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Conjugated polymer actuators have demonstrated their promising applications in 
several fields ranging from BioMEMS to microrobotics, biomimetics, and medical 
devices.  However, actuators’ performance (strain, stress, speed, and lifetime) still can 
not be correctly predicted by theoretical models, mainly because actuation 
mechanisms of these actuators are not well-understood yet.  The lack of knowledge 
on actuation mechanisms also makes it difficult to improve these actuators.  
Therefore, decoding actuation mechanisms is critical for successful applications of 
conjugated polymer actuators. 
This dissertation explored ion transport in conjugated polymers.  Ions are known to 
give major contributions to volume change of conjugated polymer films that directly 
drive actuators.  Study in this dissertation focused on following subjects:  1. Driving 
mechanisms (migration and diffusion) for ion transport.  2.  Correlation among ions, 
  
charge, and volume change.  3.  Effects of experimental situations (voltage, swelling 
of polymers, film thickness, ion barrier thickness, electrolyte, and temperature) on ion 
transport.  4.  Developing a physics-based model and conducting numerical 
simulations for ion transport in conjugated polymers.  A good understanding of these 
fundamental topics related with ion transport will build up a concrete knowledge base 
for predicting behavior of conjugated polymer actuators.  The research results of this 
dissertation were summarized mainly in 3 articles and presented in Chapter 3, 
Chapter 4, and Chapter 5 respectively.   
Chapter 3, Visualizing Ion Currents in Conjugated Polymers, is a published journal 
paper in Advanced Materials.  It reported preliminary experimental and modeling 
results of cation ingress in polypyrrole doped with dodecylbenzenesulfonate, 
PPy(DBS), a cation-transporting conjugated polymer.  Cation ingress in the polymer 
was displayed through phase front propagations that were formed by 
electrochromism.  Migration was found to dominate ion ingress evidenced by a linear 
relationship between phase front velocity and reduction potentials.  The preliminary 
modeling results also confirmed the significant effect of migration, whose role during 
ion transport has been under debate in the literature for years. 
Chapter 4, Ion Transport in Conjugated Polymers: Part 1.  Experimental Studies on 
PPy(DBS), is a full-scale experimental study of ion transport in PPy(DBS).  Besides 
phase front propagation velocity and broadening, current data and actuation strains of 
PPy(DBS) were also collected.  Comparisons among these data gave more insights of 
cation transport in PPy(DBS).  Diffusion of ions in PPy(DBS) was found to be non-
Fickian diffusion, which has not been included in models in the literature.  Cation 
  
egress was found to be independent with applied potentials, suggesting a diffusion 
controlled process, while cation ingress was found to be dominated by migration.  
This difference between cation ingress and cation egress has not been realized before 
this dissertation.  The effect of polymer swelling on cation ingress was characterized 
for the first time, which suggested an exponential relationship between ion mobility 
and ion concentration. 
Chapter 5, Ion Transport in Conjugated Polymers: Part 2.  Modeling and Simulation 
Results, reported more advanced theoretical modeling and simulation results.  Nernst-
Planck-Poisson’s equations were used to model hole transport, ion transport, and 
potential profiles in conjugated polymers.  The model was able to explore ion 
transport with various experimental situations including changing of voltage, ion 
diffusivity, hole mobility, Einstein relation, electrolyte concentration, and film 
geometry.  The model successfully predicted both ion ingress and ion egress features 
for PPy(DBS), which had not been achieved before in the literature.  In this article, 
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Chapter 1 Introduction 
1.1 Conjugated Polymer Actuators 
Inspired by biological muscles, researchers are highly interested in developing 
muscle-like actuators, which can produce similar performance with biological 
muscles.  As we know, cheetahs can run as fast as 70 mph [1].  Spittlebugs can jump 
over 100 times higher than their body length [2].  Hummingbirds can flap their wings 
as quick as 200 beats per second [3].  Red kangaroos can leap as far as 30 feet [4].  
Giant octopuses can squeeze through a tiny hole or crack to escape [5].  Biological 
muscles are also known to be light weight, compact, compliant, self-healing, self-
contained, efficient, and tailored to applications.  Compared with biological muscles, 
current actuators, such as motors, engines, and hydraulic actuators, are bulky, heavy, 
and noisy.  Although current actuators can be superior to biological muscles in one or 
two areas, it is very difficult for current actuators to achieve a combination of merits 
demonstrated by biological muscles.  However, it is very difficulty to use biological 
muscles outside their grow-up environment. Therefore, developing artificial muscles 
becomes a logical approach.   
Conjugated polymer actuators have attracted special interests because of their 
performance.  As polymers, they are light weight (approximately 1 g/cm3) and 
compliant.  They produce mechanical work with low applied voltages (1 V) [6-8].  
Conjugated polymers respond in seconds.  They can produce strains (along the film 
length direction) as large as 12% [10] and stress 1000 times higher than skeleton 
muscles [11].  Reported modulus of conjugated polymers is approximately between 
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0.01 GPa to 100 GPa [12-15].  A special feature of conjugated polymer actuators is 
that they work well in liquid electrolytes and several biofluids [9].  More interesting, 
conjugated polymer actuators can also be microfabricated [16-22].   
Conjugated polymer actuators have attracted special interests in biomedical 
applications ranging from blood vessel connectors to drug delivery devices[9, 18, 23-
26].  Conjugated polymer actuators, as macroactuators, have been used in 
applications of camber foils [27], integrated oxygen control system [28], and 
biorobotic pectoral fin [29].  However, all the above applications are still in their 
prototype stages and have not reached commercial stages yet.   
Reported conjugate polymer actuators have very simple configurations.  They are 
either free standing conjugated polymer films [30, 31], fibers [32, 33], bilayer 
structures [21, 34], or multilayer structures [35-37].  The bilayer structure is the most 
commonly reported and studied and is made of conjugated polymer films attached to 
a substrate (such as a gold film), which is typically not electroactive.  Bending motion 
is typically achieved with bilayer structures, while linear motion is typically achieved 
with free standing films.   
In all reported conjugated polymer actuators, conjugated polymers are the only active 
component.   During actuation, they undergo volume change (either expand or 
contract) once electrical stimulations are applied.  As a result, in a free standing film, 
the volume change causes the film to either elongate or contract.  In a bilayer 
actuator, since the substrate does not undergo geometry change, the bilayer structure 
will bend due to the elongation or contraction of conjugated polymer films.  
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Apparently, to design, improve, predict, or control conjugated polymer actuators, 
volume change of conjugated polymers must be thoroughly understood.   
So far, available models [14, 36, 38-41] of conjugated polymer actuators address only 
the relationship between actuator geometry and actuators’ deformation, leaving 
physics of volume change untouched.  However, volume change of conjugated 
polymers varies with experimental situations such as synthesis condition, driving 
voltage, surrounding ions & fluids, cycle history, and film thickness.  In practical 
applications, conjugated polymer actuators will be operated in various environments 
and with different work requirements.  Certainly, models that only relate the 
geometry with actuation strain are not able to predict the actuation performance 
(strain, speed, stress, bending angle, and etc.) of conjugated polymer actuators in 
these environments.  A clear understanding of the fundamental process that 
determines the volume change and mechanical properties of conjugated polymers 
must be achieved in order to successfully predict actuators’ performance in a wide 
range.  
Unfortunately, the fundamental process during actuation has not been well-
understood in the literature.  Numerous issues regarding ion transport, electron 
transport, film volume change, film anisotropy, and modulus change have not been 
well answered.  An important is that these issues are inherently related with a 
complicate electrochemical doping/dedoping process (also called electrochemical 
oxidation/reduction respectively.) triggered by electrical stimulations.  Therefore, 
before discussing ion transport and volume change in conjugated polymers, I will first 
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review the basic knowledge of the electrochemical doping/dedoping of conjugated 
polymers in the next section.   
1.2 Doping of Conjugated Polymers 
Doping of conjugated polymers is determined by their unique polymer backbones, 
which will be first introduced in this section.  Following the introduction of the 
polymer backbone, events during doping will be explained. 
1.2.1 Conjugated Polymer Backbones 
Conjugated polymers have a unique polymer backbone characterized by alternating 
single and double bonds, as shown in Figure 1 [42].  Polyacetylene has the simplest 
polymer chain by repeating CH2 except at the two ends, which are CH3.  In the 
sketch, every turn-point is a carton atom.  Hydrogen atoms connected with carbon 
atoms are not shown in the sketch.  Polypyrrole has a repeated unit of (C4H4NH) that 
forms a pentagon shape.  The alternating single and double bonds go through carbon 
atoms.  A review of carbon’s atomic orbitals is necessary to understand single and 
double bonds and is given in the next paragraph.   
 
Figure 1.  Polymer backbones of polyacetylene and polypyrrole.   
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Carbon is the No. 6 element in the periodical table.  Each carbon atom has 6 
electrons: 2 electrons in the 1s orbital, 2 electrons in the 2s orbital, and 2 electrons in 
2 of the px, py, and pz orbitals.  When carbon atoms form bonds with other atoms, 
either sp, sp2, or sp3 hybridization can occur depending on how many atoms are 
connected [43].  In conjugated polymers, sp2 hybridization occurs since a carton atom 
is connected with three other atoms.  For example, in polpyrrole, a carbon atom is 
connected with one hydrogen atom and two carbon atoms.  The sp2 hybridization 
rearranges 2 electrons in 2s orbitals and 1 electron in the 2p orbital into 3 sp2 orbitals 
whose energy levels are between 2s and 2p and leaves 1 electron in the 2p orbital 
untouched.  The three hybridized orbitals are identical and distributed evenly in a 
single plane, forming a 120 o angel between bonds as shown in Figure 2.  The left p 
orbital is perpendicular to the plane [43].  When carbon atoms are connected to form 
conjugated polymer backbones, these angles will be maintained or slightly altered. 
 
Figure 2.  Atomic orbitals of a carbon atom during sp2 hybridization 
In conjugated polymers, two types of bonds are formed when carbons atoms are 
connected to form polymer backbones: σ  bonds and π  bonds.  σ  bonds are formed 
by the end overlap of sp2 orbitals, while π  bonds are formed by side overlapping of p 
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orbitals.  Electrons in σ  bonds and π  bond behave quite differently.  Electrons in the 
σ  bonds are confined between the two carbon atoms and require more energy to 
excite, while electrons in the π  bonds are less bonded to carbon atoms.  An important 
feature for electrons in π  bonds is that they are shared by all the carbon atoms as 
long as they are connected with π  bonds.  Since conjugated polymers have 
alternating single and double bonds, each carbon atom is connected with a π  bond.  
Therefore, electrons in π  bonds are shared by the whole polymer backbone.  These 
delocalized electrons in the π  bonds create a “highway” for electrons to move along 
polymer backbones [42-45].   
When forming bonds, both π  bonds (bonding orbitals) and π * bonds (antibonding 
orbitals) are created, since orbitals need to be conserved [43].  The π  bonds (bonding 
orbitals) are fully filled with electrons, while the π * bonds are empty.    In analogy 
with silicon band structures, π  bonds are comparable with valence band, which is 
filled with electrons, and π * bonds are comparable with conduction band [45-47].  π  
bonds are called the highest occupied molecular orbitals (HOMO), and the π * bonds 
are called the lowest unoccupied molecular orbitals (LUMO).  The energy difference 
between HOMO and LUMO are different for different types of conjugated polymers.  
For example, the energy difference between HOMO and LUMO is reported to be 
approximate 1.5 eV [48, 49], similar with the band gap energy of 1.1 eV for silicon 
[50].  The band gap of polypyrrole is larger with reported values of approximate 3.0 
eV [51, 52].    
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As reviewed before, it is the π  bonds that make conjugated polymers organic 
semiconductors.  Doping of conjugated polymers can alter material properties greatly, 
which will be reviewed in next sections. 
1.2.2 Doping of Conjugated Polymers 
Doping of conjugated polymers generates net charges in polymer chains.  Without 
doping, chains of conjugated polymers are neutral.  N-doping refers to creation of 
negative charges in polymer chains, while p-doping refers to creation of positive 
charges.  Since p-doping are commonly used in conjugated polymer actuators, I will 
limit the review to p-doping.   
P-doping can be achieved either chemically or electrochemically.  Chemical doping is 
done by exposing conjugated polymers to oxidants, while the electrochemical doping 
is done by applying electrical potential and providing compensation ions to 
conjugated polymers.  Both chemical doping and electrochemical doping remove 
electrons from polymer chains (oxidation).  Since electrochemical doping is widely 
used in conjugated polymer actuators, I will further focus the following review on 
electrochemical p-doping of conjugated polymers. 
Upon electrochemical p-doping, voltage is applied to conjugated polymers to remove 
electrons from polymer chains.  Several parameters affect the ability of voltage to 
remove electrons from polymer backbone.  Type of polymers, conjugated length, 
solvents, compensation ions, and temperature all affect the doping process. 
A positive charge is created in polymer chains due to removal of one electron.  
Because of  π  bonds, the generated positive charge is delocalized along polymer 
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chains, which makes conjugated polymers electrically conductive [46].  Unlike 
charge carriers in silicon semiconductors, charge carriers created in polymer chains 
induce lattice distortion [49, 53, 54].  When they move along the polymer chains, they 
induce the lattice distortion along with them.  Number of charge carriers that can be 
removed from conjugated polymers is limited.  Experimental data suggest that one 
electron can be removed from approximately 20 carbon atoms [55, 56].  
Since charge carriers in conjugated polymers induce lattice distortion, they have 
different names other than electrons and holes.  Solitons, polarons (single charged), 
and bipolarons (double charged) [48, 55, 57, 58] are named for charge carriers in 
conjugated polymers.  Solitons are the charge carriers in trans-polyacetylene because 
polymer chains of trans-polyacetylene is symmetrical, while polarons and bipolarons 
are charge carriers for the rest conjugated polymers [48, 49, 53].  When charge carrier 
concentration is low, only polarons present in conjugated polymer chains.  When 
charge carrier concentration becomes high, two polarons will combine to form a 
bipolaron [59]. 
Dedoping of conjugated polymers is the reverse process of doping.  It lowers the net 
charge concentration of polymer chains.  If conjugated polymers are p-doped, 
dedoping will put electrons back to polymer chains.  
1.2.3 Doping Induced Property Change of Conjugated Polymers   
An important result of doping is the introduction of compensation ions, which come 
from external electrolytes and enter conjugated polymer films to maintain charge 
neutrality.  The addition of ions makes conjugated polymers to increase volume, 
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which is used to make conjugated polymer actuators.  The measured volume change 
along conjugated polymer films ranges from 3% to as high as 12%, while the 
measured out-of-plane strain reaches as high as 35% [6, 8, 10, 12, 13, 60-69]. 
Besides ions, solvent insertion also occurs due to the high osmotic pressure in 
conjugated polymers built up by accumulation of ions.  Solvent insertion causes 
conjugated polymers to expand more [63, 70].   
Due to the formation of charge carries of polymer backbones and addition of ions and 
solvents, chain conformation relaxation also occurs, which also give contribution to 
volume change [71, 72]. 
As a result of doping, conjugated polymers change from an insulator to an electronic 
conductor.  For example, polypyrrole doped with dodecylbenzenesulfonate 
(PPy/DBS) has a conductivity of 10-4 S/cm when the polymer chain is neutral [73].  
Its conductivity reaches as high as 10 S/cm when it is highly doped [73].  A highly 
doped polyacetylene with well-aligned polymer chains can reach 105 S/cm, which is 
comparable with copper (106 S/cm) [47].  
Doping also introduces additional energy levels between the HOMO and LUMO by 
creating charge carriers in polymer chains.  As shown in Figure 3, before doping, no 
energy levels exist between LUMO and HOMO.  For polyacetylene, a soliton level is 
introduced between the LUMO and HOMO [42].  The soliton energy level is thought 
to be at the middle of the band gap.  For conjugated polymers other than 
polyacetylene, levels of polaron and bipolaron are added between LUMO and HOMO 
depending on doping levels [57].   Solitons, polarons, and bipolarons have different 
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energy levels.  Note: the dash lines for polaron/bipolaron energy levels in the figure 
are not representing the actual values.  
 
Figure 3.  Addition of soliton, polaron, and bipolaron energy levels between 
LUMO and HOMO. 
A direct consequence of addition of new energy levels between HOMO and LUMO is 
that the optical absorption of conjugated polymers films is altered.  Figure 4 shows 
absorption data of PPy(DBS) upon doping [74].  At +0.5 V vs. Ag/AgCl, the polymer 
is highly doped.  At -0.9 V, the polymer chain is neutral.  When the film is highly 
doped at +0.5 V, red light (around 800 nm) absorbance substantially increased, 
because the addition of bipolaron energy levels allows more red lights, which has 
lower energy level, to be absorbed.  In experiments, the absorption change causes 
color change of conjugated polymers, which is a known fact in the scientific 
community.  Since the color change is directly related with doping levels of 




Figure 4.  Absorbance of PPy(DBS) upon electrochemical doping.  Reference: 
Ag/AgCl.  Electrolyte:  0.1 M NaClO4.  The plot is taken from [74]. 
Modulus of conjugated polymers is also found to change upon doping.  For example, 
modulus of PPy(DBS) increases from 0.1 GPa, when no charge is on the polymer 
chain, to 1 GPa, when it is highly doped [12, 14].   
1.3 Contributors to Volume Change of Conjugated Polymers 
As pointed out, volume change of conjugated polymers includes contributions of 
ions, solvents, and polymer chain conformation relaxation.  This section reviews 
current understandings of how ion transport, solvent transport, and chain 
conformation relaxation affect volume change and how experimental parameters 
affect these processes. 
1.3.1 Ion Transport 
As introduced in the prior chapter, ions egress/ingress occurs upon doping to maintain 
charge neutrality in the film.  These ions come from external source such as an 
electrolyte.  They travel through electrolytes, cross the polymer/electrolyte interface, 
and move among polymer chains to reach every area of polymer films.  Ions are 
found to be mainly responsible for volume change of conjugated polymers [15, 61, 
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75].  Ion ingress causes conjugated polymers to increase volume, while ion egress 
causes volume to decrease. 
For actuation directions it is important to know whether anions move into or cations 
leave the polymer upon doping.  Since ions enter the film to maintain charge 
neutrality, anion egress and cation ingress have the same effect in term of maintaining 
charge neutrality.  For actuators, however, anion egress and cation ingress cause 
different motions of actuators.  If anions move into the polymer, films expand.  But if 
cations leave the polymer, films shrink.   
In the literature, which ion is mobile can be determined through experiment 
techniques such as bending beam method [75], AFM [61], EQCM (electrochemical 
quartz crystal microbalance) [76, 77].  Experimental data suggest that size of ions 
plays an important role to determine mobile ions during dedoping/doping cycles [78-
82].  Typically, when small anions and large cations are used, anion transport will be 
dominant. 
(1) )(0 −+−− ↔−+ APeAP  
where P+ represents the oxidized (charged) state of the polymer chain, P° represents 
the reduced (neutral) state, e- represents the electrons, and A- represents the anions.  
However, when both anions and cations are small, anion egress and cation egress can 
occur simultaneously, which poses great difficulties in controlling motion of 
actuators.  When large anions, such as DBS and PSS (poly(styrenesulfonate)), and 
small cations are used, ion transport is found to be dominated by cations [77-79, 81, 
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83, 84], as shown in equation (2).  Note: DBS or PSS enter conjugated polymer film 
are incorporated in the polymer matrix during synthesis. 
(2) −+−+−+ −↔+ eCAPCAP )()( 0  
where C+ represents cations. 
It is also important to determine ion concentrations in polymer films since they are 
responsible for the volume change.  An in-situ measurement will be the best, because 
it allows us to predict speed of conjugated polymer actuators.  But in the literature, no 
experimental data are available that report a direct count of ions in conjugated 
polymers.  Number of ions in polymers is estimated based on indirect experimental 
data.  For example, number of ions is assumed to equal to the number of electronic 
charges passing through conjugated polymer films by ignoring currents from other 
reactions and capacitive currents[85, 86].  Number of ions is also obtained through 
color change by monitoring transmitted light intensity [87].   
Another important question is how to control ion concentrations in conjugated 
polymers, which determine actuation strains.  In the literature, voltage is an important 
parameter to control doping of polymer chains, which determines ion concentrations 
[22].  
In aqueous electrolytes, ions enter conjugated polymers with their hydration shells 
[77, 83, 88, 89].  As known, ions in aqueous electrolytes are surrounded by water 
molecules, which have strong electrostatic interaction with ions.  As a result, ions 
attract a number of water molecules, which move along with ions.  When ions enter 
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conjugated polymers, they also bring certain number of water molecules with them.  
However, number of water molecules that ions bring into conjugated polymers is not 
consistent among published results [82, 83, 88, 90].   
For actuation speed, it is important to understand how fast ions move in and out of 
polymers.  This brings up an important question: what are the driving mechanisms for 
ion transport in conjugated polymers.  Unfortunately, this question is still not 
answered in the literature.   
An on-going discussion of driving mechanisms in the literature is that whether 
migration plays a role in ion transport[40, 71, 77, 91-96].  Migration, known as the 
movement of charged particle in electrical field, determines the velocity of charged 
particle by Ev µ= , where v is the velocity (m/sec), µ is the mobility (cm/secV), and 
E is the electrical field (V/m).  Researchers hold different views of how to treat the 
ion-polaron/bipolaron interaction in the polymer.  A group of researchers think that 
ion transport in the polymer is not driven by electrical field because polaron/bipolaron 
will have strong electrostatic interactions with ions once ions present in the polymer 
[97].  The new entity formed by ion and polaron/bipolaron has no net charge and 
diffuse together in the film.  On the other hand, Pickup and Lacroix pointed out that 
diffusion is not enough to explain experimental results especially when large potential 
is applied [94, 96].  
Other than migration, ion diffusion in conjugated polymers is not been well 
understood either.  Fickian diffusion, which is the ion motion caused by concentration 
gradient, has been widely adopted in models that predict ion transport in conjugated 
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polymers [93, 96-102], ignoring the fact that diffusion in polymers is likely to be 
under the influence of polymer relaxation process [103, 104].  Although conjugated 
polymers are known to undergo conformation relaxation changes especially in the 
first cycle [78, 101, 107-109], non-Fickian diffusion has not been properly handled in 
reported models.  In the literature, non-Fickain diffusion can cause completely 
different transport phenomena from Fickian diffusion.  For example, when polymer 
relaxation process is the rate limiting step, Case II diffusion occurs, which creates a 
linearly relationship between absorbed solvents and time [105, 106].   
In summary, ion transport in conjugated polymers is a very complicate topic.  
Assuming the listed on-going discussions or issues have been solved successfully, the 
society still has more questions that need to be answered.  Ion transport in conjugated 
polymers has been found to depend on both material properties and experimental 
situations.  For example, ion diffusivity is found to increase with film thickness [110].  
Using organic solvents, such as propylene carbonate, can cause anion transport even 
when DBS anions are used [111].  Electrolyte pH is also found to lower the volume 
change [112].  Other parameters that affect ion transport include conjugated polymer 
type [113] , synthesis condition [114], temperature [115], electrolyte concentrations 
[63, 70], and ion type[77, 79, 116].  We certainly can not answer all the questions 
simultaneously.  It is a logical strategy to start and clarify driving mechanisms first 
and then study the rest issues. 
1.3.2 Solvent Transport 
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A widely used solvent for conjugated polymer actuators is water [18, 22, 34, 63].  
Organic solvents are also used in actuator demonstrations [85, 117-119].  Since water 
is the only solvent used in the dissertation, the introduction will focus on current 
understandings of aqueous electrolytes.   
Water contributes to volume change by two means: water molecules in the hydration 
shell enter the polymer simultaneously with ions [82, 83, 88, 90], and the others are 
driven by osmotic pressure [63, 70].  The first way has been discussed in the section 
of ion transport.  Bay is the first researcher who discovered the second way [63].  By 
increasing the electrolyte concentration from 0.1 M to 5 M, the elongation of a free 
standing conjugated polymer film decreased by approximately 50%.  Since number of 
ions in conjugated polymers did not change, the decrease of elongation was thought 
to be caused by solvent transport.  The explanation was that increase of electrolyte 
concentrations lowered the osmotic pressure between polymers and electrolytes.  As a 
result, less solvent molecules entered conjugated polymers that caused films to 
expand less. 
In the literature, few efforts have been made to separate contributions of water 
transport from ion transport.  The speed difference between water transport and ion 
transport has not been isolated yet.   
1.3.3 Chain Conformation Relaxation 
Chain conformation relaxation refers to the 3D shape change of polymer chains [43].  
In conjugated polymers, polymer chain conformation relaxation is thought to be 
caused by three reasons:  creation of net charges alters carbon-carbon bond length 
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[49, 120]; repulsion of net charges stretches polymer chains [101]; insertion of ions 
and solvents stretch chains further [101].  Otero developed a charge transport model 
that takes chain conformation relaxation into account [71, 72, 121, 122].   
Although the contribution of chain conformation relaxation to volume change of 
conjugated polymers is still under debate, chain conformation relaxation is very likely 
to be the rate limiting step during volume change of conjugated polymers that may 
determine the actuation speed.  Chain conformation relaxation is also likely to affect 
the modulus, creep, and hysterysis of conjugated polymers. 
1.4 PPy(DBS): a Model System Used in this Dissertation 
Since properties of conjugated polymers are sensitive to many parameters such as 
type of polymers , length of polymer chains, compensation ions, and synthesis 
conditions, it is necessary to start with a known system to explore the main actuation 
mechanisms.  PPy(DBS) is the model material system selected in this dissertation.  It 
has been widely used in research[61, 63, 74, 78, 83, 111, 112, 114, 123-126].   An 
important reason why PPy(DBS) is widely researched is because cations are ensured 
to be the mobile ions when conjugated polymers are cycled in aqueous electrolyte 
with DBS as anions [78].  This gives a very good control on actuation direction using 
applied voltage.  PPy(DBS) also has good stability in air.  Its conductivity can reach 
as high as 100 S/cm [73].  Approximately 1 electron out of 3~4 rings is removed from 
polymer chains, resulting charge density along polymers chains as high as 3 M [55, 
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56].  The weight fraction of DBS right after deposition is approximately 0.56 1 
(Calculation is based on 1 DBS anion out of 4 pyrrole rings.).  Assuming absolute 
charge neutrality is maintained in polymer films, both DBS anions and mobile cations 
in polymer films can reach approximately the same concentration (3 M).  For 
actuators, it produces approximately 35% reversible out-of-plane strain [61] and 3% 
reversible in-plane strain [39, 100], and can be operated in various biofluids [9].   
The dopant of PPy(DBS) is the DBS anion, which is a large anion as shown in Figure 
5[20].  It is a surfactant that has a benzene ring, a SO3- anion and an alky tail with 12-
13 carbon atoms.  DBS anions are incorporated into the conjugated polymer during 
polymerization of pyrrole monomers to form polymer chains.  Since a positive 
voltage is applied during polymerization, doping of conjugated polymers occurs 
simultaneously, which attracts DBS anions into the polymer matrix.  After 
polymerization, DBS anions become immobile in the polymer.  In the following 
doping/dedoping cycles, since DBS anions can not move, cations move in and out of 
conjugated polymer films to maintain charge neutrality.   
 
Figure 5.  DBS ions[20]. 
DBS anions also tend to form lamella structure in conjugated polymers [127] [128].  
X-ray diffraction results of PPy(DBS) suggested that lamellar structures were formed 
                                                 
1 Formula of DBS is C19H31SO3, which has a molecular weight of 339.  Molecular weight of 4 PPy 




in polymer films [127]  The layer structures in PPy(DBS) may cause anisotropic 
property in diffusion, modulus, and volume change.  For example, reported in-plane 
strain of PPy(DBS) was approximately 3%, while reported out-of-plane strain can 
reach 30% [60] .  Such large difference between in-plane and out-of-plane strain can 
not be explained by the fact that in-plane deformation of PPy(DBS) is constrained by 
the substrate.  The reason is that even assuming a large Poisson’s ration such as 0.5, 
out-of-plane strain due to in-plane deformation is only 1.5% (3%*0.5=1.5%), which 
is far less than the out-of-plane strain (30%).  Therefore, the large deference between 
in-plane and out-of-plane strains is most likely caused by material anisotropy.   
1.5 Operation of Conjugated Polymer Actuators 
This section explains the setup of operating conjugated polymer actuators.  The setup 
is where the electrochemical doping of conjugated polymers occurs.  Functions of 
each component of the setup will be explained.  Two methods used in this dissertation 
for electrochemical doping of conjugated polymers are explained.  The knowledge of 
this section is necessary to understand the experimental setup in Chapter 4 and the 
potential modeling in Chapter 5.   
1.5.1 Operation Setup 
A three-electrode electrochemical cell is used to control conjugated polymer 
actuators, as shown in Figure 6.   The setup includes a power source (potentiostat), a 
working electrode (conjugated polymers), a reference electrode, and a counter 
electrode. The working electrode, reference electrode, and counter electrode are 
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submerged in electrolytes that provide compensation ions.  A container made of 
Teflon is used to physically hold electrolytes and the three electrodes.   
Each component of the setup serves a different function.  The potentiostat applies and 
monitors the electrical signals (voltage and current) of the working electrode.  Either 
voltage or current are carefully controlled.  The reference electrode provides a 
constant potential reference in the setup, because the electrochemical reaction at the 
reference electrode is always at equilibrium [129].  A commonly used reference 
electrode is Ag/AgCl in a saturated NaCl (3 M) electrolyte.  The working electrode is 
the conjugated polymer actuator, which undergoes electrochemical doping/dedoping.  
No interests will be put on reactions at the counter electrode, whose purpose is to 
complete the circuits.  Without the counter electrode, doping of conjugated polymers 
at the working electrode will not occur continuously, since the electrolyte will be 
charged after ions enter conjugated polymers.  The counter electrode is preferably to 
have large surface area so that it will not limit the current flow in the setup.  The 
electrolyte in the setup is to provide compensation ions during electrochemical 




Figure 6.  A three-electrode electrochemical cell to operate conjugated polymer 
actuators. 
1.5.2 Voltage and Current of the Working Electrode  
Voltage and current are two types of data commonly collected by a potentiostat 
during the electrochemical doping of conjugated polymers.  They can provide 
important information of the doping process such as doping levels, minimum voltage 
required to initiate doping, and charge transport rate.  But both voltage and current 
data contain information more than the electrochemical doping process and need to be 
carefully analysis for each experiment.   
Voltage at the working electrode is controlled based on the voltage of the reference 
electrode, because reactions at the reference electrode are always at equilibrium.  
Potential drop in the electrochemical system occurs in several locations including the 
electronic connections, the polymer, and the electrolyte, as shown in Figure 7 (The 
counter electrode is removed because it plays no role to determine the voltage of the 




(3) cellactuatorcircuit VVVV ++=  
where V is the voltage between the working and the reference; Vcircuit is the voltage 
drop of the electrical wire; Vactuator is the voltage drop between the actuator and the 
electrolyte; Vcell is the voltage drop of the electrolyte between the actuator/electrolyte 
interface and the reference electrode.  Due to the low resistance of the electrical wire, 
Vcircuit is negligible.  Vcell is determined by the electrolyte resistance and the current, 
following ohm’s law.  Vcell can be lowered by using highly concentrated electrolytes 
and reduce the distance between the working electrode and the reference electrode.  
Vactuator is the voltage that controls the doping level, which can be further divided in to 
two components: an equilibrium potential, Vequilibrium, and an over potential, ialoverpotentV .  
The equilibrium potential is the minimum potential that initiates the doping process.  
For example, if Vactuator is less positive than Vequilibrium, no doping process will occur.  
 
Figure 7.  A schematic illustration of potential drop between the actuator and 
the reference electrode. 
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Currents running through the working electrode are collected.  Figure 8 shows the 
possible components of currents (The reference electrode is not shown because it 
passes zero current.).  Three components may form the total current: Faraday current, 
parasitic current, and capacitive current.  The Faraday current counts the electrons 
that are removed or donated to the polymer chain.  It provides the exact count of 
charge carrier concentration and ion concentration in conjugated polymers.  The 
parasitic currents are the electrons from electrochemical reactions other than the 
doping of conjugated polymers.  For example, when negative potential is applied to 
conjugated polymers that are operated in aqueous electrolytes, water molecules 
decompose to hydrogen and OH- at approximately 0.67 V vs. Ag/AgCl [130].  If 
several parasitic reactions are actuated by applied voltage, currents from these 
parasitic reactions can dominate the current response of the system, which makes it 
difficult to obtain charge carrier concentration in the film.  The last component of the 
current is the capacitive current that is generated by the capacitance of the cell and the 
polymer.  A major contributor to the capacitive current is the double layer formed at 
the electrode/electrolyte interface [129].  Also, any separation of dipoles in 




Figure 8.  A schematic illustration of current components running through 
conjugated polymers. 
1.5.3 Control Methods 
This dissertation uses two control methods during electrochemical doping: constant 
potentials and linearly-ramped potentials.  In this section, basic procedures of the two 
methods are introduced, and representative results of PPy(DBS), the model system in 
this dissertation, are explained. 
The constant potential control method is also called chronoamperometry [129].  In 
this method, the potentiostat steps the potentials from one value to another, while the 
current response is monitored.  Figure 9 shows representative current data of a 
PPy(DBS) film cycled in 0.1 M NaDBS electrolyte.  (Reminder:  PPy(DBS) is a 
cation-transporting conjugated polymers.  Na ions in the electrolyte will move in and 
out of polymer films to maintain charge neutrality.)  Two potentials are used.  At the 
beginning, a 0 V (vs. Ag/AgCl) is applied that keeps PPy(DBS) at the fully doped 
(oxidized) state for 5 seconds.  No current is flowing through the system since no 
additional charges are created.  Then, the voltage is stepped to a -1 V for 10 seconds 
to dedope (reduce) PPy(DBS).  Right after the voltage is stepped to -1 V, current data 
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show an immediate spike most likely due to capacitive current, and then the current 
will decay to a value close to zero indicating completion of the dedoping process.  A 
small residue current will still present due to parasitic reactions.  At the end of 10 
seconds, the voltage is stepped back to 0 V to dope the polymer.  Current data again 
show a spike and decay due to similar reasons with the dedoping process.  At -1 V 
Volt, Na ions enter conjugated polymer films since electrons are donated to polymer 
chains.  As a result of Na insertion, polymer films expand.  When 0 V is applied, Na 
ions leave conjugated polymer films, and films contract.  
 
Figure 9.  Chronoamperometry of PPy(DBS).  Film thickness: 300 nm.  
Electrolyte: 0.1 M NaDBS. 
The second control method used in this dissertation is to linearly ramp voltage 
between two different values.  In this method, a triangle waveform of potential is 
applied to the actuator as shown in Figure 10a (solid line).  The potential is linearly 
ramped between 0 and -1V.  Current responses are monitored (Figure 10a, dash line).  
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The current is typically plotted with voltage as shown in Figure 10b.  Such a plot is 
called cyclic voltammogram [129].  
 
Figure 10.  A typical CV of PPy(DBS).  Film thickness: 300 nm.  Electrolyte: 0.1 
M NaDBS.  Scan rate: 20 mV/sec.  Voltage: 0 V to -1 V vs. Ag/AgCl. 
In this dissertation, the main purpose of obtaining a cyclic voltammogram is to find 
out the doping potential and dedoping potentials of PPy(DBS).   Examining Figure 
10, four current peaks, indicated by arrows, are identified.  The corresponding 
potentials are VR1, VR2, VO1, and VO2.  The VR2 and VO2 are the reduction potential 
(dedoping potential) and oxidation potential (doping potential), which cause Na 
ingress/egress.  The VR2 and VO2 potentials are thought to be caused by OH- 
insertion/dissertion [112].  The reduction potential of PPy(DBS) gives an 
approximate estimation on the least negative potential that is required to put electrons 
back to conjugated polymers.  The oxidation potential of PPy(DBS) gives estimation 
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Chapter 2 Aim of Current Study and Organization of this 
Dissertation 
2.1 Aim of Current Study  
As reviewed in the introduction, ion transport, which gives major contributions to 
volume change of conjugated polymer, is still far from well-understood yet.  Without 
thorough knowledge of ion transport, it is very difficult to develop a model that can 
be used to predict performance of conjugated polymer actuators for various 
operational situations.   Therefore, this dissertation focuses on ion transport in 
conjugated polymers.     
A central question this dissertation aims to answer is whether migration is or is not a 
driving mechanism for ion transport in conjugated polymers.  Without answering this 
question, it is impossible to give correct predictions on ion transport speed and ion 
concentration profiles in conjugated polymers, which also makes it impossible to 
predict dynamic behavior of conjugated polymer actuators.  Another topic of this 
dissertation is to explore diffusion process of ion transport in conjugated polymers.  
Whether diffusion is Fickian or non-Fickian need to be clarified.  The third topic of 
this dissertation is to find out whether ions ingress is identical to ions egress.  This is 
an important question because actuators use both ion egress and ion ingress to 
complete a work cycle.  Therefore, both moving directions of conjugated polymer 
actuators need to be predicted.  The fourth topic of this dissertation is to correlate ion 
concentration with electronic charge and volume change, which will help choosing a 
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good control parameter for actuation.  The last topic of the dissertation is to develop a 
model that can correctly predict ion concentration in conjugated polymers for a 
various experimental situations.   
2.2 Organization 
Chapter 1 of the dissertation reviews the necessary background information to 
understand the rest of the dissertation.  Chapter 2, the current chapter, explains the 
scope and organization of this dissertation.  The main body of this dissertation, 
Chapter 3, Chapter 4, and Chapter 5, consists of three articles, summarizing important 
research results.  The three articles include: 
• X. Z. Wang, E. Smela, and B. Shapiro, "Visualizing ion currents in conjugated 
polymers," Adv. Mat., vol. 16 (18), pp. 1605-1609, 2004.  This article reports 
the preliminary experimental results and modeling work of this dissertation.  I 
designed the experiments, collected all the experimental data, conducted all the 
simulation results, and prepared the preliminary draft.   
• X. Z. Wang and E. Smela, “Ion Transport in Conjugated Polymers: Part 1.  
Experimental Studies on PPy(DBS)”.  This article is a detailed report of 
experimental work of this dissertation.  Experimental exploration on migration, 
diffusion, break-in phenomena, ion ingress/egress, and volume change of 
conjugated polymers are reported.  I collected all the experimental data and 
finished the draft together with Dr. Smela.  Before submission, the text in the 
supplementary materials needs to be finalized.   
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• X. Z. Wang, B. Shapiro, and E. Smela, “Ion Transport in Conjugated Polymers: 
Part 2.  Modeling and Simulation Results”.  The last paper reports the more 
advanced modeling work and simulation results for ion transport in conjugated 
polymers.  Both 1D and 2D models are presented as well as simulation results.  
The 1D model is also used to give predictions on various experimental 
situations including electrolyte concentration, polymer anisotropy, and anion 
transport.  I worked on model development from the very beginning of this 
project, solved several modeling issues, initiated a large part of the simulation 
cases, collected all the simulation results and took a major role in writing the 
draft with Dr. Smela and Dr. Shapiro.  The paper has been drafted except the 
supplementary materials.  Another on-going effort is to improve the 
interpretation of results of certain cases. 
Chapter 6 summarizes the scientific contributions of this dissertation.  Chapter 7 lists 
further development of this project.  The last part of this dissertation is a section of 
supplementary materials, listing additional experimental results and simulation results 
that are not included in the body of these three articles. 
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Chapter 3 Visualizing Ion Currents in Conjugated Polymers1 
3.1 Introduction 
In numerous technologically important materials, electrochemical reactions are 
accompanied by mass transport of charged particles.  For example, ion ingress and 
egress during electrochemical oxidation and reduction of conjugated polymers is the 
basis of a broad range of devices from electrochromic displays to batteries, chemical 
sensors, and actuators.[1]  The direct measurement and visualization of ion transport 
would therefore be instrumental in formulating and validating physics-based models 
of such electrochemical reactions.    
In this paper we report a new technique for the study of ion transport in materials that 
are electrochromic, and show initial results obtained by applying the method to 
polypyrrole doped with dodecylbenzenesulfonate, PPy(DBS), a conjugated polymer 
that is starting to find commercial applications in biomedical micro-actuators.[2]  We 
introduce an experiment that makes electron transport fast compared with ion 
transport, allowing the ionic current to be characterized independently of the 
electronic current, and we present a first-cut model.  These experimental and 
modeling results are the first from an ongoing research effort; the aim of this 
particular study was to elucidate the roles played by ion drift and diffusion in the 
reduction reaction.   
                                                 
1 Originally published as:  
X. Z. Wang, E. Smela, and B. Shapiro, "Visualizing ion currents in conjugated polymers," Adv. Mat., 
vol. 16 (18), pp. 1605-1609, 2004. 
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Previous studies have shed enough light on the oxidation and reduction (redox) 
processes and the associated volume change in conjugated polymers that we 
understand the basic mechanisms.[3-6]  Yet despite the numerous laboratory 
demonstration actuators that have been reported,[7,8] we do not yet have predictive 
models for actuator behavior.  Without determining the constitutive equations 
governing the volume change, it will be impossible to design materials with non-
incrementally increased speed, strain, and other performance metrics as required for 
particular applications.   
When a sufficiently reducing potential is applied to PPy(DBS), electrons are 
transferred to the polymer backbone and cations enter the material in response to the 
electric field.[9]  The ions, which are typically solvated, move between the chains 
through a combination of drift and diffusion.  This mass insertion is responsible for 
the volume increase that is exploited in actuators.  Space between the polymer chains 
must be created in order for the ions to enter, so the ion current depends on chain 
movements,[10] as well as on the degree of polymer solvation, the ion size, ion-
polymer interactions, etc.  Diffusion in conjugated polymers is therefore not 
Fickian.[11,12]   
The discussion in the literature has focused on whether a diffusion model or a 
migration (drift) model is more appropriate to describe charge transport in conjugated 
polymers, and different authors have seen evidence for each.  This is because in 
actual fact, electron and ion currents have both diffusion and migration terms.  Which 
one is dominant depends on the magnitude of the applied potential.   
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Results from a first-cut model that includes both diffusion and drift are presented 







where Ci is the concentration of i (mol/cm3) and Ji is the flux of species i (mol/sec-
cm2).  This equation is exact:  it just counts molecules.  The flux Ji must next be 





 for the diffusion component, where Di is the diffusion coefficient 




µ=  for the drift component, where zi is the charge, µi is 
the mobility (cm2/V-sec), and E
v
 is the electric field.[13,14]  Note that these two 
equations contain a number of assumptions[14,15].  We ignore convection since this is 
not present in the polymer and is negligible in an unstirred solution.  This results in: 








where we have expressed the electric field as the gradient of the electric potential, φ: 
φ−∇=E
r
.  If the Einstein relation,[14] D/µ = kT/q = RT/F, is employed, which may 
or may not be true for conjugated polymers, then equation (5) reduces to the familiar 
Nernst-Planck equation.[13]  Equation (5) can be used for both ions and electrons.  
Finally, Maxwell’s equations give the potential in terms of the net charge density Q:  
(6) nCQ i −==∇∇ )(0 φεε . 
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Here n is the electronic charge, εo is the permittivity of a vacuum, and ε is the 
dielectric constant of the conjugated polymer.   
There has also been a discussion in the literature about whether the speed of the redox 
reaction is limited by electron transport or ion transport.  However, the rate limiting 
step depends on the experiment.   Unfortunately, the electronic and ionic components 
of the current are difficult to disentangle in most experiments.  As a result, the 
literature reports values for an “apparent diffusion coefficient” whose meaning is not 
clearly defined, but that seems to include both diffusion and drift components of both 
electron and ion transport.  Reported apparent diffusion coefficients vary over 13 
orders of magnitude.[11] 
Below we describe an experiment that allows ion transport parallel to the surface of 
the film to be characterized independently of the electronic current during redox.  
This work was inspired by that of Tezuka et al.[16,17]  These authors established 
electrical contact to a polypyrrole (PPy) film along only one of its edges, and when an 
oxidizing potential was applied, they observed a phase front that traveled outward 
from the electrode.  The phase front was detected by changes in the optical absorption 
of the PPy, which is electrochromic.  (Oxidation introduces new electronic states into 
the band gap, causing the color of the polymer to change.)  In that experiment, 
however, electron and ion transport rate limitations could not be definitively 
separated.   
Lacroix et al. [18] presented a theoretical analysis of mass transport during redox that 
assumed ion transport could be described as a migration phenomenon, rather than a 
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diffusion phenomenon.  This resulted in a moving front that separated the conducting 
and insulating states during switching.  These authors also found that a moving front 
could result from an oxidation-level-dependent electron diffusion constant. 
3.2 Experimental 
The fabrication process for the devices was as follows.  Over an oxidized silicon 
wafer, an adhesion layer of Cr (100 Å thick) was deposited by either electron beam 
evaporation or sputtering, followed immediately by a layer of Au (3000 Å thick) that 
served as the working electrode.  A layer of PPy(DBS) was electrochemically 
deposited from an aqueous solution of 0.1 M NaDBS and 0.1 M pyrrole (pH 7) at a 
constant potential of 0.47 V (vs. Ag/AgCl) with an EcoChemie pgstat30 to a 
thickness of 0.3 µm, at which the color changes are very apparent.  All thicknesses 
were measured by profilometery (Tencor Alphastep 500).  A 2 µm thick layer of a 
photosensitive polymer (SU8-20001, MicroChem Corp.) was photolithographically 
patterned over the PPy into the shape of a rectangular stripe following the 
manufacturer’s directions.  The PPy that was not covered by SU8 was removed by 
dry etching in an oxygen plasma,[22] leaving a stripe of PPy covered by SU8 on the 
electrode surface. 
All cycling experiments were performed under a nitrogen atmosphere to prevent 
oxygen doping.  The electrochromic response was recorded with a digital camera 
(Nikon Coolpix 4500) connected to a camcorder (Sony DCR-TRV 330) from directly 
overhead through a microscope  (Leica MZ125) onto digital tape.  The images were 
                                                 
1 SU8-2000 is an epoxy.  The CAS number of its epoxy resin is 28906-96-9. 
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later processed using Studio DV to reduce the number of frames and Matlab to 
analyze the images.   
3.3 Results  
3.3.1 Experimental Results 
Our experimental configuration is illustrated in Figure 11.  (The figure is not to scale:  
the vertical axis is exaggerated for clarity.)  A thin conjugated polymer film 0.3 µm 
thick, 300 µm wide, and 8 mm long  is covered by a transparent ion-blocking layer 
that prevents ions from entering or exiting the film through the top surface, allowing 
ion transport only from the sides.  This makes the path for ions to and from the center 
of this stripe (150 µm) 500 times longer than the path for electrons (0.3 µm), since 
electrons are able to enter and leave along the entire bottom surface.  This 
configuration ensures that ion transport is the rate-limiting step in the reaction.  (In 
addition, the mobility of electrons is believed to be orders of magnitude higher than 
that of ions.)  Since the ion-blocking layer is transparent, the color change of the 




Figure 11.  An experimental configuration that makes ion transport the rate-
limiting step in PPy(DBS) (vertical dimensions exaggerated).  A thin stripe of the 
electrochromic material is in contact with an electrode on its bottom side, and its 
top side is covered by an ion-blocking layer.  During electrochemical reduction, 
cations are transported into the film, but they can only enter from the edges.  
Electrons therefore have a short path, ions a long one.  The polymer cannot 
significantly change its oxidation level until charge compensating cations arrive.  
The change in oxidation level results in a color change. 
In this paper, we focus only on the reduction reaction in PPy(DBS), which is a cation-
transporting material since DBS is immobile in the polymer.[19-21]  (To describe the 
behavior during oxidation, we must take into account conformational relaxation of the 
polymer chains,[10] which is beyond the scope of our first-cut model.)  During 
reduction of PPy(DBS), the polymer starts in the fully oxidized, conducting state in 
which one DBS- anion compensates each positive charge on the backbone.  
The PPy was electrochemically cycled in deoxygenated aqueous 0.1 M NaDBS by 
stepping the voltage between 0 and various negative potentials.  For potentials more 
negative than -0.8 V vs. Ag/AgCl, we observed phase fronts that travelled from the 
outer edges of the stripe to the center.  Figure 12a shows an overhead image of a film 
part-way through the reduction process under an applied potential of -1 V vs. 
Ag/AgCl.  The center of the stripe is oxidized (dark red), and the outer edges are 
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reduced (transparent yellow).  Between them is a broad phase boundary.  Red, blue, 
and green channel intensities were measured along a cross-section of the stripe, 
schematically indicated by the dashed line in Figure 12a; all three channels gave 
essentially the same signal, with red having the largest intensity variation, so the red 
channel was used for tracking the color change (Figure 12b).  Thresholds were set, 
with intensities below the lower threshold marking the “inner boundary,” inside 
which all the material was still fully oxidized, and intensities above the upper 
threshold marking the “outer boundary,” outside which all of the material had been 
completely reduced.  The positions of the boundaries were traced over time (Figure 




Figure 12.  a)  Overhead view of a film in the process of being reduced.  The 
oxidized material is dark red, and reduced material is nearly transparent; there 
is a broad phase front between them.  Inner and outer boundaries of the front 
are indicated schematically.  b)  The intensity of the red channel at the cross-
section indicated by the dashed line in a).  Thresholds for fully oxidized and 
reduced states are indicated schematically.  The negative intensity spikes arise 
from the shadows at the edges of the polymer strip.  c)  During the first-ever 
reduction cycle, the phase boundary is very sharp, and the front velocity very 
slow.  d)  The position of the phase boundaries vs. time, 0 µm being the center of 
the stripe and 150 µm the edge.  The slopes used to calculate the phase front 
velocities of the inner and outer boundaries were taken from the linear regions.   
For reduction potentials smaller than approximately –0.8 V, there were no clearly 
visible phase boundaries (after the first reduction scan); instead, the film gradually 
lightened (see cross-section intensity profiles in Figure 14a).  This is consistent with 
an interpretation that the diffusion component of the ion current is larger than the drift 
component in this regime.   
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For larger reduction potentials, we always observed phase fronts.  After the front had 
progressed some distance into the film, both inner and outer boundaries moved with 
constant velocity (Figure 12d).  The velocities of the boundaries are plotted as a 
function of applied potential in Figure 13.  Between -0.8 and –1.6 V vs. Ag/AgCl the 
velocity was proportional to the voltage, as would be expected for migration:  v = 
µE.[14]  In this voltage range, therefore, migration plays the dominant role in ion 



































Figure 13.  (Upper)  The cyclic voltammogram of an uncovered PPy(DBS) film 
shows, approximately, the applied potentials relative to the redox peaks.  
(Lower)  Velocity vs. applied potential.  Different symbol shapes correspond to 
different samples, and repeated symbols indicate duplicate runs on the same 
sample.  Above –0.8 V, no phase boundaries were observed, and below –1.6 V, 
the velocity saturated at ~70 µm/sec.   
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The transition region between oxidized and reduced states (the distance between inner 
and outer boundaries, or the front width) broadened over time (Figure 12d).  Our 
hypothesis is that the broadening is due to diffusion, but additional experiments are 
required to confirm this.  As the fronts from either side of the stripe approached each 
other, they started to interact and move faster.   
At potentials more negative than –1.6 V, the velocity did not increase any further, but 
remained constant at approximately 70 µm/sec.  The speed may be limited by 
diffusion in the electrolyte, or possibly by electron transport; further work is 
necessary to determine the cause. 
During the first-ever reduction of the film, the phase boundary was very sharp (Figure 
12c), and it stayed sharp from the outer edge right to the center.  Moving fronts were 
seen for reducing potentials as small as –0.7 V, at which ion transport is primarily 
diffusion-driven.  This is a clear demonstration that the diffusion process is not 
Fickian, since in the film’s as-deposited state, the polymer chains are exceptionally 
compactly packed,[9,10] so the ion diffusion coefficient and mobility are very low.  
This is a clear validation of the finding in the Lacroix model [18] that an oxidation-
level dependent diffusion coefficient can give rise to a phase front.  The velocity of 
the front was 20-30 times slower during the first scan than during subsequent 
reductions.    
3.3.2 Simulation Results  
Our simulations of the ion transport were based on equations (5) and (6).  The 
equations were solved in only a single spatial dimension (left-right in Figure 12).  Ion 
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transport was assumed to be much slower than electron transport due to the design of 
the experiment, so equation (5) for electrons was discarded.  Instead, we assumed a 
fixed electron density, n(x,t) = no.  The ion diffusion coefficient was assumed to be 
constant.  The resulting nonlinear partial differential equations were solved using the 
software FEMLAB.  The simulation results are compared with experimental red-
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Position  
Figure 14.  Experimental data (red points) vs. modeling results for ion 
concentration (blue line).  The edges of the film are positions 0 and 1.  The 
intensity minimum is for the fully oxidized state, and the maximum is for the 
fully reduced state.  a) Applied potential = –0.7 V (vs. Ag/AgCl); data at 30, 60, 
and 90 seconds.  Modeling curves are not equally spaced in time.  b)  Applied 
potential = –1.5 V; data at 0.6, 1.5, and 2.4 seconds (0.9 seconds apart).  The 
modeling curves are again not equally spaced in time.   
This simple simulation predicted the existence of phase fronts when drift dominates 
the ion current, and it did a remarkably good job of capturing the shapes of the 
intensity profiles for both low and high diffusion.  However, it did not correctly 
predict the front velocities.  In addition, the diffusion-like behavior behind the leading 
edge of the phase front was not captured.  The assumption of a fixed electron density 
did not take into account the important fact that additional electrons are transferred to 
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the polymer once charge neutrality is re-established locally by the arrival of the cation 
front.  Also, the assumption that the diffusion constant is fixed, rather than a function 
of the oxidation level, is not valid, as shown by the striking differences in shape and 
velocity during the first-ever reduction.  The next stage in our modeling will take 
these effects into account. 
While the experimental and modeling curves in Figure 14 are strikingly similar, it is 
important to keep in mind that the experimental curves are color intensity profiles.  In 
order to convert the intensities in the images into ion concentrations (the quantity in 
our model), the Faradic charge consumed by the PPy needs to be determined, and 
these measurements are under way.  Once we know E
r
 in the film, we will extract the 
mobility from the data in Figure 13.  Future studies will also more closely examine 
the diffusion terms in the model.   
3.4 Conclusions  
In conclusion, we have introduced a simple experimental tool that directly measures 
ion transport in electrochromic materials and have presented preliminary results on 
the reduction process in PPy(DBS).  We have shown that there are different rate-
limiting processes at different potentials, that migration plays a critical role in ion 
transport, and that a simple model can account for much of the behavior.  Initial 
physics-based modeling has correctly predicted the existence of the phase fronts and 
captured much of their shapes.  Future experimental work will include quantification 
of the coefficients in the equations as well as studies of the oxidation process and 
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correlations between ion transport and volume change.  The next stages in modeling 
will take additional physics into account.   
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Chapter 4 Charge Transport in Conjugated Polymers:  Part 1.  
Experimental Research of PPy(DBS)1 
4.1 Introduction 
Since conjugated polymer actuators were first demonstrated [1-4], a large variety of 
“proof of concept” devices have been fabricated.  (For reviews, see [5-9].)  However, 
improvement in device performance has been hampered by a lack of fundamental 
understanding of the underlying physics that occurs during electrochemical switching.  
Mathematical models to describe material behavior during actuation, i.e. the 
constitutive equations, have not yet been formulated and validated.  As a result, rate-
limiting processes have not been clearly identified and trade-offs between strain, 
stress, and speed have not been mapped.   
The work presented in this series of papers is part of a longer-term effort to develop 
physics-based models of the coupled chemical, electrical, and mechanical processes 
that occur during reduction and oxidation (redox) of conjugated polymers (Figure 15).  
These models should ideally have no adjustable parameters and should account for 
the dominant physical effects, if not all the details.  Such “white box” modeling [10] 
is not the same as curve-fitting (black-box modeling of phenomena).   
                                                 
1 To be submitted as: 





Figure 15.  A given electrical input signal results in an electrochemical state with 
particular mechanical, chemical, and electrical properties, which in turn result 
in particular actuator metrics.  Changing the oxidation level requires inter-
related charge and mass transport, as well as polymer chain conformational 
changes; several of these interrelations are indicated.  The final state also 
depends on the deposition and cycling conditions.   
To build such models, experiments need to be designed in which only a single effect 
is dominant, so that it can be isolated and characterized without confounding and 
unknown contributions from the other effects.  We chose to begin by characterizing 
charge transport, since that drives the other effects, and to focus particularly on ion 
transport, since that is directly responsible for actuation strain [11].  In our previous 
communication [12] we presented a device that ensured that ion transport was the 
rate-limiting step in the electrochemical reaction and which allowed us to track ion 
transport inside the film through electrochromic color changes.  In this Part 1, 
complete experimental studies are presented on ion transport in polypyrrole doped 
with dodecylbenzenesulfonate, PPy(DBS). We report results from an extensive 
analysis of the reduction process, present new data on the oxidation process, and 
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supplement the electrochromic studies with film thickness profiles recorded during 
redox that reveal the relationship between charge transport and volume change.   
We do not yet include studies of chain movement or solvent transport.  These play 
very important roles during switching (Figure 15), as shown by Otero et al. [6, 13-25] 
and West et al. [26].  Otero et al. have contributed a large body of knowledge on 
chain conformational changes during redox, and combining the models for a more 
complete understanding of the switching behavior will be the focus of future work.  
As noted above, in order to develop the constitutive equation for ion transport during 
redox, each of the terms needs to be identified and the form of the coefficients 
determined, without confounding influence from other processes that occur 
simultaneously.  We have previously introduced a device configuration that ensures 
that ion transport is the rate-limiting step by making electron/hole transport 
comparatively fast, chain conformational changes constant, and solvent transport 
invisible[12, 27, 28].  The schematic diagram in Figure 16 illustrates this 
experimental approach.  A long, narrow strip of a thin conjugated polymer film is 
sandwiched between an electrode on the bottom and a transparent ion-blocking layer 
on the top.  When the polymer is switched, ions cannot enter or leave the polymer 
through the top or bottom, but only from the long edges.  Holes (polarons and 
bipolarons), on the other hand, are able to enter and leave anywhere through the 
bottom electrode area.  The distance that the ions must travel to get to the center of 
the strip is 500 times longer than the path for holes to reach the top surface.  The 
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higher mobility of holes (orders of magnitude higher than that of ions), increases their 
speed relative to the ions even further.   
 
Figure 16.  Device configuration to make ion transport the rate-limiting step 
during electrochemical switching of a conjugated polymer.  The polymer is 
patterned into a long, narrow stripe over an electrode and covered on the top 
side with a transparent ion-blocking layer (vertical dimensions exaggerated for 
clarity).  Ions enter and exit the polymer from the long edges.  The color of the 
film varies with its oxidation level, which cannot change until charge-
compensating ions arrive or leave.   
Conjugated polymers are electrochromic, meaning that they change color with 
applied potential.  (Oxidation introduces additional electronic states into the band 
gap, allowing absorption of light at lower energy [29, 30].)  The ion barrier was made 
transparent to enable visualization of the colors underneath.  The polymer film was 
kept thin so that changes in oxidation level could easily be observed (when PPy films 
on Au are thicker than approximately 1 µm, they appear black even in the reduced 
state).  PPy changes from brown to light yellow upon reduction, but for a thin film on 
Au, the film appears red in the oxidized state and transparent in the reduced state.   
This experiment was inspired by those of Tezuka et al.[31,32], who made electrical 
connection to one end of a strip of PPy(ClO4), the face of which was exposed to the 
electrolyte.  In that configuration, the path of the holes was long compared to that for 
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the ions.  When the film, an anion-conductor, was switched from the reduced to the 
oxidized state, the oxidized state grew outward from the electrical connection at 
constant velocity [31].  There was a clear boundary between the two states, which 
could be observed by the color and was tracked using an array of photodiodes.  
Speeds were on the order of 1 mm/sec and increased exponentially with potential.  
Upon reduction, the film changed color simultaneously over the whole area [32], 
stopping at a doping level of ~13%, when the percolation threshold was crossed, 
leaving electrically disconnected islands of charge in the film.  In these experiments, 
the speeds of hole and ion transport may have been comparable, so it is not clear 
which was the rate-limiting step.  Similar experiments have also been reported by 
Inganäs et al. with poly(3,4-ethylenedioxythiophene), PEDOT [33], and poly(3-
hexylthiophene), P3HT [34].   
The polymer studied in this paper is PPy(DBS), a cation-transporting material in 
which DBS is immobile.  This polymer was chosen as our model system because of 
our extensive prior work with it, and our view that it is important to understand one 
system well in order to build a good, predictive model based on the dominant 
physical effects. The PPy(DBS) films were cycled in a solution of NaDBS to ensure 
that charge compensation was essentially only by Na+.  (In NaDBS a small amount of 
OH- may also be transported, but it does not contribute to volume change [35].  In 
solutions of NaCl, however, Cl- transport also takes place [36] which does contribute 
to actuation strain.)  When a sufficiently negative potential is applied to the polymer, 
electrons are added to the polymer backbones from the electrode.  Since the 
negatively charged DBS is immobile, hydrated Na+ co-ions enter the polymer to 
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maintain charge neutrality.  (This process is described in more detail in the 
Discussion section below.)   
The oxidation and reduction processes are not symmetric, since the oxidized state is 
electronically conducting while the reduced state is resistive; this affects the electric 
fields within the polymer.  In addition, in the oxidized state the polymer matrix is 
more compact and contains less water, and the chain segments are straighter and 
stiffer, so ion mobility is significantly lower than in the reduced state (Figure 17) 
[37].  The reduced state matrix is swollen with ions and solvent, which disrupt 
hydrogen bonding and pi-pi stacking between chains.   
 
Figure 17.  The polymer structure in the oxidized state of PPy(DBS) is more 
compact and contains less water. 
4.2 Experimental Methods 
4.2.1 Device Fabrication 
The device used for in-plane ion transport studies is illustrated in Figure 16 and was 
fabricated using standard microfabrication techniques.  The Au electrode was 
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deposited by either sputtering (ATC 1800, AJA International, 200 W, 5x10-3 Torr, 5 
Å/sec) or thermal evaporation (Cooke, 80 A, 5x10-6 Torr, 5 Å/sec) to a thickness of 
3000 Å over an adhesion layer of Cr 150 Å thick (3 Å/sec) onto 4” diameter oxidized 
silicon wafers.  Film thicknesses were measured by mechanical profilometry (Dektak 
3ST or Alphastep 500).  The wafers were cleaved into pieces 1 cm x 3 cm.   
PPy was deposited potentiostatically at 0.47 V (0.1 mA/cm2) (Echochemie pgstat30) 
onto the Au-coated Si working electrode (WE) to a thickness of 300-400 nm.  The 
deposition electrolyte contained 0.1 M pyrrole and 0.1 M NaDBS (Aldrich) in 
deionized (DI) water.  Pyrrole (Aldrich) was stored at -40 °C and filtered through 
alumina (Aldrich) before use.  A three-electrode cell was used with Ag/AgCl (BAS) 
as the reference electrode (RE) and porous carbon (VWR) as the counter electrode 
(CE) (3 x 2 x 0.5 cm3).  The WE and CE were parallel and separated by 3 cm.   
The ion barrier material, SU8-2002 (MicroChem), a negative photoresist that is 
mainly made of epoxy, was spin-coated over the PPy to a thickness of 2 µm (1000 
rpm, 30 sec).  (Note that SU8 cannot be applied to PPy(DBS) films that have already 
been electrochemically cycled in NaDBS, since the resist dewets in this case.)  The 
SU8 was pre-baked (65 oC for 1 min, then ramped at 300 °C/hr to 95 oC and baked for 
a further 1 min) and exposed under ultraviolet light (365 nm, 24 seconds) through a 
mask to form 300 µm wide, 8 mm long stripes.  The SU8 was then post-baked 
(conditions the same as during prebake) and developed (MicroChem SU8 developer) 
for 2 min.   
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To pattern the PPy, it was etched by reactive ion etching (RIE) in an oxygen plasma 
(March Jupiter, 0.2 mTorr, 200 W, etch rate 300 nm/min).  The SU8 served as a 
mask, and PPy was removed in the uncovered areas, leaving the PPy that remained 
under the SU8 with perpendicular edges.  Etching usually produced a few star-shaped 
cracks in the SU8 at isolated points, particularly if high power and oxygen flow rates 
were used.   
Cyclic voltammetry was also performed on PPy(DBS) films deposited on identical 
substrates after coating with SU8 and rinsing it off, without UV exposure, in SU8 
developer to determine whether the redox reactions had been adversely affected by 
exposure to these substances.  The cyclic voltamogramms were unaltered.   
4.2.2 Electrochemical Cycling 
Samples were placed horizontally in a flat-bottomed electrochemical cell (12.0 mm x 
8.5 mm, similar to the one shown in [38]).  Gold-plated screws, nuts, and washers 
were used to make electrical contact.  Leads from the potentiostat were attached 
outside the electrolyte to the heads of the screws using alligator clips.  The electrolyte 
was 8 mm deep over the sample. 
Experiments were carried out  in a glove box filled with argon gas to provide an 
oxygen-free environment (oxygen chemically dopes PPy and therefore interferes with 
the electrochemical reduction process).  To reduce the amount of oxygen in the 
NaDBS electrolyte (0.1 M in DI water), argon gas was bubbled through it (1-2 psi) 
for 15 minutes.  The RE and CE were the same as for PPy deposition.   
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Samples that delaminated during the experiment were discarded.  There were two 
modes of delamination.  In one, the PPy came off the substrate suddenly and entirely.  
In the other, the film delaminated in spots but adhered well elsewhere.  The cause of 
the second mode appears to be accumulation of hydrogen gas in the film, which 
forms what appear to be bubbles.  These circular areas remain dark red (oxidized) 
when a reducing potential is applied, while the rest of the film turns transparent.  In 
thin PPy films, bubbles were observed only after many cycles, but in films > 1 µm 
thick, bubbles formed after only a few cycles.  Bubbles first appeared during 
oxidation, typically at the center of the film but later spreading [28].  This hydrogen 
generation complicated data analysis, requiring a careful choice of a region of the 
image that avoided the bubbles.   
4.2.3 Out-of-Plane Strain Measurement 
Sample thickness was measured in situ with a Dektak 3ST mechanical profilometer 
using a 65 µm vertical range, a 1 mm horizontal scan length at 20 µm/sec, and a 5 mg 
stylus force.  A sketch of the measurement is showed in Figure 18.  Scans were 
performed before immersion in the electrolyte, after immersion, and during the first 
reduction scan.  Thereafter, scans were taken in the oxidized state and in the reduced 
state for several cycles.  Each steady-state height profile reported below represents an 
average of at least 6 repeated scans at the same nominal position.  When bubbles 
showed up in the film under the stylus, the stylus was repositioned to an adjacent 











Figure 18.  Thickness measurements by mechanical profilometry, performed 
immersed in electrolyte.  The time t2 to complete each trace was 50 seconds.     
4.2.4 Phase Front Analysis 
4.2.4.1 Data Collection 
The samples were observed from overhead through a stereomicroscope (Leica 
MZ12.5) with a halogen light source (ACE1, Schott-Fostec LLC).  Because of the 
mirror surface of the substrate, coaxial illumination was used.  A digital camera 
(Nikon Coolpix 4500) mounted to the microscope transmitted a video signal to a 
digital camcorder (Sony DCR-TRV330) via an analog video cable to the video input 
port.  Video was recorded on Hi8 digital tape at 30 fps.   
The video was downloaded to a PC in DV format using video editing software 
(Studio, Ver. 8).  Slower frame rates (down to 5 fps) were used for large files to 
reduce analysis time.  The video was read using Matlab, and every frame saved to the 
hard disk in bitmap format.   
4.2.4.2 Intensity Correction 
The video signal taken from the digital camera was the one sent to its LCD screen.  
The camera therefore adjusted the intensity of the image in response to changing 
brightness of the scene, such as when the PPy changed from red to yellow.  This shift 
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could not be prevented and had to be corrected.  This was done based on the two Au 
regions on either side of the PPy stripe (Figure 19), the color of which did not change 
with applied potential (confirmed on substrates without PPy).  The images were read 
into Matlab with RGB format with 8 bit depth (256 intensity levels).  The images 
were corrected to bring the Au to a constant level by multiplying the intensity of each 
pixel by the normalized gold film intensity on the red channel:  Icorrected = I x (IAu/IAu 

















Figure 19.  Red color intensity of the Au in the image as a function of time before 
and after correction.  The inserted overhead-view photographs indicate the 
image at the times corresponding to the arrows. 
4.2.4.3 Data Analysis 
As reported previously [12] and as shown in Figure 20a, when the PPy was reduced, a 
phase front moved from the edges of the PPy strip to the center, broadening with 
time.  The intensity of a line across this image in the red, green, and blue channels is 
shown in Figure 20b.  The intensity increased on all three channels upon reduction, 
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but the change was largest on the red channel.  Therefore, in later analysis only the 
red channel signal was used in order to reduce computation time.  (This method of 
image analysis did not take into account the shift in the wavelength of the peaks 
associated with the polaron and bipolaron bands as a function of oxidation level [22].  
We examine the correlation of charge and red channel intensity below.  It should be 
noted that the camera represents the color of each pixel as a combination of red, 
green, and blue intensities, but this is not the same as what would be recorded at those 
frequencies in a spectrophotometer.)  The difference in intensity between the fully 
reduced and oxidized states was approximately 100 levels on the red channel.  The 





















Figure 20.  Overlay of an image of a partially reduced PPy(DBS) film under an 
SU8 ion barrier (-1 V vs. Ag/AgCl, 300 nm thick, t = 1.5 sec) and cross-section 
intensity profiles on the red, green, and blue channels.   
Phase front positions were obtained by tracking intensity changes over the film width 
vs. time.  The intensity of the oxidized state was used as a baseline.  The intensity 
difference between fully oxidized and reduced states was arbitrarily divided into 20 
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levels, and the position of three of these levels was tracked, as shown in Figure 21a.  
In the analysis presented below, the 10th level was tracked versus time to obtain phase 
front positions.  Once phase front positions were obtained, two parameters, velocity 
and front width, were further extracted from the phase front positions.  The velocity 
was determined by taking a linear fit to the center portion of the position-vs.-time 
curve (Figure 21b).  To obtain the center portion, we disregarded data before phase 
fronts were formed, such as the data between 0 and 0.4 second in Figure 21b.  A 
portion of the data at the beginning of reduction (typically 10% of the reduction time) 
was discarded, such as between 0.5 second and 1 second.  Also, data when phase 
fronts reached the center of the film (For example, data between 3.5 seconds and 4 
seconds) were also disregarded, because two phase fronts started to interact.  The left 
data were fitted by a straight line using least-square regression.  Slope of this line was 
used for the velocity of the phase front.  The width of the phase front was arbitrarily 




Figure 21.  a) Illustration of the 10th normalized intensity level, used to 
determine the front velocity, and the 5th and 15th levels, used to determine the 
front width.  b) Front position vs. time.  The slope of the linear part of the curve 
was used to determine the velocity.   
Two factors limit the spatial resolution of the data analysis:  the number of pixels in 
the images and the resolution of the data read into Matlab, which determines the 
number of intensity levels.  The camcorder created video with a resolution of 
640x480 pixels.  The phase fronts propagated along the direction of 480 pixels, and 
the sample covered approximately half of the picture, so approximately 200 pixels are 
used in tracking the front positions.  Considering the sample width is 300 µm, the 
minimum spatial resolution is 1.5 µm.  The second factor is the 256 intensity levels.  
If two pixels have the same intensity, the tracking program chooses one of them, but 
the real position could be the average of the two.  Such cases occur when the phase 
front is close to the fully reduced area, where the intensity plateaus.  Also, when the 
pixel does not have exactly the same intensity as the threshold, the program chooses 
the pixel with the closest intensity, and this occurs frequently.  Therefore, the tracking 
method is only accurate to + 1 pixel (+3 µm).   
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Errors of this magnitude are acceptable for tracking front position, since that changes 
from 0 to 150 µm, creating an uncertainty of 2%.  However, these errors are large in 
front broadening analysis.  For a front broadening rate of 5 pixels/sec, an increase by 
a factor of 1.5 from 4 to 6 pixels is within the noise.   
4.2.5 Current Correction during Chronoamperometry 
When using chronoamperometric currents (shown in Figure 22) to obtain consumed 
charges, the background current needs to be removed.  The data in this figure were 
collected during reduction at -1.5 V, and the phase fronts reached the center at t = 2 
seconds.  The original current (dashed line) had a large residual component (indicated 
by the gray line) even after 10 seconds.  This was subtracted to obtain a corrected 
current (heavy dashed line) and integrated to obtain an estimate of the charge 
consumed by the PPy (solid line).  This method removed only parasitic currents, 
though, and not capacitive currents.  (It should be noted that the propagating phase 
fronts complicated the data analysis because of the continuously changing potential 




Figure 22.  Method for correcting the current and integrating the charge.     
4.3 Results 
Section 4.3.1 begins with the phase front behavior during reduction, starting with the 
first reduction cycle and then describing the steady-state reduction behavior, focusing 
on the front velocity.  The broadening of the front is examined next, followed by the 
effect of the initial oxidation potential.  Section 4.3.2 describes the color changes that 
occur during the oxidation reaction.  In section 4.3.3, the color changes are correlated 
with the charge consumed and the actuation strain.   
4.3.1 Electrochemical Reduction 
In these experiments, the potential was stepped from 0 V, unless otherwise noted, to 
various reducing potentials.  The oxidizing potential had been held for at least 30 
seconds, so the Na+ cations encountered the same compacted matrix, in which the 
chains had undergone conformational relaxation to eliminate free volume.  The work 
required to open the matrix was therefore essentially the same in every case, 
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eliminating the conformational state as a variable.  Likewise, hole transport was not a 
factor in these experiments because of the relatively short hole path and high hole 
mobility compared to the cations.  Referring to Figure 15, the experiments allowed us 
to probe mass transport into the polymer with minimal confounding effects from 
electron transport and chain movement.  As is shown in section 4.3.1.4, when the 
initial state of the matrix is changed, the effects of chain movement are substantial. 
4.3.1.1 First Reduction Step 
It is well known that the first reduction scan of a conjugated polymer is anomalous, 
and that it can take several cycles to “break in” the polymer before it starts to show 
steady state behavior.  This is due to a high degree of compaction of the chains (see 
e.g. [25] and references therein) and because a considerable amount of water enters 
the polymer during the first reduction scan that does not readily leave in subsequent 
scans [39, 40].   
 
Figure 23.  Phase front during the first reduction potential step from 0 to -1 V vs. 
Ag/AgCl at a) 0 seconds, b) 60 seconds, c) 120 seconds, and d) 180 seconds.   
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Overhead images of the PPy(DBS) stripes during the first reduction scan are shown at 
different times in Figure 23.  Phase fronts traveled from both edges of the stripe to the 
center.  The fronts stayed sharp and parallel to the edges, and the intensity profile 
showed nearly vertical steps (Figure 24).  Phase front velocities were on the order of 
1 µm/sec.  This velocity was independent of the amount of time that the sample spent 
immersed in the electrolyte prior to electrochemical reduction:  velocities were the 
same for samples immersed for 10 minutes and 24 hours.   
 
Figure 24.  Intensity profiles at 30 second time intervals during the first-ever 
reduction at -1 V vs. Ag/AgCl.  The arrow indicates the direction of front 
movement. 
The position of the front at the 10th intensity level (approximately 50% doping) is 
shown in Figure 25 versus time.  The position goes from 150 (at the edge) to 0 (the 
center).  The slope of these curves (i.e., the front velocity, v) varied, as shown in the 
Supplementary Materials, for reasons that are not yet entirely clear.  The velocities 
varied in their time dependence from v ~ t to v ~ t , with  Figure 25 illustrating a 
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typical case intermediate between the two limits.  As we show in Part 2, if the electric 
field in the reduced area decreases linearly with the length of the reduced area, then 
the front should move as  v ~ t .  (This is the case even if the cations move only by 
migration; the t  dependence, as seen in classical Fickian diffusion, is 
coincidental.*).  Also shown in Part 2, several situations could lead to a phase front 
propagating linearly with t.  For example, when hole mobility equals ion mobility, 
potential profiles in the film keep constant, which creates a phase front moving 
linearly with time.  Although hole mobility is typically regarded to be much higher 
than ion mobility at oxidized states, hole mobility could be close to ion mobility at 
reduced states.  Simulations in Part 2 also show that when ion transport in electrolyte 
is the rate limiting step, the phase front moves linearly with t.  However, such 
situation may not occur in our experiments since a concentrated NaDBS electrolyte 
(0.1 M) was used.  Another reason needs to be taken into account is the polymer 
relaxation process, which can be the rate limiting step and creates a front moving 
linearly with t. 
                                                 
* Diffusion is movement of species down a concentration gradient, whereas drift (also known as 
migration) is movement under a force, such as that of a charged particle in an electric field.  This is 




Figure 25.  Front position (at the 10th level, ~50% doped) vs. time during the first 
reduction step (-1.0 V).  The insert shows the position vs. the square root of time 
and a linear fit to the data after 17 seconds.  
If the ions were moving under only classical Fickian diffusion there would be no 
phase front [41]** and, in addition, the velocity would not depend on applied 
potential, as discussed in Part 2.  The dependence of front velocity v on reduction 
potential is shown in Figure 26.  Each point represents a separate sample (since the 
first cycle can only be run once).  The PPy(DBS) did not reduce at all at potentials 
less negative than -0.6 V.  Upon switching to potentials of -0.7 V or more negative, a 
phase front was launched.    Between -0.6 V and -0.7 V, only sample edges slightly 
changed from brown to dark red after 0.5 hour.  No phase front was observed either.  
The minimum potential to have a phase front is -0.7 V.  There was a linear 
                                                 
**  A phase front can, however, result during diffusion if the diffusion coefficient is concentration-
dependent; this is one form of Case II diffusion. 
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relationship between the velocity of the front and the applied voltage, v ~ V (Figure 
26).  This is as would be expected if the ions were moving under drift (migration) 
with a field-independent mobility µ:  v = µE, where E is the electric field, which 
increases linearly with the applied potential.  The cyclic voltammogram of an 
uncovered film of the same thickness during the first-ever reduction scan is shown in 
Figure 26 for reference.  The intercept to zero velocity occurred near the potential V0 
corresponding to the onset of the reduction current in the cyclic voltammogram, 
which is reasonable and consistent.   
 
Figure 26.  Effect of applied potential on velocity (points) in the first reduction 
cycle.  The dashed line is a linear fit to the data (R = 0.975).  A cyclic 
voltammogram (line) from the first cycle of a film without an ion barrier is 
shown for reference (20 mV/sec).   
4.3.1.2 Later Reduction Steps 
In later reduction steps, recorded after at least 3 cycles to ensure steady-state 
behavior, the phase fronts moved much more rapidly.  They remained parallel to the 
film edges, but were no longer sharp, broadening over time (Figure 27c and d).  At 
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potentials between -0.6 and -0.75 V, no phase fronts were discernible to the eye; 
instead the films gradually lightened from the edges inward (Figure 27a and b). 
 
Figure 27.  Phase fronts during later reduction steps to -0.7 V (vs. Ag/AgCl) at a) 
10 seconds and b) 22 seconds and to -1.5 V at c) 0.3 seconds, and d) 1.3 seconds.   
The higher mobility in the film in later cycles, compared to the first cycle, has 
consistently been observed; see for example [39, 42-45].  This has been attributed to 
the uptake of solvent that remains in the film.  Volume change measurements have 
also revealed irreversible swelling during the first cycle [38] (see also section 
4.3.3.1). 
Intensity profiles at several time intervals are shown in Figure 28 for the two cases in 
Figure 27.  The curves at low overpotential η (i.e. the difference between the applied 
voltage and the onset of the peak in the cyclic voltammogram, η = V-V0) were smooth 
and u-shaped (Figure 28a), lifting up from the center of the stripe.  Profiles at 
potentials more negative than -0.8 V (Figure 28b) were stepped, although the step 
walls were slanted because the fronts were not perfectly sharp.  Over time the slopes 
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of the steps decreased as the fronts became increasingly diffuse.  Behind the phase 
fronts were regions with lower slope extending right to the edges of the film. 
 
Figure 28.  Intensity profiles during later-cycle reductions corresponding to the 
images in Figure 27 at a) -0.7 V, with curves separated by 6-second intervals, 
and b) at -1.5 V with 1-second intervals.  Arrows indicate the direction of 
change.  In b) at 2.3 seconds, the fronts from the two edges have met. 
The absolute intensity values in Figure 24 and Figure 28a and b vary, but the absolute 
numbers on the y-axis are not meaningful since they depend on the lighting 
conditions.  The only meaningful parameter is the normalized difference between 
oxidized and reduced states, which we divided into 20 levels.  As shown below, the 
levels correspond to approximately 5% increments in oxidation (doping) level.  
The front position versus time is shown for two potentials in Figure 29.  The two 
primary differences from Figure 25 are the shorter time and the apparent increase in 
velocity when the fronts meet, since they are no longer perfectly sharp.  The general 
shapes of the curves do not change with potential, but the (negative) slopes increase.  
As for the first reduction cycle, the curves have dependences on time that lie between 
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t and t  depending on factors that are still not entirely clear (see the Supplementary 
Materials section for further information).   
 
Figure 29.  Front position (10th level, 50% doped) vs. time during steady-state 
reduction steps to -1.0 V and -2.0 V (vs. Ag/AgCl).  The insert shows the same 
data versus the square root of time.   
Front velocities vs. reduction potential are shown in Figure 30.  The data points 
represent multiple reductions of 7 samples.  Between -0.8 V and -1.6 V, the velocity 
increased linearly with applied potential, but for more negative potentials, the 
velocity saturated at between 70 and 80 µm/sec.  This shows that the rate-limiting 
process has changed, perhaps from cation transport in the polymer to another process, 
not yet identified, but possibly the creation of free volume by chain conformational 
changes.   
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As was the case for the first-ever reduction cycle, the velocity extrapolated to zero 
near the onset of the reduction process.  The difference between the first and later 
cycles is therefore only in the slope, which is related to the mobility, which was -3.3 
for the first cycle and 20 times higher at -62 in later cycles.  This is consistent with 
the more open, hydrated configuration of the polymer matrix after the first reduction. 
The reproducibility of the results can be judged from Figure 30.  Differences in 
velocity for the various samples were primarily caused by small differences in the 
PPy and SU8 thicknesses [28]. 
 
Figure 30.  Front velocities during later cycles vs. reduction potential.  a) A later-
cycle CV of a film without an ion barrier is shown for reference.  The line shows 
a linear fit to the data between -0.8 and -1.6 V.  b) Data shown over a wider 
potential range.  Different samples are indicated by different symbols.  The 
range in a is indicated by the dashed vertical line.   
For comparison, in PEDOT [33] with the Tezuka geometry (uncovered film contacted 
electrically on one side) the reaction front moved at a rapid 10 cm/sec (10,000 times 
faster than in our experiments) upon oxidation (anion ingress), suggesting that in this 
experiment electron transport may have been rate-limiting.  In P3HT [34] the fronts 
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did not travel at constant velocity, nor were they straight; typically the front was 
faster in the center of the film than at the edges.  The front velocity was proportional 
to t-γ, where γ was less than the 0.5 (Diffusion process will create a front velocity 
proportional to t-0.5, while a migration process under constant electrical field will 
create a constant front velocity.).   
4.3.1.3 Front Broadening 
The positions of the 5th and 15th levels, at the front and back of the phase front, 
respectively, are shown vs. time in Figure 31 for a sample reduced at -1 V from 0 V.  
The two lines are superimposed at the edge of the film, but diverge as the front 
propagates to the center.   
 
Figure 31.  The front and back of the phase front versus time upon reduction (-1 
V vs. Ag/AgCl).  The arrow indicates the width of the front.     
If the front broadening were due to classical Fickian diffusion, the broadening would 
go as the square root of time and would not depend on the applied potential.  Figure 
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32 shows the time dependence of the front width for several potentials.  These data 
came from scans on the same sample.  (Additional data are presented in the 
Supplementary Materials.)  The front width increases linearly with time in the vast 
majority of experiments, at the same rate for all potentials.  This inconsistency with 
Fickian diffusion is not unexpected, given the change in the state of the polymer 
during reduction (Figure 17).  Ion mobility has consistently been shown to depend on 
oxidation level [6, 13-25, 46], as have the polymer’s mechanical properties [47, 48].  
As a result, diffusion is in general not Fickian.  (It can be Fickian if small potential 
steps are applied.) 
 
Figure 32.  Front width during electrochemical reduction as a function of time at 
different reduction potentials (400 nm PPy, 2 µm SU8).    
4.3.1.4 Effect of Oxidation Potential 
The purpose of the experiments reported in this section was to ascertain the role of 
the state of the matrix on the ion mobility.  This variable had been held constant in the 
sections above.  The results of the first reduction cycle compared to later cycles 
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showed that diffusion and mobility in PPy(DBS) are oxidation-level dependent.  
Thus, a series of experiments was conducted in which the reduction was initiated at 
different oxidation potentials to vary the state of the film at the onset of switching to 
the fully reduced state.   
In prior sections, the voltage was stepped from 0 to various negative voltages.  In this 
section, the voltage was instead stepped from various initial voltages to -1.1 V.  This 
changed the initial state of the polymer while keeping the same final state.  The 
relationship between velocity and voltage will give us some qualitative insight into 
the dependence of the ion mobility (and diffusivity) on the ion concentration, C.  To 
find the quantitative dependence, however, we need to solve v = µ(C)E, but to do that 
we first require the electric field E throughout the material, which is done in the next 
two papers of this series.   One must also take into consideration the fact that the 
initial potential varies not only the mechanical state of the polymer matrix, but also its 
electrical conductivity σe.  To obtain the electric field correctly therefore requires a 
knowledge of  σe(C), which changes by at least 5 orders of magnitude between the 
conducting and insulating states.     
Figure 33 shows the front velocity plotted as a function of the initial potential, which 
was held for 30 seconds prior to switching to ensure that the film had uniformly 
reached the given oxidation level; this was verified by monitoring the stabilization of 
the color of the film prior to reduction.  Between -0.4 V and -0.65 V the front velocity 
shot up almost an order of magnitude.  This potential range corresponds with the 
onset of the reduction peak in the cyclic voltammogram, and thus the onset of cation 
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entry into the film, which opens the polymer matrix and pulls in additional water.  
This result is intuitively obvious.  At initial potentials more negative than -0.65 V, no 
phase fronts were discernable and color variations could not be tracked because the 
polymer was already reduced.   
The data consistently showed a small peak in the velocity around +0.1 V.  (This is 
also where the peak for anion transport occurs in electrolytes with mobile anions.)  It 
is not clear why this small increase in velocity is seen in the NaDBS electrolyte; the 
peak is probably not due to OH- transport since that peak appears as a shoulder on the 
Na+ peaks [35].  
 
Figure 33.  Effect of initial oxidation potential on front velocity.  Different 
sample are represented by different symbols.  A CV from an uncovered 
PPy(DBS) film  is shown for reference.  
The data below -0.4 V can be fit to an exponential with y ~ e9 to e12x, where x is the 
overpotential.  This is an extreme dependence of velocity on the state of the polymer 
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hydration and chain conformation, and it is clear that the asymmetry sketched in 
Figure 17 must be considered in any modeling.   
To convert these data to a dependence on charge, the dependence of charge on 
voltage between 0 and -1 V was obtained from cyclic voltammetry and 
chronoamperometry (Figure 34 insert).  The voltage-charge curves obtained with both 
methods were similar.  The dependence of velocity on the percentage of consumed 
charge, Q, is approximately v ~ e2Q.  It should be borne in mind that this dependence 
is on the total charge consumed, and not the number of ions in the film because, as is 
clear from Figure 33 and prior studies [35], some current is drawn that is unrelated to 
actuation (capacitive charging, electrolysis, OH- exchange, reversible OH- 




Figure 34.  Dependence of front velocity on consumed reduction charge.  
Samples are represented by the same symbols as in Figure 33.  The insert shows 
the C vs. V data used for the conversion.  The grey line is an exponential curve of 
27*exp(2*Q/-5.5)), where 27 is the velocity with zero charge density, Q is the 
consumed charged, and -5.5 is the total charge density. 
4.3.2 Electrochemical Oxidation 
In this section results from switching the potential from the reduced state (transparent, 
insulating) back to the oxidized state (red, conducting) are presented.  In order to 
maintain charge neutrality, the cations that entered the film during reduction are now 
expelled.  Since the polymer matrix started in the fully expanded state and was 
switched to the fully compacted state, polymer chain conformation was eliminated as 
a variable.  Since the electrical, chemical, and mechanical states of the polymer are 
different at the two endpoints, reversing the voltage does not result in a simple 
reversal of the cation phase front.  Instead, the behavior is substantially different upon 
oxidation than upon reduction. 
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4.3.2.1 Ion Transport Behavior 
The color changes undergone by the PPy during the course of oxidation upon 
application of 0 V are shown in a series of images in Figure 35 and as intensity 
profiles in Figure 36.  The first thing to note is that color change was greatest and 
fastest at the edges.  This was unsurprising, since cations nearest the electrolyte 
interface would be the first to leave.  Unlike during reduction, however, the color at 
the center of the film also changed rapidly (see the arrows labeled “1”).  We 
postulated that this was due to the high diffusivity/mobility of the Na+ in the reduced 
state (Figure 33).  The average intensity change was thus initially more rapid than 
during reduction for the same overpotential.  Although diffuse front-like intensity 
changes were seen in the earliest stages, they broadened rapidly to more closely 
resemble the behavior seen at low voltages during reduction (compare Figure 27a and 
b).  Note that the color change direction was again from the edges inward, although 
the intensity dropped rather than rose (compare Figure 28a). 
 
Figure 35.  Overhead images of color change during oxidation at  a) t = 0 
seconds, b) 2 seconds, and c) 4 seconds  (-1.1 V to 0 V step, 300 nm thick 




Figure 36.  Red channel intensity profiles of the images in Figure 35 and of 
intermediate times.  The arrows labeled “1” indicate changes at early times and 
“2” subsequent changes.   
The rapid initial color change occurring over the whole film bears a resemblance to 
the behavior of anion-transporting films during reduction [32].  In that case, the 
phenomenon was attributed to the film starting in the conducting state, so that the 
electrical signal had control authority over the entire film.  In our case, though, the 
film had a high electrical resistivity at t = 0, so the more likely explanations for the 
uniformity of the response in PPy(DBS) in our geometry are the high 
mobility/diffusivity of the cations in combination with the short path-length for the 
electrons and/or differences in the strengths of the electric fields.  These questions 
will be examined in Part 2 of this series of papers.   
After the initial intensity drop in the center of the film, further changes took longer 
and longer, as evident from the increasingly closer line spacing in Figure 36.  A 
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reasonable explanation, which we evaluate in Part 2, is the potential drop main across 
the electrolyte during oxidation, leaving electrical field in the film negligible.  Also 
collapse of the polymer matrix at the outer edges as it becomes increasingly oxidized 
continuously lowers the mobility of the remaining ions.   
Even though there was no actual phase front propagation during oxidation, since the 
entire film was affected more or less immediately upon application of the potential 
step, oxidation level positions were determined using the same method as previously.  
The positions of the 5th, 10th, and 15th color levels versus time are shown in Figure 37.  
The shapes of the curves are almost identical to the ones for reduction (Figure 29), 
but are of course upside-down.  The position moved as the square root of time (see 
insert) until the oxidation levels moving in from either edge met (at that point the 
lines go almost straight up.).  However, the broadening was considerably greater than 
during reduction, as seen by comparing the 5th and 15th levels (approx. 25% and 75% 
doping, respectively) to those in Figure 31.  The 15th levels from either edge met each 
other and disappeared very rapidly (< 0.5 sec), whereas the 5th level took more than 




Figure 37.  Positions of the 10th level (solid line, 50% doped) and the 5th and 15th 
levels (dotted lines) with time upon oxidation from -1.1 V to 0 V.  (Same sample 
as in Figure 35 and Figure 36.)     
4.3.2.2 Effect of Oxidation Potential 
It is not possible to define a meaningful average velocity for the ions during oxidation 
because the entire film changes color, although at varying rates depending on 
position.  Tracking the 5th color level gives an apparent velocity of 60 µm/sec, while 
tracking the 10th gives 125 µm/sec and the 15th gives 630 µm/sec.  All of these 
velocities are high, the same as or higher than when -1.5 V or greater is applied 
during reduction (Figure 30b).   
A different method was therefore utilized to compare the rates of oxidation and 
reduction and to investigate the effect of varying the oxidation potential.  The average 
intensity over the entire 300 µm width of the film was tracked over time.  This is 
essentially equivalent to tracking the flux of ions exiting the edges.  The results are 
shown for oxidation from -1.1 V to +0.4, 0.0, and -0.4 V in Figure 38a and for 
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reduction from 0 V to -0.9, -1.1, and-1.5 V in Figure 38b.  (For additional data, see 
the Supplementary Materials.)  Unlike for reduction, during oxidation the change in 
intensity did not have any systematic dependence on potential.  This finding has an 
important implication for actuator control:  it is impossible to speed up this half of the 
reaction by increasing the applied voltage.  In Part 2 we show how this is a result of 
how the electric fields are dropped over the polymer and the electrolyte. 
 
Figure 38.  Average intensity over the width of the PPy stripe vs. time.  An 
intensity of 1 corresponds to the fully reduced state, and that of 0 to the fully 
oxidized state.  a)  Intensity during oxidation from –1.1 V to three oxidizing 
potentials (PPy 400 nm, SU8 2 µm thick), and b) intensity during reduction from 
0 V to three reducing potentials (PPy 450 nm thick, SU8 2 µm thick).     
The oxidation process took ~8 seconds to complete in every case.  Reduction took 8 
seconds when -0.9 V was applied, longer for less negative potentials and shorter for 
more negative potentials.  This may explain the discrepancy reported in the literature 
about whether ion ingress or egress is faster:  it depends on how large a role migration 
plays in a given experiment.   
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The finding that ion expulsion is not speeded up by driving the reaction at higher 
potentials has also been observed in polyaniline films [48].  In both polyaniline films 
and fibers, speed was significantly affected by the material preparation method:  spun 
fibers were much faster than cast films.  At that time it was pointed out that which 
material properties affect switching rates remains a key question for future work. 
The shapes of the curves during oxidation and reduction were quite different.  The 
oxidation curve fell more or less exponentially with time, whereas the reduction 
curves, after the first 0.5 seconds, rose with the square root of time.  The latter is 
consistent with the front velocity results (Figure 29). 
4.3.2.3 Front Broadening 
Front broadening during oxidation, once again defined as the distance between the 5th 
and 15th intensity levels, was also examined as a function of oxidation potential 
(Figure 39).  The front width had an initial very rapid increase during the first 0.1 
seconds, but then the slope changed abruptly and broadening became linear with time 
(until the fronts met).  These data must be interpreted with caution because of the 
absence of an actual front, but the most important point is still valid:  the front widths 




Figure 39.  Oxidation phase front broadening at different oxidation potentials 
(400 nm PPy, 2 µm SU8).   
The initial rapid increase in front width again most likely reflects the high 
mobility/diffusivity of the ions in the fully reduced state.  After that, once the edge of 
the film is oxidized at the electrolyte interface, the ions face a similar environment as 
during reduction, in which the polymer matrix is sufficiently closed that the ions 
cannot move through the polymer without requiring chain conformational changes to 
create free volume.  Therefore, a linear dependence is again established by the non-
equal probabilities of moving one direction versus another (non-Fickian diffusion).  
The slope is nearly ten times greater than during reduction, however, indicating that 
the matrix is still considerably more open.     
4.3.3 Intensity, Charge, and Strain 
It is important to lay out a convincing argument that the color changes reported above 
are relevant for actuation, and moreover, for the modeling work that follows in Part 2, 
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that the color is correlated in some way with the Faradaic charge.  This section 
presents that evidence.  We have said above that the 10th intensity level corresponds 
to approximately 50% doping, and this statement is also justified.  We first present 
out-of-plane actuation strain measurements and then examine the relationship 
between color, redox charge, and strain.   
4.3.3.1 Out-of-Plane Actuation Strain 
Out-of-plane strain is the change in the thickness of the film upon actuation [38, 49].  
This is different from the inplane strain that is harnessed in bilayer actuators [50, 51].  
Out-of-plane actuation strain is typically 10 times larger than inplane strain, and can 
thus be utilized for applications such as microfluidic valves [52]. 
The out-of-plane strain of an ion barrier-covered PPy(DBS) film reduced at -1.0 V is 
shown in Figure 40.  The gray line shows the thickness of the as-deposited PPy with 
the overlying SU8 layer.  The slow ion velocity during the first reduction scan, which 
takes approximately 3 minutes, allows snapshots of the process to be taken, since the 
height profiles are completed in only 2 seconds.  The thin black lines in Figure 40a 
are profiles taken 40 seconds apart, and the thick black line shows the final, 




Figure 40.  a)  Height changes during the first-ever reduction (-1 V).  The as-
deposited PPy + SU8 thickness (gray line), thickness snapshots every 40 seconds 
during the reduction process (thin black lines), and completely reduced 
thickness (thick black line) are shown.  b) Subsequent height changes during 
actuation.  The quasi-irreversible swelling (24% of the original film thickness) 
between the oxidized and as-deposited state and the reversible actuation strain 
(28% of the oxidized film thickness) between later cycle oxidized and reduced 
states are shown. 
The film thickness changes reflected the same ion phase fronts as the color intensity 
profiles above.  The height increased stepwise to a value corresponding to the 
maximum ion concentration in the PPy, and the steps traveled from the edges of the 
film to the center. 
Upon re-oxidation (shown in the close-up Figure 40b), the PPy thickness did not 
return back to its original, as-deposited value.  Instead, in subsequent cycles the 
height changed reproducibly between the reduced state value and a thicker oxidized 
state value.  This irreversible swelling is consistent with results obtained on 
uncovered PPy(DBS) films with atomic force microscopy [38] and with the 
hypothesis that water enters the film during the first reduction scan and remains in the 
film during re-oxidation. 
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One key thing to appreciate in Figure 40 is that the strain reaches a maximum value 
beyond which it does not increase.  This fact confirms that the ion density in the 
polymer has an upper bound, Cmax, as expected from the notion that the cations enter 
the material to re-establish charge neutrality by compensating the fixed density of 
DBS anions left behind by an equal concentration of holes upon reduction.  Models of 
ion transport in conjugated polymers must take Cmax into account, since it affects the 
driving forces that can be achieved by diffusion (as will be shown in Part 2).   
Additional evidence for a maximum actuation strain, and therefore a maximum ion 
concentration, is that the strain did not depend on the applied potential (Figure 41).  
Thus, Cmax is given by the number of charges to be neutralized in the polymer, and 
not by the driving force on the ions.   
 
Figure 41.  Height increase (actuation strain + swelling) as a function of applied 
potential.  The sample (420 nm PPy, 2 µm thick SU8) was oxidized at 0 V for 30 
seconds and then stepped to different reduction potentials, where it was held for 
10 minutes before measurement.   
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Given the not-perfectly-flat-topped profiles (Figure 40b), actuation strain was 
determined in three ways.  One was to “eyeball” the thicknesses, the second was to 
average the height values between x = 50 and 250 µm (x = 0 and 300 correspond to 
the edges of the film), and the third was to subtract the curves at different oxidation 
levels and obtain the average differences.  The three methods yielded similar results, 
within 5% of each other. 
To verify that the swelling shown in Figure 41 was due to water drawn in during the 
first reduction, rather than to the passive uptake which can occur upon initial 
immersion of the film into the electrolyte [38, 53], height changes due to swelling 
were measured at different immersion times in the electrolyte.  The thickness 
increased 5% within the first 10 minutes, with no further increase over the next 6 
hours.  (In 11 µm thick uncovered films, the swelling was found to be 11% [38]; the 
difference may be due to the stiffness of the ion barrier [28].)  All films were 
therefore immersed for at least 10 minutes before the strain measurements were 
performed.   
4.3.3.2 Correlating Intensity and Charge 
It is known that not all of the charge injected into the conjugated polymer is 
associated with volume change [35, 48].  Capacitive charging, charge consumed by 
the reversible addition of OH- groups onto the backbone, and charge consumed by 
parasitic reactions can be significant, and moreover are essentially impossible to 
distinguish from redox charge [54] (by which we mean charge associated solely with 
the creation or annihilation of holes).  Nevertheless, it is of interest to see what the 
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correlation is between the intensity and the consumed charge, even though we do not 
expect a one-to-one correlation.  These studies were done on ion-barrier-covered 
PPy(DBS) films. 
Charge and intensity during reducing and oxidizing potential steps are compared in 
Figure 42.  The potential was stepped to/from 0 from/to -1.5 V, and the current and 
color were recorded simultaneously.  The average, normalized intensity over the 
width of the covered PPy(DBS) stripe was obtained as in section 4.3.2.2, and the 
charge was obtained by integrating the corrected current data, in which the residual 
parasitic current was subtracted from the measured current.   
 
Figure 42.  Average intensity over the entire width of the PPy stripe and the 
charge consumed for a) reduction (-1.1 V) and b) oxidation (0 V) (300 nm PPy, 2 
µm thick SU8).  Note that the intensity axes are reversed.       
During reduction, the intensity and charge curves differed:  the charge approximately 
followed ln(time), but the color change was almost linear for the first 3 seconds, and 
then did not change further.  During oxidation, on the other hand, the charge and 
color curves superimposed, and both approximately followed ln(time).    
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The reason for the difference in the intensity and charge curves only during reduction 
is not immediately obvious and must be considered further.  Two possible 
explanations for the mis-match are that either 1. parasitic processes draw current not 
associated with ion transport (only the redox charge density, not the total charge 
density consumed during switching, corresponds to the ion concentration in the film), 
and/or 2. absorption at wavelengths the camera defines as “red” is nonlinear with 
charge (it cannot be assumed a priori that the optical absorption would necessarily 
follow the ion concentration).   
Looking at prior work for insight, a similar non-correlation of charge and strain was 
seen in polyaniline films and fibers during oxidation (the ion ingress step) [48]:  strain 
had a step-like profile, while the charge followed a slower, smooth curve.  (The stress 
was even less correlated with the charge.)  Likewise, the strain and charge curves 
were more similar during reduction (ion egress).  These facts make it unlikely that the 
non-superposition during reduction of PPy(DBS) is due to the parasitic reactions 
(primarily hydrogen generation) occurring only at negative potentials, since that 
would require parasitic reactions occurring only at positive potentials in the 
polyaniline system.   
To explore the issue further, the color and current during cyclic voltammetry of a 
PPy(DBS) film uncovered by an ion barrier were measured simultaneously (Figure 
43).  During reduction, charge was consumed between 0 and -0.3 V (in the 
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pseudocapacitive region* labeled 3) and during the first cathodic peak centered 
at -0.53 V (possibly associated with OH- transport [35], labeled 1), but the color did 
not start to change until the foot of the second cathodic peak centered at -0.67 V 
(associated with Na+ transport and labeled 2).  Upon oxidation, color change started 
at -0.73 V with the start of the first oxidation peak (2’) and was completed by -0.4 V, 
prior to end of the second peak (1’) and before the pseudocapacitive current.  These 
data are strikingly similar to previously published actuation data (Figure 10 in [35]), 
which showed that there was no bilayer movement associated with either the 
pseudocapacitive current or the “OH-“ peak.   
 
 
Figure 43.  a) intensity as a function of potential (black line) during cyclic 
voltammetry (gray line) of an uncovered PPy(DBS) film (450 nm thick).  b) 
comparison between intensity and charge obtained from cyclic voltammetry in 
a).     
                                                 
* The nature of the current above the oxidation peak has been the subject of debate for many years.  It 
has the rectangular shape associated with the capacitive charging of an electrode surface, and hence 
has frequently been referred to as capacitive current.  However, the magnitude of this current is 
strongly dependent on deposition conditions, being totally absent in some films that have otherwise 
identical cyclic voltammograms [55]. 
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Although Figure 43 sheds some light on the reason that charge and intensity are not 
perfectly correlated during chronoamperometry, it does not answer a key question.  
Why does the color change occur faster than the current in Figure 42, since Na+ 
transport requires a more cathodic potential, and thus greater energy, than the current-
consuming processes 1 and 3?  The combined data would suggest that Na+ transport 
is faster than both the purported OH- transport and/or the processes occurring during 
pseudo-capacitive charging when -1 V is applied, which does not seem reasonable.  
This is a topic that should be further investigated in future work.   
4.3.3.3 Correlating Intensity and Strain 
As an additional substantiation that actuation strain and color change in these devices 
occurred simultaneously, a gold film was deposited over part of the ion barrier 
surface to serve as a mirror.  The gold surface was reflective when it was parallel to 
the substrate, but appeared dark where it was sloped over a height step.  A partially 
reduced film is shown in Figure 44 with the mirror on the right during later cycles.  
This sample used Parylene C as the ion barrier since it has a lower Young’s modulus 
than SU8-2002 and can be deposited in a thinner layer without pinholes.   The 
interface between red and transparent regions of the film, and the dark line indicating 
the step in height (indicated by the arrows), occurred at approximately the same 
position and moved together in both the first cycle and in later cycles.  The lines were 




Figure 44.  Color and volume change in a PPy(DBS) film (820 nm) with a 
Parylene C ion barrier (1000 nm), and on the right side of the device, a thin gold 
mirror (200 nm).  The reduction potential was -1.5 V.  Arrows indicate the two 
parallel, inward-moving shadows resulting from the slope of the Au film above 
the step in PPy thickness.  a) 0.33 second b)  1 second c) 1.66 seconds.     
The small difference in velocity of the phase front on the right and left sides of the 
images is due to the increase in Young’s modulus of the ion barrier caused by the 
addition of the gold film [28].  During the first cycle, the phase front moved slower 
under the Au + Parylene, but in subsequent cycles it moved faster.  We surmise that 
in the first cycle the higher barrier stiffness, and consequentially the higher force 
required to bend it, hinders the volume expansion.  Upon oxidation, however, the 
higher stiffness hinders the collapse of the matrix, thus holding it more open and 
facilitating ion ingress during the next reduction.  In Figure 44, the phase front in the 
right side (higher stiffness side) moved at an average velocity of 59.6 µm/sec, faster 
than the left side (47.5 µm/sec, lower stiffness side).  
As a further corroboration of the link between intensity and strain, the actuation strain 
measured by mechanical profilometry and the red channel intensity are shown as a 
function of potential in Figure 41.  The reduction potentials were stepped from 0 V to 
various negative potentials.  Each potential was held for several minutes to establish 
equilibrium before the measurements were made.  The strain and intensity had 
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identical relationships with the reduction potential below -0.5 V, and a plot of 
intensity vs. strain in that region is linear.  The onset for both was at -0.5 V, and they 
saturated at -0.8 V:  more negative potentials did not increase either one.  Above -0.5 
V, the height increased slightly, while the intensity was flat.   
 
Figure 45.  Final intensity in an uncovered PPy film 400 nm thick (left axis) and 
final thickness change in an SU8-covered PPy film 420 nm thick (right axis) vs. 
the applied reduction potential after stepping from 0 V and holding for several 
minutes.   
 
4.4 Discussion 
It is worthwhile to consider the various events that take place in a conjugated polymer 
during redox to shed some light on the experimental results presented above.  These 
are the events that need to be considered by an eventual, complete physical model.  
(In Part 2 of this series, we present a partial model that treats charge transport.)  First 
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we focus on the events that take place during redox from an electronic point of view, 
and then from a physical point of view. 
Charge transport is triggered by an electrical stimulus such as a change in voltage.  
From a band structure point of view (Figure 46), a potential applied to the electrode 
changes the Fermi level of the electrons in the metal relative to the allowed energy 
levels in the polymer.  (Energy E is related to the applied potential V by E = -qV, 
where q is the charge on an electron [56].)  Without considering the nature of those 
levels*, we shall refer to them as the highest occupied levels (HOLs).  These are 
actually a broad band of energy levels due to the distribution of different conjugation 
lengths in the polymer, seen in cyclic voltammograms as broad redox peaks.  In the 
reduced state, these levels are fully occupied, and although the energy of electrons in 
the electrode (the Fermi level, EFm) is higher, no charge can be transferred to the 
polymer since the HOLs are full.  As the applied potential is made more positive, the 
Fermi level in the metal drops, and when it is lower than some portion of the HOL 
band, electrons are transferred from the polymer backbones to the electrode, leaving 
behind positively charged polarons and bipolarons, which we have collectively 
referred to as holes in analogy with the charges in inorganic semiconductors.  
Transfer stops when no electrons occupy levels above EFm.  The amount of charge 
that is transferred depends on the voltage, up to the point at which the Fermi level 
                                                 
*There is some disagreement about whether electrons in a reduced polymer are removed from the 
valence band edge or the polaron band (which does yet contain any states).  As electrons are removed 
and the lattice relaxes, polarons are created, and the energy levels shift.  Thus, electrons may be 
removed at one energy (associated with the oxidation potential) and returned at another (a more 
negative voltage, associated with reduction).  To simplify the discussion, we treat the highest occupied 
level as unchanging. 
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drops below the HOL band, when the polymer is fully oxidized (doped).  Raising the 
potential further does not produce more holes; rather, it results in other, unwanted 
chemical reactions that may be reversible (such as the addition of carbonyl groups to 
the chain) or irreversible (such as hydrolysis).  Between the fully oxidized and 
reduced states, the number of electrons that can be transferred for each incremental 
change in energy can be found approximately from the cyclic voltammogram, 
although as pointed out above, the CV also reflects other charge transfer processes. 
 
Figure 46.  Band structure representation of the oxidation reaction, assuming 
instantaneous charge compensation by ions.  Allowed energy levels are indicated 
in gray.  Electron have a distribution of energies in the polymer.  Positively 
charged holes are represented schematically as empty circles.    
This description of the oxidation process assumed that at equilibrium the holes were 
compensated by an equal number of anions that entered the polymer from the 
electrolyte or, for cation transporting materials, by the egress of cations.  However, 
ion transport is slow relative to electron transport, and cannot occur instantly upon 
application of a potential.  Figure 47 illustrates what happens if a voltage is applied 
and compensating ions do not arrive immediately, where the electrolyte is now 
explicitly shown.  For simplicity, we describe the events in an anion-transporting 
material.   
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The film again begins in the reduced state, and a sufficiently positive potential is 
applied that the conjugated polymer can be oxidized, which lowers EFm.  Electrons 
start to be transferred from the HOLs to the electrode.  Without compensating anions, 
the resulting holes build up, creating an electric field that increases until it balances 
the voltage on the electrode, thereby lowering the relative energy of the electrons in 
the polymer.  At that point, charge transfer stops.  The amount of energy E by which 
the levels are lowered depends on the dielectric constant ε of the polymer and the net 
charge Q.*  When the Fermi energy levels in the metal and polymer are equal, there is 
no further driving force for charge transfer.  The higher the applied potential, the 
greater the number of electrons that can be removed before the voltages balance.  Ions 
in the electrolyte move into the polymer under the applied electric field, neutralizing 
the net charge.  (The anions are shown schematically:  they do not occupy states in 
the polymer band structure.)  This raises the energy levels in the polymer, since the 
field depends on the net charge.  This allows additional electrons to be removed from 
the polymer (without changing the potential applied to the electrode).  The process 
continues until the energy levels in the electrode and film are equalized, or until the 
polymer is fully oxidized.  Of course, in a real system these steps occur 
simultaneously and continuously, not discretely as in the figure and the foregoing 
description.  Upon reduction, these steps are reversed. 
                                                 
* E ~ [Q]/rε ~ [h+ - C-]/rε, where r is the distance to the net charge,  [h+] is the concentration of holes, 




Figure 47.  Schematic illustration of the driving energies for charge transport, 
assuming non-instantaneous charge compensation by ions.  a)  An anion 
transporting polymer initially in the reduced state.  A positive potential is 
applied to the electrode, lowering its Fermi level, EFm.  b)  Electrons are 
transferred from the polymer to the electrode, creating positively charged holes 
on the polymer backbone.  c)  This net charge in the polymer lowers its Fermi 
level , EFp, relative to that of the electrode, halting further electron transfer.  d)  
The applied potential attracts anions from the electrolyte, which restore charge 
neutrality.  e)  The removal of the net charge raises the Fermi level in the 
polymer back to its original position in (b).  f)  Since the Fermi level in the metal 
is now lower, electron transfer to the metal can resume.  The process repeats 
from step c until the electron energy levels are equal or until the polymer is 
completely oxidized. 
From a physical point of view, the various steps that occur during oxidation are 
illustrated schematically in Figure 48.  1)  Electrons are removed from the polymer 
chains.  In the fully doped state, a hole is created for every 3-4 monomer units of 
polypyrrole.  2)  The holes move away from the electrode along the polymer chains.  
In the most general case, they move by both drift (also known as migration, due to an 
electric field) and diffusion (due to a concentration gradient).  a)  The polymer 
backbones undergo conformational changes in response to their altered electronic 
structure [14, 57, 58].  3)  Anions move through the electrolyte, in the most general 
case through a combination of drift*, diffusion, and convection.  4)  Anions enter the 
polymer, possibly shedding some of the molecules in their solvation shell.  (This step 
                                                 
*  If the ions are depleted in the electrolyte, then drift may not be negligible 
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is often represented as a charge transfer resistance in impedance models.)  5)  Ions 
move through the polymer, between the chains, in the most general case by a 
combination of drift and diffusion (convection is negligible).  They are typically 
solvated.  b)  Space must be created in the polymer for the ions to enter by chain 
conformation changes.  6)  Solvent enters the polymer that is not bound to ions but is 
in response to osmotic pressure created by the ions [26].  It moves solely by diffusion, 
since it is uncharged.  Which of these steps is rate limiting depends on the experiment 
that has been performed, which is one reason for the fact that different research 
groups have reported apparently contradictory results. 
 
Figure 48.  Schematic illustration of the physical processes occurring during 
electrochemical oxidation. 
In Part 2 of this series we build a model of charge transport in conjugated polymers 
based on first-principle physics and the reduction behavior of PPy(DBS) in the above 
experimental geometry.  We then use the model to predict the oxidation behavior, as 
well as oxidation and reduction in anion-transporting materials, in this and other 
geometries.   
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Referring back to Figure 15 and Figure 48, what additional research is needed to 
complete our understanding of the redox process?  Let us put aside, for the moment, 
structure-property relationships that link the deposition conditions to the material 
properties and these properties to the behavior, and also put aside the effect of cycling 
conditions, such as the solvent, electrolyte concentration, electrode material, cell 
geometry, etc.  These issues still require a substantial amount of experimental study.  
What is needed to complete a physics-based model that will take us, for a particular 
material and set of cycling-condition-specific charge transport coefficients, from a 
given electrical input to predictions of device behavior, including speed, strain, stress, 
etc.?  The next obvious step of the modeling effort should be to include the polymer 
chain movements, for example by combining our charge transport model with Otero 
et al.’s conformational relaxation model, which is mature and has been extensively 
experimentally validated.  With that advance, the effect of cycling history and sample 
temperature can be taken into account, which will give the state of the polymer matrix 
at any given time, on which the coefficients in the charge transport model depend.  It 
should then be possible to produce a rudimentary control algorithm that applies the 
appropriate potentials to achieve a desired actuator motion.  The next large step will 
be more difficult, since there has been less prior theoretical work in this area:  linking 
the solvent content to the polymer’s electrical and mechanical properties.   
4.5 Summary and Conclusions 
We have described an experimental configuration in which ion transport is the rate-
limiting step in the redox reaction and have conducted experiments that ensure that 
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chain conformational changes are  constant.  As a result, the reduction reaction does 
not take place at a given location until the cations arrive there, and oxidation does not 
take place until they leave.  It should be borne in mind that this configuration gives 
information about ion transport parallel to the film surface, which may be quite 
different from transport perpendicular to the surface if the material is anisotropic, as 
PPy(DBS) is known to be.  The simplicity of device fabrication should allow this 
configuration to be used by other groups with different materials, and we particularly 
encourage its use to study anion-transporting conjugated polymers.  Our results are 
summarized in Table I. 
Upon reducing the PPy(DBS) for the first time, cations and water are introduced into 
a tightly compacted matrix.  As a result, they form a sharp phase front that stays sharp 
and moves relatively slowly in response to a cathodic potential step, with a velocity 
that is linear with the applied over-potential.  This implies that the dominant transport 
mechanism is migration (drift), rather than diffusion.  The front is identical whether it 
is imaged using color or mechanical strain.   
Upon re-oxidation, fronts are not seen.  Instead, the film becomes darker everywhere 
at once, although the process is faster at the edges.  This behavior indicates that the 
process is dominated by diffusion, a conclusion that is confirmed by the observation 
that the time course of the oxidation reaction is completely insensitive to the applied 
oxidation potential.  This means that this half of the reaction cannot be accelerated by 
applying higher voltages. 
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The film does not return to its original thickness when the cations exit during 
oxidation, but it remains swollen with water, which remains semi-permanently in the 
film.  This change is invisible in the current and color measurements since it does not 
involve the electronic states of the polymer.  The reversible component of out-of-
plane actuation strain, which is the only component that is useful in actuators cycled 
more than once, is caused by solvated cation transport.  The first-cycle water ingress 
merely causes anomalously large strains in the first cycle, or first several cycles in 
thick films.   
In the following reduction steps, the cations enter a more open, hydrated polymer.  
Fronts are again seen for sufficiently large overpotentials, but they move much faster 
and they broaden with time.  These fronts are still linear with the overpotential, but 
the slope is 20 times larger, indicating that the cation mobility is greater by that 
factor.  The mobility is increased even further if the polymer is stepped from a 
partially reduced state, which has an even more open structure, rather than from the 
fully oxidized state.  For small overpotentials, the color lightens over the whole film 
with a u-shaped profile, indicating that the process is dominated by diffusion.  The 
broadening of the ion fronts is linear with time, but does not depend on potential, 
consistent with non-Fickian diffusion.   
Cation transport occurs solely to reestablish charge neutrality, so the color and the 
strain do not change any further once the film reaches its fully oxidized or reduced 
state:  there is a maximum ion concentration in the film.  Color and strain were found 
to be linearly correlated and to directly reflect the oxidation level, but the total 
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consumed charge comprises currents from capacitive charging and reactions other 
than PPy redox, which can occur with other time constants.  In particular, under the 
experimental conditions used in this paper, there were two pairs of peaks in the cyclic 
voltammogram, as well as pseudocapacitive current in the oxidized state.  Only the 
more cathodic pair of peaks is associated with color change and actuation strain. 
The oxidation and reduction processes are not symmetric in two very significant 
respects.  First, upon reduction the polymer starts as a conductor and becomes an 
insulator, and upon oxidation it goes from an insulator to a conductor, so the potential 
drops seen by the ions are different.  In addition, in the oxidized state the polymer 
matrix is more compact and contains less water, so ion mobility is significantly lower 
than in the reduced state.  These differences were reflected in the phase front behavior 
and are the subject of the modeling work in Part 2 of this series. 
Table I.  Summary of the main experimental findings. 
 First-Ever 
Reduction 
Later Reductions Oxidation 
Existence of 
Fronts 
Ion fronts travel 
from edges to 
center for V < -0.6 
V 
 
Ion fronts travel 
from edges to 
center.  
No phase fronts 
below -0.75 V, but 
a gradual 








Front Velocity 1 µm/sec at -1.1 V. 30 µm/sec at -1.1 
V. 
Front velocities 
increase if scan is 
begun in partially 
reduced state, v ~ 
e2Q where Q is the 
consumed charge. 
NA 





linearly with time, 
and broadening 





Front velocity is 
linear with voltage, 
going to zero at Vo. 
 
Front velocity is 
linear with 
voltage, going to 
zero at Vo.  Slope 
is 20x higher than 
for first reduction. 
Velocities saturate 
at ~70 µm/sec 
below -1.6 V. 
Oxidation speed 




reduction at less 
than -0.9 V, but 
reduction was faster 
if V <-0.9. 
Front Position vs. 
Time 
Varies from v ~ t to 
v ~ t . 
 
Varies from v ~ t 















does not depend 






strain of 24% does 
not go away. 
 




linear with time. 





Current is fairly 






NA Color change is 
associated with the 
more cathodic 
reduction peak. 
Color change is 
associated with the 
more cathodic 
oxidation peak. 
Strain and Color Completely 
correlated fronts. 
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Chapter 5 Charge Transport in Conjugated Polymers:  Part 2. 
Modeling and Simulation Results1 
5.1 Introduction 
Ion transport occurs along with electron transport in all applications of conjugated 
polymers in which the operation of the device depends on significant changes in the 
oxidation level of the polymer, including batteries and super-capacitors, 
electrochromic displays, actuators, and chemical sensors.  Since the oxidation level of 
the material changes substantially, the resulting changes in material properties, such 
as variations in conductivity, cannot be considered to be small perturbations. 
The goal of the work in this paper was to develop a model that would correctly 
predict the dominant features of charge transport in conjugated polymers during 
electrochemical switching between fully oxidized and reduced states based on 
fundamental physical equations.  The model should therefore make predictions that 
hold for both oxidation and reduction, under a wide range of experimental conditions, 
and for all conjugated polymers.  Thus, the model was initially developed with the 
fewest restricting assumptions, and then the consequences of imposing more 
restrictions was systematically examined.  (This is not a black-box model, such as a 
lumped parameter equivalent circuit model, although such models have been 
successfully applied to some aspects of switching behavior; see for example [1, 2].)   
                                                 
1 To be submitted as: 
X. Z. Wang, B. Shapiro, and E. Smela, “Charge Transport in Conjugated Polymers:  Part 2. Modeling 
and Simulation Results.” 
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This work expands upon that done by Lacroix et al. [3], who modeled the movement 
of electrons and ions in conjugated polymers, examining several limiting cases 
analytically.  Here, we take the same basic equations governing electron and ion 
movements, subject them to boundary conditions, and simulate them, allowing us to 
examine virtually any case of interest.  Simulations offer the advantage of allowing 
one to visualize the charge concentrations, electric fields, and other variables as they 
evolve over time.  By simulating the geometry described in Part 1 of this series, we 
are able to qualitatively compare the results of the simulations with the experimental 
results.     
Other prior modeling based on first principles has been done with the aim of 
predicting the shape of cyclic voltammograms.  Those models used simplifying 
assumptions to make the problem tractable, such as that ions moved solely by 
ordinary diffusion, that changes in the number of charges on the backbone did not 
need to be considered, or that charge neutrality held everywhere [4-6].  The current 
model does not make these assumptions.  However, in this paper we do not consider 
the energetics or kinetics of electron transfer between the polymer and the electrode, 
and only examine switching to potentials at which this transfer is possible and fast.  
Including the information on polymer energy levels contained in cyclic 
voltammograms is outside the scope of this work. 
This paper makes two main contributions to our understanding of redox in conjugated 
polymers.  First, it presents a model that accounts for most of the behavior observed 
during reduction and oxidation (redox) in cation-transporting films over a wide range 
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of experimental conditions.  Second, the model is used to make predictions of the 
behavior under different conditions and in different systems.  These are the first steps 
toward being able to design devices with particular switching characteristics. 
The paper is divided into two parts.  In Part A, the model is developed.  First, an 
overview of the model is given in section 5.2.  (The reader who is not interested in the 
modeling details but wishes to cut right to the chase can skip from here to Part B.)  
The modeling methods are detailed in section 5.3:  the assumptions, governing 
equations, boundary conditions, etc.  The code that was used is available upon request 
*.  Section 5.5 explores the behavior of a bare-bones model.  Simulations are run to 
verify that the model gives reasonable results, and the effect of varying the model 
parameters is examined.  This yields a qualitative understanding of the roles of the 
material constants and experimental conditions in the model.  In section 5.6, the 
complexity of the model is increased to better reflect the physical system, resulting in 
a “full model”.  Section 5.7 summarizes the results of Part A.  In Part B, the full 
model is run for various conditions of interest, since it can be readily adapted to 
handle different geometries and materials.  Section 5.8 includes the oxidation of the 
ion-barrier covered, cation-transporting film, the removal of the ion barrier, and 
changing the polymer to an anion-transporter.  These scientific results are 
summarized and discussed in section 5.8.5. 
                                                 
* A license for the commercial software package FEMLAB will be required to run the code. 
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Part A:  Model Development 
5.2 Model Overview 
The model presented here explicitly accounts for the movement of both ionic charge 
and electronic charge (polarons and bipolarons on the polymer backbone, referred to 
as “holes” herein in analogy to the positive charges in inorganic semiconductors).  In 
prior versions of this model, hole transport was either neglected [7] or the assumption 
was made, based on experimental estimates in the literature of the relative mobilities 
of the polarons and the ions, that the holes moved instantaneously relative to the ions 
[8].  The latter allowed us to formulate an analytical solution for the hole transport.  
This simplifying assumption has been lifted here. 
There are three mechanisms for charge transport: diffusion, drift (also called 
migration), and convection.  Diffusion occurs in the presence of concentration 
gradients; Fickian diffusion arises when the probabilities for particle movement are 
equal in all directions, i.e., if the medium is isotropic.  Migration is the movement of 
a particle under a force, such as the movement of a charged particle under an applied 
voltage. Since both polarons and ions are charged species, one cannot a priori neglect 
their movement in electrical fields, nor their charge interactions.  As reviewed by 
Lacroix [3], charge transport cannot be described solely by diffusion:  the existence of 
electrical fields in the polymer, particularly in the reduced regions, must be taken into 
account.  Electrochemists have traditionally combined the drift and diffusion terms 
into one term, called the electrochemical potential*.  For transparency, they are kept 
                                                 
* ∆µ(2-1)  =  RT ln aA2 / aA1  +  zF∆ψ(2-1) 
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separate here.  Lastly, convection is the movement of a particle that is carried in the 
flow of a fluid, like a boat in a current.  This last mechanism is neglected in our 
model.  For ion transport, it is neglected because there are no significant fluid flows 
through the conjugated polymer**, and for hole transport it is neglected because the 
polymer chains do not flow as a liquid does (although the chains do undergo local 
movements such as changes in conformation and reptation).  In the electrolyte 
convection is also neglected since the solution is unstirred.  Thus, the model includes 
one partial differential equation (PDE) for the ion current due to drift and diffusion, 
and a second PDE for the hole drift and diffusion.   
The electric field under which the charges move arises from two sources.  Physically, 
fields are produced by applied voltages on electrodes and by local imbalances 
between the concentrations of positively and negatively charged species.  It only 
takes a minute charge imbalance to create a large electric field, which means that 
even if charge neutrality is satisfied almost everywhere, net charge can still become 
the dominant driver for ion transport [3].  In the model, boundary conditions are used 
to specify the potentials at key interfaces, and Poisson’s equation, a third PDE, relates 
the gradient of the electrical field inside the polymer to the net charge.   
The three PDEs are coupled because the concentrations of holes and ions in the 
polymer are not independent.  In a cation-transporting polymer like PPy(DBS), as 
holes are withdrawn at the electrode, charge compensating cations enter from the 
electrolyte.  The negatively charged counterions are immobile in the polymer and are 
                                                 




treated as a fixed background in the model.  The concentrations of holes H and 
cations C sum to the concentration of anions almost everywhere, and where they do 
not, charge neutrality is violated and electrical fields are produced that result in 
charge migration. 
The equations used in our work are the standard ones used for describing charge 
transport in crystalline inorganic semiconductors like silicon [10] and therefore may 
be too simple to account for all the physics occurring in the conjugated polymer 
during redox, a process that has no inorganic analog.  However, they provide a first 
approximation, a starting point in the model-building process.  We show in this paper 
that they do, in fact, account for much of the dominant physics.   
Since the equations are coupled, they cannot be solved analytically for any general 
case.  Thus, they are solved numerically using finite element modeling.  After solving 
for the initial conditions (the polymer is fully oxidized or fully reduced before a 
switching potential is applied at the boundaries), the ion, hole, and potential profiles 
are allowed to evolve in response to each other, simulating the redox process.  
Model development was informed only by experimental results obtained during 
electrochemical reduction of an ion-barrier covered film of PPy(DBS).  Comparison 
between simulation and experimental results guided the choice of initial and 
boundary conditions, the meshing and other details of the simulation mechanics, and 
choices such as how to stipulate the maximum concentration of ions in the material.   
Since the same governing equations should also hold during oxidation, simply 
running the model “backwards” by reversing the voltage at the boundaries, with no 
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other changes, provided an independent check of model validity.  By modifying the 
third PDE to reflect anion transport, we have also been able to make predictions for 
redox in materials such as PPy(ClO4).  The generality of the model can thus be tested 
in the future.  
5.3 Modeling Methods 
This section goes into detail in describing the governing equations, assumptions, 
boundary conditions, and so forth, used in the model.   
5.3.1 Model Properties 
5.3.1.1 Continuum Treatment 
Since the length scale of the polymer chain segments is small compared to the µm or 
larger length scales of devices, it is appropriate to use a continuum assumption.  That 
means that the finite element model volume elements are small compared to the 
device length scales, but large compared to the polaron length scales.  Within each 
volume element there are many ions and/or holes (there are ~103 holes in a volume 
element 10 nm on each side*), so it is appropriate to consider concentrations of 
species instead of tracking individual molecules. 
5.3.1.2 Physics and Equations  
5.3.1.2.1 Governing Equations 
                                                 
* Calculated using the fact that to deposit a film 1 µm thick consumes 200 mC/cm2, and that 
approximately 10% of that charge is used for the creation of charge carriers:   0.1*[200*10-3 
C/(102*106*106)]/1.6*10-19 electrons/C ≈ 1000 electrons/(10 nm)3). 
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The first modeling equation (the continuity equation [11]) expresses the conservation 
of species:  








where Ci is the concentration of species i (mol/cm3) and Ji is the flux (mol/sec-cm2).  
Ci is a dynamic variable that depends on space and time, so Ci = Ci(x,y,z,t).  This 
equation holds in the absence of species generation (e.g. by light) or annihilation.   
The flux Ji must be expressed in terms of the physical conditions.  As mentioned 
previously, we ignore convection but consider diffusion and drift, = +
v v vdiff drift
i i iJ J J .  
Commonly used models for each of these components in inorganic semiconductors 
are [10, 12] = −
v diff




i i i iJ z C Eµ , where zi is the positive or negative charge per species molecule, µi 
is the mobility (cm2/V-sec), and 
v
E  is the electric field, and where = −
r
E ∇φ  and φ is 
the electric potential**.  The assumptions contained in these two equations are 
described in [10, 15].  The expression for the diffusion flux, for example, assumes 
that the particles take a random walk that is unaffected by other particles (dilute 
solution approximation), and the equation does not apply in systems in which the 
particles hop between a fixed number of sites.   
Substituting the flux equations into (7) results in a PDE for the rate of change of the 
concentration of species i (the cations or the holes) at any location inside the polymer 
                                                 
** There are of course other ways of formulating the currents, involving e.g. quasichemical potentials 
[13], particle jump probabilities in different directions [14], etc. 
 
129 




i i i i i i
C J D C z C
t
∇ ∇ ∇ ∇µ φ  
In this framework, Di and µi are not constants, but are functions of the oxidation level 
of the polymer.  (It is possible that they are also functions of other variables, and part 
of the job of future modeling will be to determine the complete functional 
dependence of these coefficients.)   
In systems at equilibrium with non-interacting particles that undergo random walks 
and that have a density given by the Boltzmann distribution, Di and µi are related 
through the Einstein relation:  Di/µi = kT/q = RT/F [10, 13, 14].  In these systems, 
equation (8) is equivalent to the Nernst-Planck equation [12].  The advantage of the 
Einstein relation is that it reduces the number of independent coefficients that must be 
determined.  Unfortunately, since diffusion during redox is not Fickian (as shown 
experimentally in Part 1) and since the density of the ions (or holes) is so high in the 
fully reduced (oxidized) states that they cannot realistically be considered to be non-
interacting, this assumption cannot be made, and the model must examine the effect 
of a varying D/µ.  For example, in systems with memory, in which the direction of a 
previous step affects the direction of the next step, the ratio D/µ is concentration-












where η is the chemical potential.  It has been shown that using this relationship with 
a Gaussian density of states accounts well for the increase in D/µ with concentration 
that is seen in disordered organic semiconductors [16]. 
Maxwell’s electrostatic equation (Poisson’s equation) is used to model the electrical 




= = ∑ i iQ z C∇0ε ε φ . 
Here εo is the permittivity of a vacuum, ε is the dielectric constant of the material, and 
zi is the (positive or negative) charge of the ion or hole.  In this paper we used zi = 1 
for both the holes and the ions and did not consider e.g. divalent cations. 
Equations (8) and (10) encompass the Nernst equation, which is derived by balancing 
the drift and diffusion terms at equilibrium.  In fact, the formulation here is more 
general since the system is not at equilibrium.   
In this model, ion transport is not coupled to mechanical stress using a PDE.  Rather, 
this coupling is handled (section 5.6.1) artificially through using an empirical form 
for the dependence of the diffusion coefficient on ion concentration:  the exponential 
relationship obtained in Part 1 (Figure 34).  Coupling in mechanical effects, such as 
due to polymer stiffness, conformational changes, or actuation strain, is the subject of 
future work. 
5.3.1.2.2 Boundary and Initial Conditions 
 
131 
To solve the PDEs of equation (8), one for the holes and one for the ions, together 
with the PDE in equation (10), it is necessary to define reasonable boundary and 
initial conditions.  The boundary conditions should correspond to the physical 
conditions imposed at the polymer/electrode and polymer/electrolyte interfaces.  They 
therefore require careful consideration in order that they both make physical sense 
and allow the simulations to run. 
At the polymer/electrode boundary there is no ion flux across the interface, as shown 
in Figure 49 ( ˆ 0n⋅ =
v
CJ , where n̂  is a unit vector oriented perpendicular to the 
boundary).  For the holes, a flux boundary condition was used at the electrode*.  
During reduction, we set 
(11) =
v v
H HJ HEµ .   
With this expression, the higher the electric field 
v
E  and the higher the hole 
concentration H in the polymer, the higher the current density crossing from the 
polymer to the electrode.  When the hole concentration falls to 0, current flow 
between he polymer and the electrode ceases.  Since the simulation cannot solve for 
H if H is also used in the boundary condition, in the model this is actually phrased as 
(1 )= −
v v
H HJ C Eµ , which is true almost everywhere by charge neutrality.  During 
oxidation, this boundary condition was changed to  
(12) =
v v
H HJ CEµ   
                                                 
* This BC is only used in the 1D model; in the 2D model, a constant hole concentration of C0 is set at 
the polymer/electrode boundary. 
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because the current now depends on the number of available sites onto which a hole 
can potentially be placed, which is equal to the number of sites occupied by cations.  
The question arises as to whether to use the ion or hole mobility in these expressions, 
since ion transport is the rate-limiting step.  It turns out that using either µH or µC 
gives identical results.   
 
Figure 49.  a)  Schematic of the physical system, showing the potentials on the 
working and counter electrodes during electrochemical reduction of a cation-
transporting polymer, the bulk concentration of cations in the electrolyte, and 
the interfaces that ions and holes can cross.  b)  The PDEs used in modeling the 
cation-transporting conjugated polymer.  c)  The boundary conditions used at 
the polymer interfaces for a basic model that does not include ion transport in 
the electrolyte (the “base case” model of section 5.5).    
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The potential at the electrode boundary in the model is, effectively, the applied 
overpotential in the experiments, i.e. the difference between the applied potential and 
the potential at which reduction (or oxidation) begins.  This is distinct from the 
experimental applied potential (vs. Ag/AgCl) because only fully oxidizing or 
reducing potentials can be applied in the model, since the model does not yet take into 
account the energetics of charge transfer seen in the cyclic voltammogram.  The 
electrode/polymer boundary condition used in the model is equivalent to stipulating 
that there is sufficient energy to allow the holes to cross the interface, in either 
direction, in response to the electric fields.  Note also that in the model, setting φ  = -1 
V at the electrode and φ  = 0 V at the electrolyte interface is equivalent to setting φ  = 
0 V at the electrode and φ  = +1 V at the electrolyte, since only the potential 
difference is significant in the mathematics. 
At the polymer/electrolyte boundaries, there is no hole flux ( ˆ 0n⋅ =
v
HJ ) since holes 
cannot enter the electrolyte.  In the initial modeling cases (section 5.5), which do not 
include transport in the electrolyte, a constant ion concentration (C = Cmax) is 
imposed at the boundary, where Cmax is the maximum concentration of ions in the 
polymer.  (The effect of varying this boundary condition is shown in the 
Supplementary Materials, section 1.2.2.7.)  Also in the initial cases, the potential is 
set to zero (φ = 0).  This is not physically reasonable, since it ignores the resistive 
drop in the electrolyte, and thus causes the model to neglect the effects of changing 
electrical conductivity during redox.  Therefore, in section 5.6.4 we expand the model 
to include the electrolyte. 
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The top polymer/insulator boundary has no ion or hole flux ( ˆ 0n⋅ =
v
CJ  and 
ˆ 0n⋅ =
v
HJ ), and it is electrically insulating ( ˆ 0n⋅ =∇φ ).  This boundary does not 
appear in the 1-D simulations. 
The initial conditions were an ion concentration of 0 and a hole concentration of H = 
Hmax  everywhere, representing the fully oxidized state.  The initial potential profile 
was found by solving the electrostatic PDE (equation (10)) based on these ion and 
hole concentrations.   
5.3.1.2.3 Capping the Charge Carrier Density 
One of the most difficult but important aspects of model phrasing involved limiting, 
or “capping”, the ion and hole concentrations in the polymer so that they did not 
exceed Cmax or Hmax.  Physically, Hmax arises from the fact that the maximum number 
of polarons is approximately 1 per every 3-4 monomer units in PPy; removing 
additional electrons requires much higher voltages and results in reactive cation 
radicals that lead to polymer degradation.  The number of holes reversibly removed 
from the polymer during reduction is equal to the number added during oxidation.  By 
charge neutrality, the number of cations in the reduced polymer cannot exceed the 
number of holes that were removed, so Hmax = Cmax.  Thus, when the polymer is fully 
oxidized, H = Hmax and C = 0, and when it is fully reduced, H = 0 and C = Cmax.   
As mentioned above, in the physical system there is a significant difference in energy 
(voltage) between electrons removed from the polymer backbones reversibly during 
redox and electrons removed irreversibly due to chemical reactions.  The model, 
 
135 
though, does not include such energetic considerations, and thus without capping, H 
and C can reach unrealistically high values in the simulations, particularly at the 
boundaries and particularly during oxidation.  This is a result of using a too-large 
dielectric constant (which was necessary for the simulations to run, as discussed in 
section 5.4.1):  by equation (10), the larger the value of ε, the larger the allowed 
charge imbalance.  
To cap the concentrations, the migration term was set to zero when either the ion or 
hole concentration went above 1.  This was implemented by multiplying the 
migration term with a step function.  This method of enforcing physically reasonable 
concentrations in the polymer is itself unphysical, in that it does not correspond to a 
physical process for regulating the charge.  However, since this model included 
neither the energetics of charge injection nor an appropriate dielectric constant, it was 
necessary to resort to this stratagem.  Two other methods were also used to cap the 
concentrations, including strict enforcement of charge neutrality and dramatically 
increasing diffusivity once charge concentration was higher than the maximum. 
5.3.2 Reducing Model Complexity 
In modeling a complex system, it is important to build up the model with simple, 
verifiable pieces.  For each piece, it is necessary to understand the numerical 
problems, the dependence on parameters, and the limiting cases, before moving on to 
include more degrees of freedom in the model.  We discuss three strategies to do this:  
a) non-dimensionalizing the model to reduce the number of free parameters, b) 
reducing the number of spatial dimensions by exploiting symmetry or physics, and c) 
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showing that some parameters are so small or large that their behavior needs not be 
tracked.  
5.3.2.1 Non-Dimensionalization 
The modeling was carried out in non-dimensional units and variables.  Non-
dimensional (i.e. normalized) variables better illustrate the balance between 
competing physical effects, reduce the number of parameters required to define the 
model, and allow a single modeling run to predict the behavior in systems with any 
dimensions. An excellent discussion of the benefits of non-dimensionalization is 
provided in [17].   
Essentially, each non-dimensional variable such as x, y, z, t, φ, C, and H, is 
normalized by a characteristic scale of the system (see Table II).  For example, the 
non-dimensional length x is obtained by taking the dimensional length x (µm) and 
dividing it by the ion path length L = 150 µm, x = x/L, since L is the length that 
characterizes the size of the experimental system.  The boldface variables denote 
dimensional quantities, and the plain text variables denote non-dimensional variables.  
Likewise, the non-dimensional potential φ = φ / V, where φ is the overpotential and V 
= 1 Volt.  Ion and hole concentrations are non-dimensionalized by Cmax = Hmax = 3 
M, the maximum concentration of ions/holes in the polymer.  All non-dimensional 
variables are unitless, since the units cancel when dividing by the characteristic 
quantities. 









x, y, z x/L, y/L, z/L 
∇  L∇   
L = maximum ion path-length 
φ φ/V φ = applied over-voltage on electrode, V=1 Volt  
C, H C/Hmax, H/Hmax Hmax = maximum concentration in the polymer  
         = number of immobile dopant anions 
t t / t0 = 2VC t/Lµ  time is normalized by ion drift over characteristic 
length 
t∂∂ /  2 / /L⎡ ⎤ ∂ ∂⎣ ⎦CV tµ  from definition of t, by chain rule 
µC 1 get unit non-dimensional mobility by choice of t0 
µH µH/µC µC 
DC /CD = C CD Vµ  µC and V 





Systems parameters such as t0, L, µC, and V are inter-related:  characteristic length and 
voltage scales lead to a characteristic time, t0, the time that it takes an ion with a 
mobility of µC to traverse a distance L under a voltage V as t0 = L2/(µCV).  Under this 
choice of non-dimensionalization, the non-dimensional ion mobility is unity, µC = 1.  
A unit non-dimensional electric field ( 1=−∇= φE
r
) and a unit ion concentration (C 




µ ).  The remaining variable non-
dimensionalization and the resulting PDEs are derived in detail in the Supplementary 
Materials (SM 1.2.1.1).   
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where µC is not shown in the first equation because it is equal to 1.  The dimensional 
model, equations (8) and (10), has 8 free parameters: DC, µC, DH, µH, ε, V, L, and H0.  
The non-dimensional model, equation (13), has four:  DC, DH, µH, and ε.   
5.3.2.2 Reduced Spatial Dimensions 
PDEs are solved in finite element models by meshing the computational region in 
space into cells (nodes), and then iterating all the variables (ion and hole 
concentrations and electric potential) in time across all the spatial nodes.  Increasing 






going from 1-D to 2-D and by the cube in going to 3-D.  Therefore, we started with 
fast-running 1-dimensional models for initial model development (less than 1 minute 
of run time), and proceeded to 2-D models (20 to 30 minutes to run each time) once 
we were satisfied with the qualitative predictions.  By the symmetry of the 
experimental geometry, which had no variation along the long axis of the polymer 
stripe, 3-D models were not required.   
The1-D models were numerically more robust than the 2-D models because they had 
fewer nodes and required less computer memory.  When numerical issues arose, such 
as resolving steep gradients, including sharp cut-off functions for charge capping, or 
capturing small dielectric coefficients, they could be solved by increasing the mesh 
resolution.  For the 2-D models, which already operated near the limit of computer 
memory and speed, this was not a viable option. Thus, the 2-D models were more 
fragile.  They “broke” in several cases, often when large gradients were created.  For 
example, during reduction when ions reached the electrode, the concentration 
increased to values >> 1, forming a large gradient that was not well resolved by the 
mesh.  Also, high voltages often created large gradients at the electrolyte boundary, 
which “crashed” the simulation.   
At t = 0, the electric field lines form arcs through the polymer between the electrode 
and the electrolyte.  Conceptually, the 1-D simulation can be considered to be along 
one of these lines, as shown in Figure 50.  Note that this is the case only because no 
nucleation occurs in PPy(DBS); to simulate polymers such as PPy(ClO4) in which ion 




Figure 50.  a) A schematic 2-D slice  across an ion-barrier-covered, oxidized 
PPy(DBS) strip at t = 0, showing calculated electric field lines (white) going from 
the electrode to the electrolyte prior to any ion ingress.  The 1-D model can be 
considered to represent ions and holes traveling along one of these field lines 
(such as indicted by the black line).  For clarity, the vertical axis is much 
exaggerated in comparison with the experimental geometry.  b)  The geometry 
studied in the 1-D models can be considered to be line between the electrolyte 
and the electrode, although the potentials are not the same as they would be if 
this were the actual geometry.     
Figure 50b is the same geometry as for a layer of conjugated polymer on an electrode 
uncovered by an ion barrier, so the model should correctly predict the behavior for 
this case as well.  The question arises, how much does the transport differ in the ion-
barrier covered case, due to the distortion of the field lines, from the thin film case?  
This question is taken up in section 5.5.2, in which the 1-D simulation is compared to 
a 2-D simulation.  
5.3.2.3 Parameters 
As noted in the introduction, one goal in this paper was to develop a qualitative 
understanding of how the model behaves as some parameters are increase or 
decreased relative to the other parameters.  These trade-offs are inherent in the non-
dimensional parameters.  For example, the nondimensional diffusion coefficient, 
defined as /CD = C CD Vµ , represents the ratio of the relative strengths of diffusion to 
migration (given by the drift coefficient times the applied voltage).  
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Of the 8 dimensional model parameters DC, µC, DH, µH, ε, V, L, and H0, four are 
known: V is 1 Volt, L is 150 µm, and H0 is 3 M.  The value of ε ranges from 10 to 
104[19-23].  DC and µC only come into the model as a ratio, and initially a ratio of 
0.026 was used, taken from the Einstein relation D/µ = kT/q = 0.026 V.  The 
coefficients for the holes were defined relative to those for the ions, and in the 
baseline model case (Section 5.5.1), they were taken to be 1000 times larger:  DH = 
26 and µH = 1000.  The choice of the factor of 1000 was somewhat arbitrary; it has 
been assumed in the literature [24] that hole transport is much faster than ion 
transport.  The choice of 1000 was enough to make hole transport virtually infinitely 
fast relative to ion transport for the experimental configuration reported in Part 1.    
5.4 Numerical Methods 
5.4.1 General 
The non-dimensional PDEs were solved using the PDE modeling software 
COMSOL, version 3.2.  Of the 3 PDEs listed in equation (13), the first two are 
dynamic (they contain time derivatives d/dt) and the last one is static (no time 
derivative). We proceeded by choosing physical? initial conditions for C and H at t = 
0, and then solving the electrostatic PDE (equation (13)c) for a potential φ that 
satisfied the boundary conditions and was consistent with the chosen initial 
conditions. Using these 3 starting variables C(x,y,t=0), H(x,y,t=0), and φ(x,y,t=0), the 
COMSOL software then solved the PDEs at each time step and updated the variable 
values to find C, H, and φ at t = ∆t, 2∆t, 3∆t, … T, where T is the simulation end time. 
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We used a number of techniques to enable, and then improve, the numerical 
simulations. Numerical solution schemes for drift/diffusion PDEs can suffer from 
numerical instability and spurious oscillations, particularly in simulations with sharp 
propagating fronts. As is standard in numerical methods, a small amount of artificial 
diffusion was added to stabilize the simulations (this does not change the character of 
the solutions).  Specifically, we added Petrov-Galerkin compensated artificial 
diffusion [25], available within FEMLAB, to both hole and ion transport (tuning 
parameter 0.25).   For consistency, we used this in all the simulations, even in cases 
that already had a significant amount of diffusion.  
The smaller the dielectric constant ε, the thinner the regions in which charge 
neutrality does not hold.  For the experimentally reasonable values given above, the 
non-dimensional dielectric constant 20 0 0 0ˆ / L Nε ε εφ=  is on the order of 10
-11, yielding 
regions that are so thin that the mesh density required to resolve them was beyond our 
computing capabilities, even for the 1-D model. Therefore, the models were run with 
the smallest dielectric constant that could be resolved, ε ~ 10-3.  We then verified that 
as ε decreases, the behavior of the model converged (Supplementary Materials 
section 1.2.2.1, or SM 1.2.2.1).  We also ran cases with charge neutrality strictly 
enforced (ε = 0).  (In the Supplementary Materials, we show that the charge neutral 
behavior is exactly the limit of the small-ε behavior as ε → 0.)     
5.4.2 2-D Simulations 
For the 2-D simulations, there were additional issues.  First, finer meshing was 
needed in regions where the electric field changed rapidly.  This was done by solving 
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the initial potential, then allowing FEMLAB to adapt the mesh spacing given that 
electric field profile, and using the same mesh in the subsequent simulation steps.  In 
addition, the 2-D simulations were more fragile (prone to “crashing”) than the 1-D 
cases, and the geometry posed some additional challenges.  The methods used for 
dealing with these issues are described here. 
In the experiments, the thickness of the polymer (300 nm) was small compared to its 
half-width (150 µm), giving an aspect ratio (thickness:width) of 1:500.  This 
configuration could not be used directly because it was numerically unstable:  if the 
thickness was discretized into 10 nodes and the width into 100 nodes, then each grid 
element had an aspect ratio of 1/50 (= 0.3/1.5), but numerical errors increase as mesh 
elements deviate away from an aspect ratio of 1.  To address this problem, the 
simulated film thickness was set to be 100 times thicker than the actual film thickness 
so that the grid elements had an aspect ratio of 1:5, close to 1.  To correct for the 
increased thickness, D, µ, and ε in the y-direction (thickness direction) were 
increased, creating anisotropic diffusion, migration, and dielectric coefficients and in 
effect making the film act as if it were thinner.  To compensate for the 100-fold 
increase, these parameters should have been increased by a factor of 1002, with the 
square arising from the spatial 2nd derivatives in equations (13).  However, the largest 
anisotropy for D and µ that was stable in the simulations was 1000.  Thus, the 
simulation geometry was equivalent to a film with an aspect ratio of 1:158.  The 
dielectric constant in the simulation was only increased by a factor of 10 since it was 
already too large, and increasing it would have moved ε even further away from 
realistic values.     
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The boundary conditions were as shown in Figure 49c.  The sharp square corners, 
where the electric fields became highly concentrated, led to numerical instabilities.  
The electrode/electrolyte and ion-barrier/electrolyte intersections were beveled to a 
45° angle.  Also, two different potentials were applied at the polymer/electrode and 
polymer/electrolyte interfaces, giving a step function at the vertices (see Figure 49c).  
In practice, this does not arise because electrolyte is not a perfect conductor, and the 
voltage at the corners will blend smoothly from φ = -V (polymer/electrode) to φ = 0 
(polymer/electrolyte).  An exponential decay was used to smoothly change the 
voltage from the electrode/electrolyte corner to the electrode edge.  
5.5 Results 1:  Base Case Model and Variations 
As discussed above, the model was built based on electrochemical reduction of a 
cation-transporting material, which displays a rich set of behaviors.  To begin the 
modeling effort, we started with a base case, which was the simplest case, and then 
increased the model complexity step by step, proceeding to the more difficult, and 
realistic, cases.  This first Results section is thus presented as a theme (the base case) 
with variations.  The latter were used both to confirm that the model was behaving 
reasonably, i.e., predicting behavior that was qualitatively consistent with the 
experiments, and to give a firm understanding of how the model behaved and why.  
After this, in section 5.6, the model complexity is increased by adding non-constant 
coefficients as well as transport in the electrolyte.  Finally, in Part B, the model is 
used to make predictions of behaviors under new conditions:  the potentials are 
reversed to mimic oxidation, boundary conditions are modified to predict uncovered 
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films, and equation (13)  is modified to predict behavior in an anion-transporting 
polymer.  Results are primarily from the 1-D model, with 2-D simulations run when 
necessary for confirmation. 
Since the base case is the simplest, it does not include transport in the electrolyte, 
only in the polymer.  As mentioned above, the material coefficients DC, DH, µC, µH, 
and ε depend on the state of the material; they can be functions of ion concentration 
C, hole concentration H, and the electric potential φ.  However, in the base case these 
coefficients were all treated as constant.   
5.5.1 Base Case Simulation Results 
Figure 51a shows the ion and hole concentrations, and the net charge, as a function of 
position along the line in Figure 50b partway through the reduction process.  As in 
that figure, the electrolyte is on the left and the electrode on the right; this will be the 
case in all the figures in this paper.  There are several things to note in this figure.  In 
this partially reduced case, the reduced material is on the left, since the cations enter 
from that side, the oxidized material is on the right, and there is a phase front between 
them.  The nondimensional ion concentration on the left is 1, which means that the 
material is completely reduced, and it transitions to zero at the phase front.  The hole 
concentration goes the opposite way, from zero on the left to 1 on the right, 
corresponding to fully oxidized material.  The ion and hole concentration mirror each 
other because they are tied together through equation (13)c.*  Note, however, that 
there is a small net charge at the phase front.  It is negative, showing that in this 
                                                 
* For this reason, in a simulation in which ions were not permitted into the polymer from the left side, 
nothing happened after a small initial build-up of holes at that interface. 
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region the retreating holes have not been completely replaced by cations.  The holes 
cannot leave the material any faster than the ions can arrive (or the net charge and 
electric fields would grow without limit), and, as will be shown below, the velocity of 
the front is thereby limited by the ion mobility.  Another thing to observe in this 
figure is that with the parameter settings of the base case, the migration component 
makes a substantial contribution to the transport, as evidenced by the existence of a 
phase front (since we are using constant coefficients with a Fickian diffusion 




Figure 51.  A snapshot during the reduction process in the base case model.  a)  
Ion, hole, and net charge concentrations as a function of position.  b) The 
corresponding potential and electric field, with the ion concentration shown in 
gray for comparison.  Note that the electric field has a different scale.  
To relate these curves to the experimental work, the ion concentration should be 
compared with Figure 28b in Part 1 (see also [7]).  The ion concentration in Figure 
51a, when mirrored around the y-axis, corresponds to intensity in the experimental 
profiles.  There is reasonable qualitative agreement. 
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Figure 51b shows the electric field and the potential at the same instant of time.  
There is almost no potential drop across the oxidized region of the film; instead, the 
voltage is dropped across the reduced region.  This is the result one would expect 
from a consideration of material conductivity, given by 
(14) σ = q(CµC + HµH)  ~ qHµH. 
since µH/µC = 1000.  In the model, this outcome arises automatically from the 
transport equations.  The cation and hole fluxes due to migration are expressed as 
EECzJ CCCCC σµ ==  and EECzJ HHHHH σµ ==  (where Cz  = Hz  = 1).  
Therefore, the migration current density is: 
(15) EJ HC )( σσ += , 
which is immediately recognizable as a variant of Ohm’s law.  (A plot of conductivity 
versus position is given in SM 1.2.2.2).  Thus, in Figure 51b the voltage drop is linear 
with position in the fully reduced region, since this area behaves essentially as a 
resistor.   
The results obtained from using equation (13)b with µH/µC = 1000 are virtually the 
same as were obtained from using an analytical equation for the holes, which was 
published in [8].  The two sets of curves are plotted together in SM 1.2.2.3. 
Figure 51 showed a single snapshot in time, but how do these curves evolve, and how 
fast does the front travel?  Figure 52a shows the ion concentration profile at three 
times.  Initially, the phase front, at which the ion concentration drops from 1 to 0, is 
narrow, with the curve nearly vertical.  As the front travels into the film, it broadens, 
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and the “foot” at the base goes from an abrupt 90° turn to a concave curve.  The 
profile is convex at the top and concave at the bottom, with an inflection point at a 
normalized ion concentration of ~0.5.  At the inflection point, the movement of the 
curve can be described using only a forward-directional vector parallel to the position 
axis.   
The net charge Q at these times is shown in Figure 52b, and the electric fields in 
Figure 52c.  The net charge does not remain constant as the front propagates, but 
diminishes.  Its magnitude is determined by ε̂ , which is constant, and by the gradient 





Figure 52.  At three times during reduction in the base case, the a) cation 
concentration, b) net charge, and c) electric field.     
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By analogy with the Haynes-Shockley experiment [10], one could attribute front 
movement to drift, and front broadening to diffusion.  In a bar of silicon, the front 
velocity is constant, and the front broadens with the square root of time.  It is clear 
from the time labels in Figure 52a, however, that the front in the conjugated polymer 
does not move linearly with time.  This is because the doping in inorganic 
semiconductors is constant, whereas the doping level in conjugated polymer changes, 
so the electric field is not constant.   
The front velocity and width are shown as a function of time in Figure 53.  The front 
position x is defined as the position at which the ion concentration is 0.5, and the front 
width is the distance between the positions at which the ion concentrations are 0.25 
and 0.75.  Both the front position and broadening have a t  dependence.  The total 
number of ions, obtained by integrating the ion concentration profile, corresponds to 
the experimental average intensity (Figure 42a in Part 1); this also increases with t .  
The current is obtained from the time derivative of the total number of ions in the 
film, and therefore goes as t/1 .  (It should be noted that the simulation current does 




Figure 53.  Front position and broadening vs. time during reduction in the base 
case.  Both go as the square root of time.  The front broadening curve was 
obtained by averaging 3 simulations with different meshes to reduce numerical 
noise.   
The reason for the square root of time dependence of the front position is that the 
voltage is dropped primarily across the insulating region, which grows wider as the 
reduction front propagates; thus, the electric field in the insulating region, E = dV/dx, 
drops.  To explain the t dependence, we reason thusly.  With the transport equations 
used in the model, the velocity of ions vC is given by )()( tE
dt
dxtv CC µ==  
everywhere in the film, where x is the front position.  Since the potential drops 
linearly with position in the reduced region, 
x





Cµ= .  In 
the base case µC  is constant, and since V, the applied potential, does not change 
during the reduction process, it is also constant.  The solution is 
therefore tVx µ2= .   
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It is instructive to separate the ion flux into diffusive and drift components, as shown 
in Figure 54.  The cations drift in the reduced region due to the voltage drop, and they 
diffuse at the phase front, where the concentration gradient lies.  This result, together 
with the others for the base case, shows that the model is functioning properly and 
behaving reasonably, and that our hypothesis that front movement is by drift and front 
broadening by diffusion is correct. 
 
Figure 54.  The diffusive and drift components of the ion flux at t = 0.15 during 
reduction in the base case model, with the potential indicated for reference.   
5.5.2 2-D Confirmation of 1-D Results 
Before varying the base case parameters, it was important to check that the 1-D 
simulations had given essentially the same results as a full 2-D simulation.  
Therefore, the base case was run in 2D (Figure 50a) with the capping function 
described in 5.3.1.2.3.  Figure 55 shows snapshots of the ion, hole, and net charge 
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concentrations half-way through the reduction process.  As in the 1-D case, the ions 
entered the film as a front, with a net negative charge between them and the holes.   
 
Figure 55.  Concentration profiles resulting from running the base case in a 2-D 
simulation.   a) Ion concentration, indicated by gray-scale intensity, with black 
representing 2 and white 0; the gray in the reduced area corresponds to C = 1.  
The arrows show the electric field direction and strength.   b) Hole 
concentration, with the lines showing contour plots of constant potential.  c)  Net 
charge, shown with a magnified gray scale for clarity.     
The most important thing to note in Figure 55a is the electric field direction.  After 
time t = 0 (shown in Figure 50a), the field lines become parallel with the bottom 
electrode, leading the ions inward in a straight line.  The field magnitude is constant 
in the reduced area and drops to almost zero in the oxidized area.  Correspondingly, 
the lines of constant potential Figure 55b are uniformly spaced in the reduced region, 
showing that the potential drops linearly along x, and the lines are vertical, showing 
that along the film thickness the potentials are essentially constant.  As a 
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consequence, the 1-D and 2-D simulation results are virtually identical, as shown in 
Figure 56*.  The Supplementary Materials shows that the front velocity in the two 
models is almost the same.   
It should be noted that the fields are distorted at the bottom electrode, as seen in both 
the ion concentrations and the potential contours.  The reasons for this are twofold.  
One is the too-large dielectric constant that had to be used in the simulation, which 
allowed the net charge to grow to high values, despite the use of the capping function.  
The second was the high field concentrations at the corners.  Only the upper portion 
of the simulated film was therefore used to derive Figure 56.   
                                                 
* A scaling factor for time was needed when comparing the 1D and 2D results.  The Supplementary 




Figure 56.  Comparison of ion, hole, and potential profiles from the 1D and 2D 
simulations at the same electrochemical reduction level.  (The wiggles in the 2D 
ion profile on the upper left are from numerical noise.)      
5.5.3 Parameter Variation 
In this section, the outcomes from varying the base case parameters are presented so 
that the basic model can be fully understood.  Only one parameter is varied at a time, 
with the others kept the same as in the base case.  Once the effect of these variations 
is understood, and the reasonableness of these results is confirmed, then the model 





Changing the voltage at the polymer/electrode boundary corresponds to changing the 
applied overpotential in the experiments.  The model was run with potentials at the 
boundary between 0.001 and 10 (Figure 57a).   
 
Figure 57.  a) Ion concentration profiles for a range of reducing voltages applied 
at the polymer/electrode boundary in the base case model.  The profile with the 
standard base case parameters is indicated by the gray line.  b)  Front velocity as 
a function of voltage. c) Ion profiles at different times for V = 0.001.  These ion 
concentration profiles are similar to those obtained when the ion move under 
diffusion only (compare Figure 63).  d) Ion profiles at different times for V = 10, 
which is essentially a migration-only case.   
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Lower-voltage profiles are broader, and the ions move more slowly.  In fact, when the 
voltage is close to zero, at V=0.001, the ion concentration profile has no phase front.  
This happens because the diffusion and drift terms add linearly in the transport PDEs.  
The drift term increases linearly with the field, and thus at each point in the material, 
it increases linearly as the voltage is raised.  Changing the voltage therefore dials the 
size of the drift term relative to the diffusion term.  (To qualitatively compare the 
experimental data, see Figure 28 in Part 1.)  The net charge at the front also decreases 
when the reduction potential is lowered, as shown in SM 1.2.2.4, because lowering 
the potential lowers the gradient of the electric field, to which Q is proportional by 
equation 7c.   
In Figure 57b, the front velocity is plotted as a function of the voltage.  Since the 
velocity decreases with time, an effective velocity had to be defined.  This was taken 
as the distance traveled by the front divided by the time it took to get there, where the 
distance that was used was from the electrolyte to the electrode (1 in normalized 
distance), and the front position was, as above, the point at which the ion 
concentration was 0.5.  The effective front velocity was linear with voltage.  
Qualitatively, this is what occurred in the experiments (Figure 30a, Part 1). 
One limiting case arises when the voltage is turned off completely, giving a profile 
for diffusion only, and another arises when the voltage is very high, giving a profile 
for drift only.  However, V cannot be set identically to zero in the model, because if 
the migration term vanishes, then charge neutrality cannot be enforced and the motion 
of the ions and holes becomes uncoupled, leading to non-physical results (SM 
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1.2.2.8).  Instead, a very small value of V was used, V = 0.001. To emulate transport 
under migration only, a large value of V was used, V = 10.  These limiting cases show 
what each component of the PDE does separately, as illustrated in Figure 57c and d.  
(Note that the times in these two panels differ by two orders of magnitude.)  Under 
diffusion only, ions initially (see t = 0.3) enter the polymer rapidly, forming 
something like a front, in that the part of the film on the left is reduced and the part on 
the right is oxidized.  A short time later, however, the polymer is partially reduced 
everywhere.  The ion concentration at x = 0 stays fixed at 1 by the boundary 
condition, and the level throughout the rest of the polymer gradually rises.  The 
polymer requires a long time (t > 30) to become fully reduced.  In the limiting case of 
migration only, there is a definite front, on one side of which C = 1 and on the other 
side of which C = 0, that moves into the film.  This front does not broaden over time.  
The effective broadening velocity was determined from the width of the front at time t 
= 0.4.  If the front broadening were due only to diffusion, then it would not depend on 
the potential.  The front width as a function of potential and the effective front 
broadening velocity are shown in Figure 58.  There is a strong voltage dependence, 




Figure 58.  a) Front width over time at different applied potentials (indicated) 
during reduction obtained using the base case model.  b) Effective front 
broadening velocity vs. potential.  (The squiggles are due to numerical noise.)  
The curve is a logarithmic fit to the simulated points.    
The front broadening is under the influence of both diffusion and migration.  
Diffusion tries to increase the front width to lower the concentration gradient, while 
migration decreases the front width to lower the net charge.  The migration term 
increases with the overpotential, and the front broadening is thus found to be slower, 
as expected.  The effective front broadening velocity does not decrease linearly with 
potential:  higher voltages also create sharper phase fronts that further lower the 
diffusion contribution to front broadening.  A theoretical analysis of the front 
broadening is presented in the Supplementary Materials (SM 1.2.1.3).   
5.5.3.2 Relationship between D and µ 
Another, essentially equivalent, way to vary the relative contribution of the diffusion 
and migration terms in the base case model, in which the diffusivity and mobility are 
constant, is through their ratio.  This was set to D/µ = 0.026 for both ions and holes in 
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the base case, where that value arose from assuming that the Einstein relation was 
valid.  Increasing the ratio has the same effect as lowering the reduction potential (as 
shown in SM 1.2.2.10).  Also, as pointed out previously, since the density of ions (or 
holes) is so high in the fully reduced (oxidized) state that the charges cannot 
realistically be considered to be non-interacting, the assumption that the Einstein 
relation is valid cannot be made blindly, and the model must examine the effect of a 
varying D/µ.   
We therefore examined how varying the D/µ ratio based on the more general 
relationship between diffusivity and mobility given in equation (9) changed the 
concentration profiles.  Specifically, Figure 59 shows the effect on the ion profile if 
DC/µC was proportional to C.  Since it is not clear how to choose the magnitude of 
this function to best compare with the base case, three relationships were used: 1. DC 
= 0.026(1+5C), 2. DC = 0.026(1+5C)/3.5, and 3. DC = 0.026(1+5C)/6 (µC = 1 for all 
cases).  The first gives an averaged (over concentration)  D/µ 6 times higher than the 
0.026 of the base case, the second gives the same average D/µ , and the third gives ~2 
times lower average D/µ but the same maximum D/µ, thereby bracketing the base 
case.   In Figure 59, these three relationships are noted as higher, same, and lower, 




Figure 59.  Ion concentration profiles in the base case model during reduction 
when DC/µC is not constant (base case, gray line) but proportional to C (other 
lines).  a) V = 1, t  = 0.12.  b) V = 0.1, t  = 0.52.    
For φ = -1, the speed of the front is not significantly changed by the alteration in 
DC/µC because front propagation speed is dominated by migration, so a variation in 
the diffusivity has a negligible effect.  The front width is affected, however.  For the 
relationship labeled “same”, the front is narrower than the base case, particularly at 
the foot where C is small.  The difference between “same” and “lower” is also seen at 
the foot, becoming even sharper for the latter.  For “higher”, the front is broader 
everywhere. The same basic behavior was seen for φ  = 0.1.  Thus, using a more 
general relationship between DC and µC only has a minor effect on the simulation 
predictions, and one that would be difficult to observe experimentally. 
5.5.3.3 Finite Hole Mobility 
Whether the electron movement or the hole movement is rate-limiting depends on 
their relative mobility.  Experimental studies have suggested that hole transport is 
orders of magnitude faster [27-29].  Even so, hole transport may be the rate-limiting 
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step in some experiments, such as those of Tezuka et al. [30-32].  The value of adding 
equation (13)b to the model, over our prior work in which an analytical equation was 
used, is that it allows us to examine such cases. 
The ion concentration profile resulting from setting the hole mobility equal to the ion 
mobility is shown in Figure 60a in comparison with the base case, in which hole 
mobility was 1000 times higher.  (Additional ion concentration profiles can be found 
in SM 1.2.2.4.)  The corresponding potentials as a function of position are shown in 




Figure 60.  a) Ion concentration profiles from the base case simulation when the 
hole mobility is set equal to the ion mobility during reduction.  The gray line 
shows the base case with the usual 1000:1 ratio of hole mobility to ion mobility at 
the same time (t=0.22).  b) The corresponding potential profiles.   
The voltage profile changes significantly, dropping linearly between 0 and 1.  This 
can, of course, be seen by examining equation (14):  since the conductivity and 
charge density of the oxidized and reduced regions are identical, Ohm’s law dictates a 
constant potential drop.  As a general rule to understanding the simulation results, the 
key is the potential profile that develops in the polymer under different conditions.  
Lowering the hole mobility, changing the boundary conditions, or introducing 
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concentration-dependent coefficients changes the potential profile, and thus the 
charge transport.  The lower potential drop over the reduced region, since the drop 
now occurs over the entire film, lowers the front velocity.  The front is also wider 
than in the base case since the electric field in the film is smaller, which allows 
diffusion to broaden the fronts more quickly (see Figure 58).   
The front position is shown as a function of time in Figure 61.  As noted above, the 
front moves more slowly when the mobilities are equal, but more importantly the 
velocity is constant, a direct result of the unvarying potential across the film.  In 
PPy(DBS), there is 4 orders of magnitude difference between the conductivities in the 
oxidized and reduced states, so this does not explain experimental results in Part 1 
(Figure 25.  Phase fronts propagate between t and t. ).   However, this case might be 
observed in other organic systems having poor hole mobility arising from defects or 
other energy barriers; a change from t to t might also occur upon polymer 
degradation, which would have the effect of lowering the conductivity in the oxidized 




Figure 61.  Position of the phase front vs. time when the hole mobility is set equal 
to the ion mobility in the base case model during reduction; the gray line shows 
the usual base case result.     
5.5.3.4 Charge Neutrality Strictly Enforced 
The argument has been made that charge neutrality cannot be violated during redox in 
a conjugated polymer because the high hole mobility will produce near-perfect charge 
shielding.  Equation (13)c was therefore modified as follows to explore the effect of 
enforcing zero net charge*: 
(16) 0)( =∇+∇•∇ φµφµ HC HC   
This has the same effect as setting ε = 0 in equation (13)c and setting the diffusion 
terms in equations (13)a,b equal.  When ε = 0, there can be no net charge, so the drift 
                                                 






HHCC .  By charge neutrality, we 
have H + C = 1.  Substituting, 0)]()[( =∇−∇−+∇−∇−•∇− φµφµ HHDCCD HHCC .  
Neglecting diffusion leads to equation (16). 
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flux φµφµ ∇+∇= HCJ HCdrift  is constant.  These simulations were less stable, and 
so the maximum ratio of µH/µC that could be used was 5.  Otherwise, the settings 
were the same as those used in the base case. 
The simulated polymer still reduced under these conditions, and this occurred through 
migration of a front that broadened over time and whose velocity was proportional to 
the applied voltage, just like in the base case.  In addition, the front shapes were 
similar.  The ion and potential profiles and the front position vs. time are shown in the 
Supplementary Materials (SM 1.2.2.9).  (They are not shown here because the ratio 
µH/µC = 5 makes direct comparison with the base case impossible; these results are 
more comparable to those in the previous finite hole mobility section.)   
The results of this simulation are significant because only the voltage drop over the 
polymer provided the driving force for reduction; there was no contribution from net 
charge, yet the results were essentially the same.  The question of whether charge 
neutrality is or is not strictly enforced everywhere is therefore largely moot, at least as 
concerns predictions of charge transport behavior. 
5.6 Results 2:  Increased Model Complexity 
The simplicity of the base case model allowed good demonstrations of how the model 
parameters (drift, diffusion, voltage, hole mobility, and charge neutrality) affected the 
simulated behavior.  However, this simplified model did not take into account the 
experimentally observed concentration-dependence of the mobility, nor did it include 
the electrolyte, assuming that ion transport in the electrolyte was not a rate-limiting 
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process.  In this section, the model complexity is increased to take these into account 
with the aim of making more realistic predictions. 
5.6.1 Nonconstant Coefficients 
Constant diffusivity and mobility are appropriate when neither the polymer structure 
nor the movement of solvent affect ion transport, and diffusion is consequently 
Fickian.  Experimentally, however, ion transport has been found to depend strongly 
on the state of the polymer matrix [33], and Otero et al. [18] have developed a very 
successful conformational relaxation model to predict peak positions in 
chronoamperograms that takes the state of the matrix into account.  Thus, our model 
needed to have a mechanism for handling non-Fickian diffusion.  One way that non-
Fickian diffusion has been dealt with in the literature (albeit with varying degrees of 
success) has been through a concentration-dependent diffusion coefficient [34, 35].  
In this section, we explore the results of taking this approach.   
It should be pointed out that in order to properly handle polymer relaxation effects, a 
mechanical model needs to be incorporated into our transport model, which will be 
the subject of future work. Nevertheless, it is of value to study the incorporation of a 
rudimentary mechanism to make diffusion non-Fickian. 
5.6.2 Diffusion and Migration 
Previously studied polymers in which case II diffusion occurs [36, 37] did not have 
charged species moving in an applied electric field, as in our case.  We therefore ran 
two scenarios.  In the first, drift was included, and the link between diffusivity and 
mobility that was imposed in the base case, D/µ = 0.026, was maintained so that the 
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mobility had the same concentration dependence as the diffusivity.  This case was 
expected to give results that agreed more closely with our experiments than the base 
case with constant coefficients.  We had shown that the experimental front velocity 
vs. ion concentration data in Part 1 (Figure 34, showing the velocity vs. consumed 
charge) could be reasonably well fit with coefficients of the form  
(17) DC = D0 e2C 
(18) CC e
2
0µµ = , 
so this was the form used in the PDE for ions.  The PDE for the holes was left 
unaltered, and no other changes were made to equation (13). 
Figure 62 shows the resultant ion concentration profile.  Using a concentration-
dependent diffusivity and mobility created a sharper front than did the base case.  The 
phase front and front broadening still propagate with t , but with an artificially 
higher velocity because of the larger magnitude of the coefficients.  (In the figure, the 
ion concentration profile of the base case was taken when t = 0.12, while that of the 




Figure 62.  The ion concentration profile that results from using non-constant 
coefficients (equations (17) and (18)) at a point when the film is approximately 
halfway reduced compared to the base case when the front is in the same 
position.     
The differences in the predictions of this model versus the base case would again be 
difficult to distinguish experimentally.  This addition to the model is therefore not 
critical if charge transport is dominated by migration.  We include it, however, in all 
the sections that follow, unless otherwise noted, because we know with certainty from 
experimental results that diffusion in these systems is not Fickian. 
5.6.3 Diffusion Only 
In a second case run with non-constant coefficients, the migration term in equation 
(13)b was removed so that the ion transport PDE had only a diffusion term.  The 
motivation for simulating this case was to determine the form of the dependence of 
DC on C that would be needed to produce a front in the absence of migration.  Lacroix 
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et al. [3] had previously shown that a hole diffusivity DH that increased steeply with 
the concentration of oxidized sites could lead to a moving front, and for completeness 
we now did this for ion diffusivity.  Furthermore, this case is of interest because a 
number of theories have assumed that charge moves only due to diffusion.  Once 
again, only the diffusivity of the ions was made concentration-dependent, and the 
PDE for holes was left unaltered.   
Figure 63 shows ion concentration profiles for three relationships between diffusivity 
and ion concentration:  a linear relationship,  
(19) DC = D0 (1 + 5C),  
the exponential relationship from the experiments (equation (17)), and an even 
steeper exponential relationship,   
(20) DC = D0 e5C. 
The linear relationship was designed to have the same diffusivity as equation (17) at 




Figure 63.  Ion concentration profiles resulting from three concentration-
dependent ion diffusivities when ion transport is solely by diffusion during 
reduction in the base case model.  The case with diffusion only and constant 
coefficients is shown for comparison (gray line).   
The linear relationship, unsurprisingly, produces no front in the event that transport is 
by diffusion alone.  The experimental relationship DC ~ e2C, however, results in a 
curve with an inflection point, which is thus quasi-front-like.  The very steep 
exponential relationship of equation (20) produces a clear front, and its position 
changes with the square root of time.  However, since there is no migration in this 
model, the front velocity is independent of the voltage.  Of these curves, DC = 
constant most closely resembles the experimental color profiles.  This may indicate 
that DC does not have the same exponential dependence on C as µC does, but rather is 
constant.  Alternatively, it indicates that the form of the diffusion term in the model is 
fundamentally incorrect, and is not helped by using non-constant coefficients; rather, 
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a different method of handling the non-Fickian diffusion is needed to correctly model 
transport at low V. 
5.6.4 Addition of the Electrolyte 
The next step in increasing model complexity was to add ion transport within the 
electrolyte, retaining the non-constant coefficients.  With this addition, the model was 
as complete as it could be made based only on charge transport PDEs and the Poisson 
equation.  We therefore refer to this as the “full model” and use it in Part B of this 
paper to examine how changes in the polymer or the experimental configuration 
change the ion transport behavior.  
In the model up to this point, the same voltage drop was imposed across the polymer 
throughout the reduction process, regardless of whether it was oxidized, and thus 
highly conductive, or reduced and highly resistive.  In reality, however, the potential 
is instead dropped across the electrolyte when the polymer is conductive.  
Considering the polymer and the electrolyte as if they behave as two resistors in 
series, the potential across the polymer (which has a variable resistance) depends on 
the magnitude of its resistance versus that of the electrolyte through a simple voltage-
divider relation.  Thus, this full model was expected to give more accurate predictions 
of the electric fields in the film, which translates directly to better predictions of ion 
profiles and front velocities vs. time. 
Another reason that it was important to add the electrolyte was to examine the effect 
of ion depletion and ion double-layer buildup at the polymer/electrolyte boundary.  It 
has been postulated that even if ion transport is by diffusion only, a high ion 
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concentration in the double layer may account for the observed faster redox speeds 
with higher applied voltages (diffusive elastic metal model [38]).  This could only be 
investigated by the addition of the electrolyte. 
5.6.4.1 Full Model 
The electrolyte was added as a second material, as illustrated in Figure 64.  Charge 
transport was governed by the following PDEs.  These are essentially identical to 
those used in polymer, but instead of holes, equation (22) accounts for the anions, and 
the net charge in equation (23) is simply given by the difference between the anion 
and cation concentrations at a given location.  Convection, which is small in unstirred 
solutions, was not included in the electrolyte model. 














(23) ACQ eeo −==∇∇ )( φεε    
Here Ce is the cation concentration in the electrolyte, A is the anion concentration in 
the electrolyte, DCe is the diffusivity and µCe is the mobility of the cation in the 
electrolyte, DA is the diffusivity and µA is the mobility of the anion in the electrolyte, 
and εe is the dielectric constant of the electrolyte.  The ion diffusivity and mobility in 
the polymer are as given by equations (17) and (18), so we now have a complete 




Figure 64.  The a) parameters, b) PDEs, and c) boundary conditions used during 
reduction in the full model, a 1-D model that included the electrolyte and non-
constant coefficients.  On the left side of the electrolyte is the equivalent of a 
reference electrode shorted to a counter electrode.     
As in the previous section, we began with a starting point case.  Both anions and 
cations were treated as singly charged.  In the electrolyte, the cations were assumed to 
have a 10x higher mobility than the anions since in our experiments the Na+ is much 
smaller than the DBS- (Figure 64a).  The cation mobility in the electrolyte was 
assumed to be 1000 times higher than in the polymer, based on reported diffusivity 
values in the literature [39, 40].  The Einstein relation was assumed to be valid.  The 
dielectric constant in the electrolyte was set to the same value as for the polymer.  
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The electrolyte was set to be 10x longer than the polymer, which was also based on 
our experimental configuration.  The parameters in the polymer were the same as 
those used in the base case, except for the implementation of non-constant 
coefficients.   
There were three boundaries in the new model (Figure 64c).  On the left-hand side (x 
= -10) is a second electrode, equivalent to an experimental configuration in which the 
counter and reference electrodes are shorted.  At this electrode/electrolyte boundary, 
the anion and cation concentrations were set equal to the salt concentration in the bulk 
of the electrolyte.  Since we used a 0.1 M electrolyte concentration for the 
experiments, this was also used in the model system (equal to 0.033 Co, since Cmax = 
3 M).  The potential at that boundary was zero during the reduction process.  The 
interface between the electrolyte and the polymer (x = 0) had a no-flux condition for 
anions and holes, keeping them confined in the electrolyte and polymer, respectively.  
Lastly, the polymer/electrode interface (x = 1) had the same boundary conditions as in 
the base case. 
In the initial conditions for the simulation, anion and cation concentrations throughout 
the electrolyte were equal to 0.033*Co.  In the polymer, the initial conditions were the 
same as used in the base case:  C = 0 and H = 1. 
5.6.4.2 Full Model Results 
The concentrations of the charged species are shown when the front has reached half-
way into the polymer in Figure 65a.  In the new electrolyte region, both anions and 
cations are depleted near the surface of the polymer, their concentrations returning to 
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bulk values by x = -4.  Just at the interface, though, the cation concentration rises 
steeply, forming a thin double-layer (clearly seen in the insert of Figure 65a).  The 
profiles in the polymer are qualitatively similar to those in the base case, without the 
electrolyte.   
 
Figure 65.  Simulation results for reduction using the full model, which included 
the electrolyte and nonconstant coefficients.  a) Anion, cation, and hole 
concentrations as a function of position.  The insert shows a close-up of the 
electrolyte adjacent to the polymer.  b) The potential as a function of position at 
three different times.    
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There are two competing effects acting on the cations in the electrolyte.  The first is 
their attraction to the negative potential on the electrode, which produces the double-
layer.  The second is depletion of cations in the electrolyte as they are pulled into the 
polymer faster than they can be supplied.  This results in a near-zero concentration of 
cations between the double-layer and x = -0.5.  The development of a depletion layer 
suggests that ion transport in the electrolyte might become rate-limiting under some 
conditions.  The anions, on the other hand, are depleted because of the requirement 
for charge neutrality (equation (23)), and they do not build up at the surface because 
they are repelled by the negative potential. 
The potential as a function of position is shown at three time snapshots in Figure 65b.  
Initially, when the polymer is in its conducting, oxidized state, all of the voltage is 
applied across the electrolyte.  As the polymer is reduced, the potential across it rises, 
but even so, half-way through the reduction process approximately 70% of the 
potential drop is still across the electrolyte.  The largest part of this drop occurs across 
the depletion and double layer regions.  The profile does not change significantly 
thereafter:  at the end of the process, only slightly more of the potential is dropped 
across the polymer. 
The front position still moves essentially as t  in the polymer.  This is because after 
an initial rapid increase, up to  t = 0.01, the potential across the polymer grows so 
slowly.  (The potential drop across the polymer over time is shown in SM 1.2.3.2).  
Likewise, the effective front velocity is still linearly proportional to the applied 
 
179 
potential.  Regardless of the size of the applied voltage, this model did not show a 
limiting velocity due to transport in the electrolyte.   
Comparing with the base case, it is clear that electrolytes play an important role for 
ion transport in conjugated polymers.  First, potential drop across the electrolyte is 
substantial especially across the depletion layer.  It lowers the migration effect in the 
polymer.  As a result, the phase front speed is lowered, and it takes longer time to 
fully reduce polymer films.   Since the potential in the full model is not the 
overpotential over the polymer, a V=0.25 is used for the base case (Nonconstant 
coefficient is also adopted.) to compare with the full model with V=1.  The two cases 
show identical results as shown in SM 1.2.3.3. 
5.6.4.3 Variation:  Diffusion Only 
Because of the continued discussion in the literature maintaining that ion transport is 
due only to diffusion, this question was examined once again using the full model.  In 
the diffusive elastic metal model [38], the force for ion transport into the polymer is a 
high concentration of ions in the double layer at the polymer/electrolyte interface, and 
diffusion is linked to the applied potential through changes in the double-layer ion 
concentration.   
Migration was removed in the full model in four different ways, taking away, without 
any other alterations in the model, 1. the cation migration term in the polymer, 2. the 
cation and hole migration terms in the polymer, 3. the cation and anion migration 
terms in the electrolyte, or 4. the migration terms for cations, anions, and holes 
everywhere.  Here we present the results of the first case because it corresponds 
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directly to the diffusive elastic metal model.  Results from the other three cases are 
given in the Supplementary Materials (SM 1.2.4) since they do not have clear 
physical meanings.  The first case is further subdivided into two:  using the 
experimentally determined dependence of mobility on concentration, equation (17), 
and using the steeper relationship of equation (20), which yields a phase front even 
when transport is by diffusion only. 
The consequences of using e2C with the cation migration term in the polymer set to 
zero are shown in Figure 66.  For these simulations, no capping was used.  For t < 2, 
there is quasi-frontlike behavior, in that the concentration at x = 1 does not change 




Figure 66.  Results of the full model during reduction when the migration of ions 
in the polymer is turned off and DC = D0 e2C.  Ion concentration profiles for a) V 
= 0.5 and b) V = 7.  c) Final ion concentration in the polymer under different 
potentials.  d) Phase front velocity vs. potential.  The line shows a log fit.   
For φ < 10, the polymer does not fully reduce (Figure 66a & c).  For example, for φ = 
0.5, the ion concentration in the film only reaches 0.32.  For voltages below 1 V, the 
cations reach a maximum value in the polymer equal to their value in the double 
layer, and the ion concentration eventually reaches this value throughout the film.  
This is not a physically meaningful result:  it only occurs experimentally when a 
voltage below the reduction potential is applied, resulting in a partially oxidized film, 
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but in the model, all applied potentials are sufficient to fully reduce the polymer.  The 
final ion concentration in the polymer increases with the applied potential, as shown 
in Figure 66c, because a more negative reduction potential can pull more ions into the 
double layer. However, the polymer can only be completely reduced for V > 10.  
 Without capping, at high voltages C went to unrealistically large values at the 
interface (Figure 66b).  (Not only have ion high concentrations > 1 not been seen 
experimentally, but out-of-plane volume measurements have expressly shown that 
they do not occur at any point during reduction [33, 41].) The high initial 
concentrations drop over time, and at the end of the reduction process, C ≈ 1 
throughout the polymer.   
The most important question to be answered by the simulation was, “Is the reduction 
speed voltage-dependent?”.  As shown in Figure 66d, it was:  the speed went as 
0.24+0.08log(φ).  This is because, unlike in the base case with diffusion-only 
(compare section 5.6.3), the concentration at x = 0 is not fixed at 1, but varies with the 
concentration in the double layer.  Using a higher reduction potential increases the ion 
concentration in the double layer through a stronger migration term in the electrolyte. 
This occurs even for voltages at which C stays below 1, and is thus not just an artifact 
of not using capping.  This is a demonstration of the ion transport mechanism 
postulated in the diffusive elastic metal model.  However, the fact that the polymer 
does not fully reduce, that fronts are produced only using extreme dependences of DC 
on C, and that the velocity is logarithmic rather than linear with V indicate that this 
case is not physically meaningful. 
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With the migration term turned off, capping could not be enforced by the strategy of 
increasing the migration term.  To examine the effect of capping, therefore, the 
diffusion term was raised when C went above 1, using the relation DC = D0 (1+ 
0.01e15(C - 0.8)).  The simulation can only run potential as high as 1.2.  When higher 
potentials were used, the simulation crashed.  The capping function shows negligible 
effect on ion transport even when potential is 2, as shown in SM 1.2.4.1.  This is 
because ion concentration in the double layer is not high enough to dramatically 
increase the diffusion. 
The results of using a diffusivity proportional to e5C to force the emergence of a phase 
front are shown in the Supplementary Materials (SM 1.2.4.1).  The outcomes are 
basically the same as those in Figure 66, but the concentration profiles have a 
pronounced front.  Again, the polymer does not fully reduce below φ ~ 2, and the 
reduction velocity goes as the ln of the voltage.  As usual, the front propagates with 
t  since they are driven by only diffusion.   
5.7 Summary of Model Development Results 
The key findings of each simulation in Part A are summarized in Table III.  The 
simulations are for electrochemical reduction of an ion-barrier-covered cation-
transporting polymer unless otherwise noted.  Also, unless otherwise noted the 
simulation parameters were the same as in the 1-D Base Case (upper half of the table) 
or in the Full Model (lower half of the table) 
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Table III.  Summary of the cases examined in Part A for model development and 











1. Constant DC, 
DH, µC, µH, ε  
2. µH = 1000µC  
3. D/µ = 0.026 ε = 
10-3 




are predicted by 
the simplest 
possible model? 
1. Charge transport is due 
primarily to migration. 
2. A cation front moves 
through the film. 
3. The front velocity vf ~ t , 
even though transport is by 
migration rather than 
diffusion. 
4. The front broadens due to 
diffusion, with front width 
wf ~ t . 
5. The applied potential is 
dropped over the reduced 
region; E fields are large 
there. 
6. E and the net charge Q 
decrease over time as the 














Same as previous. Is it valid to 





1. Yes, virtually the same 
results are obtained as in 
the 1-D case. 
2. Cations travel along E field 
lines that are primarily 




Vary φ:  
0.001 < φ < 10 




1. Front velocity is linearly 
proportional to voltage: vf ~ 
φ. 
2. Diffusion makes a 
significant contribution to 







is 1, 3.5, and 6 to 
make diffusivity 
at C=0.5 higher 
than the base 
case, or the same 
as the base case, 
and lower than 
the base case 
respectively. 
µ = µ0 
What happens if 
the Einstein 
relation is not 
assumed, but 
D/µ depends on 
charge 
concentration?   
1. Fronts are all wider than in 
the base case. 
2. At high voltages, phase 
front velocities are the 
same. 
3.  At lower voltages, higher 
















µH = µC What happens if 
we do not 
assume that the 
holes are much 
faster than the 
ions? 
1. The cation front propagates 
linearly with time:  vf ~ t. 
2. φ drops linearly across the 
polymer. 
3. Front broadening increases. 





1. H = 1 - C 
2. µH = 5µC 





in the polymer 
(no net charge 
permitted)? 
Essentially the same results as 
in the base case, but reflecting 
















1. DC = D0*e2C, 




better reflect the 
physical system.  
What changes if 
diffusion is non-
Fickian? 
1. No substantial differences 
from the base case, but the 
fronts are sharper. 
2. Front width still goes as wf 
~ t . 
3. Front velocity still goes as 
vf ~ t and vf ~V. 
4. Higher front velocities 
(approximately 2.7 times 
higher, e2*0.5=2.7), which 
are an artifact of the larger 
magnitudes of the 
coefficients. 
5. At low V, concentration 
profiles with these non-
constant coefficients do not 
resemble the experimental 
data.  The model does not 
















1. DC = D0(1+5C), 
D0*e2C, or 
D0*e5C 
2. µC = 0 
If cation 
diffusion is non-
Fickian, can a 
front be formed 
if the ions move 
only by 
diffusion? 
1. Yes, a phase front is formed 
in the film if the exponent is 
large enough.  For D0e2C, 
there is quasi-frontlike 
behavior, and for D0e5C, a 
real front is formed. 
2. The front velocity goes as vf 
~ t . 




1. DC = D0*e2C, 
µC =  µ0*e2C 
2. New anion, 
cation PDEs in 
an electrolyte 
layer 
3. New boundary 
conditions, 
including φ = 0 





better reflect the 
physical system.  





and ion transport 
in the 
electrolyte? 
1. There is a significant 
voltage drop across the 
electrolyte.  At the end of 
the reduction process, only 
30% of the voltage is across 
the insulating polymer. 
2. Depletion and double layers 
form in the electrolyte. 
3. Front velocity still goes as 
vf ~ t and vf ~φ. 
4. When the same 
overpotential is applied to 
the polymer, ion transport is 
identical between the full 














1.  DC = D0*e2C 





affected by the 
inclusion of an 
electrolyte 
layer? 
1. The cation concentration in 
the polymer equals the 
cation concentration in the 
double-layer. 
2. The polymer does not fully 
reduce unless extreme 
voltages are applied (φ = 
10). 
3. Quasi-frontlike behavior is 
again seen. 
4. The reduction speed does 
depend on voltage, but it 
goes as log(φ). 
 
As reviewed by Lacroix [3], charge transport cannot be described solely by diffusion:  
the existence of electric fields in the polymer must be taken into account.  Several 
diffusion-only models were tested, and none could reproduce the experimentally-
observed behavior.  Specifically, they did not result in a linear dependence of the 
reduction rate on the applied voltage.  Using constant coefficients, i.e., assuming 
Fickian diffusion, the base case simulation without a migration term was completely 
insensitive to voltage, and the ions entered without forming a front.  If the diffusion 
coefficient had a large exponential dependence on C, making the diffusion non-
Fickian, then a front was generated, but its speed still did not depend on potential.  In 
the full model, using an exponential dependence of the diffusion coefficient resulted 
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in a voltage-dependent reduction speed as a result of a voltage-dependent cation 
concentration in the double-layer, but the speed went as ln(φ) rather than φ.   
Lacroix [3] had also discussed that the driving force for ion movement was a local 
violation of charge neutrality from an imbalance in the concentration of electrons and 
ions.  Our modeling confirmed this result, showing that regions with net charge can 
result in significant potential drops.  However, it also showed that even in the absence 
of net charge, achieved by enforcing absolute charge neutrality throughout the 
system, essentially the same results were obtained.  Therefore, it is unnecessary to 
postulate the existence of net charge in order to explain the reduction behavior. 
The modeling results also shed light on the time-dependence of the reduction process.  
A square root of time dependence of the current should not lead one to conclude that 
the process is necessarily due to diffusion.  In the base case simulation, x ~ √t even 
when ion transport was dominated by migration.  This arose coincidentally because 
the insulating region grew wider as the front propagated.   
The addition of the electrolyte layer affects the behavior in the simulations in at least 
three ways.  First, it changes the voltage at the surface of the polymer from a fixed to 
a variable value that changes as the relative resistance of the polymer vs. the 
electrolyte changes with doping level.  Second, the ion concentration at the electrolyte 
boundary of the polymer is also changed from a fixed to a variable value through the 
introduction of a “double layer”, or spike in ion concentration, which builds up in 
response to charges on the polymer.  Third, it changes the ion flux from the 
electrolyte to the polymer because of the development of a depletion layer, which 
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arises because of the high concentration of ions pulled into the polymer in 
comparison with the much lower bulk electrolyte concentration.  
Nevertheless, the modeling results during reduction were not strongly affected by 
these alterations, or, as mentioned previously, by the use of non-constant coefficients.  
In fact, the only significant difference arose during the diffusion-only case, where the 
base case model showed no dependence of the reduction speed on applied voltage, 
and, because of the introduction of the double-layer, the full model did.  However, we 
will use the full model in the simulations below because it  incorporates more realistic 
physics, and this is important in other geometries or conditions, such as examining 
the effect of electrolyte concentration or studying thin films. 
Front broadening is not well accounted for by the model, even using non-constant 
coefficients.  This method of handling non-Fickian diffusion does not make a strong 
enough “correction” of the underlying Fickian behavior given by the transport PDEs.  
Thus, the broadening always goes as √t, although the experimental broadening is 
linear with time.  In other non-Fickian polymers, sharp fronts move into polymers 
linearly with time and do not broaden. 
Part B:  Full Model Results/Predictions 
In this second half of the paper, comfortable that the model is behaving in a 
reasonable way and that we understand how the various parameters in the model 
change the simulation outcomes, we turn to using the model to simulate various 
important experimental configurations.  In all the work presented below, except for 
the 2D simulations, the full model is used. 
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5.8 Results 3:  Model Predictions 
The full model was developed based only on the behavior experimentally observed 
during the reduction of the cation-transporting material PPy(DBS), and it accounts 
reasonably well for those observations.  In this section, the model is validated against 
new and known experimental conditions, beginning with reduction of the ion-barrier-
covered, cation-transporting material in electrolytes of different concentration and 
then turning to the oxidation process.  We then move to the reduction of such films 
uncovered by an ion barrier.  This section ends with predictions of the as-yet 
unknown redox behavior of ion barrier covered anion-transporting materials, 
examining how they are expected to differ from cation-transporting materials. 
5.8.1 Effect of Electrolyte Concentration 
The concentration of ions in the electrolyte would be expected to affect the front 
velocity if cation flux within the electrolyte became the rate limiting step.  Although 
the mobility of the ions is much higher in the electrolyte than in the polymer (1000x 
in the previous section), the concentration required by the polymer is 30x higher than 
is present in the bulk of the electrolyte. Recall that flux is proportional to both 
mobility and concentration, J = zCµE, and that there is a depletion layer just outside 
the polymer where Ce goes to very small values.  In addition, the electric fields across 
the polymer and the electrolyte change over time.  To explore this dynamic, the bulk 
concentration in the electrolyte was varied from very dilute (Ce = 0.0033 at x = -10, 
equivalent to 0.01 M) to highly concentrated (Ce = 1, 3 M). 
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Figure 67a shows the ion concentration profiles in the polymer at t = 0.05 for 6 
concentrations under a voltage of V = -1.  The ion velocity increases strongly with 
electrolyte concentration, as shown by the greater depth into the film of the ion front.  
In fact, for concentrations < 0.066, the outer edge film was only partial reduced:  C 
did not equal 1 anywhere.  Note also the corresponding cation concentrations in the 
electrolyte.  The position of the front, taken as the point at which C = 0.5, is plotted 
vs. bulk electrolyte concentration in Figure 67b, illustrating that the velocity increases 





Figure 67.  a) Ion concentration profiles during reduction for different 
electrolyte concentrations at t = 0.05 under V = -1 in the full model.  b) Phase 
front position (taken as the point where C = 0.5) at t = 0.05 vs. electrolyte 
concentration.  c) Ion concentration profiles at different times for an electrolyte 
concentration of 0.0066.  d) Phase front positions vs. time for different 
concentrations.  The lines for Ce = 0.1, 0.5, and 1.0 overlie each other on this 
scale.   
Figure 67c follows the profiles for Ce = 0.0066 over time.  For this and lower 
concentrations, there were no real phase fronts, and even at the outer edge, the 
concentration only slowly approached C = 1.  These profiles show that ion transport 




Figure 67d shows the front positions for the various concentrations vs. time.  For high 
concentrations, the fronts propagate with t , but for the lowest concentration the 
front moves linearly with time, with a transitional curve seen at 0.0066.  This result is 
significant: when ion transport in the electrolyte is the rate limiting step, the velocity 
becomes constant with time.   
These results raise the question, “How does the reduction speed depend on C and V?”  
The time it takes to completely reduce the film, defined as the time it takes the point 
C = 0.5 to reach x = 1, is plotted as a function of these variables in Figure 68.  
Reduction time, rather than front velocity, was used because of the lack of clear fronts 
at low concentration.  If the same potential is applied such as V=-1, the reduction 
time decrease exponentially with concentration till 0.1, as shown in Figure 68a.  The 
reduction time also decrease exponentially with applied voltage, as shown in Figure 
68b. 
 
Figure 68.  Reduction time as a function of a) electrolyte concentration (V=-1.  




As pointed out in previous sections, the potential profile is the key to the behavior 
since it determines the migration term, which is the major flux component in most 
cases.  The potential drops vs. time across the polymer are shown in Figure 69a for 
electrolyte concentrations from 0.03 to 1.  As would be expected, the higher the 
electrolyte concentration, the higher the electrolyte conductivity, and thus the greater 
the fraction of the potential that is dropped over the polymer, leading in turn to faster 
ion velocities.  The potential at t = 0.05 is plotted vs. electrolyte concentration in 
Figure 69b.  Note the close resemblance of this relationship with that in Figure 67b. 
 
Figure 69.  a) The voltage dropped over the polymer vs. time during reduction 
for different electrolyte concentrations in the full model.  b) The potential of the 
polymer when t = 0.05.  
5.8.2 Oxidation of a Cation-Transporting Material 
In the experiments, the reduced film was oxidized by switching to an anodic potential 
on the working electrode.  Thus, with the fully reduced state as the initial condition, 
simply changing the applied voltages at the boundaries of the model system should 
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correctly predict the behavior if the model correctly accounts for the dominant 
physical effects. 
5.8.2.1 Oxidation Model 
To model the conjugated polymer during oxidation, the full model was simply run 
“backwards”, meaning that the potentials at the outer interfaces were interchanged.  
The other boundary conditions were the same as during reduction, except for the hole 
flux condition at the polymer/electrode interface.  As explained in section 5.3.1.2.2, 
the flux boundary condition for holes at the electrode was modified according to 
equation (12), which in non-dimensional variables is  
(24) ECJ h *= . 
The initial conditions were inherited from the final state achieved in the reduction 
simulation:  the hole concentration was zero everywhere in the polymer, while the ion 
concentration was 1, and in the electrolyte the ion concentration was equal to Ce  
everywhere.  The initial potential was calculated based on the ion and hole 
concentrations and the potentials applied at the boundaries.  
During oxidation, it was necessary to “cap” the hole concentrations near the 
polymer/electrolyte interface.  This was accomplished by turning off migration when 
the hole concentration went above 1.  The results of two other capping methods are 




The ion concentration profiles during oxidation are shown in Figure 70a, and the 
corresponding potential profiles in Figure 70b.  The inserts show close-up snapshots 
within the polymer at different times.  Note that to more effectively display the data, 
the x-axis in the electrolyte has been scaled by a factor of 10 relative to the x-axis in 
the polymer.      
 
Figure 70. a) Ion and hole concentration profiles during oxidation in the full 
model.  b) Potential profiles at t = 0.5 and 5. 
Looking at the t = 0.5 curve in Figure 70a, the ion concentration at the electrolyte 
boundary dropped essentially instantly from C = 1 at t = 0 to C = 0 at the electrolyte 
boundary as the cations exited the film.  Interestingly, even at very early times the ion 
concentration profile had a bell shape:  all other parts of the film also lost ions 
simultaneously.  The oxidation level increased without a phase front:  at later times 
the bell shape remained, but dropped in height.  These predictions are consistent with 
the experimental data (Figure 36 in Part 1). 
The reason for this behavior can be found in the potential profiles.  As shown in 
Figure 70a, holes build up at the polymer/electrolyte interface because they are 
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repelled by the positive voltage on the electrode but cannot leave the polymer.  In the 
oxidized area, holes reach their maximum concentration of 1, while ions gradually 
decrease to zero, resulting in a net positive charge and thus a potential drop.  Because 
the polymer is partially oxidized, there are no significant potential drops elsewhere in 
the system.  Without them, there is little contribution to ion transport due to 
migration, and the system becomes diffusion-dominated.  The oxidation speed does 
not, as a result, depend on the applied voltage.   
The oxidation voltage is varied to find out how it affects the oxidation process.  Two 
types of curves are presented: ion concentration profiles (Figure 71a) at the same time 
and total ions in the film (Figure 71a).  The ion concentration profiles keep the same 
shape when oxidation potential is varied from 0.5 to 2.  With higher voltages, ions 
leave the polymer slightly faster.  Since no phase fronts are formed during cation 
oxidation, the second curve, total ions vs. sqrt(t), is used to reveal effect of oxidation 
voltage.  As shown in Figure 71b, when different voltages are applied, they have 
large effects on ion egress at the beginning of oxidation but have negligible effect 
once the oxidation occurs certain time (such as 0.7).  This is evidence on the total ion 
vs. sqrt(t) curve:  the difference of total ions in the film is mainly formed at the very 
beginning.  After certain time, the curves are parallel with each other, meaning that 
ions leave the film with the same rate.  The difference in offset is understandable.  At 
the very beginning, polymer has large potential drop due to low conductivity.  At the 
very beginning, ions are kicked out by both migration and diffusion, but later one, ion 
egress is controlled only by diffusion.  Therefore, when oxidation voltage is 
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increased, the ions are kicked out quicker at the beginning and then resume the same 
rate as controlled by diffusion.   
 
Figure 71.  Effect of oxidation voltage (V = 0.5, 1.0, 1.5, and 2.  The arrow shows 
the voltage increase.)  on a) ion concentration profiles (t = 5) and b) total number 
of ions in the film. 
5.8.2.3 Role of the Capping Technique 
The results presented above were obtained by capping the ion and hole concentrations 
by turning off migration when they went above 1.  Without capping, the hole 
concentrations went to values as high as 104, which we deemed to be unacceptable 
because it was so far from what we understand to be true in the physical system.  In 
order to ensure that the capped outcome was reasonable, two other methods of 
controlling the charge were examined:  enforcing charge neutrality everywhere and 
exponentially increasing the diffusivity when the charge density rose above 1.  The 
results of not using capping are also presented.  The uncapped and charge-neutral 
simulations provide limiting cases of large versus zero net charge, against which it is 
useful to compare the capped simulations. 
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5.8.2.3.1 Charge Neutrality 
To enforce charge neutrality in the electrolyte, equations analogous to those in section 
5.5.3.4 were used.  The potentials in the electrolyte and polymer were governed by: 
(25) 0)( =∇+∇•∇ φµφµ AC AeCe  
(26) 0)( =∇+∇•∇ φµφµ HC HC  
Otherwise, the same boundary conditions and parameter settings were employed as in 
the full model.   
During oxidation, it was possible to use the usual µH = 1000*µC, whereas during 
reduction the hole mobility was limited to µH = 5*µC. The reason for this is that the 
hole concentration goes to zero during reduction.  A slightly negative hole 
concentration introduced by numerical noise creates a negative conductivity, which 
creates even more simulation error.  During oxidation, on the other hand, the hole 
concentration grows, which eliminates the possibility of creating a negative 
conductivity. 
5.8.2.3.2 Increasing Diffusivity 
One method of capping the concentrations is to increase the diffusivity and mobility 
for ions (and holes), having them grow exponentially large as C and/or H approach 1, 
so that the charge diffuses rapidly away from such regions. 
(27) DC = D0 (1+ 0.01e15(C - 0.8)) 
(28) µC = µ0 (1+ 0.01e15(H - 0.8)) 
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These functions start to apply when C or H go above 0.8, but have a negligible effect 
on transport when C or H is below 1.  The multiplier of 15 is the largest that ran 
stably.   
Figure 72 shows the ion and potential profiles with three capping functions and those 
without any capping functions.  Turning off mobility and increasing diffusivity 
produced quite similar results, while the charge neutrality case and no capping 
function case are close to each other.  Ion concentration profiles in the polymer are 
similar for all cases.  But charge neutrality and no capping cases tend to create larger 
depletion layer in the electrolyte, this is because they have larger potential drop across 
the electrolyte, as shown in Figure 72b.  The reason is that the charged area at 
polymer/electrolyte interface is larger of no migration and high diffusion cases than 
that of no capping and charge neutrality cases.  None of these cases show dependence 
on the applied voltage.  Ion concentration profiles for further oxidation such as t = 5 
is consistent with the above analysis, as shown in Supplementary Materials (SM 
1.2.5.3).  For cation oxidation, using capping functions alter ion concentration 
profiles slightly.  But they have a larger effects on potential profiles because they 




Figure 72.  a) Ion concentration profiles using the three capping methods at  t = 
0.4.  The results without capping are shown with the gray line for comparison.  b) 
The corresponding potential profiles.  
5.8.2.4 Conclusions, Oxidation 
In summary, to simulate the oxidation process, the full model was run using the 
reduced state as the initial condition and reversing the potentials on the electrode.  
The full model was run without capping, with two different capping methods, and 
with charge neutrality strictly enforced to provide limiting cases for the oxidation 
behavior, and all showed that oxidation is dominated by diffusion and therefore 
unaffected by the voltage on the working electrode.  The reason for this is the 
relatively high conductivity of the polymer in the partially oxidize state combined 
with the high conductivity of the electrolyte; the potential is dropped instead across 
the net charge layer and/or the electrolyte close to the polymer, depending on the 
model.   
5.8.3 Uncovered Thin Film 
So far, we have modeled the experimental configuration used in Part 1, a PPy stripe 
covered by an ion barrier.  As shown in Part A, in the 1-D model this is equivalent to 
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modeling a thick PPy film.  In our micro-actuator work, however, we use thin PPy 
films, on the order of 1 µm thick.  We now use the models we have developed to 
simulate redox in a thin, uncovered cation-transporting film. 
5.8.3.1 2D Model 
Using the 2-D geometry allows one to explore the competition between out-of-plane 
and in-plane ion transport in an uncovered film.  Due to the fragility of 2-D 
simulations, the model did not include the electrolyte, and utilized a constant mobility 
and diffusivity.  In other words, these results are not from the full model, but from the 
base case model.  The only change to the model that was used in section 5.5.2 was to 
the boundary condition on the top of the polymer.  There, the ion concentration was 
set to 1, a zero hole flux was imposed, and the potential was set to zero.   
5.8.3.2 Uncovered Films with Isotropic Transport Coefficients 
Figure 73 shows the simulation results for a film that is approximately halfway 
reduced, with the model parameters chosen to mimic isotropic ion and hole transport 
in the polymer*.  This figure should be compared with Figure 55, although the 
intensity gray-scales have been changed to reflect the different minima/maxima.  
(Unlike in Figure 55, in which the ions accumulated at the electrode, the potentials 
and concentrations near the electrode are correct here since the snapshot shows a time 
prior to the ions reaching the electrode.)  The noise at the left and right edges is 
numerical.    
                                                 




Figure 73.  2-D simulation results for an uncovered cation-transporting film 
approximately halfway through the reduction process using the base case model.  
a) Ion, b) hole, and c) net charge concentrations.  The white lines indicate the 
electric field magnitude and direction, and the black lines show contours of 
equal potential.  (Figure not to scale.)  
  
Since the ions mainly enter the film from the top boundary (Figure 73a), the reduced 
area grows from there to the bottom electrode, with a front between the reduced and 
oxidized areas.  (Ions also enter the film from the sides, but since the effective film 
width in the simulation is 100 times greater than the thickness, the reduced area on 
the sides is too small to see.)  Along most of the film width, the electric field lines, 
along which the ions travel, are parallel to the y-axis.  However, the V = 0 boundary 
condition at the three polymer/electrolyte interfaces causes the equipotential lines to 
curve (Figure 73b).  This would not have happened had the electrolyte been included 
in the 2-D simulation.   
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At the two upper corners, the y-component of the electric field is zero, and the x-
component is small:  although in the figure the equipotential lines are spaced close 
together, this is not actually the case because the figure is not to scale but is 
compressed by a factor of 200 in the x-direction.  Due to the small inplane fields and 
the curvature of the lines at the corners, the ion concentration is lower there, and the 
net charge higher.  The magnitude of the net charge is greater than in Figure 55 
because the snapshot in Figure 73c was taken at an earlier time, and the magnitude of 
the net charge decreases with time as shown in Figure 52b.   
Ion and hole concentration profiles along the field lines were similar to those in the 
base case (see SM 1.2.6.1), except that the front width was proportionally much 
greater in relation to the film thickness:  the front width spanned the entire film 
almost immediately.  As a consequence, the front did not have a sqrt(t) propagation.   
5.8.3.3 Uncovered Films with Faster In-Pane Transport 
In general, the morphology of conjugated polymers is anisotropic, and thus the 
transport will be anisotropic.  As shown in Part 1, cation transport in PPy(DBS) is 
strongly anisotropic because of its lamellar structure [42, 43], with inplane velocities 
approximately 2 orders of magnitude higher than out-of-plane.  The 2-D model 
readily supports modeling of anisotropic transport since Femlab allows independent x 
(inplane) and y (out-of-plane) coefficients.  Anisotropic transport was implemented 
by setting Dx = kDy and µx = kµy for both ions and holes.   
It should be emphasized that the electric field in the uncovered film favors out-of-
plane transport since the field lines are mainly in the vertical direction (Figure 73a).  
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Thus, in order to produce appreciable in-plane transport in the uncovered film, Dx 
needed to be increased to at least Dx ~ 103Dy.  
Figure 74 shows two examples of ion concentrations in partially reduced films with 
anisotropic transport coefficients.  For an anisotropy of k = 103 (Figure 74a) the fronts 
converged from both the top and the sides.  Upon increasing the anisotropy to k = 105 
(Figure 74b), the fronts moved primarily inplane.    
 
Figure 74.  Ion concentrations in a partially reduced, uncovered film using a) Dx 
= 103Dy and b) Dx = 105Dy in the 2D base case model.  Arrows indicate the 
direction and magnitude of the electric field.  (Figure not to scale.)    
These simulations indicate that the anisotropy in the transport coefficients in 
PPy(DBS) may be significantly greater than one would estimate from a comparison 













= .  Thus, since 
Ex << Ey in an uncovered film, in order to see inplane transport µx must be >> µy in 
order for vx > vy as seen experimentally.  The simulations indicate that µx ≈ 103µy.   
5.8.3.4 1D Model 
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Ions transport along the electric field lines in thin films was further explored using the 
full model in a 1D geometry, since this would permit the inclusion of the electrolyte.  
Recall that the ion-barrier-covered thin film model was equivalent to a model for an 
uncovered film 150 µm thick.  To adapt the model for a thin uncovered film, the 
diffusivity, mobility, and permittivity of the polymer were scaled, setting them 1000 
times higher.  This effectively decreased the film thickness by a factor of 1000 =33, 
or 4.5 µm. 
5.8.3.4.1 Reduction 
The ion concentration profiles in the thin film are dramatically different than in the 
thick film, as shown in Figure 75a.  There is no phase front.  Instead, the ion 
distribution is flat and increases uniformly until the polymer is reduced.  Two 
important points relating with thin films need to be emphasized here to understand the 
results.  First, since the film is thin, it takes a negligible time for ions traveling from 
the polymer/electrolyte interface to the electrode compared to the time it takes ions in 
the electrolyte to reach the polymer surface.  Second, since the film is thin, potential 
drop is small, even when the film is fully reduced, which greatly lowers the migration 
term in the polymer.  Considering these two effects, ion transport in a thin film is 
rather governed by diffusion rather than migration, and diffusion smooth out the 




Figure 75.  Cation and hole profiles in a thin film during reduction.  (The x axis 
of the electrolyte has been scaled 10 times smaller.)  b) Total number of ions in 
the film. The profiles in Figure 75a are quite different from those obtained in the 2D 
case, which did show a front.  The key different in the 2D model is that it ignores the 
transport in electrolytes.  Therefore, the 2D model has a larger potential drop or 
migration term than it should be, which creates the phase front.  In the 1D model, 
electrolytes have most of the potential drop because the film is thin and it is not a 
surprise that the film has no phase fronts 
The total number of ions in the film is shown versus time at different voltages in 
Figure 75b.  The reason why more negative voltages increase the ion entering rate is 
that they enhance the ion transport in the electrolyte, which limits the transport in the 
polymer.  Since ion transport in the polymer is controlled by diffusion, the total 
number of ions in the film rises with √t.  The time when the total number of ions 
reaches 0.5 is used to characterize the reduction.  It decreases exponentially with 




Figure 76.  Reduction time of thin film (the time when total ions reach 0.5.) vs. 
applied voltage.  
5.8.3.4.2 Oxidation 
The potential profile and concentration profiles (t = 0.01) and during thin film 
oxidation are shown in Figure 77a.  Again, potential drop across the polymer is 
negligible.  Both ion and hole concentration profiles show no phase fronts.  Hole 
concentrations at the polymer/electrolyte interface do not reach the maximum 
concentration immediately after the oxidation, because the potential drop across the 
polymer is not high enough.  Ions change their concentration abruptly at the polymer 
interface.  This is caused by the high electrical field at the interface generated by the 




Figure 77.  a) Concentration profiles and potential profiles during oxidation of a 
thin film. t = 0.01. b) the corresponding net charge profile across the 
polymer/electrolyte interface.   
The oxidation process in the thin film is shown in Figure 78.  No phase fronts are 
formed during the oxidation.  Potential drop in the electrolyte decreases with 
oxidation, while potential drop across the polymer increase a little bit.  Another 
observation is that a large potential drop occurs at the polymer/electrolyte interface 
due to net charges generated there.  The oxidation process is found to depend on 
oxidation potentials.  The higher the oxidation potential, the quicker the ions leave the 
film (Figure 78b).  Two reasons may account for this observation.  As shown in thick 
film oxidation, the applied voltage affects the ion egress especially at the beginning of 
the oxidation.  Since the thin film oxidation is short, oxidation potential will have 
stronger effect on thick films than on thin films.  Second, the film is thin, even a small 
potential variations can result large change of the electrical field.  Therefore, the 




Figure 78.  a) Cation and potential profiles in a thin film during oxidation.  (Note 
x-axis scaling.)   b) The total number of ions in the film versus time.  Anion-
transporting Conjugated Polymers 
We now turn to simulations of anion-transporting polymers.  As mentioned 
previously, the key difference between cation and anion transporting materials is that 
in the former, ions enter an initially conducting film, while in the latter the ions enter 
an insulating film.  These results will thus allow a closer examination of the roles of 
electrical conductivity and hole transport in redox.  No experiments of the type 
described in Part 1 have been performed with anion-transporting conjugated 
polymers, such as PPy(ClO4) or polyaniline, so a correct predictions of future 
experimental results would represent a true validation of the model. 
Inplane ion transport was simulated with the full model for the equivalent cases of a 
thick film or a barrier-covered thin film.  Equations (13) were modified to reflect the 




























Here, A is the anion concentration and DA and µΑ are the anion diffusivity and 
mobility in the polymer.  Equations (17) and (18) were used with DA and µA, and 
DH/DA = 1000, the same as in the cation-transport full model.  Transport in the 
electrolyte was the same as in section 5.6.4.2 except that the coefficients for anions 
and cations were set to be equal, which are1000 times higher than ion mobility in the 
polymer, to reflect the fact that in anion-transporting systems, the anions are typically 
small, comparable in size to the cations.  The concentrations were capped by setting 
mobility to zero, as described in section 5.3.1.2.3. 
The boundary conditions were rewritten to reflect the altered relationship between 
holes and ions:  the hole flux at the polymer/electrode interface was 
EAJ HH )1( −= µ during oxidation and AEJ HH µ=  during reduction.  At the 
electrolyte interface, the cation flux was zero:  only anions could be exchanged 
between the electrolyte and the polymer. 
The initial concentrations of holes and anions were 0 for oxidation, 1 for reduction.  
As usual, the initial potential profile was solved statically based on these 




In comparing the results of cation reduction and anion oxidation, it should be kept in 
mind that all the simulation parameters were identical except for the anion mobility in 
electrolyte.  Thus, differences between the two cases did not originate from the 
parameter values. 
5.8.4.1 Anion Oxidation 
As previously, we start with ion ingress.  For an anion-transporting film, this takes 
place during oxidation.  Figure 79a shows the anion concentration in the electrolyte 
and the polymer at different times during the oxidation process, and Figure 79b shows 




Figure 79.  a) Anion concentration in an anion-transporting polymer at three 
times partway through oxidation (φ = 1); note the scaling of the x-axis in the 
electrolyte.  The hole concentration profile, not shown, is nearly identical.  The 
insert shows a close-up in the electrolyte at t = 0.4.  b)  The corresponding 
potential profiles, with front positions indicated by white points.    The wiggle in 
the potential profile is due to the net charge at the phase front.    
As during cation ingress, oxidation begins at the polymer/electrolyte interface (x = 0) 
because of the much higher mobility of the holes than the anions.  Again, a phase 
front separates the oxidized and reduced regions. The front is comparatively 
(approximately 3 times at a similar doping level.) wider (compare Figure 65) but it 
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does not significantly broaden with time.  In the electrolyte, the depletion region 
extends further (also compare to Figure 65). 
The potential profiles are complex.  While the majority of the voltage is dropped 
across the depletion layer in the electrolyte, some is also dropped over the reduced 
region of the polymer and some is dropped across the oxidized region.  The latter 
grew linearly with the width of the oxidized area, as can be seen by looking at the 
potential curves between the interface and the front position, marked by the points.     
Figure 80 shows the anion, hole, potential, and net charge profiles (t = 0.4).  Anion 
and hole follow in most arrears of the polymer except a large deviation at the 
polymer/electrolyte interface.  At the interface, the anion concentration rapidly 
increases from that of the electrolyte to 1, while hole concentrations there are readily 
1.  Therefore, a large positive charge is formed at the polymer/electrolyte interface, as 
shown in Figure 80b.  Tow other noticeable charged area in the polymer are also 
found.  A small but sharp positive net charge shows up at the start of the phase front, 
whose cause is not clear yet.  The other area is the reduced area, which has even 
smaller positive charge all the time.  In the electrolyte that is adjacent to the polymer, 
a negative charge is formed because of the increase of anions.    Another area that has 
net charge is the reduced area, which has a slightly positive charge because oxidation 
potential slightly increases hole concentration in the reduced area.  The electrolyte 
adjacent to the polymer/electrolyte interface is negative charged due to the increased 
anion co concentration there.    
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To explain the potential profile in the polymer, both the net charges and the 
conductivity of the film need to be considered.  Since the electrolyte and the reduced 
area have low conductivity, they attract large potential drops.  The potential drop 
across the oxidized area is small due to the high conductivity and proportional with 
the size of the oxidized area.  This is unlike the potential drop across the oxidized 
area in the base case or in the full model.  The possible explanation is that the 
oxidized area is in the middle of two charged regions that create potential difference 
across the oxidized area.  At the same time, we must realize that it is necessary to 
have potential drop across the oxidized area.  Noticing no concentration gradient in 




Figure 80.  a) ion, hole, and potential profile at t = 0.4.  b) the corresponding net 
charge.  The dash line is to show the end of phase front.   
The front position and width are shown in Figure 81a versus time, and the velocity is 
shown as a function of voltage in Figure 81b.  Unlike for ion ingress into a cation-
transporting film, the front propagated linearly with time rather than with the square 
root.  A linear fit yielded y = 1 – 1.37x with R = 0.999.  The reason for this striking 
difference in behavior is the increase in the small potential drop across the oxidized 
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region as oxidized area grew.  This produced a constant electric field in the oxidized 
region, resulting in a constant front velocity. 
 
Figure 81.  a) Front position and width during oxidation of an anion-
transporting film in the full model.   The front position for ion ingress into a 
cation-transporting film under identical model parameters is shown for 
comparison (gray line).   b)  Velocity of the front vs. voltage.   
The front width increased with t until t = 0.3, and then it stopped broadening.  The 
exact reason is not clear due to similar reasons regarding with the voltage drop across 
the oxidized area.  The square root dependence arises from the Fickian form of the 
diffusion term.  As discussed previously, despite the fact that nonlinear coefficients 
were used, the model did not adequately handle the non-Fickian behavior observed 
experimentally. 
From Figure 81a it can be seen that cation ingress occurs more quickly than anion 
ingress.  This is because the cations need to pass through the previously reduced area 
of the polymer to reach the oxidized area, while the anions need to pass through 
previously the oxidized area.  Since the potential drop across the reduced area is 
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larger, the velocity of the ions is larger (v = µE).  Secondly, the potential drop in the 
polymer versus the electrolyte increases during cation reduction, while it decreases 
during anion oxidation because the reduced area grows in the former case and shrinks 
in the latter.   
5.8.4.2 Anion Reduction 
Using the endpoint of the oxidation simulation as the initial state, the potentials at the 
boundaries were switched to simulate the reduction process.  Figure 82 shows the 
anion concentrations and potential profiles in the polymer as they evolve over time.   
 
Figure 82.  a) Anion concentrations and b) potentials in an anion-transporting 
polymer during reduction (V = -1) using the full model.   
As during the oxidation of a cation-transporting polymer, the ions closest to the 
polymer/electrolyte interface quickly left the film, producing a short-lived front (as 
seen at t = 0.1).  Thereafter, the ion concentration decreased everywhere.  The 
potential dropped primarily over the reduced area, as expected since it had the lowest 
conductivity in the system.   
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The applied potential had only a small effect on the ion transport rates (shown in SM 
1.2.6.2).  This is because in the reduced area 0, ≈= AEJ AdriftA µ  since A ≈  0, and in 
the oxidized area, E ~ 0, so again 0, ≈driftAJ .  Thus, reduction in the anion-
transporting film was diffusion controlled.   
5.8.5 Discussion of Model Predictions 
5.8.5.1 Summary of Key Scientific Results 
The key results of modeling the various systems of Part B are summarized in Table 
IV.  The major scientific findings of the paper are presented in  
Figure 83:  ion ingress is compared with ion egress for a thick anion-transporting 
film, a thick cation-transporting film, and a thin cation-transporting film.   
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Table IV.  Summary of predictions made using the full model, which includes 
nonlinear diffusivity and mobility and an electrolyte layer.   Unless otherwise 
noted, the simulation parameters were the same as for the case of an ion-barrier-
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1. Just as in a cation-transporter, 
ions move mainly by diffusion 
and no front is formed. 
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transport speed. 
 
The behavior in a given system under an applied potential of φ = 1 is governed by the 
magnitude and location of the potential drops.  As a rule of thumb, the potential drops 
are located where there is a net charge:  at double layers and depletion layers.  To a 
lesser extent, potential is also dropped across the reduced portions of the polymer.  If 
there is no significant potential drop across the polymer, then the behavior is 
dominated by diffusion rather than drift, making the switching speed largely 
unresponsive to voltage. 
The results are most intuitively understood in a cation-transporting thick film during 
reduction.  Even though there is a large voltage drop across a depletion layer in the 
electrolyte just at the polymer surface, there is still a significant potential drop across 
the reduced part of the film, setting up an electric field responsible for charge 
migration.  The migration of ions from the electrolyte into the film leads to a front.  
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The distance over which the potential is dropped increases as the front advances, 
reducing the migration term and yielding a √t dependence of current on time.   
The reason for the diffusion-dominated behavior during oxidation is less obvious.  In 
thick cation-transporting films, after an initial loss of cations near the interface due to 
migration, a potential drop builds up at the polymer/electrolyte interface.  Without a 
migration term in the polymer, transport occurs almost entirely by diffusion.  The 
cause of this drop differs somewhat depending on the model assumptions.  Using a 
capping function to limit the charge concentrations to maximum values near 1, the 
drop arises at the outer edge of the polymer due to a small net positive charge arising 
from a build-up of holes, which move as far as possible from the positively charged 
electrode.  Using a strictly charge-neutral model, on the other hand, shifts the voltage 
drop to the electrolyte just outside the polymer because of the large net charge in the 
depletion layer.    
In anion-transporting films, ion ingress is again characterized by a front, but this front 
moves with a linear dependence of current on time.  The reason for the front is, 
however, slightly different than for cation ingress.  The polymer is initially entirely 
insulating, so it has a significant potential drop across it, thus leading to a significant 
migration term.  The growing conducting region has only a small potential drop, but it 
winds up increasing as the conducting region widens. 
During ion egress, the behavior is again diffusive.  At the start of the reduction of the 
anion-transporter, the film is oxidized and highly conductive, so the potential is 
dropped primarily over the electrolyte.  After the initial anion egress at the electrolyte 
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interface, the film becomes reduced there, and thus highly resistive.  The electric 
fields in the rest of the polymer are small, however, and thus there is no driving force 
causing migration.  The location of the potential drop is the same as in the cation-
egress case in, but the causes for it are somewhat different. 
When the thickness of a cation-transporting film is decreased, all of the material is 
essentially in the interface region and there is no longer any bulk.  The thinness of the 
film has at least two effects on ion transport.  First, the potential drop across the film 
is necessarily small, since there is so little material.  Second, the ion transport time 
across the film is much shorter than in the electrolyte, and thus ion transport in the 
electrolyte becomes the rate-limiting step in the reduction process.  The concentration 
profiles are flat.  Even in this case, however, the redox goes as √t.  The number of 
different conditions that lead to a square root dependence is remarkable, actually. 
Unlike in a thick film, the oxidation speed of a thin film depends on the oxidation 
potential since a thin film falls into the influence of the polymer/electrolyte interface.  
The ion concentration does not drop to zero within the polymer, but rather just 






Figure 83.  Summary of the major scientific findings of the paper:  simulation 
results for an anion-transporting thick film, a cation-transporting thick film, 
and a cation-transporting thin film during ion ingress and egress.  Note that the 
voltage is here represented as going from 1 to 0 instead of the equivalent 0 to -1.   
Figure 84 shows the net charges for different cases.  Net charges are always found at 
the polymer/electrolyte interface, where flux of holes is stopped.  Close to the 
interface, holes are readily zero or 1, but ions need to change from concentrations in 
electrolytes to concentrations in polymers.  Net charges are created in this transition 
area.  Another area is where the film is either fully reduced or fully doped, the 
transition zone between the fully reduced and fully oxidized area.  Where the area is 
positive charged or negative charged depends on whether holes are removed or 
donated.  The electrolyte adjacent to the polymer/electrolyte interface is also charged.  
Net charges at the polymer/electrolyte interface affect the potential profile greater 
than net charges at the transition zone, most likely because of their high magnitude.  
The net charges of the transition zone also affect the potential drop but in much lower 




Figure 84.  Summary of net charge profiles.  The corresponding potential 
profiles are plotted together.  The y axis is for the net charge only (Values of 
potentials are not shown.)  The scale of y axis is also different.  The electrolyte is 
also scaled down 10 times in this plot.   
5.8.5.2 Comparison of the Speeds of the Redox Processes 
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Figure 85 compares the total number of ions in the film as a function of time during 
ion ingress and egress for cation- and anion-transporting thick films.  Figure 85a 
shows that cations enter the polymer faster than anions do.  To understand this, we 
examine the ion fluxes J across the “reacted” areas near the electrolyte interface.  
Since no charge accumulates in the fully reduced region during cation reduction, or in 
the oxidized area during anion oxidation, the ion flux over those areas yields the ion 
accumulation rate in the remainder of the polymer.  These ion fluxes are driven by 
migration, since there are no concentration gradients in the fully reduced or oxidized 
polymer.  From equation (8), J = zCµE (where z = 1), and we have used the same C 
and µ values for both cations and anions.  Therefore, E is the only parameter that 
correlated with rate of ion ingress.  Since the reacted material in the case of cation 
ingress is insulating, versus the conducting material generated during anion oxidation, 
E is larger, resulting in a faster rate.   
 
Figure 85.  Total number of ions in the film during a) Ion ingress and b) Ion 
egress.   Note the 10x difference in the time scales in the two plots.  For all cases, 
the potential drop is 1 across the polymer and the electrolyte.   
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Figure 85b compares ion egress among cation transporting films and anion 
transporting films.  Cation egress is initially faster than anion egress.  The difference 
between cation egress and anion egress become smaller, and eventually, anion egress 
becomes faster than that of cation egress.  Potential drop across the polymer, again, is 
the key to understand these observations.  Cation egress starts with a low conductivity 
film (reduced), over which there is a large potential drop, while anion egress starts 
with a highly conductive film, with a negligible potential drop.  As a result, the 
migration term is larger for cation egress at the beginning of the process.  As time 
goes on, however, and the cation-transporting film becomes conductive while the 
anion-transporting film becomes insulating, the ion egress slows in the former and 
accelerates in the latter.  
5.9 Conclusions 
Nernst-Planck and Poisson’s equations are used to model charge transport in 
conjugated polymers and electrolytes.  The model includes both diffusion and 
migration as the driving mechanisms for all charged species (cation, anion, and 
holes).  The model uses the Poisson’s equation to calculate the potential profile.  But, 
the model does not include polymer relaxation and energetics that occur in conjugated 
polymers.  Numerical simulations are conducted in FEMLAB, attempting to give 
insights on several important issues that have long been debated in the literature.   
The first issue is whether migration contributes to ion transport in conjugated 
polymers.  To examine the migration effect, two types of cases are conducted.  First, 
the reduction voltage is varied from 0.1 to 10.  The effective velocity of the phase 
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front is found to increases linearly with the reduction potential, which is consistent 
with experimental observation and confirms the migration dominance undoubtedly.  
The concentration profile at low reduction potentials shows more diffusion controlled 
features, which is also consistent with experimental observations.  The second case 
type is to remove migration term in the transport equations and then vary the 
reduction potential.  The simulation results have large deviations with experimental 
observations.  For example, phase fronts are formed in the film only when an 
unrealistic concentration dependent diffusivity (e5C) is used.  Phase front velocities 
increase with reduction potentials in a logarithm manner, which contradicts the 
experimental observations.  The above simulations clearly suggest that diffusion 
alone is not enough for ion transport in conjugated polymers and migration needs to 
be included in the modeling work. 
Another important finding is that the phase front may move linearly with square root 
of time even migration is dominant driving force.  This prediction clearly points out 
that an experimental relationship that is linearly with square root of time does not 
necessarily infer a diffusion controlled process.   
The third issue is that how to handle the diffusion in conjugated polymers.  
Experiments clearly suggest non-Fickian diffusion in conjugated polymers.  Our 
model used concentration dependent diffusivity to improve the predictions but is not 
successful.  Phase fronts broaden linearly with square root of time, which contradicts 
experimental observations.  At low reduction potentials, predictions with variable 
diffusivity are more deviated from experimental observations that that with constant 
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diffusivity.  For future improvement, a diffusion term that addresses the chain 
relaxation process needs to be included in the model. 
Another issue is how ion transport in electrolytes affects the ion transport in 
polymers.  In the literature, a common understanding is that ion transport in 
electrolytes is negligible.  The simulation showed that potential drop in the electrolyte 
is not negligible.  When the same overpotential is applied to conjugated polymer 
films, ion transport in the electrolyte has negligible effect. 
Simulations clearly show differences between ion ingress and ion egress.    
Simulations and experiments showed that ion ingress and ion egress show completely 
different properties.  For a cation transporting material such as PPy(DBS), the 
reduction, which has ion ingress, is found to be controlled by migration evidenced by 
the phase front formed in the polymer and a linearly relationship between phase front 
velocities and reduction potential.  On the contrary, oxidation shows a bell shape ion 
concentration profile, which suggests a diffusion controlled process.  Furthermore, 
the oxidation potential shows no effects on the oxidation process, which strongly 
supports the conclusion that oxidation of PPy(DBS) is diffusion dominant.   
Simulations further compare cation transport and anion transport.  Simulations show 
that both ion ingress (reduction of PPy(DBS) and oxidation of PPy(Cl)) shares the 
same behavior.  The same conclusion also applies to ion egress (oxidation of 
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Chapter 6 Summary of Scientific Contributions 
The dissertation makes a list of scientific contributions to the community of 
conjugated polymer actuators.  They are: 
• Designed and developed a new experimental technique that directly displayed 
ion concentration in conjugated polymers.  This technique successfully 
decoupled ion transport from electron transport.  It provided a quantitative 
measurement on ion concentration and velocity in conjugated polymers. 
• Provided solid experimental data and simulation results suggesting that 
migration is a driving mechanism for ion transport in conjugated polymers.  
Diffusion of ions in conjugated polymers was found to be non-Fickian 
diffusion. 
• Provided clear experimental data showing that ion egress and ion ingress had 
different behavior.  Cation egress of PPy(DBS) was found to be independent 
with applied potential, which was different from cation ingress.  An important 
suggestion of this discovery is that increasing overall actuation speed of 
PPy(DBS) actuators may not be achievable by varying applied potentials. 
• Modeled charge transport in conjugated polymers using Nernst-Planck-
Poisson’s equations and conducted numerous simulation cases for various 
experimental situations.  The model for the first time successfully predicted 
both ion ingress and ion egress in PPy(DBS) correctly.  
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• Characterized effect of initial oxidation potentials on phase front velocity.  The 
experimental data showed that velocity of phase front propagation increase 
exponentially with initial oxidation potential, suggesting that ion mobility 
increases with polymer swelling. 
• Correlated volume change with ion concentration and electronic charge.  A 
linear relationship between intensity and strain was found, suggesting ion 
concentration, instead of electronic charge, may be a better parameter to control 
conjugated polymer actuators. 
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Chapter 7 Future Work 
The long-term goal of this project is to have a comprehensive and clear understanding 
of actuation behavior of PPy(DBS) with various experimental situations.  Eventually, 
constitutive equations need to be built that relate volume change (both magnitude and 
speed) with major actuator parameters including film thickness, applied voltage, time, 
temperature, ion type, solvent type, electrolyte concentration, external load, and cycle 
history.  Although this dissertation made a solid start toward these constitutive 
equations, current understanding is still not enough to produce the desired constitutive 
equations.  Following understandings of conjugated polymer actuators must be 
achieved in order to move forward with this project. 
• An immediate step is to implement non-Fickian diffusion term in the model.  
The model in this dissertation used a non-constant diffusivity to describe the 
non-Fickian diffusion, which can not correctly predict the diffusion phenomena 
in experiments such as front broadening and the shoulder behind the phase 
front.  From the modeling of Case II diffusion, a stress term determined by 
polymer relaxation can better hand the non-Fickian diffusion.  The right 
description of the diffusion process will allow us to better predict the actuation 
speed and ion concentration profile in the polymer especially for cation egress 
of PPy(DBS).   
• The effect of ion type, ion mixture, and electrolyte concentration on ion 
transport speed and volume change must be characterized and understood.  For 
the biomedical application of conjugated polymer actuators, it is inevitable to 
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operate these actuators in biofluids.  Constitutive equations without these 
parameters bare no applications. 
• Effect of external load and cycle history on volume change and ion transport 
speed must be understood.  Creep and hysterisis are most likely occurs when 
actuators experience with relative heavy load and many cycles.   
• Stress-strain curves of conjugated polymers must be obtained and understood.  
Critical information of mechanical properties needs to be extracted from these 





1.1 Supplementary Experimental Results 
1.1.1 Reduction 
1.1.1.1 Phase Front Propagation Curves 
As discussed in section 3.1.1, the velocities of the phase fronts varied in their time 
dependence between v ~ t and v ~ t , and Figure 25 showed a case intermediate 
between the two.  Figure SM 1 shows data at the two limits. 
 
Figure SM 1.   a) An example of a phase front propagating at a velocity 
proportional to t .  (V = -1 V vs. Ag/AgCl, PPy 300 nm, SU8 2 µm)  b) An 
example of a phase front propagating linearly with t .  (PPy 400 nm, SU8 2 µm)  
The reduction potential was -1.2 V.     
1.1.1.2 Break-In during Initial Cycles 
The “break-in” effect of conjugated polymers during the first few cycles is well 
known.  This effect was also observed in samples that had been cycled and then left 
in the electrolyte without an applied potential at 0 V for some time.  Figure SM 2 
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shows the measured ion velocity as a function of cycle number and the corresponding 
chronoamperograms. 
 
Figure SM 2.   a) Ion front velocity during reduction at -1 V as a function of 
cycle number.  b) Corresponding current response of the same sample.  (PPy, 
600 nm, SU8, 2 µm)   
During the first 3 cycles, the velocity increased.  After that, the speeds reached a 
constant value.  The currents followed the same pattern.  This dependence on cycle 
number was observed again when films were recycled after they rested in the 
oxidized state for more than 10 minutes.  
The corresponding front broadening is shown in Figure SM 3.  The front broadening 
during the 1st cycle was the lowest.  The 2nd cycle had a higher broadening rate, and it 




Figure SM 3.  Front broadening at different cycle numbers.  The experimental 
situations are the same as those in Figure SM 2.  Note :  The 1st cycle in this plot 
is not the “very first cycle”.  It is the first one during recycling.   
1.1.1.3 Charge and Intensity during the Very First Cycle 
During the very first cycle, charge and intensity do not follow each other.  The 
intensity of the film increases almost linear with t since phase front moves into the 
film almost linear with t.  Charge data, however, decreases exponentially and reached 
a plateau at 200 second, which is 90 seconds earlier than when phase fronts reach 
center of the film.  Again, the results suggest that electronic charge and ions (intensity) 




Figure SM 4.  Intensity and charge during the very first cycle.  Phase fronts 
reached center of the film at 290 seconds.  Charge was obtained through 
integration of the current data.   
1.1.2 Oxidation 
1.1.2.1 Average Intensity Change vs. Oxidation Potential 
Section 3.2.2 showed the average intensity change at oxidation potentials at 0.4, 0, 
and -0.4 V.  Additional data from two samples are shown in Figure SM 5.  The 




Figure SM 5.  PPy stripe average intensity vs. time at different oxidation 
potentials for two samples.  An intensity of 1 corresponds to the fully reduced 
state, and that of 0 to the fully oxidized state.  a) PPy 400 nm, SU8 2 µm thick.  
b) PPy 500 nm, SU8 2 µm thick.   
The data in Figure SM 5a have no systematic dependence on the oxidation potential.  
In Figure SM 5b, the oxidation is initially faster for potentials above 0 V, but all the 
curves are of similar shape and reach the fully oxidized state at the same time. 
1.1.2.2 Color Profiles vs. Oxidation Potential 
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Two sets of intensity profiles during oxidation are shown in Figure SM 6, taken at 
oxidation potentials of -0.4 V and 0.4 V vs. Ag/AgCl.   
 
Figure SM 6.  Intensity profiles across the PPy stripe during oxidation at 0.5 
second time intervals,  a)  0.4 V,  b) -0.4 V.  (PPy 400 nm, SU8 2 µm)   
Step-like shapes at the beginning change to bell shapes.  The data at the two 
potentials are almost identical and show clear no dependence on the oxidation 
potential. 
1.1.3 Effect of Electrolyte Concentration  
The phase front propagation experiments were also used to study effects of 
concentration on ion transport in PPy(DBS) {Wang, 2005 #3268}.  Concentrations of 
NaDBS electrolytes varied from 0.01, 0.02, 0.05, 0.1, 0.2, and 0.3 M (NaDBS 
solutions saturated at concentrations higher than 0.3 M.).  Velocities at lease three 
reduction potentials were obtained from each concentration.  Since the reduction peak 
in the cyclic voltammograms shifted with electrolyte concentrations, velocities at the 
same overpotential were compared.  In order to obtain velocities at the same 
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overpotentials, a linear equation was fit to the three measured velocities for each 
concentration, and velocities at the -0.5 V overpotential was calculated.  The 
velocities essentially showed no dependence on electrolyte concentrations as shown 
in Figure SM 7.    
 
Figure SM 7.  Front velocity as a function of NaDBS solution concentration upon 
reduction at -0.5 V more negative then the reduction peak.     
The front broadening data are shown in Figure SM 8.  Front broadening with 0.01 M 
is slightly slow than the others.  Front broadening with the rest concentrations shows 




Figure SM 8.  Front broadening with various electrolyte concentrations. 
Figure SM 9 shows the intensity changes during oxidation with various electrolyte 
concentrations.  The average intensity vs. time curves does not show any dependence 




Figure SM 9.  Intensity change during oxidation at various electrolyte 
concentrations.  
1.1.4 Effect of Temperature 
The phase front propagation experiments were also used to study effects of 
temperature on ion transport in PPy(DBS) {Wang, 2005 #3268}.  Temperatures of 
0.1 M NaDBS solutions were varied between 20 and 40 oC.  Data from other 
temperatures were not obtainable because at temperatures lower than 20 oC, the 
NaDBS precipitated, and above 40 oC, condensation coated the microscope lens.  
Velocities at –1 V vs. Ag/AgCl were measured for each temperature.  The results are 
shown in Figure SM 10.  The reduction velocity increased slightly with temperature, 





Figure SM 10.  Front velocity as a function of temperature upon reduction at -1 
V.  
Figure SM 11 shows the front broadening with various temperatures.  At 20 oC, fronts 
broadened slightly faster than those at 30 and 40 oC.  However, 30 and 40 oC had 




Figure SM 11.  Front broadening with various temperatures. 
Film intensity decreases faster when temperature is increased, as shown in Figure SM 
12.  At 20 oC, it took approximately 8 seconds for intensity of films to reach a 
plateau.  At higher temperature, the required time was reduced to approximately 4 to 




Figure SM 12.  Oxidation intensity change at temperatures of 20, 27, 30, and 35 
oC. 
1.1.5 Effect of Ion Barrier Thickness 
The ion barrier mechanically constrains the deformation of the film, and may thus 
interfere with the electrochemical reaction:  Madden has reported that ion transport is 
a function of load [59].  To determine the effect of the ion barrier, the SU8 ion barrier 
thickness was varied from 2 µm to 25 µm, and 1 µm thick ion barriers were 
fabricated of Parylene C, which has a similar modulus (Parylene C has a modulus of 
2.7 GPa given by the product specification sheet, and SU8 has a modulus of 2.4 GPa 
).  A stiffness parameter was used to quantify the magnitude of the constraint.  The 
stiffness parameter is the product of the ion barrier cross-sectional area seen by the 




Reduction velocities are shown in Figure SM 13 as a function of ion barrier stiffness 
during the first cycle and subsequent cycles.  Six samples were examined, all having a 
PPy thickness of 800 nm.  (Recall that SU8 ~2 µm thick, corresponding to a stiffness 
of 38.4 N, was used for the other experiments in this paper.) 
 
Figure SM 13.  Dependence of ion velocity on ion barrier stiffness in a) the first 
cycle and b) later cycles during reduction at -1 V.  (PPy 800 nm)  Multiple points 
at the same stiffness represent different scans.  Solid lines are linear fits for 
samples whose stiffness is less than 200 N.   
During the first cycle, stiffer barriers reduced the velocity.  Extrapolating to a 
stiffness of 0, the velocity under a perfectly compliant ion barrier would be 
approximately 1.7 µm/sec.  The velocity dropped rapidly to half this value for a 
stiffness of 160 N, but then less rapidly to settle at approximately 0.3 µm/sec, 6 times 
less.  Additional data are needed to more fully explore this relationship. 
Contrary to the first cycle results and initial expectations, during later cycles stiffer 
ion barriers increased the ion velocity.  At -1 V, the velocity went from ~20 µm/sec at 
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0 N to ~30 µm/sec at 160 N, an increase of 50%.  At -1.5 V, the velocity also 
increased by 50%, from ~40 to ~60 µm/sec. 
We propose a possible explanation for the reduced velocity in the first cycle with 
thicker barriers, but increased velocity in later cycles, based on the fact that it takes 
more energy to bend the stiffer layers.  Thus, during the first reduction cycle, when 
the PPy film goes from a compacted state to an expanded one, stiffer barriers hinder 
the expansion, which is needed for ion ingress, to a greater extent.  However, stiffer 
barriers also hinder the re-compaction of the polymer during oxidation, thereby 
holding the polymer matrix open.  Thus, during subsequent cycles the ions encounter 
a more open structure.  (It should further be kept in mind that the volume change 
during the first cycle is almost twice that during later cycles, so the bending energy 
required is significantly greater.) 
1.1.5.2 Front Broadening 
The front broadening for different ion barrier stiffnesses is shown in Figure SM 14 
and Figure SM 15 for reduction at -1 V.   
Ion barriers of 21.6 N and 76.8 N stiffness have slower broadening rates than the 
other four.  Since 38 falls with the others, there is no clear pattern.  Figure SM 15 
shows that front broadening is linear with time for ion barriers that have stiffness 
below 100 N.  For higher stiffness, the broadening has two slopes.  A power function 
is used to fit the front broadening at higher stiffness as shown in Figure SM 16.  The 

























Figure SM 14.  Front broadening as a function of ion barrier thickness at two 










Figure SM 16.  Power fit of front broadening curves with higher stiffness. 
Figure SM 17 shows front propagation and front broadening have the same 
relationship with time.  The comparison clearly shows that front broadening and front 
 
261 
propagation are independent from each other.  This is not a surprise since front 
propagation is dominated by migration, and broadening is dominated by diffusion. 
 
Figure SM 17.  A comparison between front broadening and front propagation.  
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Front width of the first cycle is also tracked and shown in Figure SM 18.  The front 
width is between 0 and 4 µm.  With such small width, the analysis does not produce a 
continuous changing front width.  It only produces oscillations of front width.  
 
Figure SM 18.  Front broadening in the very first cycle with different ion barrier 
stiffness.  Films were never cycled before.  No front broadening is observed. 
1.1.5.3 Oxidation 
Figure SM 19 shows the intensity change during oxidation with various ion barrier 
stiffness.  Although front velocity during reduction increases with ion barrier 
stiffness, intensity change during oxidation does not show any dependence on ion 




Figure SM 19.  Intensity change during oxidation with different ion barrier 
stiffness.  
1.1.6 Effect of PPy Thickness 
If the ion front moves predominantly parallel to the electrode surface, and if the 
vertical outer edge of the PPy is uniform, then one might expect the ion velocity to be 
independent of the PPy(DBS) film thickness, provided that the polymer morphology, 
crosslinking degree, etc. is unchanged with thickness.  To test this supposition, the 
thickness was varied between 0.3 and 1.85 µm, keeping the ion barrier thickness at 2 
µm.   
1.1.6.1 Velocity 
First-cycle velocities at -1 V are shown in Figure SM 20a, and later cycle velocities in 
Figure SM 20b.  (Velocities in later cycles could only be measured for film 
thicknesses less than 1 µm because hydrogen bubble generation was too severe for 
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thicker films.)  Since only a single scan was performed, and only a single sample 
prepared at each thickness, these data are preliminary. 
 
Figure SM 20.  Reduction velocities at -1 V as a function of PPy(DBS) thickness.  
The ion barrier was 2 µm thick SU8.  a) First cycle.  b) Later cycles.   
In both the first and subsequent cycles, reduction velocities increased with film 
thickness.  During the first cycle, the velocity went from 0.5 µm/sec at 300 nm to 1.8 
µm/sec at 1850 nm:  both thickness and velocity increasing by a factor of 6.  This 
suggests the hypothesis that, since thicker films are proportionally stronger, they are 
thus able to deform the ion barrier more readily, thereby increasing the velocity in 
both the 1st and later cycles.   
The velocities in later cycles were also higher for thicker films, increasing from16 
µm/sec at 410 nm to 26 µm/sec at 920 nm, a factor of only 1.6 for the speed vs. 2.1 
for the thickness.  This suggests that in the water-swollen state after the first 
reduction, the ion barrier plays a less influential role, completely consistent with the 
results of Figure SM 20b versus those of Figure SM 20a. 
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1.1.6.2 Front Broadening 
The corresponding broadening data are plotted in Figure SM 21.  There show no 
dependence on the PPy thickness.   
 
Figure SM 21.   Phase front broadening as a function of film thickness. When fit 
to a power law, the slopes go as ~t0.75. 
1.1.6.3 Oxidation 
Figure SM 22 shows the intensity change during oxidation with various film 
thicknesses.  The data clearly show that intensity change increases with film 




Figure SM 22.  Intensity changes during oxidation with various film thickness.  
1.1.7 Effect of Ion Type 
1.1.7.1 Phase Front Velocity at Reduction 
Reduction phase front velocities PPy(DBS) films with 0.1 M alkali cation electrolytes 
(Anions were DBS.) were measured to find out how alkali cations affect the redox 
speed of PPy(DBS).  Date of the first-ever reduction cycle under -1 V is shown in 
Figure SM 23.  Lithium has the highest velocity, which is twice as fast as Na and ten 
times as fast as K.  Velocities of Rb and Cs are very small, which is close to zero.  
Because velocities of Rb and Cs were so slow, it took approximately 6 hours for the 




Figure SM 23.  Inplane velocity of cations in PPy(DBS) during a) the first 
reduction step to -1 V and b) subsequent steps to -1.1 V.  (Ion barrier thickness 
2.2  µm.)   
Figure SM 24 shows the phase front velocities during later cycles with different ions.  
For each ion, velocities of at least three potentials were measured.  Apparently, 
velocities of ions follow the order of Li=Na > K > Rb > Cs.  Measurements were 




Figure SM 24.  Alkali cation inplane velocity as a function of voltage.  Duplicate 
points indicate duplicate measurements on the same sample.   
1.1.7.2 Out of Plane Strain 
Figure SM 25 shows how swelling of PPy(DBS) varies with each ions.  Every 
column represents data of one sample.  The error bar of each bar is the variation of 
height across the sample.  The swelling of PPy(DBS) does not show huge difference 
among alkali cations.  All swelling data fall between 20% and 45%.  The averaged 
swelling of Li, Na, and Rb is close to 40%, while the averaged swelling of K and Cs 
is close to 30%.  The importance of swelling is that it determines how open the 
polymer is before the reduction.  Larger swelling means a more open polymer matrix, 
in which ions will have higher diffusivity.  The relative constant swelling of 
PPy(DBS) tells us that the polymer openness with each ion is similar and should not 
cause large difference in diffusivity.  Since swelling of conjugated polymers with 
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alkali cations has never been reported before, a comparison with literature is not 
available. 
 
Figure SM 25.  Swelling with alkali ions.  Swelling is calculated based on the as-
deposited film thickness. 
Figure SM 26 shows the actuation strain with each ion.  Lithium has the largest strain, 
then Na, K, Rb, and Cs.  The order is consistent with the size of hydration shell of 
alkali cations in aqueous electrolytes.  Since Li has the highest charge density, it has 
the largest hydration shell.  Therefore, it brings in more water molecules into 
PPy(DBS) films, and produced the largest actuation strain.  The order is also 




Figure SM 26.  Actuation strain with alkali ions.   
1.2 Supplementary Modeling and Simulation Results 
1.2.1 Modeling and Theoretical Analysis 
1.2.1.1 Derivation of Non-Dimensional PDEs (5.3.2, Reducing Model Complexity) 
This section shows the derivation of non-dimensional PDEs.  After implementing the 














































By selecting t0= L2/(µCV), based on the ion migration term, the non-dimensional ion 
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where /CD = C CD Vµ , /HD = H CD Vµ , /Hµ = H Cµ µ , and /ε =
2
0 0V L zHε . 
CD , is given by the ratio between dimensional diffusion DC and drift magnitude µC V.  
Here CD  has units m
2/s, Cµ  has units C s / kg = m
2/sV, and V has units of volts = kg 
m2 / C s2. Hence CD  has units of 
2 2
2
m kg C s 1
s C s kg m
=  and is non-dimensional. The 
remaining non-dimensional PDEs are derived in the same way. 
For our choice of non-dimensionalization, each non-dimensional diffusion coefficient 
is scaled by the ion mobility timing the applied voltage, .  The non-dimensional 
mobilities are 1Cµ =  and /Hµ = H Cµ µ .   Finally, the non-dimensional dielectric 
coefficient  is the dimensional coefficient ε normalized by the characteristic gradient 
of the electric field , divided by the characteristic charge concentration 0zH .   
The dimensional model, equations (8) and (10), has 8 free parameters: DC, µC, DH, 
µH, ε, V, L, and H0.  The non-dimensional model, equation (13), has four:  DC, DH, 
µH, and ε.  Choosing the 8 dimensional parameters corresponds to a unique choice of 
the 4 non-dimensional parameters: /CD = C CD Vµ , /HD = H CD Vµ , /Hµ = H Cµ µ , 
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and /ε = 20 0V L zHε . Using these 4 non-dimensional parameters, one can solve the 
non-dimensional model. The resulting non-dimensional solution gives back the 
dimensional variable solutions via the relations ( , , ) ( / , / , / )C= 0C x y z H x L y L z L , 
( , , ) ( / , / , / )H= 0H x y z H x L y L z L , and ( , , ) ( / , / , / )φ=x y z V x L y L z Lφ . Further, 
this same non-dimensional solution also provides the dimensional answer for any 
other choice of the 8 dimensional variables that yield the same 4 non-dimensional 
parameters – in this way, one non-dimensional solution provides a whole family of 
dimensional solutions. 
1.2.1.2 Derivation of Governing Equations with Enforced Charge Neutrality 
(5.5.3.4, Charge Neutrality Strictly Enforced) 









Then, assuming diffusion term is negligible, we have the following equation to 
determine potential profiles in polymer films. 
(33) )])[(0 φµφµ ∇−∇−•∇= HC HC  
When ε is zero, Poisson’s equation automatically creates zero net charge (right side 
of the equation) in polymer films. 
 
273 
1.2.1.3 Theoretical Analysis of Front Broadening Velocity (5.5.3, Parameter 
Variation) 
We will give a theoretical analysis on front broadening velocity in this section to find 
out the main factors that affect the front broadening.  The front broadening is 
determined by the ion velocities at different concentrations.  The ion velocity, v, is 
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The equation tells that increasing V will lower the front width by increasing E2.  This 
also lowers the front broadening speed.  One the contrary, lowering V will increase 
front width as well as the speed.     
1.2.1.4 Scale Factor of Time between 1D and 2D Simulations (5.5.2, 2-D 
Confirmation of 1-D Results) 
 
Figure SM 27.   Reduced areas in 1D and 2D geometries.  The 2D geometry has 2 
phase fronts.  Therefore, when phase front reaches the same position in the film, 
reduced area in 2D geometry is 2 times as that in the 2D geometry. 
This section shows the mathematical derivation of the scale factor of time between 
1D simulation and the 2D simulation.  Results are compared when the film reaches 
the same doping level, which is approximately determined by the phase front 
position.  If the phase front enters x = a (a represents the position) into the film in the 
1D simulation, we will compare the results when the phase front enters x = a/2 into 
the film in the 2D simulation since ions enter the film from 2 edges in the 2D 
simulation. 
The simulation results showed that in both 1D and 2D the phase fronts propagate 
linearly with square root of time.  Based on the theoretical analysis of phase front 
propagation in section 5.5.1, the relation between phase front position is 
tVx Cµ2= .  Therefore, for 1D base case, the phase front moves with time as 
11 2 tVx Cµ= , where x
1, and t1 are the phase front position and  time in 1D 
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simulation respectively.  Similarly in 2D simulation, the phase front position along 
the electrical field line is expressed as 22 2 tVx cµ= , where x
2 and t2 are the phase 
front position and time.   
To find the scale factor of time, the time when the phase front reaches a in 1D and the 
time when the phase front reaches a/2 in 2D need to be solved.  When x1 = a, then t1 = 
(a/ Vcµ2 )
2.  When x2 = a/2, then t2 = (a/ VCµ2 )
2/4.  The ratio between t2 and t1 is: 
4
1
2 tt =  
The scale factor is not affected by the constants used in the non-dimensionalization. 
1.2.2 Base Case Simulations 
1.2.2.1 Variation of Dielectric Constant (5.4, Numerical Methods) 
This section shows that using a non-dimensional dielectric constant 0.001, which is 8 
orders of magnitude larger than the actually value (10-11~10-8), will not affect the 
results.  The actual value of dielectric constant is not used in the simulation because it 
is much smaller than the other variables which are close to 1 and requires very dense 
meshes that FEMLAB can not handle it due to the limitation of computer memory. 
Four different dielectric constants are used in the simulation from 0.1 to 0.01, 0.001, 
and 0.0001.  The simulation results showed that when the dielectric constant was 




Figure SM 28.  Convergence of simulation results using different ε .  a) Ion 
concentration  b) Hole concentration  c) Potential  d) Front position.  When theε  
is smaller than 1E-3, the simulation results are identical.   
1.2.2.2 Conductivity vs. Position (5.5.1, Base Case Simulation Results) 
This section shows the conductivity of the film.  The conductive is calculated based 
on the equation:  σ(x) =  C(x)µC + H(x)µH.  Ion and hole concentrations in Figure 51 
are used in the calculation.  Ion mobility is 1.  Hole mobility is 1000.   Film 
conductivity decreases from 1000 in the oxidized region to 1 in the reduced region as 




Figure SM 29.  Conductivity (solid line) vs. position for the base case shown in 
Figure 51.  Grey line is the hole concentration.   
1.2.2.3 Analytical Solution vs. Solving PDE for Holes (5.5.1, Base Case Simulation 
Results) 
This section compares the simulation results from PDEs with and without an 
analytical solution of holes.  The ion concentration profiles from our previous model 
[8, 44], which used an analytical solution of holes, and from the base case are 




Figure SM 30.  Comparison of the ion concentration profiles solved by three 
PDEs (grey line) with those from hole analytical solution (dots).   
1.2.2.4 Net Charge for Different Reduction Potentials (5.5.3.1, Voltage) 
Figure SM 31 shows the net charge in the film under higher (V = 1.5) and much lower 
(V = 0.001) reduction potentials than in the base case (V = 1).  At very low potential, 
the film is basically charge-neutral everywhere.  With increasing reduction potential, 




Figure SM 31.  Net charge in the polymer for different reduction potentials when 
the polymer is approximately half-way reduced.   
1.2.2.5 Front Propagation along the Electric Field Line in the 2-D Base Case (5.5.2, 
2-D Confirmation of 1-D Results) 
Figure SM 32 compares the phase front propagation along the electric field line in the 
2D simulation with front propagation in the 1D simulation.  The front moves slightly 




Figure SM 32.  Front position vs. the square root of time for the 1D and 2D 
simulations.  The front position for the 2D simulation was obtained from the ion 
concentration profiles along the electrical field streamline at y=0.15.   
1.2.2.6 Ion Concentration Profiles when Hole Mobility Equals Ion Mobility (5.5.3.3, 
Finite Hole Mobility) 
Figure SM 33 shows ion concentration profiles of the simulation with hole mobility 
equal to ion mobility.  The concentration profiles show larger front width that those 
of the base case.  Since the potential profile in this case drops across the whole 
polymer and does not change with time, the migration effect in the reduced area is 





Figure SM 33.  Ion concentration profiles when hole mobility is the same as the 
ion mobility.   
1.2.2.7 Effect of Concentration at the Polymer/Electrolyte Interface (5.3.1.2.2, 
Boundary and Initial Conditions) 
In the base case, a maximum ion concentration is set for the polymer/electrolyte 
concentration.  The section shows how this boundary condition affects the simulation 
results.  Three different concentrations (0.03, 1, and 2) are tested.  These values 
represent bulk electrolyte concentration (0.03), concentration in the electrolyte (2), 
and maximum ion concentration in the polymer (1).  The results are shown in Figure 
SM 34 and Figure SM 35.   
The ion concentration profiles in the polymer have the same shape with all 
concentrations.  No matter which value is used, the reduced area always has the 
maximum ion concentration, and no ions in the oxidized area.  Using lower 
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concentrations such as 0.03 will create a slower phase front.  The lower concentration 
also makes the phase front move linearly with time, similar with using lower 
electrolyte concentration in the full model.  
 
 
Figure SM 34.  Ion concentration profiles with different boundary conditions.   
Figure SM 35 shows phase front propagations when different values are used for the 
ion concentration at the polymer/electrolyte interface.  Phase fronts move linearly 
with square root of t with boundary ion concentration of 1 and 2.  The phase front 
with ion boundary concentration of 0.03 propagates linearly with t.  It also has much 




Figure SM 35.  Phase front propagations when different values are used for the 
ion concentration at the polymer/electrolyte interface.   
1.2.2.8 Base Case Simulation with only Diffusion (5.5.3.1, Voltage) 
Figure SM 36 shows ion and hole concentrations at different time snapshots when 
they are both driven by diffusion only.  In this simulation, the hole boundary 
condition at the electrode is set to zero in stead of the flux boundary condition that 
causes the simulation to crash.  The zero hole concentration at the right boundary is 
proved to be valid before ions reach the electrode by all the simulation results.  
While the ion profiles resemble those in Figure 57c, the hole profiles bear no relation 
to what they should because if ions and holes are driven by diffusion only, their 
movement becomes uncoupled.  They move through the polymer independently 
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because charge neutrality cannot be enforced.  As a result, this case leads to 
unphysical results, as is also illustrated in the potential profile (Figure SM 37). 
 
Figure SM 36.  a) Ion concentration profiles at t = 0.01, 0.2, and 1.  b) Hole 
concentration at t=0.01. 0.02, and 0.03.  Since holes have 1000 times higher 
mobility, they move out very quick.    
The ions diffuse into the polymer as in Figure SM 36a, because at the 
electrolyte/polymer boundary C = 1.  If this were set to another value, then these 
curves would simply be multiplied in height accordingly, with the final equilibrium 




Figure SM 37.  Potential profiles when t = 0.01, 0.2, and 1.     
1.2.2.9 Base Simulation Results with Enforced Charge Neutrality (5.5.3.4, Charge 
Neutrality Strictly Enforced) 
Ion concentration profiles from the charge neutrality case are shown in Figure SM 
38a.  As in the base case, the ions travel into the film at a front, and this front 
broadens over time.  In addition (not shown), the speed of the front was proportional 
to V. 
A potential profile at t = 0.25 is presented in Figure SM 38b.  Although the potential 
drops mainly in the reduced area, since the hole mobility was only 5 times higher than 
that of the ions, a portion of the potential also drops in the oxidized area.  If it were 
possible to use a higher hole mobility in the simulation, the results would have 




Figure SM 38.  a) Ion concentration profile when charge neutrality is enforced in 
the polymer.  Due to simulation difficulties, hole mobility is only 5 times that of 
ions.  b) Potential profile when t=0.25.   
The front position vs. time with charge neutrality strictly enforced is shown in Figure 
SM 39.  Again because µH/µC = 5, this front moves more slowly (there is a smaller 
voltage drop across the reduced region) and the velocity is more constant.  These 




Figure SM 39.  Front position vs. time. 
1.2.2.10 Effect of Varying D/µ ( 5.5.3.2Relationship between D and µ) 
The ratio between diffusivity and mobility is varied 6 orders of magnitude from 
0.000026 to 0.026 and 26.  Ion concentration profiles are shown in Figure SM 40.  
The simulation results show that ion concentration profiles with D/M ratio of 0.026 
(Einstein relation) and 0.000026 are very similar.  The ion concentration profile with 




Figure SM 40.   Ion concentration profiles at different D/µ ratio.  Gray is the 
base case.  The ratio was set 3 orders of magnitude higher (0.026E3) or lower 
(0.026E-3) than the Einstein relation (0.026).   
These results showed that by varying the relationship between diffusivity and 
mobility, ion concentration profiles may show either diffusion process features or 
migration process features.  Increasing the ratio between diffusivity and mobility has 
similar effects of using lower reduction potential.  However, whether the Einstein 
relationship is valid or not for ions in conjugated polymers has not been proved by 
experimental data yet. 
1.2.3 Reduction of Full Model 
1.2.3.1 Ion Flux in the Electrolyte (5.6.4, Addition of the Electrolyte) 
The section compares the drift term and diffusive term in the electrolyte to find out 
the importance of the drift term.  The ions in the electrolyte move exclusively by drift 
between x = -10 and -5, as shown in Figure SM 41a, and increasingly by diffusion 
closer to the polymer interface where there are concentration gradients.  Within 0.03 
of the polymer interface, as shown in Figure SM 41b, the migration component 
 
289 
increases to large positive values, and the diffusion component to large negative 
values:  the strong electric field pulls the cations toward the interface, but the high 
concentration of the cations in the double-layer produces a large flux away from the 
interface back into the electrolyte.  These two components approximately balance, the 
difference being the flux into the polymer.  
 
Figure SM 41.  a) Diffusive and drift flux of cations in the electrolyte.  The graph 
does not include the data close to the polymer yet.  B) Diffusive and drift flux of 
cations in the double layer.  Note the difference in scale from a).   
1.2.3.2 Potential Drop over the Polymer (5.6.4.2, Full Model Results) 
Figure SM 42 shows the potential drop across the polymer when the electrolyte is 
added to the model.  The potential over the polymer increases rapidly till t = 0.01 and 




Figure SM 42.  Potential drop over the polymer film in the full model.  
Reduction potential is -1.   
1.2.3.3 Comparison between Full Model and Base Case (5.6.4.2, Full Model Results) 
Figure SM 43 shows the ion concentration profiles predicted by the full model and 
the base model at the same (t = 0.08).  The ion concentration profile predicted by the 
base case is slightly ahead of that predicted by the full model.  This is because ion 
concentration at the polymer/electrolyte interface is smaller than the maximum ion 
concentration, which decreases the overpotential across the polymer.  The results 




Figure SM 43.  Ion concentration predicted with full model (solid line) and that 
with base case (grey line).  Both concentration profiles are taken at the same 
time (t=0.08).  The full model has a potential drop of 1.  The potential over the 
polymer is approximately 0.25 after t = 0.01.  The base case has a potential of 
0.25.  
1.2.3.4 Effects of Electrolyte Concentration Ce on the Double Layer (5.8.1, Effect of 
Electrolyte Concentration)  
In this section, effects of the electrolyte concentrations on the double layer are 
reported.  We will show how the double layer changes with electrolyte concentration 
and whether the double layer affects the ion transport in the polymer.  An 
understanding in literature of ion transport is that the high concentration in the double 
layer diffuses ion into the polymer.  Such an understanding has not been 
experimentally confirmed yet.  The simulation results may help to evaluate such an 
understanding.   
Figure SM 44 shows the ion concentration across the polymer/electrolyte interface.  
For each figure, ion concentrations at two times were shown.  One is right after the 
 
292 
voltage is applied.  The other is when the film was approximately halfway reduced.  
For the electrolyte concentration of 0.033, ion concentrations in the double layer are 
never higher than the 1.  For the electrolyte concentration of 0.5, ions in the double 
layer piles up to a concentration of 1.3 at the beginning of the reduction but dropped 
to 1 when the film is halfway reduced.  For concentration of 1 and 2, the double layer 
keeps ion concentration higher than 1 at these two times.   
The ion concentrations in the polymer keep the maximum ion concentration of 1, 
which creates zero concentration gradient in the reduced area, no matter what the ion 
concentration in the double layer.  Knowing this, ion transport in the polymer will not 




Figure SM 44.  Effects of electrolyte concentration on cation concentrations 
across the polymer/electrolyte interface.   
Figure SM 45 shows the flux across the double layer, which is formed due to the 
imbalanced inward flux and outward flux.  As shown in Figure SM 45, at the very 
beginning, the outward flux of the polymer/electrolyte interface is zero since ion 
concentration in the polymer is zero.  As a result, ions pile up at the interface until the 




Figure SM 45.  Total flux profiles corresponding to the ion profiles in Figure SM 
44.  
1.2.4 Full Model with only Diffusion 
In this section, we present the results if the full model is driven by diffusion only.  
Three cases are presented.  In the first, only the cation mobility in the polymer is set 
to zero, and the diffusivity is set equal to the experimentally derived exponential 
dependence on concentration.  In the second, both ions and holes in polymer are 
driven by diffusion only, while both types of ions in the electrolyte are driven by 
migration.  In the last case, all charges in the system are driven by diffusion only.   
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1.2.4.1 Simulation Results with Capping Function 
The capping function of DC = D0 (1+ 0.01e15(C - 0.8)) is used in the simulation when ion 
migration term is turned off in the polymer.  This is to find out whether the capping 
function can change the predictions.  Figure SM 46 compares the ion concentration 
profiles with the capping function (solid lines) and without the capping function (grey 
lines).  Ion concentration profiles with the capping function are slightly ahead of 
those without the capping function, but the effect is negligible.  This is because ion 
concentration in the film is not high enough to dramatically increase the diffusion.  
For example, at t = 0.02, ion concentration at the interface is 1.15.  This creates a 
diffusivity increase of 2.9 times. 
 
Figure SM 46.  Ion concentration profiles (solid line) when capping function is 
applied.  Migration term of ions in the polymer is turn off.  The capping function 
is DC = D0 (1+ 0.01e15(C - 0.8)).  Grey line is the ion concentration profiles without 
using capping function.   
1.2.4.2 Diffusivity Proportional to e5C 
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Phase fronts were formed in the polymer due to the steeper diffusivity, as shown in 
Figure SM 47a.  At lower potential (<1), maximum ion concentration was lower than 
1 (Figure SM 47a), while ion concentrations reached maximum concentration ion 
concentration (Figure SM 47b).  Figure SM 47b also shows that ion concentration in 
the polymer reached a value higher than 1 due to the high ion concentration in the 
doubly layer.  When reduction voltage was increased, the velocity of phase front 
increased a logarithmic way (Figure SM 47d), which is not consistent with 
experimental results.  The reason why phase front velocity increased is because 
higher voltage increased the ion concentration in the double layer that drove ions into 




Figure SM 47.  Results of the full model during reduction when the migration of 
ions in the polymer is turned off and DC = D0 e5C.  Ion concentration profiles for 
a) V = 0.5 and b) V = 7.  c) Final ion concentrations in the polymer at the end of 
the reduction process for different applied potentials.  d) The phase front 
velocity vs. potential.  The line shows a log fit.   
1.2.4.3 Ion and Holes in Polymer are Driven by Diffusion Only. 
When both ions and holes in the polymer are driven by diffusion only, the simulation 
shows that the major potential drop occurs in the polymer as shown in Figure SM 48.   
Since the potential drop in the electrolyte is small, no double layer is formed at the 
interface. Ions enter the polymer with a very low rate and can not reach to the 
 
298 
maximum ion concentration.  Even with very long time (50), ions only reach 0.1 
concentration, and the film is far from fully reduced, as shown in Figure SM 49.   
 
Figure SM 48.  Potential profiles when ion and hole in the polymer are driven by 
diffusion.   
 
Figure SM 49 Ion and hole concentrations when ion and hole in the polymer are 
driven only by diffusion.   
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1.2.4.4 Ions in the Electrolyte are Driven by Diffusion Only. 
When ions in the electrolyte were driven by diffusion only, the simulation showed 
that the ion concentration in the polymer equals to the bulk electrolyte no matter how 
long the simulation runs, Figure SM 50. 
 
Figure SM 50.  When ions in the electrolyte are driven only by diffusion, what 
the ion and hole concentration profile look like.   
1.2.5 Oxidation of Full Model  
1.2.5.1 Diffusive and Migration Flux in the Polymer (5.8.2, Oxidation of a Cation-
Transporting Material) 
The following plot shows the migration flux and diffusivity flux in the polymer 
during cation oxidation.  The drift flux is comparable with diffusive flux during 
cation oxidation due to the small potential drop in the polymer.  At the reduced 
region, the drift flux is a bit larger than the diffusivity flux.  From the reduced area to 
the oxidized area, the drift flux decreases due to the lowering of ion concentration, 
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while the diffusive flux increases.  At the area close to the polymer/electrolyte 
interface, the diffusive flux is eventually larger than the drift flux. 
 
Figure SM 51.  Diffusive flux and drift flux of ions during oxidation (t = 1).  They 
are comparable.  Gray line is the ion concentration profile.  
1.2.5.2 Effect of Voltage on Oxidation Speed (5.8.2, Oxidation of a Cation-
Transporting Material) 
The oxidation voltage is varied to find out how it affects the oxidation process.  Two 
types of curves are presented: ion concentration profiles (Figure SM 52a) at the same 
time and total ions in the film (Figure SM 52a).  The ion concentration profiles keep 
the same shape when oxidation potential is varied from 0.5 to 2.  With higher 
voltages, ions leave the polymer slightly faster.  Since no phase fronts are formed 
during cation oxidation, the second curve, total ions vs. sqrt(t), is used to reveal effect 
of oxidation voltage.  As shown in Figure SM 52b, when different voltages are 
applied, they have large effects on ion egress at the beginning of oxidation but have 
negligible effect once the oxidation occurs certain time (such as 0.7).  This is 
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evidence on the total ion vs. sqrt(t) curve:  the difference of total ions in the film is 
mainly formed at the very beginning.  After certain time, the curves are parallel with 
each other, meaning that ions leave the film with the same rate.  The difference in 
offset is understandable.  At the very beginning, polymer has large potential drop due 
to low conductivity.  At the very beginning, ions are kicked out by both migration and 
diffusion, but later one, ion egress is controlled only by diffusion.  Therefore, when 
oxidation voltage is increased, the ions are kicked out quicker at the beginning and 
then resume the same rate as controlled by diffusion.   
 
Figure SM 52.  Effect of oxidation voltage (V = 0.5, 1.0, 1.5, and 2.  The arrow 
shows the voltage increase.)  on a) ion concentration profiles (t = 5) and b) total 
number of ions in the film.   
1.2.5.3 Ion Concentration Profiles when t = 5 with Different Capping Functions 
(5.8.2.3, Role of the Capping Technique) 
In 5.8.2.3, Role of the Capping Technique, we have shown that ion concentrations 
profiles (t = 0.5) with these methods are similar.  Figure SM 53 shows the ion 
concentration profiles at t = 5.  The same as shown in the paper, ion concentration 
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profiles of the charge neutrality case and the no aping case follow each other, while 
the high diffusion and no migration cases are similar.  Overall, ion concentration 
profiles are close to each other no matter which capping function is used. 
 
Figure SM 53.  Ion concentration profiles at t = 5 with different capping 
functions.   
1.2.6 Predictions 
1.2.6.1 Reduction of Uncovered Films (5.8.3.2, Uncovered Films with Isotropic 
Transport Coefficients) 
For uncovered film, we also obtained the results along the electrical filed line, which 
is perpendicular to the bottom electrode.  As shown in Figure SM 54, ion and hole 
concentration have similar shape with the 1D model.  The film width (1) instead of 
film thickness (0.2) is used for the X axis in order to properly compare the shape and 
front width with the 1D model.  While the net charge region appears to be wider than 
in the base case, it is not:  it appears that way only because we visually magnify the 
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film thickness by using an aspect ratio of 1:5 (and compensate for this by scaling the 
variables) rather than the actual aspect ratio of 1:1000.   
 
Figure SM 54.  Ion, hole, and net charge along an electrical field streamline (x = 
0.5, t = 1e-5).  The x axis is set to 1 so that the front width looks similar with 1D 
model or along the film width direction.   
The phase front position in ion concentration profiles is showed in Figure SM 55a and 
Figure SM 55b.  Clearly, the front does not propagate linearly with time.  The plot 
shows that the propagation is better to be describe to have a linearly relationship with 
square root time, but it also does not have a perfect linear relationship with t shown 
in Figure SM 55b.  The explanation lies in the potential profile as shown in Figure 
SM 56.  First of all, the potential profile changes with time.  Therefore, no linear 
relationship with time is expected.  Second, the film does not have a clear boundary 
between the oxidized and reduced area.  Since the film thickness is small compared 
with the front width, everywhere in the film is partially or fully reduced right after the 
voltage is applied.  Since the front width quickly covers the film thickness, the 
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potential profile does not change as much as those in the base case whose phase 
fronts propagate linearly with time.     
 
Figure SM 55.  a) Phase front position vs. time along the electrical field 
streamline.   
 
Figure SM 56.  Potential along the electrical field lines.   
1.2.6.2 Anion Reduction (5.8.4.2, Anion Reduction) 
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Anion concentration profiles in the polymer when different reduction voltage is 
applied.  The voltage has negligible effects on the ion transport. 
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