A new methodology for clustering multivariate time-series data is proposed. The methodology is based on calculation of the degree of similarity between multivariate time-series datasets using two similarity factors. One similarity factor is based on principal component analysis and the angles between the principal component subspaces while the other is based on the Mahalanobis distance between the datasets. The standard K-means algorithm is modified to cluster multivariate time-series datasets using similarity factors. Data from a highly nonlinear acetone-butanol fermentation example are clustered to demonstrate the effectiveness of the proposed methodology. Comparisons with existing clustering methods show several advantages of the proposed methodology.
Introduction
One of the most primitive and common activities of man consists of grouping similar things into categories. Persons, objects and events encountered in everyday life are too numerous for processing as individual entities. Instead, it is common to group these people, objects and events into categories on the basis of the similarity of their features. Each category evokes an image that has some unique features, that distinguish it from objects belonging to other categories. It is possible to systematically categorize objects based on the numerical values of their features. This field of study, cluster analysis, is the art of finding groups in data. A related term, classifcation, is the process or act of assigning a new item or observation to its proper place in an established set of categories or classes (Duda and Hart, 1973; Kaufman and Rousseeuw, 1990; Duda et al., 2001 ).
In industrial plants, modem data recording systems collect large amounts of data that contain valuable information about normal and abnormal behavior of the process. It would be beneficial if these data could be categorized into groups of operating conditions so that the characteristics of these groups can be used for decision support in fault detection and diagnosis, gross error detection, etc. (Wang and McGreavy, 1998) . There have been numerous publications on clustering of scientific data for a variety of applications such as taxonomy (Fisher, 1936) , classification of different varieties of maize (Ruiz-Gareia et al., ZOOO), remote sensing (Ealbot et al., 1999) , as well as process control (Wang and McGreavy, 1998; Wang and Li, 1999) . Clustering attempts to find the groups of datasets in the database that have similar characteristics. These groups can then be further analyzed in detail to gain insight from the common characteristics of the datasets in each group. The process knowledge acqdred from the clustering can be very valuable for activities such as process improvement or fault diagnosis, where each new operating condition could be classified either as an existing condition or a new condition.
In this paper, a new clustering methodology for process data, particularly multivariate time-series data, is presented. We assume that the database contains sets of multivariate time-series data which correspond to different periods of process operation, for example, different batches produced by a batch process. The clustering methodology is based on calculation the degree of similarity using PCA and distance similarity factors.
Previouswork
Although clustering is a popular topic in the area of pattern recognition, relatively few applications have been reported in the process monitoring and chemometrics literature. Most reported chemomehics applications cluster objects that can be described by a set of features or attributes (Marengo and Todeschini, 1993; Chtioui et al., 1997) . The clustering problem then reduces to grouping of these objects using widely available methodologies (Kaufman and Rousseeuw, 1990) or their modifications/extensions. Only a few applications have been reported that cluster multivariate time-series data, such as data from process engineering or process control applications.
In a process engineering application, Johnston and Kramer (1998) clustered data using a probabilistic approach and the Expectation-Maximization algorithm. Their methodology involves estimating the probability distributions of the steady states of a system in the multidimensional space of process variables. But this approach is difficult to extend to dynamic systems (such as batch processes) because process dynamics blur the distinction between different operating conditions in the multidimensional space. Huang et al. (2000) used principal component analysis (PCA) models to cluster multivariate time-series data by splitting large clusters into smaller clusters on the basis of the amount of variance in the data that is explained by a specified number of principal components. This approach can be quite restrictive if the number of principal components for the entire dataset is not known U priori, and also because a predetermined number of principal components may be inadequate for some of the operating conditions. Wang and McGreavy (1998) clustered multivariate time-series data for a simulated fluid catalytic cracking unit in order to classify 'E-mail: ashishs@engineering.ucsb.edu *E-mail: seborg@engineering.ucsb.edu, Corresponding author 0-7803-7298-0/02/$17.00 0 2002 AACC different operating conditions. The data were clustered by unfolding the dataset into a long row vector and using the unfolded data as featws. Then the datasets were clustered using the Autoclass algorithm (Cheeseman and Stutz, 1996) . This methodology quickly becomes computationally prohibitive as the numbers of measurements and variables for each dataset increase. Also, this approach requires that each dataset contains exactly the same number of observations; otherwise, different datasets will contain different number of features. This requirement is quite. restrictive for process data where the duration of an operation (e.g.. a batch), can vary from one dataset to another.
Similarityfactors
In this section we introduce two similarity factors based on principal component analysis (PCA) and the distance between the multidimensional subspaces spanned by the multivariate time-series datasets. Because principal component analysis (PCA) is a commonly used multivariate statistical technique (Jackson, 1991) that has been widely used in the process monitoring literature (Kourti and MacGregor, 1996;  Martin and Moms, 1996) , only a brief summary is presented here.
PCA Similarity Factor
principal component analysis is a multivariate statistical technique that calculates the principal directions of variability in the data, and transforms the original set of correlated variables into a new set of uncorrelated variables. The uncorrelated variables are linear combinations of the original variables. The principal directions are called principal Components and represent the most important directions of variability in the data (Jackson, 1991) .
Knanowski (1979) developed a method for measuring the similarity of two datasets using a PCA similarity factor. SEA. Consider two datasets which contain the same n variables but not necessarily the same number of measurements. We assume that the PCA model for each dataset contains k principal components, where k < n. The number of principal components (Pcs) is chosen such that k PCs describe at least 95% of the total variance in each dataset. Although a variety of methods are available for choosing k, the number of principal components (Jackson, 1991;  Valle, Li and Qin. 1999 ). we will use the simple method of selecting the number of PC's that describe 95% of the variance in the data. This choice facilitates fast computations for large databases. The similarity between the two datasets is then quantified by comparing their principal components. The appeal of the similarity factor approach is that the similarity between two datasets is quantified by a single number, S p c~.
Consider two datasets XI and X2. each having m measurements of the same n, variables. Let the PCA models for XI and Xz consist of k PC's each. The corresponding (n,xk) subspaces are denoted by ' L and M, respectively. Subspaces L and M are also the eigenvector matrices corresponding to the first k eigenvalues of the covariance matrices of X1 and X2, respectively. The PCA similarity factor S p c~, compares these subspaces and is defined as (I(rZanowski,
1979):
trace (LTMMTL)
(1)
The geometric interpretation of SpcA is that it is the sum of squares of the cosines of angles between each principal component of L and
where eij is the angle between the Pc of X1 and the J" PC of Xz.
Because subspaces L and M contain the k most important principal components that account for most of the variance in their corresponding datasets. SpcA is also a measure of similarity between the datasets XI and X2. Johannesmeyer (1999) modified the standard PCA similarity factor to include the amount of variance explained by each principal component as,
where A: is the i?" eigenvalue of L and A y is the j " eigenvalue of M. In E.q. (3) 
Distance Similarity Factor
In this section a distance similarity factor, SdiSr;is introduced that compares two datasets that have the same spatial orientation but are located far apart (Singhal and Seborg. 2002) . The distance similarity factor is particularly useful when two datasets have similar principal components but the numerical values of the process variables are very different. The distance similarity factor can be used to distinguish between these two cases.
The Mahalanobis distance. CP, from the center c1 of dataset XI, to the center cz of dataset X2 is defined as,
where cl and q are sample mean vectors for datasets X1 and Xz. respectively. Matrix C, represents the sample covariance matrix of dataset X1. Matrix is the pseudo-inverse of Z l and is calculated using singular value decomposition. Using the Gaussian probability density function, the distance similarity factor (Singhal and Seborg, 2002 ) is defined as the probability that the center of the dataset, cz. is not closer than the Mahalanobis distance, 0:
The error function in Eq. (5) can be evaluated using standard tables or software packages. The distance similarity factor provides a natural complement to the PCA similarity factors described by Eqs.
(2) and (3).
Inclusion of product quality data or additional f atures
For many practical problems, each dataset includes a set of "quality variables" that are measured infrequently, for example, at the end of a batch or an eight hour shift. Furthermore, important calculations are often made for each dataset such as a reaction yield, furnace efficiency, or error of closure for a mass or energy balance. These infrequent measurements or calculated quantities will be refemd to as aa2itional features. The additional features are referred to as the "Y data" in order to distinguish them from the time-series process data which are r e f e d to as the "X data". The dimensions of the X data are m x n,, while the dimensions of the Y data are 1 x ny, where n, is the number of features. The Euclidean distance between the Y data for two datasets, Y1 and Yz is defined as, i i -*.._e.
(6)
where the notation 11 . 11 represents the Euclidean norm. Assuming that the Y data have a Gaussian probability distribution, the distance similarity factor for the Y data, S:js,, is defined as: (7) Note that both SdiIl and SYdi,r have values between zero and one.
Combination of similarity factors
When more than one similarity factor is to be considered for calculation of the similarity between datasets, a key issue is how the similarity factors should be combined to produce a single measure of the degree of similarity between datasets. Earlier studies have shown that the SLA-SdiSl combination produces very accurate pattern matching (Singhal and Seborg, 2002) . It is convenient to combine SkA and Sdist into a single similarity factor, S F, by using a weighted average:
When additional features (e.g., the Y data} are included, the combined similarity factor becomes: S F alS&,, + azSdlsr +a&,, (a1 + a2 + a 3 = 1) (9)
The weighted average, S F, can be used as a similarity measure in the clustering algorithm. Because S& is able to capture the dissimilarities between datasets of different operating condition more than Sdis, or S:isl. SkA was weighted twice as much as Sdin and S; ; #. Thus, a1 = 0.5, a2 = a3 = 0.25.
Clustering using similarity factors
A new methodology for clustering multivariate time-series datasets and feature data is proposed using the similarity factors described in Section 3. These similarity factors can be used as measures of similarity (or dissimilarity) between multivariate time-series datasets, instead of the Euclidean distance that is commonly used for most clustering applications @uda and Hart, 1973; Kaufman and Rousseeuw, 1990) . A modified f o m of the standard K-means algorithm (Kaufman and Rousseeuw, 1990; Looney, 1997 ) is presented for clustering datasets using similarity factors.
Modified K-means clustering algorithm using similarity factors
The K-means algorithm is modified to cluster datasets using similarity factors. Given datasets, X, (q = 1,2,. . . , Q), an initial guess for membership of each dataset %. and an assumed number of clusters, K, the algorithm computes the new cluster memberships for each dataset. If no initial guess is provided for the cluster memberships, then each dataset is randomly assigned to one of the K clusters. where, X , is the I* dataset in cluster i.
of the the K aggregate datasets Xi, i = I, 2,. . . , K as, 2. Calculate the dissimilarity between the dataset X, and each dj,q = 1 -S Fju
( 1 1) where SFju is the similarity factor described by Eqs. (8) or (9). Dataset X, is assigned to the cluster with which it is least dissimilar, i.e., to the cluster that has the smallest value Repeat this step for all Q datasets.
cluster as:
Of diu.
Calculate the average dissimilarity of each dataset from its
4. If the value of J ( K ) has changed from a previous iteration, then go to Step 1. Otherwise stop.
The clustering algorithm assumes that the number of clusters, K, in the data is known a priori. However, this may not be a reasonable assumption in many applications. Thus, a methodology is proposed that estimates the "optimum" number of clusters by observing the behavior of the clustering objective function J(K). for different values of K.
Estimation of the number of clusters
One of the key design parameters in the standard K-means clustering algorithm is the specification of the number of clusters, K.
There are many methods available to estimate the "optimum" value of K Milligan and Cooper, 1985; Dubes. 1987 
J ( K )
The value of dJ(K) is plotted against the number of clusters K. The value of K for which dJ(K) reaches a minimum or is close to zero, is considered to be a knee in the plot of J(K). The sign of the difference of dJ(K), @(K), is used to locate these "knees".
where the quantity, HK), is thus similar to the sign of the second derivative of J(K). The values of K where +(K) changes from negative to positive as K increases, are the "knees" in the J ( K ) versus K plot. Usually, the location of the first knee is selected to be the optimum number of clusters, but the user may choose other values if J ( K ) decreases significantly after the first knee. If there is no value of K for which +(K) changes sign, then the optimum number of clusters can be specified as the value of K for which dJ(K)
becomes very close to zero.
Clustering metrics
Some key definitions are introduced in order to evaluate the performance of various clustering methodologies presented in this paper. Suppose that the historical data contain No,, operating conditions and that there are NDB, datasets of operating condition number j in the database ( j = 1,2,3,. . .,Nap). Assume that the data have been divided into K clusters; then, a cluster purity, p. is defined to characterize the purity of each cluster in terms of how many datasets of a particular operating condition are present in that cluster. The cluster purity for the i * cluster is defined as,
where NLj is the number of datasets of operating condition j in the i " cluster, and Npi is the number of datasets in the i* cluster. The domiMnt operating condition in the I * cluster is the operating condition with the largest value of Ni,j.
It is convenient to define a second metric, the clustering eficiency 1, to characterize the extent to which an operating condition is distributed in different clusters. If there is perfect partitioning of data, then all datasets for a particular operating condition will be grouped in a single cluster. Thus, this measure is designed to penalize large values of K when an operating condition is distributed in different clusters. The clustering efficiency for the J" operating condition is defined as,
where NOB, is the total number of datasets for operating condition j in the database. The p and 7 metrics provide a tradeoff between cluster purity and the concentration of operating conditions in s e p arate clusters.
6 Simulation case study: batch acetone-butanol fermentation
In order to evaluate the new clustering technique, a simulation case study was performed based on an extensive "historical database" for a batch acetone-butanol fermentation. For simulation purposes, the cell inoculum, glucose and other nutrients were added to the reactor, and fermentation was allowed to proceed for a specified period of time to produce acetone, butanol and ethanol. The simulation was based on a mathematical model of acetone and butanol fermentation (Vortruba et al., 1986) . The model summarizes biochemical as well as physiological aspects of growth and metabolite synthesis and consists of ten nonlinear ordinary differential equations with nine measurements. A detailed description of the model and its parameters has been provided by Vortruba et al. (1986) .
Generation of the historical database
The model parameter values and initial conditions were varied from batch to batch to simulate abnormal operation. Each abnormal operating condition was characterized by an unusual value of a cell physiology parameter whose magnitude varied randomly from batch to batch. The duration of each batch was 30 h. For a sampling period of one minute for the process variables, each batch or dataset consisted of 1800 measurements. The operating conditions for the case study are described in Table 1 . The five operating conditions were simulated for a total of 100 batches that constituted the historical database. Gaussian measurement noise was added to the measurements so that the signal to noise ratio for normal operation was approximately equal to ten. The reactor cell concentration was measured at 30 minute sampling intervals, while the other eight process variables were measured every minute during the 30 h batch operation. Linear interpolation was used to obtain values of cell concentration every minute between the 30 minute sampling intervals.
To reduce the effects of noise and to compress the data, data averaging was performed every five minutes. Thus, each dataset in the historical database contained 360 measurements for each of the nine measured variables after averaging was performed. Additional quality data or "features" for each batch were also calculated at the end of each batch. These additional features were cell and product yields for (i) cell mass.
(ii) acetic-acid, (iii) butyric acid, (iv) acetone, (v) butanol, and (vi) ethanol. All yields were calculated on the basis of the amount of substrate consumed (Bailey and Ollis, 1986) .
Results and discussion
The K-means algorithm was repeated for K = 2 through 10. Three similarity factors SLA. Sa,, and S:is, were combined as described shows that a knee in the plot of J ( K ) occurs for K = 5, and thus the optimum number of clusters is five. Consequently, the proposed methodology determines that the optimum number of clusters in the data to be equal to the number of operating conditions in the database. An analysis of these five clusters is presented in Table 2 and shows that the proposed methodology is able to cluster the datasets very accurately. Each operating condition occurs in only a single cluster except for just one misclassification out of a hundred datasets.
Clustering using different combinations of S kA, S PCA. Sdisr and S2isr was also evaluated. These results are presented in Table 3 .
When S p c~ was used alone, the clustering algorithm failed to con- S disr produces superior results compared to the S &A-S:irr combination. These results show that the X data play a much stronger role in distinguishing between different operating conditions. The use of the standard PCA similarity factor, S p c~ alone did not produce good results because the algorithm failed to converge for any value of K. A similar result occurred when S2iJr was used to characterize the dissimilarity between datasets. Thus, the Y data alone are not sufficient to distinguish between different operating conditions and the X data play an important role in classification.
The proposed clustering methodology was also compared to the clustering method proposed by Wang and McGreavy (1998) .
Each dataset was unfolded into a long row vector of 3240 columns (=9 x 360). Each column of the unfolded data represented a feature. Note that this approach requires each dataset to have exucrly the same number of measurements, while the proposed clustering methodology based on similarity factors has no such limitation.
Then, the standard K-means clustering algorithm (Looney, 1997) was used to cluster 100 datasets using these 3240 features.
The standard K-means algorithm required an average of six iterations for convergence and approximately 2.57 s of computer time per iteration on a Pentium4/1.7GHz machine with 512 MB RDRAM running M~"6. 1 on Windows XP@. By contrast, the modified K-means clustering algorithm using similarity factors required only seven iterations and 2.09 s per iteration for convergence. The optimum number of clusters was six when unfolded data were clustered using the standard K-means algorithm. The average cluster purity p for clustering of unfolded data was 89% and the the average clustering efficiency 7 was 81%. These p and r] values are lower than the corresponding results for the similarity factor method. The results in Table 3 show that the proposed similarity factor method is superior in terms of effectiveness and requires slightly less computational effort. 
Conclusions
A novel methodology for clustering multivariate time-series datasets has been developed in this paper. The methodology uses similarity factors to measure the degree of dissimilarity between datasets. A novel but simple procedure is also described for estimat-ing the optimum number of clusters in the data. A new similarity factor to compare product quality data for different datasets has also been developed The clustering algorithm can group datasets based on both the frequently measured process data and product quality data. A case study for a simulated nonlinear batch fermenter has shown that the proposed methodology is very effective in clustering multivariate time-series datasets and is superior to existing methodologies.
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