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Abstract. The Majorana Demonstrator is searching for neutrinoless double-beta decay in 76Ge with two modular arrays of natural
and 76Ge-enriched germanium detectors. It is located at the 4850’ level of Sanford Underground Research Facility in Lead, South
Dakota, USA, and its total mass of germanium detectors is 44.1 kg, of which 29.7 kg is enriched. The analysis of the first 26 kg-yr
of data provides an unprecedented energy resolution of 0.13% in the region of interest at 2039 keV and a background level of 15.4
± 2.0 counts/(FWHM t yr). It establishes the lower limit of the half-life of neutrinoless double beta decay as 2.7·1025 yr in 76Ge at
90% CL. This analysis will be summarized here with an emphasis on the energy determination.
INTRODUCTION
The Majorana Demonstrator [1] uses P-type Point Contact High Purity Germanium (PPC HPGe) detectors to
search for neutrinoless double-beta decay (0νββ) in 76Ge. The Majorana Demonstrator is located at the 4850’ level
of the Sanford Underground Research Facility (SURF) in Lead, SD, USA. It is composed of 58 PPC HPGe detectors
divided into 2 cryostats with 7 strings each. Each string is an assembly of 3, 4 or 5 detectors. The total mass of PPC
HPGe crystals is 44.1 kg, 29.7 kg of which is enriched to 88% 76Ge.
ENERGY
The electrical signals produced by energy depositions in the detectors are sampled by the GRETINA Digitizer
Module at 100MHz [2], generating digitized waveforms. An example of a typical waveform is in Fig. 1 where the main
features are indicated: the start time (t0), the rising edge, and the falling edge. The waveform is used to determine the
raw energy with an uncalibrated energy scale, which is then calibrated using calibration data taken with 228Th sources
[3].
Energy determination
For each event, the raw energy is estimated using standard Ge detector techniques that measure the amplitude of
trapezoidal-filtered [4], pole-zero corrected [5] signals. The right part of Fig. 1 includes a scheme of the waveform
shape after pole-zero correction. The falling edge of the pole-zero corrected waveform is flat and its value should
correspond to the amount of collected charge. However, events of the same energy can have (slightly) different values
of collected charge due to the drift-path-dependent charge trapping, providing a degraded energy resolution [6]. To
account for charge trapping effects, the time constant used in the standard pole-zero correction is modified as 1/τ =
1/τPZ + 1/τCT , where τPZ is the standard pole-zero time constant and τCT is the time constant associated with charge
trapping. While the standard pole-zero correction can be obtained by studying the response of the electronic system,
τCT is chosen to be the value that minimizes FWHM. After including τCT , the falling edges are aligned for events
with the same energy, as in Fig. 1. The raw energy value is evaluated at a fixed time pickoff from t0 of the trapezoidal
filtered signal after correction.
Energy calibration
This raw energy is converted into keV by energy calibration. Weekly, Majorana Demonstrator takes around
3 hours of data with 228Th sources inserted into the shield (90 minutes for each module) [3]. This data is used to
calibrate each detector individually. The calibration process has two steps. In the first step, an initial linear energy
scale is determined from electronic noise at zero energy and the position of the 208Tl 2614 keV photopeak in the
weekly calibration data. In the second step, combined statistics of all calibrations in a subset of data are used to
perform a simultaneous linear fit to eight photopeaks in the calibration spectrum. An improved energy calibration is
obtained, as shown in Fig. 2 with the eight peaks indicated. These peaks are at 239 keV (212Pb), 241 keV (224Ra), 277
keV (208Tl), 300 keV (212Pb), 583 keV (208Tl), 727 keV (212Bi), 861 keV (208Tl) and 2614 keV (208Tl). Peaks due to
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FIGURE 1. On the left, a digitalized waveform from data, where the start time (t0), the rising edge and the falling edge are
indicated. On the right, schemes of the expected waveforms for energy depositions in different positions. On the top, the scheme
after pole-zero correction, and on the bottom, the scheme after pole-zero and charge trapping corrections.
single-escape and double-escape events, peaks with low amplitude and peaks in close proximity are excluded due to
potential differences in peak shape.
Finally, the energy resolution is obtained from combined calibration spectra in each subset. The Full Width at
Half Maximum (FWHM) of each peak is determined numerically. Its value is a function of the energy, which fitted
the FWHM values to the square root of a second order polynomial in energy, as Fig. 2 and the next equation show:
FWHM = √ ( Γ2n + Γ2F E + Γ2qE2), where Γn is the electronic noise term, ΓF is the Fano factor [7] term and Γq is the
incomplete charge collection term. The exposure-weighted average of the FWHM at 2039 keV (Qββ(76Ge)) is 2.53 ±
0.08 keV, currently the best resolution of all 0νββ experiments at the Q-value.
BACKGROUND REDUCTION
Not all recorded waveforms have been used to search for 0νββ. First, they are filtered by a data cleaning process
to remove non-physical waveforms while retaining >99.9% of true physics events [8]. As the 0νββ event would not
be produced by muons, a muon veto cut is applied to reject events within 1s of a triggering of the muon veto system
[9]. 0νββ is a single-detector and spatially single-site process since the emitted electrons deposit their total energy
within a small range compared with the ability of the detector to localize the energy deposition. This feature is used
to reject a range of backgrounds, including multiple Compton-scattered photons, with two different cuts. The first cut
is the multiplicity cut, which rejects any events that trigger more than one detector within a ∼4 µs time window. The
inefficiencies of this cut and the muon veto are negligible but the dead times are taken into account in the exposure
calculation. The other cut, known as AvsE [10], rejects events with multiple energy depositions in the same detector
based on the relationship between the maximum current (A) and energy (E). This cut is tuned using 228Th calibration
source data, where 90% of single-site events are retained. Furthemore, a delayed charge recovery (DCR) cut removes
alpha particles that impinge upon the passivated surfaces of PPC HPGe detectors [11]. These events deposit energy in
the passivated surface, and the generated charge carriers are released to the bulk slowly, which modifies the slope of
the falling edge. The DCR parameter is related to the falling edge slope which allows the removal of such background
with a signal efficiency of 99%.
RESULTS
The final background spectrum is generated from 26 kg-yr of data collected between June 2015 and April 2018.
After taking into account the cut efficiencies (cut), the resolution efficiency (res) and the efficiency for containing
the full event energy within the active volume (count), the exposure in which 0νββ decay can be potentially observed
(NTcutrescount) is (1.331 ± 0.063)×1026 atom-yr.
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FIGURE 2. The top panel shows the combined energy spectrum from calibration data. Vertical lines indicates the gamma lines used
for the final energy calibration. The center shows the exposure-weighted resolution for each gamma peak used in the calibration
and a fit to the exposure-weighted values. The horizontal green line indicate the exposure-weighted average resolution of 2.53 keV
at 2039 keV. The bottom shows the residuals from the fit in the center [12].
The energy range used for background index determination is from 1950 keV to 2350 keV. Based on simulation
studies, the background is expected to be flat in this region, with three known gamma peaks as well as the region of
interest (ROI: (Qββ - 5keV, Qββ + 5keV)) excluded. The background index is found to be (15.4 ± 2.0) counts/(FWHM
t yr) in the vicinity of the ROI and it assumes the same value in it. The window used for obtaining the half-life
is optimized in each subset. The optimized sizes of these windows are around 4.3 keV, which means that 0.653
background events are expected. The best 0νββ limit is given by
T 0ν1/2 > ln (2)
NT cutrescount
S
(1)
where S is the upper limit on the number of 0νββ events. The quoted limit is derived using an unbinned, extended
profile likelihood method. While the half-life is common for all datasets, the peak shape parameters and signal effi-
ciencies are constrained to their data set-specific values as Gaussian nuisance terms. The observed lower limit, based
on the measured p-value distribution, is T 0ν1/2 > 2.7 × 1025 yr at 90% C.L.[12]. With the matriz element, gA, and their
uncertainties [12], the upper limit on
〈
mββ
〉
is found to be between 200 meV and 430 meV.
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