The Lee-Carter model is a useful dynamic stochastic model to represent the evolution of central mortality rates throughout time. This model only considers the uncertainty about the coefficient related to the mortality trend over time but not to the age-dependent coefficients. This paper proposes a fuzzy-random extension of the Lee-Carter model that allows quantifying the uncertainty of both kinds of parameters. As it is commonplace in actuarial literature, the variability of the time-dependent index is modeled as an ARIMA time series. Likewise, the uncertainty of the age-dependent coefficients is also quantified, but by using triangular fuzzy numbers. The consideration of this last hypothesis requires developing and solving a fuzzy regression model. Once the fuzzy-random extension has been introduced, it is also shown how to obtain some variables linked with central mortality rates such as death probabilities or life expectancies by using fuzzy numbers arithmetic. It is simultaneously shown the applicability of our developments with data of Spanish male population in the period 1970-2012. Finally we make a comparative assessment of our method with alternative Lee-Carter model estimates on 16 Western Europe populations.
INTRODUCTION
Classical actuarial methods graduate mortality by only taking into account the age of persons without calendar year considerations. Due to the progressive increase of life expectancy in all developed countries, this kind of methods systematically overestimate the mortality rates and, as a consequence, may increase the longevity risk when pricing life annuities.
In the last decades of the 20th century, several papers developed dynamic stochastic approaches for the evolution of mortality rates throughout calendar time and, so, projecting mortality to the future with these models became more accurate. In this way, the method in [1] , that we will name Lee-Carter (LC) , is one of the most extended methodologies. The LC model proposed adjusting a linear function to the logarithm of central mortality rates of each year and age, m x,t . The coefficients of the linear function depend on the age x whereas the independent variable is a nonobserved intensity index k t associated to the time calendar t. Once the parameters of the model have been adjusted, to make predictions on mortality dynamics it is necessary projecting k t to the future. It is commonly made with an ARIMA model.
There are two main reasons why the LC model boasts great acceptance. On the one hand, it has been applied in many countries with good results [2] [3] [4] [5] [6] [7] [8] [9] [10] . Likewise, the LC method is relatively easy to Several papers proposed technical extensions to the original LC model as [3, [5] [6] [7] [11] [12] [13] . All these extensions have two common features. Firstly, more completeness and sophistication of the model suppose more computational effort. Secondly, all of them consider that the age-specific historical influences not captured by the model are due to a stochastic error-term, as the LC model does. However, stochastic variability may not be the unique source of uncertainty since it can also come from fuzziness (e.g., due to incomplete or imprecise information) and, consequently, it can be modeled with Fuzzy Sets Theory tools. In this way, [14] developed two alternative fuzzy formulations of the LC model. The first model considers that all the parameters are fuzzy numbers (FNs) and arithmetical operations are carried out by means of the weakest t-norm. This first approach was object of several refinements in [15, 16] . In the second approach, the centers and spreads of the FNs that estimate the parameters of the LC model are supposed to be random variables (RVs) and are estimated with Bayesian methods. The comparison between the fuzzy and the fuzzy-stochastic models seems to show very similar results, but the second model requires much more computational effort.
Mixing fuzziness and randomness in actuarial modeling is not new. [17] described fuzzy RVs with actuarial applications in view and [18] developed a non-life individual risk model where the number of claims follows a Poisson process and their amount is estimated with a triangular fuzzy number (TFN). In a life insurance context, [19, 20] used fuzzy RVs for the valuation of life contingencies. This paper also blends fuzziness and randomness and proposes a fuzzy-random approach of the LC model which is conceptually different to those developed in [14] . We consider that the behavior of the independent variable k t follows an ARIMA stochastic process. Likewise, we assume that the variability of the age-specific coefficients is due to fuzziness and it is captured by means of FNs. Under these hypotheses, for a given outcome of the RV k t , we will have a concrete result of the central mortality rate, m x,t , which will be given by an FN.
In order to adjust the fuzzy coefficients of the logarithm of m x,t , we use the model of fuzzy regression (FR) developed by [21] , that mixes ordinary least squares (OLSs) regression, and the FR method by [22] , but also allows a nonsymmetrical shape for the coefficients.
The rest of the paper is organized as follows: We firstly make a brief review of the LC model. Then, we describe some concepts of FNs and FR that will be necessary to develop our work. Section 4 features our fuzzy-random extension to the LC model, exposes how to project future mortality from this formulation, and shows an empirical application for Spanish male population, evaluating both the capability of the model to adjust central mortality rates to sample data and to predict out-of-sample data. In the fifth section, we show how some mortality tables variables can be obtained from the results of previous sections. Subsequently, focused on life expectancies of Spanish male population, we test the capability of our model to predict future values. Section 6 includes a complete comparison of the predictive performance of the proposed method with both the basic LC method in [1] and the fuzzy extension by Koissi and Shapiro in [14] . This comparison shows the advantages of our fuzzy-random extension of the LC model. We finish the work by pointing out the main conclusions and suggesting possible extensions.
OVERVIEW OF THE LEE-CARTER MODEL
Lee and Carter in [1] proposed modeling the logarithm of the central death rate for each specific age and each year with a linear function. In such a way, if m x,t is the central death rate of a person aged x in the calendar year t, the Lee-Carter (LC) model considers
or, equivalently
where
• exp (a x ) is the specific value of the central mortality rate at age x regardless of the time calendar t,
• b x quantifies the sensitivity of the central death logarithm rate for age x in year t respect to changes in k t
• k t is a specific mortality index for each year t that represents the trend of the mortality across time,
• x,t is a random error term, with mean 0 and standard deviation , which reflects particular age-specific historical influences not captured by the model.
Notice that whereas the parameters a x and b x are age-dependent, the parameter k t is time-dependent. To estimate the model for a given matrix of rates m x,t , the authors seek the least squares solution to the Equation (1) . This model is undetermined since, given a solution (a x , b x , k t ), any transformation of the type (a x , b x /c, ck t ) or (a x + cb x , b x , k t -c), ∀c ∈ ℜ, is also a solution. In order to avoid this issue [1] introduced the constraints ∑ , that is,
being the considered calendar years t = 0, 1, … , T and x = 0, 1, . . ., the different ages with the maximum attainable age.
The model Equation (1) cannot be fitted by ordinary regression techniques because on its right side there are two parameters to be estimated but k t is unobservable. However, [1] showed that a least squares solution can be obtained by applying SVD to the matrix
And finally, each b x can be found by regressing through OLSs the linear model Z x,t = b x k t + x,t . So
Once the parameters of the model have been fitted, for t = 0, 1, … , T and x = 0, 1, … , , the trend of the mortality across time, k t , for t = T + 1, … can be forecasted with an ARIMA model and related variables, as confidence intervals for k t , survival and mortality probabilities or life expectancies, can be obtained.
FNS AND FR

FNs and Their Arithmetic
This paper quantifies uncertain quantities as a common type of FN, TFNs, that will be symbolized asÃ = (A, l A , r A ) being A the core of the TFN (Ã (A) = 1) and l A and r A its left and right spreads, respectively. The -cuts of this kind of FNs are closed and bounded intervals ∀ ∈ [0, 1]
The expected interval of a FNÃ , e I (Ã ) , is a crisp interval that in the case of TFNs is
Let f be a continuous real-valued function of n-real variables x j , j = 1, 2, … , n,. If x j are not crisp numbers, but the FNsÃ j , j = 1, 2,.., n, f induces the FNB in such a way thatB = f (Ã 1 ,Ã 2 , … ,Ã n ) . In order to obtain the -cuts ofB , B , the results of [23] can be used. If the function f is increasing respect to the first m variables, m ≤ n, and decreasing respect to the last n -m variables
The result of evaluating nonlinear functions with TFNs is not a TFN. In this way, [24] proposed a TFN approximation for any real-valued function, derivable and increasing (decreasing) respect to the first (last) m (n − m) variables, built up from the firstorder Taylor polynomial expansion from the 1-cut to any -cut. It can be demonstrated that in Equation (5)B ≈ (B, l B , r B ) where, naming the vector that comprises the centers ofÃ j , j = 1, 2, … , n,
Arithmetic operations between real numbers can be extended to FNs by using the appropriate real-valued function. Since this work uses TFNs, when this function is linear the result of the arithmetic operation will also be a TFN. Otherwise, the result will be approximated by using Equation (6) . So, it is obtained:
• Scalar multiplication:
• Product of two positive TFNs (i.e., their supports are contained within ℜ + ):
• Division of two positive TFNs:
• Exponential function:
• Logarithmic function:
FR Model with Asymmetric Coefficients
This paper uses the FR model of [21] that combines the least squares method with the minimum fuzziness principle in [22] . This type of FR method has been used in financial and actuarial applications like fitting options volatility smile [25, 26] or calculating claim reserves [27] . In the actuarial field, a wide survey of FR models can be found in [28] .
Let us suppose that for the j-th observation of the sample, j = 0, 1, . . ., n, the pair of the dependent variable (that may be a FN) and the independent variables (that we suppose crisp) is
, where
Likewise, we suppose a linear relationship and also that the coefficients of the linear function are
and then
The final objective is obtaining the estimates ofã i =
. Following [21] , we implement the following steps:
Step 1. By taking the centers of the dependent variable, y j , j = 0, 1, … , n, we fit the centers of the fuzzy coefficientsã * i , a i , i = 0, 1, … m, by using OLS on the expression y j = a 0 + ∑ m i=1 a i x i,j . In such a way, we obtain the estimates (
. To solve this step we can use Equations (3a-3c).
Step 2. We fit the spreads of parameters applying the minimum fuzziness criterion in [22] . So, spread estimates must minimize the uncertainty of the estimated outputs and simultaneously these estimated outputs have to contain the real observations, with a membership level of at least . If we symbolize the estimates of the spreads as l * a i and r * a i i = 0, 1, … m, the estimated output forỹ j will
Considering, as in [22] And accomplish the constraints
[29] proposed a rule to choose when the observations on inputs are crisp. must reach a compromise between containing observed outputs inỹ * j reasonably well but, likewise,ỹ * j must be narrow enough in order to be a useful prediction.
If we name asỹ
the estimate of the jth observation of the dependent variable at a given , we can define the credibility level c j as
Thus, the credibility for the entire sample c is c = ∑
. [29] showed that maximizing c is equivalent to solve the following quadratic linear programming problem
being the solution of this problem
Therefore, the process that we follow to fit the fuzzy coefficients consists in implementing Step 2 for = 0. Once the spreads l * 0 a i and r * 0 a i , i = 0, 1, … , m, have been obtained, the optimal value of , ′ , will be calculated by using the expression Equation (8) . Following [30] , the final value of l * a i and r * a i
FUZZY-RANDOM APPROACH OF THE LC MODEL
Fuzzy-Random Fitting of the LC Model
Our fuzzy-random approach of the LC model considers two different sources of uncertainty:
1. It is supposed that historical influences of each specific age are due to fuzziness in the model structure. As a consequence, both, the coefficient that describes the average age-specific pattern of mortality and the coefficient which reflects the variation in the central death across time, turn into FNs and
2. The mortality index k t follows an ARIMA stochastic process, that is, k t is an outcome of a RV k t .
Under these assumptions, once the average pattern of mortality,ã x , and the decline in mortality,b x , have been estimated we can obtain for an outcome of the RV k t , k t , the central rate of mortality (and its logarithm) as
In order to fit the estimatesã *
, and k
Step 1. By taking the centers of ln (m
, t = 0, 1, … , T and x = 0, 1, … , , we fit the centers ofã * x andb * x and the outcomes of the RVs k t , k * t , as we described in Section 2. In this step, it is necessary to point out that the observed values of the central rate of mortality (and its logarithms) in which we will base our work are crisp. So, ln (m
Step by solving the linear problem Equation (7) for = 0, that is,
Let us remark that the constraints b * x -l b x ≥ 0 and b * x + r b x < 0, ensure that the estimate of the center ofb x ,b * x , will have clearly defined its sign. It will make easier to fit fuzzy-probabilistic confidence intervals for out-of-sample predictions.
Step 3. We obtain the optimal value ′ from Equation (8 
where ln
and, consequently,m *
. Using the results in Section 3.1.,m * x,t can be approximated by a TFÑ
Forecasting with the Fuzzy-Random LC Model
To forecast future central mortality rates and related variables, it is necessary projecting the values of the index k t . In our approach, these values are the outcomes of the RVs k t for each year t > T that actuarial literature commonly fits by an ARIMA(p, 1, q) on the data set {k * t } , t ≤ T. Subsequently, these projections must be combined with Equations (10a-10d) and (11).
[31] developed a framework for predictions that mixes conventional regression and fuzzy parameters. Following those developments, the predicted values of k t , t > T, that may be point values or statistical confidence intervals with a linked significance level, will allow obtaining predictions for the central rate of mortality. The values for the central rates of mortality that we obtain from a point prediction of k t are FNs given the fuzziness ofã x andb x . If we use a probabilistic confidence interval of k t , the prediction of the central rate of mortality is a fuzzy-probabilistic confidence interval, that is, a probabilistic interval whose lower and upper bounds are FNs.
We can use three different estimates for k t , t > T, and so, forecasted central rates of mortality change:
• If we use the mathematical expectation, E * (k t ), the mathematical expectation of the logarithm of the central rate of mortality, ln (m
, and
that can be calculated with Equations. (10a-10d). So, the central rate of mortality obtained from
which can be approximated by a TFN using Equation (11).
• If we estimate k t by its -percentile, k * , t , the fuzzy forecast of the logarithm of the central rate of mortality, ln(m x,t ), is denoted by ln
And it can be implemented with Equations (10a-10d). The central rate of mortality obtained from k * , t ,m * ,
and this FN can also be approximated with Equation (11) . Of course, with this procedure, we maintain the fuzzy uncertainty ofã * x andb * x but the probabilistic uncertainty of k t is reduced to a point estimation.
• If we take for k t its probabilistic 1 -confidence interval,
, following [31] , the 1-confidence interval prediction for ln (m
x,t -is a fuzzy-probabilistic confidence interval.
•
, whereas the upper bound of ⏞⎴ ⎴⏞⎴ ⎴⏞ ln
) .
and the upper bound of ⏞⎴ ⎴⏞⎴ ⎴⏞ ln
In both cases, we have to apply Equations (13a-13b).
To calculate the bounds of the fuzzy-probabilistic confidence inter-
as we do in Equation (13c).
Let us remark that [1] did not take into account the uncertainty of a x and b x but only that from k t . In our model, it is the particular case whereã x andb x have null spreads and the expressions of the fuzzy-probabilistic 1-confidence intervals of the logarithm of the central rate of mortality turn into conventional confidence intervals
An Empirical Application of the Fuzzy-Random LC Model: The Case of Spanish Male Population
We apply our extension of the LC model to Spanish male population within the period 1970-2000 and we test its out-of-sample performance during 2001-2012. Central mortality rates have been collected from the "Human Mortality Database, " [32] (http://www.mortality.org). Ages are grouped in 5-year intervals, except for ages less than 1 year, for ages from 1 to 5 years, and for ages greater or equal to 110 years. The values of the estimates a *
x andb * x are in Table 1 , whereas the estimates of the behavior of k t are in Figure 1 . The unit root test [33] on {k * t } t=1970,1971, … , 2000 , suggests that it is I (1). We cannot reject the null hypothesis of one unit root on the level (the Students' t is −0.202) but we reject that null hypothesis on the first difference because the Students' t is −7.563.
In Table 2 , Ljung and Box Q-statistic suggests that a pure random walk for the first difference is acceptable. So, we model k t as Δk * t = -0.375 + * t , where the estimate for the standard deviation of * t is 0.68. Figure 2 represents the evolution that we predict for k t for years 2001-2012 which has been elaborated by using the bootstrapping procedure for ARIMA time series described in [34] .
We now check the capability of our extension of the LC model to fit the central rate of mortality, m x,t, into the sample used to adjust the coefficients, t = 1970, 1971, … , 2000 but also its performance in out-of-sample predictions at t = 2001, 2001, … , 2012. We measure this capability with the membership level that the actual central mortality rate m x,t has in its fuzzy estimatem * 
, where the central rate of mortality has been forecasted by using E * (k t ), and so, with Equations (12a-12b). is at least 0.4. Therefore, it can be said that the capability of the model to fit the central mortality rates in the sample as well as to extrapolate them for a period of more than 10 years is reasonably good. , the TFNs (0.00168, 0.00051, 0.00075) and (0.00184, 0.00055, 0.00100), respectively, that is, the real central mortality rate in the year 2010 is contained, with a probability of 90%, between approximately 0.00168, in the most optimistic scenario, and approximately 0.00184, in the most pessimistic scenario. If we were using the basic LC model, which only takes into account the uncertainty related to the index k t , the results would not be FNs but the real numbers 0.00176 for the mathematical expectation and [0.00168, 0.00184], for its 90% confidence interval. . Such important age group is not well predicted when 
FORECASTING LIFE EXPECTANCY WITH THE FUZZY-RANDOM LC MODEL
Calculating Life Expectancy from Fuzzy Estimates of Central Mortality Rates
We now compute probabilities of death or survival and life expectancies after calculating estimates of central mortality rates. Let us denote the width of the age group as n x years.
To obtain the probability that a person in the age group x, at calendar year t, does not reach the following age group, n x q x,t , we have to take into account that it is a function of m x,t .
where x,t ∈ [0, 1] is the average fraction of the n x -year period lived by those who died in that period and we will suppose that this coefficient is fixed beforehand. Given that
by considering Equation (15) with a significance level of 10%, 5%, and 1%, respectively.
It may be useful to obtain a triangular approximation for n xq *
In order to obtain the support of n xq * x,t , we have to take into account that it is a probability and so, its support must be within the interval
and
To determine the probability that a person in the age group x, at calendar year t, reaches the following age group, n x p x,t , from the crisp relationship n x p x,t = 1-n x q x,t , under fuzziness we state n xp x,t = 1 -n xq x,t where
The life expectancy of a person in the age group x, at calendar year t, e x,t can be calculated with the expression
Since e x,t n i
it turns out that e x,t is a decreasing function of n i q i,t (and so, of its linked central mortality rate).
By evaluating Equation (17) with n iq * i,t , we will obtain a fuzzy estimate for e x,t ,ẽ * x,t . Moreover, it is straightforward to see that its -cuts, e * x,t , are
, r e * x,t ) , can be obtained by using Equation (6) e *
Of course, if in Equations (18a-18c) we take as a prediction of the index k t its mathematical expectation, k * t = E * (k t ), we will obtain a fuzzy estimate of life expectation that we symbolize asẼ * (ẽ * x,t ) .
If the prediction of the mortality trend comes from its proba-
, we can built up a fuzzy-probabilistic confidence interval of the life expectancy ⏞ e * ,
x,t , e * ,1-2
]. In the common case where the sensitivity of the central rate of mortality respect to changes in the index k t is strictly positive, that is,b *
will determine e * ,1-2
, whereas k * ,1-2 t will define the lower life expectancy e * , 2
x,t . Tables 5 and 6 . Concretely, we take the estimates calculated in Tables 5 and 6 . We can check that e [0,1),t is fitted quite accurately 
Predicting Life Expectancies of Spanish Male Population in 2001-2012
EMPIRICAL ASSESSMENT OF THE FUZZY-RANDOM LC MODEL IN EIGHT WESTERN EUROPEAN COUNTRIES 1
Methodological Considerations
In this section we make a comparative assessment on the prediction capability of our proposed fuzzy-random extension of the LC model (FRLC) with both the basic LC (BLC) in [1] We assess two aspects regarding the fitting quality of the models: Item 1. We measure and compare models' performance to make point predictions on central mortality rates and life expectancies. This is made by using the conventional error measures: root mean squared error (RMSE), normalized mean squared error (NMSE), and mean absolut error (MAE). We consider these point predictions: the expectation for BLC, the core of the fuzzy expectation for FRLC and, finally, the core of the fuzzy prediction for FKSLC. In this second item, we measure the accuracy of a method as the rate of right predictions on m x,t or e x,t through confidence intervals estimates provided by the methods.
In this regard, let us make the following remarks:
• BLC only considers random uncertainty of k t . So, after establishing a significance level , that in our numerical assessment will be 10%, BLC predicts life variables as a 1 -confidence interval like in Equation (14) .
• FRLC estimates the lower and upper bounds of the 1 -confidence interval by means of two TFNs. To obtain standard confidence interval predictions, we transform these estimates into a conventional confidence interval that comes from the convex hull, C (⋅), of the expected intervals Equation (4b) corresponding to 2 and 1 -2 percentiles of fuzzy predictions (5% and 95% in our numerical application). So, for m x,t , the 1 -confidence interval prediction is • FKSLC directly predicts mortality variables as FNs. The expected interval of the FN obtained from this method is taken as its confidence interval.
The analysis of both questions is developed in two levels:
(a) In each population, we independently assess the predictive capability of each method. For a given population we must predict 24 variables for each of the 12 years that testing period 2001-2012 comprises. In each year we find the mean value of the accuracy measures and so, for each population, we have 12 available mean values of accuracy (one per year). The results that we find in this case are exclusive to the population studied.
(b) We will use the mean results of the accuracy predictions within the whole period 2001-2012 of all populations to make an inter-population assessment. It may lead to extract more general conclusions about the method performance. In this case, we will work with a sample of 16 different goodness of fit measures.
Following [37] and [38] , an adequate nonparametrical test to carry out this kind of analysis is the Friedman rank test (Friedman 2 and Iman-Davenport F statistics) that may be completed by the pairwise comparisons that allow using Friedman ranks (Z-score). Likewise, given that FRLC and FKSLC are extensions of BLC, we will implement the multiple sign test described in [37] where the control technique is BLC.
Comparison of BLC, FRLC, and FKSLC for Each Population
We now show the adequacy of the three LC methods evaluated in 16 populations. We present in a more detailed way the results corresponding to Spanish male population (Tables 8a-8d) and a summary table for all the analyzed countries (Tables 9a-9e) .
Regarding Item 1, we can check in Tables 8a and 8b that for Spanish male population, BLC/FRLC point predictions of m x,t and e x,t are, generally, more accurate than those by FKSLC and this best adjustment has a consistent statistical significance. Furthermore, Table 9a shows that in the studied populations, as in the case of Spanish men, point predictions of m x,t from BLC/FRLC are normally better than those from FKSLC and this fact has also statistical significance. We can appreciate three exceptions: Belgian male population, where FKSLC beats BLC/FRLC with a consistent statistical level and United Kingdom and Netherlands female populations where we do not appreciate any significant better method. Table 9c shows that in the prediction of e x,t , it is less clear that BLC/FRLC predictions are better than those by FKSLC. BLC/FRLC beats FKSLC with a clear statistical significance in eight populations but in five populations FKSLC works clearly better. Likewise, in three populations the possible superior performance of a given method has no statistical significance. (3) "*, " "**, " and "***" stand for the rejection of the null hypothesis with a significance level of 10%, 5%, and 1%, respectively. (3) "*, " "**, " and "***" stand for the rejection of the null hypothesis with a significance level of 10%, 5%, and 1%, respectively.
Table 8c
Mean proportion of successful predictions on central mortality rates of BLC, FRLC, and FKSLC with confidence intervals (Item 2). (2) "*, " "**, " and "***" stand for the rejection of the null hypothesis with a significance level of 10%, 5%, and 1%, respectively. (3) (a) indicates standard p-value and (b) and (c) Nemenyi and Holm p-value corrections for multiple pairwise comparisons. (4) "+" indicates that the evaluated method outperforms the control method with at least at 10% significance level, whereas "−" indicates that the evaluated method underperforms the control method with at least at 10% significance level.
Proportion of Successful Predictions Test Results
Year
Table 8d
Mean proportion of successful predictions on life expectancies of BLC, FRLC, and FKSLC with confidence intervals (Item 2). (4) "+" indicates that the evaluated method outperforms the control method with at least at 10% significance level, whereas "−" indicates that the evaluated method underperforms the control method with at least at 10% significance level.
Proportion of Successful Predictions Test Results
Year
In regards to Item 2, in Spanish male population, we can check in Tables 8c and 8d that Friedman rank test rejects the homogeneity in the accuracy of the predictions over analyzed life variables by the three assessed methods. Pairwise comparisons lead us to conclude that FRLC makes better interval predictions than BLC and FKSLC. However, despite the fact that we can detect that BLC beats FKSLC, this superior performance has no statistical significance.
In this sense, multiple sign test shows that our method clearly beats the control method and, on the other hand, the control method seems to be superior to FKSLC but without statistical significance. Tables 9c-9d show that those facts are common to all studied populations. So, Friedman 2 and Iman-Davenport statistics always reject the homogeneity of the prediction capability by the three methods. This fact applies for m x,t and Table 9e show that our method improves significantly BLC (the control method), whereas this clearly does not follow with FKSLC method.
A Global Comparison of BLC, FRLC, and FKSLC
In this section we show the results of testing BLC, FRLC, and FKSLC from a sample composed by the mean values of accuracy prediction measures within 2001-2012 of the 16 populations considered in this paper. They are summarized in Tables 10a-10d . Table 10a shows that BLC and FRLC have greater accuracy than FKSLC method and it is significant. From Table 10b we can also indicate that point predictions on life expectancy by BLC/FRLC are more accurate than those by FKSLC but this better performance has not enough statistical significance. Tables 10c and 10d reveal that Friedman rank test undoubtedly rejects that the three evaluated methods provide interval confidence predictions with homogenous accuracy. Likewise, we can observe in these tables that from the interval confidence prediction perspective, our method improves BLC and FKSLC. Also, that BLC provides better predictions than FKSLC. In this sense, multiple sign tests reveal that whereas FRLC improves BLC significantly, FKSLC performs poorer than the control method.
CONCLUSIONS AND FURTHER EXTENSIONS
This paper proposes a fuzzy-random approach of the LC model. A fuzzy version of the LC model was firstly proposed by [14] , who considered two different formulations. In the first one, which was refined in the works [15, 16] , the authors introduced fuzziness in all the parameters of the model by using TFNs. Nevertheless, the model developed in this paper assumes, as it was done in the seminal paper [1] and its subsequent extensions, that the trend of mortality across time is captured with an ARIMA model.
This fuzzy-random approach of the LC model can also be used to derivate variables linked to central mortality rates as probabilities of death or survival and life expectancies. From these vari- indicates that the evaluated method outperforms the control method with at least at 10% significance level, whereas "−" indicates that the evaluated method underperforms the control method with at least at 10% significance level.
Proportion of Successful Predictions Test Results
BLC FRLC FKSLC
ables, it is possible to price life annuities or insurance contracts. It can be done by using directly fitted fuzzy probabilities, as in the framework exposed in [39] or, alternatively, by reducing these fuzzy probabilities to a crisp value with the use of a defuzzifiying method.
When applying this new model to Spanish male population within the period 1970-2012, it is found that the model is satisfactory when it comes to its capability of fitting outcomes in the estimation sample and forecasting central mortality rates over a time horizon of more than 10 years (2001-2012).
Moreover, we have made a comparative assessment of our fuzzyrandom methodology with seminal LC method [1] and fuzzy version of LC [14] and we have checked that, from interval confidence prediction perspective, our proposed methodology improves the models of these papers.
