Introduction
1. The present note was suggested by recent work of H. Davenport, [3] ,t S. Bochner and B. Jessen, [2] , and A. Wintner and B. Jessen, [6] . Davenport established the existence of asymptotic distribution functions for a certain class of arithmetical functions by an extension of a method previously used by the author, [8] , [9] , in a similar investigation. This method was based on the consideration of the moments of the distribution functions. In questions of asymptotic distribution, however, Bochner and Jessen have shown the great advantage of dealing directly with the Fourier transforms of the distribution functions. This advantage becomes again apparent if the method of Fourier transforms, whose adaptation to sequences is fully developed in §1, is applied to Davenport's problem. This is precisely what we shall do in §11; the result thus obtained (Theorem 1) insures the existence of the asymptotic distribution function for a very large class of (positive and multiplicative) arithmetical functions. It includes Davenport's and the author's previous results and yields readily (by suitable specializations of the arithmetical function involved) the frequencies of certain classes of integers investigated by W. Feller and E. Tornier, [4] , in an entirely different way.
The connection with the work of Wintner and Jessen, [6] , is as follows. The distribution function u(x) =x(e") of Theorem 1 is a special example of the infinite convolutions of purely discontinuous distribution functions investigated by these authors. They have shown ([6] , Theorem 35) that such infinite convolutions can be only either purely discontinuous or else everywhere continuous, and in the latter case either singular functions or else absolutely continuous functions. These general results apply immediately to our special situation, but new and probably difficult problems arise which may be mentioned here. Theorem 1 gives simple sufficient conditions to insure continuity or discontinuity of u(x) ; the problem of finding similar necessary and sufficient conditions for continuity remains unsolved. The more delicate problem of deciding whether a continuous <a(x) is singular or absolutely n-»w myèn
In case this limit does not exist then the upper limit of the same expression is the upper frequency F {C} and the lower limit is the lower frequency F {C} of the class C. A function u(x) defined for -oo <x< oo, which is monotonie with co(-oo) =0, co(oo) = 1, is called a distribution function (d.i.). A real sequence Xi, x2, x3, ■ ■ ■ is said to have an asymptotic distribution function (abbreviated: a.d.f.) u(x) if for every point of continuity x = % of u(x) we have
In this relation F {xn ^ £} means the frequency of the class of integers n for which xn ^ £. For example we have so called equi-distribution* in the interval (0, 1) if the above definition holds with «(#) = 0 for x < 0, = x for 0 g x g 1, = 1 for x>l.
Let N(k, ^x)n denote the number of those elements among the first n elements of the sequence {x,} which are ^ x. With our sequence we may connect a sequence of distribution functions (step functions)
A comparison with our previous definition shows that the d.f. coix) is the a.d.f. of our sequence {xn} if and only if the relation (7) /
As an immediate consequence of the unique factorization of integers into powers of primes, a multiplicative function is completely defined by prescribing arbitrarily the values of fip") for all primes p and integers a^l. In describing such functions we therefore need to consider only the fip").
Our f In fact Levy, [7] , p. 197, in deriving (2) from (6), assumes that (6) holds uniformly in every finite ¿-interval. That this additional assumption is not necessary was shown by Bochner, [l ], p. 72, Theorem 21. Bochner's statement proves that we can add suitable constants to our functions an(x) so as to make them tend essentially to u(x), i.e., there is a sequence of constants c" and a sequence of functions tn(x) such that ü)»W + c" = u(x) + <pn(x) and lim \j/n(,x) = 0 »-»00 at every point of continuity of w(x). From cn=a{x) -an(x)+*p"(x) we derive for every point of continuity of u(x) the inequalities w(x) -la u(x) -lim sup üi"(x) á lim inf c" g lim sup c" á u(x) -lim inf w"(x) iS a(x) ; allowing here *-> °° and x-» -oo, we derive the result lim inf c" = lim sup cn = 0, hence (2) holds. For our particular purpose (Theorem 1) Levy's restricted statement would suffice, for without more trouble we can prove that (16) (the analogue of (4)) holds uniformly in every finite ¿-interval. /oo eitzdwix) for all real /, (8) 21 -\\loëf(P)\\ converges, P P where, as a matter of notation, \\x\\ =min (1, \x\). Then fin) has the following properties :
1. The sequence w"=/(«) has an asymptotic distribution function x(w) with
the infinite product being absolutely and uniformly convergent in every finite tinterval.
2. The set of points of increase of the distribution function x(u) ¿s identical with the sequence of points un =/(«) together with the limit points of this sequence.
3. The distribution function x(«) is purely discontinuous if the series If the origin 0 belongs to all 5(<r"), then S(ui) cS(u2) cS(u3) c •• • in virtue of (18), and now S(u) is identical with the closure of the ordinary limit of S(un), i.e., a point belongs to S(u) if it belongs to some S(un) or else is a limit of such points. Formula (9) This result, however, leads to a contradiction, for ^«(x+X,,), summed over all different X" (with n large), is on one hand ál, on the other hand it is >(c/2)22(pn1 -pr2), and this last series diverges by our assumptions (11) and (12) where qx,---,qm are different primes, have this property. § Since the f(p) are all different, the distribution functions are continuous. We can therefore conclude that the frequency F{a(n)>kn} of ¿-abundant numbers]| is continuous and strictly decreasing for increasing k ^ 1. * The conditions (11), (12), and the above proof of their sufficiency are due to Dr. Jessen. My original conditions were more stringent, t Schoenberg [8] . X Davenport [3] .
§See [8] , p. 194. || Davenport [3] 11. The derivation of (28) was essentially based on the fact that the sequence |log/(w)} defined by (26) has an a.d.f. u(x) with the transform (27). It is of some interest to point out that this result may be derived by means of elementary properties of trigonometric polynomials only, without reference to Stielt jes integrals or the more refined theorems used in §1. To discuss a somewhat more general situation than (26) let us assume (a) that the series (10) converges, (b) that the sequence {Xm} of the different values of the elements of the sequence {log f(n)} has + oo as its only limiting point, in which case by renumbering the Xm we may assume Xi<X2<X3< • • • <Xm-»oo.
We know that (10) implies that Lit) is an almost periodic function with a Fourier expansion of the type OO / 00 \ (29) Lit) = E^-«i,x" M^O, E¿«= 1).
Another immediate consequence of (10) Hence T7{X} =0 and the formula (31) is again valid.
Obviously our last two examples are also particular cases of the elementary scheme discussed above.
