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Abstract
We introduce a new graphical bilinear bandit prob-
lem where a learner (or a central entity) allocates
arms to the nodes of a graph and observes for
each edge a noisy bilinear reward representing the
interaction between the two end nodes. We study
the best arm identification problem in which the
learner wants to find the graph allocation maxi-
mizing the sum of the bilinear rewards. By ef-
ficiently exploiting the geometry of this bandit
problem, we propose a decentralized allocation
strategy based on random sampling with theo-
retical guarantees. In particular, we characterize
the influence of the graph structure (e.g. star,
complete or circle) on the convergence rate and
propose empirical experiments that confirm this
dependency.
1. Introduction
In many multi-agent systems the contribution of an agent to
a common team objective is impacted by the behavior of the
other agents. The agents must coordinate (or be coordinated)
to achieve the best team performance. Consider, for instance,
the problem of configuring antennas of a wireless cellular
network to obtain the best signal quality over the whole
network (Siomina et al., 2006). The signal quality of the
region covered by a given antenna might be degraded by the
behavior of its neighboring antennas due to an increase of
interferences or bad user handovers. Another example is
the adjustment of the turbine blades of a wind farm where
the best adjustment for one turbine may generate turbulence
for its neighboring turbines and thus be suboptimal for the
global wind farm objective (Bargiacchi et al., 2018).
These real-life problems can be viewed as instances of a
stochastic multi-agent multi-armed bandit problem (Rob-
bins, 1952; Bargiacchi et al., 2018) where a learner (or a cen-
tral entity) sequentially pulls a joint arm, one arm for each
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agent (e.g., all the configuration parameters of the antennas),
and receives an associated global noisy reward (e.g., the
signal quality over the whole network). The goal of the
learner can either be to maximize the accumulated reward,
implying a trade-off between exploration and exploitation,
or to find the joint arm maximizing the reward, known as
pure exploration or best arm identification (Bubeck et al.,
2009; Audibert and Bubeck, 2010).
In this paper we focus on the best arm identification problem
in a multi-agent system for which we assume the knowledge
of a coordination graph G = (V,E) representing the agent
interactions (Guestrin et al., 2002).
At each round t, a learner
1. chooses for each node i ∈ V an arm x(i)t in an finite
arm set X ⊂ Rd,










Here, we denote by M? ∈ Rd×d the unknown parame-
ter matrix, and η(i,j)t a zero-mean σ-sub-Gaussian random
variable for all edges (i, j) ∈ E and round t.
The goal of the central entity is to find, within a minimum
number of rounds, the joint arm (x(1)? , . . . , x
(|V |)
? ) such that








The reward r(i,j)t reflects the quality of the interaction be-
tween the neighboring nodes i and j when pulling respec-
tively the arm x(i)t and x
(j)
t at time t. For instance, when con-
figuring handover parameters of a wireless network, r(i,j)t
can be any criterion assessing the handover quality between
antenna i and antenna j, the parameters selected by each
antenna both impacting this quantity. The bilinear setting
appears as a natural extension of the commonly studied
linear setting to model the interaction between two agents.
Furthermore, instead of a global reward being a sum of in-
dependent linear agent rewards, the global reward is now
the result of the interactions between neighboring agents.
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vec (M?) + η
(i,j)
t , (1)
where for any matrix A ∈ Rd×d, vec (A) denotes the vector
in Rd2 which is the concatenation of all the columns of A.
Since the unknown parameter M? is common to all
the edges (i, j) of the graph, the expected global re-












the best arm identification problem in the described graphi-
cal bilinear bandit boils down to solving the same problem
in a global linear bandit. Although this trick allows to use
classical algorithms in linear bandits, the number of joint
arms is growing exponentially with the number of nodes,
making such methods impractical.
Another possible way to address this problem based on
equation (1) is to consider one linear bandit per edge, with
constraints between edges. For more clarity, let us define
the arm set Z = {vec (xx′>) | (x, x′) ∈ X 2}, and let us
refer to any z ∈ Z as an edge-arm and to any x ∈ X as
an node-arm. At each round t, the learner chooses for each
edge (i, j) an edge-arm in Z with the constraint that for any
pair of edges (i, j) and (i, k), if the edge-arm vec (xx′>) is
assigned to the edge (i, j) and the edge-arm vec (x′′x′′′>)
is assigned to the edge (i, k), then it must be that x = x′′.
Given this constraint, how do we choose the appropriate
sequence of edge-arms in order to build a good estimate
of vec (M?)? Moreover, assuming we have built such a
good estimator, is there a tractable algorithm to identify the
best joint arm, or at least to find a joint arm yielding a high
expected reward? In this paper, we answer these questions
and provide algorithms and theoretical guarantees.
We show that even with a perfect estimator vec (M̂) =
vec (M?), identifying the best joint arm is NP-Hard. To
address this issue, we design a polynomial time twofold
algorithm. Given vec (M̂), it first identifies the best edge-
arm z? ∈ Z maximizing 〈z?, vec (M̂)〉. Then, it allocates
z? to a carefully chosen subset of edges. We show that this
yields a good approximation ratio in Section 4.
To build our estimator vec (M̂), we rely on the G-Allocation
strategy, as in Soare et al. (2014). We show that there exists
a sampling procedure over the node-arms such that the asso-
ciated edge-arms follow the optimal G-allocation strategy
developed in the linear bandit literature. This procedure
allows us to avoid the difficulty of having to satisfy the
edge-arm constraints explicitly. Furthermore, we analyze
the sample complexity of this method. This is detailed in
Section 5.
In addition, we highlight the impact of the graph structure
in Section 6 and provide the explicit repercussion on the
convergence rate of the algorithm for different types: star,
complete, circle and matching graphs. In particular, we
show that for favorable graph structures (e.g. circles), our
convergence rate matches that of standard linear bandits.
Finally, Section 7 evidences the theoretical findings on nu-
merical experiments.
2. Related Work
Best arm identification in linear bandits. There exists a
vast literature on the problem of best arm identification in
linear bandits (Soare et al., 2014; Xu et al., 2018; Degenne
et al., 2020; Kazerouni and Wein, 2019; Zaki et al., 2020;
Jedra and Proutiere, 2020), would it be by using greedy
strategies (Soare et al., 2014), rounding procedures (Fiez
et al., 2019) or random sampling (Tao et al., 2018). Al-
though our problem can be formulated as a linear bandit
problem, none of the existing methods would scale-up with
the number of agents. Nevertheless, we will be relying on
classical techniques, and more specifically those developed
in Soare et al. (2014).
Bilinear bandits. Bandits with bilinear rewards have been
studied in Jun et al. (2019). The authors derived a no-regret
algorithm based on Optimism in the Face of Uncertainty
Linear bandit (OFUL) (Abbasi-Yadkori et al., 2011), using
the fact that a bilinear reward can be expressed as a linear
reward in higher dimension. Our work extends their setting
by considering a set of dependent bilinear bandits. Besides,
the goal here is to find the best arm rather than minimizing
the regret.
Bandits and graphs. Graphs are often used to bring
structure to a bandit problem. In Valko et al. (2014) and
Mannor and Shamir (2011), the arms are the nodes of a
graph and pulling an arm gives information on the rewards
of the neighboring arms. The reader can also refer to Valko
(2020) for an account on such problems. In Cesa-Bianchi
et al. (2013) each node is an instance of a linear bandit and
the neighboring nodes are assumed to have similar unknown
regression coefficients. The main difference with our setting
is that the rewards of the nodes are independent.
Combinatorial and multi-agent bandits. Allocating
arms to each node of a graph to then observe a global re-
ward is a combinatorial bandit problem (Cesa-Bianchi and
Lugosi, 2012), the number of joint arms scaling exponen-
tially with the number of nodes. This has been extensively
studied both in the regret-based (Chen et al., 2013; Perrault
et al., 2020) and the pure exploration context (Chen et al.,
2014; Cao and Krishnamurthy, 2019; Jourdan et al., 2021;
Du et al., 2020). Our problem is closer to the one presented
in Amin et al. (2011) and Bargiacchi et al. (2018), where
several agents want to maximize a global team reward that
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can be decomposed into a sum of observable local rewards
as in a semi-bandit game (Audibert et al., 2011; Chen et al.,
2013). However, we study a more structured context as we
assume observable bilinear rewards for each edge of the
graph. Furthermore, note that our problem can be solved by
the algorithm presented in Du et al. (2020) with a sample
complexity increasing in the number of nodes. On the con-
trary, we propose in this paper an algorithm with a sample
complexity decreasing in the number of nodes exploiting the
structure of the bilinear reward and the graph. Finally, most
of the algorithms developed for combinatorial bandits as-
sume the availability of an oracle to solve the combinatorial
optimization problem returning the arm to play or the final
best arm recommendation. We make no such assumption.
3. Preliminaries and Notations
Let G = (V,E) be a directed graph with V the set of nodes,
E the set of edges where we assume that if (i, j) ∈ E
then (j, i) ∈ E, and N (i) the set containing the neighbors
of a node i ∈ V . We denote by n = |V | the number
of nodes and m = |E| the number of edges. We define
the graphical bilinear bandit on the graph G as the setting









∈ Xn, also called graph allocation or
simply allocation when it is clear from the context, and then
receives a bilinear reward r(i,j)t for each edge (i, j) ∈ E. At
each round, the joint arm can be constructed simultaneously
or sequentially, however all the bilinear rewards are only
revealed after the joint arm has been pulled.
We denote K = |X | the number of node-arms and it is
assumed that X spans Rd. For each round t of the learning
procedure and each node i ∈ V , x(i)t ∈ X represents the
node-arm allocated to the node i ∈ V . For each edge




t ) ∈ Z the
associated chosen edge-arm.
The goal is to derive an algorithm that minimizes the number
of pulled joint arms required to find the one maximizing the
sum of the associated expected bilinear rewards, for a given
confidence level. For the sake of simplicity, we assume that
the unknown parameter matrix M? in the bilinear reward is
symmetric. We provide an analysis of the non-symmetric
case in Appendix E.
For any finite set X , SX , {λ ∈ [0, 1]|X|,
∑
x∈X λx = 1}
denotes the simplex in R|X|. For any vector x ∈ Rd,
‖x‖ will denote the `2-norm of x. For any square ma-
trix A ∈ Rd×d, we denote by ‖A‖, supx:‖x‖=1‖Ax‖
the spectral norm of A. Finally, for any vector x ∈ Rd and




4. An NP-Hard Problem
In this section, we address the problem of finding the best
joint arm given M? or a good estimator M̂. If the best
edge-arm z? is composed of a single node-arm x?, that is
z? = vec (x?x
>
? ), then finding the best joint arm is trivial
and the solution is to assign x? to all nodes. Conversely,
if z? is composed of two distinct node-arms (x?, x′?), the
problem is harder.
The following theorem states that, even with the knowledge
of the true parameter M?, identifying the best join-arm is
NP-Hard with respect to the number of nodes n.
Theorem 4.1. Consider a given matrix M? ∈ Rd×d and a
finite arm setX ⊂ Rd. Unless P=NP, there is no polynomial







The proof of this theorem is in Appendix A and relies on a re-
duction to the Max-Cut problem. Hence, no matter which es-
timate M̂ of M? one can build, the learner is not guaranteed








maximizing the expected global reward. However, one can
notice that, given the matrix M? or even a good enough es-
timate M̂, identifying the edge-arm z? = vec (x?x′>? ) ∈ Z
that maximizes the reward z>? vec (M?) requires only K
2
reward estimations (we simply estimate all the linear reward
associated to each edge-arm in Z). Thus, instead of looking
for the best joint arm explicitely, we will first identify the
best edge-arm z?, and then allocate z? to the largest number
of edges in the graph. We will also show that this approach
gives a guarantee on its associated global reward.
Let us consider the graph allocation that places the maxi-
mum number of edge-arms z? in G. It is easy to show that
the subgraph containing only the edges where z? has been
pulled is the largest bipartite subgraph included in G. Recall
that a graph G′ = (V ′, E′) is a bipartite if and only if one
can partition the node set V ′ = (V ′1 , V
′
2) such that
(i, j) ∈ E′ ⇒ (i, j) ∈ V ′1 × V ′2 or (j, i) ∈ V ′1 × V ′2 .
Notice, that if G′ is the largest bipartite subgraph in G, the
number of edges in E′ is the maximal number of edge-arms
z? that can be allocated with a single graph allocation.
Hence, finding the joint arm with the largest number of
edge-arms z? allocated in the graph is equivalent to finding
the largest bipartite subgraph G′ = (V ′, E′) in G. Once that
subgraph is determined, we just need to allocate to all the
nodes in V ′1 the node-arm x? and to all the nodes of V
′
2 the
node-arm x′? (which is equivalent to allocating to all the
edges in E′ the edge-arm z?).
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Furthermore, we know that every m-edge graph contains
a bipartite subgraph of at least m/2 edges (Erdos, 1975).
Therefore, we propose Algorithm 1 which iteratively con-
structs a bipartite subgraph and allocates the nodes accord-
ingly to create at least m/2 edge-arms z?.
Algorithm 1 Bipartite graph algorithm for Best Arm Identi-
fication in Graphical Bilinear Bandits
Input :G = (V,E), X , M
Find (x?, x′?) ∈ arg max(x,x′)∈X 2 x>M x′
Set V1 = ∅, V2 = ∅
for i in V do
Set n1 the number of neighbors of i in V1
Set n2 the number of neighbors of i in V2
if n1 > n2 then
x(i) = x′?
V2 ← V2 ∪ {i}
else
x(i) = x?





x(1), . . . , x(n)
)
The following result gives the guarantee on the global re-
ward associated to the joint arm returned by Algorithm 1.
We refer the reader to Appendix A for the proof.
Theorem 4.2. Let us consider the graph G = (V,E), a
finite arm set X ⊂ Rd and the matrix M? given as in-





(j) associated to the returned allo-
cation x =
(








where r? and rmin are respectively the highest and lowest
global reward one can obtain with the appropriate joint arm.
Finally, the complexity of the algorithm is in O(K2 + n).
This type of approximation result is sometimes referred to
as differential approximation or z-approximation, and is
often viewed as a more subtle analysis than standard approx-
imation ratio. We emphasize that finding a better ratio than
1
2 is a very hard task: such a finding would immediately
yield an improved differential approximation ratio for the
Max-Cut problem, which is an opened problem since 2001
(Hassin and Khuller, 2001).
5. Construction of the Estimate M̂
In the previous section, we designed a polynomial time
method that computes a 1/2-approximation to the NP-Hard
problem of finding the best joint arm given M?. Notice that
M? is only used to identify the best edge-arm z?. Thus,
using an estimate M̂ of M? having the following property:
arg max
z∈Z
z> vec (M̂) = arg max
z∈Z
z> vec (M?) , (2)
would still allow us to identify z?, and would thus give us
the same guarantees.
In this section we tackle the problem of pulling the edge-
arms during the learning procedure such that the estimated
unknown parameter verifies (2) in as few iterations as pos-
sible. To do so, we first formalize the objective related to
the linearized version of the problem. Then, we propose an
algorithm reaching the given objective with high probability
while satisfying the edge-arms constraints.
We denote by θ? = vec (M?) the parameter of the lin-
earized problem and θ̂t the Ordinary Least Squares (OLS)
estimate of θ? computed with all the data collected up to
round t. The empirical gap between two edge-arms z and
z′ in Z is denoted ∆̂t (z, z′) , (z − z′)> θ̂t.
5.1. A Constrained G-Allocation
The goal here is to define the optimal sequence
(z1, . . . , zmt) ∈ Zmt that should be pulled in the first t
rounds so that (2) is reached as soon as possible. A natu-
ral approach is to rely on classical strategies developed for
best arm identification in linear bandits. Most of the known
strategies (see e.g., Soare et al. (2014); Xu et al. (2018);
Fiez et al. (2019)) are based on a bound of the gap error
|(θ? − θ̂t)>(z − z′)| for all z, z′ ∈ Z . This bound is then
used to derive a stopping condition, indicating a sufficient
number of rounds t after which the OLS estimate θ̂t is pre-
cise enough to ensure the identification of the best edge-arm,
with high probability.




i be the matrix com-
puted with the mt edge-arms constructed during t rounds.
Following the steps of Soare et al. (2014), we can show that









≤ ∆̂t (z, z′) , (3)
then with probability at least 1 − δ, the OLS estimate θ̂t
leads to the best edge-arm. Details of the derivation are
given in Appendix B.
As mentioned in Soare et al. (2014), by noticing
that max(z,z′)∈Z2 ‖z − z′‖A−1t ≤ 2 maxz∈Z ‖z‖A−1t , an
admissible strategy is to pull edge-arms minimizing
maxz∈Z ‖z‖A−1t in order to satisfy the stopping condition
as soon as possible. More formally, one wants to find the
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sequence of edge-arms z?mt = (z
?
1 , . . . , z
?
mt) such that:















This is known as G-allocation (see e.g., Pukelsheim (2006);
Soare et al. (2014)) and is NP-hard to compute (Çivril and
Magdon-Ismail, 2009; Welch, 1982). One way to find an
approximate solution is to rely on a convex relaxation of
the optimization problem (G-opt-Z) and first compute a
real-valued allocation λ? ∈ SZ such that













One could either use random sampling to draw edge-arms
as i.i.d. samples from the λ? distribution or rounding proce-
dures to efficiently convert each λ?z into an integer. However,
these methods do not take into account the graphical struc-
ture of the problem, and at a given round, the m chosen
edge-arms may result in two different assignments for the
same node. Therefore, random sampling or rounding proce-
dures cannot be straightforwardly used to select edge-arms
in Z . Nevertheless, (G-relaxed-Z) still gives a valuable
information on the number of times, in proportion, each
edge-arm z ∈ Z must be allocated to the graph. In the
next section, we present an algorithm satisfying both the
proportion requirements and the graphical constraints.
5.2. Random Allocation over the Nodes
Our algorithm is based on a randomized method directly
allocating node-arms to the nodes and thus avoiding the
difficult task of choosing edge-arms and trying to allocate
them to the graph while ensuring that every node has an
unique assignment. The validity of this random allocation
is based on Theorem 5.1 below showing that one can draw
node-arms in X and allocate them to the graph such that the
associated edge-arms follow the probability distribution λ?
solution of (G-relaxed-Z).













x′ . (G-relaxed-X )









x′ . Then, λ
? is a solution of (G-relaxed-Z).
Sketch of proof. The objective at the optimum in
(G-relaxed-X ) and (G-relaxed-Z) are respectively equal to
d and d2 which is the dimension of their respective prob-
lem, a result known as the Equivalence Theorem (Kiefer
and Wolfowitz, 1960). Thus, by multiplying the optimum
value of (G-relaxed-X ) by itself, we can show that for all




with (x, x′) ∈ X 2, λ?z can be
written as the product µ?xµ
?
x′ . We refer to the Appendix C
for the detailed proof.
This theorem implies that, at each round t > 0 and each
node i ∈ V , if x(i)t is drawn from µ?, then for all pairs
of neighbors (i, j) ∈ E the probability distribution of the
associated edge-arms z(i,j)t follows λ
?. Moreover, as µ? is a
distribution over the node-arm set X , λ? is a joint (product)
probability distribution on X 2 with marginal µ?.
We apply the Frank-Wolfe algorithm (Frank et al., 1956)
to compute the solution µ? of (G-relaxed-X ), as it is
more suited to optimization tasks on the simplex than pro-
jected gradient descent. Although we face a min-max op-




>)−1 x′ is convex. We refer
the reader to Appendix F and references therein for a proof
on the convexity of h and a discussion about using Frank-
Wolfe for solving (G-relaxed-X ).
Given the characterization in Theorem 5.1 and our objective
to verify the stopping condition in (3), we present our sam-
pling procedure in Algorithm 2. We also note that at each
round the sampling of the node-arms can be done in parallel.
Algorithm 2 Randomized G-Allocation strategy for Graph-
ical Bilinear Bandits
Input :graph G = (V,E), arm set X
Set A0 = I ; b0 = 0 ; t = 1;
Apply the Frank-Wolfe algorithm to find µ? solution
of (G-relaxed-X ).
while stopping condition (3) is not verified do
// Sampling the node-arms
Draw x(1)t , . . . , x
(n)
t
iid∼ µ? and obtain for all (i, j) in E
the rewards r(i,j)t ;
// Estimating θ̂t with the associated edge-arms




















This sampling procedure implies that each edge-arm follows
the optimal distribution λ?. However, if we take the number
of times each z ∈ Z appears in the m pulled edge-arms of
a given round, we might notice that the observed proportion
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is not close to λ?z , regardless of the size of m. This is due to
the fact that the m edge-arms are not independent because
of the graph structure (cf. Section 6). Conversely, since each
group of m edge-arms are independent from one round to
another, the proportion of each z ∈ Z observed among the
mt pulled edge-arms throughout t rounds is close to λ?z .
One may wonder if deterministic rounding procedures could
be used instead of random sampling on µ?, as it is done in
many standard linear bandit algorithms (Soare et al., 2014;
Fiez et al., 2019). Applying rounding procedure on µ? gives
the number of times each node-arm x ∈ X should be allo-
cated to the graph. However, it does not provide the actual
allocations that the learner must choose over the t rounds to
optimally pull the associated edge-arms (i.e., pull edge-arms
following λ?). Thus, although rounding procedures give
a more precise number of times each node-arm should be
pulled, the problem of allocating them to the graph remains
open, whereas by concentration of the measure, randomized
sampling methods imply that the associated edge-arms fol-
low the optimal probability distribution λ?. In this paper, we
present a simple and standard randomized G-allocation strat-
egy, but other more elaborated methods could be considered,
as long as they include the necessary randomness.
On the choice of the G-allocation problem. We
have considered the G-allocation optimization problem
(G-opt-Z), however, one could want to directly minimize
max(z,z′)∈Z2 ‖z − z′‖A−1t , known as the XY-allocation
(Soare et al., 2014; Fiez et al., 2019). Hence, one may
want to construct edge-arms that follow the distribution











(z′ − z′′) .
Although efficient in the linear case, this approach outputs a
distribution λ?XY which is not a joint probability distribution
of two independent random variables, and so cannot be
decomposed as the product of its marginals. Hence, there
is no algorithm that allocates identically and independently
the nodes of the graph to create edge-arms following λ?XY.
Thus, we will rather deal with the upper bound given by the
G-allocation as it allows sampling over the nodes.
Static design versus adaptive design. Adaptive designs as
proposed for example in Soare et al. (2014) and Fiez et al.
(2019) provide a strong improvement over static designs in
the case of linear bandits. In our particular setting however,
it is crucial to be able to adapt the edge-arms sampling rule
to the node-arms, which is possible thanks to Theorem 5.1.
This result requires a set of edge-arms Z expressed as a
product of node-arms set X . Extending the adaptive design
of Fiez et al. (2019) to our setting would eliminate edge-
arms from Z at each phase, without trivial guarantees that
the newly obtained edge-arms set Z ′ ⊂ Z could still be
derived from another node-arms set X ′ ⊂ X . An adaptive
approach is definitely a natural and promising extension of
our method, and is left for future work.
5.3. Convergence Analysis
We now prove the validity of the random sampling pro-
cedure detailed in Algorithm 2 by controlling the qual-
ity of the approximation maxz∈Z z>A−1t z with respect










z′ described in (G-opt-Z).
As is usually done in the optimal design literature (see
e.g., Pukelsheim (2006); Soare et al. (2014); Sagnol (2010))
we bound the relative error α:
max
z∈Z












Our analysis relies on several results from matrix concen-
tration theory. One may refer for instance to Tropp et al.
(2015) and references therein for an extended introduction
on that matter. We first introduce a few additional notations.
Let fZ be the function such that for any non-singular ma-
trix Q ∈ Rd2×d2 , fZ(Q) = maxz∈Z z>Q−1z and for any
distribution λ ∈ SZ let ΣZ(λ) ,
∑
z∈Z λzzz
> be the as-







be the G-optimal design matrix constructed during t rounds.
For i ∈ {1, . . . , n} and s ∈ {1, . . . , t}, let X(i)s be i.i.d. ran-








EachX(i)s is to be viewed as the random arm pulled at round
s for the node i. Using this notation, the random design















































Hence, one needs a bound on the maximum eigenvalue of
A−1t − (EAt)−1. Simple linear algebra leads to:
A−1t − (EAt)−1 = A−1t (EAt −At)(EAt)−1.
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Thus, in addition to bounding the maximum eigenvalue of
A−1t , which is equal to the minimum eigenvalue of At, we
need a bound on ‖At − EAt‖. It may be derived from
concentration results on sum of random matrices derived
in Tropp et al. (2015). We now state the result controlling
the relative error obtained with our randomized sampling
allocation. The proof can be found in the Appendix C.
Theorem 5.2. Let λ? be a solution of the optimization prob-
lem (G-relaxed-Z). Let 0 ≤ δ ≤ 1 and let t0 be such that
t0 = 2Ld
2 log(2d2/δ)/νmin,
where L = maxz∈Z‖z‖2 and νmin is the smallest eigen-




each round t ≥ t0 with probability at least 1− δ, the ran-
domized G-allocation strategy for graphical bilinear bandit
in Algorithm 2 produces a matrix At such that:



















and v , E[(A1 − EA1)2].
We have just shown that the approximation value
maxz∈Z z







. In Section 6, we show that the







of a linear bandit algorithm using
randomized sampling to pull mt edge-arms without (graph-
ical) constraints. Moreover, we will see that the worst case





Since we filled the gap between our constraint objective
and the problem of best arm identification in linear bandits,
thanks to Theorem 5.1 and 5.2, we are able to extend known
results for best arm identification in linear bandits on the
sample complexity and its associated lower bound.
Corollary 5.3 (Soare et al. (2014), Theorem 1). If the G-
allocation is implemented with the random strategy of Al-
gorithm 2, resulting in an α-approximation, then with prob-
ability at least 1 − δ, the best arm obtained with θ̂t is z?
and
t ≤







where ∆min = minz∈Z\{z?}(z? − z)>θ?.
Moreover, let τ be the number of rounds sufficient for any
algorithm to determine the best arm with probability at
least 1− δ. A lower bound on the expectation of τ can be
obtained from the one derived for the problem of best arm
identification in linear bandits (see e.g., Theorem 1 in Fiez
et al. (2019)):












(z? − z)> θ?
)2 .
As observed in Soare et al. (2014) this lower bound can
be upper bounded, in the worst case, by 4σ2d2/(m∆2min)
which matches our bound up to log terms and the relative
error α.
6. Influence of the Graph Structure on v
The convergence bound in Theorem 5.2 depends on v =
E[(A1−EA1)2]. In this section, we characterize the impact
of the graph structure on this quantity and, by extension, on



































1 and let define
for any random matrices A and B the operators
Var(A) , E[(A− E[A])2] and Cov(A,B) ,
E[(A− E[A])(B− E[B])]. We can derive the variance





















One can decompose the sum of the covariances into three
groups: a first group where k 6= i, j and l 6= i, j which





1 ) = 0, and two other groups where the
edges share at least one node. For all edges (i, j) ∈ E we
consider either the edges (i, k) ∈ E where k 6= j, yield-
ing Cov(A(i,j)1 ,A
(i,k)
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Figure 1. Number of rounds t needed to verify the stopping condition (3) with respect to left: the number of edges m where the dimension
of the edge-arm space Z is fixed and equal to 25 and right: the dimension of the edge-arm space Z where the number of edges is fixed
and equal to 156. For both experiments we run 100 times and plot the average number of rounds needed to verify the stopping condition.







P × I and M,N ≥ 0 such that for all (i, j) ∈ E:
∀k ∈ N (i),Cov(A(i,j)1 ,A
(i,k)
1 ) M × I
∀k ∈ N (j),Cov(A(i,j)1 ,A
(j,k)
1 )  N × I
We want to compare the quantity ‖Var(A1)‖ for different
types of graphs: star, complete, circle and a matching graph.
To have a fair comparison, we want graphs that reveal the
same number of rewards at each round of the learning proce-
dure. Hence, we denote respectively nS, nCo, nCi and nM
the number of nodes in a star, complete, circle and matching
graph of m edges and get:
Star graph:
‖Var(A1)‖≤ mP + n2S(M +N).
Complete graph:
‖Var(A1)‖≤ mP + n3Co(M +N).
Circle graph:
‖Var(A1)‖≤ mP + nCi(2M + 4N).
Matching graph:
‖Var(A1)‖≤ mP + nMN.
We refer the reader to Appendix D for more details on
the given upper bounds. Since the star (respectively,
complete, circle and matching) graph of m edges has a





/2, nCi = m/2 and nM = m), we obtain
the bounds stated in Table 1.
Graph Upper bound on ‖Var(A1)‖ α


































Table 1. Upper bound on the variance and convergence rate of
Algorithm 2 for the star, complete, circle and matching graph with
respect to the number of edges m and the number of rounds t.
These four examples evidence the strong dependency of the
variance on the structure of the graph. The more indepen-
dent the edges are (i.e., with no common nodes), the smaller
the quantity ‖Var(A1)‖ is. For a fixed number of edges m,
the best case is the matching graph where no edge share the
same node and the worst case is the star graph where all the
edges share a central node.
7. Experiments
In this section, we consider the modified version of a stan-
dard experiment introduced by Soare et al. (2014) and used
in most papers on best arm identification in linear bandits
(Xu et al., 2018; Tao et al., 2018; Fiez et al., 2019; Zaki
et al., 2019) to evaluate the sample complexity of our algo-
rithm on different graphs. We consider d+ 1 node-arms in
X ⊂ Rd where d ≥ 2. This node-arm set is made of the
d vectors (e1, . . . , ed) forming the canonical basis of Rd
and one additional arm xd+1 = (cos(ω), sin(ω), 0, . . . , 0)>
with ω ∈]0, π/2]. Note that by construction, the edge-
arm set Z contains the canonical basis (e′1, . . . , e′d2) of
Rd2 . The parameter matrix M? has its first coordinate
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equal to 2 and the others equal to 0 which makes θ? =
vec (M?) = (2, 0, . . . , 0)
> ∈ Rd2 . The best edge-arm
is thus z? = z(1,1) = e′1. One can note that when







than from the other arms.
We set η(i,j)t ∼ N (0, 1), for all edges (i, j) and round t.
We consider the two cases where ω = 0.1 which makes
the edge-arms z(1,1) and z(d+1,d+1) difficult to differenti-
ate, and ω = π/2 which makes the edge-arm z(1,1) easily
identifiable as the optimal edge-arm. For each of these two
cases, we evaluate the influence of the graph structure, the
number of edges m and the edge-arm space dimension d2
on the sampling complexity. Results are shown in Figure 1.
When ω = 0.1, the type of the graph does not impact the
number of rounds needed to verify the stopping condition.
This is mainly due to the fact that the magnitude of its
associated variance is negligible with respect to the number
of rounds. Hence, even if we vary the number of edges
or the dimension, we get the same performance for any
type of graph including the matching graph. This implies
that our algorithm performs as well as a linear bandit that
draws m edge-arms in parallel at each round. When ω =
π/2, the number of rounds needed to verify the stopping
condition is smaller and the magnitude of the variance is
no longer negligible. Indeed, when the number of edges or
the dimension increases, we notice that the star graph takes
more times to satisfy the stopping condition. Moreover, note
that the sample complexities obtained for the circle and the
matching graph are similar. This observation is in line with
the dependency on the variance shown in Table 1.
8. Conclusion
We introduced a new graphical bilinear bandit setting and
studied the best arm identification problem with a fixed
confidence. This problem being NP-Hard even with the
knowledge of the true parameter matrix M?, we first pro-
posed an algorithm that provides a 1/2-approximation. Then,
we provided a second algorithm, based on G-allocation strat-
egy, that uses randomized sampling over the nodes to return
a good estimate M̂ that can be used instead of M?. Fi-
nally, we highlighted the impact of the graph structure on
the convergence rate of our algorithm and validated our the-
oretical results with experiments. Promising extensions of
the model include considering unknown parameters M(i,j)? ,
different for each edge (i, j) of the graph, and investigating
XY-allocation strategies.
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Best Arm Identification in Graphical Bilinear Bandits
A. An NP-Hard Problem
A.1. Proof of Theorem 4.1
Theorem A.1. Consider a given matrix M? ∈ Rd×d and a finite arm set X ⊂ Rd. Unless P=NP, there is no polynomial







Proof. We prove the statement by reduction to the Max-Cut problem. Let G = (V,E) be a graph with V = {1, . . . , n}.





. For any joint arm assignment(
x(1) . . . x(n)
)
∈ Xn, let F ⊆ E be defined as F =
{















1 [i ∈ F, j /∈ F ] ,
where 1[·] is the indicator function. The assignement
(
x(1), . . . , x(n)
)
induces a cut (F, V \F ), and the value of the
assignment is precisely twice the value of the cut. Thus, if there was a polynomial time algorithm solving our problem, this
algorithm would also solve the Max-Cut problem.
A.2. Proof of Theorem 4.2
Theorem A.2. Let us consider the graph G = (V,E), a finite arm set X ⊂ Rd and the matrix M? given as input




(j) associated to the returned allocation
x =
(








where r? and rmin are respectively the highest and lowest global reward one can obtain with the appropriate joint arm.
Finally, the complexity of the algorithm is in O(K2 + n).





Note that it is equivalent to obtain z? solution of
max
z∈Z
z> vec (M?) .
Let us analyze a round of Algorithm 1 where we assign the arm of a node in V . For sake of simplicity, we assume that node
i is assigned at round i. At round i, we count the number n(i)1 of neighbors of i that have already been assigned the arm x?
and we count the number n(i)2 of neighbors of i that have already been assigned the arm x
′
?. Then, node i is assigned the






? otherwise. Eventually, the optimal edge-arm




2 ) times among node i’s neighborhood. Hence, for each node i, if we denote ri the sum
























(z>? θ? + z
>θ?) .
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z is constructed with the same node-arm x?, the allocation that constructs at each edge the edge-arm z exists (which is
allocating x? to all the nodes), thus m× z>θ? ≥ rmin.








(r? + rmin) .
Now let us sum all the rewards obtained with the constructed edge-arms at each round of the algorithm, that is the global






















(r? − rmin) + rmin .
Moreover, the algorithm doesK2 estimation to find the best couple (x?, x′?) ∈ X 2, and each of the n rounds of the algorithm
is in O(1). Hence the complexity is equal to O(K2 + n).
B. Deriving the stopping condition
In this section, we remind key results to derive the stopping condition. We refer the reader to Soare et al. (2014) and
references therein for additional details. Let Z ⊂ Rd2 be the set of edge-arms and let K2 = |Z|. For m, t > 0, we consider
a sequence of edge-arms zt = (z1, . . . , zmt) ∈ Zmt and the corresponding noisy rewards (r1, . . . , rmt). We assume that
the noise terms in the rewards are i.i.d., following a σ-sub-Gaussian distribution. Let θ̂t = A−1t bt ∈ Rd
2
be the solution





2×d2 and bt =
∑k
i=1 ziri ∈ Rd
2
. We first recall the
following property.
Proposition B.1 (Proposition 1 in Soare et al. (2014)). Let c = 2σ
√
2. For every fixed sequence zt, with probability 1− δ,








Our goal is to find the arm z? that has the optimal expected reward z>? θ?. In other words, we want to find an arm z ∈ Z ,
such that for all z′ ∈ Z , (z− z′)>θ? ≥ 0. However, one does not have access to θ?, so we have to use its empirical estimate.




≤ δ, for some δ > 0. Since θ?
belongs to Ŝ(zt) with probability at least 1− δ, one can stop pulling arms when an arm has been found, such that the above
condition is verified for any θ ∈ Ŝ(zt). More formally, the best arm identification task will be considered successful when
an arm z ∈ Z will verify the following condition for any z′ ∈ Z and any θ ∈ Ŝ(zt):
(z − z′)>(θ̂t − θ) ≤ ∆̂t(z, z′) ,
where ∆̂t (z, z′) = (z − z′)> θ̂t is the empirical gap between z and z′.
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Then, the stopping condition can be reformulated as follows:







≤ ∆̂t (z, z′) . (4)
C. Estimation of the unknown parameter
C.1. Proof of Theorem 5.1
To prove Theorem 5.1, we first state some useful propositions and lemmas. For any finite set X ⊂ Rd, we define the





−1x′ if ΣX(λ) is invertible
+∞ otherwise .
Lemma C.1. Let X ⊂ Rd be a finite set spanning Rd and let Z = {vec (xx′>), (x, x′) ∈ X 2}. If µ? ∈ SX is a minimizer



















Proof. First, let us notice that, for any X ⊂ Rd, one has hX ≥ 0. Thus, µ? is also a minimizer of h2X . In addition, X is
spanning Rd so hX (µ?) < +∞. Developing hX (µ?)2 yields:
hX (µ


























































where ⊗ denotes the Kronecker product. We can now focus on the central term:
ΣX(µ

















































and the result holds.
Theorem C.2. Let µ? ∈ SX be a minimizer of hX . Let λ? ∈ SZ be the distribution defined from µ? such that, for all




x′ . Then λ
? is a minimizer of hZ .
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Proof. From Kiefer and Wolfowitz (1960), we know that minλ∈SZ hZ(λ) = d
2 and minµ∈SX hX (µ) = d. Then, using
Proposition C.1, one has




















This result implies that hZ(λ?) = d2. Since minλ∈SZ hZ(λ) = d
2, λ? is a minimizer of hZ .
C.2. Proof of Theorem 5.2
To prove our confidence bound, we need the two following proposition. The first one is from (Tropp et al., 2015).
Proposition C.3 (Tropp et al. (2015), Chapter 5 and 6). Let Z1, . . . ,Zt be i.i.d. positive semi-definite random matrices
in Rd2×d2 , such that there exists L > 0 verifying 0  Z1  mLI. Let At be defined as At ,
∑t
s=1 Zs. Then, for any
0 < ε < 1, one can lowerbound λmin(At) as follows:




If in addition, there exists some v > 0, such that ‖E[(Z1 − EZ1)2]‖≤ v, then for any u > 0, one has
P (‖St‖ ≥ u) ≤ 2d2e
− u
2
2mLu/3 + 2tv ,
From the second inequality, (Rizk et al., 2019) derived a slightly different inequality that we use here :
Proposition C.4 (Rizk et al. (2019), Appendix A.3). Let Z1, . . . ,Zt be t i.i.d. random symmetric matrices in Rd
2×d2 such
that there exists L > 0 such that ‖Z1‖≤ mL, almost surely. Let At ,
∑t
i=1 Zi. Then, for any u > 0, one has:
P
(









Finally, to prove our main theorem, we need the following lemma.
Lemma C.5. One has
∥∥ΣZ(λ?)−1∥∥ ≤ d2νmin , where νmin is the smallest eigenvalue of the covariance matrix 1K2 ∑z∈Z z>z.
Proof. Define B =
{
z ∈ Rd2 : ‖z‖= 1
}
. First, for any semi-definite matrix A ∈ Rd2×d2 , we have ‖A‖ = maxz∈B z>Az.









Let Z ∈ RK2×d2 be the matrix whose rows are vectors of Z in an arbitrary order. Notice that Z spans Rd2 , since X spans




























Best Arm Identification in Graphical Bilinear Bandits
Define z̃i = ΣZ(λ?)−
1
2 zi. Clearly, maxi,j z>i ΣZ(λ
?)−1zj = maxi,j z̃
>
i z̃j = maxi z̃
2













The last inequality comes from Kiefer and Wolfowitz equivalence theorem (Kiefer and Wolfowitz, 1960). Now observe that








z where (·)† is the Moore-Penrose pseudo-





if σi 6= 0
0 otherwise


























yields the desired result.
We are now ready to state the bound on the random sampling error, relatively to the objective value ΣZ(λ?) of the convex
relaxation solution.
Theorem C.6. Let λ? ∈ SZ be a minimizer of hZ . Let 0 ≤ δ ≤ 1 and let t0 > 0 be such that
t0 = 2Ld
2 log(2d2/δ)/νmin ,
where L = maxz∈Z‖z‖2 and νmin is the smallest eigenvalue of the covariance matrix 1K2
∑
z∈Z z
>z. Then, at each round
t ≥ t0, with probability at least 1− δ, the randomized G-allocation strategy for graphical bilinear bandit in Algorithm 2
produces a matrix At such that:



















and v , ‖E[(A1 − EA1)2]‖.
Proof. Let (X(1)s )s=1,...,t, . . . , (X
(n)





















Finally, let us define for all 1 ≤ s ≤ t, the edge-wise sum Zs ∈ Rd
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One can easily notice that Z1, . . . ,Zt are i.i.d. random matrices. We define the overall sum At =
∑t
s=1 Zs and our goal is
to measure how close fZ(At) is to fZ(mt× ΣZ(λ?)), where mt corresponds to the total number of sampled arms z ∈ Z
during the t rounds of the learning procedure. By definition of At, one has
max
z∈Z





















































































× ‖A−1t − (EAt)
−1 ‖ .
Therefore, controlling the quantity ‖A−1t − (EAt)
−1 ‖ will allow us to provide an upper bound on the relative error. Notice
that
‖A−1t − (EAt)
−1 ‖ = ‖A−1t (EAt −At) (EAt)
−1 ‖
≤ ‖A−1t ‖ ‖EAt −At‖ ‖(EAt)
−1 ‖ .
Using Proposition C.3, we know that for any d2e−
tλmin(EZ1)






















with probability at least 1 − δb. Combining these two results with a union bound leads to the following bound, with
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In order to obtain a unified bound depending on one confidence parameter 1− δ, one could optimize over δb and δh, subject
to δb + δh = δ. This leads to a messy result and a negligible improvement. One can use simple values δb = δh = δ/2, so





















This can finally be formulated as follows:

















Using the obtained bound on ‖A−1t − E(At)−1‖ yields
fZ(At)
fZ(mt× ΣZ(λ?))







































By noticing that fZ(mt× ΣZ(λ?)) ≤ fZ(A?t ) and by using Lemma C.5, the result holds.
D. Variance analysis
Star graph. The covariance matrix of the star graph can be bounded as follows:
Var(A1)  m× P · I + (nS − 1)(nS − 2)M · I + nS(nS − 1)N · I .
Since the star graph of m edges has a number of nodes nS = m/2 + 1, we have





Complete graph. As for the star graph,
Var(A1)  m× P · I + nCo(nCo − 1)(nCo − 2)M · I + nCo(nCo − 1)(nCo − 1)N · I .















Var(A1)  m× P · I + 2nCiM · I + 4nCiN · I .
Since the circle graph of m edges has a number of nodes nCi = m/2, we have
‖Var(Z1)‖≤ m× P + (M +N)×O (m) .
Matching graph. Finally,
Var(A1)  m× P · I + nMN · I .
Since the matching graph of m edges has a number of nodes nM = m, we have
‖Var(A1)‖≤ m× P +m×N .
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E. Generalization
In this section, we provide some insights into the generalization to broader reward settings.
E.1. When M? is not symmetric
Consider the same graphical bilinear bandit setting as the one explained in the paper with the only difference that M? is not
symmetric. We recall here that in the graph G = (V,E) associated to the graphical bilinear bandit setting, (i, j) ∈ E if and




























































Let us denote M̄? = M? + M>? . One can notice that M̄? is symmetric. Solving the graphical bilinear bandit with the
matrix M̄? is exactly what we propose throughout the main paper.
E.2. When the reward captures more information than the interactions between agents
Consider the real world problems introduced in the paper, but with the difference that instead of a reward only related to the
interaction between two neighboring agents/nodes, there is an additional term that informs about the absolute quality of the









t β? + η
(i,j)
t .
where β? ∈ Rd is a second unknown parameter that allows to capture the quality of the arm chosen by the node i
independently of its neighbors.
In order to add a constant term in the reward, let us construct the set X̃ ⊂ Rd+1 such that each arm x ∈ X is associated to a







0 · · · 0
]
 .
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which leads to the same graphical bilinear bandit setting explained in Section 3, this time in dimension d+ 1 instead of d.
Hence, all the previous results hold for this more general graphical bilinear bandit problem, provided any dependence in d is
modified to d+ 1.
F. Computing µ?
In Algorithm 2, we need to find the solution µ? of minµ∈SX hX (µ). In fact we need µ? to sample from it. We show that for
any set X , the function hX is convex and we use the Frank-Wolfe algorithm (Frank et al., 1956) to compute µ? and λ?. The
convergence of the algorithm has been proven in Damla Ahipasaoglu et al. (2008). Note that one can only compute µ? or λ?
to obtain the other one thanks to C.2.
Proposition F.1. Let d > 0, for any set X ⊂ Rd, hX is convex.
Proof. Let (λ, λ′) ∈ S2X be two distributions in SX . If either ΣX(λ) or ΣX(λ′) are not invertible, then for any t ∈ [0, 1]
one has
hX(tλ+ (1− t)λ′) ≤ thX(λ) + (1− t)hX(λ′) = +∞ .
Otherwise, for t ∈ [0, 1], we define the positive definite matrix Z(t) ∈ Rd×d as follows:
Z(t) = tΣX(λ) + (1− t)ΣX(λ′) .








































which shows convexity for any fixed x ∈ X . The final results yields from the fact that hX is a maximum over convex
functions.
G. Additional experiment and information
We define the set of arms X ⊂ R5 that is made of |X |= 100 node-arms randomly sampled from a multivariate 5-dimensional
Gaussian distribution N (0, I) and then normalized so that ‖x‖= 1 for all x ∈ X . In all the figures the results are averaged
over 100 random repetitions of the experiments.
We propose to validate our insight and compute the evolution of ‖Var (A1) ‖ for the three types of graphs (star, complete
and circle) and different number of edges. The results are shown in Figure 2. One can notice that we retrieve the O(m2)
dependence of the variance for the star graph, the O(m
√
m) for the complete graph and the linear dependence O(m) for the
circle graph.
Best Arm Identification in Graphical Bilinear Bandits
Figure 2. Evolution of the variance according to the number of edges and the type of graph (star, complete, circle), the variance being
averaged over 100 repetitions.
Machine used for all the experiments. Intel(R) Xeon(R) CPU E5-2667 v4 @ 3.20GHz - 24 CPUs used.
