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1. Introduction
In [1], J.M. Borwein and D.M. Bradley presented thirty-two diverse proofs of Euler’s fundamental
sum identity
ζ(3) = 8
∞∑
n=1
(−1)n
n2
Hn−1. (1)
Here we give short WZ-proofs of (1) and a similar sum identity for ζ(5) derived by B. Gosper. We
also derive a new formula for ζ(7).
We use the notation Ψ (n, z) for the digamma function and H (r)n for the rth power partial sum of
the generalized harmonic numbers deﬁned by
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n+1
dzn+1
ln
(
Γ (z)
)
and H (r)n =
n∑
k=1
1
kr
,
for a nonnegative integer n and a positive integer r. Furthermore, we write Ψ (z) for Ψ (0, z) and Hn
for H(1)n . γ = 0.5772156649 . . . is the Euler–Mascheroni constant. We will also use the approximation
Ψ (x) ln(x+ 1) x+ 1 for x 0 in showing convergence.
2. A WZ-proof of Euler’s sum identity
Theorem 1 (Euler’s sum identity).
ζ(3) = 8
∞∑
n=1
(−1)n
n2
Hn−1.
Proof. We prove an identity that implies the theorem, namely, for any nonnegative integer n,
∞∑
k=0
k!(−1)n P (n,k)
(n + k + 1)!(n + k + 1)2 = ζ(3) −
n∑
j=1
(−1) j 2 jγ + 2 jΨ ( j) − 1
j3
, (2)
where P (n,k) = (n + 1)!( 1n+1 − ψ(n + 1) − γ ) − n!(Ψ (n + 1) + γ )k.
To prove the identity, we construct two functions F (n,k) and G(n,k) such that the pair (F ,G)
satisﬁes the WZ-equation
F (n + 1,k) − F (n,k) = G(n,k + 1) − G(n,k),
where F (n,k) is the summand on the right side and
G(n,k) = k!
(n + k + 1)!(n + k + 1)2
(
a0(n) + a1(n) (n + 1)
2 + 3nk + 3k + k2
n + 1
)
,
where a0(n) and a1(n) are the coeﬃcients of P (n,k) as a polynomial in k. Now add both sides of the
WZ-equation for k = 0 to k = ∞ to get a ﬁrst-order inhomogeneous difference equation, namely
f (n + 1) − f (n) = lim
k→∞
G(n,k) − G(n,0),
for the sum f (n) :=∑∞k=0 F (n,k) and observe that limk→∞ G(n,k) = 0. Then, solve the resulting dif-
ference equation with the initial condition f (0) = ζ(3) (computed directly) to complete the proof of
the identity.
Finally, take the limit of both sides of identity (2) as n → ∞ and observe that
limn→∞
∑∞
k=0 F (n,k) = 0 (interchange the limit and summation) which implies
ζ(3) =
∞∑
n=1
(−1)n 2nγ + 2nΨ (n) − 1
n3
.
Further simpliﬁcation of the last sum uncovers Euler’s identity. 
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Theorem 2 (B. Gosper).
ζ(5) = 5
2
∞∑
n=1
(−1)n
n3
(2n
n
)(H2n−1 − 45n2
)
.
Proof. The identity that we will prove is, for any positive integer n,
∞∑
k=0
k!(−1)nQ (n,k)
(2n + k + 1)!(n + k + 1)4 = ζ(5) −
√
π
12
n∑
j=1
(−1) j ((5π
2 − 30Ψ (1, j)) j2 − 24)Γ ( j)
4 j j4Γ ( j + 1/2) ,
where Q (n,k) = n!2(n + 1)2( 1
(n+1)2 + Ψ (1,n + 1) − 16π2) + n!2(n + 1)(2Ψ (1,n + 1) − 13π2)k +
n!2(Ψ (1,n + 1) − 16π2)k2.
To prove it, once again we construct two functions F (n,k) and G(n,k) such that the pair (F ,G)
satisﬁes the WZ-equation above where F (n,k) is the summand on the right side and
G(n,k) = k!
(2n + k + 1)!(n + k + 1)4 ×
(
a2(n)
p2(n,k)
2(n + 1)(2n + 1)(2n + k + 2)
+ a1(n)20n
2k + 6nk2 + 8n3k + 4n2k2 + 4k + 2k2 + 16nk
2(n + 1)(2n + 1)(2n + k + 2)
+ a0(n)6nk + 4n
2k + 2k + 16n + 20n2 + 8n3 + 4
2(n + 1)(2n + 1)(2n + k + 2)
)
,
where p2(n,k) = 1+ 50n2k2 + 18nk3 + 2nk4 + 20n3k2 + 12n2k3 + 4k+ 36n2k+ 28n3k+ 8n4k+ 20nk+
10k2 +6k3 +k4 +14n2 +16n3 +2n5 +9n4 +40nk2 +6n, and a0(n), a1(n), and a2(n) are the coeﬃcients
of Q (n,k) as a polynomial in k. 
Then, if we proceed as in Theorem 1 we get
ζ(5) = 1
12
∞∑
n=1
(−1)nn!2
(2n)!n5
(
5π2n2 − 24− 30n2Ψ (1,n)).
Further simpliﬁcation gives Gosper’s sum identity
ζ(5) = 5
2
∞∑
n=1
(−1)n
n3
(2n
n
)(H2n−1 − 45n2
)
.
4. A similar representation for ζ(7)
Theorem 3.
ζ(7) =
(
12
5
+ 43
1800
π4 − 2
15
π2
)
ζ(3) − 4
∞∑
n=1
(−1)n+1
n4
(2n
n
) −(2+ 1
3
π2
) ∞∑
n=1
(−1)n+1
n5
(2n
n
)
+ 2
∞∑ (−1)n+1
n7
(2n) +
∞∑ (−1)n+1
n3
(2n) d(n),n=1 n n=1 n
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d(n) =
(
4− 5
12
π2
)
Ψ (1,n) + 1
4
Ψ (1,n)2 + 1
24
Ψ (3,n) − 2
(
n−1∑
j=1
( j2 + 4 j + 2)
( j + 1)2 j2 Ψ (1, j)
)
.
Sketch of the proof. If we apply the Markov-WZ method [2] to the “pure-hypergeometric” part
H(n,k) = k!
(2n+k+1)(n+k+1)6 , we ﬁnd a ﬁrst-order vector recurrence equation a(n + 1) = A(n)a(n) (see
comment (c) below, details are omitted here) and a corresponding G(n,k) such that the pair (F ,G)
satisﬁes the WZ-equation above. Then, if we proceed as in Theorem 1, we obtain
ζ(7) = 1
720
∞∑
n=1
(−1)n+1
n7
(2n
n
) Q (n),
where
Q (n) = 1440+ (4320− 240π2 + 43π4)n4 + (180Ψ (1,n)2 + 30Ψ (3,n))n4
+ (2880− 300π2)Ψ (1,n)n4 − 2880n3 + (−240π2 − 1440)n2
− 1440
(
n−1∑
j=1
( j2 + 4 j + 2)
( j + 1)2 j2 Ψ (1, j)
)
n4. 
Regroup the right side of this identity in terms of lower powers of n times the binomial term in
the denominator as in the statement of the theorem.
Comments: (a) The polynomial part of F (n,k) in the above theorems is found by using the
Markov-WZ method described in [2]. This is different from the standard WZ-proof method that is
commonly used to prove known identities of the form A = B . In Markov-WZ method we start with a
pure-hypergeometric function and ﬁnd a polynomial in k that such that the hypergeometric function
times the newly found polynomial is summable in closed form.
For example, the coeﬃcients of the polynomial part of F (n,k) in Theorem 1 are the solution to
the ﬁrst-order vector difference equation a(n + 1) = A(n)a(n), where a(n) := [a0(n),a1(n)]T with the
initial condition a(0) = [1,0]T where
A(n) :=
(
1 −(n + 1)(n + 3)
1 −2(n + 1)
)
.
(b) Similarly, the coeﬃcients of the polynomial part of F (n,k) in Theorem 2 are the solution to the
ﬁrst-order vector difference equation a(n + 1) = A(n)a(n), where a(n) := [a0(n),a1(n),a2(n),0]T with
the initial condition a(0) = [1,0,0,0]T where A(n)
⎛
⎜⎜⎜⎝
2n + 3 2n + 3 −(n + 1)(n3 + 7n2 + 17n + 13) c14
2n + 4 4n + 7 −2(n + 1)(2n2 + 10n + 11) (7n2 + 30n + 29)(n + 1)2
1 5+ 2n −(6(n + 1))(n + 2) 2(4n + 7)(n + 1)2
0 1 −2(n + 1) 2(n + 1)2
⎞
⎟⎟⎟⎠ ,
where c14 = (2n3 + 13n2 + 28n + 19)(n + 1)2.
(c) The coeﬃcients of the polynomial in Theorem 3 are the solution to the vector equation a(n +
1) = A(n)a(n), where A(n) is the matrix
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⎜⎜⎜⎜⎜⎜⎜⎜⎝
2n + 3 2n + 3 2n + 3 2n + 3 c15 c16
2n + 4 4n + 7 6n + 10 8n + 13 c25 c26
1 2 n + 56n + 12 12n + 22 c35 c36
0 1 2n + 6 8n + 18 −20(n + 3)(n + 2)(n + 1) c46
0 0 1 2n + 7− 5(3n + 7)(n + 1) c56
0 0 0 1 −4n − 4 c66
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
where c15 = −(n+ 1)(n5 + 11n4 + 49n3 + 111n2 + 129n+ 61), c25 = −(2(n+ 1))(3n4 + 27n3 + 93n2 +
147n + 88), c35 = −5(n + 1)(3n3 + 21n2 + 51n + 41), c16 = (4n5 + 43n4 + 186n3 + 405n2 + 444n +
195)(n + 1)2, c26 = (23n4 + 200n3 + 657n2 + 966n + 531)(n + 1)2, c36 = 3(18n3 + 119n2 + 264n +
193)(n + 1)2, c46 = 5(13n2 + 58n+ 63)(n+ 1)2, c56 = 5(8n+ 17)(n+ 1)2, and c66 = 9(n+ 1)2 and the
initial condition [1,0,0,0,0,0]T .
Appendix A. The holonomic ansatz [3]
A sequence a(n) is called holonomic if it satisﬁes a homogeneous recurrence equation of the form
L∑
j=0
p j(n)a(n + j) = 0, (3)
where p1(n), p2(n), . . . , pL(n) are polynomials in n and L is a ﬁxed positive integer. To solve a vector
recurrence equation of the form a(n + 1) = A(n)a(n), we ﬁx the degree of the polynomials pi(n) and
L in (3). Then, compute the ﬁrst few values from the matrix equation and plug them back into (3)
to obtain a system of linear equations in the unknown coeﬃcients of the polynomials pi(n). When-
ever the resulting system has a non-trivial solution, then we have a recurrence relation satisﬁed by
the ai(n)’s. If the system does not posses a non-trivial solution, we increase the degrees of the co-
eﬃcient polynomials and L and repeat the procedure. We are guaranteed to succeed whenever ai(n)
are holonomic. In all our examples, they are indeed holonomic. This method is implemented in Zeil-
berger’s Maple packages EKHAD (in particular procedure ﬁndrec) accompanying [4], available from
http://www.math.rutgers.edu/~zeilberg/tokhniot/[EKHAD].
Finally, solve the recurrence relation (whenever possible!) to ﬁnd a closed-form for the coeﬃcient
polynomials. Note that once the ai(n)’s are discovered, the proof is a routine veriﬁcation as always is
the case with the WZ-proof method.
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