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A B S T R A C T
To enable personalised assistance, assistive robots benefit from building a
user-specific model, so that the assistance is customised to the particular
set of user abilities. Among various tasks in home environments, assistive
dressing, which is greatly beneficial to people with upper-body movement
limitations, remains a challenging task for humanoid robots. In this thesis,
we aim to design, implement, and evaluate user modelling methods which
can enable humanoid robots to provide personalised dressing assistance.
We begin by proposing a user modelling method using vision information.
We use Gaussian mixture models (GMMs) to model the movement space of
the human upper-body joints to learn the reachable area of each joint. We en-
abled a Baxter humanoid robot to plan its dressing motion using the GMMs
of the human joints and real-time pose estimation. The dressing assistance
is personalised by fulfilling a reachability criterion.
To compensate for the disadvantages of using vision information only, we
proposed an online iterative path optimisation method based on adaptive
moment estimation. We enabled the Baxter robot to search for the optimal
personalised dressing path for human users using force information. The
dressing assistance is personalised by fulfilling a comfort criterion.
Finally, to enable personalised dressing assistance fulfilling both the reach-
ability and the comfort criteria, we proposed a user modelling method us-
ing multi-modal information by combining the GMMs of the human upper-
body joints with the online iterative path optimisation. Experiments on both
the synthetic dataset and the real-world assistive dressing data showed that
the proposed method can achieve a balance between the two criteria when
searching for the optimal path.
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I N T R O D U C T I O N
Due to the rapid development in the field of service robotics, assistive hu-
manoid robots have been increasingly used in various applications in human
lives, such as companion robots for elderly people, cooking robots, shopping
assistants, and robots that can clean and tidy rooms. Although some tasks
can be pre-programmed by software engineers, a real intelligent humanoid
robot should not only possess the ability to learn from human-robot inter-
actions, but also be able to adapt its behaviour to different human users
and changing environments. There has been interesting prior research that
enables robots to learn motor skills and generalise the learned skills to differ-
ent environments, such as imitation learning, also termed as learning from
human demonstrations, and research that enables robots to learn human
preferences during human-robot interactions and adapt their behaviours to
the preferences of the users. This thesis investigates the problems involved
in building user models using multi-modal information during human-robot
interactions, and enabling humanoid robots to provide personalised assist-
ance to individual users by using and updating user models online.
Undoubtedly, there is not a universal user modelling method for all kinds
of robotic applications. How to build user models is closely related to the
aims of the applications. It is challenging because building user models is
not the final goal, the user models should be utilised by the robots to provide
personalised assistance in real-world human-robot interactions. Interesting
prior research on user modelling is addressing robotic applications, such
as robots handing over objects to humans and robots approaching humans
from different directions. To build user models, sensor information about
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the human state is required. Due to environment noise, multiple sensors can
provide more robust information compared to a single sensor. However, how
to make use of multi-sensor information in building user models becomes
another challenging problem. This thesis presents a user modelling method
using multi-modal information and enables humanoid robots to provide per-
sonalised dressing assistance to real human users.
1.1 motivation
Assistive robots in home environments have gained significant popularity,
not only because of the increasingly sophisticated manufacturing of robots
and the rapid development of artificial intelligence, but also due to a huge
potential to reduce the need for human labour in daily care, especially con-
sidering the ageing problem (Broekens et al., 2009; Fasola and Mataric, 2012;
Flandorfer, 2012; Schroeter et al., 2013; Tapus, Maja and Scassellatti, 2007).
However, people vary significantly in their skill sets, culture, habits, beha-
viours, etc., and these factors affect their choices and preferences in human-
robot interactions. For a widespread use of home-environment assistive ro-
bots in the future, the ability to provide personalised assistance has become
one of the key issues.
Dressing is one of the most common daily activities for humans. Elderly
people or people with upper-body movement limitations can greatly bene-
fit from assistive dressing. Although recent studies have enabled assistive
robots to perform some daily tasks in home environments, assistive dress-
ing remains a challenging task for robots and very little effort has been put
on this particular problem. To provide personalised dressing assistance, the
first idea that this thesis puts forward is to enable the robot to build a model
of the movement space of the human’s arms. By recognising human upper-
body pose in real time, human motion information can be recorded and
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modelled. By learning the movement space of the human’s arms, the ro-
bot can avoid placing clothes in the areas which are not reachable to the
human users. Different people may have different reachable areas for the
upper body, due to the difference in the physical characteristics, such as the
human’s heights and the lengths of the human arms, and the difference in
the upper-body movement limitations, such as difficulties in lifting arms,
extending arms or turning towards a certain direction.
However, using vision information alone can suffer from environment
noise, such as occlusions. Additionally, vision information can not reflect
another significant factor during assistive dressing, which is the human’sg
comfort. Thus the second idea for personalised dressing assistance is to use
force sensor information for the robot to locally adjust its motion by detect-
ing external resistance. Due to the consideration that humans tend to follow
certain behaviour patterns for their daily activities, we take a further step to
enable the robot to iteratively learn the optimal personalised dressing path
for a user using force information.
Assistive dressing can be personalised based on either a reachability cri-
terion using vision information or a comfort criterion using force informa-
tion. We hypothesise that by combining the vision information with the force
information, the robot can achieve a balance between the two criteria. We ex-
pect that the movement space information of human arms can help with the
process of searching for the optimal personalised dressing path, by making
sure that the search happens within the reachable area of the human arms.
To realise the above ideas for personalised assistive dressing, the following
goals should be achieved:
• The robot should be able to use vision information to recognise human
upper-body pose in real time, model the movement space of human
arms, and provide personalised dressing assistance.
17
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• The robot should be able to use force sensor information to detect
resistance during human-robot interactions, locally adjust its motion,
and iteratively search for the optimal personalised dressing path.
• The robot should be able to provide personalised dressing assistance
by fulfilling both the reachability and comfort criteria.
To address these challenges, we outline our contributions in section 1.2.
1.2 contributions
This thesis contributes to the research domains of user modelling, assistive
dressing, and human-robot interaction.
• User modelling plays a significant role in human-robot interaction, in
which it enables robots to adapt their behaviours to the preferences of
different users. Existing user modelling methods in robotics mainly fo-
cus on scenarios such as objects hand-over by robots, robots approach-
ing human users, and companion robots in the home environment.
However, there is much less work on user modelling in the domain
of assistive dressing. In this thesis, we proposed user modelling meth-
ods using different sensor information to enable humanoid robots to
provide personalised dressing assistance to different users.
• Among various daily tasks in the home environment, dressing is one
of the most common daily activities for the human. Elderly people
or people with upper-body movement limitations can greatly benefit
from assistive dressing. Existing research work on assistive dressing
focus on either a sub-part of dressing assistance, such as estimation of
the human-clothes spatial relationships, outcome classification of the
dressing process or enabling robots to learn the motor skills of assistive
dressing. However, experiments were mainly conducted with human
18
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mannequins or in the simulation. In this thesis, we enabled humanoid
robots to provide dressing assistance to real human users.
• Most of the time, the human pose is recognised with a front-view cam-
era. In our work, we recognised the real-time human upper-body pose
with a top-view depth sensor. This idea can be applied to pose estima-
tion for self-feeding people or wheelchair users. Besides, we proposed
to model the movement space of the human upper-body joints in a
probabilistic way, which can be applied to evaluate the improvement
of the human upper-body mobility in rehabilitation robotics or med-
ical robotics. Although current research work has enabled humanoid
robots to perform various tasks, less attention has been paid to tasks
such as assistive dressing. In this thesis, we present an end-to-end ap-
proach to enable humanoid robots to provide dressing assistance.
1.3 thesis outline
In this section, we present an outline of the rest of this thesis along with a
roadmap shown in Figure 1.1.
• Chapter 2 - Background presents related work and background in-
formation in socially assistive robots, user modelling, vision in robot-
ics, robot learning using multi-modal information, and robot path plan-
ning. We also discuss the relevance of the reviewed work to this thesis.
• Chapter 3 - User Modelling using Vision Information presents a
movement space modelling method of the human upper-body joints
using Gaussian mixture models (GMMs). We also present the utility
of randomised decision forests to recognise human upper-body pose
in real time with a top-view depth sensor. We enable assistive robots
to provide personalised dressing assistance according to the GMMs
19
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of the human upper-body joints and real-time upper-body pose es-
timation. We evaluated the proposed system with ten healthy parti-
cipants. We first evaluated the average classification accuracy of the
human upper-body pose estimation with different tree models. We
also demonstrated how to model the movement space of the human
upper-body joints by visualising the GMMs of the human body. Exper-
imental results showed that the Baxter robot successfully assisted all
the participants with their dressing.
• Chapter 4 - User Modelling using Force Information presents an on-
line iterative path optimisation method based on adaptive moment
estimation. We compared the proposed method with methods using
vanilla SGD update, momentum update, Adagrad, and RMSProp on
the synthetic dataset. Experimental results showed that the perform-
ance of the proposed method achieved the smallest error with fewer
iterations and less computation time. We also evaluated the proposed
method on the real-world assistive dressing data by enabling the Bax-
ter robot to dress human users using force information. For all the
twelve participants, the robot found the optimal dressing paths within
a maximum of five iterations.
• Chapter 5 - User Modelling using Vision and Force Information
presents an online iterative path optimisation method using multi-
modal information, by combining the GMMs of the human upper-
body joints in Chapter 3 with the online iterative path optimisation
in Chapter 4. During iteration, a stick model is used for calculating
the joint Gaussian probability of two arm joints connected by the stick.
With both the synthetic dataset and the real-world assistive dressing
data, we compared the experimental results among the proposed user
modelling methods in Chapter 3, 4, and 5. The comparison results
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fulfil a reachability criterion and the user modelling method in Chapter
4 can mainly fulfil a comfort criterion, the proposed method in Chapter
5 can achieve a balance between the reachability and the comfort cri-
teria.
• Chapter 6 - Conclusions and Future Work concludes this thesis, dis-
cusses about the limitations and possible future work.
1.4 publications
The publications resulting from this thesis are listed as follows.
• Yixing Gao, Hyung Jin Chang, and Yiannis Demiris: "User Model-
ling for Personalised Dressing Assistance by Humanoid Robots", in
IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), 2015 (oral). (Chapter 3)
• Yixing Gao, Hyung Jin Chang, and Yiannis Demiris: "Personalised As-
sistive Dressing by Humanoid Robots using Multi-modal Information",
in IEEE ICRA Workshop on Human-Robot Interfaces for Enhanced
Physical Interactions, 2016. (Chapter 4)
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B A C K G R O U N D
This thesis mainly presents a user modelling method using multi-modal in-
formation for humanoid robots to provide personalised assistance in home
environments. We draw inspiration not only from the research field of human-
robot interaction, but also computer vision and machine learning. Robot
learning plays a significant role because it enables robots to adapt to changes
in tasks or environments. Nowadays, more and more machine learning meth-
ods have been applied in robotics field to enable robots to learn how to per-
form tasks. Robots can either learn motions from human demonstrations
(Wu et al., 2014), or learn their kinematic mechanism from motor babbling
(Zambelli and Demiris, 2016). In this thesis, we are focused on assistive ro-
bot learning from human preferences, which we term as user modelling.
The aim for user modelling is for assistive robots to provide personalised
assistance to each user.
In this chapter, we review the related work and background knowledge
of this thesis. We start in section 2.1 by generally looking at various kinds of
socially assistive robots. In particular, we review recent research on assistive
robots that can help human users to dress. Section 2.2 looks at work in user
modelling methods in the fields of general computer science and robotics. In
section 2.3, we look at recently proposed methods in human-centred vision
and the vision methods applied in human-robot interaction. In section 2.4,
an overview of robot learning using multi-modal information is presented,
along with a quick look at different kinds of sensors that can be used in
human-robot interaction. Section 2.5 looks at research work on robot motion
path planning for humanoid robots and stochastic optimisation. Finally, sec-
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tion 2.6 presents a conclusion of this chapter by discussing the relevance of
the reviewed work to this thesis.
2.1 socially assistive robots
In this section, we review the research work on socially assistive robots. Sec-
tion 2.1.1 first looks at various forms of assistive robots in human lives. Since
the main robot application involved in this thesis is assistive dressing, we
then review research work that enables humanoid robots to dress humans
in section 2.1.2.
2.1.1 Assistive Robots in General
There have been different forms of assistive robots for various purposes.
Assistive robots are mainly designed to assist or interact with humans phys-
ically or socially. Some researchers study small and soft robots, for instance,
seal robots, to accompany elderly people (Kidd et al., 2006; Robinson et al.,
2013; Wada and Shibata, 2007). Such robots mainly interact with humans
through voice, language, and simple motions. Humanoid robots are also
used as companion robots in home environments (Amirabdollahian et al.,
2013; Lee et al., 2009; Torta et al., 2012). Such robots are usually equipped
with multiple sensors so that they can possess various abilities, for instance,
navigation in a smart home, human and object recognition, and complic-
ated human-robot interactions using motions and languages. For all these
different types of companion robots, the robots’ social presences have been
studied to analyse their psychological and physiological influences on the
elderly (Bemelmans et al., 2012; Broadbent et al., 2009; Heerink et al., 2008).
Another research area in assistive robots is for post-stroke rehabilitation.
Robotic manipulators are most commonly used to provide hands-on assist-
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ance (Lum et al., 2002; Masiero et al., 2007). During the goal-directed move-
ments, a robot manipulator applies forces to enable the affected human arm
to follow the correct moving path. Instead of providing hands-on assistance,
assistive robots mainly use voices or gestures to interact with humans by
enabling them to accomplish different tasks using their affected limbs (Eriks-
son et al., 2005; Lo et al., 2010; Mataric´ et al., 2007; Tapus et al., 2008). Ex-
amples of rehabilitation tasks include limbs exercises, the Towers of Hanoi
puzzle, and turning pages of a newspaper. Motion capture sensors or other
vision sensors are often used to detect human motion, and the robot provides
feedback to human users based on their performances. For instance, if the
user fails the task, the robot would encourage the user to try again. If the
user accomplishes the task, the robot would suggest a more complicated task
for the user.
There have also been wearable robots for people with different disabilities,
such as exoskeleton robots for human lower limbs (Banala et al., 2007, 2009;
Ferris et al., 2005; Veneman et al., 2007), for human upper limbs (Carignan
and Liszka, 2005; Cavallaro et al., 2006, 2005; Perry et al., 2007), for human
hands (Ho et al., 2011; Iqbal et al., 2011; Kawasaki et al., 2007; Schabowsky
et al., 2010) and for human whole-body (Marcheschi et al., 2011). These exo-
skeleton robots are used to provide rehabilitation aids or to assist humans
with their affected limbs in daily living.
Smart wheelchair robots are widely studied to provide mobility assistance
for children, adults, and elderly people (Simpson, 2005). Sensor information
from humans are used for the shared control of wheelchairs movement, such
as brain signals (Carlson and Millan, 2013; Galán et al., 2008; Rebsamen et al.,
2010) and human gaze (Barea et al., 2002; Carlson and Demiris, 2012; Mat-
sumotot et al., 2001). An interesting aspect of the shared control is that wheel-
chairs only provide assistance when needed. The issue of how to assist can
be learned through imitation learning via a pair of haptic devices, where one
25
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haptic device is controlled by a teacher to teach the wheelchair how to assist
and another haptic device is controlled by a wheelchair user (Kucukyilmaz
and Demiris, 2015; Soh and Demiris, 2013). For wheelchair users, especially
children, to understand the wheelchair behaviours more clearly and directly,
Sarabia and Demiris proposed a humanoid robot companion for wheelchair
users (Sarabia and Demiris, 2013). A NAO robot which was attached in front
of the smart wheelchair used voice and gesture information to inform the
user about the behaviours of the wheelchair.
Considering the ageing population, more and more humanoid robots have
been studied to provide assistance for elderly people in their daily living
(Broadbent et al., 2009; Broekens et al., 2009; Tapus, Mataric and Scassellati,
2007). Yamazaki et al. enabled a humanoid robot to perform tidying and
cleaning rooms tasks such as carrying a tray from one table to another, pick-
ing up clothes and putting it into a washing machine, and cleaning floors
with a broom (Yamazaki et al., 2010). Humanoid robots are also used for
providing cooking support in a kitchen (Gravot et al., 2006), providing mas-
sage for the human backs (Luo et al., 2014), acting as shopping assistants
(Iwamura et al., 2011), or providing bathing care (King et al., 2010; Satoh
et al., 2009).
2.1.2 Dressing Robots
Dressing is one of the most common daily activities for humans and provid-
ing dressing assistance remains a challenging problem for robots. There has
been interesting prior research on assistive dressing by humanoid robots
in home environments. There are 3 core components in assistive dressing,
which are assistive robots, human users, and clothes.
Tamei et al. proposed to use the reinforcement learning method to teach
a dual-arm robot to learn the dressing motions (Tamei et al., 2011). For a
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human mannequin with a different head and shoulder inclination, the ro-
bot learned how to dress it with a T-shirt. At the beginning of the exper-
iments, the mannequin’s arms were inside the sleeves of the T-shirt while
the robot held the hem. The dressing task for the robot was to pull the T-
shirt over the mannequin’s head. The topological relationships between the
cloth and the mannequin were observed using the motion capture system
for the robot to optimise its joints trajectories. Although the motion capture
can provide accurate data, the system is complicated to use. To successfully
detect the markers in the system, the markers should be visible and not oc-
cluded by the obstacles. To improve real-time estimation of the human-cloth
relationships, Koganti et al. proposed the offline learning of a cloth dynamics
model with different sensor data, and applied this learned model to track the
human-cloth relationships online using a depth sensor (Koganti et al., 2015).
A shared Gaussian Process Latent Variable Model (GP-LVM) was used to
learn a joint low-dimensional latent model for the motion capture data and
depth sensor data. It was assumed that the cloth followed consistent dynam-
ics during the dressing process. Their experiments were also conducted with
a human mannequin.
Klee et al. used a Baxter robot to assist humans to put on a hat (Klee et al.,
2015). The human pose was recognised and tracked with a vision sensor for
the robot to check if the user could reach certain goal pose. During human-
robot interactions, limitations of the human body movement were gradually
learned, for instance, how far the user could move towards the robot, or to
the left/right side of the robot. The final goal for the robot was to choose
a reachable area for the user to move and then assist the user in putting
on the hat. Colome et al. enabled a WAM robot to wrap a scarf around a hu-
man mannequin’s neck through reinforcement learning (Colomé et al., 2015).
Since friction became a factor which can no longer be ignored when wrap-
ping a scarf, an analytical model of friction was proposed in order to improve
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the robot’s Inverse Dynamic Model (IDM) for compliant control. There has
also been interesting research work on humanoid robots manipulating non-
rigid material, for instance, folding cloth (Bersch et al., 2011; Maitin-Shepard
et al., 2010; Van Den Berg et al., 2010; Yamakawa et al., 2011) and unfold-
ing cloth (Doumanoglou et al., 2014; Kita et al., 2011; Ramisa et al., 2012;
Willimon et al., 2011).
2.2 user modelling
In this section, we review the research work on user modelling. We first dis-
cuss why personalisation and user modelling are important in our lives, and
we look at various kinds of research work that builds user models and their
applications in section 2.2.1. Then we review some user modelling methods
in robotics in section 2.2.2.
2.2.1 Personalisation and User Modelling in General
We are living in the computer age and we are surrounded by all kinds of
electrical devices such as laptops, smart tablets, smart phones, and smart
watches. With the development of software engineering, our user data can
be collected when using these devices and we can be provided with more
personalised information. The technologies behind these are data mining
(Fayyad et al., 1996; Han et al., 2011; Hand et al., 2001; Witten and Frank,
2005) and machine learning (Bengio, 2009; Bishop, 2006; Michalski et al.,
2013; Murphy, 2012).
Nowadays, we usually use a search engine to search for the information
we are interested in the Internet. Our searching history and preferred search-
ing information can be recorded and analysed by the search engine. Each
time when we search, the search engine provides other news, music, videos,
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etc. which it thinks we might be also interested. Another common example
is the online social network platform. Based on our own profiles, the pro-
files of our friends, and the friend’s profiles of our friends, the online social
network platform could suggest friends we might know to us. This helps us
save our time to search for different friends by ourselves.
One of the most notable features of the mobile apps used on smart elec-
trical devices is personalisation. Mobile apps for exercises can record the
total hours of exercise, the calories burned, the total amount of running,
etc., and use a week/month record to analyse the personal achievement to
provide suggestions for the exercise goal in the next week/month. This prin-
ciple is the same for the other mobile apps, such as balancing diet, brushing
teeth, and listening to music and songs.
Personalisation is everywhere in our daily living. To provide personal-
ised information or interaction, user data should be collected, modelled,
and analysed. This whole process can be viewed as building user models
or user modelling. The definition of user modelling according to (Fischer,
2001) is that it describes the process of building up and modifying a con-
ceptual understanding of the user, where the main goal of user modelling
is customisation and adaptation of systems to the user’s specific needs. De-
pending on the different purposes of applications, various kinds of personal
information can be collected to build user models. According to the user
modelling studies in (Hothi and Hall, 1998; Kobsa, 2001; Rich, 1979; Webb
et al., 2001), there are usually 4 types of user models, which are static user
models, dynamic user models, stereotype-based user models, and highly ad-
aptive user models. Static user models are the most basic type of user mod-
els. Usually, personal information, such as names, ages, skills, behaviours, is
collected before any interaction with the systems to build static user mod-
els, which are no longer changed during the interaction with the systems.
However, such models lack the adaptation ability to the personal changes
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of users. If the user’s preference changes later, the static user models need
to be rebuilt. Dynamic user models allow changes of personal preferences
during the interaction with the systems, thus they can be updated based
on new goals, latest individual information, etc.. Stereotype-based user mod-
els are commonly used in user modelling research. Building such models
is mainly based on demographic statistics. Users are classified into differ-
ent stereotypes after collecting their relevant information. For a new user
with little-known information, the computer/application can still infer the
relative characteristics of this user after classifying him/her to a stereotyped
group. However, sometimes a user’s personal attributes may not match any
of the existing stereotypes and such situations cannot be dealt with by the
user models flexibly. Highly adaptive user models aim to build a representa-
tion for a particular user, therefore it allows a high flexibility and adaptivity
of the system. Since a unique model for each user is built, it can avoid the
disadvantages of stereotype-based user models.
In order to build user models, users’ information should be collected. Usu-
ally there are 3 methods (Benyon and Murray, 1993; Montaner et al., 2003;
Salvendy, 2012; Vu and Proctor, 2011; Yin et al., 2015). The 1st method is
to directly ask the users who interact with the systems, such as question-
naires or the registrations processes for the social websites. For instance,
when somebody registers for a social platform, personal information such as
ages, occupations, and locations is provided by the user. Initially, the user’s
information might not be complete and the user can add new information or
modify previous information later. Such method is intuitive, direct, and easy
to implement. However, depending on the purpose of the application, some
kinds of personal information can not be directly given by the user. Thus
the 2nd method is to learn users’ preferences by observing and interpret-
ing their interactions with the system. For instance, based on our previous
search history, the search engine can categorise this information into differ-
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ent types, find the most frequent search type, and provide relevant inform-
ation that we might be interested potentially. As we mentioned earlier, data
mining and machine learning methods are usually applied when building
such user models. Since the user’s preference is mainly interpreted by the
system, some users might feel that the user models lack the interpretations
of their behaviours, skills, etc. by themselves. However, we should be aware
that this is not absolute because users cannot always interpret their prefer-
ences by themselves depending on the purposes of applications. The 3rd
method is a hybrid approach which asks for explicit feedback and alters the
user model by adaptive learning. This method combines the first two meth-
ods and takes the advantages of both. It not only allows objective opinions
from users but also updates user models dynamically.
There has been large amount of research work on user modelling and per-
sonalisation in different fields, such as personalised network updates for in-
creasing social interactions and contributions in social networks (Berkovsky
et al., 2012), personalised theme and tour recommendations for museums
visitors (Bohnert et al., 2012), inferring personality of online gamers by fus-
ing multiple-view predictions (Shen et al., 2012), a multi-faceted user model
for twitter (Hannon et al., 2012), property-based interest propagation in
ontology-based user model (Cena et al., 2012), preference relation based
matrix factorization for recommender systems (Desarkar et al., 2012), mod-
elling multiple distributions of student performances to improve predictive
accuracy (Gong et al., 2012), studies to determine user requirements regard-
ing in-home monitoring systems (Larizza et al., 2012), enhanced semantic
TV-show representation for personalised electronic program guides (Musto
et al., 2012), and automating the modelling of learners’ erroneous behaviours
in model-tracing tutors (Paquette et al., 2012).
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2.2.2 User Modelling in Robotics
Personalisation and user modelling play significant roles not only in our
daily living, but also in human-robot interactions. When we discuss the gen-
eral user modelling methods in the previous section, the systems that in-
teract with users mainly refer to computers, electronic devices, etc.. While
in this section, we discuss interactions between users and robots. Fong et
al. point out that user modelling is useful for socially interactive robots to
not only understand human behaviours but also adapt their behaviours to
different users (Fong, Nourbakhsh and Dautenhahn, 2003).
There have been various kinds of methods to build user models in human-
robot interaction. For instance, user stereotypes can be pre-defined with dif-
ferent attributes (Flandorfer, 2012; Fong, Thorpe and Baur, 2003). During
human-robot interactions, a robot can match the current user’s attributes
with existing user stereotypes and interact with the user based on the stereo-
type attributes. The user model in the stereotyped approach could be for a
single user or a group of users.
With a hands-off assistive robot during post-stroke rehabilitation therapy,
Tapus et al. investigated the extroversion-introversion personality matching
between the robot and users (Tapus et al., 2008). Since there is a strong rela-
tionship between the human personality and behaviour (Ewen, 2014), they
believed that robots should act in accordance with the user’s personality
during human-robot interactions. Experimental results showed that human
users preferred the robot behaviours which matched with their own person-
alities.
There has been research work on studying user preferences in an object
handover scenario. For a companion robot approaching a seated person in a
helping context, Dautenhahn et al. studied user preferences for the comfort-
able approach directions by considering factors such as gender differences,
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age, and handedness (Dautenhahn et al., 2006). Apart from robot approach-
ing, Cakmak et al. presented a user study on human preferences of robot
hand-over configurations, using a simulated kinematics model of human to
collect information on user preferences (Cakmak et al., 2011). Besides, the
spatial reasoning of users, such as user visibility and arm comfort, was con-
sidered as an important factor in (Sisbot et al., 2007) for object hand-over
tasks.
For an assistive robot to provide personalised assistance in (Klee et al.,
2015), the task for the robot was initially viewed as a template which con-
sisted of a sequence of robot motions. The first form of personalisation was
that the robot’s goal positions were instantiated with the user’s physical
features, such as the human height and pose. The second form of person-
alisation was that the robot learned the user’s physical constraints during
interactions. The robot finally finished the task by preventing the user reach-
ing the constrained area.
To recognise local navigation plans of the wheelchair users, a probabilistic
approach was proposed in (Hüntemann et al., 2013) which fused past driv-
ing information with a personalised user model. The user model learned
the transformation relationships from the user’s mental plans to the robot’s
input using Gaussian Process Regression. The navigation plan process was
modelled with a Dynamic Bayesian Network.
For human-robot collaboration tasks, Nikolaidis et al. presented a frame-
work to learn different user models (Nikolaidis et al., 2015). From demon-
strated human-robot joint actions, different types of user motion were mod-
elled using an unsupervised learning algorithm and the joint actions were
modelled with a mixed-observability Markov decision process (MOMDP).
Given a new user, the proposed framework could infer the user’s type and
compute a user-preferred policy for the robot to cooperate with the user.
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Mason and Lopes developed a robotic system which could gradually ad-
apt its behaviours to different users through repeated interactions (Mason
and Lopes, 2011). During interactions, users sent verbal commands to the
robot and gave positive or negative feedback to the robot’s goal states. The
user’s preferences were modelled as a function which could judge if a given
robot state was satisfied or not. For a new task, the robot first generalised
from the learned user’s profile and then planned its motions without new
user’s requests. The proposed system was applied to a robot to tidy up a
table with randomly located objects.
Lee et al. designed a snack delivery service with a humanoid robot and
explored the advantages of applying a personalisation strategy on the robot
(Lee, Forlizzi, Kiesler, Rybski, Antanitis and Savetsila, 2012). The snack ser-
vice lasted for 2 months for each participant. For each user, the history of
each time interaction was recorded, the user’s snack choice patterns and the
service usage patterns were analysed to personalise the robot’s social beha-
viours. Experimental results showed that adding the personalisation feature
to the snack robot could improve the users’ engagement and relationships
with the robot.
To evaluate if personalisation could yield benefits in assistive human-
robot interactions, Leyzberg et al. designed experiments to use a robot tu-
tor to assist participants to solve grid-based logic puzzles (Leyzberg et al.,
2014). During interactions, the robot tutor had 4 different choices to assist
users by providing different lessons, which are no lessons, randomised-but-
relevant lessons, personalised lessons chosen by an additive skill assessment
algorithm, and personalised lessons chosen by a Bayesian network skill as-
sessment algorithm. Experimental results showed that participants who re-
ceived personalised lessons performed much better comparing with parti-
cipants who received non-personalised lessons.
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It can be seen that user modelling is closely related to the aims of applica-
tions, which decides the types of users’ information to be collected and the
ways to build user models. Besides, how to enable robots to make use of
the user models also needs to be concerned. In this thesis, our interest of
the application domain is assistive dressing by humanoid robots. However,
there is no prior user modelling work on assistive dressing. As we discussed
in section 2.1.2, although there has been some research work on dressing
robots, the focus is either on a sub-part of a dressing task or the learning
of robot dressing motor skills, and the experiments were mainly conducted
with human mannequins. One of the main reasons that existing research
work cannot enable robots to assist real human users to dress is that states
of real human users are usually not considered. Through building user mod-
els, we collect information about users’ states and model individual user’s
preference in order to enable humanoid robots to provide not only dressing
assistance, but also personalised dressing assistance.
2.3 vision in robotics
In this section, we review the research work in human-centred vision. We
first mainly look at the computer vision methods in human pose recogni-
tion, human hand pose recognition, and recent advances of utilising deep
learning in computer vision in section 2.3.1. Then we review some vision
methods or techniques applied in human-robot interaction in section 2.3.2.
2.3.1 Human-centred Vision
Vision is one of the most critical components in robotic applications. With
vision sensors, robots could recognise the environment, behaviours of other
robots or human partners to better interact with the world. There have been
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significant advances in the research field of human pose recognition and
hand pose recognition.
Researchers have been studying on human pose recognition for a long
period (Aggarwal and Ryoo, 2011; Moeslund et al., 2006; Poppe, 2007, 2010;
Turaga et al., 2008; Wu and Huang, 1999). With challenging video dataset,
Ferrari et al. proposed an approach which could progressively reduce the
search space for the body parts (Ferrari et al., 2008). The body parts were
firstly inferred in a single frame and multiple frames were used to further
refine the single-frame estimation results. Detected human pose was repres-
ented with stick models. Rogez et al. presented an exemplar-based approach
for human pose detection and recognition using randomised trees (Rogez
et al., 2008). With a bottom-up approach, different human motions for train-
ing were recursively clustered and merged at each level when building a
decision tree. Given a new image, the human’s pose can be classified with
the learned pose classifier forest. To recognise the 3D human pose, Shotton
et al. proposed to use randomised decision forests to classify every pixel of
a single depth image into a body label (Shotton et al., 2013). A local mode-
finding approach based on mean shift (Comaniciu and Meer, 2002) was then
used to search for the 3D joint positions. Girshick et al. proposed to use
Hough forests to recognise 3D human pose from the depth images (Girshick
et al., 2011). Each pixel of the depth image voted for the positions of differ-
ent joints and the final voted joint positions were found using mean shift.
With the method of Hough forests, even if there existed self-occlusions, all
the body joints could still be inferred.
Apart from human pose recognition, researchers have also been work-
ing on hand pose recognition (de La Gorce et al., 2011; Erol et al., 2007;
Khamis et al., 2015; Tang et al., 2015; Wang and Popovic´, 2009; Yub Jung
et al., 2015). Comparing with the human body, there are more articulations
and self-occlusions in hand pose recognition. Tang et al. proposed a semi-
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supervised transductive algorithm for 3D hand pose estimation in real-time
(Tang et al., 2013). Labelled realistic dataset and a large synthetic dataset
were used to train the Semi-supervised Transductive Regression (STR) forest.
In testing phases, joint patches were first densely extracted from the depth
image and each patch voted for the potential locations of all joints. The
final voted joint locations were acquired using the kinematic joint refine-
ment method. In contrast to this method where joint patches needed to
be extracted from a depth image, Tang et al. proposed another Latent Re-
gression Forest (LRF) method, where the whole point cloud starting from
the centre of mass propagated down the latent regression tree until all the
skeletal joints were located (Tang et al., 2014). The method could be viewed
as a structured coarse-to-fine search process. Oikonomidis et al. proposed
a model-based method for 3D tracking of hand articulations (Oikonomidis
et al., 2011). The problem was viewed as an optimisation process by seeking
the hand model parameters which minimised the errors between the hypo-
thesised model and actual observations. Particle Swarm Optimisation (PSO)
(Kennedy, 2011) was applied to solve the optimisation. By combing motion
and skeleton information, Chang and Demiris presented an unsupervised
method to learn the kinematic structure for complex articulated objects such
as human hands (Jin Chang and Demiris, 2015). Each rigid motion segment
was extracted with randomised voting (Jung et al., 2014). To estimate the skel-
eton information, the object silhouette was first generated with the support
vector data description method (Tax and Duin, 2004) and then the skeletons
were found by utilising a distance function.
In recent years, deep learning has become more and more popular in re-
search fields such as machine learning, computer vision, and speech recogni-
tion (Bengio et al., 2013; LeCun et al., 2015; Ngiam et al., 2011; Schmidhuber,
2015). There are different forms of deep learning architectures, for instance,
deep neural networks, deep belief networks, recurrent neural networks, and
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convolution deep neural networks (Arel et al., 2010; Bengio et al., 2015). One
of the significant differences between deep learning and other machine learn-
ing methods is that most machine learning methods require identifying fea-
tures in the raw input data, such as the most commonly used scale-invariant
feature transform (SIFT) (Lowe, 1999; Nixon, 2008). This feature extraction
process is not needed in deep learning. The raw data can be directly used
as the input and the training process can automatically discover the most
useful patterns. Deep learning originated from artificial neural networks
(Cheng and Titterington, 1994; Egmont-Petersen et al., 2002), which could
only be trained with a few layers about 40 years ago, due to the limit of
computation power. Nowadays, with the rapid development of computer
hardware, software, GPUs, etc., more and more complex and deep neural
networks can be trained to solve big data problems. Deep learning has been
successfully applied to solve various computer vision problems, such as hu-
man pose estimation (Jain et al., 2014; Ouyang et al., 2014; Tompson et al.,
2014; Toshev and Szegedy, 2014), object recognition (Donahue et al., 2014;
Krizhevsky et al., 2012; Nair and Hinton, 2009; Socher et al., 2012), face re-
cognition (Hu et al., 2014; Huang et al., 2012; Sun et al., 2013, 2014; Taigman
et al., 2014), and image classification (Akata et al., 2014; Ciregan et al., 2012;
Karpathy et al., 2014; Simonyan and Zisserman, 2014).
2.3.2 Vision in Human-robot Interaction
Vision plays a significant role in human-robot interactions. According to the
purposes of different applications, either simple or complicated vision meth-
ods can be applied.
One of the simplest ways to detect the positions of objects or humans is
by using markers. Wu and Demiris proposed a template-based approach
for robots to learn arm trajectories through imitation learning (Wu and De-
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miris, 2010). A few markers were attached to the human teacher’s arm so
that the demonstrated arm trajectories could be recorded. For a humanoid
robot iCub to learn the dancing actions from human demonstrations (Lee
et al., 2013), the human teacher wore clothes covered with markers and the
human joint motions were recognised with a motion capture system. For the
assistive dressing applications in (Tamei et al., 2011), markers were attached
on both the human mannequin and the T-shirt. The positions of these mark-
ers were detected by a motion capture system so that the topological rela-
tionships between the mannequin and the clothes could be analysed. To ana-
lyse the body movement of human-robot interaction in (Kanda et al., 2003),
markers were attached to both the robot and human users. To determine
the smart assistive wheelchair’s location in the environment, Carlson and
Demiris placed fiducial markers at regular intervals on the ceiling (Carlson
and Demiris, 2008). A camera was positioned on the wheelchair which faced
towards the ceiling to detect the markers. Structured visual markers were
also used for indoor pathfinding in (Kalkusch et al., 2002).
The human’s head orientation could indicate the human’s attention dur-
ing human-robot interaction. With this information, robots could understand
better the human’s interests. By wearing a helmet or a pair of glasses at-
tached with markers, the human head pose was detected using the motion
capture system in (Lemaignan et al., 2014; Pandey and Alami, 2010; Pandey
et al., 2013). To estimate human head pose without markers, depth inform-
ation was used in (Seemann et al., 2004) which were acquired from a ste-
reo camera to track the human face with the colour-based face detection
technique (Nickel and Stiefelhagen, 2003). Then the human head pose was
estimated with a three-layer feedforward neural network. Stiefelhagen et al.
also used two neural networks to estimate respectively the rotation angles
for the pan and tilt of the head pose (Stiefelhagen et al., 2004). Fischer and
Demiris proposed a markerless perspective taking method for humanoid
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robots to see the world from the human’s viewpoint (Fischer and Demiris,
2016). With the normalised depth data, the random forest algorithm (Fanelli
et al., 2011) was applied to estimate the human head pose.
Human body pose estimation plays a significant role in human-robot in-
teractions. With the mature development of depth sensors such as Kinect
(Zhang, 2012) and Xtion (Gonzalez-Jorge et al., 2013), the OpenNI skeleton
tracking software becomes a popular tool to recognise the human body pose
in human-robot interactions. For instance, a humanoid robot learned human
motions through imitations where the human pose was recognised with the
skeleton tracker (Lee et al., 2012), complicated human gestures could be
recognised based on the lower-level skeleton tracking during human-robot
interactions (Fanello et al., 2013), and a dancing robot tutor could evaluate
children’s dancing performance with a skeleton tracker (Ros and Demiris,
2013). Pose recognition methods could also be designed heuristically based
on the experimental set-ups. For instance, Fasola and Mataric presented a
coach robot to engage elderly people in the physical exercises (Fasola and
Mataric, 2013). With a black background, a user was first segmented from
the whole image and the user’s face was detected with the OpenCV frontal
face detector. The locations of the human hands were determined by examin-
ing the extrema points of different arms. Luo et al. presented an adaptive
massage trajectory generator for a humanoid robot to provide a massage
service to humans (Luo et al., 2014). Human back pose was recognised with
an adaptable method proposed by (Buys et al., 2014) which made use of
the RGB-D sensor data, a human kinematic model, and the random decision
forest classification method.
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2.4 robot learning using multi-modal information
In this section, we review the research work in robot learning using multi-
modal information. We first look at different kinds of sensors that can provide
human user information in section 2.4.1, then we move to human-robot in-
teractive research using multi-modal information in section 2.4.2.
2.4.1 General Sensors for Human
For robots to interact more intelligently with humans, more knowledge
about the humans should be acquired. There are various kinds of sensors
that can provide human information from different perspectives.
In our everyday life, we usually use verbal language to communicate with
other people, express our emotions or needs. It would be useful for robots if
they could hear and understand humans. There has been research work on
human speech recognition using machine learning methods, such as neural
networks (Chan et al., 2016; Dahl et al., 2012; Graves et al., 2013; Hinton et al.,
2012; Sak et al., 2015; Seltzer et al., 2013). Human language is also used in
robot imitation learning, where the human teacher can provide positive or
negative verbal feedback, or corrections, to the robots (Cakmak et al., 2010;
Cakmak and Thomaz, 2012; Cantrell et al., 2011).
There are sensors which can detect the electroencephalography (EEG) sig-
nal from the human brains. Choi and Jo proposed an EEG system-based
hybrid brain-computer interface for the human users to control humanoid
robot navigation (Choi and Jo, 2013). Human brain signals were interpreted
into commands, such as turning left or right, and these commands were sent
to the robot. Cinar and Sahin applied Particle Swarm Optimisation and Ra-
dial Basis Function Networks (PSO-RBFN) for the EEG signal classification
and controlled the robot movement with the brain signal in real time (Cinar
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and Sahin, 2013). There are also studies in shared control for wheelchair
users using EEG signal (Carlson and Millan, 2013; Leeb et al., 2015). Apart
from the EEG signal, there are also sensors which can detect the electrocardi-
ography (ECG) signal from a human body (Maglaveras et al., 1998; Sameni
and Clifford, 2010).
Apart from the sensors that can reveal the human’s physiological inform-
ation, sensors can be attached to the robot’s body to detect the interaction
information between the robot and humans. For instance, Mukai et al. de-
veloped the tactile sensor system for a humanoid robot RI-MAN (Mukai
et al., 2008). When the robot held a human mannequin, the magnitude and
position of the mannequin could be detected by the tactile sensor system.
Ohmura and Kuniyoshi developed a humanoid robot attached with the
whole-body tactile sensors and enabled the robot to lift a 30kg box using
the tactile feedback (Ohmura and Kuniyoshi, 2007). Such abilities like lift-
ing and landing humans are crucial for rescue robots in the future. Soh
and Demiris enabled a humanoid robot iCub to classify non-rigid objects
with tactile sensors using sparse online infinite Echo-State Gaussian process
(OIESGP) (Soh and Demiris, 2014). A tactile array sensor was used to recog-
nise objects through multiple touches in (Luo et al., 2015).
Force sensors are also widely used in human-robot collaborations. Mo-
hareri et al. proposed a control framework for two pairs of master and slave
da Vinci surgical robots in a teleoperated robot-assisted surgery (RAS) envir-
onment (Mohareri et al., 2013). While the human action hand performed the
surgical task, the other human fixed hand would feel the force feedback from
the environment and adjust its motions. A pair of haptic devices was used
in (Kucukyilmaz and Demiris, 2015) to assist wheelchair users to drive. One
of the haptic devices was controlled by a human teacher while the other was
controlled by the users. When facing difficulties in turning the wheelchair,
the human teacher assisted the user in driving with the haptic device. The
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force information was sensed by the user’s haptic device and then turned
into the control command to the wheelchair.
2.4.2 Human-robot Interaction using Multi-modal Information
For robots to interact more naturally with humans, robots should be able
to utilise multi-sensor or multi-modality information. Using multi-modal
information could compensate the disadvantages of using unimodal inform-
ation when noise or ambiguity occurs in the unstructured environment.
Stiefelhagen et al. studied multi-modal human-robot interaction by en-
abling a humanoid robot to recognise speech, track humans, identify human
faces, detect pointing gesture, and estimate human head pose (Stiefelhagen
et al., 2007). For multi-modality information fusion, a constraint-based rule
system was used the determine which events could be merged, based on con-
straints such as time correlation and semantic content. Petit et al. proposed
a dynamic autobiographical memory system for humanoid robots to receive
continuous multi-modal data from the robot sensors and external devices
(Petit et al., 2016). Multi-modal data includes RGB data, proprioceptive data,
and tactile data from the robots, and depth data and human skeleton in-
formation from the depth sensor. With the long-term memory, the robots
could not only remember, but also relive the previous interactive event with
humans.
Lang et al. presented a multi-modal attention system for a mobile robot
to track humans (Lang et al., 2003). The system consisted of three modules,
which were the vision module to recognise the human faces, stereo micro-
phones to locate the human sound sources, and a laser range finder to detect
the human legs. Martin et al. also enabled robots to detect and track humans
with the proposed multi-modal fusion method using a probabilistic aggreg-
ation scheme (Martin et al., 2006). Data from an omnidirectional camera,
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laser, and sonar sensors was concurrently processed to infer nearby human
positions.
Force and vision information could be used together in human-robot col-
laborative tasks. Rozo et al. proposed an approach incorporating dynamical
systems, probabilistic learning, and stiffness estimation. They enabled a ro-
botic arm to learn the physical collaborative behaviours from human demon-
strations by satisfying both the position and force constraints (Rozo et al.,
2016). The robot was able to learn the behaviours such as lifting, moving,
and landing an object with a human partner, and the assembling task by
holding a wooden table while a human partner screwed the four legs to the
table. Kruse et al. presented a feedback controller using both force and vision
information, and enabled a Baxter robot to collaboratively unfold a piece of
cloth with humans by responding to force and vision changes (Kruse et al.,
2015).
There are human-robot interactive tasks which intrinsically require multi-
modal information. Zambelli and Demiris proposed an imitation learning
method to enable a humanoid robot iCub to learn how to play with a pi-
ano keyboard from a human teacher (Zambelli and Demiris, 2016). Through
self-exploration, the robot learned sensorimotor representations on multi-
modal task spaces including vision, touch, and proprioception. Given a new
task, the robot inferred its own motion by fulfilling multi-modal constraints.
Schmidts et al. combined Gaussian Mixture Regression and Hidden Markov
Models to teach a robot hand to imitate human grasping skills from motion
and force data (Schmidts et al., 2011). They showed that, regarding the gener-
alisation capability for grasping other similar objects, learning from motion
and force data outperforms learning from motion data only.
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2.5 robot path planning
There is a large number of research problems that requires humanoid robots
to plan paths for their arm motion. Most of the time, path planning becomes
an optimisation problem. In this section, we mainly review research work in
robot motion path planning and stochastic optimisation.
Imitation learning termed as learning by demonstration aims to teach ro-
bots different actions or behaviours through human demonstrations (Argall
et al., 2009; Billard et al., 2008; Schaal, 1999). For a robot to imitate a given
task, the robot usually needs to plan its end-effector path to accomplish the
task. Wu and Demiris proposed a template-based approach for the robot to
imitate the human arm movement (Wu and Demiris, 2010). A human demon-
stration was recorded as a template which consisted of a set of spatial feature
points. For the robot to reach a new goal position, the end-effector path was
planned by warping the feature points and minimising the translation en-
ergy. Calinon et al. proposed a task-parametrised mixture model to enable
the robots to learn a set of demonstrated movements which were observed
from different candidate frames (Calinon et al., 2014). Given a new task,
a temporary Gaussian Mixture Model was first estimated by the learned
model and the tracking reference was then retrieved by Gaussian Mixture
Regression.
There are a number of robotic research in stochastic path optimisation,
such as robot motion planning (Latombe, 2012; Masehian and Sedighiza-
deh, 2007) and path planning (Raja and Pugazhenthi, 2012). Hegels et al.
proposed an approach to post-optimisation using the non-linear conjugate
gradient method. They applied the iterative path optimisation algorithm in
the real-world application of robot-guided thermal spraying (Hegels et al.,
2015). The optimal path was planned offline with a simulation tool and real-
time feedback was not taken into consideration.
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Stochastic optimisation recently became an active area of research because
of the popularity of deep networks. To perform a parameter update with
the gradients, there has been some well-established methods. Vanilla up-
date which uses stochastic gradient descent (SGD) (Rumelhart, Hinton and
Williams, 1986) is the simplest form, but it may not converge or it con-
verges slowly when the learning rate is small enough. With momentum up-
date (Rumelhart, Hintont and Williams, 1986), the parameter vector builds
up velocity in any direction which has the consistent gradient, thus the
convergence rate is faster. Duchi et al. proposed an adaptive learning rate
method AdaGrad, which performed well with sparse gradients (Duchi et al.,
2011). Tieleman & Hinton presented RMSProp which adjusted the AdaGrad
method by using a moving average of squared gradients (Tieleman and Hin-
ton, 2012). The recently proposed Adam method (Kingma and Ba, 2015) com-
bines the advantages of the two popular methods AdaGrad and RMSProp,
which has shown its robustness to a variety of non-convex optimisation prob-
lems in machine learning.
2.6 conclusion
In this chapter, research work in socially assistive robots, user modelling,
vision in robotics, robot learning using multi-modal information, and robot
path planning have been reviewed. Although assistive robots can perform
various kinds of tasks in home environments, assistive dressing remains a
challenging problem. Existing methods focus on enabling robots to learn
the motor skills for dressing and experiments are usually conducted with a
human mannequin.
We have shown that user modelling and personalisation play significant
roles in our lives. Although there has been research on modelling user be-
haviours or preferences in human-robot interaction, interacting scenarios
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mainly include robots handing over objects to humans or robots approach-
ing humans from different directions.
Various sensor information has been used to collect the human user data
and there has been research in human-robot interaction using multi-modal
information. However, existing methods mainly enable robots to interact
with humans using multiple sensors and less attention has been paid to
model the human preferences. It is obvious that multiple sensors could
provide more robust information compared to a single sensor, but how to
make use of multiple sensor information in user modelling brings new chal-
lenges. For instance, one may think to build each layer of the user model
using different sensor information and then combine all the layers of user
models hierarchically. One may think to build one layer of the user model
using one type of sensor information and use other sensor information to
update the existing layer of the user model. The other may think to build a
combined user model using multi-modal information directly. Another chal-
lenge is that user models should also be able to adapt to the changes from
the users. For instance, the movement flexibility of the human body would
gradually decrease as humans grow older. For long-term human-robot inter-
actions, the ability for adaptation should be taken into consideration when





U S E R M O D E L L I N G U S I N G V I S I O N I N F O R M AT I O N
There are two key criteria that we use to evaluate the performance of our pro-
posed methods throughout this thesis, which are the reachability criterion
and the comfort criterion. In this thesis, (1) the definition of the reachability
criterion is that assistive robots provide dressing assistance by placing the
clothes within reach of the human upper-body joints, (2) the definition of the
comfort criterion is that there is no external force resistance detected during
assistive dressing.
In this chapter, we present a user modelling method using vision inform-
ation and enable a Baxter robot to provide personalised dressing assistance
to real human users by fulfilling the reachability criterion. With vision in-
formation, one of the most distinguishable features among different people
is the reachable area of the upper body. Not only for assistive dressing, but
also for object handover, assistive robots should avoid placing clothes or ob-
jects to the areas which are difficult to reach for the users. Thus learning
the reachable area of the human upper body is beneficial to assistive robots
to provide personalised assistance. To recognise each body part, the robots
should also be able to estimate human upper-body pose in real time.
3.1 system overview
The overview of the proposed system in this chapter is shown in Figure 3.1,
along with the system illustration shown in Figure 3.2.
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Figure 3.1: System overview in Chapter 3. Each box indicates a main section along
with a few key words. A top-view depth sensor is used to provide depth
images of a user. We adopt the randomised decision forest method (Shot-
ton et al., 2013) to recognise the human upper-body pose in real time
from a single depth image. Then we record the human motion, which
consists of a sequence of poses of the upper-body joints. With this in-
formation, we propose to model the movement space of the human
upper-body joints using GMMs to learn the reachable area of each joint.
When the probability of a position given the GMMs is higher, it means
that this position is more frequently visited by the corresponding upper-
body joint. For assistive robots to provide personalised dressing assist-
ance, a set of goals is sent to the robot’s grippers to execute in each step,
where the exact values for the goal positions are calculated according to
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Figure 3.2: System illustration in Chapter 3. Each box indicates a main section. The
structure of the system is the same as in Figure 3.1. The box of section
3.2 shows that the 3D coordinates of the upper-body joints are extracted
from a single depth image. The box of section 3.3 shows the 3D visual-
isation of the GMMs of the human upper-body joints, where L and R
indicate the left and right arm respectively. The box of section 3.4 shows
that a Baxter humanoid robot assists a user to dress with a sleeveless
jacket. (a1)-(a6) show the dressing steps for the robot’s grippers from a
top-view. The 2 orange circles represent the positions of the robot grip-
pers, which are also the positions of the jacket shoulders. The robot first
dresses the user’s right arm and then the left arm, following the order
of hand, forearm, upper arm, and shoulder. The exact values of the goal
positions in each step are personalised according to the GMMs of the
human upper-body joints and real-time upper-body pose estimation.
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In Figure 3.1, each box indicates a main section along with a few keywords.
A top-view depth sensor is used to provide depth images of a user. We ad-
opt the randomised decision forests method (Shotton et al., 2013) to recog-
nise the human upper-body pose in real time from a single depth image.
Then we record the human motion, which consists of a sequence of poses
of the upper-body joints. With this information, we propose to model the
movement space of the human upper-body joints using GMMs to learn the
reachable area of each joint. When the probability of a position given the
GMMs is higher, it means that this position is more frequently visited by the
corresponding upper-body joint. For assistive robots to provide personalised
dressing assistance, a set of goals is sent to the robot’s grippers to execute in
each step, where the exact values for the goal positions are calculated accord-
ing to the GMMs of the human upper-body joints and real-time upper-body
pose estimation.
The structure of the system in Figure 3.2 is the same as in Figure 3.1, where
each box indicates the main section. The box of section 3.2 shows that the 3D
coordinates of the upper-body joints are extracted from a single depth image.
The box of section 3.3 shows the 3D visualisation of the GMMs of the human
upper-body joints, where L and R indicate the left and right arm respectively.
The box of section 3.4 shows that a Baxter humanoid robot assists a user to
dress with a sleeveless jacket. (a1)-(a6) show the dressing steps for the robot
grippers from a top-view. The 2 orange circles represent the positions of the
robot’s grippers, which are also the positions of the jacket shoulders. The
robot first dresses the user’s right arm and then the left arm, following the
order of hand, forearm, upper arm, and shoulder. The exact values of the
goal positions in each step are personalised according to the GMMs of the
human upper-body joints and real-time upper-body pose estimation.
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3.2 upper-body pose recognition
In this section, we mainly describe how we use a top-view depth sensor
to recognise human upper-body pose by adopting the randomised decision
forests method proposed in (Shotton et al., 2013). Besides, we also describe
how we generate labels for training images using colour information in sec-
tion 3.2.2.
3.2.1 Randomised Decision Forests
Considering the dressing need, only the human upper-body pose is of in-
terest. In this chapter, we define 8 body parts for an upper body which are
left/right (L/R) shoulder, L/R upper arm, L/R forearm, and L/R hand. We
omit the human head since we are more concerned with the arm movements.
A randomised decision forest (Shotton et al., 2013) is a multitude of de-
cision trees which consist of split and leaf nodes. A split node can be seen
as a weak classifier which contains the information of a selected feature and
a threshold while a leaf node contains the information of the probabilities
that this leaf node belongs to a certain body part. Considering the amount
of our training data, we train a randomised decision tree instead of a forest.
For a given pixel n in a depth image, we choose the same depth compar-








where dI(n) is the depth value of pixel n, I indicates the specific image that
pixel n comes from, and θ = (u, v), where u and v are the offsets. The offsets
u and v are normalised by the depth of pixel n to ensure that the features
are depth invariant. This feature calculates the depth difference between
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two neighbour pixels of n. If a neighbour pixel lies outside the bounds of
the image or lies on the background, the depth of this neighbour pixel is set
to a large positive constant value.
We follow the same training steps as (Shotton et al., 2013) for the random-
ised decision tree. The training steps are:
1. Generate a set of random splitting candidates φ = (θ, τ), where θ is
the feature parameter and τ is the threshold.
2. Partition the training dataset reaching the current node Q = {(I,n)}
into left and right subsets by φ:
Ql(φ) = {(I,n)|fθ(I,n) < τ}
Qr(φ) = Q \Ql(φ) (3.2)
3. Compute the φ∗:
φ∗ = arg max
φ
G(φ)






where H(Q) is the Shannon entropy.
4. Go to step 2 until the terminating conditions (e.g. reaching the max-
imum depth of the tree) are satisfied.
Through training each tree model, a pair of offsets u and v, and a threshold
τ are learned for every split node. A distribution over body part labels is
also stored in every leaf node. In the testing phase, each pixel from a filtered
new depth image is classified by the learned tree model. Specifically, every
pixel traverses the tree starting at the root and finally reaches a leaf node
after repeatedly evaluating equation (3.1) and branching left or right by the
weak classifiers.
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After classifying the foreground pixels of a depth image in the testing
phase, we extract the mean point of each body part to represent the position
of its corresponding joint. We calculate the mean values of the 2D coordin-
ates for each upper-body joint after filtering outliers, and then convert them
to the 3D coordinates using the depth information in the camera coordinates.
For the assistive robot to work with the user’s upper-body pose, we convert
every joint position from the camera coordinates to the robot coordinates
according to the spatial relationships of the two coordinates.
3.2.2 Labelling Training Images
First of all, labelled training images for a user should be collected. A sitting
user is allowed to move both arms freely without self-occlusions within the
working range of the camera while pair-wise pixel-aligned RGB and depth
images are recorded. The user wears clothing with 8 different colours on the
upper body during the training data collection, which facilitates the follow-
ing segmentation process using colour information.
After collecting RGB and depth images for training, we extract foreground
pixels by filtering the head and the background. One reason for filtering the
human’s head is because the head movement is not of interest. Another
reason is that with our experimental set-up, by mounting the depth sensor
on top of Baxter’s facescreen, a user’s head is usually within the minimum
distance, which ends up with no information for the head from the depth
sensor. For each user, we measured the distance from the depth sensor to the
user’s neck before collecting data. Then we used this distance information
as a threshold to filter the head. To generate labels for every pixel remaining
in the RGB images, we first calculate the sample colours in the L*a*b* colour
space for each piece of cloth, where L* is the luminosity layer, a* and b*
are the chromaticity layers. Then, we classify each pixel using the nearest
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Figure 3.3: Colour-based segmentation for labelling training data. (a) shows an ori-
ginal depth image. (b) and (c) show the depth and RGB image after
filtering the head and background. The user wears clothing with 8 dif-
ferent colours and (d) shows the generated body labels for the training
depth image using a colour-based segmentation method.
neighbour rule. Due to the noise caused by light, the classification result
of every image is further improved by image erosion and image dilation.
Because pixels in a RGB image are aligned to the pixels in its corresponding
depth image, the labels generated from the RGB images can be used for
labelling the depth images.
The complete image pre-processing is shown in Figure 3.3. During data
collection, the user’s left arm stays in the left side of the body while the right
arm stays in the right side. Poses such as crossing arms are not allowed dur-
ing data collection since such human poses are not helpful to the dressing.
The colours of the cloth covered on the human’s left hand, left forearm,
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left upper arm, left shoulder, right shoulder, and right hand are quite dis-
tinguishable in the L*a*b* colour space. Thus when extracting the 2D joint
positions for these joints, we directly calculate the mean values of the cor-
responding body parts. These joints’ positions are then used as a reference
when calculating the joint positions which requires filtering the outliers. It
can be seen from Figure 3.3(d) that some pixels of the left forearm are clas-
sified as the right upper arm. When we extract the 2D joint position of the
right upper arm, we filter the outliers which locate in the area of the left
forearm. Specifically, the x values of the outliers are smaller than the x value
of the 2D joint position of the left shoulder while the x values of the pixels
which belong to the real right upper arm are larger than the x value of the
2D joint position of the right shoulder. It can also be seen from Figure 3.3(d)
that some pixels of the right upper arm are classified as the right forearm.
When we extract the 2D joint position of the right forearm, we filter the
outliers which locate in the area of the right upper arm. Specifically, the y
values of most outliers are smaller than the y value of the 2D joint position
of the right upper arm while the y values of the pixels which belong to the
real right forearm are larger than the y value of the 2D joint position of the
right upper arm.
3.3 upper-body movement space modelling
In this section, we propose a user modelling method using vision informa-
tion to model the movement space of the human upper-body joints.
As we discussed earlier, from a single depth image, we can get the 3D
joints positions of a user in the robot coordinates. For the user modelling
purpose, a sequence of N depth images is used. We define the joint set of
a single depth image as Ji = {J1i , J
2
i , ..., J
M
i } where M is the total number
of the upper-body joints, and i indicates the depth image. For each joint,
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i ] where m ∈ {1, ...,M}, is the 3D coordinates of the joint.
The user’s joints’ information are the 3D points in the space and are not
informative enough for an assistive robot to know the limitations of the up-
per body. Considering that the working space of each joint is quite different,
we use GMMs to model the movement space of each upper-body joint. We
define Jm = {Jm1 , J
m
2 , ..., J
m
N }, where J
m represents the set of joint m from N








We adopt the unsupervised Expectation-Minimisation (EM) learning al-
gorithm in (Figueiredo and Jain, 2002) to estimate the parameters of each
Gaussian model. Given Jm, the minimum and maximum number of mixture
components, this algorithm outputs the best-selected number of components
Km, the obtained mixture probabilities pimk , the estimates of the means µ
m
k ,
and covariance Σmk of the components.
To fulfil the reachability criterion, the robot should place the clothes to the
reachable area of each upper-body joint. For each joint, we take the means
µmk of the GMMs as different candidate positions for placing the clothes. This
is because the mean of a Gaussian model is the position which maximises the
Gaussian probability. When the Gaussian probability is higher, this position
is more frequently visited by the corresponding joint. In assistive dressing,
we choose the mean of the GMMs of the joint which is the closest to the
current joint position and enable the robot to place the clothes to this position
for the joint. More details will be discussed in section 3.4.
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3.4 personalised assistive dressing using vision information
In this section, we describe how the GMMs of the human upper-body joints
are used by assistive robots to provide personalised dressing assistance. A
sleeveless jacket is used for the dressing experiments.
We propose an intuitive motion planning method for assistive robots to
plan the dressing motion. This is inspired by real scenarios where a human
assistant helps another person to wear a sleeveless jacket. A set of goals are
sent successively to the robot to execute and the inverse kinematics problems
(Nakamura and Hanafusa, 1986) are solved by MoveIt!, the Robot operating
system (ROS) motion planning library (Chitta et al., 2012). Table 3.1 shows
to which goals the robot’s grippers should move at each step, along with an
illustration of the spatial relationships between the robot’s grippers and the
human body shown in Figure 3.4.
During assistive dressing, the robot uses two grippers to hold the shoulder
areas of a sleeveless jacket respectively, thus the positions of the robot grip-
pers also represent the positions of the jacket shoulders. We enable the robot
to assist the user to wear the right part of the jacket first, and then the left
part. In the 1st step in Table 3.1, each of the robot’s grippers moves to the
position which is behind the corresponding shoulder of the user. In the 2nd
step, the robot moves its left gripper to the position which is behind the right
shoulder of the user and moves its right gripper to dress the right hand of
the user. From the 3rd step to the 5th step, the robot keeps moving its left
gripper towards the direction of the left shoulder of the user, while the robot
moves its right gripper to dress the user’s right forearm, upper arm, and
shoulder. The exact values for the goal positions of the robot’s right gripper
are calculated according to the GMMs of the joints and real-time positions
of the joints. In the robot coordinates, we represent the current position of
the user’s upper-body joint as pmcur and the means of the GMMs of the joint
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Table 3.1: Robot motion planning procedures. This table shows to which goals the
robot’s grippers should move at each step. In the 1st step, each of the
robot’s gripper moves to the position which is behind the corresponding
shoulder of the user. In the 2nd step, the robot moves its left gripper to
the position which is behind the right shoulder of the user and moves its
right gripper to dress the right hand of the user. From the 3rd step to the
5th step, the robot keeps moving its left gripper towards the direction of
the left shoulder of the user, while the robot moves its right gripper to
dress the user’s right forearm, upper arm, and shoulder. The exact values
for the goal positions of the robot’s right gripper are calculated according
to the GMMs of the joints and real-time positions of the joints. We choose
the mean of the GMMs of the joint which is the closest to the current joint
position and enable the robot to place the clothes to this position for the
joint. After the right part of the jacket is worn on the user body, the jacket
adds some constraints on the movement of the robot’s left gripper. Thus
in the 6th step, the robot moves its left gripper to the left shoulder of the
user and the user needs to pull back the left arm to wear the left part of
the jacket.
Step Robot left gripper Robot right gripper
1 Behind left shoulder Behind right shoulder
2 Behind right shoulder Right hand
3 Towards left shoulder Right forearm
4 Towards left shoulder Right upper arm
5 Towards left shoulder Right shoulder
6 Left shoulder No movement
as µmk , where m indicates the index for the specific joint. We use d
m
k to rep-
resent the vector between pmcur and µmk . For each joint, we enable the robot
to place the jacket to µml which is the closet to p
m
cur, where
l = arg min
k
(||dmk ||) (3.5)
After the right part of the jacket is worn on the user body, the jacket adds
some constraints on the movement of the robot’s left gripper. Thus in the
final step, the robot moves its left gripper to the left shoulder of the user and






Figure 3.4: An illustration of the robot dressing motion from a top-view. This fig-
ure corresponds to the dressing steps shown in Table 3.1. The 2 orange
circles represent the positions of the robot’s grippers, which are also the
positions of the jacket shoulders. The dressing order is from a1 to a6.
3.5 experiments
We used a Xtion PRO camera which provided RGB and depth images at
the frame rate of 30Hz and frame resolutions of 640 × 480 pixels. The as-
sistive humanoid robot we used in the dressing application was a Baxter
robot built by Rethink Robotics. To observe the upper body behaviours of
the users from a top view, we mounted the Xtion PRO on top of Baxter’s
face screen. We first evaluated the performance of the upper-body pose es-
timation and movement space modelling. Then we tested the whole system
by demonstrating how the Baxter robot made use of the GMMs of the hu-
man upper-body joints and real-time upper-body pose estimation to assist
a human in wearing a sleeveless jacket. Ten healthy participants (six female)
ages 25-33 (mean: 28.2, std: 2.70) participated in the experiments. All compu-
tation was conducted on a standard desktop computer with quad-core Intel
i7 processor.
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3.5.1 Evaluation of Upper-body Pose Recognition and Movement Space Modelling
For each participant, we recorded 5, 000 pairs of pixel-aligned RGB and
depth images of human arm motion without self-occlusions. We instruc-
ted the participants to move their arms in one of the following ways by
pretending mobility limitations in their right arms: (1) human arms mainly
move in the left and right directions (2 participants), (2) human arms mainly
move in the forward and backwards directions (2 participants), (3) human
arms mainly move in the up and down directions (3 participants), (4) human
arms draw circles vertically (3 participants).
For each user, we used 3, 000 depth images as training data and the other
2, 000 images as testing data. Among the 3, 000 training images, we used
30, 300, 1, 000, and 3, 000 training images to train different tree models with
depth 10 and depth 20 separately. A depth 20 tree is deep enough for the
number of our training images. For each depth image, we randomly selected
504 pixels where every 63 pixels came from one body part. For each node
in the tree model during training, we randomly generated 500 candidate
features and 10 candidate thresholds per feature. The colour based segment-
ation method was used to generate the ground-truth body labels for both
the training and testing images. We calculated the average accuracy of classi-
fication results from different trained tree models of all the users, which are
shown in Table 3.2.
It can be seen that while the depth of the tree model remains the same, the
average classification accuracy increases as the number of training images
increases. The average classification accuracy is the highest, at 90.82%, when
the number of training images is 3, 000 and the depth of tree model is 20.
When the number of training images is the same, the average classification
accuracy is smaller with the depth 10 trees than with the depth 20 trees.
62
3.5 experiments
Table 3.2: Average classification accuracy of testing images with different tree mod-
els. Ten healthy participants (six female) ages 25-33 (mean: 28.2, std: 2.70)
participated in the experiments. For each participant, we recorded 5, 000
pairs of pixel-aligned RGB and depth images of the human arm motion
without self-occlusions. The colour based segmentation method was used
to generate the ground-truth body labels for both the training and testing
images. For each user, we used 3, 000 depth images as training data and
the other 2, 000 images as testing data. Among the 3, 000 training images,
we used 30, 300, 1, 000, and 3, 000 training images to train different tree
models with depth 10 and depth 20 separately. It can be seen that while
the depth of the tree model remains the same, the average classification
accuracy increases as the number of training images increases. The av-
erage classification accuracy is the highest, at 90.82%, when the number
of training images is 3, 000 and the depth of tree model is 20. When the
number of training images is the same, the average classification accuracy
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Figure 3.5: Extracting the 3D joint coordinates. From a testing depth image, we first
classify every pixel to a joint class with a trained randomised decision
tree model. Then, we calculate the 2D coordinates of each body joint
after filtering outliers. Finally, we convert the 2D joint coordinates to the
3D joint coordinates using depth information.
For any testing image, we first classify each pixel to a joint class and find
the 2D coordinates of each joint. We calculate the mean position of each body
part after filtering the outliers and use this position as the joint position.
Then, the 2D joint coordinates are converted to the 3D joint coordinates
using the depth information. The whole process is shown in Figure 3.5.
For each participant, we modelled the movement space of the upper-body
joints in the robot coordinates. In Figure 3.6, we visualise 4 representatives
of the GMMs of the upper-body joints. The transparency of individual Gaus-
sian model depends on its mixture probability obtained using the unsuper-
vised EM learning algorithm (Figueiredo and Jain, 2002). When the probab-








Figure 3.6: Visualisation of 4 representatives of the GMMs of the human upper-
body joints. We instructed the participants to move theirs arms by pre-
tending mobility limitations in their right arms. The movement space of
each upper-body joint is modelled with GMMs. The transparency of indi-
vidual Gaussian model depends on its mixture probability obtained us-
ing an unsupervised EM learning algorithm (Figueiredo and Jain, 2002).
When the probability of a position given the GMMs is higher, it means
that this position is more frequently visited by the corresponding joint.
When an area is frequently visited by a joint, the colour of this area be-
comes denser. Images on the left and right show the visualisation of the
GMMs from a top view and a front view respectively. In (a1) and (a2),
the human arms mainly move in the left and right directions. In (b1)
and (b2), the human arms mainly move in the forward and backwards
directions. In (c1) and (c2), the human arms mainly move in the up and
down directions. In (d1) and (d2), the human arms mainly draw circles
vertically.
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is more frequently visited by the corresponding joint. When an area is fre-
quently visited by a joint, the colour of this area becomes denser. Images on
the left and right show the visualisation of the GMMs from a top view and
a front view respectively. In (a1) and (a2), the human arms mainly move in
the left and right directions. In (b1) and (b2), the human arms mainly move
in the forward and backwards directions. In (c1) and (c2), the human arms
mainly move in the up and down directions. In (d1) and (d2), the human
arms mainly draw circles vertically.
3.5.2 Assisting Users with Dressing
We tested the whole system on the ten participants by enabling the Baxter
robot to provide personalised assistance to help each user wear a sleeveless
jacket, where the robot made use of the GMMs of the upper-body joints
and real-time upper-body pose estimation. For each user, the robot planned
its motion according to the dressing steps shown in Table 3.1. The interval
of Baxter moving its grippers from current positions to new positions was
set to 3 seconds. The robot moved two grippers slowly while dressing the
users. Orientation constraints were added to the robot’s grippers during mo-
tion planning and a minimum distance was always kept between the robot’s
grippers to avoid any potential self-collisions. To further guarantee the safety
of users, the whole dressing process was under careful supervision by the re-
searchers. Experimental results showed that the robot successfully assisted
all the participants to dress with the sleeveless jacket. Figure 3.7 and 3.8
show some sequential shots of the Baxter robot assisting two users to wear
a sleeveless jacket individually1. The dressing order in each figure is from a
to f.







Figure 3.7: Sequential shots 1 of personalised assistive dressing with the user mod-
elling method in this chapter. The Baxter robot planned the dressing
motion according to the GMMs of the human upper-body joints and
real-time upper-body pose estimation. (a) The robot used two grippers
to grasp the shoulder parts of the sleeveless jacket behind the user. (b)
The robot assisted the user to dress the right hand. (c) The robot assisted
the user to dress the right forearm. (d) The robot assisted the user to
dress the right upper arm. (e) The robot assisted the user to dress the
right shoulder while the robot’s left gripper moved towards the user’s
left shoulder. (f) The robot assisted the user to dress the left arm.
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Figure 3.8: Sequential shots 2 of personalised assistive dressing with the user mod-
elling method in this chapter. The Baxter robot planned the dressing
motion according to the GMMs of the human upper-body joints and
real-time upper-body pose estimation. (a) The robot used two grippers
to grasp the shoulder parts of the sleeveless jacket behind the user. (b)
The robot assisted the user to dress the right hand. (c) The robot assisted
the user to dress the right forearm. (d) The robot assisted the user to
dress the right upper arm. (e) The robot assisted the user to dress the
right shoulder while the robot’s left gripper moved towards the user’s
left shoulder. (f) The robot assisted the user to dress the left arm.
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3.6 conclusion
When we collected the motion data from the participants to model the
movement space of the upper-body joints, we instructed the participants to
move their arms by pretending one kind of mobility limitations in their right
arms. During assistive dressing, we instructed the participants to follow the
same mobility limitations when they moved the arms. However, although
we took measures to request compliance with the trained behaviours, we
had no measure of how compliant they were.
3.6 conclusion
In this chapter, we have presented a user modelling method using vision
information. We applied the proposed method to enable a Baxter humanoid
robot to provide personalised dressing assistance to real human users by ful-
filling the reachability criterion. By mounting a depth camera on top of the
robot’s face screen, the human upper-body pose is recognised in real time
from a single depth image using randomised decision forests. By collecting
the motion data of the human upper body, the movement space of each
upper-body joint is modelled with GMMs so that we can learn the reachable
area of each upper-body joint. To enable the robot to provide personalised
dressing assistance, (1) we define a set of dressing steps for the robot’s grip-
pers, (2) the exact values for the goal positions in each step are determined
according to the GMMs of the human upper-body joints and real-time pose
estimation.
We evaluated the proposed system on ten healthy participants. Experi-
mental results on the upper-body pose estimation showed that the highest
average classification accuracy was 90.82% when the number of training im-
ages was 3, 000 and the depth of tree model was 20 for a user. We demon-
strated how to model the movement space of the human upper-body joints
by visualising 4 representatives of the GMMs of the human body among the
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participants. We also evaluated the whole system by enabling the Baxter ro-
bot to make use of the GMMs of the human upper-body joints and real-time
upper-body pose estimation to plan the dressing motions. Experimental res-
ults show that the robot successfully assisted all the participants to dress
with the sleeveless jacket.
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U S E R M O D E L L I N G U S I N G F O R C E I N F O R M AT I O N
Assistive robots can use the vision information of a human body when dress-
ing a user (Colomé et al., 2015; Gao et al., 2015; Klee et al., 2015). However,
occlusions could occur when the robot’s arms, the clothes, and the human
body are in close contact, which leads to failures in human pose recognition.
Thus, other sensor information about humans should be introduced to com-
pensate for the disadvantages of using vision information only. Additionally,
due to varying dressing habits, different people may have different preferred
paths for the movement of their arms.
In this chapter, we present a user modelling method using force informa-
tion and enable a Baxter robot to provide personalised dressing assistance to
real human users by fulfilling the comfort criterion. As we have mentioned
in Chapter 3, the definition of the comfort criterion in this thesis is that there
is no external force resistance detected during assistive dressing. To satisfy
the comfort criterion, assistive robots should be able to find the optimal per-
sonalised dressing path for a user so that the user feels comfortable during
the whole dressing process.
Although some vision information is used to decide the starting dressing
positions and the initial dressing path for a human user, the focus of this
chapter is a user modelling method using force information.







● A preliminary study of using 
force sensor information
Online Iterative Path Optimisation
● Based on adaptive moment estimation
Personalised Assistive Dressing
● Learning optimal personalised dressing path
Robot Motion Adjustment 
Based on Force Information
● Use the means of the GMMs 
● Decide starting dressing positions




● Robot's force sensor 
● Fixed size moving window
Figure 4.1: This Figure shows the organisation of the sections in this chapter. In
section 4.2, we start with a preliminary study of using force sensor in-
formation to enable the robot to detect external resistance and locally
adjust its motion during assistive dressing. To enable the robot to mem-
orise the updated path and avoid the same resistance in the next round
human-robot interaction, we further propose an online iterative path op-
timisation method to search for an optimal path in the space using force
information. The proposed new stochastic path optimisation method in
section 4.3 is based on adaptive moment estimation (Kingma and Ba,
2015). We apply the proposed method on personalised assistive dressing
in section 4.4 by enabling the robot to iteratively search for the optimal
personalised dressing path for a human user. Section 4.4.1 presents how
we make use of the GMMs of the human hands to determine the start-
ing dressing positions. Section 4.4.2 presents how we make use of a fixed
size moving window to enable the robot to detect the external force res-
istance during robot’s motion execution.
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Figure 4.2: The proposed user modelling method in this chapter enables a Baxter
humanoid robot to search for the optimal personalised dressing path for
a real human user. Force sensor information (green) is used by the robot
to detect external force resistance in order to locally adjust its motion.
The robot iteratively updates the current dressing path until finding the
optimised one (red path connecting orange circles). Vision information
(purple) is used to (1) decide the starting dressing positions according to
the GMMs of the human hands, (2) decide the initial dressing path (blue
circles).
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4.1 overview
The organisation of the sections in this chapter is shown in Figure 4.1. Each
box indicates a section with a few keywords. In section 4.2, we start with a
preliminary study using force sensor information to enable the robot to de-
tect external resistance and locally adjust its motion during assistive dress-
ing. To enable the robot to memorise the updated path and avoid the same
resistance in the next round of human-robot interaction, we further propose
an online iterative path optimisation method to search for an optimal path
in the space using force information. The proposed new stochastic path op-
timisation method in section 4.3 is based on adaptive moment estimation
(Kingma and Ba, 2015). We apply the proposed method on personalised
assistive dressing in section 4.4 by enabling the robot to iteratively search
for the optimal personalised dressing path for a human user. Section 4.4.1
presents how we make use of the GMMs of the human hands to determine
the starting dressing positions. Section 4.4.2 presents how we make use of
a fixed-size moving window to enable the robot to detect the external force
resistance during the robot’s motion execution.
Figure 4.2 shows an illustration of the user modelling method using force
information in this chapter. The proposed user modelling method enables
a Baxter humanoid robot to search for the optimal personalised dressing
path for a real human user. Force sensor information (green) is used by
the robot to detect external force resistance in order to locally adjust its
motion. The robot iteratively updates the current dressing path until finding
the optimised one (red path connecting orange circles). Vision information
(purple) is used to (1) decide the starting dressing positions according to the
GMMs of the human hands, (2) decide the initial dressing path (blue circles).
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4.2 robot motion adjustment based on force information
In this section, we study the preliminary use of force sensor information to
enable the robot to detect external resistance and locally adjust its motion
during assistive dressing.
At the endpoint of each limb, the Baxter robot has force sensors which can
detect the current applied force in 3 dimensions. The force coordinates are
with respect to the robot’s grippers. The spatial relationships between the
gripper force coordinates and the robot coordinates can always be acquired
using the standard ROS techniques of coordinate transformation. During
assistive dressing, we fix the orientations of the robot’s grippers, and the
spatial relationships between the force coordinates and the robot coordin-
ates are xforce = −xrobot, yforce = −yrobot, zforce = −zrobot. A positive
axis in the force coordinates is the corresponding negative axis in the robot
coordinates.
To detect external force resistance, for each axis we calculate the force
difference at every time step and sum them up within a fixed-size moving
window. In the force coordinates, we use Ftx, Fty and Ftz to represent the
sum of force difference in each axis at time step t. When there is external
force resistance, there will be a continuous increase or decrease in the force
difference, resulting in an increase in |Fti |, where i ∈ {x,y, z}.
According to the dressing order, different goal positions are sent to the
robot’s grippers to execute. Given a goal position for the robot’s gripper,
a path is planned using the motion planning library (Chitta et al., 2012).
While the robot’s gripper executes the planned path, |Fti | is checked at each
time step. We use τf to represent the force threshold. If |Fti | > τf, then
the gripper stops moving and adjusts its gripper from the current posi-
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cur −α ∗ Ftx
ytnew = y
t
cur −α ∗ Fty
ztnew = z
t
cur −α ∗ Ftz
(4.1)
and α is a constant coefficient which controls the proportion of the adjusted
distance caused by the force. With a minus sign in front of Fti , the forces
are transformed into the robot coordinates. When an external force is de-
tected, the gripper positions are adjusted towards the force direction in 3
dimensions in the robot coordinates. In the experiments, τf is set to 5N, the
moving window size is 15 time steps and α is set to 0.01.
We evaluate this preliminary approach by enabling the Baxter robot to
assist a human user to wear a sleeveless jacket. The robot uses two grippers
to grasp the shoulder parts of the jacket and the grippers’ positions are also
the jacket shoulder positions. The robot assists the user to dress one arm
first and then the other arm. In the experiments, we let the robot assist the
user to wear the right part of the jacket first.
For the experimenter, we first collected the visual data of the upper-body
motions and modelled the movement space of the hands. Then we chose
a comfort starting position for the right hand. With an OpenNI skeleton
tracker, we use a front-view depth sensor to recognise the upper-body pose
by detecting the elbow and shoulder positions, which are sent to the robot
to plan its dressing motions. As soon as there is external force resistance
detected, the robot stops its current execution and locally adjusts its motions
according to the detected force. After the local motion adjustment, the robot
keeps moving towards the next goal position until the dressing is finished.
The robot’s right gripper path is shown in Figure 4.3. We show the legend
in Figure 4.3(a), where the blue circle represents a waypoint in the planned
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(a) Legend (b) Planned path
(c) Force detected (d) Local motion adjustment
(e) Move towards the goal (f) Force detected
(h) Move towards the goal(g) Local motion adjustment
Figure 4.3: This figure shows an example of the robot’s right gripper path during
assistive dressing. 1, 2 and 3 in blue represent the initial positions of
human right hand, elbow and shoulder. The robot assists a user to wear
the right part of the jacket following the order of 1, 2 and 3. During
assistive dressing, the robot keeps detecting external force resistance and
responds to it through locally adjusting its motions. 1 ′ and 2 ′ in green
are the adjusted positions. Best viewed in colour.
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path, the filled green circle represents a waypoint in the actual path, the red
star means that there is external force resistance detected, the blue dashed
line represents a planned path, and the green line represents an actual path.
Figure 4.3(b) shows the initially planned path with 3 waypoints where 1, 2,
and 3 in blue are the positions of the human right hand, elbow, and shoulder.
The robot’s right gripper first moves to position 1 and then the waypoint
position 2 is sent to the robot to reach. While the robot’s gripper moves from
1 to 2, external force resistance is detected. The position when detecting force
is shown in the red star in Figure 4.3(c). We use the green line to connect
position 1 and the red star to show that this is the actual path that the robot
gripper has passed. The blue dashed line from the red star to position 2
means that this is the planned path for the robot’s gripper to execute if no
force is detected. Since external force is detected, the robot stops current
execution and locally adjusts its gripper position to 1 ′ in green, which is
shown in Figure 4.3(d). The new position 1 ′ is calculated according to the
equation (4.1). In Figure 4.3(e), the robot keeps moving towards the goal
position 2 from the current new position 1 ′. In the new planned path, there
is no external force disturbance detected. Then the robot’s gripper moves
towards the goal position 3, where force is detected again in the middle,
which is shown in Figure 4.3(f). In Figure 4.3(g), the robot stops executing
and adjusts its gripper to position 2 ′. Finally, the robot moves to the last goal
position 3 from the adjusted new position 2 ′.
In this section, we presented a preliminary study on using force inform-
ation to enable the robot to locally adjust its motion. We plan to enable the
robot to memorise the adjusted path so that the same force resistance could
be avoided in the next interaction. In the following sections in this chapter,





In this section, we propose an iterative path optimisation method which can
search for the optimal path starting with an initial path based on Adam
(Kingma and Ba, 2015). We briefly introduce Adam in section 4.3.1 and then
describe the proposed online iterative path optimisation method in section
4.3.2.
4.3.1 Adaptive Moment Estimation
The Adam method proposed in (Kingma and Ba, 2015) is for optimisation of
stochastic objective functions, where only first-order gradients are required.
Adam combines the advantages of two recent stochastic optimisation meth-
ods AdaGrad and RMSProp, where AdaGrad performs well with sparse
gradients and RMSProp works well in non-stationary and online settings.
Adam is described in Algorithm 1 in (Kingma and Ba, 2015).
f(θ) is a stochastic objective function which is differentiable w.r.t. paramet-
ers θ, and gt represents the gradient evaluated at time step t. The algorithm
updates the biased first moment estimate mt and the biased second raw
moment estimate vt. Since m0 and v0 are initialised with 0, the moment
estimates mt and vt could be biased towards 0 at the beginning of the iter-
ation. The initialisation bias is then counteracted by calculating mˆt and vˆt.
More details about initialisation bias correction and convergence analysis of
Adam can be found in (Kingma and Ba, 2015).
4.3.2 Online Iterative Path Optimisation
The Adam method is designed to find the global optimum for a stochastic
objective function. In this section, we propose an online iterative path op-
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Algorithm 1: Adam (Kingma and Ba, 2015)
Require : α: Stepsize
Require : β1,β2 ∈ [0, 1): Exponential decay rates for the moment
estimates
Require : f(θ): Stochastic objective function with parameters θ
Require : θ0: Initial parameter vector
m0 ← 0 (Initialize 1st moment vector)
v0 ← 0 (Initialize 2nd moment vector)
t← 0 (Initialize timestep)
while θt not converged do
t← t+ 1
gt ← ∇θft(θt−1) (Get gradients w.r.t. stochastic objective at timestep
t)
mt ← β1·mt−1 + (1−β1)·gt (Update biased first moment estimate)
vt ← β2·vt−1 + (1−β2)·(gt)2 (Update biased second raw moment
estimate)
mˆt ← mt/(1− (β1)t) (Compute bias-corrected first moment
estimate)
vˆt ← vt/(1− (β2)t) (Compute bias-corrected second raw moment
estimate)
θt ← θt−1 −α·mˆt/(
√
vˆt + ) (Update parameters)
return θt (Resulting parameters)
timisation method based on Adam which can search for the optimal path
starting with an initial path. For assistive dressing with a humanoid robot,
the starting and ending positions of the optimised path are set from the vis-
ion sensor. We use detected force information to guide the search process.
Specifically, when the current path is far away from the optimal path, ex-
ternal force resistance will be detected by the robot. The robot should use the
force information to locally adjust its motion and iteratively find the optimal
dressing path. How to detect external force resistance during human-robot
interactions will be described in detail in section 4.4.2.
The proposed method is described in Algorithm 2. With an initial path, we
keep updating until it converges to the optimal path. We define a path after
the tth iteration as Wt = {P1, ...,Pi−1,Pi,Pi+1, ...,PN}, where i ∈ {1, ...,N},
Pi = {xi,yi, zi}. We represent the initial path as W0 and the final optimised
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Algorithm 2: Online iterative path optimisation
Input : initial path W0
Output : optimised path W˜
Initialisation mt,vt,t← 0
while t < tmax or Eenergy > τenergy do
t← t+ 1
Eenergy ← 0
for all Pi in Wt−1 do
UpdatePath(Pi,Pi+1,mt−1,vt−1,t,Wt,Eenergy)
mt ← get average of all mt(n)
vt ← get average of all vt(n)
Function UpdatePath(Pstart,Pend,mt−1,vt−1,t,Wt,Eenergy) is
Generate path p from Pstart to Pend using motion planning library
(Chitta et al., 2012)
for each nth path point p(n) do
Detect g(n)
if g(n) > τg then
mt(n)← β1·mt−1 + (1−β1)·g(n)
vt(n)← β2·vt−1 + (1−β2)·(g(n))2
mˆt(n)← mt(n)/(1− (β1)t)
vˆt(n)← vt(n)/(1− (β2)t)
p(n)← p(n) −α·mˆt(n)/(√vˆt(n) + )
Add updated p(n) to Wt
Eenergy ← Eenergy + g(n)






Add Pend to Wt
end
path as W˜ = {P1, ...,PN}. In assistive dressing, Pi of Wt is one of the goal
positions for the robot’s gripper.
When we start the current iteration, we first update the counter t, thus
Wt−1 represents the current path after the last iteration. We use Eenergy to
represent the energy which is the total amount of detected external force
resistance in assistive dressing. For all the path waypoints Pi in Wt−1, func-
tion UpdatePath(Pi,Pi+1,mt−1,vt−1,t,Wt,Eenergy) is called to generate Wt.
Inside function UpdatePath, Pi is passed to Pstart and Pi+1 to Pend. Pstart
is the current starting position for the robot’s gripper and Pend is the initial
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goal position. The gripper path p is planned from Pstart to Pend using the
motion planning library (Chitta et al., 2012).
For each nth path waypoint p(n), we check g(n) which is the detected
external force. If g(n) is larger than the threshold τg, it means that external
resistance is detected. In Adam, g(n) denotes the gradients with respect to
the stochastic objective at the current time step. In our algorithm, g(n) is the
force information where its directions and values guide the current path to-
wards the optimal path. If g(n) > τg, we calculatemt(n), vt(n), mˆt(n), vˆt(n)
and update the current path waypoint p(n) following the Adam method.
mt(n) and vt(n) are the biased first and second moment estimates of g(n).
mˆt(n) and vˆt(n) are the bias-corrected first and second moment estimates.
β1 and β2 are the exponential decay rates for the moment estimates. α rep-
resents the learning rate and  is the smoothing term. The updated p(n)
represents how the gripper locally adjusts its position based on the force
information. The robot stops the current execution and moves the gripper to
the updated position p(n). This p(n) is added to Wt and taken as the new
starting position for the gripper. The reason to add p(n) to Wt is because we
expect that the same force resistance could be avoided in the next iteration
by letting the gripper move towards the updated p(n) directly instead of
following the previous path.
Since external resistance is detected, Eenergy is updated with g(n) and the
initial goal position Pend is updated following the same update rule as p(n).
The reason to update Pend is because the goal position has changed after
external resistance is detected. Then the function calls itself again with the
new starting position p(n) and goal position Pend. The final updated Pend
is added to Wt. In another condition, if the g(n) of each p(n) in the planned
path is smaller than τg, then the original Pend is directly added to Wt. For
the Adam in (Kingma and Ba, 2015), mt(n), vt(n), mˆt(n), and vˆt(n) are
calculated only once within each iteration to update parameters. However,
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when our goal is to search for an optimal path, mt(n), vt(n), mˆt(n), and
vˆt(n) are calculated multiple times for different waypoints. In the proposed
method, after we finish checking all the Pi in Wt−1, we update mt and vt by
calculating the mean value of all the mt(n) and vt(n) within this iteration
and the updated mt and vt will be used as mt−1 and vt−1 in the next
iteration.
There are two terminating conditions for the whole iteration process. The
first condition is when the total number of iterations exceed the maximum
iterations tmax. The second condition is when the energy Eenergy is smaller
than the energy threshold τenergy. According to (Kingma and Ba, 2015),
good default settings for the Adam parameters are β1 = 0.9, β2 = 0.999,
and  = 10−8.
4.4 personalised assistive dressing
We apply the proposed method in solving real-world applications for home-
environment assistive robots. Our goal is for the robot to iteratively find
the optimal personalised dressing path for a person using vision and force
sensor information. We use a Baxter humanoid robot and a sleeveless jacket
for the dressing assistance.
4.4.1 Movement Space Modelling of Human Hands
For dressing assistance, it is significant for assistive robots to know the reach-
able area of the human hands. For instance, it would be ineffective if an as-
sistive robot selects a starting dressing position which cannot be reached by
the user. Thus the movement space of the human hands should be studied
before assistive dressing.
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In Chapter 3, we proposed modelling the movement space of human
upper-body joints using GMMs and we enable the robot to plan dressing
motion using both the GMMs of the upper-body joints and real-time upper-
body pose estimation. In this chapter, we mainly model the movement space
of the human hands and we use the means of the GMMs of the hands as
different candidate positions for assistive robots to choose starting dressing
positions.
4.4.2 Detecting External Force Resistance
During assistive dressing, due to the movement of human arms, some ex-
ternal force resistance could occur and it should be detected by the robot to
adjust its dressing motion. The Baxter robot is equipped with force sensor at
the endpoint of each limb. The force coordinates of the robot’s grippers are
with respect to the endpoints of robot limbs. Whatever the orientations of ro-
bot limb endpoints are, the spatial relationships of frame axes between the ro-
bot coordinates and endpoint force coordinates can always be acquired using
the standard techniques of ROS coordinate transformation. For the dressing
task, we let the Baxter robot use two grippers to grasp the shoulder parts of
a sleeveless jacket and we fix the orientations of robot’s grippers during the
whole dressing process. In our experimental set-up, the spatial relationships
of frame axes between the robot coordinates and endpoint force coordin-
ates are (x,y, z)gripperForce = −(x,y, z)robotCoordinate, which is shown
in Figure 4.4. Translations between the two coordinates are not considered,
because we only concern the force directions in the robot coordinates.
The force value read from each force sensor is the current force which is
applied to the robot’s limb endpoint in each force axis. To detect external
force resistance, we use a fixed-size moving window to calculate force dif-
ference at each time step. We represent the combined force of a robot limb
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Figure 4.4: The force coordinates of the robot’s grippers are shown in green and the
Baxter robot coordinate frames are shown in blue. The force coordinates
of the robot’s grippers are with respect to the endpoints of the robot
limbs.





2, where ftx, fty and
ftz can be directly read. At time step t+ 1, the combined force difference is





y, ∆ft+1z = ft+1z − ftz. We use N to represent the time steps
for the moving window. Within the moving window, the sum of combined
force difference is F =
∑ti+N
t=ti










∆ftz. During robot execution
of an action, without external disturbance ∆ft+1 remains a small positive or
negative value at each time step, therefore |F| should be within a force range.
If there is external force resistance, ∆ft+1 will keep being positive or negat-
ive within a short time period, thus there will be a quick increase in |F|. If
|F| > τf, where τf is defined as a force threshold, it means that external force
disturbance is detected. In real assistive dressing experiments, this τf is set
to 5N and N is set to 15. Forces of the robot’s gripper are read at 100Hz.
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4.4.3 Learning Optimal Personalised Dressing Path
For different people, their arms may behave differently while putting on the
clothes. However, a user usually tends to follow certain behaviour pattern
for the daily activities. Our target is to let the assistive robot learn the op-
timal personalised dressing path for a user which consists of a sequence of
endpoint positions for the robot’s grippers.
With a sleeveless jacket, the robot can choose to wear first either the left
part or the right part of the jacket for a human and then wear the opposite
part. In this work, we let the robot assist a human to wear the right part
of the jacket and then the left part. As the robot uses two grippers to hold
the shoulder parts of the jacket, the robot’s gripper positions also represent
the jacket shoulder positions. The robot first chooses the starting dressing
position for a user according to the GMMs of the user’s right hand (section
4.4.1), then the user moves the right hand to this starting dressing position.
The robot’s starting dressing position also becomes the starting position of
the human right hand Phand. Starting positions for the human’s right el-
bow Pelbow and shoulder Pshoulder can then be detected by the depth
camera. The initial dressing path for the robot right gripper is defined as
W0 = {Phand,Pelbow,Pshoulder}. Our goal is for the robot to iteratively up-
date the dressing path by detecting external force resistance (section 4.4.2)
and locally adjusting its motion until finding the optimised dressing path
W∗ = {Phand,P∗1, ...,P
∗
N∗ ,Pshoulder}. For the optimal path W
∗, Phand and
Pshoulder remain the same as in the initial path W0. This is because Phand
is chosen according to the movement space model of the human hand. For
Pshoulder, although the human arm can move during dressing, the position
of the human shoulder is not affected obviously. Therefore, only positions
of the middle waypoints need to be updated during assistive dressing. This
update process works similarly for the robot left gripper.
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In section 4.3.2, we check g(n) for each path waypoint. In assistive dress-
ing, we let g(n) = Fwhere F represents the combined force difference, which
is illustrated in section 4.4.2. For the update of path waypoint, the adjust-
ment of position is calculated in x, y, and z axis using Fx, Fy, and Fz re-
spectively. We let τg = τf to represent the force threshold. τenergy is set to
0, which means that when no external force resistance is detected after the
current path update, the robot thinks that the user feels comfort with this
path and will stop the iterations. The final updated path is then taken as the
optimal personalised dressing path. Different with an optimisation process
in simulation which can run a large number of times, we set the maximum
iterations tmax to 8 since the robot is expected to find the optimal path for
a person quickly.
4.5 experiments
We evaluated the proposed method on both synthetic dataset and real-world
assistive dressing data. With the synthetic dataset, we compared the pro-
posed method with other optimisation methods using vanilla SGD update,
momentum update, Adagrad, and RMSProp.
4.5.1 Synthetic Dataset
We first evaluated the proposed method with 2D synthetic data by randomly
generating 100 pairs of ground-truth optimal paths and initial paths. We
cannot run the assistive dressing experiments in simulation since real-time
force interaction data is required. In real assistive dressing, the detected force
information for the current path waypoint is related to the distance from this
waypoint to the optimal path. Thus we can use the distance to simulate the
force information. With synthetic data, we first find the closest point on the
87
user modelling using force information
optimal path to the current path point and let g(n) represent the Euclidean
distance. Then τg is used to represent the distance threshold, which is set to
0.02. With synthetic data, the path between two waypoints is planned using
linear regression, where the step length is set to 0.05. The energy threshold
τenergy is set to 0.05 and the maximum iterations tmax is set to 40.
Figure 4.5 shows 8 examples of iteration process with the proposed method.
In each example, the magenta line represents the initial path and the red line
represents the ground-truth optimal path. The blue lines represent the paths
after each iteration and the black dots are the path points on the final op-
timised path. It can be seen that whether an initial path is close or far away
from the optimal path, the final optimised path is very close to the optimal
path, where the path points of the final optimised path locate almost exactly
on the optimal path.
We compared the proposed method with methods using vanilla SGD up-
date (Rumelhart, Hinton and Williams, 1986), momentum update (Rumel-
hart, Hintont and Williams, 1986), Adagrad (Duchi et al., 2011), and RMS-
Prop (Tieleman and Hinton, 2012) by running 100 experiments with each
method. The learning rate α in each method is set to 0.1. The momentum
hyperparameter of momentum update is set to its typical value 0.9, and the
decay rate hyperparameter of RMSProp is set to its typical value 0.99. We
ran the experiments in Matlab without parallel processing. All computation
was conducted on a standard desktop computer with quad-core Intel i7 pro-
cessor.
In each experiment, we calculate the error ε between the final updated
pathWfinal = {[x1,y1], ..., [xi,yi], ..., [xm,ym]} and its corresponding ground-
truth optimal path. We use di to represent the distance from [xi,yi] to the
optimal path and the error is defined as ε =
∑i=m
i=1 di. For each experiment,
we record the iteration number and computation time. For each method, we










Figure 4.5: This figure shows 8 examples of iteration process with synthetic dataset.
In each example, the initial path is in the magenta line and the ground-
truth optimal path is in the red line. The updated paths after each itera-
tion are in blue lines and the waypoints of the final optimised path are
indicated with black dots. It can be seen that whether an initial path is
close or far away from the optimal path, the final optimised path is very
close to the optimal path, where the path points of the final optimised
path locate almost exactly on the optimal path.
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Table 4.1: Evaluation of synthetic dataset with the proposed iterative path optimisa-
tion method in Chapter 4. We randomly generated 100 pairs of ground-
truth optimal paths and initial paths. We compared the proposed method
in this chapter with methods using vanilla SGD update, momentum up-
date, Adagrad, and RMSProp on the synthetic dataset. The error is the
sum of the distance from each point in a final updated path to its corres-
ponding optimal path. Iteration number and computation time represent
the total number of iterations and the time spent in each experiment. We
ran the experiments in Matlab without parallel processing. All compu-
tation was conducted on a standard desktop computer with quad-core
Intel i7 processor. We calculate the mean and the standard deviation of
the error, iteration number, and computation time. It can be seen that the
proposed method achieves the smallest average error, iteration number,
and computation time comparing with the other four methods. Besides,
the proposed method also achieves the smallest standard deviations for
the error, iteration number, and computation time. Experimental results
with synthetic dataset show that the proposed method can iteratively up-
date a path online and converge within a smaller number of iterations.









7.23 (±3.49) 30.89 (±5.65) 1118.02 (±724.63)
Adagrad (Duchi
et al., 2011)




3.27 (±1.28) 13.42 (±3.25) 554.62 (±297.35)
Proposed 2.08 (±0.93) 7.99 (±2.18) 377.90 (±253.71)
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and computation time among 100 experiments. The experiment results are
shown in Table 4.1. It can be seen that the proposed method achieves the
smallest average error, iteration number, and computation time comparing
with the other four methods. Besides, the proposed method also achieves
the smallest standard deviations for the error, iteration number, and compu-
tation time. Experimental results with synthetic data show that the proposed
method can iteratively update a path online and converge within a smaller
number of iterations.
As we mentioned before, the learning rate α in each method was set to 0.1.
With vanilla SGD update, the learning rate controlled the proportion to the
detected resistance when updating the current position and this learning rate
was always fixed. This situation looked very similar to the preliminary study
in section 4.2 where the coefficient which controlled the proportion to the de-
tected resistance was fixed. In stochastic optimisation, vanilla SGD update
may not converge or converge slowly when the learning rate is small enough.
Thus with the synthetic dataset, vanilla SGD update performed the worst.
In stochastic optimisation, momentum update helps accelerate SGD in any
direction that has consistent gradient and dampens oscillations. Thus the
convergence rate with the synthetic dataset was faster than the vanilla SGD
update. In stochastic optimisation, Adagrad, RMSProp, and Adam all be-
long to adaptive learning rate methods. Adagrad performs well with sparse
gradients by performing larger updates for infrequent parameters and smal-
ler updates for frequent parameters. RMSProp adjusts the Adagrad by using
a moving average of squared gradients in order to reduce the monotonically
decreasing learning rate of Adagrad. The Adam update not only stores an
exponentially decaying average of past squared gradients, but also keeps
an exponentially decaying average of past gradients.Thus with the synthetic
dataset, the Adagrad outperformed the momentum update, the RMSProp
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outperformed the Adagrad, and the proposed method based on Adam out-
performed the RMSProp update.
4.5.2 Real-world Personalised Assistive Dressing
We evaluated the proposed method by enabling the Baxter robot to find
the optimal personalised dressing paths for human users. Twelve healthy
participants (seven female) ages 23-32 (mean: 27.2, std: 2.78) participated in
the experiments.
We ran five experiments for each participant. We let the robot assist each
user to wear the right part of the jacket first followed by the left part. Dif-
ferent with the assistive dressing in Chapter 3 where a user started with
an initial upper-body pose, a user started with the arms by his/her side in
the experiments in this chapter. The initial dressing position for the user’s
hand was chosen among the estimates of the GMMs of the hand. After the
robot moved the jacket to the chosen starting position, positions of the user’s
elbow and shoulder were recognised with a front-view depth sensor using
the OpenNI skeleton tracker. These positions were used as the initial dress-
ing path for the user’s arm. The detected shoulder position was used as the
same ending position of the path after each iteration. In each experiment,
the robot kept updating the dressing path for a user by detecting external
force resistance and adjusting path points with the proposed online iterative
path optimisation method.
The method was implemented in Python and all computation was con-
ducted on a standard desktop computer with quad-core Intel i7 processor.
For each user, we record the total iteration number, execution time, and en-
ergy in each experiment. The energy indicates the total amount of detected
external force resistance, which is described by Eenergy in section 4.3.2. For
experiments with synthetic dataset, the error can be calculated between the
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final updated path and the ground-truth path. However, the ground-truth
dressing path of a user is not known before in real-world assistive dressing
applications. Thus, we show the results of the energy instead of the error.
Experimental results are shown in Table 4.2. For all the participants, the
robot found the optimal dressing paths within a maximum of 5 iterations.
Apart from the 3rd, 7th, 8th, and 12th users, the robot averagely spent
around 1 minute to finish the path update in one experiment. For the 3rd,
7th, 8th, and 12th users, the robot averagely spent around 2-3 minutes in
each experiment and the average detected energy was about 2-3 times than
the others. Because the energy is the total amount of detected external force
resistance in each experiment, a higher value of energy means that there is
more external force resistance detected. The more external force resistance
was detected, the more time the robot spent to locally adjust its motion. Thus
the average execution time for the 3rd, 7th, 8th, and 12th users was larger
than that of the other users.
We show the changes in energy and execution time against iterations, aver-
aged across all experiments and participants in Figure 4.6 and 4.7. In Figure
4.6, we show the energy in each iteration, which is the total amount of detec-
ted external force resistance. It can be seen that when the iteration number
increases, the median of energy decreases, as well as the 3rd and 4th quart-
ile of the energy. There are 4 outliers in the 1st iteration. This is because, for
some users in their 1st experiments, it took them longer time to be familiar
with the robot’s motion and much more force resistance was generated dur-
ing their interactions with the robot. Such situations usually became better
in the 2nd experiments for the users. In the 3rd iteration, although the me-
dian looks similar to the median of the 2nd iteration, both the 3rd and 4th
quartile of the energy decrease. The medians in the 4th and the 5th itera-
tion are the same, which are 0N. This is because in some experiments, the
energy in the 4th iteration was 0N and the whole iteration terminated. For
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Table 4.2: Evaluation of real assistive dressing data with the user modelling method
in Chapter 4. We apply the proposed method to enable the Baxter robot
to search for the optimal personalised dressing paths for 12 human users.
We ran 5 experiments for each participant. Iteration number and execu-
tion time represent the total number of iterations and the time spent in
each experiment. Energy is the total amount of detected external force
resistance in each experiment. Since the ground-truth dressing path of a
user is not known before, we show the results of the energy instead of
the error. The method was implemented in Python and all computation
was conducted on a standard desktop computer with quad-core Intel i7
processor. We calculate the mean and the standard deviation of the it-
eration number, execution time, and energy. For all the participants, the
robot found the optimal dressing paths within a maximum of 5 iterations.
Apart from the 3rd, 7th, 8th, and 12th users, the robot averagely spent
around 1 minute to finish the path update in one experiment. For the 3rd,
7th, 8th, and 12th users, the robot averagely spent around 2-3 minutes
in each experiment and the average detected energy was about 2-3 times
than the others. A higher value of energy means that there is more ex-
ternal force resistance detected. The more external force resistance was
detected, the more time the robot spent to locally adjust its motion. Thus
the average execution time for the 3rd, 7th, 8th, and 12th users was larger
than that of the other users.
User Iteration number Execution time (s) Energy (N)
No.1 2.6 (±1.34) 57.32 (±50.69) 25.15 (±32.80)
No.2 2.4 (±0.89) 57.79 (±24.09) 25.94 (±11.06)
No.3 2.4 (±0.55) 143.04 (±44.12) 56.24 (±43.36)
No.4 2.4 (±0.55) 60.31 (±19.40) 20.79 (±8.93)
No.5 2.4 (±0.89) 47.78 (±23.90) 18.43 (±15.60)
No.6 2.6 (±0.55) 48.35 (±18.52) 21.31 (±12.45)
No.7 3.2 (±0.45) 172.64 (±22.35) 65.37 (±19.82)
No.8 3.6 (±0.55) 190.74 (±41.86) 73.25 (±39.83)
No.9 2.6 (±0.55) 55.87 (±21.37) 24.46 (±17.54)
No.10 3.0 (±0.71) 61.93 (±26.25) 27.66 (±23.41)
No.11 2.2 (±0.45) 46.97 (±14.77) 19.56 (±6.82)
No.12 3.8 (±0.45) 195.26 (±19.85) 70.43 (±13.28)
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the experiments which did not terminate after the 4th iteration, the energy
became 0N in the 5th iteration. In Figure 4.7, we show the execution time in
each iteration. The medians of the execution time in each iteration are sim-
ilar. From the 1st iteration to the 4th iteration, the 3rd and 4th quartile of
execution time decrease. This is because in Figure 4.6, the median, as well as
the 3rd and 4th quartile of energy decrease from the 1st iteration to the 4th
iteration. When the energy decreases, it means that less amount of external
force resistance is detected, thus the robot spends less time to locally adjust
its motion and the total execution time becomes less. In Figure 4.7, there is
an outlier in the 2nd iteration. This is because although most users spent
longer time in the 1st iteration and less time in the 2nd iteration, there can
be the case that a user still interacted a lot with the robot due to his/her
personal preference in the 2nd iteration. For the outlier which is below the
median in the 4th iteration, it can be explained that there was no external
force resistance detected in that experiment and the robot finished the ex-
ecution quickly. Another reason can be that since we used position control
of MoveIt! motion planning library to plan the robot’s motion, the speed of
the robot’s motion was not directly controlled by us. Thus, sometimes when
the robot’s motion was smooth, the robot had some acceleration in its mo-
tion. For the other 3 outliers which are above the median in the 4th iteration,
it can be explained that the corresponding experiments did not terminate
in the 4th iteration, which meant that there was external force resistance
detected and the robot spent some time to locally adjust its motion.
We use Figure 4.8, 4.9, 4.10, 4.11, 4.12, 4.13, 4.14, and 4.15 to show a com-
plete process of path iteration with real-world assistive dressing data. The
data is from the robot’s right gripper path when dressing one of the parti-
cipants. Figure 4.8 shows the legend used in Figure 4.9, 4.10, 4.11, 4.12, 4.13,
and 4.14. Figure 4.9 and 4.10 show the 1st iteration. Figure 4.11 and 4.12
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Changes in Energy against Iterations
Figure 4.6: Changes in energy against iterations, averaged across all experiments
and participants. It can be seen that when the iteration number increases,
the median of energy decreases, as well as the 3rd and 4th quartile of
the energy.




















Changes in Execution Time against Iterations
Figure 4.7: Changes in execution time against iterations, averaged across all experi-
ments and participants. The medians of the execution time in each iter-
ation are similar. From the 1st iteration to the 4th iteration, the 3rd and




Waypoint in the planned path




Update waypoint in the planned path
Figure 4.8: The legend used in Figure 4.9, 4.10, 4.11, 4.12, 4.13, and 4.14. An empty
blue circle represents a waypoint in the planned path. A filled green
circle represents a waypoint in the updated path. A red star represents
the position where external force is detected. The blue dashed line is the
planned path which is supposed to be executed by the robot’s gripper.
The green line is the actual path which is actually executed by the robot’s
gripper. The red dashed line represents how a waypoint in the planned
path is updated due to the external resistance.
show the 2nd iteration. Figure 4.13 and 4.14 show the 3rd iteration, which is
also the last one. Figure 4.15 shows how the energy changes in each iteration.
In Figure 4.8, we use an empty blue circle to represent a waypoint in the
planned path while we use a filled green circle to represent a waypoint in the
updated path. We use a red star to represent the position where an external
force is detected. A planned path for the robot’s gripper is in a blue dashed
line. An actual path where the robot’s gripper actually follows is in a green
line. A red dashed line represents how a waypoint in the planned path is
updated due to the external resistance.
Figure 4.9 and 4.10 show the 1st iteration of robot’s right gripper path
for dressing. In Figure 4.9(a1), the waypoints in the initial dressing path
are indicated with 1, 2, and 3 in blue, which are the positions of the user’s
right hand, elbow, and shoulder respectively. This initial path means that
the robot’s gripper is supposed to move from 1 to 2, and then from 2 to
3. In Figure 4.9(a2), there is external resistance detected while the robot’s
gripper moves from 1 to 2. The position when detecting external resistance
is indicated with a red star. The path from 1 in blue to the red star is in the
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green line, which means that this path is actually executed by the robot’s
gripper. As we mentioned in section 4.3.2, the starting and ending positions
of the optimised path are set from the vision sensor, and they are the same
as the starting and ending positions in the initial path. Thus 1 in blue also
becomes the starting position in the updated path, which is represented as
1 in green. The path from the red star to 2 in blue is in the blue dashed
line, which means that it is supposed to be the planned path for the robot’s
gripper if no external resistance is detected. Because this path is not really
executed by the robot, it is in the blue dashed line instead of the green line.
In Figure 4.9(a3), the robot’s gripper locally adjusts its position to 2 in green
following the proposed method after external resistance is detected, and 2
in green in added to the updated path. The original goal position 2 in blue
is then updated to 2 ′ in blue following the same update rule. We use the
red dashed line to connect 2 in blue to 2 ′ in blue to represent the waypoint
update in the planned path. In Figure 4.9(a4), the robot’s gripper moves
from the current new position 2 in green towards the updated goal position
2 ′ in blue, while external resistance is detected again. In Figure 4.10(a5),
the robot’s gripper locally adjusts its position to 3 in green following the
proposed method after external resistance is detected, and 3 in green in
added to the updated path; the original goal position 2 ′ in blue is then
updated to 2 ′′ in blue following the same update rule. In Figure 4.10(a6), the
robot’s gripper moves from the current new position 3 in green towards the
updated goal position 2 ′′ in blue. Since no external resistance is detected, the
updated goal position 2 ′′ in blue is directly added to the updated path, and
we use 4 in green to replace 2 ′′ in blue. In Figure 4.10(a7), the robot’s gripper
moves from the current position 4 in green towards the ending position 3 in
blue. Since no external resistance is detected, the initial goal position 3 in
blue is directly added to the updated path, and we use 5 in green to replace
3 in blue. Position 1, 2, 3, 4, and 5 in green become the new waypoints
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in the updated path, which are shown in Figure 4.10(a8). The energy in
this iteration is 22.21N, which is the total amount of detected external force
resistance.
Figure 4.11 and 4.12 show the 2nd iteration of robot’s right gripper path
for dressing. Figure 4.11(b1) shows the initial path in this iteration, which is
the same as the updated path after the 1st iteration. In Figure 4.11(b2), the
robot’s gripper moves from the starting position 1 in blue to the first goal
position 2 in blue. Since no external resistance is detected, position 1 and
2 in blue are directly added to the updated path and are then represented
as 1 and 2 in green. In Figure 4.11(b3), the robot’s gripper moves from the
current position 2 in green to the goal position 3 in blue. Since no external
resistance is detected, position 3 in blue is directly added to the updated
path, which is then represented as 3 in green. In Figure 4.11(b4), the robot’s
gripper moves from the current position 3 in green to the goal position 4 in
blue. Since no external resistance is detected, position 4 in blue is directly
added to the updated path, which is then represented as 4 in green. In Fig-
ure 4.12(b5), the robot’s gripper moves from the current position 4 in green
towards the ending position 5 in blue, while external resistance is detected.
In Figure 4.12(b6), the robot’s gripper locally adjusts its position to 5 in green
following the proposed method after external resistance is detected, and 5
in green in added to the updated path. Since the original goal position 5 in
blue is the ending position, it is still taken as the next goal position without
update. In Figure 4.12(b7), the robot’s gripper moves from the current new
position 5 in green to the goal position 5 in blue. Since no external resistance
is detected, position 5 in blue is directly added to the updated path, which
is then represented as 6 in green. Position 1, 2, 3, 4, 5, and 6 in green become
the new waypoints in the updated path, which are shown in Figure 4.12(b8).
The energy in this iteration is 8.54N, which is the total amount of detected
external force resistance.
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Figure 4.9: 1st iteration: part A. (a1) 1, 2, and 3 in blue indicate the waypoints in
the initial path, which are the positions of the user’s right hand, elbow
and shoulder respectively. (a2) The robot’s gripper moves from 1 in blue
towards 2 in blue while external resistance is detected. The starting pos-
ition 1 in blue is also in the updated path, which is represented as 1 in
green. The position when detecting external resistance is indicated with
the red star. (a3) The robot’s gripper locally adjusts its position to 2 in
green following the proposed method, and position 2 in green is added
to the updated path. The initial goal position 2 in blue is updated to 2 ′
in blue following the same update rule, and we use the red dashed line
to connect 2 in blue to 2 ′ in blue to represent the waypoint update in
the planned path. (a4) The robot’s gripper moves from the current new
position 2 in green towards the updated goal position 2 ′ in blue, while























Figure 4.10: 1st iteration: part B. (a5) The robot’s gripper locally adjusts its position
to 3 in green following the proposed method, and position 3 in green
is added to the updated path. The initial goal position 2 ′ in blue is
updated to 2 ′′ in blue following the same update rule, and we use the
red dashed line to connect 2 ′ in blue to 2 ′′ in blue to represent the
waypoint update in the planned path. (a6) The robot’s gripper moves
from the current new position 3 in green towards the updated goal
position 2 ′′ in blue. Since no external resistance is detected, the updated
goal position 2 ′′ in blue is directly added to the updated path, and we
use 4 in green to replace 2 ′′ in blue. (a7) The robot’s gripper moves
from the current position 4 in green towards the ending position 3 in
blue. Since no external resistance is detected, the initial goal position 3
in blue is directly added to the updated path, and we use 5 in green
to replace 3 in blue. (a8) Position 1, 2, 3, 4, and 5 in blue are the new
waypoints in the updated path.
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Figure 4.11: 2nd iteration: part A. (b1) shows the initial path in this iteration, which
is the same as the updated path after the 1st iteration. (b2) The robot’s
gripper moves from the starting position 1 in blue to the first goal po-
sition 2 in blue. Since no external resistance is detected, position 1 and
2 in blue are directly added to the updated path, which are then rep-
resented as 1 and 2 in green. (b3) The robot’s gripper moves from the
current position 2 in green to the goal position 3 in blue. Since no ex-
ternal resistance is detected, position 3 in blue is directly added to the
updated path, which is then represented as 3 in green. (b4) The robot’s
gripper moves from the current position 3 in green to the goal position
4 in blue. Since no external resistance is detected, position 4 in blue is






























Figure 4.12: 2nd iteration: part B. (b5) The robot’s gripper moves from the current
position 4 in green towards the ending position 5 in blue, while ex-
ternal resistance is detected. (b6) The robot’s gripper locally adjusts its
position to 5 in green following the proposed method after external res-
istance is detected, and 5 in green in added to the updated path. Since
the original goal position 5 in blue is the ending position, it is still
taken as the next goal position without updating. (b7) The robot’s grip-
per moves from the current new position 5 in green to the goal position
5 in blue. Since no external resistance is detected, position 5 in blue is
directly added to the updated path, which is then represented as 6 in
green. (b8) Position 1, 2, 3, 4, 5, and 6 in green are the new waypoints
in the updated path
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Figure 4.13: 3rd iteration: part A. (c1) shows the initial path in this iteration, which
is the same as the updated path after the 2nd iteration. (c2) The ro-
bot’s gripper moves from the starting position 1 in blue to the first goal
position 2 in blue. Since no external resistance is detected, position 1
and 2 in blue are directly added to the updated path and are then rep-
resented as 1 and 2 in green. (c3) The robot’s gripper moves from the
current position 2 in green to the goal position 3 in blue. Since no ex-
ternal resistance is detected, position 3 in blue is directly added to the
updated path, which is then represented as 3 in green. (c4) The robot’s
gripper moves from the current position 3 in green to the goal position
4 in blue. Since no external resistance is detected, position 4 in blue is


















Figure 4.14: 3rd iteration: part B. (c5) The robot’s gripper moves from the current
position 4 in green to the goal position 5 in blue. Since no external
resistance is detected, position 5 in blue is directly added to the updated
path, which is then represented as 5 in green. (c6) The robot’s gripper
moves from the current position 5 in green to the goal position 6 in blue.
Since no external resistance is detected, position 6 in blue is directly


















Figure 4.15: The energy of each iteration. This figure shows the energy which is the
detected external force resistance in each iteration. The energy in the
1st iteration is 22.21N, which corresponds to Figure 4.9 and 4.10. The
energy in the 2nd iteration is 8.54N, which corresponds to Figure 4.11
and 4.12. The energy in the 3rd iteration is 0N, which corresponds to
Figure 4.13 and 4.14. After the 3rd iteration, the robot stops iterating
and the final updated path becomes the optimal path.
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(a) Initial path (b) Iter.#1: energy 20.2N
(c) Iter.#2: energy 11.6N (d) Iter.#3: energy 5.7N
(e) Iter.#4: energy 0N
Figure 4.16: This figure shows how the path is updated from one of the assistive
dressing experiment results of one participant. (a) shows the initial path
in a blue dotted line. (b) shows the updated path in a red line. (c) shows
the updated path in a magenta line. (d) shows the updated path in a
black line. (e) shows the final optimised path in a black line comparing








Figure 4.17: Sequential shots of personalised assistive dressing with the user mod-
elling method in Chapter 4. (a) The robot used two grippers to grasp
the shoulder parts of a sleeveless jacket. (b) The robot placed the jacket
to the starting dressing position for the user’s right hand. (c) The robot
assisted the user to dress the right hand. (d) The robot assisted the user
to dress the right elbow. (e) The robot assisted the user to dress the
right shoulder while the robot’s left gripper moved towards the user’s
left shoulder. (f) The robot assisted the user to dress the left hand. (g)
The robot assisted the user to dress the left arm. (h) The robot finished
assistive dressing.
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Figure 4.13 and 4.14 show the 3rd iteration of robot’s right gripper path
for dressing. Figure 4.13(c1) shows the initial path in this iteration, which
is the same as the updated path after the 2nd iteration. The robot’s gripper
moves from 1 to 2, from 2 to 3, from 3 to 4, from 4 to 5, and finally from 5 to
6. There is no resistance detected during this iteration and the final updated
path is the same as the initial path. Since the energy in this iteration is 0N,
the robot stops iterating and the final updated path becomes the optimal
personalised dressing path for the user’s right arm.
Without showing external resistance detection and the local adjustment of
robot’s gripper motion, we show one path iteration process for wearing the
right arm of another participant in Figure 4.16. Figure 4.16(a) shows the ini-
tial path in a blue dotted line where the initial path waypoints are indicated
by blue circles. Figure 4.16(b) shows the updated path in a red line with new
path waypoints indicated by red circles after 1st iteration. It can be seen that
one new path waypoint is added in the updated path. The energy of this
iteration is 20.2N. Figure 4.16(c) shows the updated path in a magenta line
with new path waypoints indicated by magenta circles after 2nd iteration.
Comparing with the path after 1st iteration, one old path waypoint is up-
dated and a new path point is added. The energy of this iteration is 11.6N.
Figure 4.16(d) shows the updated path in a black line with new path waypo-
ints indicated by black circles. Comparing with the path after 2nd iteration,
one new path waypoint is added. Since there is only a small change in the
updated path, the energy is 5.7N in this iteration which is smaller than the
energy in the last iteration. Figure 4.16(e) shows the final updated path in a
black line comparing with the initial path. In the 4th iteration, the robot as-
sists the user to wear the right arm following the updated path after the 3rd
iteration. Since there is no external force resistance detected, the final energy
is 0N and the robot thinks that the user feels comfort with the current path.
Thus the updated path after the 3rd iteration becomes the final updated path
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after the 4th iteration. Some screenshots of assistive dressing are shown in
Figure 4.171.
In the experiment, the robot chose an initial dressing position for the
user’s hand in the 1st iteration while the user started with the arms by
his/her side. This initial position was chosen among the means of the GMMs
of the hand and was fixed in the following iterations. It means that the robot
always moved the clothes to the same initial position for the user’s hand in
each iteration. We mentioned and explained this both in Algorithm 2 and in
section 4.4.3. For the user’s hand, the means of the GMMs represent the po-
sitions with a higher probability to be reached. Based on this initial dressing
position, we enabled the robot to search for the optimal personalised dress-
ing path. Under different initial dressing positions, the preferred dressing
path for the user’s arm may not be the same. If we let the user choose the
initial dressing position in each iteration, it was hard for the user to make
sure that he/she started with the same initial pose each time. Besides, if the
user chose the initial dressing position by himself/herself in each iteration,
it was very likely that the iteration would never end. Thus we enabled the
robot to choose the initial dressing position in each iteration. No matter how
the initial dressing position was chosen, as soon as the initial dressing posi-
tion was the same in each iteration and the user’s arm movement followed a
certain pattern, the proposed method can iteratively search for the preferred
dressing path.
As we have mentioned both at the beginning of Chapter 3 and 4, the defin-
ition of the comfort criterion in this thesis is that there is no external force
resistance detected during assistive dressing. The definition of the comfort
criterion was inspired by the preliminary study of force sensor information
in section 4.2. When external force resistance was detected, we enabled the
robot to locally adjust its motion according to the directions and values of the
1 The video results can be found at http://www3.imperial.ac.uk/personalrobotics/videos
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force information. Due to the vision occlusions, the robot cannot always ad-
just its motion by observing the human’s upper-body motion. With a sleeve-
less jacket, when external resistance is detected, it actually means that the
human’s arm moves and the previous dressing path cannot satisfy the user.
If the robot finds the movement pattern of the user’s arm and performs the
dressing assistance following this movement pattern/path, external force
resistance should be avoided. Based on the above analysis, we define the
comfort criterion in this thesis. Currently, we use only the vision and force
information. In the future work, more sensor information can be added to
the dressing system, such as sensors that can detect the user’s heart rates or
temperatures, recognise the user’s mood. With more sensors, the definition
of the comfort criterion should be modified. For instance, if the user’s heart
rates or temperatures are below certain thresholds, and the user’s mood is
classified as happy or neutral, we can believe that the user feels comfortable
at the moment. Besides, different users’ opinions on the definition of the
comfort criterion can be considered in the future in order to give a complete
definition. The definition of the comfort criterion can also be influenced by
the types of the clothes. If the robot assists human users to dress in a jacket
with sleeves, much more force resistance will be detected during assistive
dressing. Thus the definition of the comfort criterion when dressing with
different types of clothes can be different.
We enable the robot to iteratively search for the optimal personalised
dressing path using force sensor information. In our experiment, the ground-
truth optimal dressing path for a user is not known before. Since people tend
to follow certain movement patterns for their dressing behaviours, if we can
learn the movement dynamics of the human upper body, then the ground-
truth optimal dressing path can be inferred. However, in this thesis, we did
not learn the human dynamics due to the following reasons. First, changes
in the human upper-body poses during the whole assistive dressing should
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be clear in order to learn the human dynamics. However, severe vision oc-
clusions can occur, which cause failures in the human upper-body pose es-
timation. Thus we are unable to record the complete series of human upper-
body poses throughout the dressing assistance. Second, we may record the
user’s arm motion without clothes by letting the user perform his/her pre-
ferred dressing motion. However, we are then not sure whether the recorded
human motion can represent the ground-truth personalised dressing path
when interacting with clothes. But if we try to record the human dynamics
during assistive dressing, we will meet the occlusion problems discussed
before. Based on the above discussion, we choose not to learn the human dy-
namics, but use force sensor information to infer the personalised dressing
path.
4.6 conclusion
In this chapter, we have presented a user modelling method using force in-
formation. We applied the proposed method to enable the Baxter robot to
search for the optimal personalised dressing path for a human user. We first
presented a preliminary study of using force sensor information to enable
the robot to detect external resistance and locally adjust its motion during as-
sistive dressing. To enable the robot to memorise the updated path and avoid
the same resistance in the next round human-robot interaction, we further
proposed an online iterative path optimisation method based on adaptive
moment estimation to search for an optimal path in the space.
We first evaluated the proposed method on the synthetic dataset. We
randomly generated 100 pairs of ground-truth optimal paths and initial
paths, and compared the proposed method with methods using vanilla SGD
update, momentum update, Adagrad, and RMSProp. Experimental results
showed that the proposed method achieved the smallest average error, itera-
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tion number, and computation time comparing with the other four methods.
Besides, the proposed method also achieved the smallest standard deviations
for the error, iteration number, and computation time. Experimental results
with the synthetic dataset showed that the proposed method can iteratively
update a path online and converge within a smaller number of iterations.
We also evaluated the proposed user modelling method with twelve healthy
participants. For all the participants, the robot found the optimal dressing
paths within a maximum of 5 iterations. For 8 out of the 12 participants, the
robot averagely spent around 1 minute to finish the path update in one ex-
periment. For 4 out of the 12 participants, the robot averagely spent around
2-3 minutes in each experiment and the average detected energy was about
2-3 times than the others. A higher value of energy means that there is more
external force resistance detected. The more external force resistance was
detected, the more time the robot spent to locally adjust its motion.
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U S E R M O D E L L I N G U S I N G V I S I O N A N D F O R C E
I N F O R M AT I O N
The main motivation of this thesis is to build user models using multi-modal
information and apply the user modelling method to a real assistive robot
application, which is personalised assistive dressing by humanoid robots in
home environments. As vision is one of the most commonly used sensor
information in human-robot interactions, we first study how to use vision
information to recognise human upper-body pose and model the movement
space of the upper-body joints in Chapter 3. In assistive dressing, the ro-
bot makes use of the GMMs of the human upper-body joints and real-time
upper-body pose estimation to plan the dressing motion. Then the robot
assists the user to dress following the planned path, where feedback from
the user is not taken into consideration. However, vision occlusions could
cause pose recognition failures during assistive dressing. In Chapter 4, we
introduce force sensor information for the robot to detect external force res-
istance in real time during assistive dressing. As soon as a disturbance is
detected, the robot locally adjusts its motion and iteratively searches for the
optimal personalised dressing path. Vision information is only used at the
beginning of dressing, which is to determine the starting dressing position
for the human hand and the initial dressing path. However, vision informa-
tion is not used in the iterative update process of searching for the optimal
dressing path.
With the GMMs of the human upper-body joints, we can learn the reach-
able area of each joint in the space. With the force sensor information, the
robot can detect if the user feels comfortable in real time and adjust its
user modelling using vision and force information
motion. However, environment noise can also interfere with force sensor
information. We hypothesise that by combining the GMMs of the human
upper-body joints and the online iterative path optimisation process, the op-
timal personalised dressing path can fulfil both the reachability and comfort
criteria for human users.
5.1 proposed method
In this section, we propose an online iterative path optimisation method us-
ing multi-modal information, by combining the GMMs of the human upper-
body joints with the online iterative path optimisation method in Chapter
4. We introduce a stick model to model the body part which connects two
upper-body joints of the same human arm, where the human upper-body
joints are modelled with GMMs. Due to vision occlusions, the robot cannot
always recognise the human upper-body pose and know the spatial rela-
tionship between the clothes and the human body. Thus the stick model is
meant to deal with vision occlusions for the robot to infer the next goal po-
sition during assistive dressing. The main difference between the proposed
method in this chapter and Chapter 4 is that we update the next goal po-
sition of the path by maximising the joint Gaussian probability of the two
endpoints of a stick model instead of following the same update rule for the
current position.
5.1.1 Online Iterative Path Optimisation using Multi-modal Information
We have modelled the movement space of each human upper-body joint
independently using GMMs in Chapter 3. However, each upper-body joint
movement is not completely independent. For instance, the movement of
the human right hand can affect the movement of the right elbow and
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shoulder. We make use of a stick model to describe the movement relation-
ships between different upper-body joints on the same human arm. A stick
model means that we view the body part which connects two upper-body
joints of the same human arm as a straight stick. In computer vision, some
of the model-based human body tracking methods are based on a human
stick model (Bonnechere et al., 2014; Lai et al., 2012; Moeslund and Granum,
2001). How to make use of a stick model with the proposed method in this
chapter will be described in detail in section 5.1.2.
The proposed method is described in Algorithm 3. We define a path after
the tth iteration as Wt = {Wtk}
K
k=1 which consists of K sub-paths W
t
k, where
Wtk = {Pstart, ...,Pi, ...,Pend}, Pi = {xi,yi, zi}. For instance, the path W
0 to
dress the user’s right arm consists of the sub-path W01 (from the right hand
to the right elbow) and the sub-path W02 (from the right elbow to the right
shoulder). Before the iteration starts, W0k = {Pstart,Pend} where Pstart and
Pend are the two endpoints of a stick model. The endpoint of a stick model
is a human upper-body joint, where its movement space can be modelled
using GMMs.
We use tmax to represent the maximum number of iterations. When we
start the current iteration, we first update the counter t, thus Wt−1k repres-
ents the current sub-path after the last iteration. We use Eenergy to represent
the energy which is the total amount of detected external force resistance in
assistive dressing. For all the path waypoints Pi in every sub-path Wt−1k ,
function UpdatePath is called to generate Wtk. When function UpdatePath is
called, Pi is passed to Pcur and Pi+1 to Pnext, and Pend is passed to a
parameter with the same name Pend. Inside function UpdatePath, Pend is
the last waypoint in Wt−1k , Pcur represents the current starting position for
the robot’s gripper, and Pnext represents the next goal position. The robot’s
gripper’s path p is planned from Pcur to Pnext using the motion planning
library (Chitta et al., 2012).
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For each nth path waypoint p(n), we check g(n) which is the detected
external force. This process is the same as in Chapter 4. If g(n) is larger than
the threshold τg, it means that external resistance is detected. In Adam, g(n)
denotes the gradients with respect to the stochastic objective at the current
time step. In our algorithm, g(n) is the force information where its directions
and values guide the current path towards the optimal path. If g(n) > τg, we
calculate mt(n), vt(n), mˆt(n), vˆt(n) and update the current path waypoint
p(n) following the Adam method, which is the same as in Chapter 4. mt(n)
and vt(n) are the biased first and second moment estimates of g(n). mˆt(n)
and vˆt(n) are the bias-corrected first and second moment estimates. β1 and
β2 are the exponential decay rates for the moment estimates. α represents
the learning rate and  is the smoothing term. The updated p(n) represents
how the gripper locally adjusts its position based on the force information.
The robot stops the current execution and moves the gripper to the updated
position p(n). This p(n) is added to Wtk and taken as the new starting posi-
tion for the gripper. The reason to add p(n) to Wtk is because we expect that
the same force resistance could be avoided in the next iteration by letting
the gripper move towards the updated p(n) directly instead of following the
previous path. Since external resistance is detected, Eenergy is updated with
g(n), which is the same as in Chapter 4. To decide the next goal position for
the gripper, function ChooseNextGoal is called.
Inside function ChooseNextGoal, p(n) is passed to Pmid and Pend is the
current last waypoint in Wt−1k . Pmid locates somewhere between the end-
points of the stick, but its exact position is not known. Based on the posi-
tion of Pmid, our goal is to update the position of Pend, where Pmid and
the updated Pend should be on the same stick model. We propose to up-
date the position of Pend by maximising the joint Gaussian probability of
the stick endpoints within a random search. We use jmax to present the
maximum iteration number within function ChooseNextGoal. The proposed
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Algorithm 3: Online Iterative path optimisation using multi-modal in-
formation
Input : initial path W0
Output : optimised path W˜
Initialisation mt,vt,t← 0
while t < tmax or Eenergy > τenergy do
t← t+ 1
Eenergy ← 0
for all Pi in every Wt−1k do
UpdatePath(Pi,Pi+1,Pend,mt−1,vt−1,t,Wtk,Eenergy)
mt ← get average of all mt(n)
vt ← get average of all vt(n)
Function UpdatePath(Pcur,Pnext,Pend,mt−1,vt−1,t,Wtk,Eenergy) is
Generate path p from Pcur to Pnext
for each nth path point p(n) do
Detect g(n)
if g(n) > τg then
mt(n)← β1·mt−1 + (1−β1)·g(n)
vt(n)← β2·vt−1 + (1−β2)·(g(n))2
mˆt(n)← mt(n)/(1− (β1)t)
vˆt(n)← vt(n)/(1− (β2)t)
p(n)← p(n) −α·mˆt(n)/(√vˆt(n) + )
Add updated p(n) to Wtk






Add Pnext to Wtk
end
Function ChooseNextGoal(Pmid,Pend) is
j← 0, pjointMax ← 0
while j < jmax do
Randomly generate PjendTmp within a search range





midTmp to calculate P
j
startTmp
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method is as following. First, we randomly generate a candidate new po-
sition PjendTmp for Pend within a search range. Then, we also relax the







midTmp are supposed to be on the same stick model and the
length of the stick model is known before, we can calculate the candidate
position PjstartTmp for the other endpoint of the stick model. How to cal-





endTmp are the two endpoints of a stick model, where they also represent
the positions of two upper-body joints on the same human arm. The move-
ment space of each human upper-body joint is modelled with GMMs, so we
can calculate the probability p(PjendTmp) and p(P
j
startTmp) for the two can-
didate endpoints given their GMMs. Because we model the movement space
of each human upper-body joint independently, we then calculate the joint
probability pjjoint for the two endpoints. We use pjointMax to represent the
current maximum joint probability. If pjjoint is larger than pjointMax, then
we update pjointMax with p
j
joint and Pend with P
j
endTmp. When the itera-
tion time reaches jmax, the final Pend will be taken as the updated endpoint
position for the stick model.
After calling function ChooseNextGoal, Pend is updated. Back to function
UpdatePath, we also update Pnext with Pend, where Pnext is the next new
goal position. Then function UpdatePath is called again with the updated
parameters. The final updated Pnext is added to Wtk. In another condition
inside function UpdatePath, if g(n) of each p(n) in the planned path is smaller
than τg, then the original Pnext is directly added to Wtk.
In the proposed method, after we finish checking all the Pi in every Wt−1k ,
we update mt and vt by calculating the mean value of all the mt(n) and
vt(n) within this iteration and the updated mt and vt will be used as mt−1
and vt−1 in the next iteration, which is the same as in Chapter 4.
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There are two terminating conditions for the whole iteration process. The
first condition is when the total number of iterations exceed the maximum
iterations tmax. The second condition is when the energy Eenergy is smaller
than the energy threshold τenergy. According to (Kingma and Ba, 2015),
good default settings for the Adam parameters are β1 = 0.9, β2 = 0.999,
and  = 10−8.
5.1.2 Stick Model for Upper-body Joints
We use a stick to model the body part connecting two upper-body joints of
the same human arm. For instance, the forearm which connects the hand
and the elbow, or the upper arm which connects the elbow and the shoulder
is viewed as a stick.





startTmp in function ChooseNextGoal(Pmid,Pend) in Algorithm 3. Given a
stick model, one endpoint position PjendTmp, and a middle point P
j
midTmp
which locates between the two endpoints, we calculate the position for the
other endpoint of the stick PjstartTmp.
Figure 5.1 shows an example of a stick model in the 3D space. P1 and
P3 are the two endpoints of the stick model, and P2 locates between the
two endpoints. The length of the stick model L is known before. In assistive
dressing, L is the distance between the two joints of the human arm, which
can be measured using the vision information. The positions of P1 and P2




V = L · v
P3 = P1 +V (5.1)
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Figure 5.1: 3D illustration of a stick model. Given the length of the stick model L,
positions of one endpoint P1, and a middle point P2, we calculate the





midTmp to calculate P
j
startTmp in function ChooseNext-
Goal(Pmid,Pend) in Algorithm 3.
where v is the unit vector between P1 and P2, and V is the vector pointing
from P1 to P3. We calculate the position of P3 by adding the vector V to the
position of P1.
5.2 experiments
We evaluate the proposed method on both synthetic dataset and real-world
assistive dressing data by comparing with the proposed methods in Chapter
3 and 4. In Chapter 3, we recognise human upper-body pose in real time
with a top-view depth sensor and we define 8 upper-body joints, which are
L/R hand, forearm, upper arm, and shoulder. In this chapter and Chapter 4,
we recognise human upper-body pose in real time with a front-view depth
sensor using the OpenNI skeleton tracker. The skeleton tracker provides po-
sitions of 6 upper-body joints, which are L/R hand, elbow, and shoulder.
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There are some small differences when deciding the initial dressing path
between Chapter 3 and 4. In Chapter 3, the robot dresses one of the user’s
arms following the order of hand, forearm, upper arm, and shoulder. The
exact values for the goal positions in each step are determined based on the
GMMs of the joints and real-time upper-body pose estimation. In Chapter 4,
the initial dressing position for the user’s hand is chosen among the estim-
ates of the GMMs of the hand, then the robot moves its gripper to the human
elbow and shoulder, where the positions of these human joints are recog-
nised with the front-view depth sensor. In the assistive dressing in Chapter
3, a user started with an initial pose and the robot planned the dressing
motion according to both the real-time upper-body pose estimation and the
GMMs of the upper-body joints. In the assistive dressing in Chapter 4, a
user started with the arms by his/her side and the robot moved the clothes
to the chosen initial position for the user’s hand according to the GMMs of
the hand.
The main contribution in Chapter 3 is the movement space modelling
of the human upper-body joints using GMMs and the main contribution
in Chapter 4 is the online iterative path optimisation method using force
information. To make a comparison among the user modelling methods in
Chapter 3, 4, and 5, we use the front-view depth sensor to recognise human
upper-body pose and uniformly decide the initial dressing path following
the method in Chapter 4, where a user started with the arms by the side.
All computation was conducted on a standard desktop computer with quad-
core Intel i7 processor.
5.2.1 Synthetic Dataset
We first evaluate the proposed method in this chapter with 2D synthetic
data. In assistive dressing, the initial dressing path for one arm of the user
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contains 3 waypoints which are the positions of the human hand, elbow,
and shoulder. We believe that the human joint position which maximises the
probability given by the GMMs is the position which can be most frequently
reached by this joint. Thus we randomly generate 3 GMMs to decide the
3 waypoints in an initial path. The starting waypoint and the ending way-
point are chosen by maximising the probability given by the corresponding
GMMs using a nonlinear programming solver, and the middle waypoint of
the initial path is randomly chosen. The main reason to randomly choose the
middle waypoint is because we use the starting waypoint, middle waypoint,
and ending waypoint to simulate the human joint positions of hand, elbow,
and shoulder. The line connecting the starting waypoint and the middle way-
point is a stick model, where the length of the stick model is the Euclidean
distance between the starting waypoint and the middle waypoint. The line
connecting the middle waypoint and the ending waypoint is another stick
model, where its length is the Euclidean distance between the two endpoints.
However, the GMMs of each human joint are independent. After we choose
the position which maximises the probability given by the 1st GMMs as the
starting waypoint, the middle waypoint which locates on the other side of
the stick model may not be the position which maximises the probability
given by the 2nd GMMs. Thus we allow some flexibility and randomness
for choosing the middle waypoint of the initial path with synthetic data.
After determining an initial path, we randomly generate a reference force
path for this initial path, where the starting and ending waypoints of the ref-
erence force path are the same as the ones of the initial path. This reference
force path is similar to the optimal path we generate with synthetic data in
section 4.5.1. However, the reference force path here is not the optimal path.
It is used for simulating the detected force information. With synthetic data,
we first find the closest point on the reference force path to the current path
point and let g(n) represent the Euclidean distance in Algorithm 3. τg is
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used to represent the distance threshold, which was set to 0.1 in the exper-
iment. The path between two waypoints is planned using linear regression,
where the step length was set to 0.3. The maximum iteration number tmax
for the entire loop was set to 10 and the energy threshold τenergy was set
to 0.01. The radius of the search range to generate PjendTmp was set to 0.5
while the radius of the search range to relax PjmidTmp was set to 0.2. Inside
Function ChooseNextGoal, the maximum iteration time jmax was set to 20.
Figure 5.2 and 5.3 show the qualitative results with 4 sets of synthetic
data. Figures on the left columns show the reference force paths and the
initial paths with the GMMs. Figures on the right columns show the final
updated paths together with the reference force paths and the initial paths.
We use a red line to represent a reference force path, and we use a black line
to represent an initial path where waypoints of the initial path are indicated
by black circles. The GMMs are shown in green, where the transparency
of each Gaussian model depends on its mixture probability. The larger the
mixture probability is, the darker the colour of the Gaussian model is. The
centre of each Gaussian model is marked with a green cross. The waypoints
of the final updated path are indicated with blue circles.
For the 1st dataset, the first, second, and third joints are modelled with 3
GMMs, 2 GMMs, and 1 GMM separately in Figure 5.2(a1). Comparing with
the reference force path, the final updated path in Figure 5.2(a2) has more
waypoints which are located inside the GMMs area of the second joint. It
can be seen that the left part of the final updated path is getting closer to
the reference force path while trying to stay inside the GMMs area. Since
the right part of the reference force path mostly stays in the GMMs area,
the right part of the final updated path is close to the reference force path.
Being able to get closer to the reference force path is because of the detected
force information which is simulated by the Euclidean distance. Being able
to remain in the GMMs area is because the GMMs of the joints is taken
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into consideration when updating waypoints positions. It is noted that the
GMMs indicates the reachable area while the force information indicates the
human comfort.
For the 2nd dataset, the first, second, and third joints are modelled with 3
GMMs, 3 GMMs, and 3 GMMs separately in Figure 5.2(b1). The initial path
mostly remains in the GMMs area while the middle part of the reference
force path rarely stays in the GMMs area. It can be seen from Figure 5.2(b2)
that the starting and ending part of the final updated path is close to the
reference force path. The middle part of the final updated path lies in the
middle area between the initial path and the reference force path, which is a
compromise between the reachability and the comfort criteria.
For the 3rd dataset, the first, second, and third joints are modelled with
2 GMMs, 4 GMMs, and 2 GMMs separately in Figure 5.3(c1). Since both
the initial path and the reference force path mostly remain in the GMMs
area, the final updated path in Figure 5.3(c2) is close to the reference force
path only with a little compromise between the reachability and the comfort
criteria. It shows that as long as the reference force path mostly remains in
the GMMs area, the detected force information which is simulated by the
Euclidean distance becomes the main factor in the iterative process.
For the 4th dataset, the first, second, and third joints are modelled with 2
GMMs, 3 GMMs, and 2 GMMs separately in Figure 5.3(d1). The left part of
the reference force path mostly remains in the GMMs area while the right
part rarely remains. Thus in Figure 5.3(d2), the left part of the final updated
path is close to the reference force path, where the detected force information
is the main factor which influences the path update. The right part of the
final updated path is getting closer to the reference force path while trying to
stay inside the GMMs area, which is a compromise between the reachability












Figure 5.2: Experimental result 1 with synthetic dataset using the proposed method
in Chapter 5. We use a red line to represent a reference force path, and
we use a black line to represent an initial path where waypoints of the
initial path are indicated by black circles. The GMMs are shown in green,
where the transparency of each Gaussian model depends on its mixture
probability. The larger the mixture probability is, the darker the colour
of the Gaussian model is. The centre of each Gaussian model is marked
with a green cross. The waypoints of the final updated path are indicated
with blue circles. (a1) For the 1st dataset, the first, second, and third
joints are modelled with 3 GMMs, 2 GMMs, and 1 GMM separately.
(a2) Comparing with the reference force path, the final updated path
has more waypoints which are located inside the GMMs area of the
second joint. It can be seen that the left part of the final updated path
is getting closer to the reference force path while trying to stay inside
the GMMs area. Since the right part of the reference force path mostly
stays in the GMMs area, the right part of the final updated path is close
to the reference force path. (b1) For the 2nd dataset, the first, second,
and third joints are modelled with 3 GMMs, 3 GMMs, and 3 GMMs
separately. The initial path mostly remains in the GMMs area while the
middle part of the reference force path rarely stays in the GMMs area.
(b2) The starting and ending part of the final updated path is close to
the reference force path. The middle part of the final updated path lies
in the middle area between the initial path and the reference force path,
which is a compromise between the reachability and the comfort criteria.
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Figure 5.3: Experimental result 2 with synthetic dataset using the proposed method
in Chapter 5. We use a red line to represent a reference force path, and
we use a black line to represent an initial path where waypoints of the
initial path are indicated by black circles. The GMMs are shown in green,
where the transparency of each Gaussian model depends on its mixture
probability. The larger the mixture probability is, the darker the colour
of the Gaussian model is. The centre of each Gaussian model is marked
with a green cross. The waypoints of the final updated path are indicated
with blue circles. (c1) For the 3rd dataset, the first, second, and third
joints are modelled with 2 GMMs, 4 GMMs, and 2 GMMs separately.
Since both the initial path and the reference force path mostly remain in
the GMMs area, the final updated path in (c2) is close to the reference
force path only with a little compromise between the reachability and
the comfort criteria. It shows that as long as the reference force path
mostly remains in the GMMs area, the detected force information which
is simulated by the Euclidean distance becomes the main factor in the
iterative process. (d1) For the 4th dataset, the first, second, and third
joints are modelled with 2 GMMs, 3 GMMs, and 2 GMMs separately.
The left part of the reference force path mostly remains in the GMMs
area while the right part rarely remains. Thus in (d2), the left part of
the final updated path is close to the reference force path, where the
detected force information is the main factor which influences the path
update. The right part of the final updated path is getting closer to the
reference force path while trying to stay inside the GMMs area, which is
a compromise between the reachability and the comfort criteria.
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Experimental results with the synthetic dataset in Figure 5.2 and 5.3 show
that the final updated path can achieve a balance between the reachability
and the comfort criteria when they are contradicted. When the reachability
criterion is satisfied, the comfort criterion becomes the main criterion which
influences the path update. When the reachability criterion is not satisfied,
the proposed method can find a compromise between the two criteria.
Figure 5.4, 5.5, 5.6, and 5.7 show the comparison results with 4 sets of
synthetic data among the proposed methods in Chapter 3, 4, and 5. Figure
5.4(a1), 5.5(b1), 5.6(c1), and 5.7(d1) show the reference force paths and the
initial paths with the GMMs. We use a red line to represent a reference force
path, and we use a black line to represent an initial path where waypoints
of the initial path are indicated by black circles. The GMMs are shown in
green where the transparency of each Gaussian model depends on its mix-
ture probability. The larger the mixture probability is, the darker the colour
of the Gaussian model is. The centre of each Gaussian model is marked with
a green cross.
Figure 5.4(a2), 5.5(b2), 5.6(c2), and 5.7(d2) show the final paths in blue
with the proposed method in Chapter 3. The paths are in blue dashed lines
where blue circles indicate the waypoints of the paths. It can be seen that
the final paths are the same with the initial paths. This is because no real-
time feedback information is taken into consideration during path planning.
After an initial path is chosen, there is no other factor which can change or
update the path.
Figure 5.4(a3), 5.5(b3), 5.6(c3), and 5.7(d3) show the final paths with the
proposed method in Chapter 4. The waypoints of the final paths are indic-
ated with blue circles. It can be seen that the final paths are close to the
reference force paths. This is because the detected force information which
is simulated by the Euclidean distance is the main and only factor which
affects the whole iterative path update process.
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Figure 5.4: Comparison result 1 with synthetic dataset among the proposed meth-
ods in Chapter 3, 4, and 5. (a1) shows the reference force path and the
initial path with the GMMs. We use a red line to represent the refer-
ence force path, and we use a black line to represent the initial path
where waypoints of the initial path are indicated by the black circles.
The GMMs are shown in green, where the transparency of each Gaus-
sian model depends on its mixture probability. The larger the mixture
probability is, the darker the colour of the Gaussian model is. The centre
of each Gaussian model is marked with a green cross. (a2) shows the
final path in blue with the proposed method in Chapter 3. The path is
in the blue dashed line, where blue circles indicate the waypoints of the
path. It can be seen that the final path is the same with the initial path.
This is because no real-time feedback information is taken into consid-
eration during path planning. After an initial path is chosen, there is no
other factor which can change or update the path. (a3) shows the final
path with the proposed method in Chapter 4. The waypoints of the final
path are indicated by the blue circles. It can be seen that the final path
is close to the reference force path. This is because the detected force
information which is simulated by the Euclidean distance is the main
and only factor which affects the whole iterative path update process.
(a4) shows the final path with the proposed method in Chapter 5. The
waypoints of the final path are indicated by the blue circles. The left part
of the final path gets closer to the reference force path while trying to
remain in the GMMs area. The right part of the final path is close to the
reference force path. It can be seen that the final path achieves a balance










Figure 5.5: Comparison result 2 with synthetic dataset among the proposed meth-
ods in Chapter 3, 4, and 5. (b1) shows the reference force path and the
initial path with the GMMs. We use a red line to represent the refer-
ence force path, and we use a black line to represent the initial path
where waypoints of the initial path are indicated by the black circles.
The GMMs are shown in green, where the transparency of each Gaus-
sian model depends on its mixture probability. The larger the mixture
probability is, the darker the colour of the Gaussian model is. The centre
of each Gaussian model is marked with a green cross. (b2) shows the
final path in blue with the proposed method in Chapter 3. The path is
in the blue dashed line, where blue circles indicate the waypoints of the
path. It can be seen that the final path is the same with the initial path.
This is because no real-time feedback information is taken into consid-
eration during path planning. After an initial path is chosen, there is no
other factor which can change or update the path. (b3) shows the final
path with the proposed method in Chapter 4. The waypoints of the final
path are indicated by the blue circles. It can be seen that the final path
is close to the reference force path. This is because the detected force
information which is simulated by the Euclidean distance is the main
and only factor which affects the whole iterative path update process.
(b4) shows the final path with the proposed method in Chapter 5. The
waypoints of the final path are indicated by the blue circles. The starting
and ending part of the final path is close the reference force path while
the middle part makes a compromise between the initial path and the
reference force path. It can be seen that the final path achieves a balance
between the reachability and the comfort criteria.
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Figure 5.6: Comparison result 3 with synthetic dataset among the proposed meth-
ods in Chapter 3, 4, and 5. (c1) shows the reference force path and the
initial path with the GMMs. We use a red line to represent the refer-
ence force path, and we use a black line to represent the initial path
where waypoints of the initial path are indicated by the black circles.
The GMMs are shown in green, where the transparency of each Gaus-
sian model depends on its mixture probability. The larger the mixture
probability is, the darker the colour of the Gaussian model is. The centre
of each Gaussian model is marked with a green cross. (c2) shows the
final path in blue with the proposed method in Chapter 3. The path is
in the blue dashed line, where blue circles indicate the waypoints of the
path. It can be seen that the final path is the same with the initial path.
This is because no real-time feedback information is taken into consid-
eration during path planning. After an initial path is chosen, there is no
other factor which can change or update the path. (c3) shows the final
path with the proposed method in Chapter 4. The waypoints of the final
path are indicated by the blue circles. It can be seen that the final path
is close to the reference force path. This is because the detected force
information which is simulated by the Euclidean distance is the main
and only factor which affects the whole iterative path update process.
(c4) shows the final path with the proposed method in Chapter 5. The
waypoints of the final path are indicated by the blue circles. The final
path is quite close to the reference force path. It can be seen that when
the reachability criterion is satisfied, the comfort criterion becomes the










Figure 5.7: Comparison result 4 with synthetic dataset among the proposed meth-
ods in Chapter 3, 4, and 5. (d1) shows the reference force path and the
initial path with the GMMs. We use a red line to represent the refer-
ence force path, and we use a black line to represent the initial path
where waypoints of the initial path are indicated by the black circles.
The GMMs are shown in green, where the transparency of each Gaus-
sian model depends on its mixture probability. The larger the mixture
probability is, the darker the colour of the Gaussian model is. The centre
of each Gaussian model is marked with a green cross. (d2) shows the
final path in blue with the proposed method in Chapter 3. The path is
in the blue dashed line, where blue circles indicate the waypoints of the
path. It can be seen that the final path is the same with the initial path.
This is because no real-time feedback information is taken into consid-
eration during path planning. After an initial path is chosen, there is no
other factor which can change or update the path. (d3) shows the final
path with the proposed method in Chapter 4. The waypoints of the final
path are indicated by the blue circles. It can be seen that the final path
is close to the reference force path. This is because the detected force
information which is simulated by the Euclidean distance is the main
and only factor which affects the whole iterative path update process.
(d4) shows the final path with the proposed method in Chapter 5. The
waypoints of the final path are indicated by the blue circles. The left part
of the final path is close to the reference force path. The right part of the
final path gets closer to the reference force path while trying to remain
in the GMMs area. It can be seen that the final path achieves a balance
between the reachability and the comfort criteria.
131
user modelling using vision and force information
Figure 5.4(a4), 5.5(b4), 5.6(c4), and 5.7(d4) show the final paths with the
proposed method in Chapter 5. The waypoints of the final paths are indic-
ated with blue circles. It can be seen that the final paths achieve a balance
between the reachability and the comfort criteria. More reasoning has been
presented in Figure 5.2 and 5.3.
5.2.2 Real-world Personalised Assistive Dressing
We evaluated the proposed method with 8 healthy participants (five female)
ages 24-30 (mean:26.63, std:1.85) by running comparison experiments. For
each participant, we ran 3 experiments to enable the Baxter robot to provide
personalised dressing assistance following the user modelling methods in
Chapter 3, 4, and 5. The maximum iteration number tmax was set to 8 and
the energy threshold τenergy was set to 0N.
Each user was told to pretend with one of the following arm movement
limitations: (1) pretend to have more movement flexibility in the left and
right directions for both arms (2 users), (2) pretend to have more movement
flexibility in the forward and backwards directions for both arms (3 users),
(3) pretend to have more movement flexibility in the right arm and less
movement flexibility in the left arm (3 users). The motion data of each user’s
arms was first recorded and modelled with GMMs, then the robot’s dressing
motion for each user was planned separately using the user modelling meth-
ods in Chapter 3, 4, and 5. During assistive dressing, each user still tried to
control the arm motion following the given movement limitations.
For each user, the initial dressing path was determined according to the
GMMs of the human joints, where the starting position of each joint was the
one which maximised its probability given by the corresponding GMMs. As
we mentioned before, the joint’s position which maximises its Gaussian mix-
ture probability can be viewed as the most frequent visiting position for this
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joint with high comfort. According to the recorded motion data, the length
of the forearm and upper arm can be calculated for each user. For each arm
of a user, the initial positions of the hand, elbow, and shoulder should follow
the kinematic structure of the human arm. However, since the GMMs of the
joints on the same arm were modelled independently, the initial positions
chosen for the joints may sometimes not fulfil this requirement. In the exper-
iments with the synthetic dataset, we introduced some randomness when
choosing the initial position for the middle point. Thus if it was found that
for the same human arm, the Euclidean distances between the initial posi-
tions of the hand and elbow, between the initial positions of the elbow and
shoulder had more than 1.5cm difference with the length of the forearm and
upper arm, the initial position for the human elbow was then locally adjus-
ted by choosing the closest position with a relatively larger probability given
the GMMs. The maximum difference we found in the experiments is 2cm.
Three representatives of the experimental results are shown in Figure 5.8,
5.9, and 5.10. All the data is in the robot’s coordinates frame. For each user’s
left arm, the GMMs of hand, elbow, and shoulder are drawn in black, green,
and cyan. For each user’s right arm, the GMMs of hand, elbow, and shoulder
are drawn in red, blue, and yellow. An initial dressing path is represented
by a black dashed line connecting the black dots. A final updated path is
represented by a blue line connecting the blue dots.
Figure 5.8 shows comparison result 1 with real assistive dressing data,
where the user pretended to have more movement flexibility in the left and
right directions for both arms. It can be seen from Figure 5.8(a1) that the
user’s left hand, elbow, and shoulder are modelled with 3 GMMs, 2 GMMs,
and 1 GMM while the right hand, elbow, and shoulder are also modelled
with 3 GMMs, 2 GMMs, and 1 GMM. With the user modelling method in
Chapter 3, the initial dressing path also becomes the final dressing path.
This is because feedback information which can affect the dressing path
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is not taken into consideration. Figure 5.8(a2) and 5.8(a3) show the final
updated paths in blue with the user modelling methods in Chapter 4 and 5
respectively. Although the paths in Figure 5.8(a2) and 5.8(a3) look roughly
similar, the final path in Figure 5.8(a3) is closer to the initial path with more
path waypoints inside the GMMs area of the upper-body joints comparing
with the final path in Figure 5.8(a2). This is because if we try to fit a stick
model to each path waypoint in Figure 5.8(a3), the starting and ending points
of the stick should be within the GMMs area of the upper-body joints with
a higher joint Gaussian probability of the two endpoints.
Figure 5.9 shows comparison result 2 with real assistive dressing data,
where the user pretended to have more movement flexibility in the forward
and backwards directions for both arms. It can be seen from Figure 5.9(b1)
that the user’s left hand, elbow, and shoulder are modelled with 3 GMMs, 2
GMMs, and 1 GMM while the right hand, elbow, and shoulder are also mod-
elled with 3 GMMs, 2 GMMs, and 1 GMM. Figure 5.9(b2) and 5.9(b3) show
the final updated paths in blue with the user modelling methods in Chapter
4 and 5 respectively. For both arms, the final paths from hands to elbows
almost look the same in Figure 5.9(b2) and 5.9(b3). This is because the user’s
arms have more movement flexibility in forward and backwards directions.
If the final updated path using force information mainly locates within the
GMMs area of the upper-body joints, the final updated path using both vis-
ion and force information would look similar. As we discussed before with
the synthetic dataset, when there is no contradiction between the reachabil-
ity and the comfort criteria, the comfort criterion becomes the main criterion
which influences the path update. For both arms, the final paths from elbows
to shoulders in Figure 5.9(b3) are closer to the initial paths comparing with
the paths in Figure 5.9(b2).
Figure 5.10 shows comparison result 3 with real assistive dressing data,







Figure 5.8: Comparison result 1 with real assistive dressing data among the pro-
posed user modelling methods in Chapter 3 (a1), 4 (a2), and 5 (a3).
The GMMs of the user’s left hand, elbow, and shoulder are drawn in
black, green, and cyan. The GMMs of the user’s right hand, elbow, and
shoulder are drawn in red, blue, and yellow. The dressing path in (a1)
is the initial dressing path in (a2) and (a3), which is shown by the black
dashed line where path waypoints are indicated with the black circles.
The waypoints of the final updated path in (a2) and (a3) are indicated
with the blue circles connected by the blue lines. (a1) The initial dress-
ing path also becomes the final dressing path. This is because feedback
information which can affect the dressing path is not taken into consid-
eration. The final path in (a3) is closer to the initial path with more path
waypoints inside the GMMs area of the upper-body joints comparing
with the final path in (a2). This is because if we try to fit a stick model
to each path waypoint in (a3), the starting and ending points of the stick
should be within the GMMs area of the upper-body joints with a higher
joint Gaussian probability of the two endpoints.
135





Figure 5.9: Comparison result 2 with real assistive dressing data among the pro-
posed user modelling methods in Chapter 3 (b1), 4 (b2), and 5 (b3).
The GMMs of the user’s left hand, elbow, and shoulder are drawn in
black, green, and cyan. The GMMs of the user’s right hand, elbow, and
shoulder are drawn in red, blue, and yellow. The dressing path in (b1)
is the initial dressing path in (b2) and (b3), which is shown by the black
dashed line where path waypoints are indicated with the black circles.
The waypoints of the final updated path in (b2) and (b3) are indicated
with the blue circles connected by the blue lines. (b1) The initial dress-
ing path also becomes the final dressing path. This is because feedback
information which can affect the dressing path is not taken into consid-
eration. For both arms, the final paths from hands to elbows almost look
the same in (b2) and (b3). This is because the user’s arms have more
movement flexibility in forward and backward directions. If the final
updated path using force information mainly locates within the GMMs
area of the upper-body joints, the final updated path using both vision







Figure 5.10: Comparison result 3 with real assistive dressing data among the pro-
posed user modelling methods in Chapter 3 (c1), 4 (c2), and 5 (c3).
The GMMs of the user’s left hand, elbow, and shoulder are drawn in
black, green, and cyan. The GMMs of the user’s right hand, elbow, and
shoulder are drawn in red, blue, and yellow. The dressing path in (c1)
is the initial dressing path in (c2) and (c3), which is shown by the black
dashed line where path waypoints are indicated with the black circles.
The waypoints of the final updated path in (c2) and (c3) are indicated
with the blue circles connected by the blue lines. (c1) The initial dress-
ing path also becomes the final dressing path. This is because feedback
information which can affect the dressing path is not taken into consid-
eration. For the left arm, the final path in (c3) has more path waypoints
inside the upper-body joints GMMs area comparing with the final path
in (c2). For the right arm, the final path from hand to elbow in (c3)
looks similar to the final path in (c2). This is because the comfort cri-
terion mainly determines the path update when both the reachability
and comfort criteria can be fulfilled. For the right arm, the final path
from elbow to hand in (c3) is closer to the initial path comparing with
the path in (c2).
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arm and less movement flexibility in the left arm. It can be seen from Figure
5.10(c1) that the user’s left hand, elbow, and shoulder are modelled with 3
GMMs, 2 GMMs, and 1 GMM while the right hand, elbow, and shoulder
are also modelled with 4 GMMs, 4 GMMs, and 1 GMM. Figure 5.10(c2)
and 5.10(c3) show the final updated paths in blue with the user modelling
methods in Chapter 4 and 5 respectively. For the left arm, the final path
in Figure 5.10(c3) has more path waypoints inside the upper-body joints’
GMMs area compared with the final path in Figure 5.10(c2). For the right
arm, the final path from hand to elbow in Figure 5.10(c3) looks similar to
the final path in Figure 5.10(c2). This is because the comfort criterion mainly
determines the path update when both the reachability and comfort criteria
can be fulfilled. For the right arm, the final path from elbow to hand in
Figure 5.10(c3) is closer to the initial path comparing with the path in Figure
5.10(c2).
Experiments with real-world assistive dressing data showed that the pro-
posed user modelling method using vision and force information in this
chapter can enable the robot to search for an optimal personalised dress-
ing path for a user by achieving a balance between the reachability and the
comfort criteria.
5.3 conclusion
In this chapter, we have presented a user modelling method using vision
and force information. We applied the proposed method to enable the Bax-
ter robot to search for the optimal personalised dressing path for a human
user while trying to fulfil both the reachability and the comfort criteria. We
proposed an online iterative path optimisation method using multi-modal
information, by combining the GMMs of the human upper-body joints with
the online iterative path optimisation in Chapter 4. We introduced a stick
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model to model the body part which connected two upper-body joints of the
same human arm, where the human upper-body joints were modelled with
GMMs. The main difference between the proposed method in this chapter
and Chapter 4 is that we update the next goal position of the path by max-
imising the joint Gaussian probability of the two endpoints of a stick model
instead of following the same update rule for the current position.
We ran experiments on both the synthetic dataset and the real-world as-
sistive dressing data by comparing the proposed method with the other two
user modelling methods in Chapter 3 and 4. Experimental results with both
synthetic dataset and real-world data have shown that the final updated
path can achieve a balance between the reachability and the comfort criteria
when they are contradicted. When the reachability criterion is satisfied, the
comfort criterion becomes the main criterion which influences the path up-
date. When the reachability criterion is not satisfied, the proposed method
can find a compromise between the two criteria.
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C O N C L U S I O N S A N D F U T U R E W O R K
In this chapter, we first summarise the main contributions of this thesis,
followed by discussing the limitations in our work. Finally, we discuss about
the possible future work as an extension to this thesis.
6.1 summary of contributions
Everyone in the world is different from each other, from personalities, psy-
chological and physiological characteristics to behaviours and skill sets. For
assistive robots to better assist human users, we believe that personalisation
plays a significant role, where assistive robots should be able to learn the
human preferences and utilise this knowledge in human-robot interactions.
The main contribution of this thesis is a user modelling method using multi-
modal information. We apply the proposed method in solving a challenging
real-world application personalised assistive dressing by humanoid robots.
In Chapter 3, we first proposed a method to model the movement space
of the human upper-body joints using GMMs. A top-view depth sensor was
mounted on top of the robot’s face screen and we recognised the human
upper-body pose from a single depth image in real-time using random-
ised decision forests. Through collecting the human motion information,
the movement space of each human upper-body joint was modelled with
GMMs so that we can learn the reachable area of each upper-body joint. We
enabled the Baxter humanoid robot to provide personalised dressing assist-
ance according to the GMMs of the human upper-body joints and real-time
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upper-body pose estimation. We realised personalisation in assistive dress-
ing mainly based on the reachability criterion.
Since vision occlusions could occur and no real-time feedback information
was taken into consideration, we proposed to use real-time force sensor in-
formation for the robot to locally adjust its motion in Chapter 4. Detected
force information can reflect if a human user feels comfortable with the ro-
bot’s motion. Apart from this, we believe that a human user tends to follow
certain behaviour patterns in daily activities. Thus we proposed an online
iterative path optimisation method based on adaptive moment estimation
and enabled the robot to search for the optimal personalised dressing path
for a human user. We realised personalisation in assistive dressing mainly
based on the comfort criterion.
To enable personalisation in assistive dressing based on both the reach-
ability and the comfort criteria, in Chapter 5 we proposed an online iterat-
ive path optimisation method using multi-modal information by combining
the GMMs of the human upper-body joints with the online iterative path
optimisation process. Experimental results on both synthetic dataset and
real-world assistive dressing data show that when there is no contradiction
between the two criteria, the comfort criterion becomes the main criterion
which affects the path optimisation, otherwise the proposed method can
achieve a balance between the two criteria.
6.2 limitations
Currently, we model the movement space of the human upper-body joints
using GMMs, where each upper-body joint is modelled independently. How-
ever, the movement of each human upper-body joint is closely related to the
movement of other joints on the same human arm. For instance, the move-
ment of a human hand affects the movement of the elbow and shoulder on
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the same arm, and the movement of a human elbow also has an effect on the
placement of the hand and shoulder on the same arm. We try to compensate
for this disadvantage by introducing a stick model in Chapter 5, where a
stick model is used to model the body part connected by two arm joints.
With the stick model, we can infer the positions of the two endpoints and
then calculate the joint Gaussian probability of the two endpoints. Within a
searching range, we select the endpoint position which maximises the joint
probability. However, a stick model can only model the movement relation-
ships of two arm joints. A human arm, which consists of three arm joints,
moves as a whole. Thus a stick model is still not enough to describe the
movement relationships among the joints of the hand, elbow, and shoulder
on the same arm.
To recognise the human upper-body pose with a top-view depth sensor
which can be attached and integrated with the Baxter robot, we use random-
ised decision forests to classify every pixel to a body part from a single depth
image in Chapter 3. We define 4 body joints for each arm, which are hand,
forearm, upper arm, and shoulder. We extract the 3D positions of each arm
joints by calculating the means of each defined upper-body joint area. It can
be seen that the human forearm locates between the hand and elbow, and the
human upper arm locates between the elbow and shoulder. In Chapter 3, the
dressing order for a human arm is hand, forearm, upper arm, and shoulder.
However, the elbow position which cannot be directly inferred from the po-
sitions of the forearm and upper arm is actually ignored. We can see that if
a human arm stays still, the best dressing order should be hand, elbow, and
shoulder. In Chapter 4, we use a front-view depth sensor instead to recog-
nise human upper-body pose with the OpenNI skeleton tracker, which can
directly provide the positions of hands, elbows, and shoulders. The advant-
age of utilising a top-view depth sensor is that the camera can be mounted
on top of the robot’s face screen. If the robot can move during assistive dress-
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ing, the camera can directly move along with the robot. However, the Baxter
robot we currently have in the lab has no moving platform. Besides, using a
top-view depth sensor requires collecting a large amount of image training
data for each user, which is time costly. Thus we make use of a front-view
depth sensor to recognise human upper-body pose and transform the hu-
man upper-body pose from the camera coordinates to the robot coordinates.
However, no matter with the randomised decision forests for a top-view
camera or the OpenNI skeleton tracker for a front-view camera, severe oc-
clusions could occur during assistive dressing, especially when the robot’s
arms, the human body, and clothes are in close contact. There have been
computer vision methods on human pose recognition that can deal with
self-occlusions. For instance, Girshick et al. proposed to use Hough forests
to recognise human pose from a single depth image (Girshick et al., 2011).
In the training process, training data must include a large amount of self-
occluded images with ground-truth body joint labels. In the testing process,
each pixel in the depth image would vote for a 3D position for each body
joint and the final absolute 3D body joint positions are extracted using mean
shift. Thus even if some body parts are occluded by other body parts, the
occluded body joints positions can still be inferred. However, this method
cannot solve the occlusion problem in our assistive dressing. First, not only
self-occlusions but also occlusions from the robot’s arms and clothes make
the situations more complicated. Second, ground-truth body joints are hard
to generate for training images with various occlusions. There is no doubt
that being able to keep recognising human upper-body pose during assist-
ive dressing is beneficial for the robot to adjust its motion. Besides, the robot
would also benefit from knowing the spatial relationships between human




To detect external force resistance during assistive dressing, we use a fixed-
size moving window to calculate the sum of force difference. We make use of
the detected force information from the endpoints of robot’s limbs. However,
there are no force sensors attached on the robot’s grippers, where the robot
uses grippers to grasp the shoulder parts of a sleeveless jacket. Although
we try to minimise the detected force noise by calculating the sum of force
difference within a sliding window, some environment noise still cannot be
avoided. If the robot’s grippers are attached with force or tactile sensors,
detected external force resistance would have less noise and the robot can
react more sensitively to the disturbance. Besides, we use position control to
control the robot’s arm motion, where we send goal positions command to
the robot and the robot’s arms motion is planned using the motion planning
library. However, force control or torque control would be a more natural
way to control robot motion.
In Chapter 4, we proposed an online iterative path optimisation method
to enable the robot to search for the optimal personalised dressing path. In
the experiment, the initial dressing position for a user’s hand was decided
and chosen by the robot according to the GMMs of the user’s hand. At the
beginning of each iteration, the robot placed the clothes to this initial posi-
tion. Thus the final optimised dressing path is with respect to a fixed initial
position of the user. As we have discussed before, if we let the user choose
the initial dressing position in each iteration, then it might be difficult for the
user to place the hand in the same position every time. If the user started
with different initial hand’s positions each time, then the iteration may never
end without setting a maximum iteration number. With fixed initial dress-
ing position, our method can discover the preferred movement pattern/path
of the user’s arm. Given different initial starting positions, our method can
still work, as long as the initial starting positions in each iteration are the
same. However, it can be seen that experiments need to be re-run for dif-
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ferent initial starting positions. Although the proposed method finds the
optimal personalised dressing path with respect to the current fixed initial
dressing position, it cannot directly generalise to situations with a different
fixed initial dressing position.
We define 2 main criteria to evaluate the performance of the proposed
methods in the thesis, which are the reachability criterion and the comfort
criterion. For the definition of the comfort criterion, we currently focus more
on the engineering perspective. Thus it is defined as there is no external force
resistance detected during assistive dressing. However, from a broader view,
the comfort criterion should also mean the user feels comfortable and satis-
fied. In order to evaluate this, sensors which can detect the user’s heart rates,
mood, or facial expression should be introduced. Questionnaires should be
filled by users in order to collect their subjective opinions on the assistive
dressing system. All the discussed information above or even more should
be taken into consideration when deciding a complete definition of the com-
fort criterion.
Although the ultimate goal of assistive dressing is to assist real disabled
people with their dressing, we need to solve the engineering problems first
by building a stable and robust assistive dressing system, which itself is full
of challenges. That’s why all the experiments in this thesis were conducted
with healthy participants in order to evaluate the technical part of the dress-
ing system. In the experiments in Chapter 3 and 5, we instructed the parti-
cipants to pretend with different kinds of movement limitations during both
data collection for the upper-body movement space modelling and assistive
dressing by humanoid robots. Although we instructed the participants to
keep consistency in their behaviours, we had no measure of how compliant
they actually were. Besides, since there are still some engineering problems
to be solved in the future, we did not design and conduct user studies to
receive their subjective feedback on the dressing system.
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As we mentioned earlier in the thesis, there are 3 main components in as-
sistive dressing, which are human users, assistive robots and clothes. How-
ever, there has been no prior research which took all the 3 components into
consideration. Some prior research studied robots manipulating with vari-
ous kinds of clothes by folding or unfolding them. Some research work
studied how to enable robots to learn the motor skills of dressing and ex-
periments in these work were usually conducted with human mannequins
instead of real human users. Although there has been research work on as-
sistive dressing from different perspectives, there is much less prior research
which enabled robots to dress real human users. Human mannequins can
stay still during experiments. With this assumption, some research work
studied the dynamics of the clothes during assistive dressing. However, real
human users are much more complicated and the dynamics of the clothes
can be affected not only by the behaviours/poses of human users but also
the type of the clothes human users wear. To enable assistive robots to dress
real human users, sensor information about users’ states should be collected.
That’s why we use both vision and force sensor information to build user
models to enable robots to provide dressing assistance to real human users.
However, we used a sleeveless jacket in the dressing experiments and the
clothes state was not considered in this work.
6.3 future work
To improve the movement space modelling of the human upper-body joints,
future work could study the kinematics of the human arms and model the
movement relationships among the human upper-body joints using machine
learning algorithms, such as Gaussian Process.
Since vision information provides a significant clue during human-robot
interactions, it would be effective to continuously check the spatial relation-
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ships among the robot arms, the human body, and the clothes. Future work
could study a robust vision algorithm to recognise human upper-body pose
under severe occlusions caused by the robot’s arms and clothes.
To control the dressing motion of the assistive robot, future work could
study force control or torque control to make the robot motion more natural.
If we can directly control the applied force on the endpoints of robot limbs,
detecting external resistance by reading the force value of robot’s grippers
would be more accurate and smooth.
Robots manipulating with soft materials is another popular research topic.
In this thesis, we fix the orientations of robot’s grippers during assistive
dressing and each of the robot’s arms is responsible for dressing one of
the user’s arms. However, in order to enable assistive robots to assist real
human users with more complicated clothes, it brings more challenges in
the collaboration of the robot’s arms. For instance, if the robot assists a user
to dress with a jacket with sleeves and the user’s arm gets stuck in one of the
sleeves, then the robot might need to use both arms to manipulate with one
sleeve of the jacket. Thus future work could study how to enable the robot
to manipulate with the clothes to provide more flexible dressing motion.
The factor of time is not considered in assistive dressing, including the
dynamics of human motion and clothes. Future work could incorporate time
into assistive dressing and enable the robot to assist human users to dress
with more complicated clothes, such as a jacket with sleeves. Future work
could also study how to enable the robot to undress a human user.
The proposed iterative path optimisation using multi-modal information
can be extended with other machine learning algorithms, such as reinforce-
ment learning and deep learning. Future work could also include new ap-
plications with different robotic platforms, such as iCub and NAO.
During assistive dressing, different goal positions are sent to the robot and
the robot plans its motion using the motion planning library. Future work
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could study how to teach the robot to assist humans with their dressing. A
human teacher can show some demonstrations on how to dress different
users and the robot can learn the dressing motion by modelling the human
teacher’s behaviours.
If the assistive robot has a moving platform, the robot will have more
flexibility when dressing the user. For instance, even for a very tall user with
longer arms, the robot will still be able to dress the user by moving to the
front left side or front right side. Then it will be another challenging problem
on how to control the movement of the robot platform.
To enable assistive robots to dress real human users in a jacket with sleeves,
human dynamics can be learned to guide the robot to plan its dressing mo-
tion in order to deal with vision occlusions. However, learning human dy-
namics itself faces challenges in vision. Future work can use the position,
velocity, or torque information of the robot’s end effector or all the robot’s
arms’ joints to infer the human pose at each time step. Besides, a heat sensor
can be introduced to distinguish the human body from the robot and the
clothes in order to estimate the human motion. The inferred human upper-
body pose at each time step during assistive dressing can then be used to
the learn the motion dynamics of the human upper body. The state of the
clothes is another significant factor that needs to be considered in order to
enable assistive robots to assist users to wear different kinds of clothes. For
instance, if the user’s arm gets stuck in one of the sleeves of a jacket, then
the robot should detect the current shape/configuration of the clothes and
decide how to adjust the configuration of the clothes to continue the dress-
ing process. It is challenging because the robot should not only detect which
part of the clothes causes the problem but also infer the configuration of the
user’s arm which might be partly or completely hidden by the clothes.
Future work can conduct some user studies. Before designing the assistive
dressing system, researchers can use questionnaires to collect the following
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information from disabled people or people with mobility limitations, such
as what they think is the difficult part during dressing, what they expect
most from assistive dressing robots, what their attitudes towards such dress-
ing robots. Based on the survey, attentions can be paid to solve the above
concerns from human users when designing the assistive dressing system.
When evaluating the system, questionnaires can also be designed based on
the previous survey to check whether the proposed system provides dress-
ing assistance in the way that users prefer. The current assistive dressing
system will benefit from the feedback from real users in order to improve its
performance.
Apart from assistive dressing, the idea of using vision and force sensor in-
formation for personalisation in this thesis can be applied to other research
fields, such as rehabilitation robotics and medical robotics. For people who
suffer from stroke and require rehabilitation exercise, a probabilistic repres-
entation of their upper-body movement space can be learned first with the
GMMs method so that experts can design the personalised rehabilitation
tasks for different users based on their reachable areas. Rehabilitation tasks
usually require users to move with a rehabilitation robotic arm following
certain paths. According to the force sensor feedback from the robotic arm,
the robot can either change the compliance of its own motion or guide the
user to move towards another area. When considering both vision and force
information together for such rehabilitation robotic arms, it can provide a
better understanding of the movement area of the human arms. For instance,
a position which is frequently visited by a user’s hand may have a high prob-
ability given the GMMs. However, if it is found that the force sensor feedback
for this position is also high, it actually means that this position might be




A P P E N D I X
a.1 robot platform
The experiments in this thesis are conducted using a Baxter research robot
developed under rethink robotics. Baxter is a humanoid robot, which is ap-
proximately 1.8 meters in height. It has two 7 degree-of-freedom arms and
various sensors including force, position, and torque sensing for each joint.
There are two RGB cameras at the endpoints of two limbs. The robot arms
are also equipped with infrared range sensors and accelerometers. There is
another RGB camera on the robot’s head which is a 1024× 600 SVGA LCD
screen.
The robot arms are actuated with Series Elastic Actuators (SEAs) where a
spring is inserted between the motor and the load, which results in natural
compliance and inherent safety for the robot. Apart from this, the robot has
an emergency stop button which can stop the robot’s motion during any
execution.
The robot supports the following control modes, which are joint position,
joint velocity, and joint torque control modes. The robot safety system also
has collision avoidance to prevent self-collision and to detect collision with
the environment. Humans can enable the Zero-G mode by grasping the cuff
over the robot arm’s groove and then move the end effector of the robot arm
to the desired position.
appendix
Figure A.1: The Baxter humanoid robot we use for the assistive dressing experi-
ments in this thesis.
The Baxter SDK provides interfaces for researchers to control the robot
hardware layer via ROS. Any programming language that supports ROS
can be used to control and program the robot directly.
a.2 moveit!
In this thesis, the robot motion is planned using MoveIt! the standard ROS
motion planning framework. MoveIt! has been widely used as the open-
source software for mobile manipulation with more than 65 robots. It incor-
porates recent advances in kinematics, control, motion planning, 3D percep-
tion, navigation and manipulation. With MoveIt!, robot’s arms motion can
be planned together or separately. Either goal pose or goal position can be
sent to the robot to execute. For each arm, the planned motion is a series
of joint angle positions at each time step. MoveIt! is supported in Baxter
through software configurations. Depth sensors can also be integrated with
Baxter and MoveIt! for the robot to view the world in 3D.
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