Previously, in Part I of this study, the authors used latitude-by-latitude budgets of the vertically integrated finite-amplitude wave activity (FAWA) to describe the covariation of the zonal-mean state and eddy amplitude. In the austral summer within 408-558S, FAWA exhibits a marked 20-30-day periodicity driven mainly by the low-level meridional eddy heat flux, consistent with the recently identified baroclinic annular mode (BAM).
Introduction
Strong interaction between the zonal-mean flow and finite-amplitude eddies fosters dynamically rich behaviors in Earth's midlatitude atmosphere. The Southern Hemisphere summer exhibits a coherent annular structure in both time-mean flow and storm-track density (Hoskins and Hodges 2005; Lee 2014 ); therefore, it is an ideal place to observe such interaction.
In Wang and Nakamura (2015, hereafter Part I), we formulated eddy-mean flow interaction in terms of latitude-by-latitude, vertically integrated budgets of finite-amplitude wave activity (FAWA; Nakamura and Zhu 2010, hereafter NZ10) and the zonal-mean zonal wind. Further, we applied it to the austral summer in the ERA-Interim product (Dee et al. 2011) . A pronounced antiphase covariation of FAWA and the zonal-mean zonal wind was found between 408 and 558S. While such covariation is expected from the nonacceleration relation under adiabatic and frictionless dynamics [Charney and Drazin (1961) and its finite-amplitude extension in NZ10], the austral summer stands out in that the covariation appears quasi periodic with a time scale much longer than the typical lifespan of synoptic eddies (see Fig. 1 of Part I). Part I shows that the FAWA power spectra exhibit a distinctive peak around 25 days (;0.04 cpd) between 408 and 558S [reproduced in Fig. 1a ; all the observational analyses in this article are based on ERA-Interim at 1.58 3 1.58 horizontal resolution (Dee et al. 2011)] , although the corresponding spectra of the zonal-mean zonal wind are red and dominated by variabilities at the flanks of the stormtrack latitudes.
The predominant 20-30-day periodicity in FAWA during the austral summer is consistent with the recently identified baroclinic annular mode (BAM) in eddy kinetic energy (EKE) (Thompson and Woodworth 2014, hereafter TW14; Thompson and Barnes 2014, hereafter TB14) . [Similar periodicity was also noted earlier by Webster and Keller (1974, 1975) through limited balloon data and by Chen et al. (1987) with the First GARP Global Experiment (FGGE) data.] Thompson and the collaborators find that the periodicity in EKE is associated with the low-level meridional eddy heat flux, which shows a welldefined spectral peak around 20-30 days during the austral summer. A similar analysis for the Northern Hemisphere shows that the spectral peak in EKE and the low-level heat flux is more robust in summer (Thompson and Li 2014, hereafter TL14) . While TW14, TB14, and TL14 all use the leading empirical orthogonal function (EOF) of the zonally averaged EKE to define BAM, we choose to work with FAWA partly because it possesses (unlike EKE) a closed latitude-by-latitude budget and partly because it has a direct theoretical connection with the low-level meridional eddy heat flux (Part I; see also section 2 below). Despite the difference in the conservation properties, the vertically integrated FAWA and the zonally averaged EKE at 300 hPa both display a qualitatively similar spectrum in the frequency-latitude space for the austral summer (Figs. 1a (Dee et al. 2011 (Dee et al. ) for 1979 (Dee et al. -2014 . In all panels, the abscissa ranges from 0.0083 to 0.2 cycles per day (cpd). and 1b): they both exhibit a distinctive spectral peak centered around 46.58S and 0.04 cpd, which coincides with the spectral peak in the low-level meridional eddy heat flux (Fig. 1c) .
When the analysis is repeated for the austral winter, the picture changes significantly. Figures 1d-f show the corresponding quantities for the months of JuneSeptember. FAWA no longer possesses a compact spectral peak in the extratropics and instead exhibits multiple peaks, including two strong ones at high latitudes (;608S) and a secondary maximum at a slightly higher frequency (;0.05 cpd) at lower latitudes (;408S) (Fig. 1d) . The EKE spectra are appreciably different from FAWA: they are split into multiple peaks over a wide latitudinal range with the strongest power appearing 358-458S and at lower frequencies (0.02-0.03 cpd) (Fig. 1e) . Meanwhile, the spectra of low-level meridional eddy heat flux are dominated by large values in high latitudes at higher frequencies (0.05-0.1 cpd) (Fig. 1f) . Therefore, unlike summer, spectra of FAWA, EKE, and eddy heat flux appear quite disparate. As shown in appendix A, the leading EOF of EKE is qualitatively similar between the two seasons, but it explains substantially less variance in winter than in summer (30% vs 45%) and its peak frequency is less separated from the seasonal time scale. Clearly, the structure of eddy spectra and the underlying dynamics are more complex in winter, and the BAM's periodicity is harder to detect in raw data.
To further elucidate the similarity and differences between FAWA and EKE as a diagnostic, we show in Fig. 2 the time-latitude plots of the anomalies in vertically integrated FAWA (Fig. 2a) and the zonally averaged EKE at 300 hPa (Fig. 2b) for the year 2012. The two show similar patterns but there are appreciable differences during winter months (days 150-300): for example, some large wave activity events in high latitudes are missing in EKE. Figure 2c shows the part of the EKE anomaly explained by the leading EOF (BAM), and its amplitude (the BAM index, TW14, normalized to a unit variance) is shown as the blue curve in Fig. 2d . Also shown in Fig. 2d is the volume integral of FAWA between 208 and 708S [see Eq. (7)] (red curve), again normalized to a unit variance. The domainintegrated FAWA correlates with the BAM index remarkably well (r 5 0.72). We thus argue that, despite the difference in their latitudinal structures, both diagnostics capture the same low-frequency variability of the eddy amplitude when integrated over the extratropics. How is it that a large-scale eddy prefers a periodic behavior to a more chaotic one, particularly during the austral summer? TB14 invoke an oscillator model of the BAM based on the feedback between the baroclinicity of the flow and meridional eddy heat flux. The periodic behavior of this model is reminiscent of the limit cycle in the amplitude of weakly nonlinear baroclinic waves with weak dissipation (Pedlosky 1970 (Pedlosky , 1971 . The time scale of oscillation in their model depends on the (empirically determined) strength of feedback and the relaxation time scale of baroclinicity. Ambaum and Novak (2014) propose, in a broader context, a similar (nonlinear) oscillator model for storm-track variability that incorporates both growth and damping of eddies as well as restoration of baroclinicity (Eady growth rate). In their model, the time scale of oscillation is determined by the specified restoration rate for baroclinicity. In the context of the BAM, periodicity in the oscillator models should be interpreted as a growth-decay cycle of baroclinic wave packet rather than an individual eddy life cycle that has much shorter time scales (e.g., Lee and Held 1993) . The meridional eddy heat flux and growth rate characterize the average properties of eddies within the packet, influencing each other through a feedback process.
The oscillator models represent a zero-dimensional eddy flux closure that predicts amplitude vacillation, but observational evidence suggests that they might not be an adequate model for the BAM. We choose the difference in the 850-hPa zonal-mean potential temperature between 55.58 and 40.58S as a bulk measure of the low-level baroclinicity of the mean state in the midlatitude. Figure 3a shows the spectral density of this quantity for summer (December-March). The spectrum is red and it shows little evidence of a spectral peak around the BAM frequencies (;0.04 cpd). We then derive the equation that governs this baroclinicity parameter by first forming the zonal-mean 850-hPa potential temperature equation at 55.58 and 40.58S and then taking the difference of the two. We have computed the tendency and the meridional eddy flux terms of this equation from the 6-hourly data and saved the data daily. Figure 3b shows the spectra for these terms. The tendency (black) and eddy forcing (red) have comparable spectral intensity. Their difference is mainly due to turbulent heat flux in the vertical, which acts as a damper for the temperature variability particularly at low frequencies. Here both spectra have a peak around 0.17-0.2 cpd (5-7 days), consistent with synoptic weather systems but not with the BAM. It is notable that despite the clear spectral peak in the eddy heat flux around ;0.04 cpd (Fig. 1c) , its second-order meridional derivative (the red curve in Fig. 3b ) does not show a 1 Keep in mind that while the BAM index quantifies the leading EOF, FAWA here quantifies the entire eddy field. The difference should be small as long as the leading EOF dominates the eddy variance.
comparable spectral peak, because the meridional structure of the eddy heat flux varies significantly with frequency (Fig. 1c) . The corresponding spectra for winter (June-September) are shown in Figs. 3c and 3d. The overall power of baroclinicity is weaker in winter (Figs. 3a and 3c ). This is due partly to the weaker meridional temperature gradient (see Fig. 8a below) and partly to a stronger thermal damping from below (the difference between the two curves in Fig. 3d ).
Again the baroclinicity spectrum is largely red (Fig. 3c ) and the tendency and the eddy forcing terms have broad spectra with no distinctive peak at the BAM frequency. The apparent lack of spectral coupling between baroclinicity and eddy heat flux casts doubt on the applicability of the oscillator models, which assume feedback between them. (We have also used the tropospheric mean vertical shear of the zonal-mean zonal wind as a surrogate for baroclinicity, and the result was essentially similar.) In this article, we propose a different mechanistic interpretation of the BAM. We find that one distinctive property of the SH extratropics is that the eddy spectra are dominated by a few peaks in the zonal wavenumberfrequency space. In Fig. 1, 46 .58S was identified as the latitude of maximum eddy amplitude variability during summer. Figure 4 shows the spectral density of the 250-hPa geopotential anomaly at 46.58S as functions of frequency and zonal wavenumber. [See Salby (1982) for a related result based on FGGE.] To aid visualization, the values are interpolated for noninteger zonal wavenumbers. Overall, the power of geopotential anomaly extends from the low-frequency/low-wavenumber quadrant to the high-frequency/high-wavenumber quadrant, suggestive of eastward (downstream) group propagation (Lee and Held 1993; Chang and Orlanski 1993) . However, this broad structure of spectra is punctuated by one or more dominant frequency peaks at each zonal wavenumber. In winter there are three dominant peaks: (Fig. 4b) . In summer, however, there are multiple peaks for each individual zonal wavenumber from 4 to 6 (Fig. 4a ). This suggests that the geopotential anomalies at 46.58S consist of a few dominant Fourier modes (''modes'' for brevity). As we will see below, modes with the same zonal wavenumber but distinct frequencies produce amplitude modulation of the zonalmean eddy heat flux through frequency interference, with a time scale consistent with the BAM. We will also use a series of GCM simulations to demonstrate the critical role of the zonal-mean state of the austral summer and the surface thermal damping in setting up the modal interference. The paper is organized as follows. Section 2 recapitulates the budgets of vertically integrated FAWA as a framework for analyzing the midlatitude atmospheric variability, emphasizing the importance of the low-level meridional eddy heat flux. Section 3 presents the observed eddy forcing spectra in ERA-Interim and their seasonality. We will then explore the role of the zonal-mean state for shaping the eddy forcing spectra with a dry dynamical core of a general circulation model (GCM). We will see that the dry GCM is capable of producing BAM-like eddy heat flux spectra when the zonal-mean state resembles that of the austral summer and if the surface thermal damping rate is chosen judiciously. In section 4 we perform spectral decomposition of the eddy heat flux using ERAInteirm and demonstrate that its cospectra contain distinct peaks during the austral summer. The peaks define heat-transporting quasi-discrete modes, whose interference may be interpreted as amplitude modulation of eddies associated with the BAM. Section 5 summarizes the results.
Budget of vertically integrated FAWA
The interaction between large-scale eddies and the zonal-mean zonal wind in Earth's midlatitude atmosphere is expressed succinctly in the transformed Eulerian mean formalism of Andrews and McIntyre (1976) , which has subsequently been extended to finiteamplitude Rossby waves and balanced eddies (NZ10). In the quasigeostrophic framework, this is written as
Here, u( y, z, t) is zonal-mean zonal wind (overbar and prime denote zonal mean and deviation from it, respectively) and A*( y, z, t) is FAWA defined in terms of the meridional displacement of quasigeostrophic potential vorticity (PV) and quantifies the pseudomomentum carried by eddies [Eq. (11) of NZ10]. The quantityr 5 r 0 e 2z/H is the density of the onedimensional background state with a constant scale height H. The divergence of the Eliassen-Palm flux density 2 F 5 f2ru 0 y 0 , [rf 0 /(dũ/dz)]y 0 u 0 g appears in both equations and acts as the agent of interaction between u and A*. However, because of the Coriolis torque of the residual circulation f 0 y*, as well as the zonal-mean frictional torque _ U and nonconservative sources and sinks of wave activity _ A, (1) and (2) stop short of being a perfect action-reaction relation.
Part I considers the density-weighted vertical average, denoted by hÁi 5
of (1) and (2):
In deriving (3), it is assumed hyi 5 0 (no net mass flux across latitude). Because of the density weighting, the vertical average primarily samples the troposphere [see a recent discussion in Huang and Nakamura (2016) ]. By introducing an analogous surface FAWA, B*(y, t), on the lower boundary based on the meridional displacement of potential temperature [Eq. (41) of NZ10; Part I], we have
where _ B represents diabatic sources and sinks of surface wave activity B*, primarily through the exchange of heat with the underlying land or sea surface. Note that A* $ 0 and B* # 0 owing to the opposite sign in the meridional gradients of the interior PV and of the surface potential temperature (NZ10). In the absence of nonconservative processes, the sum of (3)-(5) yields
thus, at each latitude, the barotropic component of the zonal-mean wind covaries with the sum of the interior and surface wave activities. This is a vertically averaged version of the nonacceleration theorem (Charney and Drazin 1961; NZ10; Part I). Figure 5 summarizes the zonal momentum-wave activity cycle defined by (3)-(5) at each latitude. The direction of the arrows in Fig. 5 is typical of a baroclinically unstable, eddy-driven jet. A poleward surface eddy heat flux transfers wave activity from B* to hA*i, making the former more negative and the latter more positive. This represents baroclinic instability and vertical propagation of Rossby waves forced at the surface, among other things. The convergence of eddy momentum flux drives hui at the expense of hA*i [i.e., barotropic decay of baroclinic eddies; Randel and Stanford (1985) ]. External sinks include surface drag on hui and loss of hA*i through mixing (i.e., enstrophy dissipation) and radiative and Ekman damping (NZ10). On the other hand, diabatic heating (latent heat of condensation) can be a source of hA*i and offset some of its dissipation. Surface thermal damping of B* also works as a source of wave activity because B* is negative. In the quasigeostrophic framework, form stress by topography also constitutes the source of wave activity through the boundary potential temperature anomaly (and hence B*).
Compared to the global energy cycle of Lorenz (1955) , the zonal momentum-wave activity cycle has two advantages for describing eddy-mean flow interaction: 1) unlike the energy cycle its budget is closed at each latitude, allowing the meridional structure of the interaction to be described, and 2) the sole eddy forcing for the barotropic component of FAWA is the convergence of the vertically averaged Eliassen-Palm flux, whereas each reservoir in the energy cycle is driven by more than one flux, which can lead to misleading interpretations [see a detailed discussion in Plumb (1983)] .
When averaged over a band of latitudes to even out the convergence and divergence of vertically integrated eddy momentum flux, (4) and (5) become (the latitudinal average is denoted by the square bracket)
In the conservative limit where the last terms in (7) and (8) are negligible, the global budget of FAWA is governed solely by the surface eddy heat flux and the domain integral of wave activity (sum of the interior and surface contributions) is conserved:
This last constraint may be used to extend the CharneyStern-Pedlosky criterion for modal baroclinic instability for finite amplitude (Charney and Stern 1962; Pedlosky 1964; NZ10) : for the domain-averaged interior and surface FAWAs to grow simultaneously without violating (9), they must have opposite sign. This condition is met for Earth's atmosphere since A* $ 0 and B* # 0 (NZ10). In the nonconservative limit, time averaging (denoted by curly bracket) of (7) and (8) gives
Therefore, the time-mean latitudinal-mean surface eddy heat flux (poleward in Earth's atmosphere) is proportional to the mean damping rate of both surface and interior FAWAs. In this case, the inflows and outflows balance for the two bottom boxes in 
Spectra of eddy fluxes and their seasonal variation
Part I compares the magnitude of the terms in (3)-(5) for the austral summer storm track.
3 They find that the left-hand side of (5) is negligible compared to the righthand side terms and that B* is small compared to hA*i. Then assuming that _ B represents thermal damping of B* owing to exchange of heat with the underlying surface, one may rewrite (5) as
From the time average of (11), Part I estimates t H ; 0.9 day in the BAM-related latitudes, close to ;1 day found by Swanson and Pierrehumbert (1997) as the thermal damping time scale of surface temperature in the Pacific storm track using Lagrangian tracer calculations. Since the tendency of B* is negligible, covariation of the zonal-mean flow and FAWA is dictated by (3) and (4). Part I conducts a spectral analysis of (3) and (4) and finds that at high frequencies (.0.1 cpd) hui and hA*i are both primarily driven by the eddy momentum flux term, whereas the eddy heat flux forcing near the surface has a peak power around the BAM frequency (;0.04 cpd) at which it dominates the eddy momentum flux forcing in (4) (Fig. 5 of Part I). This last result is reproduced in the bottom panel of Fig. 6a , which shows the power spectra of the first two right-hand-side terms of (4) at 46.58S for the warm season. The 0.04-cpd spectral peak in the red curve drives the BAM through the second term on the right-hand side of (4).
In contrast, the eddy heat flux spectrum in winter at the same altitude is more red-noise-like and lacks a clear peak and is comparable to the eddy momentum flux forcing only in the low-frequency limit (the bottom panel of Fig. 6b ; see also density-weighted eddy momentum flux convergence (top) and the scaled eddy heat flux (middle) at the same latitude. In both seasons the density-weighted eddy momentum flux convergence is concentrated in the upper troposphere [see a recent discussion in Ait-Chaalal and Schneider (2015) ], although in winter the magnitude is significantly greater. The eddy momentum flux convergence spectra are marked by a few distinct peaks in frequency but otherwise broad (Fig. 6, top panels) . In contrast, the spectra of density-weighted eddy heat flux occupy mostly the middle to lower troposphere (Fig. 6 , middle panels). Even though the red curve in the bottom panel of Fig. 6a pertains to the near-surface eddy heat flux, the spectral peak in the eddy heat flux extends vertically up to ;8 km, suggesting that the 20-30-day periodicity in the eddy heat flux is present through the entire troposphere (Fig. 6a , middle panel). Although in both seasons the eddy heat flux and its contribution to the eddy PV flux are more confined to low frequencies (,0.15 cpd) than the eddy momentum flux contribution, the 0.04-cpd peak in the eddy heat flux clearly distinguishes the two spectra from each other in the austral summer. The total eddy forcing spectrum in the austral summer still maximizes at higher frequencies (0.15-0.2 cpd, Fig. 5 in Part I), but the higher frequency forcing contributes less to the power of FAWA because it lacks, by definition, persistence. (The spectral density of FAWA is roughly the spectral density of forcing divided by the square of frequency.) As a result, the peak of FAWA spectrum appears around the BAM frequency, where the heat flux has the greatest contribution to the eddy forcing (Fig. 1a) .
The 20-30-day cycle in the low-level eddy heat flux means that, through (11), _ B should also exhibit similar periodicity. This is corroborated by the recent work by Herman (2015) , who shows that atmosphere-ocean turbulent heat exchange (which _ B represents) varies strongly on the time scale of the BAM in the austral summer. However, this is not an intrinsic time scale of air-sea heat exchange, which is driven by large-scale dynamics of the atmosphere and slaved to its meridional eddy heat flux, not the other way round. On the other hand, air-sea heat exchange does provide a rapid thermal damping, which keeps the surface wave activity consistently weak: 0 , 2B* ( hA*i. This makes it difficult to interpret the BAM variation of hA*i in terms of the traditional baroclinic life cycles, in which B* would also undergo a comparable variation (and sign changes).
To understand the seasonality of the eddy fluxes in Fig. 6 , particularly the low-frequency peak in the eddy heat flux that only occurs in the warm season, we explore the role of the zonal-mean state in shaping the eddy flux spectra. To the extent that the large-scale eddies in the Southern Hemisphere storm track obey the quasigeostrophic dynamics, the zonal-mean zonal winds and the meridional gradients of the zonal-mean PV in the interior and of the zonal-mean potential temperature near the surface are of particular interest. Figure 7 shows the meridional cross sections of the zonal-mean zonal wind and potential temperature (top), zonal-mean PV gradient (middle), and the eddy heat flux (bottom) for the warm and cold seasons of the SH. The zonal-mean zonal wind captures the well-known regime transition between the extratropical (''merged'') jet in summer (top left) to the subtropical jet in winter (top right) (Lee and Kim 2003; Lachmy and Harnik 2014) . Corresponding to this, the PV gradient exhibits significant seasonality near the tropopause. In the austral summer, the PV gradient is concentrated in a narrow latitude band slightly poleward of the jet axis (middle left). In the austral winter, the tropopause-level PV gradient spreads over two maxima: one in the subtropics and the other in the midlatitudes, the former being the strongest. A negative flow curvature near the jet axis generally enhances the PV gradient but the variation in the vertical shear is found to contribute strongly to the PV gradient in the austral summer (not shown). In addition, strong PV gradients appear around the edge of the Antarctica in the austral winter (middle right)-a result of the vast thermal contrast between continental ice and relatively warm ocean surface.
The seasonal march of the meridional gradients of the tropopause-level PV and of the low-level (850 hPa) temperature is shown in Fig. 8 as a function of time and latitude based on a 35-yr average. In the warm season (the merged jet regime) the PV gradients maximize around 508-558S, whereas in the cold season (the subtropical jet regime) a band of strong PV gradients also appears around 308S (top). The low-level temperature gradients maximize at 458-508S in the warm season, whereas in the cold season they exhibit very large values around the edge of the Antarctica, surrounded by relatively uniform values in the extratropics (bottom).
The foregoing analysis reveals that in the austral summer, both the low-level baroclinicity and the tropopauselevel PV gradients are meridionally confined to the midlatitudes, whereas in the austral winter the two quantities are more meridionally spread and their maximum values do not align vertically. Thus, during the austral summer, we can expect baroclinic eddies to be generated primarily in the meridionally narrow baroclinic zone in the midlatitudes. Furthermore, a well-defined jet in the zonal-mean wind in the austral summer provides critical lines for the eddies on the flanks and thus hinders their radiation from the baroclinic zone. Thus, the midlatitude of the austral summer becomes a zonal waveguide for the baroclinic eddies. Indeed, Nakamura and Shimpo (2004) show that the zonal component of the Eliassen-Palm flux is greatly enhanced during the austral summer. Chang (2005) demonstrates that in the austral summer synoptic waves can travel two entire global zonal circles. Consistent with this picture, the bottom panels of Fig. 7 show that the poleward eddy heat flux in the austral summer is significant (magnitude . 10 m K s
21
) only within a narrow latitude band of 408-608S in the troposphere. Whereas in the austral winter the same range of eddy heat flux is spread from 308S poleward in the lower troposphere, with particularly large values appearing near the edge of the Antarctica. The meridional structure of the eddy heat flux is also consistent with the wave activity and heat flux spectra in Fig. 1 . In summer both spectra are concentrated in the midlatitude (Figs. 1a and 1c) , whereas in winter the greatest wave activity is found at high latitudes closer to the Antarctica, although a secondary FAWA maximum appears around 408S (Figs. 1d and 1f) .
Figures 7, 8, and 1 illustrate that the seasonal changes in the zonal-mean state and those of the eddy statistics are related. However, causality is not immediately evident since the mean flow and eddies influence each other. In the following, we adopt a dynamical core of a GCM to investigate the role of the mean state in shaping the eddy forcing spectra for the austral summer.
a. Dry Held-Suarez GCM experiment (HS94-SM)
Here we use the dynamical core of the Geophysical Fluid Dynamics Laboratory atmospheric GCM. This is a dry primitive equation model with T85 resolution and 20 equally spaced sigma levels. The setup of this model resembles that described in the Held and Suarez (1994) , with linear friction in the bottom with a damping rate of (1.4 day)
21 (see the next subsection for this choice). In addition, surface thermal damping rate of (4 day) 21 is adopted. To simulate a summer condition, the radiative equilibrium profile T eq is displaced off the equator following Ring and Plumb (2007) , along with a modification of the stratospheric temperature profile following the appendix of McGraw and Barnes (2016) . We refer to this experiment as HS94-SM.
The model is integrated for 10 000 days and the last 8000 days of data are used for analysis. As shown in Fig. 9a , HS94-SM produces eddy heat flux and momentum flux convergence whose spectra are both broad in frequency. Unlike the austral summer in the ERA (Fig. 6, bottom) , the eddy heat flux contribution to the eddy PV flux is consistently smaller than the eddy momentum flux contribution except at the lowest frequency at which they are comparable. One may be tempted to attribute this discrepancy to the lack of hydrology. However, there are multiple levels of consequences to removing water from the GCM. For example, the dry model produces a significantly weaker Hadley circulation than the moist model (Schneider et al. 2010 ) and, as a result, the realized time-mean zonal-mean state deviates significantly from the observed mean state. Figure 10 depicts the mean state of HS94-SM. Compared to the observed austral summer (Fig. 7, left) , the jet is about 25% slower and the tropospheric static stability is significantly weaker (top). In the meantime, HS94-SM also produces an excessive static stability (i.e., temperature inversion) near the surface associated with the cold advection by the equatorward boundary flow (Held and Schneider 1999) . The stronger contrast between the tropospheric and stratospheric static stability leads to an exaggerated PV gradient in the upper troposphere, whereas the opposite vertical gradient in the lowlevel static stability produces a spurious negative PV gradient in the midlatitude lower troposphere (middle). Further, the low-level eddy heat flux in HS94-SM is displaced equatorward relative to the observation (bottom). Given the deviation of the mean state from observation, one cannot straightforwardly attribute the discrepancy of eddy statistics to the lack of hydrology. To separate the effects of the mean state and of hydrology on the eddy spectra, we need to conduct the experiments differently.
b. Toward the austral summer (SHSM)
To simulate a climate using the dry dynamical core while maintaining the observed climatological mean state, we adopt the method of Chang (2006) . Given a target (observed) zonal-mean temperature profile, a diabatic heating profile is solved iteratively until it balances the time-mean eddy heat flux. The resultant time-mean zonal-mean temperature profile closely matches the target profile. By construction, the obtained diabatic heating profile bears resemblance to the observed diabatic heating profile in the austral summer. We iterate the heating profile for 40 times, with each simulation run for 600 days and the last 400 days taken to calculate the remaining difference from the target. At the end of this iteration, the global average zonal-mean temperature bias is sufficiently small (i.e., ,1 K). Thus, the effect of moisture on the mean state is incorporated through the zonal-mean heating, whereas eddies are governed by dry primitive equation dynamics. Apart from the adjustment to the mean state, the model architecture and parameter setting are identical to HS94-SM. Since the method of Chang (2006) only constrains the zonal-mean temperature field (and the vertical shear in the zonal-mean zonal wind via the thermal wind balance) but not the zonal-mean surface wind, we iterate for the surface friction coefficient in a similar way until the obtained time-mean zonal-mean surface zonal wind closely matches the observation. The resulting optimal damping rate was about (1.4 day)
21
. We refer to this experiment as SHSM.
When the mean state is adjusted toward the observed austral summer condition, eddy heat flux in the midlatitude exhibits a distinctive low-frequency (roughly 20-50 day) spectral peak, which well surpasses the power of eddy momentum flux convergence (Fig. 9b) . Although the spectral shape of the eddy heat flux is more similar to that of the observed (Fig. 6a, bottom) than the HM94-SM, the overall power is significantly smaller: less than 1/4 of the observed value. Eddy momentum flux convergence, even though its spectrum is correctly separated from the eddy heat flux spectrum, is disproportionately small at high frequencies (it is comparable to the eddy heat flux). The deficiencies in the eddy flux magnitudes in the GCM with an adjusted mean state are also noted by Chang (2006) , who attributes them to the lack of diabatic effects on eddies. Yamada and Pauluis (2016) also demonstrate that the Eliassen-Palm flux increases significantly in the moist environment. One of the reviewers pointed out that it is also a natural consequence of the mean state being nudged toward the observed profile by a forcing: eddies do not need to work as hard to maintain the observed mean state and hence they remain at small amplitude. In addition to the underestimated magnitude, the spectral peak of the eddy heat flux in Fig. 9b is not sharp and the peak frequency is lower than that of BAM (;0.02 cpd).
In the HS94-SM and SHSM experiments above, we have used a surface thermal damping rate of (4 day)
, which linearly decreases to (40 day) 21 toward the free troposphere. However, given the analysis in (11), a stronger surface thermal damping may be more appropriate in the Southern Hemisphere storm track. Strong surface thermal damping was also crucial for decoupling (4) from (5). Thus, we have repeated the SHSM experiment with a surface thermal damping rate of (1 day)
. The result in Fig. 9c shows that the peak of the eddy heat flux spectrum becomes sharper and its frequency is closer to that of BAM (;0.03 cpd). Figure 11 shows the spectra of vertically integrated FAWA for the two SHSM experiments as functions of frequency and latitude. This is similar to Fig. 1a but the latitude increases upward here because of the experimental symmetry about the equator. (We do not show the FAWA spectra for HS94-SM because the spurious negative PV gradients in the lower troposphere of that model prevent FAWA from being calculated accurately.) Keep in mind that both runs have a zonal-mean state nearly identical to the observed profile for the austral summer. With a (4 day) 21 surface thermal damping, the spectral peak of FAWA appears at 588 and 0.02 cpd and it extends broadly in the meridional direction and covers the entire extratropics (Fig. 11a) . It is meridionally elongated-more so than the observed spectra of FAWA (Fig. 1a) . However, with a (1 day) 21 damping, the spectral peak becomes much more compact, located at 488 and 0.03 cpd (Fig. 11b) . Despite an order of magnitude smaller power, the spectral distribution in Fig. 11b is qualitatively similar to Fig. 1a .
The above experiments suggest that the profile of the zonal-mean state and the surface thermal damping rate determine the shape of the frequency spectra of the eddy heat flux in the austral summer storm track. Although the lack of latent heat and the forced adjustment toward the observed mean profile underestimate the magnitude of FIG. 10 . Zonal-mean climatology for HS94-SM. The convention is identical to Fig. 7 . The region below z 5 1 km is masked because of the interpolation from a sigma coordinate to a pseudoheight one leads to missing values in the lowest level. This mean state is produced with a surface friction of (1 day) 21 , not (1.4 day)
, but the results are qualitatively similar.
the eddy fluxes, the dry dynamics qualitatively supports a BAM-like oscillation in the eddy heat flux and FAWA as long as the mean state resembles the observed austral summer condition and the surface thermal damping is carefully chosen.
Cospectra of eddy heat flux and mode interference
To provide an anatomy of the periodicity in the meridional eddy heat flux, we write the detrended time series of the eddy meridional velocity y 0 and temperature anomaly T 0 at latitude f and altitude z in terms of the Fourier modes in longitude l and time t:
where the zonal wavenumber k . 0 and frequency v are discretized by the periodicity of longitude and the temporal length of data; here we assume that v is real; that is, modes are all neutral. The quantitiesŷ k,v andT k,v are the complex Fourier coefficients, and Re denotes the real part. It is readily shown that
where the asterisk denotes complex conjugate. If both y 0 and T 0 involve only a single frequency v(k) for each k, (13) becomes
and hence the eddy heat flux does not depend on time. If both y 0 and T 0 have two modes for each k with frequencies v 1 (k) and v 2 (k),
In this case, the eddy heat flux consists of steady components associated with individual modes and an oscillatory component arising from their interference, with a frequency v 1 (k) 2 v 2 (k) for each k, represented by the last term in (15). As more modes are included, the spectrum of eddy heat flux becomes broader, since the range of v 2 v 0 in (13) increases. Note that multiple frequencies are required for the same wavenumber to allow amplitude modulation of the eddy heat flux. Figure 12 shows three idealized eddy spectra (for both jŷ k,v j and jT k,v j) for a fixed k (top) and the corresponding eddy heat flux power spectra assuming the same phase relation between the modes of y 0 and T 0 (bottom). The eddy spectra have two peaks each following standard Gaussian distribution but with varying widths among the three curves. As long as the peaks are distinct, the corresponding peak in the power spectrum of heat flux is isolated. As the Gaussian widths increase and the two spectral peaks overlap, a red-noise-like low-frequency variability grows in the heat flux spectrum and eventually merges with the peak. One might suspect that the highly peaked spectrum in the low-level meridional eddy heat flux associated with the BAM in Fig. 6a (bottom) may arise from a frequency interference of a small number of modes with distinct frequencies.
To test this hypothesis, we compute the eddy frequency spectra based on reanalysis products. Figure 13 shows the density of eddy heat flux cospectra during the austral summer (December-March) for k 5 4, 5, and 6, analyzed from the ERA-Interim data. The eddy heat flux cospectrum is Re(ŷ k,v *T k.v ), which quantifies the timeindependent eddy heat flux contributed from each Fourier mode. The top row shows the density of cospectra at 850 hPa as functions of frequency and latitude, and the bottom row shows the same quantity at 46.58S as functions of frequency and altitude (pressure). The top panels follow the manners of previous spectral analyses [see, e.g., Randel and Held (1991) , Lorenz (2014) , and Abernathey and Wortham (2015) ]. For a reference, the time-mean, zonal-mean zonal wind is indicated by a blue curve in each panel. In all panels, the eddy heat flux cospectra are markedly banded: for each wavenumber there are a few distinct frequencies at which the poleward (negative) heat flux maximizes, and these maxima span 158-258 in latitude and the entire column of the troposphere. This prompts us to return to the notion of quasi-discrete Fourier modes hinted in Fig. 4 . Figure 13 demonstrates that these modes transport heat and indeed make up a large fraction of the time-independent part of the meridional eddy heat flux. Furthermore, since there is more than one dominant mode per zonal wavenumber, amplitude oscillation may arise in eddy heat flux as a result of their interference. It is worth pointing out that the frequencies of the spectral peaks of the heat flux cospectrum in the observation (top middle panel of Fig. 13 ) are the ones used in the idealized spectra in Fig. 12 . Notice that, apart from the modes for k 5 6 at low levels, the extent of eddy heat flux cospectra is bounded by the frequency (angular phase speed) of the zonal-mean zonal wind indicated by the blue curves. Thus, the modes are trapped inside the critical lines, corroborating the waveguide picture introduced earlier. We have also subdivided the entire data length into several segments and repeated the analysis and confirmed that the results are reproducible for each segment, suggesting that these modes are always present within each season.
Using the same format as the bottom of Fig. 13 , we plot in Fig. 14 the eddy heat flux cospectra of the GCM experiments performed in section 3. The top row shows the eddy heat flux cospectra at 488S for HS94-SM and the bottom row shows the same quantity at the same latitude for SHSM with a (1 day) 21 surface thermal damping. The HS94-SM experiment, which does not produce a clear single spectral peak in the meridional eddy heat flux, displays numerous weak bands in cospectra. However, they are spread and disorganized; the resultant interference does not produce a single spectral peak. In fact, there are three comparable peaks in the low-frequency range of eddy heat flux spectrum (Fig. 9a) . On the other hand, SHSM-1day, which shows a BAM-like spectral peak in the eddy heat flux (Fig. 9c) and FAWA (Fig. 10b) , exhibits more compact cospectra. For each wavenumber there is a strong main band that is flanked by a few sidebands, except for k 5 5 for which sidebands are weak and the cospectrum is dominated by a single fat band. The significant difference from the observed cospectra ( Fig.  13) suggests that, while the model is successful at producing interfering modes, their phase relationships between y 0 and T 0 are not correctly reproduced. Figure 15 depicts the reconstructed spatial pattern of geopotential anomaly for k 5 5 at two frequencies (0.11 and 0.15 cpd) that correspond to the observed amplitude maxima in Fig. 13 . They correspond to ;10 and ;14 m s 21 in terms of the equatorial zonal phase speed (see appendix B for the details of this mode extraction). Figure 15a shows the vertical structure at 46.58S. The two modes have similar vertical structures and amplitudes. They show westward tilts with increasing altitude, similar to a baroclinic wave that sustains poleward heat flux. Figure 15b shows the corresponding horizontal structures of the modes at 250 hPa. Both modes exhibit a weak downshear tilt, suggestive of an eddy momentum flux into the jet, but the faster traveling mode has its peak amplitude slightly displaced poleward relative to the slower one. This is consistent with the fact that the critical line (indicated by the white line) of the faster mode is displaced poleward (closer to the jet axis) relative to the slower mode. The poleward shift of the mode structure with increasing frequency is also visible in the top panels of Fig. 13 . As these modes travel at different phase speeds, their repeated constructive and destructive interferences create amplitude vacillation. This causes both eddy heat flux and eddy momentum flux to vary, but the effect of the latter on the total eddy momentum flux is small. The eddy momentum flux arises largely from the meridional tilting of phase lines of eddies, often during the decaying stage of baroclinic life cycles in which eddies are sheared out by the background shear. This means that it takes superposition of many modes to create eddy momentum flux, since continuous shearing cannot be described by a handful of discrete modes. Thus, the eddy momentum flux tends to spread over a broad frequency range, as demonstrated in Fig. 6 as well as many previous studies (Lorenz and Hartmann 2001; TW14) . The interference frequency is the difference in the mode frequencies (;0.04 cpd), comparable to the frequency of the BAM. Indeed, the frequency separation of the neighboring maxima in Fig. 13 is quite even and comparable to the BAM frequency for all zonal wavenumbers. This reinforces the strong modulation of the eddy heat flux around the single spectral peak. Figure 16 is similar to Fig. 13 but for the austral winter (June-September). Here wavenumbers 3-5 are shown, as the eddy spectra shift to longer waves during winter (see Fig. 4 ). The largest contribution to the eddy heat flux is from wavenumber 3 at high latitudes and low frequencies. There is a banded structure, but compared to the summer, peaks vary significantly in both magnitude and their spacing. This is consistent with the lack of organized peak in the spectrum of eddy heat flux in the extratropics (Fig. 6b, bottom) . Although the Fourier modes themselves may not be a direct indicator of the underlying dynamics, their resemblance to unstable baroclinic waves (Charney 1947; Eady 1949) in Fig. 15 prompts us to consider wave activity budget of each Fourier mode. Since each mode is neutral, gain and loss of wave activity must be exactly and continuously balanced. For small-amplitude eddies wave activity may be partitioned into contributions from individual modes, since linear modes are mutually orthogonal in the sense of wave activity (Held 1985) . In that case, (10) applies to each individual mode (without time averaging, since all modes are neutral) provided that damping is also a linear function of wave activity. For modes in Fig. 15 , baroclinic conversion of wave activity (eddy heat flux) is exactly compensated by damping. [At large amplitude the exchange of FAWA between modes becomes significant because of eddyeddy interactions, so (10) applies only to the total field.] Critical lines do not pose mathematical singularity to these modes because of damping: the meridional advection of eddy PV associated with the mode is balanced by damping at the critical line.
Given that baroclinic eddies grow and decay constantly in the storm-track region (Lee and Held 1993; Chang and Orlanski 1993) , it might appear counterintuitive that such an unsteady flow may be expressed as superposition of neutral modes. The reader is reminded that the Fourier modes are just a way of decomposing finite-length data at a given latitude and height according to the zonal wavenumber and (real) frequency. They are by definition neutral and do not create transient behavior in eddy amplitude or modify the mean flow by themselves. Only the superposition (interference) of multiple modes gives rise to the spatiotemporal variation in eddy amplitude and its interaction with the mean flow. The Fourier modes may or may not be associated with the eigenmodes of the linearized dynamics. We simply point out that decomposing data in terms of discrete Fourier modes provides a convenient interpretation of the BAM through interference if the eddy consists of a small number of discrete modes. To drive the above point home, suppose a leading eigenmode with zonal wavenumber k and frequency v is undergoing (nonlinear) amplitude modulation at a given latitude and height:
(1 1 « cosv 0 t) cos(kl 2 vt), 
the Fourier transform of (16) will inevitably pick up three discrete frequencies v and v 6 v 0 , whether or not cos[kl 2 (v 6 v 0 )t] are eigenmodes. To be sure, interference of discrete neutral modes has been invoked previously as a theory for structural vacillation of large-scale eddies (Lindzen et al. 1982; Rotunno and Fantini 1989) . However, in these studies, the discreteness arises naturally from the finite size of the domain and is associated with different structures of eigenmodes [e.g., symmetric and antisymmetric Hough modes (Lindzen et al. 1982 ) and Eady edge waves impinging on the two horizontal boundaries (Rotunno and Fantini 1989) ]. In the present study, it is not entirely clear how discrete modes in the austral summer arise: the finite width of the baroclinic zone may support a normal mode-like behavior in eddies (particularly the 850-hPa eddy heat flux in the top panels of Fig. 13 is well contained between the critical lines), but the modes in Fig. 15 have very similar structures. It is encouraging that the quasi-discrete Fourier modes can be reproduced at least qualitatively using a dry dynamical core of GCM. If we can explain the emergence of a few quasi-discrete Fourier modes per zonal wavenumber in the austral summer, then the interference idea may provide a succinct understanding of the BAM. Otherwise, a direct attempt at understanding the frequency and amplitude of modulation (v 0 , «) without regard to the mode spectra might prove more fruitful. Whether the oscillator models (TB14; Ambaum and Novak 2014) eventually succeed at this hinges on whether the dynamical feedback between the meridional eddy heat flux and low-level baroclinicity may be firmly established.
Summary
BAM defined as the leading EOF of EKE anomaly constitutes a significant component of the low-frequency variability of eddy amplitude in the extratropical troposphere (TW14; TB14; TL14). Its 20-30-day periodicity in eddy amplitude and the associated meridional eddy heat flux are particularly robust and visible even in raw data during the austral summer midlatitudes. This may be exploited to improve the predictability of weather beyond the typical 2-week limit (TB14). We have examined the dynamics of this intraseasonal variability by applying the spectral analysis to the vertically averaged zonal momentum-FAWA cycle (Part I; NZ10; summarized in Fig. 5 ) in the Southern Hemisphere.
The robust BAM signal in the austral summer (45% of eddy variance explained) is accompanied by concentrated spectral peaks in the vertically averaged FAWA and the low-level meridional eddy heat flux in the frequency-latitude plane (Figs. 1a and 1c) , where the latter being the primary driver of the former [Eq. (4) and Fig. 6a, bottom] . In winter when the BAM accounts for only 30% of variance, the spectra of raw FAWA and eddy heat flux are not well correlated (Figs. 1d and 1f) . Still, throughout a year we found high correlation (r 5 0.72) between the volume integral of FAWA and the BAM index (Fig. 2) .
On the other hand, little signature of the BAM is found in the spectra of the raw low-level zonal-mean baroclinicity, its tendency, and eddy forcing (Fig. 3) . This casts a reasonable doubt on the relevance of the oscillator models (TB14; Ambaum and Novak 2014) in which the feedback between the eddy heat flux and baroclinicity plays a key role. We proposed an alternative interpretation of BAM based on the interference of neutral Fourier modes with the same zonal wavenumber but with different frequencies, based on the spectral analysis of the low-level eddy heat flux (Figs. 4  and 13) .
We then hypothesized that the zonal-mean state has a strong control on the spectral properties of eddies to influence the nature of the BAM: in the austral summer the phase propagation of the modes is predominantly along the zonal waveguide, set up by the narrow uppertropospheric PV gradient, jet stream, and the low-level baroclinicity all concentrated in a narrow latitude band ( To test this idea, a dry dynamical core of GCM was used. We have nudged the zonal-mean state of the atmosphere toward the observed profile while allowing eddy to evolve quasi adiabatically. Keeping the mean state to the observed profile while maintaining a strong surface thermal damping helped to improve the shape of the eddy flux spectra, although the overall power was too weak. This is due in part to the lack of diabatic forcing on eddy and in part to the fact that the forcing on the mean state reduces the need for additional forcing from eddy to maintain the observed state. Furthermore, despite the reasonable spectral shape of the eddy heat flux, in the forced experiment the precise form of cospectra differs significantly from observation. Still the successful reproduction of the spectral shape suggests that the quasi-linear interference of modes shaped by the mean state is a viable mechanism for the BAM-like low-frequency periodicity.
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APPENDIX A

BAM as the Leading EOF of EKE Anomaly
Although the emphasis of the present study is the application of the FAWA budget to the BAM in the austral summer, as a starting point we reproduce the previous work by calculating the BAM with the method originally introduced by Thompson and the collaborators (TB14; TW14; TL14). Here we define summer months to be December-March and winter months to be JuneSeptember. By making the data 4 months long, we increase the spectral resolution in the low-frequency range where the BAM appears. The choice of the months is also guided by the observation that there is a well-known seasonal jump in the location of the jets in the Southern Hemisphere around April-May and September-October. The summer months are within the regime of a ''merged jet'' in the midlatitudes, whereas the winter months are within the regime of ''the subtropical jet.'' For each season we computed the first EOF of the zonal-mean EKE anomaly for the Southern Hemisphere from ERA-Interim, following the method of TB14. This is shown in the top row of Fig. A1 (arbitrary  unit) . In both seasons, the EOF has its amplitude concentrated in the midlatitudes of the upper troposphere, but in winter its meridional extent expands significantly into the subtropics. It turns out that in summer, the first EOF explains nearly 45% of the total variance, whereas in winter it explains only 30% of the variance.
The bottom of Fig. A1 shows the spectra of the principal component of the EOF (the ''BAM index'') for the corresponding seasons. In summer, the spectrum has a distinctive peak around ;0.04 cpd, clearly defining the BAM frequency. In winter the spectral peak shifts to lower frequency and its peak widens (0.02-0.03 cpd). In fact, around the left shoulder of the peak the spectral resolution begins to deteriorate. Therefore, the BAM time scale is less well separated from the seasonal time scale in winter, and the spectrum is closer to becoming red.
APPENDIX B
A Composite Approach to Extract Fourier Modes
The Fourier mode structure is extracted as the vertical cross section of geopotential anomaly at 46.58S and as the horizontal cross section of geopotential anomaly at 250 hPa using the ERA-Interim product . For each year, after removing the zonal mean and seasonal mean, we Fourier transform the geopotential anomaly field at each latitude and height into (k, v)-spectral space. Subsequently, we retain the Fourier modes for (k, v) 5 (5, 0.1111 cpd) and (5, 0.1556 cpd). As shown in Fig. 10 , these two frequencies define the dominant peaks in the zonal wavenumber-5 eddy frequency heat flux cospectra in the Southern Hemisphere summer at 46.58S. Then, for the two frequencies and for each year, we reconstruct the entire vertical and horizontal mode structures in physical space.
Since the mode structures do not share identical phase information from year to year, they cannot be averaged among multiple years directly. For the horizontal mode structure, we further conduct a composite analysis using 46.58S as a reference latitude. The zonal phase of the mode for each year is shifted such that the longitudes of the peak amplitude align for all years at the reference latitude. Finally, we compute the multiyear composite by averaging. Similarly, we use 250 hPa as a reference pressure level to composite the multiyear vertical mode structure.
