We consider a multiple integral problem in the calculus of variations in which the integrand is locally Lipschitz but not differentiate, and in which minimization takes place over a Sobolev space. Using a minimax theorem, we derive an analogue of the classical Euler condition for optimality, couched in terms of "generalized gradients". We proceed to indicate how these results may be applied to deduce existence and smoothness properties of solutions to certain Poisson equations.
1. Introduction Let a function /: R X R" -> R and a domain G in R' be given. We shall be considering the following multiple integral problem in the calculus of variations: to minimize 0-1) f f(z(x),Vz(x))dx over a certain class of functions z defined on G. In dealing with this problem we have adopted the notation and terminology of Morrey [4] whenever possible. Our concern will be to obtain necessary conditions for optimality in the absence of differentiability hypotheses on the function/. Several examples of problems involving nondifferentiable integrands are given in Chapter 4 of [3] , in which the methods of convex analysis are applied. However, we make no convexity assumptions in this article. The medium in which these new necessary conditions are expressed is the "generalized gradient" introduced in [1] . We now define this for a locally Lipschitz function g: Rk -* R (i.e. g satisfies a uniform Lipschitz condition on every bounded subset of Rk). Given a point x, the generalized gradient of g at x, denoted dg(x), is the set co{f : f = lim,^^ Vg(x,), lim^^x, = x). That is, we consider all sequences {x¡) converging to x such that Vg(x¡) exists for each i and such that the indicated limit f exists. The convex hull of all the points f so obtained is dg(x). We obtain in this way a nonempty compact convex set [1] . Furthermore, dg(x) reduces to (Vg(x)} when g is C1, and when g is convex dg(x) is the subdifferential of g at x.
Let H be a subset of the Sobolev space H¡(G) (see [4] ) with the property of being closed under addition of elements of CX(G); i.e. h + <p belongs to H for every h in H and <p in C°°((7). We suppose that the element z of H furnishes a weak local minimum for (1.1) over all functions in H assuming the same values on the boundary of G (see [4, The proof of the theorem (which is given in §2) uses an abstract minimax theorem. The application of a minimax theorem in such a context appears new.
2. Proof of the theorem. Lemma 1. There exists a function K(x) in LX(G) with the following property: for almost every x in G, for every pair of points (sx,px) and (s2,p2) in R X R" satisfying \(s¡ -z(x),p¡ -Vz(x))| < 1 (/' = 1, 2), we have
Proof. When (H2) holds, the lemma is trivially true, so let us posit (H,). Thenf(sx,px) -f(s2,p2) is bounded above by Let us define A to be the set of all (Lebesgue) measurable functions (<p(x),Ç(x)) defined on G such that (q>(x), Ç(x)) Edf(z(x), Vz(x)) a.e. in G. It follows from Lemma 1 that the set df(z(x), Vz(x)) is bounded by K(x), so that A is a subset of ¿'(G)1"1"1, which we endow with its weak topology.
Lemma 2. A is a nonempty convex weakly compact subset of L'(G)',+ 1.
Proof. Since 3/ is a convex set, A is evidently convex. If a subsequence in A converges strongly in ¿'(G)""1" ', the limit must lie in A (since a subsequence converges a.e. and 3/ is closed). This implies that A is closed in the strong topology. This (together with the convexity of A) implies that A is weakly closed. It follows from the Dunford-Pettis criterion that A is weakly precompact, so we deduce weak compactness. That A is nonempty follows from the fact that the multifunction x ->df(z(x), Vz(jc)) is measurable (as a consequence of [1, Proposition 1.4]) and hence admits a measurable selection [5] .
Q.E.D.
We now define B to be the (convex) set of all C°° functions having compact support in G, and we define L: Proof. Since L(-, 0) is identically 0, it suffices to prove that for any given b in B, the following quantity is nonnegative: By definition, «p = div f. Q.E.D.
Remark. Only slight modifications are required to handle the case in which /has an explicit dependence on x. It would suffice to have (H,) or (H2) hold uniformly in x, and to suppose that for each (s,p) the function x ->/(*, s,p) is measurable.
3. An application of the theorem. It is well known that existence and regularity theorems for partial differential equations can be obtained through variational methods. We illustrate in this section how the above theorem can be used in much the same way, but with the added possibility of introducing nondifferentiable functions.
Let £ be a given multifunction mapping R to the subsets of R, and consider the "Poisson inclusion" subject to the given boundary conditions. By [4, Theorem 1.9.1] there exists a (unique) solution z to this problem. We now apply the theorem, and we see that z satisfies the required conditions. For other methods of treating problems similar to this, we refer the reader to [6] .
Example 2. Let g be locally Lipschitz, let v < 3, and let z minimize fG{g(z(x)) + | Vz(x)\2/2) dx over H}(G), subject to given boundary conditions. Then if z is bounded, z is continuous.
To prove this, we begin by noting that g(s) + \p\2/2 satisfies (H,) in any weak neighborhood of z, which is all that is needed to apply the theorem. We find as before that f = Vz, so that div f = Az belongs to og(z(x)) a.e. Since z is bounded, this implies that Az is bounded in G. But then [6, Theorem 27.2] we may assert that z belongs to H2(G) (we assume here some regularity of 8G and the boundary conditions). That z is continuous now follows from Sobolev's lemma [6, Theorem 24 .2]. Q.E.D.
