Conditions are given under which the empirical copula process associated with a random sample from a bivariate continuous distribution has a smaller asymptotic covariance function than the standard empirical process based on observations from the underlying copula. Illustrations of this fact are provided, and its consequences on inference for dependence parameters in copula models are highlighted.
Introduction
Consider a pair (X, Y ) of continuous random variables whose joint and marginal distributions are defined for all x, y ∈ R by 
is the unique copula associated with H. As shown, e.g., in [10, 15] , the dependence structure of the pair (X, Y ) is characterized by C, and all margin-free concepts and measures of association are functions thereof. Let (X 1 , Y 1 ), . . . , (X n , Y n ) be a random sample from H. For each i ∈ {1, . . . , n}, write U i = F (X i ) and V i = G(Y i ). If F and G are known, an observable, consistent estimate of C is given by the empirical distribution function of the sample (U 1 , V 1 ), . . . , (U n , V n ), defined for all u, v ∈ R by
Indeed, standard results from the theory of empirical processes [18] imply that the process C n = n 1/2 (C n − C) converges weakly, as n → ∞, to a pinned C-Brownian sheet C, i.e., a centered Gaussian process on [0, 1] 2 with continuous trajectories whose covariance function is defined for all u, v, s, t ∈ [0, 1] by cov{C(u, v), C(s, t)} = C(u ∧ s, v ∧ t) − C(u, v)C(s, t),
where a ∧ b = min(a, b) for a, b ∈ R. When the margins F and G are unknown, as is often the case in practice, they can be estimated by their empirical counterparts, defined for all x, y ∈ R by
1(Y i y).
A surrogate sample from C is then given by (Û 1 ,V 1 ), . . . , (Û n ,V n ), where for each i ∈ {1, . . . , n},Û i = F n (X i ) andV i = G n (Y i ) are the normalized ranks of X i and Y i in their respective marginal samples. It is well known [16] that when C admits continuous partial derivativeṡ
it can be estimated consistently by the empirical copula, one version of which is defined for all u, v ∈ R byĈ
In fact the empirical copula processĈ n = n 1/2 (Ĉ n − C) converges weakly, as n → ∞, to a centered Gaussian processĈ defined for all u, v ∈ R bŷ
For more discussion, see, e.g., [5, 19, 20] . The difference between the empirical distribution function C n and the empirical copulaĈ n lies in the estimation of the marginal distribution functions F and G by their empirical counterparts. When F and G are known, one might thus be tempted to believe that C n is at least as efficient asĈ n . Surprisingly, for a large class of copulas, the converse is true. The aim of this paper is to establish this fact and to explore some of its the consequences. The key result can be stated as follows.
holds for all u, v, s, t ∈ [0, 1] provided that for all choices of u, v ∈ (0, 1),
As stated, e.g., in [15, Corollary 5.2.6] , the conditions in (2) mean that each component of the pair (X, Y ) is left-tail decreasing in the other one. Stated differently, the mappings t → Pr(X x | Y t) and t → Pr(Y y | X t) are both decreasing in t for all choices of x, y ∈ R. This notion of dependence is stronger than positive quadrant dependence but weaker than monotone regression dependence; see [12] .
Proposition 1 is proved in Section 2, and a partial extension is given in Section 3, along with illustrations. As shown in Section 4, Proposition 1 yields conditions under which a dependence parameter, say ϑ = T (C), can be estimated more efficiently by a rank-based estimateθ n = T (Ĉ n ) than by the analogous estimate ϑ n = T (C n ) which exploits knowledge of the margins. This phenomenon was noted, e.g., in [2] , where a heuristic explanation was given in the context of copula density estimation. A similar observation was made in [9] , which deals with rank-based estimation of Pickands' dependence function in extreme-value copulas. As argued in Section 5, however, this is not to say that the rank-based estimatorθ n dominates every estimator of ϑ based on the sample (U 1 , V 1 ), . . . , (U n , V n ).
Proof of the main result
It is obvious from the definition of the limiting processĈ that its covariance function is given for all u, v, s, t ∈ R by
where
The proof of Proposition 1 uses the equivalence between the conditions in (2) and the fact that the mappings u → C(u, t)/u and v → C(t, v)/v are non-increasing for all t ∈ (0, 1); see, e.g., [15, pp. 192-193] .
By symmetry, it can be assumed without loss of generality that u s. Two cases must be distinguished, according to whether v t or v > t. If v t, then
and
It will now be shown that
where the dependence on u, v, s, t has been suppressed for clarity. To see that A 1 B 3 , note that this inequality occurs if and only iḟ
which is readily seen to be equivalent to (2) . The proof that A 4 B 4 is similar.
To show that A 2 B 1 , one must check thaṫ
Using (2) and the fact that C(u, t) ut, one getṡ
where the last inequality is justified because C(s, t) t. A similar argument yields A 3 B 2 , and hence (3) is established. Assuming now that v > t, one then has
In that case, one has
Upon simplification,
Thus upon simplification one can see that
whenever C(s, t)/s C(u, t)/u. The latter holds true because the mapping C(u, t)/u is non-increasing and u < s by hypothesis. The proof that A 4 B 2 is similar.
. Given that C(u, t) ut, one can invoke (2) to writė
where the last inequality is valid because C(u, v) u. The proof that A 3 B 3 is similar. The conjunction of (3) and (4) implies the desired conclusion. 2
Illustrations and a partial extension
Proposition 1 extends Proposition 4.2 in [9] , which shows that the result holds for extreme-value copulas. The latter are defined for all u, v ∈ (0, 1) by
in terms of a Pickands dependence function A : [0, 1] → [1/2, 1], i.e., a convex mapping such that max(t, 1 − t) A(t) 1 for all t ∈ [0, 1]. As shown in [6] , all copulas of the form (5) are monotone regression dependent, and hence meet the conditions in (2) . Several classical models are covered by Proposition 1. Examples include the positively dependent members of the bivariate Normal, Beta, Gamma, Cauchy, Student and F distributions, those of Cook and Johnson's bivariate Pareto, Burr and logistic distributions, Gumbel's bivariate exponential and logistic distributions, Ali-MikhailHaq bivariate logistics, the Plackett, Frank and Raftery families of copulas, etc. 
As this copula is symmetric and monotone regression dependent for θ 0, it meets the conditions in (2) and hence for all u, v ∈ [0, 1]. The figure provides an illustration in the case θ = 1. In this model, the inequality (6) holds even when θ < 0, even though C θ is then negative quadrant dependent, i.e., C(uv) uv for all u, v ∈ [0, 1]. This observation can be formalized and extended as follows.
Proposition 2. The inequality (7) holds for all u, v ∈ [0, 1] whenever the pair (X, Y ) is in negative quadrant dependence and its copula C is such that for all u, v ∈ (0, 1),
Proof. Upon setting s = u and t = v in the formulas derived in Section 2, one finds
Thus it suffices to see that A 1 B 1 +B 3 and A 4 B 2 +B 4 . This is clearly the case, because
The conditions of Proposition 2 are easily verified for FGM copulas (6) with θ 0. To show that these conditions and those of Proposition 1 cannot be avoided completely, consider the Gumbel-Barnett copula with parameter θ ∈ (0, 1], which is defined for all u, v ∈ (0, 1) by C θ (u, v) = uv exp(−θ log u log v). Observe that for arbitrary u, v ∈ (0, 1),
so that the conditions (2) and (8) fail for small values of u and v. Likewise, inequality (7) and therefore also inequality (1) are not valid in general. Indeed if u = v, one has
which is negative for u in the neighborhood of the origin.
Applications
Proposition 1 has interesting implications for inference about copula-based dependence parameters, viz. ϑ = T (C). Consider, e.g., Blomqvist's beta, Spearman's footrule, Spearman's rho and Gini's gamma, respectively defined by
In each case, a "plug-in" rank-based estimator of ϑ = T (C) is given byθ n = T (Ĉ n ), and when the marginal distributions of the data are known, ϑ n = T (C n ) provides a natural alternative. It turns out that if T is non-decreasing and smooth, then under the conditions of Proposition 1, the rank-based estimatorθ n is more efficient asymptotically than the plug-in estimator ϑ n relying on the knowledge of the margins. In other words, if Θ andΘ are the weak limits of the estimators as n → ∞, viz.
To show this inequality, which is in line with results in [2, 9] , regard T as a functional acting on the space D of càdlàg functions ξ : [0, 1] 2 → R, equipped with the sup norm. Assume that T is Hadamard differentiable at any copula C, tangentially to the subspace C ⊂ D of continuous maps. As in [21, Chapter 20] , this is taken to mean that there exists a continuous linear functionalṪ C : C → R such that for every ξ ∈ C ,
whenever h n ↓ 0 and ξ n → ξ as n → ∞ uniformly. An application of the Functional Delta Method then implies that as n → ∞,
Thus, Θ andΘ are equal in law toṪ C (C) andṪ C (Ĉ) respectively. As the functionalṪ C belongs to the dual of C , the Riesz representation theorem implies the existence of a bounded Borel measure µ C on [0, 1] 2 such thatṪ C (ξ) = ξ dµ C for all ξ ∈ C . Accordingly,
Finally, suppose that T is a non-decreasing functional, i.e.,
where the inequality between functions is understood to hold pointwise. It then follows thatṪ (ξ) 0 whenever ξ 0. Thus the measure µ C must be positive and (9) holds as soon as cov{Ĉ(u, v),Ĉ(s, t)} cov{C(u, v), C(s, t)} for all u, v, s, t ∈ [0, 1]. The above conditions are easily checked for the functionals T 1 up to T 4 above, and for many others that qualify as concordance measures [17] . In such cases, and as soon as the underlying copula satisfies the conditions in (2), one can conclude that the rank-based estimatorθ = T (Ĉ n ) is more efficient asymptotically than the plug-in estimator ϑ n = T (C n ), despite the fact that the latter estimator relies on the knowledge of the margins.
In the following illustrations, R i = nÛ i denotes the rank of X i among X 1 , . . . , X n and S i = nV i denotes the rank of Y i among Y 1 , . . . , Y n , i ∈ {1, . . . , n}. Example 1. A simple rank-based estimator of Blomqvist's beta ϑ = T 1 (C) iŝ
When the marginal distributions are known, a natural alternative is provided by
When the conditions in (2) hold,θ n is asymptotically more efficient than ϑ n , i.e.,
If C = C θ is an FGM copula (6) with parameter θ ∈ [0, 1], it then follows from Proposition 1 that
The inequality is also valid for θ ∈ [−1, 0], in accordance with Proposition 2. In particular, var(Θ) = 1 and var(Θ) = 3 at independence. 2 Example 2. For Spearman's footrule ϑ = T 2 (C), the plug-in estimators are
where the last expression stems from the identity |a − b| = 2 max(a, b) − a − b valid for all a, b ∈ R. Similarly,
because the sum of the ranks is constant. Accordingly,θ n is asymptotically equivalent to the standard sample version of Spearman's footrule, viz.
When the conditions in (2) hold,θ n is asymptotically more efficient than ϑ n , i.e., If C = C θ is an FGM copula with parameter θ ∈ [−1, 1], one gets
Note the substantial difference in efficiency at independence. Note also that the variance inequality remains true for θ < 0, even though the conditions (2) are not verified in that case. 2
Example 3. For Spearman's rho ϑ = T 3 (C),
When the conditions (2) hold,θ n is asymptotically more efficient than ϑ n , i.e., Here, the advantage of the rank-based estimator is 7-fold at independence. Again, the inequality remains true for θ < 0, even though for such copulas the conditions of Proposition 1 are not verified. 
Discussion
It should be emphasized that the conclusions of Section 4 apply only to the comparison of plug-in estimators based on non-decreasing functionals T . To illustrate this point, consider for instance the functional
As T 5 fails to meet condition (10), one cannot conclude thatθ n = T 5 (Ĉ n ) has greater asymptotic efficiency than ϑ n = T 5 (C n ) as an estimator of ϑ = T 5 (C). It can be checked, e.g., in the case of the FGM family of copulas that
A subtlety arises in that although T 5 is not monotone, it is a perfectly legitimate concordance measure when applied to copulas. In fact, one gets T 5 (C) = T 2 (C) for any copula C because C(t, 1) = C(1, t) = t for all t ∈ [0, 1]. Accordingly, ϑ = T 5 (C) is nothing but Spearman's footrule! Furthermore, the fact that
implies that the rank-based estimators T 5 (Ĉ n ) and T 2 (Ĉ n ) are asymptotically equivalent. This explains why the left-hand sides of equations (11) and (12) coincide. The right-hand sides do not match, however. To see that the estimators T 5 (C n ) and T 2 (C n ) are not asymptotically equivalent, note that
Therefore,
whose asymptotic distribution is centered Gaussian with non-zero variance.
More generally if T and T * are smooth functionals that coincide on the class of copulas, then the rank-based plug-in estimators T (Ĉ n ) and T * (Ĉ n ) are asymptotically equivalent, while T (C n ) and T * (C n ) are not necessarily so. To see this, simply observe that if C n is the checkerboard copula associated toĈ n as defined, e.g., in [1, 4, 7, 11, 13, 14] , then |Ĉ n (u, v) − C n (u, v)| 1/n for all u, v ∈ [0, 1]. Furthermore, as C n is a genuine copula, T (C n ) = T * (C n ) for every integer n 1. If the mappings T and T * are differentiable in a neighborhood around C, one may conclude that the difference between T (Ĉ n ) and T * (Ĉ n ) is of O p (1/n) only.
In future work, it would be of interest to find appropriate conditions under which inequality (1) holds for negatively dependent dependence structures. The conclusion from Proposition 2 is considerably weaker. Furthermore, an extension to arbitrary dimension d 2 would also be valuable. Although the conditions in (2) and the proof of Proposition 1 are strongly tied to the bivariate set-up, the following result shows that inequality (1) continues to hold in higher dimensions in the case of independence. Proof. A simple calculation shows that
Given that cov{C d (u k ), C d (v ℓ )} = 0 whenever k = ℓ, one gets
which is clearly negative for all u and v ∈ [0, 1] d . 2
