I. INTRODUCTION UADRATURE mirror filter (QMF) banks and their applications have received considerable attention in the last few years [1]-
. Fig. 1 shows an M-channel, maximally decimated quadrature mirror filter bank where Hk (z) and Fk ( z ) are the analysis and synthesis filters, respectively. It is well known [7] that the reconstructed signal 2(n) suffers from aliasing, amplitude, and phase distortions. It has been shown in a number of recent references [6] , [12] , [14] , [16] - [18] that all these distortions can be cancelled by appropriate choices of the filters Hk ( z ) and Fk ( z ) resulting in a "perfect-reconstruction system," i.e., a system satisfyingj(n) = c x ( n -no) for some c and no.
In [ 161, a procedure was outlined for the design of such perfect-reconstruction systems for arbitrary M , based on the concept of lossless, alias-component (AC) matrices. Subsequently, a special two-channel case was studied in greater detail [17] . The purpose of this paper, in relation to our earlier work [ 161, [ 171, is to outline a completely general procedure for forcing the AC matrix to be lossless. The design procedure is a generalization of the methods in Section VI of [16] and is general in the sense that every QMF bank with FIR analysis and synthesis filters, which has a lossless AC matrix, is covered. An algorithm for the optimization of the analysis filters is developed, which guarantees that the search is automatically conducted over the set of all filters with lossless AC matrices. Some portions of these results have appeared in a recent conference proceedings [ 181.
The following notations are used in the paper. Superscript T stands for matrix (or vector) transposition, whereas superscript dagger ( t ) stands for transposition followed by complex conjugation. Boldface italic letters indicate matrices and vectors. The row and column indexes of matrices and vectors begin with "zero." The (i, j ) t h entries of matrices U and uk,1 are denoted by Ui,j and U!;;, respectively. Superscript asterisk ( *) stands for complex conjugation, while subscript asterisk denotes conjugation of coefficients of a function or a matrix. The tilde accent on a matrix F ( z ) is defined such that, P(z) = F;(z-') and for matrices with real coefficients, P ( z ) = FT(z-'). Thus, on the unit circle, P ( z ) = F t ( z ) . Finally, a P x M matrix R will be called unitary if R t R = An alternate representation for the analysis filter bank ZM.
is possible [3] , [15] , [16] if we write 
We say that E ( z ) is lossless if it is stable and if it satisfies
E ( z ) E ( z ) = I,,,, for all z . In this paper, we deal with FIR analysis and synthesis filters, hence, stability of all transfer functions and matrices is implicitly assumed.
It is known [16] that if E ( z ) is lossless and if R ( z ) is chosen as

R ( z ) = z -T ( z ) ,
( 3 ) a perfect-reconstruction QMF bank results. Here r is a sufficiently large integer such that the synthesis filter bank is causal. For simplicity, we assume that the coefficients of the analysis and synthesis filters are real and accordingly that E ( z ) is real for real z. A lossless E ( z ) which is real for real z is said to be lossless bounded real (LBR).
In [16] , E ( z ) was forced to be LBR by constructing it as a cascade of simplified orthogonal building blocks separated by delays. However, the family of all FIR LBR transfer matrices could not be spanned by varying the coefficients of the building blocks, with this choice. This was because of the somewhat ad hoc choice of the lossless building blocks in [ 161.
In this paper, we take a state-space approach to derive some parametrizations of FIR LBR transfer matrices in terms of planar rotations. This approach was first introduced in an earlier conference paper by the same authors [ 181. The resulting parametrizations are minimal in the sense that they have the smallest set of real numbers needed to characterize M X M FIR LBR transfer matrices. They also lead naturally to nonrecursive lattice structures that can realize any M X M FIR LBR transfer matrix (and conversely, every transfer matrix realizable by these structures is necessarily an FIR LBR matrix). Thus, the entire family of all M X M FIR LBR transfer matrices can be spanned by varying the parameters of these structures.
For example, an LBR E ( z ) that leads to good analysis bank filters can be obtained by optimizing the lattice parameters such that the total stopband energy of the analysis filters is minimum.
This paper is organized as follows. In Section 11, some mathematical preliminaries such as the Discrete-Time Lossless Bounded Real (DTLBR) lemma and the statespace description of FIR LBR transfer matrices are reviewed. In Section 111, a parametrization that spans all FIR LBR transfer matrices and the underlying lattice structure are developed. In Section IV, the minimum number of parameters required to characterize an M X M FIR LBR matrix is derived and the parametrization of Section I11 is shown to be minimal in this sense. Section V describes some useful variations of the parametrization and the resulting lattice structures. A design example is presented in Section VI. Section VI1 deals with the characterization of rectangular FIR LBR matrices in terms of lattice structures. These results find applications in nonmaximally decimated perfect-reconstruction systems. Finally; in the concluding section, some applications of lossless systems in adaptive filtering are outlined.
The concept of losslessness has been known in the world of continuous time, in connection with scattering matrices of multiports with lossless electrical elements. Excellent treatments of such results can be found, for example, in [19] and [20]. In principle, it is also possible to carefully map some of these results to obtain discrete-time versions of the same. In this paper, however, we will take a direct and independent state-space approach for the treatment of discrete-time FIR LBR systems, as we feel that such a z-domain approach is simpler and accessible to a larger community of readers. Fig. 3 shows a state-space representation of an M X M transfer matrix H ( z ) . Here
MATHEMATICAL PRELIMINARIES
where y ( n ) and u ( n ) are M-component vectors representing the output and input, and x ( n ) is the state vector with N -1 entries. We only consider minimal realizations, therefore, N -1 is the McMillan degree, or simply the "degree" 1191, 1201 of H ( z ) . It follows from (4) that
where L = N -1 + M, we have
The manifestation of losslessness in state-space terms has been well known in continuous time 1191, [20] and has also been reinterpreted in discrete time [2 11. The discrete-time LBR lemma [22] (or DTLBR lemma) says that H ( z ) is LBR if and only if there exists a minimal implementation such that Ro is orthogonal. We are thus guaranteed the existence of an orthogonal matrix Ro of smallest possible dimension whenever we deal with an LBR transfer matrix H ( z ) . Therefore, the problem of parametrizing LBR transfer matrices becomes equivalent to parametrizing orthogonal matrices. It is well known 111. MINIMAL PARAMETRIZATION OF M x M FIR LBR TRANSFER MATRICES The purpose of this section is to describe a minimal 'Since we will consider only real matrices in this paper, the term "orthogonal" will be used in place of "unitary" everywhere.
parametrization algorithm for M x M FIR LBR transfer matrices, and to derive a lattice structure based on this parametrization. Here minimality is used in two different senses: in the system-theoretic sense to mean that the matrix R to be parametrized has the smallest dimension (i.e., N -1 is the McMillan degree), and also in the sense that the number of parameters used to characterize this R is minimum.
A. Review of Orthogonal Matrix Parametrization [23]
We plan to employ a well-known parametrization algorithm 1231 to decompose an L X L orthogonal matrix U into a product of planar rotation matrices. An L X L planar rotation matrix that operates in the 0-plane has the form 
where ci,j = cos OiJ, si,j = sin Oi,j. All the diagonal entries except the (i, i )th and ( j, j )th entries are equal to unity, and all the nondiagonal entries except the (i, j )th and ( j, i )th entries are zero. To see how the algorithm works, let X be any L X L matrix. Consider the product
where I is an integer in the range 1 I Uo,o = U (which is the given orthogonal matrix) and Oo I as in (7) . The resulting matrix Uo,
where
Because of the orthogonality of Uo,L-we have a = f 1 and b = 0. By adding 7~ to if necessary, we can always take a = 1. We have thus forced the first row (and column) to be all zeros (but one entry). We can now proceed to the second step which is to repeat the above process with UI, so as to obtain which shows that the second step does not affect the entries of the 0th row, created during the first step.
Proceeding in this manner, we eventually obtain
The determinant of e,,, is 1 as seen from (7). The last diagonal entry on the right-hand side of (13) is 1 or -1 depending on whether det U is 1 or -1, respectively. We assume det U = 1 for simplicity hereafter (the det U = -1 case can be handled similarly). This leads to the factorization 
B. Parametrization of M X M FIR LBR Transfer Matrices
In this subsection, we will apply the parametrization algorithm described in Section 111-A to the orthogonal matrix R as defined by (6). We will then use this parametrization to derive a lattice structure capable of realizing only (and all) M X M FIR LBR transfer matrices.
Let us consider again the construction of Y from X as (15) for 0 I k I L -2 , and with the initialization Vo,o = U .
From Section 111-A, we know that @kT, [ has the form
of the form (7) . If the ( k , 1 )th entry of v k , / -happens to be zero, then .
Thus, out of the (5) angles appearing on the right-hand side of (14), ( to the form (6). These results are now stated as the following theorem.
with L = N -1 + M. Then U has the form in the righthand side of (6) The importance of this theorem rests in the fact that any M X M FIR LBR transfer matrix can be realized with state-space matrices structured as in Fig. 5 , and conversely, the matrix (18) with the constraint (17) always represents an FIR LBR matrix. Moreover, the realization is minimal (i.e., has smallest sized A matrix) and, as will be shown in Section IV, has the smallest number of nonzero parameters f?k,[ required to completely span the entire family of M X M FIR LBR transfer matrices. Accordingly, the nonzero angles t$[ in the flow graph of Fig. 5 give us an ideal parameter set for optimization, while designing the analysis filters Hk ( z ) of the perfect-reconstruction system. The number of nonzero angles Ok,i that appear in the parametrization is given by NP = (4) -( ; ) .
C. The Complete State-Space Structure
In Fig. 5 , the quantities r/ and sk can be identified with the appropriate components of
and u ( n ) , appearing in (4). Because of the partitioning convention for U as in (1 8), we see that
By inserting a delay in between each state variable x1 ( n + 1) and the corresponding xi ( n ) , the complete statespace structure is obtained and, after rearrangement, has the appearance shown in Fig. 6 (a). Stages 1 through N - Based on these results, we can conclude that some of the results which were reported in the past contain redundant rotations (for example, see Fig. 15 in [30] ). The results of this and succeeding sections, however, use only the smallest required number of rotations.
Before concluding this section, we note that similar parametrizations that lead to lattice structures for P X M FIR LBR transfer matrices, where P > M , are possible.
Such a parametrization algorithm is outlined in Section VI1 and finds applications in nonmaximally decimated perfect-reconstruction systems.
IV. THE MINIMALITY OF THE PARAMETRIZATION
In Section I11 we showed that any M x M FIR LBR transfer matrix of McMillan degree N -1 can be characterized by N,, parameters. In the following, we will show that Np is also the smallest number of parameters needed to characterize such a transfer matrix. In order to show this, it only remains to demonstrate the existence of an M x M FIR LBR transfer matrix of McMillan degree N -1, which does have Np degrees of freedom. An FIR lattice structure with precisely N ( M -1 ) parameters (angles of rotation) to realize an arbitrary M x 1 FIR LBR vector is presented in [25] , and has the overall appearance in Fig. 7 . Here, each of the N -1 rectangular boxes is a special orthogonal matrix with only M -1 rotations [ Fig. 7(b) 
If we next define the M X M transfer matrix v . OTHER PARAMETRIZATION ALGORITHMS AND LATTICE STRUCTURES The lattice structure presented in Section 111-C has two problems. First, the stages are interconnected in a rather complicated manner. Second, the criss-crosses do not always interconnect neighboring links. If one intends to directly implement this structure in hardware (VLSI), then these are undesirable features.
We will show in this section that the first problem can be eliminated simply by rearranging the rows of R , and the second problem by allowing only planar rotation matrices that operate in neighboring planes in the parametrization algorithm. Recall that in Section 111, we considered an orthogonal matrix R [related to a minimal state-space representation by (6)], parametrized it to obtain the signal flow graph representation of Fig. 5 , and from that representation we obtained the lattice structure of Fig. 6 . Let us now reverse this procedure and consider the structure of Fig. 8 . Here, only the nearest neighbors are interconnected in each building block, and moreover, successive building blocks are connected in a very simple way. Notice also that the number of criss-crosses (Le., number of planar angles) is equal to Np in (19). Suppose now that we want to find a parametrization rule for FIR LBR transfer matrices that will lead to this lattice structure. Notice that xI ( n + 1 ) and xI ( n ) are, respectively, the input and output of the lth delay element in Fig. 8(a) . We can redraw Fig. 8 as Fig. 9(a) is quite arbitrary.
We can think of Fig. 9 as a signal flow graph representation for an orthogonal matrix R' related to a minimal state-space representation (A, B , C, D ) . In this respect, R' is very similar to R . If we take A to be lower triangular, the choice of input-output ordering used in Fig. 9 One immediate observation that follows from Fig. 9 is that x k ( n + 1 ) is not affected by xI ( n ) ,
This reflects in R' as the zero entries shown in (26). Fig.  9 , therefore, only represents orthogonal matrices of the form (26). Notice that the above form of (26) is precisely a permutation of the form (6). The permutation corresponds, clearly, to the rearrangement of the variables x k ( n ) , x k ( n + l ) , y,(n), and u,(n), for 0 Fig. 9(a) to Fig. 5 ). Because of this relation between (26) and (6), we obtain the following conclusion.
Lemma 5.1:
degree N -1 is representable by an orthogonal matrix of the form (26) and, conversely, an orthogonal matrix of the form (26) always represents an M x M FIR LBR matrix E ( z ) of degree N -l . The relation between R' and the LBR matrix E ( z ) which it represents is as in Fig.  9 (a). More specifically, if a delay is inserted between xk ( n + 1 ) a n d x k ( n ) , 0 I k I N -2, then Y ( z ) = E ( z )
U ( z ) , with Y ( z ) = [ Y o ( z ) Y , ( z ) * * YM-l(z)lr and
The next step is to show that all orthogonal matrices of the form (26) can be represented as in Fig. 9 . This can be done by constructing a parametrization rule for orthogo-
nal matrices that will always yield a representation as in Fig. 9 when applied to matrices of the form (26). Such an algorithm is described in Appendix C. Now, since Fig. 9 is obtained by a rearrangement of the "desired structure" shown in Fig. 8 , we conclude, with the help of Lemma 5.1, the following.
Lemma 5.2:
Any M X M FIR LBR matrix of degree N -1 can be realized as in Fig. 8(a) with building blocks as in Fig. 8(b 
where are determined such that Uzt;fi = 0, yields the structure of Fig. 11 . Note that this structure has a special first stage with ( y ) planar rotations rather than a special last stage. Detailed derivations of the structures are omitted for brevity. In any case, the structure of Fig. 8 seems to be the most attractive one from an implementation viewpoint.
VI. A DESIGN EXAMPLE
In this section, we shall consider a 5-band perfect-reconstruction QMF bank, with lossless E ( z ) . Our aim is to optimize the angles Ok,[ so as to minimize the sum of the stopband energies of Hk ( z ) . We shall impose a constraint on the analysis-bank structure such that the 5 filters Hk ( z ) satisfy the following pairwise symmetry property:
This condition implies that the magnitude response I H k ( e'") 1 is the image of 1 e'") 1 with respect to a / 2 . Such a constraint reduces the number of parameters Table I shows the impulse response coefficients of the analysis filters.
VII. NONMAXIMALLY DECIMATED FIR PERFECT-RECONSTRUCTION SYSTEMS
Consider a QMF bank as in Fig. 1 with the modification that there are P channels, which is greater than the deci- 9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 f ( n ) is not altered by this choice of M except for a scale factor. This can be verified by referring to the alias-cancellation equations [ 16, eqn. (1 b) ] and replacing W with W"', which yields a subset of the set of equations for P = M . In this section, we will consider the more general case where M < P and M is not necessarily a submultiple of
P .
The applications of nonmaximally decimated structures are not very clear at this time. Such systems may be of interest in short-time spectral analysis [26] , and even in certain new types of subband coding [27] . Regardless of the possible applications, the main purpose of this section, however, is to show how a perfect-reconstruction QMF bank can be designed by a simple extension of the ideas presented earlier in this paper and in [16] .
The basic procedure is again to express the analysis and synthesis filters as in (la) and (lb), giving rise to the representation of Fig. 2 where E(z) is now P X Mand R(z)
is M X P . With the decimators and interpolators moved past E ( z ) and R ( z ) , respectively, we obtain the representation of Fig. 14 where P 
A sufficient condition for perfect reconstruction is to force P(z) = zPkZM, which can be done by forcing E ( z ) to be a P x M lossless FIR matrix and taking R ( z ) to be
The problem therefore reduces to one of constructing P x M FIR LBR transfer matrices. In the following, we will derive a structural representation for such matrices, once again characterized by planar rotation angles e,,,.
For a K x L matrix U to be orthogonal, it is necessary to have K 1 L. Such a matrix has KL unknowns, (k) orthogonality constraints, plus L unity-norm constraints, resulting in KL -(5") degrees of freedom. The DTLBR Lemma states that the problem of representing P X M FIR LBR transfer matrices is equivalent to that of representing K X L orthogonal matrices, where 
is orthogonal. Now if we apply the algorithm described in Section 111-A to W, and then simply ignore the first K -L inputs in the representation thus obtained, we obtain the representation for U shown in Fig. 15 . Since ignoring the first K -L inputs leads to the removal of exactly If we apply the algorithm just described to parametrize R, we have 1. Therefore, we can claim that we have a complete parametrization for M-input P-output FIR LBR transfer functions.
If the inputs and outputs are labeled appropriately by the state-space variables, Fig. 17 can be redrawn as the M-input P-output lattice structure shown in Fig. 18 .
VIII. CONCLUDING REMARKS
The main purpose in this paper has been to obtain general structural representations of the lossless FIR matrix E ( z ) appearing in the QMF problem. Such structures were presented, both for maximally decimated and nonmaximally decimated filter banks. All derivations were based on a state-space formulation and were shown to lead to representations with smallest number of parameters. The structures proposed in this paper cover every lossless FIR E ( z ) . It should be kept in mind, however, that losslessness of E ( z ) is not a necessary condition [16] for perfect reconstruction.
A. Applications in Adaptive Filtering
A well-known method for improving the convergence speed of adaptive filters is the use of transform-domain techniques [3 13, [32] . The transversal structure used in [32], for example, uses an orthogonal transformation on the signal prior to adaptation. A comparison of Fig. 2 in  [32] with the analysis bank in Fig. 2 of our paper reveals the striking structural similarity between the two systems. Indeed, both systems have a chain of delays followed by a unitary matrix transformation. In Fig. 2 , the lossless transformation E ( z M ) is dynamic, i.e., is a function of the frequency variable, even though it is unitary on the unit circle. The transformation in [32] is, in principle, a special case with E ( z ) replaced by a constant unitary system. If we attach adaptive tap gains at the M outputs of E ( z ) , the analogy with the system in [31] is complete (Fig. 19) . The use of constant unitary matrices in improving the convergence of the adaptive algorithm is well understood [32] , but the additional advantages of using a dynamic unitary E ( z ) remain to be explored.
Another 
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. APPENDIX B STATE-SPACE DESCRIPTIONS F O R P X r FIR SYSTEMS h ( n ) z P n be any causal p X r FIR system, so that h ( n ) are constant p X r matrices. s o t h a t A i s ( J -l ) r x ( J -l ) r , B i s ( J -l ) r X r , C i s p X ( J -l ) r , a n d D i s p X r.
Since A is lower-triangular with all diagonal entries equal to zero, all its eigenvalues are zero [24] . The above implementation is, however, not necessarily minimal, Le., the number of delays (or equivalently, the size of A; see Fig. 3) is not the smallest. It is well known that an implementation is minimal if it is both controllable and observable [36]. There exist well-known techniques for obtaining a minimal implementation from an arbitrary nonminimal implementation (see Theorems 5-16, 5-17, and 5-18 in [36]). It can further be shown that the eigenvalues of the A-matrix of such a minimal system form a subset of the eigenvalues of the matrix A for the original nonminimal realization.
As a conclusion, given any p X r FIR system, it is possible to obtain a minimal realization with all eigenvalues of A equal to zero. Since any two minimal realizations of a particular transfer matrix are related by a similarity transformation (Theorem 5-20 in [36]), they have the same set of eigenvalues. As a result, every minimal implementation of an FIR transfer matrix is such that all the eigenvalues of the A-matrix are zero. These results are also obtainable from the fact that the poles of the entries of H ( z ) (being also the eigenvalues of the A-matrix in any minimal realization of H ( z ) , [37, pp. 40 and 361) are all located at z = 0.
APPENDIX C A PARAMETRIZATION ALGORITHM FOR ORTHOGONAL MATRICES
The purpose of the algorithm to be described here is to give a constructive proof that all orthogonal matrices of the form (26) can be represented as in Fig. 9 .
Let us consider an arbitrary orthogonal matrix U . In the first step, we define In the next step, instead of operating on the next row, we proceed to the Mth row and define We now parametrize the ( M -I ) x ( M -I ) nontrivial orthogonal block V that appears in (C4) using the algorithm of Section 111-A, by ( y -) planar rotations.
Since these rotations involve planes 1 through M -1 only, previously created zeros are not altered. The complete parametrization is shown in Fig. 2 
.
It can easily be verified now that if we parametrize an orthogonal matrix of the form (26) using this algorithm, we obtain the representation of Fig. 9 .
