In this work we present an adjustment/updating procedure of Social Accounting Matrices (SAM) using multiobjective optimization techniques. The usual setting concentrates the adjustment effort in either the column or row coefficients of the SAM. The normal tendency consists in using the column coefficients because they better reflect the technical coefficients embedded in the SAM. Using the benchmark SAM as the basis, and incorporating the new information available we pose a double-objective optimization problem and apply the method of compromise programming that allow us to work together with column and row coefficients.
Introduction
A Social Accounting Matrix (SAM) is a square matrix whose rows and columns represent the resources and uses of separate economic accounts which together summarize the basic flows within the different groups of transactors or categories of transactions in an economy. The incomings (rows) and outgoings (columns) are necessarily equilibrated following standard economic accounting standards, therefore the sum of columns and rows for each account must be the same. This matrix presents an accounting system that provides information about aspects of an economy like the structure, composition and level of production, the value added generated by the factors of production and the distribution of income among different groups of households. Normally, a SAM is constructed using an Input-Output Table as starting point and includes figures about consumption, the structure of production, and the flows related to foreign trade, savings and investment.
The adjustment of a SAM consists in determining the SAM corresponding to period t=T starting from a known SAM, which corresponds to moment t=0, and from certain available information about the SAM in moment t=T. It is a question of finding a SAM X T whose structure is, in a certain sense, as close as possible to the structure of \ the SAM in moment t=0, X 0 . Normally this structure is defined in terms of the row (horizontal) coefficients and the column (vertical) coefficients, assuming that if element x 0 ij of the initial matrix is null then the corresponding element x T ij of the final matrix is also null. If X=(x ij ) 1 ≤ i,j ≤ n is a SAM and S={(i,j) : x ij ≠0}, then the matrix of row coefficients, A = (a ij ) 1 ≤ i,j ≤ n , and that of column coefficients, B = (b ij ) 1 ≤ i,j ≤ n , can be defined as , for (i,j) ∈ S, as similar as possible to unity, distinguishing between two types of adjustment, the horizontal and the vertical one, depending on wether we approximate the ratios of horizontal or vertical coefficients to unity. The definition of the concept of proximity determines the adjustment criterium. In this paper we use the following criteria for each of the adjustment types (horizontal and vertical):
• METL1: METL1H, METL1V and METL1HV. 
• MMAX: MMAXH, MMAXV and MMAXHV.
T T FHV FH A A FV B B = +
• RAS: RASH, RASV and RASHV. ( , ) ln
T T
FHV FH A A FV B B = +
Where γ i = ∑ j x ij and γ = ∑ i γ i . Therefore γ i is the sum of the elements of row i, which is equal to the sum of the elements of column i, and γ is the sum of all the elements of matrix X 0 .
The adjustment problem is formulated as an optimization problem where the objective function is one of the previously mentioned and the restrictions are determined by the column and row totals, which are supposed to be known, in addition to other given values.
The vertical criterium FV 1 has been used by Matuszewski, Pitts and Sawyer (1964) . Criterium FV 4 corresponds to the well known RAS algorithm and FV 5 is based on an entrophy measure which has been used by Golan, Judge and Robinson (1994) , and Robinson, Cattaneo and El-Said(2000) , among others. Criteria FV 4 and FV 5 are particular cases of the adjustment criterium of the minimization of the sum of weighted crossed entropies (McDougall, 1999) .
In this paper we combine both the vertical and the horizontal adjustment criteria applying multiobjective optimization techniques. We will develop an adjustment method using criteria METL1H and METL1V (FH 1 and FV 1 ), which define a biobjective problem. For the examples we put forward, we will calculate different Pareto optimal solutions and the compromise set. We will represent this solutions, together with the ones obtained with other adjustment criteria in the space of the 3 objectives and analyze the results obtained. The rest of the paper is organized as follows. In section 2 we present the compromise programming approach applied to the adjustment of Social Accounting Matrices. In section 3 we illustrate this adjustment method with different examples. In section 4 we discuss the adjustment problem when the criteria are not the same for all sectors. Finally, in section 5 we include some conclusions and possible extensions of our work.
Adjustment of a SAM using compromise programming
In most of the SAM adjustment efforts, only vertical coefficients are used disregarding the horizontal adjustment. On the other hand, the adjustment criteria commonly used can be classified into two groups. In the first group we can find the criteria based in the minimization of a certain metric L p , while we can find in the second group those defined starting with an entropy measure. Criteria METL1, METL2 and MMAX, defined in section 1, belong to the first group (involve metrics L 1 , L 2 and L ∞ ). The RAS and MSCE criteria belong to the second group.
The criteria METL1, METL2 and MMAX can be expressed in the form ( ) ( )
respectively, being U the square matrix of order n whose elements are all equal to one, and C the square matrix of order n whose element (i,j), c ij , is equal to the ratio of coefficients (horizontal or vertical) in moment t=T and t=0, if (i,j) ∈ S is non null, and c ij =1 otherwise.
The entropy minimization criterium (WMSCE) consists in the minimization of the function
where ij w are positive weights. RAS results from making Considering that the preservation of the horizontal structure, together with the vertical one, can take part in the adjustment objectives, being for some sectors even the most important of both criteria, and starting from the original approach of Matuszewski, Pitts and Sawyer, who applied the vertical adjustment with metric L 1 , we pose a biobjective problem where we combine both the vertical and horizontal adjustment. This biobjective can be expressed as follows
The last restriction in (2) can be eliminated because it is a lineal combination of restrictions (1) and the rest in (2). Introducing new variables, the problem can be stated as a lineal program resulting the following equivalent problem:
A way to obtain Pareto optimal solutions consists in minimizing a weighted sum of the objectives with strictly positive weights, adding the before mentioned restrictions. The ideal point results from minimizing each objective separately, taking each of the optimal solutions obtained. Applying the method of the restrictions we can obtain the payment matrix with the Pareto optimal solutions corresponding to the ideal values.
The ideal point, whose components are the minimal values of each of the objectives, is normally not attainable (if not there would be no conflict between the different objectives). One of the approaches of the multiobjective optimization is based on the idea that the best options are those feasible solutions which lie near to the ideal point in the objective space. This idea is the base of compromise programming (Yu (1973) and Zeleny (1973) ). The compromise set is formed by the optimal solutions(optimal values in the objective space) of the problems of the minimization of the L p (normalized) distances to the ideal point. The optimal solutions of the problems of minimization of distances L p with 1 ≤ p ≤ ∞ are Pareto optimal. For p = ∞ these solutions are only weak Pareto optimal and there always exist at least one Pareto optimal. For lineal programs, the solutions to the problems for 1 < p < ∞ are located between the solutions obtained for p = 1 and p = ∞.
Examples
In order to show an application of the compromise programming applied to the adjustment of Social Accounting Matrices, we present three examples where the benchmark matrix, X 0 , is a matrix of order 12x12 generated by the aggregation of certain sectors in the SAM of Mozambique of year 1994 as appears in Robinson, S., A. Cataneo and M. El-Said (2001) . We consider three cases, cases a, b and c, which result from taking different values for the sums of the elements in the columns of X T . The value of these three new column totals and the increase the new values represent from the benchmark elements of matrix X 0 , appear in table 1. While in case a the increments lie between a 2.04% and a 9.41%, in cases b and c these increments vary between a 0.89% and a 53.06%, and a 0.12% and a 58.36% respectively. The equalities: Figures 1 to 6 show the ideal point, the compromise set and solutions corresponding to criteria METL2, MMAX, RAS and MSCE, in the space of the objectives. Tables 3, 4 and 5, contain the coordinates of the Pareto optimal points corresponding to the ideal values of each objective, the extreme points of the compromise set and the solutions corresponding to the different criteria considered. The same tables show the relative distance measures between the initial matrices, for both the vertical and horizontal coefficients.
If we analyze the results we can observe that criteria RASH, RASV and RASHV achieve the same solution. On the other hand, in the space of the objectives, while in cases a and b criteria METL2 and MMAX give solutions that are nearer to the solutions of METL1 than the criteria based on an entrophy measure, in case c the solution MMAX is the most distant, probably due to the weight assigned to the minimax component that produces a higher influence on it than the L 1 component. It can also be perceived that the vertical and horizontal adjustments do not coincide for all the criteria, in the sense that the vertical solution for a criterium can achieve a vertical value for METL1 that is worse tan the horizontal solution. Thus, for example, in case a the solution of the MSCEV has a value for the vertical objective that is worse than the solution of MSCEH and MSCEHV. Something similar occurs in case c with the MMAXH criterium and the horizontal objective value.
Adjustment criteria by sectors
There may exist situations where we may need to put forward a vertical adjustment for certain sectors while for others we should pursue a horizontal adjustment. In this case, the methods that use only either vertical or horizontal coefficients may result inadequate and it seems necessary to combine both types of adjustment. These situations can be undertaken considering two objectives corresponding to the horizontal and vertical adjustment, in such a way that the sectors that have to be adjusted horizontally appear in first objective while those needing a vertical objective are introduced in the second one. The sectors for which the most suitable adjustment is not settled could figure in both objectives. If H} and V represent, respectively, the sectors to which a horizontal and vertical adjustment has to be applied, the objectives of the problem for adjustment criterium METL1 can be formulated in the following way:
Conclusions
In this work we propose an adjustment method for the adjustment of Social Accounting Matrices that combine a horizontal adjustment with a vertical one. We formulate the adjustment problem as a multiobjective optimization problem that we solve applying compromise programming, using the adjustment criteria of the minimization of distance L 1 (METL1). Each objective corresponds to one of the types of adjustment, vertical and horizontal. To illustrate the adjustment method and in order to show the position of the solutions obtained be other criteria in the space on objectives, we consider other criteria based in metrics Lp (METL2 and MMAX) and the entrophy concept (RAS and MSCE). Taking This work can be extended in different ways. Between other aspects, one could study the usefulness of the multiobjective optimization techniques in situations where the adjustment criterium is not the same for all sectors. The results of applying the proposed adjustment method to other criteria could be also analyzed. 
