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Abstract
In 1951, Higman[12] constructed a remarkable group
H =
〈
a ,b , c ,d
∣∣b a = b 2, c b = c 2,d c = d 2,a d = a 2 〉
and used it to produce the first examples of infinite simple groups. By studying fixed points of certain
finite state transducers, we show the conjugacy problem in H is decidable (for all inputs).
Diekert, Laun & Ushakov[6] have recently shown the word problem in H is solvable in polynomial
time, using the power circuit technology of Myasnikov, Ushakov & Won[22]. Building on this work, we
show in a strongly generic setting that the conjugacy problem has a polynomial time solution.
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In 1911–1912, Max Dehn introduced the word problem and the conjugacy problem[4][5]. Fix a finitely
generated groupG . Theword problem asks, givenwords x , y in the generators and their inverses, whether
x and y represent the same element ofG . In this case, wewrite x =G y . The conjugacy problem asks, given
words x , y in the generators and their inverses, whether x and y represent conjugate elements ofG . That
is, does there exist z ∈ G so that x z := z −1x z =G y ? In this case, we write x ∼G y and call z (or a word
representing it) a conjugator. When convenient, we conflate a word with the group element it represents.
The group
H =
〈
a ,b , c ,d
∣∣∣b a = b 2, c b = c 2,d c = d 2,a d = a 2〉
= A ∗C B =
〈
a ,b , c
∣∣∣b a = b 2, c b = c 2〉 ∗〈a ,c 〉
〈
c ,d ,a
∣∣∣d c = d 2,a d = a 2〉
=D ∗F E =
〈
b , c ,d
∣∣∣ c b = c 2,d c = d 2〉 ∗〈b ,d 〉
〈
d ,a ,b
∣∣∣a d = a 2,b a = b 2〉
was constructed by GrahamHigman in his celebrated 1951 paper [12] as an example of a group which has
no finite quotients. The groups H /N , with N any maximal proper normal subgroup, were consequently
the first examples of finitely generated infinite simple groups. Here A ∼= B ∼=D ∼= E is an HNN–extension of
theBaumslag–Solitar groupBS (1,2) =
〈
b , c
∣∣ c b = c 2 〉. H is the amalgamated free product (in twodifferent
ways!) of two copies of this group along a rank 2 free group C ∼= F . We prove:
Theorem 1. The conjugacy problem in H is decidable.
Our approach is based on themethod thatDiekert,Myasnikov, andWeiß applied to the conjugacyproblem
for the Baumslag groupG1,2 in [8, 9]. The groupG1,2 is also known as the Baumslag–Gersten group, and its
conjugacy problem was previously solved by Beese in [1], a German Diploma thesis. However, there is a
complication. [8, 9] and [1] ultimately reduce the problem “is x ∼G y ?” to testing whether x z =G y for a
single candidate conjugator z , depending on x and y . Diekert et al. call this the “key” to their approach.
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For Higman’s group, we find cases where there is an infinite family of candidates to check. To deal with
this, we build from x , y a finite state automatonwhich decides if a given input word serves as a conjugator
(section 3). One then algorithmically checks if there is a path from the start node to any accept node. If so,
the path’s label gives a conjugator z . If not, x ≁H y . Thus we are able to algorithmically solve the conjugacy
problem inH .
The word problem for Higman’s group H is solvable in polynomial time. Specifically, Diekert, Laun &
Ushakov gave a O (n6) algorithm in [6] based on the power circuit technology of Myasnikov, Ushakov, &
Won[22]. (The journal version [6] improves on an earlier version [7], using amortized analysis to remove
logarithmic factors. Clarification of the amortized analysis is provided by Laun[18, section 2.4.2].) Prior
to this result, H had been a candidate for a group with hard but decidable word problem. Indeed, the
Dehn function of H is non-elementary, with a lower bound involving the tower of exponents function.
Decidability of the word problem follows, without [6], from the fact that H is iteratively built from Z by
HNN–extensions and amalgamated free products.
Borovik, Myasnikov & Remeslennikov show in [3] that even in amalgamated free products with undecid-
able conjugacy problem, there can be efficient (e.g. polynomial time) solutions on generic inputs. Diekert,
Myasnikov, andWeiß give a strongly generic quartic time algorithm, using power circuits, for the conjugacy
problem ofG1,2 in [8, 9, 10]. Roughly speaking, thismeans the proportion of inputs for which the algorithm
fails to yield an answer decays exponentially with input size. We show:
Theorem 2. Let Σ = {a±,b ±, c ±,d ±}. There is a strongly generic algorithm that decides in time O (n7) on
input words x , y ∈ Σ∗ with total length n whether x ∼H y . The algorithm is also strongly generic in time
O (n7) on freely reduced inputs and on cyclically reduced inputs.
Asymptotic Notation. We use standard Big–O notation O ( f ), as well as Θ( f ) and Ω( f ).
Generic Complexity. The notion of (strong) generic complexity was introduced in [17]. Consider an al-
gorithmA taking inputs from a domainD . For us, D is either Σ∗ (the set of finite words in Σ); the subset
of freely reduced or of cyclically reduced words; or the set of pairs of such words. In each case, there is
a natural partition D = ∐n∈ND (n ) into finite sets D (n ) of “size n inputs”. For example, D (n ) may be the set
Σ
n ⊆Σ∗ of length n words, or the set⋃n
i=0Σ
i ×Σn−i ⊆Σ∗×Σ∗ of pairs of total length n .
A set I ⊆D is called generic if |I ∩D (n )|/|D (n )| → 1 as n→∞, and strongly generic if
|I ∩D (n )|
|D (n )| = 1− e
−Ω(n ).
The complement of a (strongly) generic set is (strongly) negligible.
The algorithmA runs in (strongly) generic time O ( f ) if there is a (strongly) generic set I ⊆ D so thatA
takes at most O ( f (n )) steps on each element of |I ∩D (n )|. ThoughA need not terminate on input outside
I , it must never halt with incorrect answers.
In an abuse of language, we say “a (strongly) generic w ∈D satisfies predicateQ (w )” to mean {w :Q (w )}
is (strongly) generic inD . Of course, an individual element cannot be classified as “generic” or not.
Organization of the paper. Section 1 reviews background about the conjugacy problem for HNN–
extensions and free products, and as a warm-up applies the techniques of [9][8] to solve the conjugacy
problem for A ∼= B ∼=D ∼= E . Section 2 reviews background about finite state automata, and develops a cri-
terion under which a fixed point set forms a regular language. Section 3 solves the conjugacy problem for
Higman’s group H . Section 4 shows that the algorithm runs in polynomial time on a large class of inputs,
by applying the power circuit data compression techniques of [6].
Acknowledgements. The author thanks Timothy Riley for recommending this problemand explaining his
elegant geometric intuition underlying conjugacy in Higman’s group.
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1 Preliminaries and a warm–up conjugacy problem
We assume the reader is familiar with HNN–extensions and amalgamated free products; see the classic
textbooks[20][21]. In this section, we establish terminology and review some of the standard definitions
and facts. As a warm-up, we prove the following proposition, illustrating the [9, Section 5] techniques.
Proposition 3. The conjugacy problem is solvable in A ∼= B ∼=D ∼= E where, we recall,
A =
〈
a ,b , c
∣∣∣b a = b 2, c b = c 2〉 .
Here A is anHNN–extension1 over the Baumslag–Solitar group K =
〈
b , c
∣∣ c b = c 2 〉with stable letter a and
associated subgroups 〈b 〉 and 〈b 2〉. We have K ∼=Z[1/2]⋊Z via the correspondence c = (1,0) and b = (0,1).
Elements of Z[1/2]⋊Z are pairs (r, s ) where r is a dyadic rational and s is an integer. The group structure
is given by (r, s )(r ′, s ′) = (r + 2−s r ′, s + s ′). Caution: We use slightly different notation from [8, 9], since for
us c b means b −1c b rather than b c b −1.
Each element of theHNN–extension A is represented (non-uniquely) by awordw in the (infinite) alphabet
{a+1,a−1}∐Z[1/2]⋊Z.
Definition Deleting a substring a±1a∓1 from w or replacing (r, s )(r ′, s ′) with its product in Z[1/2] ⋊Z is
called reduction. Replacing a substring of the form a−1(0, s )a+1 by (0,2s ) is called Britton–reduction, as
is replacing a+1(0,2s )a−1 by (0, s ). If no reduction or Britton–reduction is possible, we say w is Britton–
reduced. We say w is cyclically Britton–reduced if ww is Britton–reduced. (If w = (r, s ) is a single letter, we
also consider w to be cyclically Britton–reduced by fiat.)
Since Britton–reduction is effective, decidability of the word problem in A follows from:
Lemma 4. (Britton’s Lemma [20, IV.2.1]) A non-empty Britton–reduced word w represents 1 ∈ A if and only
if w = (0,0) is the identity letter. More generally, w represents an element of the subgroup K if and only if
w = (r, s ) is a single letter.
To decide if two words u ,v represent conjugate elements of A, it is convenient to first replace them by
cyclically reducedwords û , v̂ forwhich u ∼A û and v ∼A v̂ . Of course, anyword is conjugate to the Britton–
reductions of its cyclic permutations. The following observation is useful here:
Lemma 5. ([9, Remark 3, p.973–974]) Given a word u in {a+1,a−1} ∐ Z[1/2] ⋊ Z, there is always a cyclic
permutation whose Britton–reduction û is cyclically Britton–reduced.
Our main tool for proving Proposition 3 is:
Lemma6. (Collins’ Lemma[20, IV.2.5]) Suppose u is cyclically Britton–reduced, and isnot a single letter (r, s ).
Then every cyclically Britton–reduced conjugate of u is equal in A to the result of first cyclically permuting
the letters of u appropriately and then conjugating the result by an appropriate element of 〈b 〉.
Lemma 7. Let x = a ε1g1a
ε2g2 · · ·a εn gn and y = a ε1h1a ε2h2 · · ·a εnhn be cyclically Britton–reduced, with
εi =±1 and g i ,hi ∈ K . Then x , y are conjugate in A by an element of 〈b 〉 if and only if the equation
hi+1bi+1 =K ϕ
εi+1 (bi )g i+1, 0≤ i < n (1)
has a solution sequence (b j )
n
j=0 satisfying the boundary condition
b0 = bn . (2)
1Several authors investigate solvability of the conjugacy problem generally in groups splitting over cyclic edge groups ([16][15]
for HNN–extensions, [19] for amalgamated free products, and [14] for general graphs of groups). These results would here require
centrality of b in K , or else a semi-criticality condition implying b ≁A b
2. So they do not seem to help prove Proposition 3.
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Proof. Define a homomorphism ϕ : 〈b 〉→ 〈b 2〉 so that a−1ba =ϕ(b ) = b 2.
If b0x b
−1
0 = y , then the following calculation shows equation (1) has a recursive solution satisfying (2).
a ε1h1a
ε2h2 · · ·a εnhn = b0
(
a ε1g1a
ε2g2 · · ·a εngn
)
b −10
= a ε1
[
ϕε1 (b0)g1
]
a ε2g2 · · ·a εn gnb −10
= a ε1 [h1b1]a
ε2g2 · · ·a εngnb −10
= a ε1h1a
ε2
[
ϕε2 (b1)g2
]
· · ·a εn gnb −10
= a ε1h1a
ε2 [h2b2] · · ·a εn gnb −10
= · · ·
= a ε1h1a
ε2h2 · · ·a εn [hnbn ]b −10
= a ε1h1a
ε2h2 · · ·a εnhn
(
bnb
−1
0
)
The converse follows by the same computation.
Lemma 8. Let x , y be as in Lemma 7. Fix some specific I , 0 ≤ I < n. Let hI+1 = (r, s ) and g I+1 = (r ′, s ′).
If r 6= 0 or r ′ 6= 0, there is at most one sequence satisfying equation (1) – without necessarily satisfying (2).
In this case, we can calculate b0, . . . ,bn effectively (or conclude no such sequence exists) – and in particular
decide whether b0x b
−1
0 = y .
Proof. Write bI+1 = b
n and ϕεI+1 (bI ) = b
n ′ . Then equation (1) becomes:
(r, s )(0,n ) = (0,n ′)(r ′, s ′) ⇐⇒ r = 2−n ′ r ′ and s +n = s ′ +n ′.
Now, r = 2−n
′
r ′ has at most one solution n ′, unless r = r ′ = 0. Once n ′ is known, s + n = s ′ + n ′ can be
solved for n . Once bI+1 = b
n is known, equation (1) can be solved recursively for all other bi . Finally, by
Lemma 7, we have b0x b
−1
0 = y if and only if b0 = bn .
We now solve the conjugacy problem in A:
Proof of Proposition 3. Given words x , y in {a±,b ±, c ±}, we must decide whether x ∼A y . Replace x , y by
words in the alphabet {a+,a−}∐Z[1/2]⋊Z and then by cyclically Britton–reduced words as in Lemma 5.
We can check if x , y ∈ K by Lemma 4. We first handle the case x /∈ K .
Collins’ Lemma reduces us to the casewhere x = a ε1g1a
ε2g2 · · ·a εn gn and y = a ε1h1a ε2h2 · · ·a εnhn for some
εi = ±1 and g i ,hi ∈ K ; we wish to decide whether b0x b −10 = y for some b0 ∈ 〈b 〉. Lemmas 7 and 8 achieve
this unless all g i ,hi ∈ 〈b 〉.
So suppose all g i ,hi ∈ 〈b 〉. View x , y as words in {a±,b ±}. The quotient A/≪ c ≫∼=
〈
a ,b
∣∣b a = b 2 〉=: BS .
So if x ∼A y then x ∼BS y . Conversely, if x ∼BS y then x ∼A y because
BS =
〈
a ,b
∣∣b a = b 2 〉≤ 〈a ,b ∣∣b a = b 2 〉 ∗〈b 〉 〈b , c | c b = c 2〉= A.
Thus we can decidewhether x ∼A y by an appeal to the conjugacy problem in the Baumslag–Solitar group
BS , solved in [9, Theorem 2]. This completes the proof in the case x /∈ K .
There remains the case x , y ∈ K . Let x =: (r,m ) and y =: (s ,q ). We must decide if they are conjugate in A.
Let g ∈ K andα= a±1. Then αg (r,m )g −1α−1 Britton–reduces only if (r,m )∼K bm . As long as (r,m )≁K bm ,
we therefore have (r,m ) ∼A (s ,q ) ⇐⇒ (r,m ) ∼K (s ,q ). This latter condition is decidable: the conjugacy
problem for the Baumslag–Solitar group K is solved in [9, Theorem 2], as mentioned above.
We are left with the question: When is (0,m ) ∼A (0,q )? Answer: if q = m · 2i then bm = a i b qa−i so that
bm ∼A b q . Conversely, if bm ∼A b q then bm is conjugate to b q in A/ ≪ c ≫= 〈a ,b |b a = b 2〉 = BS , so
q =m · 2i for some i ∈Z.
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We close this section with analogous definitions and tools for the amalgamated free product H = A ∗C B .
Definition Consider awordw in the (infinite) alphabet A∐B representing an element ofH = A∗C B . Here,
reductionmeans combining adjacent letters from the same factor A or B bymultiplication therein. Britton
reductionmeans replacing a letter in C ⊂ A by the corresponding element C ⊂ B , or vice versa, and then
reducing. If neither reduction nor Britton reduction is possible, we say w is Britton–reduced. We say w is
cyclically Britton–reduced if ww is Britton–reduced. (By fiat, any w ∈ A∐B is cyclically Britton–reduced.)
Lemma 9. (Britton’s Lemma [20, IV.2.6]) A non-empty Britton–reduced word w represents an element of
A ∪B if and only if it is a single letter. In particular, w =H 1 if and only if w is the letter 1 ∈ A or 1 ∈ B.
Lemma 10. ([6, Lemma 20]) There is a procedure which, given w ∈ {a±,b ±, c ±}∗, finds w ′ ∈ {a±, c ±}∗ such
that w =A w
′, or declares no such w ′ exists. Therefore, (cyclic/regular) Britton reduction in H is effective.
The same proof as Lemma 5 gives:
Lemma 11. Given a word u in A ∐ B, there is always a cyclic permutation whose Britton–reduction û is
cyclically Britton–reduced.
The analogue of Collins’ Lemma is:
Lemma 12. ([20, IV.2.8]; [21, 4.6]) Let H = A ∗C B and let u = a1b2 · · ·a2n−1b2n ∈ H , n ≥ 1, be cyclically
Britton–reduced. Every cyclically Britton–reduced conjugate of u is equal in H to the result of first cyclically
permuting a1b2 · · ·a2n−1b2n appropriately and then conjugating by an appropriate element of C .
In section 3, we will solve the analogue for H to equation (1): Given a1,a
′
1 ∈ A, find all (γ1,γ2) ∈ C 2 so that
γ1a1 = a
′
1γ2. We will use automata, the subject of section 2, to assist with the harder cases.
2 Automata
For a background on finite state automata in group theory, see the textbook [11]. Recall:
Definition A (partial deterministic) automatonM consists of the data (S ,Σ,µ, s0,Y ), where
• S is a finite state set;
• Σ is a finite alphabet;
• s0 ∈ S is the initial state;
• µ : S ×Σ* S , a partial function, is the transition function; and
• Y ⊆ S is the set of accept states.
A language over Σ is a subset of the set Σ∗ of finite strings. The data (S ,µ) can be interpreted as a directed
graph with vertex set S and arrows labelled by elements of Σ. The transition function induces S ×Σ∗* S ,
also denoted µ, by the recursion µ(s ,uv ) = µ(µ(s ,u ),v ) where s ∈ S and u ,v ∈ Σ∗. For the empty string
ε ∈Σ∗, we take µ(s ,ε) = s . A word w ∈Σ∗ is accepted byM if µ(s0,w ) ∈ Y . The set of words accepted byM
is denoted L (M ). Thus w ∈ L (M ) if and only if the path starting from s0 and labelled byw terminates in Y .
A language is regular if it is of the form L (M ) for some partial deterministic automatonM .
Lemma 13. ([23, Theorem 7]) There is an effective procedure deciding, givenM , whether L (M ) is empty.
5
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Proof. Check if there exists a path from s0 to any element of Y .
We wish to solve the conjugacy problem. To tell if x ∼ y , we will want to decide if z 7→ y −1z x has any fixed
points. To do this, we will build an automaton accepting the fixed point set and then apply Lemma 13. To
study graphs of functions, we need an automaton analogue for 2-variable languages, subsets of Σ∗ ×Σ∗.
Unfortunately, the asynchronous automata introduced in [23] do not behave well under function compo-
sition. Therefore, we will use the following definition; it is a restricted form of the finite state transducers
used in computational linguistics. Recall that we can view an automaton as a directed graph, with arrows
between states labelled by input characters. If we also add output words to these labels, we get aDOLT :
Definition ADOLT orDOmain-Led Transducer D consists of the data (S ,Σ,µ,ρ, s0). Here:
• S is a finite state set;
• Σ is a finite alphabet;
• s0 ∈ S is the initial state;
• µ : S × (Σ∐{$})* S , a partial function, is the transition function; and
• ρ : S × (Σ∐{$})* (Σ∐{$})∗, with the same domain as µ, is the output function.
We require thatρmapsS×Σ intoΣ∗ andS×{$} intoΣ∗$, the set ofwordswhere $occurs exactly once, as the
last letter. As with finite state automata, the transition function induces µ :S × (Σ∪{$})∗* S . Likewise, we
extend ρ to ρ : S × (Σ∐{$})∗→ (Σ∐{$})∗ by the recursion ρ(s ,uv ) = ρ(s ,u )ρ(µ(s ,u ),v )where ρ(s ,ε) = ε.
That is, ρ(s ,w ) is the concatenation of the outputs as we follow the path labelled w from s . Set L (D ) =
{(x , y ) ∈Σ∗×Σ∗ |ρ(s0, x$) = y $}.
Note that L (D ) is the graph of a partial function. Composition of relations will be defined by: R ◦ S =
{(u ,v ) | ∃w .(u ,w )∈ R ∧ (w ,v )∈ S}. Caution: note the composition order commonly used for transducers.
Lemma 14. Given DOLTs D1,D2 with alphabet Σ there is an effective procedure producing a DOLT D1 ◦D2
satisfying L (D1 ◦D2) = L (D1) ◦ L (D2).
Proof. We are given Di with state set Si , transition function µi , initial state s0,i , and output function ρi .
ForD1 ◦D2, take state set S = S1×S2. The transition function is µ((s1, s2), c ) = (µ1(s1, c ),µ2(s2,ρ1(s1, c )))with
c ∈Σ∐{$}. The initial state is s0 = (s0,1, s0,2) and the output function is ρ((s1, s2), c ) =ρ2(s2,ρ1(s1, c )).
Example 15. Consider the DOLT D with states {s0, s1, s2}, where (µ,ρ)maps:
(s0,a ) 7→ (s0,ε), (s0,b ) 7→ (s1,a 2), (s1,a ) 7→ (s1,b 2), (s1,b ) 7→ (s1,a 2), (s1, $) 7→ (s2,a$).
Note that the fixed point set fix(L (D )) = {a 22n b 22n−1a 22n−2 · · ·b 2a |n ≥ 1} is not regular.
The remainder of this section is devoted to finding a suitable criterion on D making fix(L (D )) regular. If
u ,v,w ∈Σ∗ then u is a prefix, w a suffix, and v a substring of the word uvw . Order prefixes by inclusion:
u ⊆ uv . Any word w ∈ Σ∗ decomposes uniquely into blocks, maximal substrings of the form c n with
c ∈ Σ. Let w [[i ]] denote the prefix consisting of the first i blocks. (If i is larger than the number of blocks,
w [[i ]] = w . If i ≤ 0, w [[i ]] = ε.) If w ∈ dom(L (D )), we say the image of w [[i ]] is ρ(w [[i ]]) := ρ(s0,w [[i ]]).
A DOLT has Property P (N ) if for all (u ,v ) ∈ L (D ) and all i ∈ Z, v [[i −N ]] ⊆ ρ(u [[i ]]) ⊆ v [[i +N ]]. It has
PropertyP (N ,B ) if, moreover, each block of each w ∈ dom(L (D )) has length at most B .
Example 16. In the previous example, the word a 2
2n
b 2
2n−1
a 2
2n−2 · · ·b 2a decomposes into blocks a 22n , b 22n−1 ,
a 2
2n−2
, . . . b 2, a . The image of a 2
2n
is ε, the image of b 2
2n−1
is a 2
2n
, the image of b 2 is a 4, etc. This DOLT enjoys
PropertyP (1), but notP (1,B ) for any B.
6
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Lemma17. If DOLTD enjoys PropertyP (N ,B ) then fix(L (D )) is regular. An automaton accepting fix(L (D ))
can be built effectively fromD , N , and B.
Proof. We build an automaton M which accepts fix(L (D )). The state µM (s0,M ,u ) = (σ, û , v̂ ) encodes:
• the stateσ=µD (s0,D ,u ),
• a certain suffix û of u , and
• a certain suffix v̂ of v :=ρ(s0,D ,u ).
The intuition here is that these suffixes encode the portions of the input and output we intend to compare
in the future, after comparing as much as possible in the present. Thus at least one of û , v̂ is always the
empty string ε. The initial state µ0,M = (µ0,D ,ε,ε). The accept states ofM are those for which û$= ρ(σ, $)
and v̂ = ε simultaneously.
Next we construct the data for uc , with c ∈ Σ, from the data for u . Let û ′ and v̂ ′ be obtained from û c
and v̂ρ(σ, c ), respectively, after deleting their longest common prefix. If û ′ and v̂ ′ are both nonempty, or
if v̂ ′ contains a block of length > B , then uc cannot be a prefix of a fixed point. Otherwise, we giveM a
transition arrow from (σ, û , v̂ ) to (µD (σ, c ), û
′, v̂ ′) labelled c .
It remains to show thatM requires boundedlymany states. Suppose u is a prefix of fixed point w . Then u
contains at most N more blocks than v :=ρ(u ). Therefore û has length at most (N + 1)B . Similarly, v̂ has
length at most (N + 1)B . Therefore we can take finite state set:
SM =
{
(σ, û , v̂ ) ∈ SD ×Σ∗×Σ∗ : |û |, |v̂ | ≤ (N + 1)B , |û ||v̂ |= 0
}
.
ThusM is a finite state automaton accepting fix(L (D )).
Lemma 18. If DOLT D1 has PropertyP (N1) and D2 hasP (N2) then D1 ◦D2 hasP (N1+N2).
Proof. Suppose (u ,v ) ∈ L (D1) and (v,w ) ∈ L (D2). Then (ρ1 ◦ρ2)(u [[i ]]) ⊆ ρ2(v [[i +N1]]) ⊆ w [[i +N1 +N2]].
Likewise, (ρ1 ◦ρ2)(u [[i ]])⊇w [[i − (N1+N2)]].
Example 19. Consider a finite rank free group F (X ). Let Σ = X ∐ X with X a set of formal inverses. Each
element w ∈ F (X ) is represented by a unique reduced word ‹w ∈Σ∗ of length |w |. Fix u ,v ∈ F (X ). Let fu ,v be
the (partial) functionΣ∗*Σ∗ with graph {(‹w ,fluwv ) :w ∈ F (X )}. There is a DOLTwith PropertyP (|u |+ |v |)
accepting fu ,v . The construction from u ,v is effective.
Proof. Since fu ,v = fu ,ε ◦ fε,v , it suffices by Lemma 18 to assume u = ε or v = ε. We do the case u = ε.
Let D = Σ≤|v |. The initial state is s0 := ε. Suppose we are in state α and we encounter input letter c ∈ Σ.
Assume αc is reduced (otherwise, there will be no transition arrow). If |αc |< |v |, we transition to state αc
and output ε. Otherwise, write αc =βγ with β ∈Σ and γ∈Σ∗; transition to state γ and output β .
If we are in state α and encounter input $, output›αv$.
By construction, L (D ) = fε,v andD enjoys PropertyP (|v |). The case v = ε is very similar.
3 The conjugacy problem for Higman’s group
In this section, we show the conjugacy problem in H is decidable. As indicated in section 1, the starting
point is an analysis of the equation γ1a1 = a
′
1γ2 where a1,a
′
1 ∈ A \C are given. Let
D (a1,a
′
1) = {(γ1,γ2) ∈ {a±, c ±}∗ |γ1a1 =A a ′1γ2 and γi is freely reduced}.
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Recall from section 2 our composition convention and the partial function fu ,v : {a±, c ±}∗* {a±, c ±}∗.
Lemma 20. If a1 =A u“a1v and a ′1 =A U “a1′V with u ,v,U ,V ∈C then:
D (a1,a
′
1) = fU −1,u ◦D (“a1,“a1′) ◦ fV −1,v .
Proof. γ1a1 =A a
′
1γ2 ⇐⇒ U −1γ1u“a1 =A “a1′V γ2v−1 ⇐⇒ (· U −1γ1u ,· V γ2v−1) ∈D (“a1,“a1′).
Lemma 20 lets us restrict attention to tight a1,a2 (defined below) when solving γ1a1 = a
′
1γ2.
Definition Consider a Britton–reduced wordw = (r1, s1)a
n1 (r2, s2)a
n2 · · ·a nk−1 (rk , sk ) in {a+,a−}∐Z[1/2]⋊Z
representing an element of A \C , with k ≥ 1. We say w can be tightened if w =A uw ′v for some u ,v ∈ C
andw ′ = (r ′1, s
′
1)a
n ′1 · · ·a n ′j−1 (r ′
j
, s ′
j
) and: j < k OR w ′ (but not w ) is an odd power of b . Otherwise, w is tight.
Lemma 21. Given a Britton–reduced word w in {a+,a−}∐Z[1/2]⋊Z representing an element of A \C , we
can effectively produce a factorization w =A uw
′v , with w ′ tight and u ,v ∈C .
Proof. Tightening w = (r1, s1)a
n1 (r2, s2)a
n2 · · ·a nk−1 (rk , sk ), k ≥ 2, on the left side is possible if and only
if: r1 ∈Z and a−sgn(n1)c −r1w is not Britton–reduced. Tightening on the right is similarly effective. Now,
w = (r1, s1), r1 6= 0 can be tightened if and only if r := r1/(1− 2−s1 ) ∈ Z. In this case, c −rwc r is of the form
(0, s ). Finally, to tighten w = (0, s1), write s1 = 2
nm withm odd; then w = a−nbma n .
Lemma 22. Suppose a1 = (r1, s1)a
n1 (r2, s2)a
n2 · · ·a nk−1 (rk , sk ) and a ′1 = (r ′1, s ′1) · · · are tight and k ≥ 2. Then
domD (a1,a
′
1)⊆ {c r
′
1−r1}.
In particular, we can effectively build a PropertyP (1, |r ′1 − r1|)DOLT accepting D (a1,a ′1).
Proof. Consider the Cayley 2–complex for the presentation
A =
〈
a ,b , c
∣∣∣b a = b 2, c b = c 2〉 .
In any reduced van Kampen diagram, cells with interior edges labelled a join up along these edges into
a-corridors. (There can be no a–annuli since 〈b 〉 is torsion–free.)
Suppose (γ1,γ2) ∈ D (a1,a ′1). Consider a reduced van Kampen diagram establishing γ1a1 = a ′1γ2. There
must be an a -corridorC originating on side a1 because k ≥ 2; consider an innermost such corridor. The
other end ofC cannot be on side a1 (because a1 is Britton–reduced) or on sides γ1,γ2 (because a1 is tight).
Therefore, C joins a1 to a2.
So there can be no a -corridor between γ1 and γ2. Now, γ1 is Britton–reduced since 〈c 〉 ∩ 〈b 〉 = {1}. So
γ1 = c
j for some j ∈Z. Considering an a -corridor originating at a n1 on a1, we see
c j (r1, s1) ∈ (r ′1, s ′1)〈b 〉.
Hence j = r ′1 − r1, so γ1 = c r
′
1−r1 . (If r ′1 − r1 /∈Z, we can immediately conclude D (a1,a ′1) = ;.)
Note that checkingwhether c r
′
1−r1 ∈ domD (a1,a ′1) and finding its output comes down to checkingwhether
a ′−11 c
r ′1−r a1 ∈ C and, if so, writing it in {a±, c ±}∗. So building the desired DOLT recognizing D (a1,a ′1) is
effective by Lemma 10.
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Lemma 23. Suppose a1 = (r, s ) is tight and not in 〈b 〉. If a ′1 is tight and D (a1,a ′1) 6= ; then a ′1 = (r ′, s ) /∈ 〈b 〉.
Write r − r ′ = p2q with p odd (take q =−∞ if r − r ′ = 0). We have cases:
• if q >max{s , 0} then D (a1,a ′1) = ;;
• if s ≥max{q , 0} then D (a1,a ′1) = {(c n , c f (n )) : n ∈Z}with f (n ) = 2s (r − r ′ +n );
• if s ,q ≤ 0 then D (a1,a ′1) = {(c g (m ), cm ) :m ∈Z}with g (m ) = 2−sm + r ′− r .
In particular, D (a1,a
′
1) is accepted by a PropertyP (1)DOLT effectively constructed from r, r ′, s .
Proof. Consider a solution γ1(r, s ) = a
′
1γ2. By tightness, there is no a -corridor in a reduced van Kampen
diagram. Therefore γ1 = c
n and γ2 = c
m and a1 = (r
′, s ′) for some n ,m , s ′ ∈Z and r ′ ∈Z[1/2]. The equation
γ1(r, s ) = a
′
1γ2 ⇐⇒ (n , 0)(r, s ) = (r ′, s ′)(m , 0) ⇐⇒ (n + r, s ) = (r ′+ 2−s
′
m , s ′)
is equivalent to s ′ = s andm = 2s (r − r ′ +n ) = 2s
(
p
2q +n
)
. The cases follow immediately.
Definition For w ∈ {a±, c ±}∗, the a–height of a letter is the a–exponent sum of the prefix ending on that
letter. An a–Dyck word w is a freely reduced word in {a±, c ±}∗ with a–exponent sum zero, so that each
letter has non–negative a–height. Define c –height and c –Dyck analogously.
Example 24. In the a–Dyck word c −2a 2c 3a−1c 4a c 2a−2c a c −3a−1c 4, the blocks c −2, c 3, c 4, c 2, c , c −3, c 4
occur at a–heights 0, 2, 1, 2, 0, 1, 0 respectively.
Lemma 25. Suppose s , s ′ are odd. Then D (b s ,b s
′
) = ; unless s = s ′. SetDs =D (b s ,b s ).
For s > 0, the domain of Ds is the set of a–Dyck words. The output of such a word is the new a–Dyck word
obtained by replacing each c ± at height h by c ±2
s ·2h
. For s < 0, we haveDs =D−1−s .
For any fixed H , s , we can effectively build a DOLT with PropertyP (0)which accepts
Ds ,H := {(u ,v )∈Ds | a-height of each letter ≤H }.
Example 26. (c 5a c a c −1a−2c , c 40a c 64a c −4096a−2c 8) ∈D3; (c 40a c 64a c −4096a−2c 8, c 5a c a c −1a−2c ) ∈D−3.
Proof of Lemma 25. Consider a reduced vanKampen diagramfor γ1b
s = b s
′
γ2. Each a–corridor runs from
γ1 toγ2. Order the corridorsby theorientationofγ1, from b
s ′ (back) to b s (front). Eachcorridor contributes
either a+1 or a−1 to γ1, and the same letter to γ2. The other sides of the corridor are labelled, in some order,
b i and b 2i for some i ∈Z. (The front side is b 2i if and only if the letter contributed to γ1,γ2 is a+1.)
Besides the a–corridors, each 2–cell has label c b c −2, with b –exponent sum zero. So the back–most a–
corridor must have back side labelled b s
′
; the front–most corridor must have front side labelled b s ; and
consecutive corridorsmust share a label. In particular, each label b i considered shares the same odd part.
So s ′ = s .
By similar reasoning, the a–exponent sums on γ1,γ2 are zero (there are as many doubling corridors as
halving corridors since s ′ = s ). Further, for each a–corridor, the letter a± contributed to each of γ1,γ2 has
height≥ 0. Otherwise, its front edge label would not be an integral power of b . Therefore, γ1,γ2 are a–Dyck
words.
Conversely, for s > 0, an easy calculation shows that each a–Dyck γ1 produces the value γ2 := b
−sγ1b s
claimed in the Lemma’s statement. The factD−s =D−1s follows by reflecting the van Kampen diagrams.
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It remains to construct the DOLT for arbitrary H , s . In the case s > 0, the machine need only keep track of
the a–exponent sum. (Additional states are needed to ensure γ1 is freely reduced, but we ignore these for
simplicity.) Take state set Σ = {0, . . . ,H }. We have (µ,ρ)(h ,a±) = (h ± 1,a±), if h ± 1 ∈ Σ, and (µ,ρ)(h , c ±) =
(h , c ±2
s ·2h
). Finally, ρ(0,$) = $. Thus we only accept words with a–exponent sum zero.
We merely indicate the changes needed for the case s < 0. When the DOLT is at a–height h , it should only
output c ± once at the end of every 2s ·2
h
instances of input c ±. So the DOLT needs states tracking how long
it has been since such an output. If fed a± or $ in the middle of such a cycle, the DOLT should fail.
Finally, PropertyP (0) follows from the fact that Ds (or D−1s ) is computed by a± 7→ a±, c ± 7→ c ±2
s ·2h
.
In summary, given tight a1,a
′
1 ∈ A \C , we can determine whether γ1a1 = a ′1γ2 solutions:
• are unique (Lemma 22),
• involve c –blocks (Lemma 23),
• involve a–Dyck words (Lemma 25), or
• do not exist.
We are also interested in solving γ2b2 = b
′
2γ3 given b2,b
′
2 ∈ B \ C . Note that A ∼= B via an isomorphism
sending a 7→ c ,b 7→ d , c 7→ a (and thus preserving C ). So Lemmas 20, 21, 22, 23, 25 still apply; we just
reverse the roles of a and c . In particular, solutions (γ2,γ3) ∈ C 2 to γ2b2 = b ′2γ3 can involve a–blocks and
c –Dyck words. WriteD ′
s
for the analogue toDs solving γ2d s =B d sγ3. DefineD ′s ,H similarly.
Example 27. (a 40c a 64c a−4096c −2a 8,a 5c a c a−1c −2a ) ∈D ′−3.
Lemma 28. Suppose x ∈C = 〈a , c 〉 and y ∈ F = 〈b ,d 〉 are conjugate in H . Then x = 1.
Proof. We may assume y is cyclically reduced as an element of F . By Lemma 12, x must have the same
length as y as a word in A ∐ B . Therefore y is a power of b or of d . Without loss of generality, assume
y = b n . Considering the Britton–reduced form of z making x = y z , we conclude y is conjugate in A to an
element of C . Therefore we may assume x ∼A y = b n .
Now, just repeat the argument: We may assume x is cyclically reduced as an element of C . Consider the
decomposition A =
〈
a ,b
∣∣b a = b 2 〉 ∗〈b 〉 〈b , c ∣∣ c b = c 2 〉. This time, Lemma 12 implies x lies in one of the
two factors. Without loss of generality, x = cm and (m , 0)∼K (0,n ). Therefore n = 0 so x = y = 1.
We record the following easy fact:
Lemma 29. ([21, Theorem 4.6]) Suppose x , y ∈H are cyclically Britton–reduced, and that x ∈ A is not con-
jugate in H to any element of C . Then x ∼H y if and only if x ∼A y .
Proof of Theorem 1. We are given words x , y ∈ {a±,b ±, c ±,d ±}∗ andmust determine whether x ∼H y .
By Lemma 10, we can replace x , y by cyclically Britton–reducedwords in A∐B . We now reduce to the case
that x has length at least 2, in order to apply Lemma 12. Letψ :H →H denote the automorphismmapping
a 7→ b 7→ c 7→ d 7→ a . Let x ′, y ′ be cyclic Britton–reductions ofψ(x ),ψ(y ). If any of x , y , x ′, y ′ have length
at least 2, the reduction is complete (since x ∼H y ⇐⇒ x ′ ∼H y ′). So suppose they all have length 1.
For simplicity of notation, suppose that (say) x ∈ A and x ′ ∈ B . Now, x and x ′ cannot both be conjugate
inH to elements of C : if they were, then x would be conjugate to an element ofψ−1(C ) = F , contradicting
Lemma 28. Therefore x ∼H y if and only if x ∼A y or x ′ ∼B y ′ (Lemma 29). Since the conjugacy problem
in A is decidable (Proposition 3), we are done in this case.
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We have reduced to the case x = a1b2 · · ·a2n−1b2n , for some n ≥ 1, with ai ∈ A and b j ∈ B . If y has different
length from x , we immediately conclude that x ≁H y . Thus y = a
′
1b
′
2 · · ·a ′2n−1b ′2n , with a ′i ∈ A, b ′j ∈ B . By
Lemma 12, we need only check if z x z −1 = y ′ for some z ∈ C and some cyclic permutation y ′ of y . These
permutations can be checked one at a time.
By Lemmas 20, 21, 22, 23, and 25, we are reduced to determining whether
Φ := fu0,v0 ◦D1 ◦ fu1,v1 ◦D2 ◦ fu2,v2 ◦ · · · ◦D2n ◦ fu2n ,v2n
has a fixed point in C . Here each ui ,vi is an effectively constructed element of C and eachDi is either an
effectively constructed DOLT or Ds or D ′s for some algorithmically determined s . We are free to cyclically
permute Φ; this does not affect existence of fixed points. In particular, wemay absorb fu0,v0 into fu2n ,v2n .
At this point, we do not know that Φ is accepted by a DOLT. Nonetheless, it is the graph of a computable
function by Lemma 25. If we canfind a finite set S containing the range of someDi or someDi ◦ fui ,vi ◦Di+1,
then we can compute a finite set T containing the range of Φ. This would solve the conjugacy problem, as
each z ∈ T can be tested to see if z x z −1 =H y ′.
In particular, wemay assume noDi is a singleton (as in Lemma 22). Suppose next thatDi accepts a–blocks
andDi+1 accepts c –blocks (as in Lemma 23). Since outputs ofDi ◦ fui ,vi contain at most |ui |+ |vi | instances
of c ±, Lemma 23 bounds the range of Di ◦ fui ,vi ◦Di+1. This rules out consecutive block–case DOLTs.
Next, supposeDi accepts a–blocks andDi+1 =Ds works with a–Dyckwords. The outputs ofDi with length
> |ui |+ |vi | yield outputs ofDi ◦ fui ,vi with non-zero a–exponent sum. These cannot be valid inputs toDi+1.
We have again bounded the range of Φ, so block–type DOLTs are ruled out.
At this point, we have each Di of the form Ds or D ′s . We wish to replace each Ds in the definition of Φ by
Ds ,H (and D ′s ′ by D ′s ′ ,H ) to get ΦH , accepted by some DOLT D , with fix(ΦH ) = fix(Φ). Take N larger than all
|ui |+ |vi |. Now choose H satisfying 22H ≥N +H (for example, H =N ). In the following, we use height to
mean a–height for Di = Ds and c –height for Di = D ′s ′ . Suppose, for a contradiction, that (w ,w ) ∈ Φ \ΦH .
Then some Di achieves height h > H on its corresponding input u , with output v . Take i ,h to make h
maximal (withw fixed). For simplicity, assumeDi =Ds . Then one of u ,v contains a c ±–block of size≥ 22h ,
by Lemma 25. The corresponding input/output to Di±1, indices taken cyclically, contains a c ±–block of
size ≥ 22h −N > h . This contradicts the maximality of h , so fix(Φ) = fix(ΦH ).
Finally, we showD enjoys propertyP (N ,B ) for effectively constructibleN ,B . TakeN =∑i |ui |+ |vi |. Each
Ds ,D ′s ′ enjoys PropertyP (0) by Lemma 25. So we get PropertyP (N ) forD from Lemma 18 & Example 19.
Suppose D1 =Ds ,H and D2 =D ′s ′ ,H . The length of an a± input block for D1 is bounded by H . Similarly, the
length of a c ± output block accepted by fu1,v1 ◦D2 is at most H + |u1|+ |v1|. The corresponding input c ±
block forD1 is at most B := 2
|s |·2H+|u1 |+|v1 | ≥H , by Lemma 25. So D enjoys propertyP (N ,B ).
Therefore Lemma 17 shows fix(Φ) is accepted by an effectively constructed automatonM . Lemma 13 then
tells us whether fix(Φ) is empty. This solves the conjugacy problem.
4 Generic Case Complexity of the Conjugacy Problem
In this section, we establish a time O (n7) solution to the conjugacy problem for H in a strongly generic
setting (Proposition 31 and Theorem 2). To decide whether x ∼H y , we examine cyclic Britton–reductions
x̂ and ŷ . As we will see (Lemmas 36 and 38), x̂ or ŷ typically contains a nice factor (definition below) – an
entry to which Lemma 22 applies after tightening. This leads to a unique candidate conjugator, which can
be checked using a solution to the word problem. The word problem in H is solved in time O (n6) by [6],
using power circuit technology introduced in [22].
We recall the definition of power circuit. Let Γ be a finite set and δ : Γ × Γ → {−1,0,1} a map. The support
{(P,Q ) ∈ Γ × Γ : δ(P,Q ) 6= 0} is required to be a directed acyclic graph. (In particular, δ(P,P ) = 0.) Amarking
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is amappingM : Γ →{−1,0,1}. It has support σ(M ) = {P ∈ Γ :M (P ) 6= 0}. For each P ∈ Γ , there is an associ-
ated marking ΛP (Q ) :=δ(P,Q ). Evaluation of markings ǫ(M ) and of nodes ǫ(P ) is defined by simultaneous
recursion:
ǫ(;) = 0, ǫ(P ) = 2ǫ(ΛP ), ǫ(M ) =
∑
P
M (P )ǫ(P ).
If each node (equivalently, marking) evaluates to an integer, (Γ ,δ) is called a power circuit of size |Γ |.
A reduced power circuit Π consists of:
• a power circuit (Γ ,δ) in which no two nodes evaluate to the same integer;
• further data used only in a “black box” algorithm, ExtendReduction, within [6]. Without this im-
provement of [6] over [7], there would be additional logarithmic factors in Lemma 30 below.
An element (r, s ) ∈Z[1/2]⋊Z can be represented (non–uniquely) by a triple of integers
[u ,v,w ] := (0,v )(u ,w ) = (2−vu ,v +w )
where u ,v,w ∈ Z and v ≥ 0 ≥ w . A triple marking [U ,V ,W ] consists of markings U ,V ,W on a single
reduced power circuit, representing [ǫ(U ),ǫ(V ),ǫ(W )]∈Z[1/2]⋊Z. Equipping a triple marking with a type
amongGab ,Gb c ,Gc d ,Gda gives it a semantic value inH via
H = A ∗C B = (Gab ∗〈b 〉Gb c ) ∗〈a ,c 〉 (Gc d ∗〈d 〉Gda )
=
(〈
a ,b
∣∣b a = b 2 〉 ∗〈b 〉
〈
b , c
∣∣∣ c b = c 2〉) ∗〈a ,c 〉
(〈
c ,d
∣∣d c = d 2 〉 ∗〈d 〉
〈
d ,a
∣∣∣a d = a 2〉) .
In [6], an element ofH is represented by amain data structure T = (Π, (Tj ) j∈J ), whereΠ is a reduced power
circuit and (Tj ) j∈J is a finite sequence of triple markings on (Γ ,δ) of various types. The sequence decom-
poses into intervals: intervals of type A are maximal subsequences with types among Gab and Gb c ; in-
tervals of type B are maximal subsequences with types among Gc d and Gda . Thus T is a power circuit
representation of both a word in (A∐B )∗ and an element ofH .
Definition Each triple marking [U ,V ,W ] has weight ω([U ,V ,W ]) = |σ(U )|+ |σ(V )|+ |σ(W )|. The weight
of a main data structure T isω(T ) =∑ j∈J ω(Tj ). The size of T is ‖T ‖= |Γ |.
To manipulate power circuit representations, [6] defines various basic operations. The ones for A are listed
below (those for B are analogous):
• Multiplication:
[u ,v,w ]ab · [u ′,v ′,w ′]ab = [2v
′
u + 2−wu ′,v + v ′,w +w ′]ab ;
[u ,v,w ]ab · [u ′,v ′,w ′]b c = [2v
′
u + 2−wu ′,v + v ′,w +w ′]b c ;
• SwappingGab toGb c :
[u , 0,0]ab =
®
[0,u , 0]b c if u ≥ 0
[0,0,u ]b c if u < 0
;
• SwappingGb c toGab :
[0,v,w ]b c = [v +w , 0,0]ab ;
• Splitting as 〈a 〉〈b 〉 and 〈c 〉〈b 〉:
[u ,v,w ]ab = [2
−v u , 0,0]ab · [0,v,w ]ab if 2−vu ∈Z,
[u ,v,w ]b c = [0,v,w ]b c · [2wu , 0,0]b c if 2v u ∈Z.
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To apply a basic operation, replace the left side with the right side and forget the replaced markings. For
our current purposes, we add:
• Splitting as 〈b 〉〈a 〉 and 〈b 〉〈c 〉:
[u ,v,w ]ab = [2
−v u , 0,0]ab · [0,v,w ]ab if 2−vu ∈Z,
[u ,v,w ]b c = [0,v,w ]b c · [2wu , 0,0]b c if 2v u ∈Z.
Even with the new operations, the verbatim proof of [6, Prop. 18] gives:
Lemma 30. Suppose T = (Π, (Tj ) j∈J ) is a main data structure with size ≤m, weight ≤ w, and | J |+w ≤m.
Performing a sequence of s basic operations (including tests like 2v u ∈ Z) takes time O (s 2m2). The weight
ω(T ) does not increase, and the size ‖T ‖ remains bounded by O (m + sw ).
Definition Consider ai = u“ai v ∈ A −C with u ,v ∈ C and “ai tight. Suppose “ai ∈ ({a+,a−}∐Z[1/2]⋊Z)∗
contains at least one occurrence of a+ or a−. (Thus “ai is precisely the type of word to which Lemma 22
applies.) In this case, we say ai is nice. We also call nice the image of ai in B −C , under the isomorphism
A ∼= B : a 7→ c ,b 7→ d , c 7→ a . In the Britton–reduced word a1b2 · · ·a2n−1b2n ∈ (A∐ B )∗, with ai ∈ A,b j ∈ B
and n ≥ 1, we call any nice ai or b j a nice factor.
Proposition 31. The following can be computed in time O (n7): Input words x , y ∈Σ∗ = {a±,b ±, c ±,d ±}∗ of
total length n. Determine cyclically Britton–reduced forms x̂ , ŷ and decide if either has length≥ 2 (as a word
in (A∐ B )∗) and a nice factor. If so, determine whether x ∼H y and find a power circuit representation of z
with z x z −1 = y (if one exists).
Proof. The word problem is solved in [6] as follows. Given a word x of length n in {a±,b ±, c ±,d ±}, a main
data structure of sizem = O (|x |) and weight w = O (|x |) is constructed to store it. Then O (|x |2) basic op-
erations are performed until the main data structure holds a Britton–reduced sequence of intervals rep-
resenting x . This takes time O (|x |6). Cyclic Britton–reduction can be achieved with the same bounds on
time and number of operations, by Lemma 11. 2 Thus we have cyclically Britton–reduced x̂ and ŷ using
O (n2) basic operations.
We now test each interval of x̂ and ŷ to see if it represents a nice factor. Without loss of generality, consider
an intervalL of type A and sequence length s ≤ n . Recall that tightening and Britton–reduction in A were
defined viewing A as an HNN–extension over K . We will use analogous concepts for the amalgamation
A =Gab ∗〈b 〉Gb c . Thus we sayL is amalgamation–reduced if it is a sequence of triplemarkings alternating
between representing elements ofGab −〈b 〉 andGb c −〈b 〉. We sayL is amalgamation–tightened if, among
all amalgamation–reduced sequences αβγ representing the same element of A, it hasmaximal length pre-
fix α and suffix γ subsequences of triples representing elements in 〈a 〉∪ 〈c 〉.
To testL for niceness, we modify the subroutine of [6, Lemma 20] to amalgamation–tightenL . As given,
it performs Britton reduction, and then maximizes α length by performing a sequence of O (s ) splittings
and multiplications from left to right. In all, it uses O (s ) basic operations. Afterwards, perform analogous
〈b 〉〈a 〉 and 〈b 〉〈c 〉 splittings and multiplications from right to left to maximize β length. This does not
change the O (s ) bound on number of basic operations. Note that β 6= ε since αβγ /∈A C . Britton’s Lemma
impliesL is nice unless w consists of a single triple (of typeGab orGb c ).
There are at most n intervals to test for niceness. We can now answer whether x̂ or ŷ has a nice factor and
length ≥ 2. The original cyclic Britton–reduction, and all niceness tests, in all use O (n2) basic operations.
By Lemma 30, we have used O (n6) time so far.
2Cf. [8, Prop. 4], where the analogous observation is made for Britton–reduction inG1,2 .
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Suppose, without loss of generality, that x̂ has length ≥ 2 and its first factorL1 is nice. We want to decide
whether x̂ ∼H ŷ in timeO (n7). There are atmostn cyclic permutations of the intervals of ŷ . So, by Lemma
12, it suffices to determine in time O (n6) whether there exists z ∈C with z x̂ z −1 = ŷ .
When we tested L1 for niceness, we put it in the amalgamation–tightened form αβγ. In order to apply
Lemma 22, we need to compute from this a factorization α˜β˜ γ˜ with α˜, γ˜ ∈ C and β˜ = (r1, s1)a n1 · · · tight. If
β begins with [u ,v,w ]ab , we take α˜ = α · [0,v, 0]ab and r1 = u . If β begins with [u ,v,w ]b c , we take α˜ = α
and r1 = 2
−v u . Similarly, find α˜′ and r ′1 for the first intervalL ′1 of ŷ . By Lemma 20 and Lemma 22, the only
candidate z ∈C for z x̂ = ŷ z is z = α˜′c r ′1−r1 α˜−1.
Here c r
′
1−r1 = [r ′1 − r1, 0,0]b c can be computed by the same computations underlying basic operations. For
example, if r1 = 2
−v u and r ′1 = 2
−v ′u ′, then r ′1 − r1 = 2−(v+v
′)(2v
′
u − 2vu ′) and we can test membership in Z.
However, we do not forget any markings, so the weight ω(T ) increases. Nonetheless, ω(T ) = O (w ) after
storing these triplemarkings toT . If r ′1−r1 /∈Z, we immediately conclude the candidatedoes notwork. For
notational convenience, we assume α˜ and α˜′ are empty sequences (by permuting the markings on x̂ , ŷ ).
Wecancompute ŷ −1 from ŷ in timeO (wn ) = O (n2)using the fact that [u ,v,w ]−1= [−u ,−w ,−v ]. It remains
to checkwhether [r ′1−r1, 0,0]b c · x̂ ·[r1−r ′1, 0,0]b c · ŷ −1 =H 1. We apply again theword problemsolution from
[6]. This sequence of triples has length O (n ) and the weight is O (n ), so we need an additional O (n2) basic
operations to solve this word problem. The total number of basic operations up to this point is O (n2), so
thisword problem takes timeO (n6). As noted above, thismeans the overall algorithm takes timeO (n7).
Remark 32. In [10, Example 3], it is conjectured that the conjugacy problem can be solved in polynomial
time for all hyperbolic elements ofH = A ∗C B . These are the elements not in any conjugate of A or B . (The
name comes from the fact that they act as hyperbolic isometries on the Bass–Serre tree.) Proposition 31
leaves this conjecture unresolved.
To prove Theorem 2, we will show Proposition 31 solves the conjugacy problem for strongly generic input.
This requires several lemmas.
Lemma 33. (Chernoff–Hoeffding[13, Thm. 2]) Suppose X1,X2, . . . are independent, identically distributed
random variables with −1≤ X i ≤ 1 and mean µ=µ(X i ). For fixed p <µ:
Pr
(
X1+ · · ·+Xn ≤ pn
)
= e −Ω(n ).
Lemma 34. ([10, Theorem A(i) and Example 3]) The element of H represented by a strongly generic word
w ∈Σ∗ = {a±,b ±, c ±,d ±}∗ is not in any conjugate of A ∪B. In particular, w /∈H A ∪B.
Lemma 35. A strongly generic w ∈ Σn = {a±,b ±, c ±,d ±}n has a Britton–reduction “w ∈ (A∐ B )∗ with Ω(n )
letters among {b c a c b ,da c ad }.
Proof. Consider w = t1 · · · tn ∈ Σn . Let wi = t1 · · · ti . There is a natural recursive construction of a Britton–
reduction ŵi for wi so that ŵi differs from‘wi−1 only in its rightmost letter. For example, if‘wi−1 ends with
a letter σ ∈ A − C and ti = d ± /∈ A then ŵi is obtained by appending ti to ‘wi−1. On the other hand, if
σ ∈ A −C and ti ∈ A then we either replace σ by σti (if σti /∈ C ) or we absorb σti ∈ C into the previous
letter of “wi−1. The case σ ∈ B −C is similar. In this way, we obtain a Britton–reduction “w =”wn . Further,
we see the Britton length ℓ(wi ) of ŵi differs from ℓ(wi−1) by at most one.
We will now associate to each w = t1 · · · tn ∈Σn a string s = s1 · · · sn ∈ {U ,D ,S}n . The letter si will be deter-
mined by ti and the element ofH represented bywi−1. Each letter si will have independent and identically
distributed over Σn probability Pr[U ] = 2/8, Pr[D ] = 1/8, Pr[S ] = 5/8.
We impose requirements on the assignment w 7→ si when wi−1 /∈H A ∪ B . They will be achieved in the
next paragraph. We require si =U ⇐⇒ ℓ(wi ) > ℓ(wi−1). The connotation is that Britton length goes Up.
Likewise, we require si =D if ℓ(wi )< ℓ(wi−1), but not conversely. Thus length goesDown or stays the same.
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It follows that ℓ(wi ) = ℓ(wi−1) if si = S ; length stays the Same. Ifwi−1 ∈H A∪B , we impose no requirements:
Assign the correspondence of si to ti in an arbitrary manner achieving the desired letter distribution.
To achieve these requirements, first suppose some (hence every) Britton–reduction‘wi−1 of wi−1 ends in
A. Then si =U ⇐⇒ ti = d ±. If ti ∈ {a±, c ±} then ℓ(wi−1) = ℓ(wi ) so put si = S . At most one of ti = b ±
can result in ℓ(wi ) < ℓ(wi−1). If it exists, this ti corresponds to D and the other to S ; otherwise, choose
arbitrarily. Similarly, if‘wi−1 ends in B , take si =U ⇐⇒ ti = b ± and si =D for precisely one of ti = d ±.
We now have the assignment w 7→ si . Consider strongly generic w ∈Σn . Lemma 34 implies wi−1 /∈H A ∪B
for every i ≥ n/2 (simultaneously, since n · e −Ω(n ) = e −Ω(n )). Consequently, the connotations Up, Down or
same, and Same apply to these si . If s = uv , we say v is a Dyck suffix if each prefix of v contains at least
as many U ’s as D ’s. We are interested in desirable suffixes, namely suffixes s j · · · sn of s with j ≥ n/2 of
the form UUSSSSU followed by a Dyck suffix. For each desirable suffix, we have t j ∈ {b ±,d ±} and the
substring t j+1 · · · t j+5 gives a letter of the Britton–reduction “w . If t j = d ± then t j+1 · · · t j+5 = b c a c b with
fixed probability p = (1/2)(1/5)4. Likewise for t j = b
± and t j+1 · · · t j+5 = da c ad . Fix some p ′ ∈ (0,p ).
Our strategy is to estimate thenumberof desirable suffixesby reading s fromright to left. Wehavea counter
C , starting at 0, which increments (decrements) by 1 each timeU (resp. D ) is read. Whenever C ties or
breaks a recordmaximum, the corresponding suffix of s is Dyck. We read letters of s in twomodes: record–
breaking (RB) mode and desirability–testing (DT) mode. We begin in DT mode and halt upon readingm
letters total in RB mode.
Whenever we enter DT mode, the suffix is Dyck (ε is Dyck). Read up to 7 letters to see if we match
UUSSSSU (backwards), stopping early as soon as one letter mismatches. At worst, C decrements by
1 each time DT mode is entered. At best, we discover one desirable suffix. The probability of this success
is q = (2/8)3(5/8)4. Fix q ′ ∈ (0,q ). In any case, resume RBmode.
RB mode gets its own counterC ′ which behaves likeC , but only changes for letters read in RB mode. C ′
increases on average by 1/8 for each letter read in RBmode. Lemma 33 implies that after readingm letters
in RBmode, the value ofC ′ is at leastm/10 (except with probability e −Ω(m )). In particular, theC ′ record is
broken at leastm/10 times. We enter DTmode the firstm/10 times aC ′ record is broken. This guarantees
our precondition for entering DTmode: Each time,C is at a record high.
In all, we get m/10 chances to find a desirable suffix. At least mp ′q ′/10 of these yield desirable suffixes
contributing b c a c b or da c ad to “w , by Lemma 33 (except with probability e −Ω(m )). We read at most
7m/10 letters inDTmode, so atmostm+(7m/10) = 17m/10 letters overall. Takingm = 5n/17 ensures that
we only examine suffixes with j ≥ n/2 as required. Thus, except with probability e −Ω(m ) + e −Ω(m ) = e −Ω(n ),
we achieve at least np ′q ′/34=Ω(n ) letters of “w among {b c a c b ,da c ad }.
Lemma 36. A strongly generic word w ∈Σ∗ has, after cyclic Britton–reduction, some nice factor.
Proof. Observe that b c a c b ∈ A and da c ad ∈ B from Lemma 35 are nice.
The Britton reduction “w constructed in Lemma 35 fromw = t1 · · · tn ∈Σ∗ has the property that the wordw
decomposes as a concatenation of substrings, each of which gives a letter of “w . Every cyclic permutation
of “w comes in this way from a cyclic permutation of w . Therefore, by Lemma 11, each w ∈Σ∗ has a cyclic
permutation whose Britton–reduction is cyclically Britton–reduced.
By Lemma 35, the probability that the Britton–reduction ofw ∈Σn has no nice factor is e −Ω(n ). Sincew has
n cyclic permutations and ne −Ω(n ) = e −Ω(n ), a strongly generic w ∈ Σ∗ has, after cyclic Britton–reduction,
some nice factor.
To relate reduced words to unreduced words, it is useful to have:
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Lemma 37. (Bertrand’s Ballot Theorem[24][2]) Suppose candidate A gets α votes and B gets β < α votes in
an election. The probability that A always leads B throughout the counting of votes is (α−β )/(α+β ).
We now prove a version of Lemma 36 for reduced words. The proof is similar to [9, Theorem 5] but in the
reverse direction.
Lemma 38. A strongly generic reduced (or cyclically reduced) word w ∈ Σ∗ has, after cyclic Britton–
reduction, some nice factor.
Proof. First consider strongly generic reduced words. Freely reducing an unreduced w ∈ Σm involves
roughly m/8 cancellations on average, producing a reduced word of length 3m/4. Therefore, to study
reduced words of length n , we will study unreduced words of length m = (4n/3) + i where we choose
i ∈ (−1,1] so thatm is an integer congruent ton mod 2. To obtain a length n reduced word, precisely [m/8]
cancellations must occur (where [·] is the nearest integer function).
Consider theprobabilityPr[w ′ ∈Σn |w ∈Σm ] that exactly [m/8] cancellationsdooccur. This canbephrased
in terms of a random walk on N: When at 0, we move right with probability 1. What at n > 0, we move left
with probability 1/8 and right with probability 7/8. Then Pr[w ′ ∈ Σn |w ∈ Σm ] is the probability a random
walk of lengthm takes exactly [m/8] steps to the left. A naive estimate is:
Pr[w ′ ∈Σn |w ∈Σm ]≈
Å
m
[m/8]
ãÅ
7
8
ãm−[m/8]Å1
8
ã[m/8]
=Θ
Å
1p
m
ã
.
Weuse Stirling’s formulan !=Θ((n/e )n ·pn ). The estimate does not account for the fact that leftwardmoves
cannot outpace rightward moves. Nonetheless, Bertrand’s Ballot Theorem (Lemma 37) gives
Pr[w ′ ∈Σn |w ∈Σm ]≥ m − 2[m/8]
m
·
Å
m
[m/8]
ãÅ
7
8
ãm−[m/8]Å1
8
ã[m/8]
=Θ
Å
1p
m
ã
.
Let B denote the set of words whose cyclic Britton–reductions have no nice factors. Let w ′ denote the
result of freely reducing w . Lemma 36 gives:
Pr[w ′ ∈B|w ′ ∈Σn ]≤ Pr[w ∈B|w ∈Σ
m ]
Pr[w ′ ∈Σn |w ∈Σm ] ≤
e −Ω(m )
Ω
Ä
1p
m
ä = e −Ω(n ).
Note that Pr[· · · |w ′ ∈ Σn ] is the uniform distribution on reduced length n words. So we have shown a
strongly generic reduced word has, after cyclic Britton–reduction, some nice factor.
The case of strongly generic cyclically reduced words follows immediately from that of strongly generic
reduced words, since at least 6/7 of all reduced words are cyclically reduced.
Proof of Theorem 2. Suppose x and y are words in Σ∗ (respectively reduced words or cyclically reduced
words) with total length n . The longer, say x , has lengthΘ(n ). Then x has a nice factor after cyclic Britton–
reduction by Lemma 36 (resp. Lemma 38), with probability 1 − e −Ω(n ). (Further, in the strongly generic
case, the cyclic Britton–reduction has length ≥ 2 by Lemma 34 and [10, Theorem A(ii)].) In this case, the
algorithm of Proposition 31 runs in time O (n7).
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