I. INTRODUCTION
Palmprint recognition is a new research direction in biometrics recognition field. It has become one hot research of biometrics recognition technology. There are three popular feature extraction approaches, most of which are based on structural features, frequency field features and subspace features. Structural features such as feature points and lines are difficult to be extracted and represented, but also they are not strong enough for palmprint recognition. Frequency field features ignore the texture information of image, result in larger instability subject to the variations of illumination conditions, and the image features are still high-dimensional space in line with the image dimensions. For subspace features, the works that appear in the literature include principal component analysis (PCA) [1] , independent component analysis(ICA) [2, 3, 4] , kernel principal component analysis(KPCA) [5] , and Fisher discriminant analysis(FDA) [6] . The subspace feature extraction method has strong representation, low computation, easy to implement and good separation, so they are widely used in many fields, such as face recognition, palmprint recognition and so on.
PCA decorrelates the input data using second-order statistics. In a task such as palmprint recognition, in which important information may be contained in the high-order relationships among pixels, it seems reasonable to use the method sensitive to these high-order statistics. ICA is one such method. PCA and ICA are powerful linear technique, and they can not extract the nonlinear feature vectors effectively. KPCA describes the nonlinear correlations between pixels. The feature vectors of PCA, ICA and KPCA extracting are the best describe characteristics, and not the best classification characteristics. FDA seeks the projection directions that are advantageous for discrimination. In other words, the class separation is maximized in these directions. FDA tends to give undesired results if samples in some class form several separate clusters, i.e., multimodal. In this paper, a new palmprint recognition method called local Fisher discirminant analysis(LFDA) is proposed. LFDA takes local structure of the data into account, so the multimodal data can be embedded appropriately, and the better results can be obtained.
The organization of this paper is as follows: Section 2 describes the LFDA algorithm. In Section 3, a palmprint recognition algorithm based on LFDA is presented. Section 4 presents the experimental results using the PolyU palmprint database. Section 5 offers our conclusions.
II. LOCAL FISHER DISCRIMINANT ANALYSIS
FDA is a popular method for linear supervised dimensionality reduction. FDA seeks for an embedding transformation such that the between-class scatter is maximized and the within-class scatter is minimized. It is essentially achieved through generalized eigenvalue wher λ and p are generalized eigenvalue and eigenvector, respectively. The definitions of between-class and withinclass scatter matrices can be found in the literatures [6, 7] . The drawback of FDA method lies in the fact that it ignores the localities of data class while focusing on the global features only. To overcome the deficiency of regular FDA method, LFDA has been proposed with both between-class separation and within-class local structure preservation simultaneously [8, 9, 10] . (4) where the weighting matrices are defined as
The affinity matrix A has been used to characterize the closeness between all pairs of samples and its (i,j)th element A i,j is defined to quantify how far apart the data pair x i and x j are. One standard way of setting the A i,j value is as follows 
III. PALMPRINT RECOGNITION BASED ON LFDA
Based on the above LFDA algorithm, a new palmprint recognition approach is proposed. The algorithm can be described as follows:
Step 1: Sample image. We preprocess the palmprint image to extract region of interest(ROI). Each ROI in the training set is divided into smaller blocks and each block contains P×Q pixels. We can obtain sampled sub-images by taking one pixel from the same position in each block [11] . In fact, P and Q is the sampling interval in height and width respectively. If the size of the palmprint image is M×N pixels, these sampled sub-images can be represented mathematically as (10) where Fig.2 shows the sampling result from the palmprint image on the left using Eq. (10) . If the number of palmprint samples n is larger than P M / × Q N / , the singular problem of the within-class scatter matrix can be solved. Transform the sampled sub-image into a one-dimensional row vector x i .
Step 2: Select good projection vectors. All the training images consist of sample matrix X as the input of LFDA. Compute the eigenvectors and eigenvalues for the generalized eigenvector problem. Let 
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. The PolyU Palmprint Database
The PolyU palmprint database (http://www4.comp.polyu.edu.hk/~biometrics/) is one of the common largest image databases in palmprint field. The database contains 600 grayscale images corresponding to 100 different palms. Six samples from each of these palms were collected in two sessions, where 3 samples were captured in the first session and the other 3 samples in the second session. The average interval between the first and the second collection was two months. The resolution of all the original palmprint images is 284×384.
B. Comparison and Analysis of Recognition Results
Four images of each palmprint class are chosen randomly as training samples and the remaining two are used as testing samples. By using the preprocessing approach [4] , palmprints are orientated and ROI, whose size is 128×128 pixels, is cropped to represent the whole palmprint. ROI is divided into smaller blocks and each block contains 8×8 pixels. We can obtain 16×16 sampled image by taking one pixel from the same position in each block. We reshape the sampled ROI into 1×256 vector. The training palmprint images have 400 samples, so the data matrix X is 400×256. The LFDA method is applied to X for feature extraction. In LFDA, we select the parameter θ =[0.90,0.95,0.99].
The measurement index for the accuracy of biometrics recognition technology is recognition rate (RR). The RR is mainly described by two kinds of error rates: false reject rate (FRR) and false accept rate (FAR). These two error rates are calculated by the following formula [12] :
where NAA and NIA are respectively the times of genuine users and imposter users trying, and NFR and NFA are respectively the times of false rejection and false accept. The formula of RR derived from FAR and FRR is as follows:
In order to test the performance of the proposed algorithm, each test sample is matched to all the training samples. In different dimensions of palmprint space, PCA, FDA, ICA, KPCA and the proposed algorithm are respectively applied to palmprint recognition. The recognition results are shown in Table 1 . From Table 1 , we conclude the conclusions as following:
1) The recognition rate of FDA is higher than PCA. The feature vectors of PCA extracting are the best describe characteristics. However, FDA extracts the best classification information. 2) Compared with PCA and FDA, the recognition rate of ICA is higher than them. PCA and FDA decorrelate the input data using second-order statistics, while ICA is sensitive to high-order statistics which contain important information for recognition.
3) The recognition rate of KPCA is higher than PCA, FDA and ICA. The mainly reason is the palmprint database has illumination variations, so the nonlinear feature extraction method is better than the linear method. 4) Compared with PCA, FDA, ICA and KPCA, the recognition rate of LFDA is the highest. The best recognition rate is 98.95%. The local structure within the multimodal is retained so that the classification performance is significantly enhanced. Table 2 shows the feature extraction time, feature matching time and recognition time for different algorithms (CPU: Pentium Dual-core 2.93GHz RAM: 1.96GB) on the PolyU palmprint database under the Matlab7.10 platform. We can learn that 1) The feature extraction time of FDA is the shortest. PCA, ICA, and KPCA need to calculate the highdimensional covariance matrix, resulting in longer feature extraction time. 2) ICA use PCA as a preprocessor to reduce computational complexity, so the feature extraction time is longer than PCA.
C. Comparison and Analysis of Running Speeds
3) The feature extraction time of KPCA is longer than PCA and ICA. When the test sample is projected onto the vectors, the kernel matrix is first calculated, resulting in longer feature extraction time. 4) The feature extraction time of LFDA is longer than FDA. In LFDA, two weighting matrices are introduced into the local between-class and withinclass scatter matrices, so that the calculation process makes the feature extraction time longer. 5) The feature matching time for different algorithms has connection with the feature dimension and the value. 6) Among the five algorithms, the classification performance of LFDA is the best. The recognition time for LFDA algorithm is 0.031s. Therefore the algorithm is fast and effective.
V. CONCLUSIONS
A new palmprint recognition method is proposed based on LFDA. The local multimodal can be effectively retained by the distance-based weighting matrices while the class separation is simultaneously maximized by the generalized eigenvalue decomposition. The experimental results of PolyU palmprint database show that the proposed algorithm is superior to PCA, FDA, ICA, and KPCA. The best recognition rate of the LFDA is 98.95%. The recognition time is 0.031s. The proposed method meets the real-time system specification. 
