Abstract. In this paper I present an approach alternative to collocation-type methods, that is based on iterative methods, for the computation of trajectory segments on slow manifolds of saddle type. Such trajectory segments are not computable by direct integration. Compared to collocation methods, that require mesh refinements to ensure uniform convergence with respect to ǫ, appropriate estimates are directly attainable using my approach. I apply the method on a model for a pair of neurons coupled by reciprocal inhibition with two slow and two fast variables and to the computation of homoclinic connections in the FitzHugh-Nagumo system.
1. Introduction. Singularly perturbed systems of the forṁ x = ǫX(x, y),ẏ = Y (x, y), (1.1) or x ′ = X(x, y), y
with x ∈ R ns and y ∈ R n f being the slow resp. fast variables, arise in wide variety of scientific problems. Here() denotes the derivative with respect to the fast time t whereas () ′ denotes differentiation with respect to the slow time τ = ǫt. The vector-fields X and Y may in general also depend upon ǫ. For simplicity I shall, however, always suppress the ǫ-dependency. Important examples include: Meteorology and short-term weather forecasting [25, 26, 38] , molecular physics and the Born-Oppenheimer approximation [29] , chemical enzyme kinetics and the Michaelis-Menten mechanism [30] , predator-prey and reaction-diffusion models [31] , the evolution and stability of the solar system [23, 24] and the modeling of tethered satellites [40, 41] . These systems can also be "artificially constructed" by a partial scaling of variables near a bifurcation [34] . The main advantage of identifying slow and fast variables is dimension reduction by which all the fast variables are "slaved" to the slow ones through the slow manifold.
Slow manifolds. Consider the set of constrained equilibria M 0 = {(x, y)|Y (x, y) = 0} with the spectrum spec (∂ y Y | M0 ) satisfying dist (spec (∂ y Y | M0 ), iR) ≥ c > 0, c independent of ǫ.
(
1.3)
Here ∂ y Y is the Jacobian of Y . Condition (1.3) implies, by the implicit function theorem, that M 0 is a graph of some function y = η 0 (x), that is M 0 = {(x, y)|y = η 0 (x)}. For ǫ = 0 this manifold M 0 is a fixed point set for (1.1) which is normally hyperbolic. It is referred to as the critical manifold. Fenichel's theory [6, 7] then applies to M 0 so that there exists an invariant manifold M h = {y = η(x)}, with η smooth but typically nonanalytic, which is O(ǫ)-close to M 0 . The slow manifold M h is attracting if spec (∂ y Y | M0 ) ⊂ {z ∈ C|Rez < 0} or repelling if spec (∂ y Y | M0 ) ⊂ {z ∈ C|Rez > 0}. Otherwise it is of saddle type. In this case there are both a stable manifold W s (M h ), on which trajectories are attracted exponentially fast towards M h forward in time, and an unstable manifold W u (M h ), on which trajectories are attracted exponentially fast towards M h backwards in time [16] . If on the other hand spec (∂ y Y | M0 ) is not disjoint from the imaginary axis, but instead only satisfy dist (spec (∂ y Y | M0 ), 0) ≥ c > 0, (1.4) c independent of ǫ, then the normal motion is still fast but there is in general no invariant slow manifold nearby [28] . However, if the vector-field
is analytic then there is in this case some M e on which the restriction of the vector-field has exponentially small angle O(e −c/ǫ ) with the tangent space [10, 42] . The slow manifold M e is therefore exponentially close to being invariant.
STSM algorithm. The computation of trajectories following saddle type slow manifolds M h for a long time, ∆t = O(ǫ −1 ) or ∆τ = O(1), cannot be archived by any "stiff" integration method. Even an exact initial value solver in the presence of round-off errors of magnitude δ will amplify this error to unit size in a time of order O(ǫ log δ −1 ) [13] . I will here refer to such highly unstable orbits as canards or perhaps more accurately canard segments. Guckenheimer and Kuehn in [13] developed a collocation based algorithm SMST (Slow Manifolds of Saddle Type) for the computation of such trajectories. The method starts from an initial guess provided by the slow subsystem: 6) with x(0) = x 0 and τ ∈ [0, T ]. Here T = O(1) with respect to ǫ. Set z = (x, y). The SMST algorithm then solves for a solution z = z(τ ) that approaches the slow manifold near z 0 = (x 0 , η 0 (x 0 )) and exits it near z T = (x(T ), η 0 (x(T ))). For this time is discretized 0 = τ 0 < τ 1 < · · · < τ N = T and on each mesh τ i ≤ τ ≤ τ i+1 the z = z(τ ) is replaced by a cubic interpolation based on the values z i = z(τ i ), z i+1 = z(τ i+1 ) and the tangent vectors z y s0 = π At τ = T one, on the other hand, specifies the "unstable components" of y(T ) = η 0 (x T ) + y sT + y uT by fixing y uT = π zT u (y(T ) − η 0 (x T )), (e.g. = 0). (1.8) Here η 0 (x T ) is the value of the fast variables, when using (1.6) for the propagation of the slow variables, at τ = T . From the cubic interpolation the sparse Jacobian can be computed explicitly and a Newton method can be used to obtain an accurate solution. Note that Fenichel's theory implies that y u0 and y sT are each O(ǫ) since the stable and unstable fibers are O(ǫ) to the unperturbed ones. Assume that this procedure converges to a solution σ = σ(t) and that z = z(t) is a true solution of z ′ = V (z) that satisfies the n(N + 1) conditions. Then by Taylor's formula
Therefore if a mesh is fixed, then based on this estimate, one will expect the error to grow as ǫ goes to zero. A Shishkin mesh [19] , basically invoking piecewise uniform meshes placing more points at ends where the fast transitions occur, may allow for convergence estimates that are uniform with respect to ǫ in singular perturbed systems. Finally, I highlight that there are many examples where periodic orbits (e.g. Van der Pol system [12] , model for reciprocal inhibition [13, 11] ) or homoclinic orbits (e.g. FitzHugh-Nagumo [14, 13, 15, 16, 20] ) have canard segments. For the computation of such orbits the SMST algorithm will in general have to be combined with a separate part that computes the remaining trajectory segments (e.g. via direct integration of (1.2)).
Aims of paper. In this paper I suggest a different approach for the computation of trajectories on saddle type slow manifolds. I will base this on two iterative methods: The SO method (the method of Straightening Out, also referred to as the iterative method of Fraser and Roussel) [8, 35, 28, 42] and the SOF method (Straightening Out Fibers) [39] . The SO method will first be used in a modified Runge-Kutta scheme for the propagation of the slow variables. This procedure also applies to attracting or repelling slow manifolds and even normally elliptic ones. In [33] an alternative numerical scheme is suggested. This is based on asymptotic expansions which require the user to provide several partial derivatives of the vector-field U with respect to the slow and fast variables but also with respect to the small parameter. The SO method circumvents this issue by only requiring the user to provide U and the Jacobian ∂ z U . This also makes the method potentially useful in ǫ-free systems [3, 2, 4, 18] .
There are several alternative methods to the SO method for the approximation of slow manifolds. I name a few others: The intrinsic low-dimensional manifold (ILDM) method of Maas and Pope [27] , the zero-derivative principle (ZDP) [9, 44] , and the computational singular perturbation (CSP) method initially due to Lam and Goussis [21, 22] , and later thoroughly analyzed by Zagaris and co-workers [45] . The ILDM method is based on the Jacobian of the vector-field and partitions this at each point into a fast and a slow component based on spectral gaps of the Jacobian. The ILDM approximation to the slow manifold is then defined as the locus of points where the vector-field lies entirely in the slow subspace. In general, this only gives an approximation that agrees up to O(ǫ) [17] . In the ZDP method an O(ǫ n )-accurate approximation to the slow manifold is obtained as the locus of points where the (n + 1)th time derivative of the fast variables vanishes. This method has been used in an equation-free setting in [9] . The CSP method also provides O(ǫ n )-approximations of the slow manifolds [45] and it is, as the ILDM, based on the decomposition of the tangent space into fast and slow subspaces. The SO method is, however, unique in that it is the only method, as far as I am aware of, that possess all of the following properties. (i): It leads to exponential accurate slow manifolds. (ii): It can written in a form (see (2.9) below) that only involves the vector-field, hence avoiding the lengthy details of e.g. asymptotic expansions. (iii): It does not require smoothness of X and Y in ǫ. (iv): The slow manifold includes nearby equilibria. For the purpose of this work I find (ii) to be the most important property. Property (iii) might seem rather academic, but I believe it highlights the methods potential in ǫ-free systems: The proof of statement (i) is not based on comparisons with asymptotic expansions in ǫ. In the forthcoming paper [4] I and my co-author apply the SO method in ǫ-free systems.
It is not possible to approach trajectories on the slow manifold directly using collocation methods such as the SMST method. The SMST method will always include fast connections at ends. For the computations of such transients I will augment the SOF method [40] to the SO modified Runge-Kutta scheme. I will here be using that the transients take no more than ∆t = O(1) on the fast time scale to develop a collocation algorithm on the fast space using only O(1) equations. I will describe this in more details in section 2.
Outline of paper. In section 2 I present the different iterative methods. Firstly, the SO method is presented in section 2.1. Here I also state and prove a proposition on a modified SO method which is due to Neishtadt which is computationally simpler. In section 2.2 I then proceed to present results on the numerical implementation of the SO method via finite differences. This section also covers its use in the modified Runge-Kutta scheme. Finally, section 2.3 presents the SOF method along with a result on its discretized version. I consider one example with a saddle type slow manifold, and to demonstrate the potential of the SO method for oscillatory systems, I also consider an example with a normally elliptic slow manifold. These example seek to further demonstrate the properties of the iterative methods. Finally, section 3 presents the SO-SMST method (Straightening Out for Slow Manifolds of Saddle Types) for the computation of canard trajectories and their transients. This section includes some error estimates. In section 4 I apply this method to a nonlinear model of reciprocal inhibition with two slow and two fast variables. The results will be compared with trajectories computed using the SMST algorithm. Finally in section 5 I compute homoclinic connections for the FitzHugh-Nagumo model.
Main results. I collect the main results of the paper in the following:
• In Corollary 2.5 I present a discrete version of the SO-method for the point-wise approximation of a slow manifold using the principle of Neishtadt to reduce the computational complexity of the SO-method. The discreteness replaces a differential operator with a finite difference operator and Corollary 2.5 shows that the error is of order O(ǫ 2 h p ), h a step-size and p the order of the finite difference operation.
• In Proposition 2.9 I similarly present a discrete version of the modification of the SOF method also using the principle of Neishtadt to reduce the complexity. The error is O(ǫh p ).
• In section 3 I present the most important result of the paper by demonstrating how the SOF method can be applied for the approximation of canard segments for saddle type slow manifolds. Proposition 3.1 and Proposition 3.3 describe the errors associated with this approximation.
2. The iterative methods.
2.1. The SO method: Approximation of the slow manifold. An invariant slow manifold y = η(x) of (1.1) satisfies the following invariance equation
To explain the SO method suppose that y = ζ 0 (x) is an approximation to the slow manifold in the sense that it satisfies (2.1)
up to a small error δ 0 = sup x ρ 0 (x) . Then introduce y 0 by
The transformation (2.3) straightens out the approximation of the slow manifold y = ζ 0 (x) to y 0 = 0. I obtain new equations for y 0 :
with ρ 0 as in (2.2),
and R 0 = O(y 2 0 ). The equality in (2.4) is due to the Taylor expansion of Y 0 about y 0 = 0. The term ρ 0 is the obstacle to invariance of the slow manifold. Here (∂ y Y ) −1 ≪ ǫ −1 by assumption of y being fast (1.4), cf. [28] , and A 0 (x) is therefore invertible for ǫ sufficiently small. Also since δ 0 is small, there exists a solution
Note also that (2.5) cf. (2.4) can be written as
Now, straighten out this new approximation y 0 = η 1 (x) of the slow manifold to y 1 = 0 by setting y 0 = η 1 (x) + y 1 so thatẏ
If the vector-fields X and Y are analytic then I can apply Cauchy estimates to estimate sup x ∂ x η 1 (x) in terms of sup x η 1 (x) on a smaller domain so that
Hence the new error is of the order of ǫ times the previous error. If I start with ζ 0 = η 0 then the error ρ is O(ǫ) and applying the procedure successively therefore directly leads to formal error estimates of the form O(ǫ k+1 ), even when the vector-field U is only C r , r ≥ k + 1. In terms of the original variables the approximation takes the form
Note the use of superscript to indicate summation over the subscripts. The O(ǫ k+1 )-estimate is not uniform in k: In the analytic case the domain of definition will eventually vanish when iteratively applying the Cauchy estimates. Using Neishstadt type estimates it was, however, shown in [42] that the error can be made exponentially small. This also holds for normally elliptic slow manifolds, which confirmed a conjecture by MacKay [28] .
The form in (2.7) immediately implies that the procedure can be written compactly as
for the approximation y = η n (x) of y = η(x) satisfying (2.1). When starting from η
is just the critical manifold. This is the usually representation of the SO method. In this form it is also known as the iterative method of Fraser and Roussel [17] . The representation of the SO-method above, which is due to MacKay, has the advantage that it shows that I do not need to start the procedure from η 0 . I could also just start from a guess y = ζ 0 (x) and solve
for η n starting from η −1 ≡ 0. The new error will still be ǫ times a C 1 estimate of the previous error cf. (2.6 ). I will return to this later when using the method in an adapted Runge-Kutta scheme. Either way, the method will still at each step involve solving a non-linear equation. So from a computational point of view this involves two loops: An outer loop updating n and an inner loop using e.g. a Newton method for the solution η n of the nonlinear equation (2.9) or (2.10). The results of Neishstadt in [32, Lemma 1] shows, however, that this inner loop is actually not necessary. Furthermore, the matrix-valued functions A i = A i (x) need not be updated. To present this, however, I first need to introduce some notation. All norms will be denoted by · including operator norms, a convention already adapted above. I hope this does not cause unnecessary confusion. If U ⊂ R n , n ∈ N, then I will by U + iχ denote its complex χ-neighborhood:
Consider f : U + iχ → C m , m ∈ N, being analytic and bounded. Then Cauchy-estimates apply to f in the following sense
which I will write compactly as
Proposition 2.1. (Modified SO method, Lemma 1 in [32] ) Consider the slow-fast system (1.1) with X and Y analytic on some complex (χ, ν)-neighborhood (x, y) ∈ (U + iχ) × (V + iν) of U × V for some real open and bounded sets U and V in R ns resp. R n f . Assume furthermore that y = ζ 0 (x) is an approximation to the slow manifold that satisfies the invariance equation (2.1) with small error δ 0 = ρ 0 χ . Then for ǫ and δ 0 sufficiently small the transformation
with c > 0 independent of ǫ and δ.
Proof. I sketch the proof here. For all the details I refer the reader to [32] . At the nth-step the equations take the following forṁ
, with δ n−1 = ρ n−1 νn−1 and a n−1 νn−1 = O(ǫ + δ 0 ). I then introduce y n according to (2.11): 13) and X n (x, y n ) = X n−1 (x, η n + y n ). This gives
for some c n > 0, upon applying a Cauchy estimate. The last two terms are subordinate to the first term and I can therefore take ξ n = 4c n ǫ so that for δ n−1 sufficiently small
Also a n νn = O(ǫ + δ 0 ). One can then easily bound c n ≤ 2c 0 for ǫ sufficiently small and therefore uniformly bound the ξ n 's and take O(ǫ −1 ) steps before the domain vanishes. This gives the exponential estimate.
Remark 2.2. The error ρ 0 is given by
If ζ 0 = η 0 then this vanishes at any equilibrium of the form (x, y) = (x e , η 0 (x e )) where X(x e , η 0 (x e )) = 0 and Y (x e , η 0 (x e )) = 0. Therefore η 1 (x e ) = 0 cf. (2.11) in this case and it follows, from (2.12) and (2.13) with n = 1, a 0 ≡ 0 and the fact that the Taylor series of R 0 starts with quadratic terms in the second argument, that ρ 1 (x e ) = 0. The modified procedure will preserve this property so that ρ n−1 (x e ) = 0 and hence all of the approximations η n will include all initially nearby equilibria. Remark 2.3. A remarkable property of the SO method is that it does not require A 0 to be bounded. Only A −1 0 is measured, making the method potentially useful for slow ODE -fast PDE systems like the one in [40] . In the following section I will consider the numerical implementation of the SO method.
2.2. Numerical implementation of the SO method. By applying the SO method one can accurately approximate the slow manifold y = η(x). On the slow manifold, the variables can then be propagated according to the reduced slow subsystem:
In the numerics that I will present I will be using a classical 4th order Runge-Kutta scheme on this reduced problem. Starting from x(τ ) = x 0 the Runge-Kutta method approximates x(τ + δτ ) = x 1 as
where
See e.g. [5] . Here δτ is the time step on the slow time scale. The local error is O(δτ 5 ) while the accumulated error is O(δτ 4 ). The SO method has to be used to determine η = η(x) at the four different points x = x 0 , x 0 + 0.5κ 1 , x 0 + 0.5κ 2 , and x 0 + κ 3 . (2.14)
For this I replace the differential operator ∂ x by a finite difference operator δ h x satisfying
for all smooth f . As an example, one could take 16) with (e i ) j = δ ij Kronecker's delta and set
Then p = 2 since:
Also Cauchy-type estimate apply to δ h x in the sense that 18) provided h < ξ is sufficiently small and that f is analytic. For (2.16), for example, with h ≤ ξ/2 I have
using (2.17) and a Cauchy estimate of ∂ 3 xi f χ−ξ+h . Therefore
and C p = 3n s > 1 in this case. The discretized version of the invariance equation 19) can then be solved by the SO principle to obtain an approximate solution η h with exponential small error:
Here c p is independent of ǫ and h. I therefore have: Proposition 2.4. Consider a finite difference operator δ h x satisfying (2.15) and (2.18). Provided ǫ is sufficiently small, then applying SO method, or the modified SO method, to (2.19) gives an approximate solution η h that satisfies
Proof. I write 
The error from replacing ∂ x with δ h x does then not appear before the second step. This gives rise to the improved order O(ǫ 2 h p ) in (2.21). I could then continue with the modified SO method:
Corollary 2.5. Provided ǫ is sufficiently small, then applying the procedure:
generates an approximate solution
The derivative ∂ x η 0 is obtained through Y (x, η 0 (x)) = 0: (2.22) . I further stress the simplicity of this method: It only requires the first partial derivatives of the vector-field.
h-grid.
In the Runge-Kutta scheme I will need to determine η h (x) at the different x-values (2.14). Consider for example η h (x 0 ). I then set up a grid around x 0 , and will base my δ h x on Lagrange interpolation polynomials derived from function values at the 3 ns points:
This gives p = 2 in (2.21) and (2.23). The following is important: Seeing that h is small I can take A 0 to be constant on the h-grid. The error from this can be collected into a n = O(ǫ + h) cf. (2.13) and does therefore not change the result. A −1 0 can therefore be stored outside the iteration in n. 25) which is linear in the fast variables but non-linear in the slow ones. From the Jacobian matrix ∂ y Y = diag (−1, 1) it follows that the slow manifold is of saddle type. The SO method can then be used to compute η explicitly which I in Fig. 2 .1 compare with a numerical solution η h at x = (−0 In Fig. 2. 2 I compare the results of applying the modified Runge-Kutta scheme to
with a high-precision solution using Matlab's ode45 for different values of δτ for ǫ = 10 −3 . I started the integration from x(0) = (−0.5, −0.7)
T and integrated up until τ = 10. The absolute and relative tolerances of ode45 were set to 10 −12 and I used η = (η 1 , η 2 ) T from the Maple computation, again including terms up to order ǫ 8 . In the modified Runge-Kutta scheme I used the method described in Corollary 2.5 using η 0 and ∂ x η 0 explicitly, stopping the iteration when the error
26)
had reached below a tolerance tol, which I here set to be 10 −12 . I used
the factor 0.1 being a "safety factor" aiming to ensure that the error from the approximation of η was subordinate to the error of the Runge-Kutta scheme. Moreover, I ensured that h was always ≤ 10 −2 . Figure ( To demonstrate the use of this procedure for normally elliptic slow manifolds I consider the following example due to Neishstadt: Example 2.7. Consider the Hamiltonian function
27)
e −n sin(nx 1 ) and with non-standard symplectic form ω = dy 1 ∧ dy 2 + ǫ −1 dx 1 ∧ dx 2 giving the equations:
Sinceẋ 1 = ǫ∂ x2 H = ǫ I have x 1 − x 10 = ǫt so that upon writing p = y 1 + iy 2 and possibly translating t I obtain:ṗ
e −n sin(nǫt).
I can integrate this directly to obtain
The resonances at n = 1/ǫ ∈ N obstruct the existence of an invariant slow manifold, see also [10] . The corresponding terms are, however, exponentially small due to the factor e −n . In particular
or simply
defines a slow manifold with exponentially small O(e −1/ǫ ) error-field. Let N (ǫ) = ǫ −1 and denote by f N the partial sum N n=1 e −n sin(nx 1 ) of f . From the geometric sum I then realize that η 1 can be written as
and similarly
In this form, the slow manifold can be realized to be in agreement with the result of applying the SO method to Hamilton's equations (2.28). Indeed, the SO method gives after N applications an approximation of the form
which can be verified by induction on N . The problem is linear in the fast variables, and the SO and the modified SO method therefore gives the same result. In the following section I will explain the SOF method which will be used to approximate the fibers. 
Here U 1 (u, v, w) : {v} × {w} → R ns is a bilinear function of v and w. The slow manifold is then given by {v = 0, w = 0} with stable manifold {w = 0} and unstable manifold {v = 0}. Note in particular, that the slow vector-field is independent of the fast variables to linear order. The SOF method approaches this ideal. To explain this first assume that the SO method, or the modified SO method, has been applied for an approximation of the slow manifold y = η(x). Then introduce y 0 by y = η(x) + y 0 so thaṫ
neglecting the exponentially small terms. Here Λ(x) = X(x, η(x)), µ 0 (x) = ∂ y X(x, η(x)) and
while R, T = O(y 2 0 ). I then seek a transformation of the slow variables of the form
pushing the error γ = µ 0 χ to higher in ǫ. Here φ 0 ∈ R ns×n f . This giveṡ
where µ 1 is
Here ∂ x φ 0 times Λ is understood column-wise. In the SOF method one is looking for a solution φ 0 = φ that makes the curly brackets (2.32) vanish:
As with the SO method this is then approached iteratively, letting first
Then the new error is µ 1 which is smaller
Iterating this procedure one obtains the full SOF method: Proposition 2.8. (The SOF method [39] ) Provided ǫ is sufficiently small, then the function φ =
, where the φ n 's satisfy the linear equations
solves (2.33) up to exponentially small error
for some constant c > 0 independent of ǫ. Proof. I refer the reader to [39] . As for the modified SO method it also here suffices to replace A = A 0 + a in (2.34) by A 0 since a = O(ǫ + δ 0 ) is small and can therefore along with ∂ x Λǫφ n be combined into error at the following step µ n+1 = −ǫ∂ x φ n Λ + ∂ x Λǫφ n − φ n a. Indeed, the last two error terms are by Cauchy estimates subordinate to the first error and the exponential estimates can therefore also be obtained in this case. I combine this with the case where η = η h is determined from the discretized SO method in the following proposition: Proposition 2.9. Assume that the conditions (2.15) and (2.18) hold true and let η h be given as in Proposition 2.4. Then provided ǫ is sufficiently small, the function
solves (2.33) up to the error
Proof. I can proceed as it was argued for Proposition 2.4. I just note that
Since the function φ h enters the transformation (2.31) as ǫφ h this error appears as O(ǫ 2 h p + e −c/ǫ ) as in (2.23) and subordinate to the error in (2.21) . This is also why I here settle with approximating
x (η h − η 0 ) (as it was done in Corollary 2.5). Example 2.10. The function ǫφ can also be computed explicitly for the linear toy problem in Example 2.6:
Again I use Maple and include terms up to order ǫ 8 . In Fig. 2 .4 I compare this with a numerical solution ǫφ h at x = (−0.5, −0.7)
T taking again h = ǫ. In agreement with the analysis, I see that the order is O(ǫ 4 ). In the following section I combine the iterative methods to obtain a method to approximate the motion near a saddle-type slow manifold.
3. Using η and φ to obtain non-stiff subproblems -The SO-SMST method. The following transformation: I have formally decoupled the slow variables from the fast ones. I will quantify the error in Proposition 3.1 below. However, within this approximation, the fast variables can be solved for usinġ
which is a non-autonomous system once x 0 = x 0 (τ ) has been obtained from (3.3) . Here I f = id ∈ R n f ×n f . The equation for x = x(x 0 , y) (3.5) has been obtained by inserting x = x 0 + ǫφ(x 0 )y 0 into y 0 = y − η(x) and Taylor expanding about y 0 = 0. This introduces an error of O(ǫ 3 y 2 0 ) which is subordinate to the remainder O(ǫy 2 0 ) I ignored in (3.1). I shall use this principle near a saddle type slow manifold constructing the type of trajectories that are computed by the SMST algorithm. Consider a base trajectory x 0 = x 0 (τ ) solving (3.3) with x 0 (0) = x 00 and x 0 (T ) = x 0T . I then wish to compute an approximation to a trajectory connecting to such base trajectory, in the sense that it decays to the base trajectory exponentially fast at one end and escapes from it exponentially fast at the other end. I do this as it is done in the SMST algorithm [13] specifying the stable components y s0 = π z s (y − η(x(0))) at t = 0 and the unstable ones y uT = π z u (y − η(x(T ))) at the other end t = T /ǫ. In particular, I use the approximation
also used in (3.5), to write these components as
resp.
In contrast to the SMST algorithm, however, collocation is only performed on the fast y-space as I have already approximated the base trajectory. Moreover, I only need to consider time intervals of order t = O(1) in each end. This means that the vector-field in this collocation problem has no ǫ −1 factor. As such it is well-conditioned. The length of the time intervals can be estimated through the eigenvalues of ∂ y Y (x, η(x)). Suppose that r 0 = y s0 is small and that λ s > 0 is a lower estimate of the absolute values of the real parts of the eigenvalues of ∂ y Y (x, η(x)) with negative real parts, then
is an estimate for how long it takes y 0 to decrease below a given tolerance tol (≪ ǫr 2 0 cf. (3.6) below). At t = t 0 I then enforce the condition that the unstable components of y = y(t 0 ), that is π z u (y − η(x 0 (ǫt 0 ))), vanish. At the other end, I then let r T = y uT and suppose that λ u > 0 is a lower estimate of the real parts of the eigenvalues of ∂ y Y (x, η(x)) with positive real part. Then
is an estimate for how long it takes y 0 to decrease below, now in backward time, a given tolerance tol (≪ ǫr 2 T ). At t = T /ǫ − t 1 I therefore enforce the condition that the stable components of y = y(T /ǫ − t 1 ), that is π z s (y − η(x 0 (T − ǫt 1 ))), vanish. This defines two boundary value problems on the fast space, each only involving O(1)-many equations. They are solved by the same collocation principle as used in the SMST algorithm on the full space. For t ∈ (t 0 , T /ǫ − t 1 ) I set y(t) = η(x 0 (t)), that is y 0 = 0. Finally, x = x(τ ) is obtained from (3.5) . I refer to this method as the SO-SMST method.
Having described the trajectories considered, I return to the error introduced from replacing (3.1) by (3.2):
Proposition 3.1. Suppose that y 0 = y 0 (t) decays exponentially fast to the slow manifold y 0 = 0 in one end and escapes it exponentially fast at the other end. That is assume that there exists a positive constant λ so that y 0 (t) ≤ r (exp(−λt) + exp(−λ(T /ǫ − t))) , for t ∈ [0, T /ǫ], where r = max{ y 0 (0) , y 0 (T /ǫ) }. Then the error ∆x 0 = ∆x 0 (τ ), taking ∆x 0 (0) = 0, from replacing (3.1) by (3.2) is
Proof. Given that ∆x 0 (0) = 0 and (3.1) then ∆x 0 satisfies
with L = sup x ∂ x Λ and some C > 0, for ǫ and r sufficiently small. Applying Gronwall's inequality in integral form [1] then gives
from which the result follows. Remark 3.2. For the trajectories computed in [13] where the stable and unstable components are taken from the critical manifold, setting (1.7)| ǫ=0 resp. (1.8)| ǫ=0 to 0, this gives r = O(ǫ) and an error of order O(ǫ 3 ). The error ∆x 0 from replacing (3.1) by (3.2) gives rise to an error ∆y 0 in y 0 . I describe this in the following proposition: Proposition 3.3. Letỹ 0 be the solution obtained of (3.4) using (3.3) and (3.5) and set ∆y 0 =ỹ 0 − y 0 . Then there exist constants C 1 and C 2 independent of ǫ and r so that:
for all t ∈ [0, t 0 ]. Proof. It directly follows that
Now use (3.6) and Gronwall's inequality in integral form to obtain (3.7). Example 3.4. In this example I consider the following linear singular perturbed boundary value problem:
taken from [19] . Setting x = u and y = ǫu ′ I can write this as a slow-fast systeṁ
with respect to the fast time t = ǫ −1 τ . Here y = 0 with ǫ = 0 is a normally hyperbolic critical manifold. The SOF method gives η = ǫ and ǫφ = −1 both exact in one single step. Since the problem is linear with ǫφ independent of x this also implies that the SO-SMST method gives the true solution
1 − e −1/ǫ , up to any desired accuracy uniformly in ǫ ≪ 1. This is not the case for the SMST method unless a Shishkin mesh is employed, see e.g. [19] .
Numerical results for a model for reciprocal inhibition.
To demonstrate the SO-SMST method I consider a model for a pair of neurons coupled by reciprocal inhibition [36] :
Here the fast variables v 1 and v 2 are interpreted as the membrane potential of two neurons coupled synaptically through the terms involving f . The slow variables q 1 and q 2 represent the gating of membrane channels in the neurons. The model does not incorporate the fast membrane currents, and in that sense it is slightly caricatural. However, still more reduced models have been used to study reciprocal inhibition of a pair of neurons [37, 43] . The model was also considered in [13] , the paper presenting the SMST algorithm. I use the same parameter values as in [11, 13] : 
Computation of base trajectory.
I compute a trajectory segment on the slow manifold, which includes the segment B' in Figure 6 (c) in [11] , using the modified Runge-Kutta scheme that includes the SO method for the approximation of the slow manifold. The time T was set to 0.5. I use the fact that the critical manifold can easily be written as q = η −1 0 (v) from which I also obtain ∂ q η 0 . As opposed to Example 2.6 the vector-field U is now nonlinear in the fast variables, and therefore there is now a real difference between the modified and the traditional SO methods (recall Remark 2.2). For this case I found it useful to first use the traditional SO method a few times to ensure that the error was below ǫ and then applied the modified SO-method, presented in Proposition 2.1, for the consecutive steps. The result for ǫ = 10 −3 is shown in Fig. 4 .1 in terms of projections onto the (q 1 , v 1 , v 2 )-space (a) and the (q 1 , v 1 )-plane (b). The thick line is the computed trajectory on the slow manifold. In forward time the flow is from the lower left to the upper right. At the tip of this trajectory I have included some trajectories with initial conditions that are displayed from the slow manifold by distances of ±10 −10 along the stable and unstable manifold. These were obtained from direct integration using Matlab's ode15s with tolerances set to tol = 10 −10 . I use δτ = 10
in the Runge-Kutta scheme and h = 10 −4 < ǫ −1 δτ 5/2 = 10 −2 . Again I highlight that it is not possible to compute such a trajectory directly using the SMST algorithm. With the SMST algorithm such a trajectory will include fast transients. The segment I have computed is much longer than the one in [11] . To realize this one can for example compare Fig. 4 .1 (b) with Figure 6 (c) in [11] . It took 0.01 seconds to compute the trajectory in Matlab on an Intel Core i7-3520M 2.90 GHz processor. This time includes the computation of ǫφ which I will use in the next subsection. is fixed to be −0.025410414452 at τ = T . This gives a distance of r = 0.1 from the slow manifold at both ends. In (b) I compare this with an accurate reference trajectory obtained using the SMST algorithm by plotting the Euclidean norm of the difference of the two solutions as a function of time. There is a good agreement between the two trajectories, the maximal error being ≈ 7.5 × 10 −6 . This value is in some sense also consistent with Proposition 3.1: Here ǫ = 10 −3 and r = 0.1 so ǫr 2 = 10 −5 . The computation of the approximation using the principle in section 3, which is visualized using the projections in Fig. 4 .2 (a) took 1.6 seconds. The 1.6 seconds include the time required for the propagation of the base trajectory and the time for the collocation on the fast space. Fig. 4 .3 display v 1 = v 1 (τ ) (a) and v 2 = v 2 (τ ) (b). Here the fast transients are clearly visible. Finally, I highlight that if I used the resulting time mesh from the SO-SMST method, t-fine at the ends, τ -fine in-between, in the SMST collocation method then I get an accuracy of 3.0 × 10 −8 but it took about twice as long (3.1 seconds to be precise). I continued in this way for smaller values of ǫ while fixing r = 0.1, computing trajectories using the SO-SMST method, and then using the resulting time mesh in the SMST collocation method. The time used for the collocation method was still about twice as long, but more importantly the SMST method did not converge for smaller values of ǫ than ǫ = 5 × 10 −6 . The two methods use the same Matlab collocation code. In fairness, I again stress that, as opposed to the considerations in [14] , I have fixed the distance r from the slow manifold while decreasing ǫ.
In Fig. 4 .4 (a) I use the principle from section 3 and compare it with the SMST algorithm for three different values of r = 0.1, 0.5 and 1, showing the last part of the trajectories for these three different cases. The thick line is based on the principle from section 3 while the thinner lines are due to the SMST algorithm. The error increases with increasing r. In (b) the square of r in (3.6) is verified by computing the slope ≈ 2 of the maximal error as a function of r on a logarithm scale. Here the maximal error is again understood as the maximum over τ ∈ [0, T ] of the Euclidean distances between the trajectories obtained from the two methods using an accurate SMST solution as a reference.
By applying the SO-SMST procedure I have reduced the problem into non-stiff subproblems and as such the singular nature of the original problem have been removed. Therefore there no numerical issues appear when ǫ becomes extremely small. In Fig. 4 .5 I compute similar trajectories to the ones above but consider ǫ being extremely small. I again fix the distance from the slow manifold to be r = 0.1 in both ends. In (a) the exit trajectories are shown in the (v 1 , q 1 )-plane while (b) shows the the time required as a function of ǫ. I recognize the ≈ 1.6 seconds for ǫ = 10 −3 .
5.
Numerical results for FitzHugh-Nagumo model. The FitzHugh-Nagumo model is a PDE model for the membrane potential of a nerve axon which is derived as a simplification of the Hodgin-Huxley model:
with f a (u) = u(u − a)(1 − u) and parameters p, γ, d and a. When looking for traveling wave solutions of the form u(t, s) = x(s + ct), v(t, s) = y 1 (s + ct), y 2 = y ′ 1 one obtains the following finite dimensional slow-fast systemẋ = ǫ(y 1 − γx),
Geometric singular perturbation theory has been used successfully to analyze this system, see e.g. [16, 14, 20] and references therein. In particular, the Exchange Lemma has been applied to prove the existence of homoclinic orbits including both fast and slow segments. Homoclinic orbits correspond, by the traveling wave ansatz, to traveling pulse solutions of the PDEs. I shall, as a further proof of concept, compute such trajectories. I shall as in [13] restrict attention to a = 1/10 and d = 5, and I also set f ≡ f 1/10 .
To explain an example of a homoclinic orbit I first note that the one-dimensional critical manifold The thick dotted line is γ 2 , the result of applying the SO-SMST algorithm to connect γ 1 to M r . There is a discrepancy at the connection of γ 1 with γ 2 . It is however small and not visible being only 5 × 10 −9 .
6. Conclusion. I presented an alternative method for the computation of canards using iterative methods to approximate the slow manifold and its fiber projections. This included a numerical implementation of a modified SO method (also known as the iterative method of Fraser and Roussel) in a classical fourth order Runge-Kutta scheme for the computation of these unstable trajectories on the slow manifold. This part applies to other types of slow manifolds even normally elliptic ones. For the computation of transients the SOF method for the approximation of fibers was augmented and a principle of splitting the problem into two non-stiff subproblems was outlined and demonstrated on a model of reciprocal inhibition and on the FitzHugh-Nagumo model. This principle benefits from the fact that the singular nature of the problem has been removed -there are as such no problems encountered when letting ǫ become extremely small. 7. Acknowledgement. I would like to thank Morten Brøns for helpful discussions and providing valuable feedback in the preparation of this document.
