This paper proposes an unscented transformation for a FastSLAM framework. The unscented transformation is used to estimate robot poses in conjunction with generic particle filter used in standard FastSLAM framework. This method can estimate robot poses more consistently and accurately than the use of single standard particle filters, especially when involving highly nonlinear models or non-Gaussian noises. In addition, our algorithm avoids the calculation of the Jacobian for motion model which could be extremely difficult for high order systems. We proposed two different sampling strategies known as a symmetrical and a spherical simplex to unscented transformation to estimate robot poses in FastSLAM framework. Simulation results are shown to validate the performance goals.
Introduction
SLAM solves the problem of building a map and then recovering the robot pose with observations obtained from sensors mounted on the robot. The robot senses its own motion and at the same time identifies nearby landmarks. The SLAM problem can be presented as a probabilistic process known as a Markov process (1) . In particular, the robot motion is usually considered as a Markov process. Consider a mobile robot moving through an environment taking relative observations of a number of unknown landmarks using a sensor located on the robot as shown in Fig. 1 . The robot pose at time t will be denoted by x t . The robot environment possesses N static landmarks. Each landmark is denoted by θ n for n = 1, . . . , N.
The set of all landmarks will be denoted by θ. SLAM algorithms calculate the posterior over the entire path along with the map such as p xdata association variables, in which each n t specifies the identity of the landmark observed at time t. To compute the posterior in Eq. (1), the robot is given a probabilistic motion model, in the form of the conditional probability distribution p (x t | x t−1 , u t ) . This distribution describes how a control u t , affects the resulting robot pose. On the other word, it is described that the current pose x t is a probabilistic function of the robot control u t and the previous pose x t−1 .
Another information used to solve the SLAM problem is measurement model. As the robot moves around, it takes measurements of its environment using appropriate sensors. This sensor measurements are governed by a probabilistic law referred to as a nonlinear measurement model as p (z t | x t , θ, n t ) . In accordance to general SLAM current trend, both models will be referred to as nonlinear functions with independent Gaussian noise as follows:
p (x t | u t , x t−1 ) = h (u t , x t−1 ) + w t (2) p z t | x t , θ n t , n t = g θ n t , x t + u t
Here h and g are nonlinear functions, and w t and u t are Gaussian noise variables with covariance Q t and R t , respectively. In recent years, many researches on SLAM were originated from a seminal paper by Smith and Cheesman (2) , in which the use of the extended Kalman filter (EKF) was proposed for solving SLAM and it was firstly implemented by Ref. (3) . However, there are two limitations of the EKF approach. One is the high computational cost to maintain a multivariate Gaussian vector which requires quadratic time in the dimension of the map. Therefore, it was proposed in Refs. (4) and (5) to build a set of smaller maps and then combined them to build a large one. The other is related to the data association problem. It is critical to choose the correct data association hypotheses because different data association hypotheses lead to different maps. Maintaining posteriors over multiple data associations makes the SLAM algorithms more robust. Unfortunately, Gaussian distributions cannot represent multi-modal ones, so only the most likely data association can be incorporated. As a result, the approach tends to fail catastrophically when the incorporated data association is incorrect. Another family of SLAM algorithms is called FastSLAM (6) . It was pointed out in Ref.
(7) that the errors of the feature estimates would be independent if a robot path was given. This property is a base of FastSLAM algorithms to solve the SLAM problems. Particle filters are used to estimate the robot path. Conditioned on these particles, the mapping problem is factored into separate problems. Therefore, one EKF for each feature is used to update the feature estimate. However, the standard FastSLAM frameworks used an EKF to improve the accuracy of a proposal distribution, but the EKF involves Jacobian matrices and the linear approximations of the nonlinear functions. Calculating the Jacobian is unwelcome effort, and inaccurate approximation to the posterior covariance deteriorates the estimate accuracy and the filter consistency. Therefore, in this paper we introduce an unscented transformation in the FastSLAM framework to eliminate the linearization as well as the Jacobian calculation. In
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Kim et al. (8) , the authors proposed unscented transformation for all components of FastSLAM framework. This will increase total computational cost especially in calculation number or sigma points for each components of FastSLAM known as robot pose estimation, landmark estimation and weight calculation. In our proposed method, we are focusing the unscented transformation for robot pose estimation only and the others remain unchanged. In addition, we also proposed a different sampling strategy known as a spherical simplex to unscented transformation to estimate robot poses in FastSLAM framework. We then compared three types of FastSLAM known as FastSLAM2.0, unscented FastSLAM and spherical simplex FastSLAM, respectively. The structure of this paper is as follows. In section 2 we generally describe about the FastSLAM framework and present two sampling strategies of the unscented transformation for the FastSLAM in section 3. A simulation setup for a SLAM problem is shown in section 4, as well as discussion on the simulation results. The paper is concluded in section 5.
A FastSLAM Framework
In general, the FastSLAM2.0 framework consists of three parts: the robot state estimation, the feature state estimation, and the importance weight calculation. In this section, we discussed a fundamental knowledge of these three parts in detail.
Introduction to FastSLAM Framework
The FastSLAM algorithm, introduced by Montemerlo et al. (9) , is an efficient algorithm for the SLAM problem that is based on a straightforward factorization. This algorithm partitions the SLAM posterior in Eq.
(1) into a localization problem and an independent landmark position estimation problem conditioned on the robot pose estimate. It can be shown in the following form: p x Fig. 2 The SLAM problem is concerned with estimating the locations of the landmarks and the robot's path from the controls u t and the measurements z t . The robot moves from pose x 1 through a sequence of controls, u 1 , u 2 , . . . , u t . As it moves, it measures nearby landmarks denoted by z 1 , z 2 , . . . , z t . The gray shading illustrates a conditional independence relation. Fig. 2 illustrates the correctness of this factorization in form of a dynamic Bayesian network (10) . As this graph suggests, each measurement z 1 , . . . , z t is a functions of the position
Journal of System Design and Dynamics
Vol. 6, No.5, 2012 of the corresponding feature, along with the robot pose at the time the measurement was taken. The robot path and the individual feature estimation problems are considered to be independent of each other. Therefore, the exact location of each feature is independently from each other and it is given by the following equation:
Notice that all probabilities are conditioned on the robot path x t . There are two possible cases, depending on whether or not the feature θ n was observed in the most recent measurement. In case of new features have been measured (n t n), the most recent measurement z t has no effect on the posterior, and neither has the robot pose x t or the correspondence n t . Thus, we obtain:
If n t = n, that is, if θ n = θ n t was observed by the most recent measurement z t , the situation calls for applying Bayes rule, followed by some standard simplifications:
This gives us the following expression for the probability p
An equation in Eq. (5) can be proved by mathematical induction. Let assumed that the posterior at time t − 1 is already factored:
This statement is trivially true at t = 1, since in the beginning the robot has no knowledge about any feature, and hence all estimates are independent. At time t, the posterior can be shows as following form:
Then, substituted Eq. (9) in Eq. (10) gives us:
Notice that we have substituted our Eqs. (6) and (8) as indicated. This shows the correctness of Eq. (5). Therefore, the main form in Eq. (4) now can be proved by the following generic
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where the superscript [m] indicates the index of the particle, x t, [m] is its path estimate, and μ n,t are the mean and covariance of the Gaussian vector, representing the n-th landmark location attached to the m-th particle.
There are two versions of FastSLAM, named as FastSLAM1.0 and FastSLAM2.0. In the FastSLAM2.0, the robot poses are sampled under the consideration of both the control u t and the measurement z t , while in the FastSLAM1.0, this consideration is based on only the motion control u t , and their distribution can be referred to as in Eqs. (14) and (15), respectively.
As a result, the FastSLAM2.0 is superior to the FastSLAM1.0 in all aspects (11) . Therefore, in this section, the explanations are related to the FastSLAM2.0 and it can be divided into three common steps known as sampling a robot pose, updating the observed landmark estimate and an importance weights.
Sampling the Robot Pose
In the FastSLAM2.0, the robot poses are sampled under consideration of both the motion u t and the measurement z t , as mention in Eq. (14) .
This proposal distribution then can be reformulated as following forms:
It is clear that the proposal distribution is the product of two factors: the next state distribution
t−1 , u t , and the probability of the measurement z t . Calculating the latter involves integration over possible landmark locations θ n t .
Unfortunately, sampling directly distribution in Eq. (16) is impossible because it does not even possess a closed form. However, a closed form solution can be attained by linearized the function g as follows: n,t−1 the predicted landmark location. The matrices G θ and G x are the Jacobians (first derivatives) of g with respect to θ and x, respectively:
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Under this EKF-style approximation, the proposal distribution of Eq. (14) is Gaussian with the following parameters:
where the matrix S
[m] t is defined as follows:
Updating the Observed Landmark Estimate
The updating step of FastSLAM2.0 remains the same as in previous FastSLAM. Fast-SLAM2.0 updates the posterior over the landmark estimates based on the measurement z t and the sampled poses x [m] t . The estimates at time t − 1 are once again represented by the mean μ n,t . The nature of the update depends on whether or not a landmark n was observed at time t. For n n t , we already established in Eq. (6) that the posterior over the landmark remains unchanged. This implies that instead of updating the estimated, we merely have to copy it. For the observed feature n = n t , the situations more intricate. Equation (7) already specified the posterior over observed features, here written with the particle index m:
As stated in the previous section, g is linearized to retain Gaussianity of the posterior. This leads to the following update equations, whose derivation is equivalent to that of the standard EKF measurement update (12) .
The Importance Weights
Resampling is necessary even in our new version of FastSLAM, since the particles generated do not yet match the desired posterior. The problem is the normalizer η [m] in Eq. (16), which may be different for different particles m. This normalizer is the inverse of the probability of the measurement under the m-th particle:
To account for this mismatch, our algorithm resamples in proportion to the following importance factor:
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For a complete derivation of the importance weight in the FastSLAM2.0, see (9) and (11) . Using a particle filter along with an EKF for robot pose estimation contains the linearization errors, and so that it may be prevented from a successful data association and cannot make an accurate map.
To solve these problems, we propose the unscented transformation for robot poses to the FastSLAM framework in the following section.
Unscented FastSLAM
In general, the FastSLAM2.0 framework consists of three parts: the robot state estimation, the feature state estimation, and the importance weight calculation. In this section, the unscented transformation to the first part is discussed in detail. The last two parts still remain unchanged as applying to FastSLAM2.0. We proposed two different sampling strategies to unscented transformation known as symmetrical and spherical simplex and they are discussed in detail in the following subsection. On our mind, the first part is crucial to develop accurate maps as well as to reduce overall computational cost. In addition, this project is an extension of previous work that can be referred to in Ref. (13) .
An Unscented Transformation for a FastSLAM Framework
In general, the FastSLAM uses a particle filter to sample over robot paths and each particle processes N low-dimensional EKFs, once for each of the N landmarks. Instead of using linearizing through the 1st-order Taylor series expansion used by EKF, the proposed method introduces a set of deterministic points known as sigma points to propagate them through nonlinear model (14) . In other word, we replace the EKF used in the standard FastSLAM by an unscented transformation filtering method. To avoid confusion, the use of a particle is referring to the component used by particle filter to sample robot paths, while a sigma point is referring to the component used by an unscented transformation to replace the work performed by the EKF in standard FastSLAM framework. Since an observation is not always detected, constructing the proposal distribution and sampling from this prior have two steps. One is the prediction step and the other is the measurement update step. At first, the state vector is augmented with a control input and the observation
Here, t−1 . Q t and R t are the control noise covariance and the measurement noise covariance, respectively.
A symmetric set of 2L + 1 sigma points χ
for the augmented state vector can be calculated as
where γ = √ L + λ and L is the augmented state vector dimension. The λ = α 2 (L + κ) − L and α (0 < α < 1) should be a small number to avoid sampling nonlocal effects when the nonlinearities are strong. κ is a scaling parameter that determines how far the sigma points are separated from the mean and a good default choice is κ = 0 (14) .
The set of sigma points χ
is then propagated through the motion model h (·) given byχ 
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where the constant weights w i m and w i c are parameters related to computing mean and covariance given as follows (14) :
Here, the parameter β is used to incorporate the knowledge of the higher order moments of the posterior distribution.
As some features are observed, the data association provides their identities, and the updating step can be performed. The measurement sigma pointsZ
Vol. 6, No.5, 2012 In a case of a FastSLAM, a set of L + 2 sigma points χ
for the augmented state vector can be calculated as t−1 , and Z i is the ith column of the spherical simplex sigma point matrix. Z i can be computed by the following algorithm:
• Choose the value 0 ≤ W 0 ≤ 1.
• The sequence of weights is chosen as
• In order to use the advantages of the scaled transformation, the previous weights are transformed by the following way (16) :
where α is the sigma points scalar factor (0 < α ≤ 1), which allows to minimize the higher order errors.
• The vector sequence is initialized as
• The vector sequence is expanded for j = 2, . . . , L according to
• Finally, in order to incorporate information of higher order, define (16) :
. . , L + 2 where β denotes a parameter that affects the weight of the zeroth sigma point for the calculation of the covariance, allowing to minimize higher order errors if a previous knowledge of the distribution is provided for x. For a Gaussian distribution, the optimal selection is β = 2. Once the sigma points have been calculated such as in Eq. (40), the predicting and updating steps can be accomplished using standard unscented transformation as mentioned in previous subsection. This can be computed from Eq. (30) to Eq. (39).
Simulation
In order to verify the performance of the proposed framework, some experiments were conducted using simulation data with 20 feature landmarks and known data association. The simulator was developed based on the work in Ref. (17) . The exploration area of the vehicle is 40 meters wide and 100 meters long, and the landmarks are randomly located in the area. unscented FastSLAM (SSUFastSLAM). As initial conditions, we set the number of particles equal to 100 for three of these estimators.
Motion Model and Observation Model
In our experiments, we consider a simple Ackerman steered vehicle model as shown in Fig. 4 . This vehicle is equipped with a set of dead-reckoning sensors that measure the back wheel speed and the the steering angle. The nomenclatures are as follows: The motion model of the vehicle is assumed to be described as follows:
This vehicle is equipped with a range and bearing sensor. It can sense an object bounding in ±30 degree semi-circle with the maximum range of 30 meter. The measurement equation Vol.6, No.5, 2012 is as follows:
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where f i is a landmark feature available at time when the sensor takes a measurement. This landmark feature is assumed to be static and represented as a Cartesian coordinate system as ( f i,x , f i,y ). w t ∼ N(0, R t ) is a zero-mean Gaussian white measurement noise with R t = diag 0.1 2 , 1 2 in unit m 2 , deg 2 .
Experimental Results
Figs. 5, 6, and 7 show the results of a FastSLAM2.0, an unscented FastSLAM and a spherical simplex unscented FastSLAM individually compared to true vehicle trajectory, respectively. Every estimator has been similarly performed at the beginning of the trajectory. However, their performances become different when the vehicle enters a first corner. For better performance comparison of each estimation method, we combine all three estimation results in the same figure as shown in Fig. 8 . We can not see a significant difference among three estimation methods because the axis scales used are quit large but in some place, we can clearly see that the two proposed estimators drawn with a red-line and a green-line respectively performed better than the standard FastSLAM2.0. To obtain more promising result, we have computed the rms vehicle position error using the following equation,
wherex i andŷ i are estimates for the vehicle position. In addition, we investigate the effect of the number of particles used in estimation, we have reduced this particle number from 100 particles to 50 particle and finally to 10 particles.
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Vol.6, No.5, 2012 Other simulation setup remains unchanged as previous one. We then calculated the root mean square (rms) error of x-axis, y-axis and vehicle position each filtering estimation method and with different number of particles.
Figs. 9 (a), 9 (b) and 9 (c) show the rms error of vehicle pose estimated by three estimators for a 100-particle case, 50-particle case and a 10-particle case, respectively. Note that, the estimated trajectory for 50-and 10-particle cases are omitted because the difference between them can not be found as discussed in Fig. 8 . Between 2000 and 2500 time steps, the vehicle traveled in u-shape trajectory and no measurement or observation has been made because the feature landmark is not located in the semi-circle of sensing area.
As a result, the updating stage is not performed at this time and this gives the rms error
Vol.6, No.5, 2012 is quite large. However, for overall rms errors, the proposed method, although the number of particles was reduced, remain at better performance compared to the standard FastSLAM. It can be shows in Tables 1 (a), 1 (b) and 1 (c) that give a solid proved that the proposed two FastSLAMs had better performance over the original FastSLAM2.0 Once again, it can be seen that, although the number of particles was reduced, the SSUFastSLAM remain at better performance compared to the standard FastSLAM. Tables 1 (a), 1 (b) and 1 (c) give a solid proved that the proposed two FastSLAMs had better performance over the original FastSLAM2.0.
We further analyze the impact of the number of sigma points used by the UFastSLAM and the SSUFastSLAM for processing time. By using build-in MATLAB function known as profiler and PC with 2.GHz CPU and 3.0GB RAM, processing time for both methods for the case of 10-, 50-and 100-particle has been calculated as shown in Table 2 . From the table, it is clearly found that the required processing time depends on the total particle and also the number of sigma points used. As expected, the time required by the UFastSLAM was longer than the time spent by the SSUFastSLAM. This is due to the fact that the SSUFastSLAM uses only n + 2 sigma points while the UFastSLAM uses more sigma points (2n + 1). In general, although both methods have nearly the same performance in estimation, the SSUFastSLAM has the advantage of fast in processing time.
Conclusions
In this paper, an unscented transformation for robot pose estimation has been applied to a FastSLAM framework and its performance has been also evaluated. In addition to the proposed standard symmetrical sampling technique, we also present a spherical simplex sampling technique used in unscented transformation to evaluate the unscented FastSLAM. The simulation showed that the proposed methods gave better estimation, compared to the previous FastSLAM2.0. It was demonstrated by comparing the actual robot trajectories with the Fast-SLAM2.0 and the unscented FastSLAM. Furthermore, we reduced the number of particles from 100 particles to 50 and 10 particles. As a result, the proposed methods still maintained its better performance compared to standard FastSLAM. The rms errors of x-axis, y-axis, and robot position then also clearly proved that the proposed methods had better performance then the standard FastSLAM.
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