ABSTRACT Wi-Fi localization is an active research topic, and various challenges are not yet resolved in this field. Researchers develop models and use benchmark datasets for Wi-Fi or fingerprinting to create a quantitative comparative evaluation. These benchmarking datasets are limited by their failure to support dynamical navigation. As a result, Wi-Fi models are only evaluated as usual classifiers without including actual navigation maneuvers in the evaluation, which makes the models incapable of handling the actual navigation behavior and its impact on the performance. One common navigation behavior is the cyclic dynamic behavior, which occurs frequently in the indoor environment when a person visits the same place or location multiple times or repeats the same trajectory or similar one more than once. For this purpose, we developed two models: a simulation model for generating time series data to support actual conducted navigation scenarios and a Wi-Fi classification model to handle dynamical scenarios generated by the simulator under cyclic dynamic behavior. Various testing scenarios were conducted for evaluation, and a comparison with benchmarks was performed. Results show the superiority of our developed model which is infinite-term memory online sequential extreme learning machine (OSELM) to the benchmarks with a percentage of 173% over feature adaptive OSELM and 1638% over OSELM.
I. INTRODUCTION
Indoor localization or indoor positioning systems (IPSs) are considered non-fully resolved research problems. Different technologies, such as personal dead reckoning (PDR) [1] and wireless-based systems [2] , have been used for IPS. Wireless local area networks (WLANs), which are collectively known as Wi-Fi technology, are widespread and readily available to enable and support broadband communications. Wi-Fibased positioning, particularly indoor Wi-Fi-based positioning, is a mature positioning technology due to its simplicity, ease of access to Wi-Fi received signal strength (RSS) measurements on various devices and systems, and low cost of implementation. Considerable research has been dedicated to Wi-Fi-based indoor positioning. Surveys on this topic can be found in [3] .
The research community recognizes that Wi-Fi-based positioning can reach an accuracy down to a few meters. However, available benchmarking datasets for Wi-Fi-based positioning are limited. Most researchers use them in conventional machine learning scheme for training and testing. This usage is useful for testing localization performance under static scenarios. The practical installation of systems includes the dynamical aspect that is essential in driving the localization prediction. Therefore, a valuable benchmarking must support the generation of data depending on the entire navigation scenario.
Some researchers [4] argued that the four factors below hinder the objective evaluation of existing Wi-Fi-based IPSs: multi-floor, multi-corridor, or even multiple multi-story buildings.
• Non-standardized conventions regarding stored data:
Works have focused on storing the RSS of heard access points (APs) in a certain measurement point (dBm versus linear scale and conventions for non-heard AP), determining the number of RSS and AP values to store per measurement point (all heard versus some truncation rules), and deciding on the number of times the measurements should be collected and which spacing or grid to use.
• Non-standardized localization hardware: Studies have considered different AP models and many possible strategies to deploy the Wi-Fi network infrastructure.
• Non-unified understanding regarding the available data:
Researchers have dedicated efforts on treating a heard AP over multiple floors (separately, per floor, or in a 3D space) and interpreting data stored by floors with missing height dimension.
Such factors have been resolved by providing open source datasets [4] . Nevertheless, an important factor can be added to the limitation of using datasets as benchmarking for development. This factor is the static nature of the provided dataset, which prevents its utilization by the developer for evaluating dynamical scenarios of its IPS.
The actual nature of mobility of people in an indoor environment is its dynamical aspect. People in an indoor environment have the following features as reflected by their recorded trajectories:
1-These people have cyclic dynamic nature. Specifically, when a person goes from one place to another, he or she may return to the previous place. Going back and forth is also a general behavior of these people. For example, a person in an office area goes to the restroom or another office in the building. 2-The velocity of the moving person is not constant and varies within certain range. This condition brings additional dynamics to the trajectory. 3-Certain segments of the path are repeated. For example, using corridors requires a person to go from the same segment in the going and returning directions. The above-mentioned characteristics bring difficulty to the classifier during classification. Specifically, the APs that are used for feeding the classifier with features will change in number. This change is due to the limited range of one AP; accordingly, some APs will go out of the range, and others will enter the range of the Wi-Fi sensor. As a result, the classical learning classifiers, such as OSLEM, will not be effective anymore. Several researchers have aimed to address this matter by using adaptive feature classifiers, such as FA-OSELM, which create a new neural network and perform transfer learning when the number of features changes. The transfer learning is responsible of transferring the knowledge from the old to the new neural network. However, these classifiers cannot restore the old knowledge from previous neural networks when a person visits an early visited place. The contributions of this study are summarized as follows:
1-An approach for extending the available datasets for benchmarking Wi-Fi localization and making it supportive to dynamical scenarios for evaluation is proposed. 2-An extreme learning-based classifier that can perform two functions, namely, transfer learning when the number of features changes and restoring old knowledge if needed, is proposed. 3-The simulator and the developed classifier are evaluated on the basis of state-of-the-art approaches. The remainder of the article is organized as follows. Section 2 provides the literature review. Section 3 presents the needed background. Section 4 presents the developed methodology, and Section 5 shows the experimental results and evaluation. Finally, Section 6 gives the summary and conclusion.
II. LITERATURE REVIEW
The literature review contains two subsections. Subsection A provides a review of the existing fingerprint datasets in literature. Subsection B presents a review of previous machine learning approaches for solving Wi-Fi localization.
A. FINGERPRINT DATASETS
Literature contains several datasets that have been collected as fingerprint to help researchers in Wi-Fi localization. These datasets differ in sizes, dimensions, covered space, and the nature of the studied building. Some datasets are collected in corridor-type environments [4] . Other datasets include several floors [5] . Some datasets contain a combination of single buildings [6] , whereas others contain a combination of multiple buildings [7] . The number of APs installed in the building also differs from one dataset to another. Table 1 presents a quantitative comparison of frequently used datasets as benchmarking for Wi-Fi localization.
The problem with these datasets is that they cannot support dynamical scenarios. Researchers usually partition the dataset into parts: training, validation, and testing parts. In such case, the location prediction is evaluated on the basis of the partitioning. However, Wi-Fi localization has a dynamic nature, and the trajectory of the moving person with respect to time affects the predicted location. Therefore, the dataset must be arranged as time series depending on the mobility of the user for realistic and practical classification.
Some researchers have developed channel models for Wi-Fi antenna to generate fingerprint data based on simulation. This way provides high possibility of evaluating different scenarios and characterizing the localization model from different aspects and factors related to the number of APs, its distribution, and the geometry of the building [11] .
From the literature review, we can conclude that no work on Wi-Fi localization has been conducted to generate time series data of APs under different mobility scenarios. Such model will make the empirical dataset useful for evaluating Wi-Fi localization models.
Several datasets for Wi-Fi localization are available [4] , [7] . Such benchmarks are useful as benchmark evaluation for different approaches developed for solving Wi-Fi localization. However, they are limited in the number of the scenarios to be tested. Specifically, when a user wants to evaluate scenarios with a dynamic nature, such as frequent mobility among several areas or any other scenario that includes cycles, the data should be in time series order. To generate such time series from the benchmarks, a simulator that accepts scenarios defined by the user and translates these scenarios to trajectory of features (i.e., time series) on the basis of the original benchmark data must be developed. In such case, the simulator will provide realistic data and resolve the static nature of the published data because data for unlimited number of dynamical scenarios can be generated.
Our developed simulator will be based on UJIIndoorLoc and TampereU. The UJIIndoorLoc database comprises three buildings of Universitat Jaume I that have at least four levels with areas of nearly 110.000 m2 [7] . This database can be utilized for classification purposes, such as regression or actual floor and building identification and actual estimation of longitude and latitude. UJIIndoorLoc was developed in 2013 with over 20 distinct users and 25 Android devices. The database consists of 1,111 validation/test records and 19,937 training/reference records. A total of 529 attributes all have the Wi-Fi fingerprint, including the coordinates of where the information was obtained, and other relevant information.
The TampereU dataset is an indoor localization database used for testing IPSs that are dependent on the WLAN/Wi-Fi fingerprint. The database was created by Cramariuc and Lohan [10] for testing indoor localization techniques. TampereU incorporates two buildings of the Tampere University of Technology that have three and four levels, respectively. The database contains 489 test attributes and 1,478 training/reference records of the first building, and 312 attributes of the second building. The coordinates (latitude, longitude, and height) and the Wi-Fi fingerprint (309 WAPs) are also contained in this database.
B. MACHINE LEARNING APPROACHES FOR SOLVING WI-FI LOCALIZATION
Numerous machine learning algorithms, such as OSELM [12] , have been used for Wi-Fi localization. OSELM has a fast learning speed that can lessen manpower and time costs associated with the offline site survey. This algorithm possesses an online sequential learning ability that allows the proposed localization algorithm to adapt to the environmental dynamics in a timely and automatic manner. Weighted extreme learning machine has also been integrated with signal tendency index for Wi-Fi-based localization on the basis of standardized fingerprint. In [13] , two types of robust extreme learning machines (RELMs), small-residual and close-tomean constraints, are proposed to address noisy measurement issues in IPSs. Their performance depends on the explicit feature mapping in the extreme learning machine. Secondorder cone programming is used to provide random hidden nodes and kernelized RELM formulations. These methods have been applied to indoor Wi-Fi localization and offer higher accuracy than the basic ELM. In [14] , ELM is utilized for a transfer learning framework. The developed framework can remove or add APs to the environment, thereby leading to changes in the fingerprint model. Transfer learning is utilized for the neural network to adapt to a new situation without collecting the new fingerprint. The old information obtained within the neural network may be moved to the new network with the assistance of two matrices for the input weight transfer matrix and an input weight supplement vector. The latter will aid the system to undertake the required adjustments concerning the evolving dimension of feature matrices among the domains along with online sequential learning. This model is useful for avoiding traditional and exhausting training processes when an expected update occurs in the data distribution because of domain or environmental changes. However, the model suffers from losing all the old knowledge and information acquired from the network. This knowledge is important when a high dynamical change occurs in the environment, which drives the restoration of the old knowledge in the system when another change occurs. One specific example regarding Wi-Fi localization is when users travel back and forth in areas of an indoor environment.
III. BACKGROUND
This section provides the needed background for our developed ITM-OSELM. Subsections A and B present an overview of OSELM and FA-OSELM, respectively.
A. OSELM REVIEW
Data are unavailable in advance for a broad range of applications. Instead, data are continuously generated with respect to time. Thus, each time a new block becomes available, training on the block of data is needed. In [15] , a mathematical method to perform online sequential learning for ELM called OSELM is developed. OSELM involves two main phases. In the boosting phase, SLFNs are trained using the primitive ELM method along with some batches of training data used in the initialization stage. After the boosting phase is completed, the training data in this phase are discarded. Then, OSELM learns the training data by chunks or individually. After the data are trained, all of them are discarded. The procedure of the OSELM algorithm is presented in Table 2 .
B. FA-OSELM REVIEW
FA-OSELM [14] transfers old knowledge to a new network from a pre-trained neural network when the number of features between the two networks differs. If same amounts of hidden nodes L are available, then FA-OSELM offers an input weight supplement vector Qi and an input weight transfer matrix P to move to the new weight a i from the old weights a i . To perform this task, FA-OSELM uses the equation that considers that the amount of feature changes from m t to m t+1 .
where
Matrix P must obey the following rules:
• Each line has only one ''1'', and the rest of the lines has all ''0''.
• Each column has only one ''1'' at most, and the rest of the lines has all ''0''.
• P ij = 1 indicates that, after a change in the feature dimension, the i th dimension for the original feature vector will become the j th dimension for the new feature vector. When the feature dimension increases, Q i will serve as the supplement. The corresponding input weight is also added for the newly added features. Moreover, the following rules serve as part of Q i .
• Low feature dimensions indicate that Q i can be considered an all-zero vector. Thus, no additional corresponding input weight is needed by the newly added features.
• If the new feature is represented by the i th item of a i when feature dimension increases, then a random generation of the i th item of Q i should be conducted on the basis of the a i distribution.
IV. METHODOLOGY
This section provides the developed method of building simulator for dynamical scenarios based on benchmark fingerprint. Subsection A presents the simulator architecture, and Subsection B gives the detailed procedure of the simulation. Subsection C discusses the developed ITM-OSELM architecture, and Subsection D provides the algorithmic part of ITM-OSELM. Finally, Subsection E presents the evaluation measures.
A. SIMULATOR ARCHITECTURE
The simulator is composed of four blocks: 3D visualization, trajectory definition, data labeling, and time series generation. Each of the blocks provides an input to the subsequent block. A block diagram of the sequential relation among the blocks is shown in Fig. 1 . The 3D visualization block determines the measurement points of the fingerprint of the environment in 3D geometrical plot. With this visualization, the user can estimate the trajectory that he or she will provide to the system. The trajectory is represented under three types of information: marker points that refer to the stop points in the trajectory, velocities that refer to the average velocity between two marker points, and pauses that refer the stopping period at each marker point. The trajectory definition block processes the trajectory information and generates the time series of point data that will be used for data labeling under the provided resolution or grid granularity. The time series generation block produces the features data with the labels. This block uses the threshold parameter that represents the radius of the circle. With this circle, the APs that can be sensed from certain location can be determined. Therefore, the final time series data are labeled depending on the defined resolution and contain features depending on the sensed APs in each location. These data are generated on the basis of the actual characteristics of the navigated trajectory with respect to velocities and pauses. Fig. 2 shows two examples of data visualization from TampereU and UJIndoorLoc. Fig. 3 shows the final generated trajectory depending on user input in one and two floors.
B. PROCEDURE OF WI-FI SIMULATOR FOR CYCLIC DYNAMICS
We aim to convert the predefined trajectory to time series of features with their corresponding labels depending on the number of APs in each point of the path. The generated records of the time series are dependent on the velocity of the moving person. The algorithm of this generation is called Wi-Fi simulator for cyclic dynamics (Wi-Fi-SCD).
To achieve this goal, the trajectory will be provided through three parts of information: the marker point vector, which represents the location of the stop points of the trajectory; the velocity vector, which represents the velocity vector between two marker points; the pauses, which represent the time period for each stop in the trajectory. The frame rate of the Wi-Fi sensor is regarded as an input to the algorithm. The algorithm will use this information to generate time series of the locations that the person has visited while moving. In each location, the Wi-Fi sensor will sense a set of APs to provide RSSI to the features of the record. The variable Thrsh is used to determine the sensed AP in certain location. This variable represents the radius of sensing of the Wi-Fi sensor. All the measurement points inside the fingerprint will be used as markers to include the RSSI of their APs inside the record of this location. The mathematical model of building the time series is given in Equations (5)- (8) .
where N denotes the number of marker points
where mp i denotes the marker points of the stop points during the path provided by the user, v i denotes the velocities between two stop points, T i denotes the time of pauses at the stop points, FR denotes the frame rate of the sensors, N 1 represents the number of repeating the point of the pause in the time series, and N 2 represents the number of repeating any point p t of the trajectory in the time series within a period of 1 s. After the points of the time series are generated, they will be transformed to new coordinate system depending on the defined resolutions by using Equations (9)-(10).
where Res.x and Res.y represent the grid granularity. The pseudocode that describes this algorithm is presented in Table 3 .
C. ARCHITECTURE OF ITM-OSELM
ITM-OSELM is a novel variant of OSELM and is presented to address the problem of knowledge loss. ITM-OSELM is composed of two blocks: one is transfer learning similar to that of FA-OSELM, and the other is external memory. The transfer learning block (TL block) transfers the knowledge from the old network to the new network when the number of features changes. This procedure is useful to avoid the knowledge loss in OSELM when some APs disappear and others appear. The external memory block (EM block) stores the weights related to the features that become disabled at certain point of time t. Whenever the features are active again, the EM block will provide the classifier with the weights related to these features. As a result, the classifier gains initial knowledge from the EM block to perform effectively. Considering that the classifier has already gained knowledge from the TL block, the EM block will complement this knowledge because the TL block is using the previous classifier to feed the EM block. However, the previous classifier does not contain any knowledge related to the new active features. Therefore, the EM block is needed to restore this knowledge. A block diagram to explain the concept of ITM-OSELM is provided in Fig. 4 . Notably, the neural network is evolving at certain time points t 1 , t 2 , t 3 . . . when the number of features changes. At each moment of change t k , a new neural network NN t k will receive knowledge from two sources: one is the TL block that will capture the needed knowledge from NN t k −1 , and the other is the EM block that will capture the needed knowledge from old neural network NN t j , where t j ≤ t k − 1. The structure of the EM block is depicted in Fig. 5 . The EM block is represented by a matrix with an input size denoted as N, which represents the total number of features in the system; and a number of columns denoted as L, which represents the number of hidden neurons in the classifier. The memory will be updated only when the number of features changes through storing the values of the weights of the features that become non-active. The memory will also be used when the number of features changes to initialize the classifiers with the weights of the features that become active.
D. ITM-OSELM ALGORITHM
The pseudocode of ITM-OSELM is presented in Table 4 . The data are received as chunks or blocks denoted as D t = {D 0 , D 1 , . . .}. The algorithm receives two types of information about the setting of the neural network that will operate: one is L, which represents the hidden number of neurons; the other is g, which represents the activation function. The output of the pseudocode is the predicted classes at each moment of prediction and the resulted accuracy that will be calculated once the labels of the data are given. From a Wi-Fi localization perspective, the person will use the AP values to predict where he or she exists. The actual location of the person can be determined in future moments. Thus, the neural network will use the ground truth as labels for updating the knowledge. The pseudocode indicates that, when the number of features changes, the following processes occur: update of the EM block for the old active features, transfer learning from the previous neural network for the same active features, and update from the EM block for the old active features.
E. EVALUATION SCENARIOS
Two datasets, namely, TampereU and UJIndoorLoc, are used to evaluate our approach. Two scenarios are generated for the two datasets: The first one is one-floor scenario which is (rectangular) scenario and the second one is multi-floor scenario which is (cubic) scenario. WiFi-SCD will be used for generating the different trajectory scenarios. After the time series are generated, they can be validated using machine learning models. We use online learning models because of the sequential nature of the data available. OSELM is a typical model for sequential learning. However, OSELM creates a new neural network every time new APs are sensed or old APs are lost. This procedure may cause some loss of old knowledge. By contrast, FA-OSELM preserves fair amount of old knowledge through knowledge transferring from the old to the new neural network. Thus, OSELM and FA-OSELM are used as benchmarks for comparison with our ITM-OSELM. The trajectories that are generated from the three models will be compared with ground truth. The trajectory will be represented for visualization in graphs, where the nodes represent the location and the edges represent the transition between edges.
Two main measures are generated: the accuracy of each of the calls of testing and training of chunk of data, and the correlation between the predicted path and the ground truth. A high correlation indicates improved performance of the model.
V. EXPERIMENTAL RESULTS AND EVALUATION
ITM-OSELM and Wi-Fi-SCD were evaluated using two datasets: TampereU and UJIIndoorLoc. As stated earlier, our aim was to evaluate the Wi-Fi localization model based on dynamical scenarios. Therefore, actual trajectories were generated using the Wi-Fi-SCD, and they were used for training and testing on ITM-OSELM. Two benchmarks were used for comparison: FA-OSELM and OSELM. The generated trajectories are rectangular and cubic. The average velocity of the moving person is 0.3 m/s. The time of pauses is 1 s. Every path was repeated for three times to show the repeatability of the experiment. Table 5 shows the configurations of the scenarios.
We calculated the prediction accuracy of the scenario with respect to each chunk of data. Figs. 6-9 show the results. The accuracy in each cycle was plotted (Fig. 10) to determine the improvement from one cycle to another. We plotted all figures for ITM-OSELM, FA-OSELM, and OSELM.
From the results, the following observations are obtained: 1. In the first cycle, ITM-OSELM and FA-OSELM show similar performance in accuracy. This trend is general for all evaluation scenarios. 2. In the first cycle, OSELM performs worse than the two other models. The reason is that OSELM lacks any transfer learning capability. 3. For all scenarios, ITM-OSELM shows an increasing trend in accuracy from one cycle to the subsequent one. This performance is due to its knowledge preservation capability, which is lacking in FA-OSELM. 4. For some scenarios, FA-OSELM exhibits an increasing trend in accuracy from one cycle to the subsequent one. By contrast, it shows a decreasing trend in accuracy for other scenarios. This inconsistency is attributed to that the number of features changes with the change in mobility of the person. In other words, if the last neural network of one cycle is useful in transferring its weights as initial weights to the first model in the subsequent cycle, then the accuracy will increase in the second cycle. We generated the improvement percentage of ITM-OSELM over FA-OSELM and OSELM in the last cycle with TampereU and UJIndoorLoc for summarizing the results as it shown in Figs. 11 and 12 .
Evidently, the developed ITM-OSELM model shows improvement over the two benchmarks for all conducted scenarios with the two datasets. Fig. 11 shows that ITM-OSELM obtains an improvement percentage of 173% over FA-OSELM for cubic scenario with UJIndoorLoc dataset. Fig. 12 shows that ITM-OSELM obtains an improvement percentage of 1638% over OSELM for cubic scenario with TampereU dataset.
For further evaluation, the geometry of the trajectories was compared with the ground truth to investigate the correctness of the prediction from the localization perspective. Figs. 13-16 show the predicted paths for our developed models (i.e., ITM-OSELM) and for the benchmarks (i.e., FA-OSELM and OSELM). Furthermore, the ground truth or actual path is shown for two scenarios (i.e., rectangular and cubic) with TampereU and UJIIndoorLoc datasets. From the results, the following observations are obtained:
1. The paths are presented in graphs, where each node denotes one predicted location, whereas each edge represents the previous location that is predicted before the person goes to the current predicted place. 2. Prior to evaluating the graph, two types of errors are defined: a-Irregular edges, which are edges that connect between two nodes that are not connected in the ground truth graph. b-Missing edges, which are edges that are missing between two nodes that are connected in the ground truth graph. The best graphs are the ones with low number of irregular and missing edges.
3. Some graphs do not contain time information. However, the frequency of the occurrence of each edge must be evaluated. Thus, we use edge thickness to indicate frequency of the occurrence of each edge in a graph. 4. For the two scenarios, ITM-OSELM provides graphs with lower number of irregular and missing edges than those of FA-OSELM and OSELM. The thickness of edges increases when they match with their corresponding ones in the actual conducted graph. 5. FA-OSELM has many irregular edges. However, it outperforms OSELM, which shows the highest number of irregular edges among the three models. 6. The irregular edges in ITM-OSELM are due to the multi-path nature of Wi-Fi signal in the indoor environment. However, the frequency of the occurrence of such edges is low, which indicates that adding a simple high-frequency filter or an outlier removal model can eliminate them or at least reduce them.
For comprehensive analysis of the performance of the predicted trajectory by ITM-OSELM and comparing it with those of the benchmarks, we generated the correlation in each cycle between their predicted trajectories and the ground truth trajectory. From the results in Fig. 17 , the following observations are obtained: 
VI. SUMMARY AND CONCLUSION
This study focuses on resolving two main problems in Wi-Fi localization literature: one is the limitation in the available benchmarking datasets for Wi-Fi-based positioning in supporting dynamical navigation scenarios; the other is the limitation of Wi-Fi localization models in the dealing with cyclic dynamical navigation because of lack of complete knowledge preservation. We established Wi-Fi-SCD simulator to solve the first problem. This simulator allows the user to enter a point, time, and velocity description of the conducted scenario within the map of the fingerprint and generates the feature data as time series while labeling the locations depending on the needed resolution. To solve the second problem, we developed ITM-OSELM. This method is an infinite-term memory classifier that can save built knowledge at any time and use it later in the conditions when the knowledge is needed. ITM-OSELM is combined of two parts: transfer learning part TL for transferring previous state knowledge and external memory EM for restoring older knowledge with an infinite memorization capability. For evaluation, Wi-Fi-SCD was used to generate dynamical navigation scenarios. 2D and 3D navigation scenarios were performed with different shapes and cycles. The generated scenarios were used to evaluate ITM-OSELM. A thorough comparison among ITM-OSELM and two benchmark Wi-Fi classification models, namely, FA-OSELM and OSELM, was conducted. The results show the superiority of our developed ITM-OSELM model to the benchmarks. The performance of our model increases with repeating navigation cycles, which emphasizes its knowledge preservation feature under cyclic dynamical navigation. The future work will test the generalizability of the proposed model to other types of classifiers and fields of machine learning applications. Furthermore, the impact of physical factors related to Wi-Fi signal on the performance will be investigated. 
