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The Foundations of Cybernetics. By F. H. GEORGE. Gordon and Beach, London, 1977. 
Adaptive Infonnotion Processing: An Introductory Survey. By JEFFREY R. SAMPSON. Springer Verlag, New York, 1976. 
These books, which cover roughly the same territory, are a study in contrasts. The territory, whether labelled cybernetics 
or adaptive information processing, centers on artificial intelligence and adaptive systems with such supporting areas as 
automation theory, biological systems, information theory, etc. Since the early fifties when there were bright hopes for a 
unified new science of information and control, there has been a tremendous radiation of ideas and approaches so that 
today the picture is one of a territory (rather than an area) rich in diversity, but lacking any centralizing theoretical framework. 
Even sufficiently predominant approaches which could serve as foci for exposition are largely lacking. 
That the original negative feedback theory of Wiener does not supply an operative foundation is ironically evident 
from George’s attempt to employ it in this way. After developing differential equations for the traditional linear second 
order servomechanism early in the book, he never returns to seriously employ this development, all the references to 
negative feedback not withstanding. Alas, in the present turmoil, the “foundations of cybernetics” are not readily 
perceivable, making exposition for the unitiated an extremely problematic affair. 
This much can be granted to George. But this is about all that can be said in his book’s favor. Sloppy is the most 
appropriate term for the editing and production. The printing is unbelievably messy to the point of illegibility in some 
places. Hand-done insertions and typographical errors and inconsistencies abound, seriously impairing comprehensibility. I 
doubt whether someone not already familiar with control theory, would not be mystified by the derivation of the equations 
referred to above, with its undefined and inconsistent notation. The nadir of inconsistency is reached on page 247 where we 
find the axioms: 
(3) If h -+ p, then p/h = I, followed by 
(4) If h +p. then p/h = 0. 
Such defective technical production might be forgivable were it not that the content matches it in quality. George’s 
approach was to survey as wide a range of research as possible, presumeably to provide an accurate picture of the state of 
the art. Commendable as this goal is, the result suffers from two inherent drawbacks: superficiality and obsolesence. 
Treatment of particular systems, devices and programs is usually so skimpy that a clear idea of the workings is not 
conveyed. While the fundamental concepts such as the predicate calculus, automata, and computers receive more attention 
it is not enough pedagogically. nor are the assertions always correct. Even though the book was published in 1977. the 
coverage stops at the early seventies. Feeling this to be a weakness, the author opens his preface with an apologia 
concerning delay between writing and publication (which might account for say two years), and closes the preface with 
various other resons for omission of “much work of considerable cybernetic merit”. 
In contrast, Sampson’s book is almost everything that George’s is not. Eschewing the temptation of completeness, 
Sampson’s approach is to concentrate on a few well selected core areas: information and automata (Part I), biological 
information processing (Part 2) and artifical intelligence (Part 3). In each area an attempt is made to provide both the 
background and motivation required to appreciate advanced systems at a level designed for the intelligent undergraduate. 
This is most successful in Part 1 where the material (information theory, finite automata, Turing machines and cellular 
automata) is conceptually clean cut. The ideal is much more difficult to achieve in Parts 2 and 3, yet it is doubtful that 
anyone can do better within the constraints imposed. Part 2 provides an extensive introduction to biological systems. 
Assuming little background is available to the computer science student, it at once exposits the prerequisite biological, 
genetic and neurophysiological findings and places them in an information processing perspective. This part closes with a 
review of three prototypical computer simulation studies whose sophistication can be appreciated with, and only with, the 
preceding background. Part 3 deals with pattern recognition, game playing, theorem proving, problem solving and natural 
language processing by presenting key approaches as exemplified in certain milestone works. 
Despite the complexity of the systems discussed in the last two parts, the writing is always lucid, stimulating and often 
tellingly evaluative. Nevertheless the instructor will have to fill in and reinforce the presentation. But this is as it should be 
since a good text should support but not usurp the role of the teacher. There are thought provoking exercises and anotated 
references at the end of each chapter. 
In sum, an excellent text for undergraduate computer scientists, it can be profitably read by advanced students and 
professionals for its unified exposition of biological and artificial information processing. 
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The Complexity of Computing. By JOHN E. SAVAGE. Wiley, New York, 1976. $22.95. 
The Complexity of Computing by John E. Savage deals with the areas of measuring the complexity of problems and 
analyzing the resources needed to compute afunction of a given complexity using a general purpose computer. The results 
are stated as inequalities which express tradeoffs between space and time. The topics covered are switching theory, 
sequential machines (including Turing Machines and RAM’s), computer architecture and the analysis of algorithms. 
This book may be an acceptable t xt for an advanced switching theory course, since it views the complexity of the 
process of computing interms of the complexity of the circuitry required to do the computing. However, it is not suitable 
as a text for a more general course concerned with the complexity of the computing process, since certain fundamental 
topics are not covered. The chapter on Turing machines, for example, omits classic results about ime and tape bounds for 
Turing machines. The chapter on analyzing algorithms overlooks the fact that several different cost criteria can be used to 
measure the complexity of an algorithm (one can talk about uniform or logarithmic time or space complexity, for example). 
No mention is made of asymptotic bounds or recurrence equations for determining the complexity of an algorithm. 
While the book is weak in analyzing the complexity of the process of computing, it is far weaker in its analysis of what 
is being computed. For example, computational complexity measures and complexity classes are not mentioned. Also 
missing are known results about he complexity of computing partial recursive functions. 
Savage’s text is dominated by a hardware approach to complexity. As such, it ditfers from the traditional pproach to 
complexity (e.g. Theory of Computation by Brainerd and Landweber, or “An Overview of the Theory of Computational 
Complexity” by Hartmanis and Hopcroft in JACM, July 1971). While we agree with the author that every computer 
scientist should be exposed to results concerning the complexity of what is being computed and how it is computed, we 
feel that this text, with its limited perspective, falls far short of that goal. 
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