Introduction
Two popular performance measures in optimal control theory are 74-and 1o -norms. These are defined in the frequencydomain for closed-4oop transfer matrices. The X2-norm of a transfer matrix G(s) is 116112 := 2 tramt(j)*G(jw)dw whereas the UO,-norm is 1101k := sup O¢[G(jw)) The former arises when the exogenous signals are either fixed or have a fixed power spectrum; the latter arises from (weighted) balls of exogenous als . X2-optimal control theory was developed in the 1960's; fle-optimal control theory is continuing its development. Zames' (1981) [Doyle, 1984) , in which the steps were as follows: parametrize all internally-stabilizing controllers (via Youla et al); obtain realizations of the cosed-loop transer matrix; reduce to the Nehari problem; solve the Nehari problem by the procedure of Glover (1984) . See also Francis (1987) and Francis and Doyle (1987) .
Controlle obtained by the above method tended to have high dimension. Moreover, the complexity of computation was substantial. However, Limebeer, Hung, and Halikias (1986, 1987) showed, for some special cases, how to reduce the statespace dimension of the controller to that of the plant. This suggested the likely existence of low dimension optimal controllers in the general case. Furthermore, Khargonekar, Petersen, Rotea, and Zhou (1987 [Wilems, 1971; Boyd et al., 19881. Define G(7(s) (H14) is applied, then the Jt4,-norm of the transfer matrix from w to z is less than 1.
Regarding the second part of the theorem statement, when a stabilizing state-feedback control law, say u -= F:, is applied, the system from w to z is linear, the transfer matrix Tz,S, belongs to R4,,, and
The theorem does not give an explicit formula for a. However, it can be computed as closely as desired by a search technique involving successive scaling.
The proof of this theorem is harde than that of theorem 1. This setup differs from the one in the previous section in that now u is generated by a controller K processing a measured vector y. Both G and K are real-rational proper transfer matrices. In the first subsection, K is to minimize the 712-norm of T,. the transfer matrix from w to z; in the second subsection, the 7,Xt-norm. In both cases K is constrained to provide internal stabifity (usual meaning).
In this section we assume the controller has full information about the state x of G. Thus y = x. The realization of the transfer matrix G is taken to be of the form
Notice that the parts from wo and u to z are exactly as in the previous section. Also, as in the previous section, the following assumptions are made:
(i) (A,B1) is stabilizable and (Cl,A) is detectable
The problem is this: find a proper, real-rational, internallystabilizing controler K which minimizes jJTwIl2.
Since the state z is available, the solution is the same as in the unconstrained input case. 
The new assumption, the fourth, is dual to the third and concerns how the exogenous signal w enters G: the plant disturbance and the sensor noise are orthogonal, and the sensor noise weighting is normalized and nonsingular. The contrler displayed in theorem S has a well-known separation strncture: the controllr equations can be written
F2 is the optimal feedbac gain wee z drectly meaured; L2 is the optimal filter gain; & is the optimal estimate of x. These latter equations have the structure of an observer-based compensator. Note that FX, is a suboptimal state-feedback gain, i.e., a suboptimal controller when the state z is directly available; see theorem 4. Tikewise, L7, is a suboptimal filter gain. Finally, w,,t := B1X,x can be interpreted as the worst disturbance input in the sense that it maimizes the quantity IIzII wJ-III2, and tv,,t is its estimate.
Conclusion
This paper considers a standard 7X) control problem that mimics a standard Xf2 problem. It is the simplest possible problem that captures all the essential features of the general case. There are a number of obvious generalizations, many of which have been completed and will appear elsewhere. Assumptions (i) to (iv) in section 5, and the assumptions that Dl = 0, Dn2 = 0, can be relaxed and similar results obtained using essentially the same methods [Glover and Doyle, 1988] , but the formulas are substantially more complicated. This paper gives necessary and sufficient conditions for the existence of a controller that achieves a given 4,)-norm bound, and a formula for such a controller when it exists. This controller is the maximuLm entropy solution [Mustafa and Glower, 1988] . It is relatively easy to use the same methods to parametrize all controllers achieving the norm bound as a linear fractional transformation on a stable contraction. Details wiU be given in the extended version of this paper. The formulas for all controlers in the general case can be found in [Glover and Doyle, 1988] .
Other extensions that we are way too cool to write up include the discrete-time and time-varying cases. Generalizations to infinite dimensional state-space models are the domain of the Mighty Thor.
