A fundamental question in human memory is how the brain represents sensory-specific information during the process of retrieval. One hypothesis is that regions of sensory cortex are reactivated during retrieval of sensory-specific information (1-3). Here we report findings from a study in which subjects learned a set of picture and sound items and were then given a recall test during which they vividly remembered the items while imaged by using event-related functional MRI. Regions of visual and auditory cortex were activated differentially during retrieval of pictures and sounds, respectively. Furthermore, the regions activated during the recall test comprised a subset of those activated during a separate perception task in which subjects actually viewed pictures and heard sounds. Regions activated during the recall test were found to be represented more in late than in early visual and auditory cortex. Therefore, results indicate that retrieval of vivid visual and auditory information can be associated with a reactivation of some of the same sensory regions that were activated during perception of those items.
W
e are readily able to remember past experiences that include vivid sensory-specific representations, such as the appearance of a recently encountered face or the sound of a new song. A fundamental question about memory is how the brain codes these rich sensory aspects of a memory during the process of retrieval. One longstanding hypothesis is that brain regions active during sensory-induced perceptions are reactivated during retrieval of such information (1) (2) (3) . Evidence in support of a reactivation hypothesis comes from studies of the visual system. Penfield and Perot stimulated visual cortex in awake humans and were able to induce specific visual memories, such as the image of a familiar street (4) . Single-unit studies in nonhuman primates have shown learning-induced modulation of inferior temporal neurons to visual associations such that the neurons showed response selectivity for learned visual items (5, 6) . Additionally, studies of mental imagery suggest that activity in visual cortex increases during the active reconstruction of visual images (7, 8) . The process by which auditory information is coded in memory is less clear. As with visual cortex, however, Penfield and Perot also discovered that they could elicit specific auditory memories from patients, such as the sound of a mother's voice, when they stimulated regions of the superior temporal lobes (4) .
The goal of the present study was to identify regions of the brain associated with the retrieval of vivid visual-and auditoryspecific information and to determine the extent to which these regions are a subset of regions primarily associated with modality-specific perception (encoding) of the same information. In other words, the goal is to determine to what extent sensory regions are reactivated during retrieval of sensory-specific information. To encourage vivid retrieval, a paradigm was developed in which subjects studied extensively a set of picture and sound items, each of which was paired with a descriptive label. For example, the label DOG was paired with a picture of a dog for half of the subjects and with the sound of a dog barking for the other half. After study, event-related functional MRI (9, 10) was used while subjects performed tasks requiring either the perception of presented sounds and pictures or the recall of studied sounds and pictures from memory.
Three separate tasks were examined. During the Recall task, no pictures or sounds were presented. Subjects saw only the labels of previously studied items and actively retrieved the pictures and sounds from long-term memory, indicating whether the studied item had been a sound or a picture. During the Perception task, subjects were presented with the studied (Old) items and indicated whether they were sounds or pictures. A third task was identical to the Perception task, except the items had not been studied (New). This final task was examined to determine the extent to which repeated exposure to items can mimic effects similar to those observed during retrieval of sensory-specific information.
Materials and Methods
Twenty-four subjects were recruited from the Washington University community. All subjects had normal or correctedto-normal vision, were native English speakers, reported no history of significant neurological problems, and showed a strong right-handed preference as measured by the Edinburgh Handedness Inventory (11) . Subjects were paid for participation and provided informed consent in accordance with guidelines set by the Washington University Human Studies Committee. Of the 24 subjects, 3 were removed from subsequent analysis because of excessive movement (Ͼ1mm͞run). Two additional subjects were removed for failing to comply with the behavioral procedures. A final subject was removed for technical reasons associated with structural data misalignment. Data analysis pertains to the remaining 18 subjects (7 male, 11 female; mean age 24.6 years).
Imaging Procedures. Imaging was conducted on a Siemens 1.5-Tesla Vision System (Erlangen, Germany). Headphones were used to dampen scanner noise and to present auditory stimuli. Visual stimuli were generated on an Apple Power Macintosh G3 computer by using PSYSCOPE (12) and were projected onto a screen positioned at the head of the magnet bore by using an Ampro model LCD-150 projector (AmPro, Melbourne, FL). Subjects viewed the stimuli by way of a mirror mounted on the head coil. Subjects responded by using a fiber-optic lightsensitive keypress interfaced with a PsyScope Button Box (Carnegie Mellon University, Pittsburgh, PA). Both a pillow placed within the head coil and a thermoplastic face mask were used to minimize head movement.
Structural images were acquired first by using a sagittal MP-RAGE T1-weighted sequence (TR ϭ 9.7 ms, TE ϭ 4 ms, flip This paper was submitted directly (Track II) to the PNAS office.
Abbreviation: BA, Brodmann's area.
angle ϭ 10°, TI ϭ 20 ms, TD ϭ 500 ms). A series of functional images were then collected with an asymmetric spin-echo echoplanar imaging sequence sensitive to BOLD contrast (T2*) (TR ϭ 2.5 s, TE ϭ 37 ms, 3 Behavioral Procedures. Subjects studied a set of 20 pictures and 20 sounds over a 2-day period. Each picture and sound was paired with a descriptive label and each study session consisted of 10 blocks of the 40 stimuli per day. Item modality was counterbalanced across subjects such that for half of the subjects a picture was associated with a particular label while for the other half a sound was paired with that label. Each picture study trial consisted of the presentation of a label for 750 ms, followed by 500 ms fixation, then by the visual item for 3 s. Each auditory study trial consisted of 750-ms label followed by 4.25-s fixation, during which the auditory stimulus was presented. Picture stimuli ranged in size from 3°to 11°visual angle and included both grayscale and color pictures. Sound stimuli were constructed such that their durations ranged from 1.0 s Ϫ 2.5 s with an even distribution across that range. Instructions during study were to memorize each picture and sound thoroughly, and subjects were informed that a test would be given on the items during the scan. Subjects were unaware of the exact nature of the test until immediately before it was actually administered. All text was in 24-pt bold Geneva font (black-on-white on-screen presentation), and all visually presented items were centered on the screen. Total length of study and test trials was 5 s.
On the third day, all subjects were scanned by using functional MRI and were given both a Perception and a Recall test. During the Perception test, subjects were presented with each studied label͞item pair, viewed or listened to the item, and made a right-hand button press indicating whether it was a picture or a sound. During the Recall task, subjects saw only the labels of previously studied items and were instructed to retrieve the items from long-term memory and, after fully retrieving the information, to make a button response indicating whether their memory was of a picture or sound. The purpose of the perception task was to define sensory-specific regions that might be reactivated during the Recall task. Reaction times for button presses were recorded on a Macintosh G3 computer. There were a total of four functional runs per subject. The Perception test was given during the first two runs, the Recall test during the next two. Each run comprised 60 randomly intermixed trials, including 20 visual, 20 auditory, and 20 baseline fixation trials, yielding a total of 40 visual, 40 auditory, and 40 fixation trials per test condition for each subject.
Six of the subjects received two additional runs each of the Perception and Recall tests (for a total of eight runs). The label͞item pairs for the additional two runs of Perception were entirely new. This condition was added to investigate the effect of repeated exposure to studied items on perception of those items.
Event-Related Functional MRI Data Analysis. Data from the functional runs were preprocessed to correct for odd͞even slice intensity differences and motion artifact by using a rigid-body rotation (13) . Sync interpolation was used to account for between-slice timing differences caused by differences in acquisition order, and linear slope was removed on a voxel-by-voxel basis (14) . The data were normalized to a mean magnitude value of 1,000. To permit across-subject analysis, anatomic and functional data were transformed into stereotaxic atlas space based on Talairach and Tournoux (15) .
Functional data were averaged selectively (9, 16) across runs on the basis of testing condition (Perception, Recall) and trial type (picture, sound, fixation). Data were then averaged across subjects and statistical activation maps constructed on the basis of comparisons between trial types by using a t-statistic (9) . A set of estimated hemodynamic response curves were used as a comparison with the obtained hemodynamic responses. The estimated response curves consisted of a set of time-shifted ␥ functions (16, 17) . Statistical activation maps were generated by comparison of Sound and Picture trials (Sound-Picture). Peak coordinates were generated with the statistical criteria of 19 or more contiguous voxels (152 mm 3 volume) above P Ͻ 0.001 (see ref. 16 ). For significant peaks occurring closer than 12 mm of one another, the most significant peak was retained.
To obtain time courses for regions of interest, regional analyses were performed on the averaged Sound-Picture data by using the identified peak locations as seed points. Specifically, all voxels within 12 mm of a peak location that were more significant than P Ͻ 0.001 were included in the region. Mean percent signal change was then computed for each event type (visual, auditory, fixation). For all regional analyses, baseline fixation was subtracted from Sound and Picture trials to obtain a mean regional signal change that was not contaminated by hemodynamic response overlap (9, 10, 16) . Further analysis of time-course data was completed by using paired t tests (random-effects model) to compare time-course amplitude estimates (18) for picture and sound trials in both fusiform and superior temporal regions. In addition, one sample t test was used to determine whether the signal in each region for each condition differed significantly from zero.
Results
Behavioral performance indicated that subjects were readily able to identify whether the studied items were pictures or sounds (98.8% accuracy). Moreover, two sources of behavioral data suggest that subjects were likely to be retrieving the items in a manner preserving aspects of the original perception of the item. First, on debriefing, all subjects reported a clear sense of remembering vivid details of the studied items. Second, the reaction time data from the scanned Recall test showed a significant correlation between the response duration and the actual length of the original studied sounds. Subjects took longer to respond when remembering studied sounds that were longer in duration (r ϭ 0.32, P Ͻ 0.05). In an independent behavioral study of 24 subjects (using similar study procedures), this behavioral observation was reinforced by finding that subjects, when explicitly asked, could indicate readily the duration of studied sounds (r ϭ 0.68, P Ͻ 0.0001) and width of studied pictures (r ϭ 0.68, P Ͻ 0.0001). Note that during the scanned Recall test, subjects were not asked explicitly to retrieve specific item features, such as duration, as was done in the behavioral study.
Brain activity maps, comparing picture to sound trials, were constructed separately for the Perception and Recall tasks (Fig.  1) . Comparison of picture and sound trials during Perception showed activation in regions of sensory cortex, including many primary and nonprimary visual and auditory cortical regions (Fig. 1 a, c, and e) . Activations in visual cortex extended from middle occipital gyrus ventrally along fusiform gyrus [near Brodmann's area (BA) 18͞19; Fig. 1a ] and dorsally to precuneus and parietal cortex (BA 19͞7; Fig. 1c ), whereas activations in auditory cortex extended from Heschl's gyrus to middle temporal gyrus (BA 41͞21; Fig. 1e ). Also activated in this compar-ison were bilateral frontal regions associated differentially with either picture or sound trials. Specifically, perception of pictures was associated with greater activation of middle frontal gyrus on the left (BA 47) and on the right (BA 10). Perception of sounds was associated with greater activation of regions near posterior inferior frontal gyrus on the left (BA 44͞45) and anterior inferior frontal gyrus on the right (BA 45͞46; see Fig. 1 ).
Of central importance, a subset of the regions activated during the Perception of pictures and sounds were activated significantly during Recall of pictures and sounds ( Fig. 1 b, d , and f ), revealing activity within distinct areas of the brain associated with sensory-specific memories. Picture Recall (compared with sound Recall) was associated with an activation near left fusiform gyrus (BA 19͞7; Fig. 1b) and also bilateral dorsal extrastriate visual regions extending to precuneus (BA 19͞7; Fig. 1d ). Direct plotting of the activated visual locations in reference to estimated areal boundaries (19) showed that the visual areas were most likely beyond areas V1, V2, V3a, and V4. For reference, activation maps were constructed for two of the subjects (Fig. 2 a and b) showing significant regions of activation in left fusiform gyrus. Significant peaks (P Ͻ 0.001) obtained during picture Recall are listed in Table 1 .
Recall of sounds was associated with bilateral activations near superior temporal gyrus, with left greater than right (Fig. 1f ) . Note that the right-sided response did not reach statistical significance by using the strict criteria described in Materials and Methods. These regions were located lateral and posterior to primary auditory cortex (BA 22) on the basis of gross anatomical landmarks (20, 21) . Regional specificity relative to primary auditory cortex was determined by examination of activation and anatomic maps for the five individual subjects with the most significant effects (maps for two of the subjects are shown in Fig.  2 c and d) . For each subject, distinct regions of activation were lateral and posterior to but did not include Heschl's gyrus (BA 41). Table 2 lists the significant peaks observed during Recall of sounds (compared with Recall of pictures).
To explore further the behavior of visual and auditory regions associated with signal modulation during Recall, time courses for the averaged picture and sound (both compared with Fixation) trials were generated for the regions near fusiform (Fig. 3 a and  b) and superior temporal gyri (Fig. 3 d and e) . The fusiform region demonstrated an increased response to retrieved picture information as compared with sounds [t(17) ϭ 4.41, P Ͻ 0.0005), with a clear response present during both picture [t(17) ϭ 8.19, P Ͻ 0.0001) and sound trials [t(17) ϭ 5.20, P Ͻ 0.0001). This response pattern, including a response during sound Recall, was expected because of the presence of visual stimuli (label cues) during both trial types. Recall of pictures appears to significantly increase the response in fusiform gyrus beyond that elicited by the visual word cue. The superior temporal region showed an increased response to sound Recall trials [t(17) ϭ 3.53, P Ͻ 0.005), but no detectable response to picture trials [t(17) ϭ 0.51, P ϭ 0.61), with a significant difference between Recall for sounds over recall for pictures [t(17) ϭ 2.96, P Ͻ 0.01). These results indicate that the fusiform and superior temporal regions are activated selectively on the basis of the modality of the retrieved information.
Recall was also associated with bilateral frontal activation for picture (Left: BA 6; Right: BA 6͞44) and sound (Left: BA 44͞45; Right: BA 45͞46; see Fig. 1f ) items. These regions were segregated spatially by modality: recall of pictures activated regions located in dorsolateral prefrontal cortex, whereas recall of sounds activated regions in inferior prefrontal cortex.
A subgroup of six subjects were given a Perception task in which entirely new items were presented (New). Activation maps comparing picture and sound items for Perception of both Old and New items were generated for this subgroup. Similar regions were activated for both conditions, with minor variations evident on visual inspection. To determine what effect Perception of New vs. Old items had on the critical sensory regions showing modulation during Recall, time courses were plotted for the fusiform and superior temporal gyrus regions (Fig. 3 a and d) . Perception of Old pictures resulted in a trend for a slightly reduced response in fusiform gyrus compared to perception of New pictures (t[5] ϭ 2.51, P ϭ 0.05) (Fig. 3c) , perhaps revealing a subtle example of perceptual priming (22, 23) , whereas perception of New and Old sounds showed a similar response in superior temporal gyrus (t [5] ϭ 0.70, P ϭ 0.52) (Fig. 3d) . Critically, the subtle priming effect is in the opposite direction to that observed in the explicit Recall task, where remembering Old items was associated with significantly increased activation in modality-specific regions. Thus, simple repeated exposure to an item does not mimic the effects of active remembering. 
Discussion
These results indicate clearly that brain areas in visual and auditory cortex are transiently active during memories that involve vivid visual and auditory content, respectively. Retrieval of pictures activates secondary visual areas, whereas retrieval of sounds activates secondary auditory areas. The visual regions activated include a left ventral fusiform region typically associated with object properties such as shape, color, and texture (24, 25) and several bilateral dorsal regions near precuneus that have been associated with the processing of spatial properties of objects (25, 26) . The functional nature of the auditory regions associated with Recall is less well characterized. To determine the extent to which the regions activated during Recall comprised a subset of those activated during Perception, signal change time courses for picture and sound Recall trials were examined in earlier regions of visual and auditory cortex (lingual and Heschl's gyri, respectively; not shown in the figures). The most prominent signal modulations between retrieval of pictures vs. sounds were found in secondary cortex, whereas earlier cortex showed relatively little, if any, effect of modality. This indicates that the sensory-specific regions activated most robustly during Recall of pictures and sounds represent a distinct subset of those activated during Perception, specifically involving late rather than early sensory regions in this study.
Taken collectively, these data demonstrate clearly that vivid retrieval of sensory-specific information can involve the reactivation of sensory processing regions, supporting a reactivation hypothesis (1) (2) (3) . Several open questions remain, such as whether these findings will generalize to situations where a single study episode is performed and whether earlier sensory regions can be activated when source retrieval encourages access to specific visual features. Recent evidence from Nyberg et al. (27) indicates that these results may generalize to situations in which information is encoded in a single episode.
These results are broadly consistent with findings from several other studies. Miyashita recorded from single units in nonhuman primate inferior temporal (IT) cortex and found neurons that responded preferentially to certain previously studied visual items (6) . Importantly, Miyashita determined that these items had become associated with each other during study and that the neuronal responses were evidence for the formation of learned visual associations in IT. D'Esposito et al. (8) had subjects form mental images of the referents to concrete words during functional MRI and found a region of increased response in left fusiform gyrus. Concerning the auditory domain, the present results are in agreement with a recent study by Zatorre et al. using positron-emission tomography that showed a bilateral increase in blood flow in auditory cortex during recall of songs (28) .
Interestingly, the regions activated during Recall showed a tendency to be left lateralized. Visual cortex activations in fusiform gyrus were strictly on the left (using our statistical criteria), whereas the more dorsal occipitoparietal activations were bilateral. Auditory activations were bilateral at a lower statistical threshold (Fig. 2 b and d) with only the left region reaching the strict criteria applied during analysis (but see ref. 27 ). The reason why significant fusiform gyrus activation was limited to the left hemisphere is unclear. Lesion studies have shown that patients with posterior left hemisphere lesions have difficulty with image generation (29) and visual memory (30) . Likewise, neuroimaging studies of visual mental imagery show strong left-lateralized activations (7, 8) . These results suggest that left visual cortical areas are involved in the retrieval of at least certain types of visual information from long-term memory. The role of the frontal regions in the Recall task is also of considerable interest. One possible hypothesis is that prefrontal cortex coordinates top-down memory retrieval processes by which information represented in posterior cortex is accessed and manipulated in accordance with current task goals (31, 32) .
