In this paper, we consider the question of representing an entire function of finite order and type in terms of finitely many bits, and reconstructing the function from these. Instead of making any further assumptions about the function, we measure the error in reconstruction in a suitably weighted L p norm. The optimal number of bits in order to obtain a given accuracy is given by the Kolmogorov entropy. We determine this entropy in the case of certain compact subsets of these weighted L p spaces, and obtain constructive algorithms to determine the asymptotically optimal bit representation from finitely many samples of the function. Our theory includes both equidistant and non-uniform sampling. The reconstructions are polynomials, having several other optimality properties.
Introduction
A band limited function is a function of the form x → τ −τ e −itx dµ(t) for some complex, Borel measure µ supported on an interval [−τ, τ ] . (The function is said to be band limited to [−τ, τ ] .) Because of their importance in signal processing, approximation of such functions has developed into a fairly large subject with many facets (e.g., [6] , [10] ). For example, Kowalski, Sikorski, and Stenger [9] have studied the question of how accurately a class of such functions can be approximated given n pieces of nonadaptive information. Among other results, they have determined the location of nodes so that any function from this class can be optimally recovered using samples of the function at these nodes.
A relatively new line of research in this theory is to obtain good representations of such functions using finitely many bits rather than finitely many real valued parameters. This problem has been studied from the point of view of communication theory in [3, 5, 1] among others. A typical feature of the encoding schemes is the following. One constructs a quantization mask, M , which is a matrix of size s × , fixed independently of the desired accuracy. Given a vector of samples f = (f (kh), · · · , f(kh + h − h)) T , one encodes the function f near kh by quantizing the vector M f . The approximation error in the reconstructions of f using this encoding behaves typically like h α for some α, although rates such as exp(−c/ √ h) have also been reported. In this paper, we wish to explore yet another aspect of this theory. Rather than processing one function for the purposes of communication, we wish to "tabulate" an entire class of functions using finitely many bits, so that an arbitrary element of this class can be recovered within a given accuracy using this "table". In this endeavor, we still rely upon finitely many samples of the functions involved. However, unlike the communication theory paradigm, we may assume that all the samples are known before the encoding process begins. In particular, the size of the quantization mask may depend upon the desired accuracy. This mask is computed only once, and then applied to a large number of functions.
To describe our motivations in a greater detail, we recall the notion of entropy of a compact subset K of a metric space (X, d) [12, Chapter 15] . Given > 0, let N (K) be the minimal number of balls of radius that cover K, and g 1 , · · · , g N (K) be a list of the centers of these balls. We note that a binary enumeration of these centers takes N (K) integers, each having at most log 2 N (K) + 1 bits. Given any f ∈ K, we find g j such that d(f, g j ) ≤ . We may then encode f using the binary representation of j, and use g j as the reconstruction of f based on this encoding. Thus, the metric entropy of K, defined by H (K, X) := log 2 N (K), gives (within one bit) the minimal number of bits necessary to encode any f ∈ K.
The notion of entropy is studied in different contexts by many mathematicians, including Kolmogorov and Tikhomorov [8] (See [12, Chapter 15] for further references). For the present paper, perhaps the most relevant result is due to Vitushkin. In [19] , Vitushkin considered a class of entire functions of finite exponential type (see Section 2 for precise definitions) as the compact subset K in the metric space X of continuous functions on [−1, 1], equipped with the supremum norm. He proved that H (K, X) = (log 2 (1/ )) 2 log 2 log 2 (1/ ) (1 + o (1)).
(1.1)
We observe that all band limited functions are necessarily entire functions of finite exponential type. Conversely, any entire function of finite exponential type is the Fourier transform of an "analytic functional" supported on a compact subset of the complex plane [18, Theorem 22.2, p. 233] . In this paper, we wish to study the entropy encoding of a class of entire functions of finite type and order, a further generalization of the class of entire functions of finite exponential type (which are of order 1). To the best of our knowledge, all the previous works on this subject assume that the functions under study are either bounded, or have a finite L 2 norm on the interval where the approximation takes place, whether the interval is finite or infinite. This assumption excludes certain elementary functions such as e x or cosh x, in the case when the approximation is desired on the whole real line R. In this paper, we will not make any assumptions on the set of functions to be approximated beyond the fact that they be of finite order and type. To compensate for this generality, we need to study approximation in a weighted norm on R. Since entire functions cannot possibly be compactly supported, and we wish to approximate them based only on their values on a compact interval, we use polynomial approximation.
The theory of weighted polynomial approximation is developed quite well during the last 30 years or so. One interesting feature of this theory is that the type and order of an entire function can be determined exactly using the sequence of the degrees of weighted polynomial approximation on R. In contrast, the sequence of the degrees of unweighted polynomial approximation on [−1, 1] can only estimate the type of the function.
It is not clear what the implications of using weighted approximation are for signal processing applications. However, we are able to accomplish several other objectives in this paper. The number of samples needed in constructing our quantizations, the number of bits in our representations, and the degree of the polynomials in our reconstructions are all asymptotically optimal. Our constructions are stable, both with respect to the errors in the samples, and with respect to the errors in the quantized integers. In the case of uniform sampling, the degree of approximation which we obtain is O((σ −cσ )), where σ is the sampling frequency; i.e., we obtain a rate far better than even the exponential rate.
Our techniques are also applicable in the case when an unweighted approximation is desired on a compact interval. In this case, it is necessary to take the samples on a slightly larger interval, or to take more samples near the endpoints of the interval. This problem does not arise in the case of approximation on the sphere. We are currently working on the analogue of our theory in this case.
In Section 2, we discuss some background material regarding weighted approximation. We will also state a new quadrature theorem based on an arbitrary point system on R, which will play a crucial role in our constructions. In Section 3, we state our main theoretical results regarding the metric entropy. To the best of our knowledge, these are new from the point of view of weighted polynomial approximation theory. In Section 4, we discuss algorithmic aspects of our theory, and describe the results of some numerical experiments. The proofs of the results in Section 2 and Section 3 are given in Section 5.
We wish to thank Mr. Güntürk for a stimulating and patient discussion of his work. We are also grateful to the referee for a painstaking and thorough reading of the first draft of this paper, and making numerous suggestions for its improvement.
Weighted approximation
It is easy to see that a function f , band limited to the interval [−τ, τ ] , is an entire function of finite exponential type τ ; i.e., it is the restriction to the real line of an entire function f that satisfies for every σ > τ and z ∈ C, the inequality |f (z)| ≤ M (f, σ) exp(σ|z|), where M (f, σ) > 0 is a constant depending on f and σ. More generally, an entire function f is said to have a finite order and type if for some σ > 0 and α ≥ 0,
The infimum of all the α's that work in this inequality is called the order of the function. The type of an entire function f of order λ is the infimum of the constants σ for which
The class of all entire functions f , real valued on R, and satisfying the condition
will be denoted by B τ,λ .
In this paper, we are interested in encoding and reconstructing functions on R that can be extended to entire functions of finite, positive order and finite, positive type. We wish to measure the error in the reconstruction in terms of (i) the number of samples of the function, (ii) (in the case of equidistant samples) the sampling frequency, and (iii) the number of bits in the encoding of the function.
For a (Lebesgue) measurable function h : R → R and 1 ≤ p ≤ ∞, we define the L p norm of h by
As usual, we denote by L p the class of all (Lebesgue) measurable functions h on R for which h p < ∞, where functions equal almost everywhere are treated as equal elements of L p . If the target function f is an entire function of order λ, we fix a number α > λ. Using the notation w α (x) := exp(−|x| α /2), we observe that w α f p is always finite for every p (1 ≤ p ≤ ∞), without making any further assumptions on f . Therefore, we require that the reconstructed function g should also satisfy w α g p < ∞. We may then measure the error for the reconstructed function g by (f − g)w α p . In fact, our reconstructions will be polynomials. In the important case of band limited functions, we will choose α = 2.
Since we need several facts regarding weighted approximation in this paper, we now briefly review some of these, and state a new quadrature theorem, which will be used extensively in our constructions in Section 3.
For y > 0, Π y denotes the class of all algebraic polynomials of degree at most y. If 1 ≤ p ≤ ∞ and w α f ∈ L p , we define the degree of approximation of f by
3)
The following Theorem 2.1 gives a complete characterization of the order and type of entire function of finite order and type in terms of the degree of approximation of the function. In the sequel, the symbols c, c 1 , · · · will denote positive constants depending on α, τ, λ, and other explicitly indicated quantities only. Their values may be different in different occurrences, even within the same formula. The inequalities cA ≤ B ≤ c 1 A will be denoted by A ∼ B. We also adopt the convention that M n will denote a quantity such that lim n→∞ M 1/n n = 1, where the limit is uniform for f ∈ B τ,λ , and the values of M n may be different at different occurrences, even within the same formula. In [14, Theorem 7.2.1(b)], [13] , we have proved the following theorem (with a different notation).
Then f has an extension to the complex plane as an entire function of order λ and type τ given by 
It is interesting to note that the formula (2.5) gives the type of the function exactly in terms of the degrees of approximation of the function. In contrast, in the case of unweighted approximation on a compact interval, the type can only be estimated using the degrees of approximation.
A very important fact in the theory of weighted approximation is that the supremum norm of weighted polynomials is attained on an interval depending only on the degree of the polynomial, and not on the individual polynomials involved. Thus, with
it is known [14, Theorem 6.1.6, (6.4.8)] that for any integer n ≥ 0 and P ∈ Π n , max
The following theorem gives an analogue in the case of the L p norms.
where
The proof of this theorem is essentially in [14] , but the precise form for A(α, η) is not given there. Therefore, we will sketch a proof of this theorem in Section 5. We need the following corollary of this theorem.
Corollary 2.1 Let
and the interval ∆ n,α be defined by
Then for integer n ≥ c and P ∈ Π n , we have
Next, we describe a quadrature formula based on arbitrary nodes on R. This is a new formula, the proof of which is a major part of this paper.
Theorem 2.3 Let N ≥ 1 be an integer, Let
be any set of real numbers, and
There exist numbers C(α), C 1 (α) > 0 with the following property. Let m be an integer,
14)
and
Metric entropy
We begin by stating the analogue of Vitushkin's result (1.1) in the context of weighted approximation.
Our main interest in this paper is to obtain constructive methods to represent a function in B τ,λ with (1)) bits, calculated based on the samples of the function at scattered points on R, and to reconstruct the function within an accuracy of .
In the following discussion, we assume that for every integer n ≥ c, one has found a set Y n of distinct points (at which the target functions will be sampled) so that the conditions in the above theorem and hence, the formulas (2.14), (2.15), and (2.16) are valid with Y n in place of Y and 2n − 1 in place of m. We will denote the members of Y n by y k,n , the cardinality of Y n by N n , and the weights w Yn;k by w k,n . The measure that associates the mass w k,n with y k,n , k = 1, · · · , N n , will be denoted by ν n .
To describe the encoding and reconstruction, we recall certain notation regarding orthogonal polynomials. It is well known that there exists a system of polynomials
If w α f ∈ L p for any p, 1 ≤ p ≤ ∞, we may define the Fourier orthogonal polynomial coefficients of f by
and write
The discretized version of the coefficients b k (α; f ) and the operators s n is given (for n ≥ c,
For x ∈ R, we will denote the largest integer not exceeding x by x and the smallest integer not less than x by x . For an entire function f having order λ > 0 and type τ > 0, we define
where ρ(α, τ, λ) is defined in (2.5). In the case of entire functions of finite exponential type τ , we have λ = 1, and ρ(2, τ,
The reconstructed function is then given by
The following theorem lists some properties of the quantized coefficients and the accuracy of the reconstructed function. 
The total number of bits needed to represent the integers
where the convergence is uniform on B τ,λ .
In particular, if > 0, and n be chosen to be the smallest integer so that the right hand side of (3.10) 
does not exceed , then the total number of bits needed to represent the integers
Comparing the estimates (3.9) and (3.10) with the nonlinear n-width expressions in [13] , we see that these estimates are asymptotically sharp. If the sets Y n consists of the zeros of the polynomial p n (α), then the conditions of Theorem 2.3 are not satisfied, but it is well known that there are positive quadrature formulas with these nodes which are exact for polynomials in Π 2n−1 . The operator s D n is then the operator of Lagrange interpolation at the nodes in Y n . In this case, the estimate is sharp also in terms of the number of samples. In general, the estimate is not sharp in this sense. Nevertheless, in the case when the sampling nodes are chosen to satisfy the conditions of the above theorem, the number of samples necessary to obtain a given accuracy in reconstruction does not exceed a constant multiple of the optimal number. In the case when Y n consists of equidistant nodes, the quantity δ −1 Y ∼ n 1/α represents the sampling frequency. The estimates (3.9) and (3.10) can then be interpreted as the rate of recovery which is much faster than the exponential rate in terms of the sampling frequency.
Finally, we make some comments concerning the stability of our processes. Towards this end, we note that the coefficients b k,n (α; f ), and hence, the integers I k,n (α, τ, λ; f ) and the operators s D n (α; f ) and S R n (α; f ) are all defined for any f : Y n → R. Further, in view of the quadrature formula (2.14), the polynomials {p k (α)} are orthonormal polynomials with respect to ν n as well for k = 0, · · · , n − 1:
Therefore, the quadrature formula and the Bessel inequality for the measure ν n together imply that for any f, g :
Thus, the operator s D n (α; f ) is stable with respect to errors in the observed samples. It will be seen in the proof of Theorem 3.2 ((5.31)) that for any f :
Using triangle inequality and (3.13), we obtain for any f, g : Y n → R:
Finally, let g : Y n → R denote the actual samples, and P n be a polynomial obtained by replacing the integers I k,n (α, τ, λ; g) by integersĨ k,n . Then using Parseval identity, we see that
To summarize, if the actual samples are g(y k,n ) rather than the ideal f (y k,n )'s, and the resulting integers I k,n (α, τ, λ; g) are further corrupted toĨ k,n , thus yielding a polynomial P n rather than S R n (α; f ), we have for f as in Theorem 3.2,
Algorithm and numerical results
In this section, we take the viewpoint that a set of sampling nodes,
is already determined. We will give a method for encoding and decoding functions which are restrictions to R of entire functions of order λ and type τ . We will fix α > max(λ, 1).
Quantization mask.
Find the largest integer n such that
where a 2n−1 (α), B(α) are described in Theorem 2.3, and such that there exist nonnegative weights w Y ;k satisfying (2.14) with 2n − 1 in place of m.
2. The quantization mask M is a n × N matrix given by
Encoding.
Given a vector of samples f := (f (y 1 ), · · · , f(y N )) T , construct I := Mf , where the operation · is done component-by-component. The encoding consists of finitely many integers as follows: The first integer is n, the next integer is max 0≤k≤n−1 log 2 ( log 2 |I k | + 1) , indicating the number of bits needed to store the maximum number of bits necessary to encode any of the components of I in the signed magnitude form. These two integers are followed by a sequence of n records of the form (Number of bits in |I k |, sign of I k , |I k |). Clearly, the records may be stored without any field or record separators. We do not claim that this is the optimal way to encode the integers, but it does not affect the asymptotic behavior for the number of bits needed to represent the function.
Decoding.
The decoding simply consists of the construction of the operator S R n (α; f ) from the information I as in (3.7) and (3.8).
Evidently, the most difficult part of this algorithm is the construction of the quantization mask. Since the mask depends only on Y and not on the target function, we may compute the mask once, and use it for all the functions to process. We observe that (2.14) is equivalent to the underdetermined system of equations
We may create an optimization target, for example,
|w Y ;k |, and solve a series of optimization problems where this target is minimized subject to the conditions (4.2) and the conditions w Y ;k ≥ 0, k = 1, · · · , N. We stop when this optimization is no longer feasible. The first target function seems to be the most attractive, since it ensures also that the resulting weights will come close to satisfy (2.15) as well.
In
Step 2 (as well as in Step 1 implemented using the above recommendations), one needs to compute the orthogonal polynomials {p k (α)}. In the important case of band limited functions, one may take α = 2. In this case, these polynomials are precisely the classical Hermite polynomials, and can be computed easily, using the recurrence relations (cf. [17, Formulas (5.5.8), (5.
In general, only the moments R x k w 2 α (x)dx are known, and it is a computationally difficult problem to calculate the orthogonal polynomials based on this information. In [4] , Gautschi has described some efficient procedures to accomplish this task.
We now describe the results of some numerical experiments in the case of encoding and decoding band limited functions using the above algorithm. Thus, we take α = 2, and calculate the corresponding orthonormalized polynomials using (4.3) and (4.4). For n = 1, 2, · · ·, we took N equidistant nodes in the range
and used linear programming to minimize N k=1 exp(y 2 k /2)w Y ;k subject to the constraints (4.2) and w Y ;k ≥ 0, k = 1, · · · , N. For N = 32, the maximum value of n for which this optimization problem could be solved turned out to be 12. Thus, we were able to construct quadrature formulas exact for Π 23 . The sampling frequency was 2.6667, the 2 -norm of the error in the solution of (4.2) was 3.4532 * 10 −9 , the value for the target function was 2.5066, and the number of positive weights was 32. For N = 64, we were able to solve this optimization problem to get quadrature formulas exact for Π 29 . The sampling frequency was 4.5714, the 2 -norm of the error in the solution of (4.2) was 1.791 * 10 −9 , the value for the target function was 2.5066, and the number of positive weights was 64.
Having determined the weights, we explored the simple target function e x , as well as a series of randomly chosen entire functions. We counted the total number of bits, bitno, necessary to represent the function using the encoding scheme described above, except for the one integer, which in all cases to be described here turned out to be 5. In each case, the error was measured by err = max x∈ [−16,16] 
(In the actual computation, we took the maximum over 512 equally spaced nodes in [−16, 16] .) For the function f (x) = e x , with N = 32, and hence, using n = 12, we found bitno = 240, and err = 1.1967 * 10 −6 . With N = 64, n = 15, we found bitno = 362, and err = 7.7738 * 10 −9 . At this stage, we introduced a modified procedure for finding I k,n (2, 1, 1; f ), which is more in line with the technique used by Vitushkin [19] in his calculation of the entropies of entire functions. Instead of taking 2
k!|b k,n (f )|, and hence,
The reconstruction was done analogously to the computation of S R n (2; f ), by reversing the multiplications and divisions above to get the coefficients. Again, with N = 32, n = 12, we found bitno = 205, err = 7.8634 * 10 . With N = 64, n = 15, the corresponding numbers were bitno = 316, err = 8.1038 * 10 
We tested our algorithm on 1000 such functions. In addition, after the calculation of each I k,n , we added a noise to each I k,n , distributed uniformly in the interval [−128, 128] . The average number of bits required in this experiment was bitno = 320.039, and the average of err was 1.0239 * 10 −6 . With the modified quantizations I k,n (also modified with the same noise), the average of bitno was 287.127, and the average of err was 5.6885 * 10 −6 . We observe that because of the noise, 42.85% of the bits allocated to {I k,n } and 49.5% of the bits allocated to {I k,n } were unreliable at the reconstruction stage.
Proofs
In the sequel, we will need to refer to various results from [14] , which uses a slightly different notation. In particular, the symbol w α in [14] is denoted here by w 2 α . We note also that w coincides with that in [14] ) in Theorem 6.2.4 of [14] , we get
where (cf. Theorem 6.4.2 and formula (6.4.9) in [14] )
First, we prove that for 1 ≤ |x| ≤ 2, 
Now, let x ≥ 1. Then, using Tonelli's theorem and the fact that
we obtain
The substitution u = x 2 − y 2 /x leads to
In view of the fact that
, we have shown that
Hence, in this case, (5.4) implies for 1 ≤ x ≤ 2:
A simple integration by parts shows that for any v ∈ [0, 1),
Consequently, taking v =
Considering (5.5), we have proved that for α > 1 and 1 < x < 2,
In view of (5.3), we obtain (5.2) for 1 ≤ x ≤ 2 by integrating the above inequalities. Because of symmetry, the estimate (5.2) holds for x ∈ [−2, −1] as well. Now, without loss of generality, we may assume that w 2 α P p = 1. In the remainder of this proof, we will write C 2 := .2), we deduce that
We now choose
to conclude that
Now, estimate (6.2.36a) in [14] implies that for m ≥ c log(1/η),
Together with (5.6), this proves (2.8). 2
Proof of Corollary 2.1. We use Theorem 2.2 with p = 1 and η = 1/8.
2
Our proof of Theorem 2.3 is based on the ideas in the proof of a similar theorem in [15] . Thus, we will use a Bernstein inequality (Proposition 5.1 below) and the Krein-Rutman theorem (Theorem 5.1 below).
Proof. The estimate (5.7) can be found in [14, Theorem 6.2.9, Theorem 3.
The next ingredient in the proof of Theorem 2.3(a) is the Krein-Rutman theorem. To state this theorem, we need some terminology. A vector space X is called an ordered linear space if there is a relation ⊂ X × X with the following properties:
is reflexive and transitive, and if x y then x + z y + z for all z ∈ X , and αx αy for all α ≥ 0. A functional φ on X is called a positive functional if x y implies φ(x) ≤ φ(y). The Krein-Rutman theorem [7, p. 20 ] states the following: Theorem 5.1 Let X be an ordered linear space, M be a subspace of X , P := {y ∈ X : 0 y}, and M ∩ P have an interior point of P. Then any positive linear functional on M admits an extension as a positive linear functional on X .
We will apply the Krein-Rutman theorem with X = R N with the usual partial ordering: (1−α)/α . We also rename N := |Y |. Now, let T : Π m → R N be the operator defined by T (P ) = (P (y 1 ), · · · , P (y N )). Since N ≥ m + 1, this operator is clearly injective. Let V be the range of this operator. The point (1, · · · , 1) ∈ V belongs to the interior of P, where P is the positive cone of
We will show that this functional is a positive functional. In view of the Krein-Rutman theorem, there exists a positive functional x * on R N that extends y * . Associating 
This will prove (2.14). Thus, in order to prove (2.14), we need only to show that y * is a positive functional, or equivalently, that if P ∈ Π n and P (y k ) ≥ 0 for all 1 ≤ k ≤ N , then R w 2 α (t)P (t)dt ≥ 0. We show first that for any P ∈ Π m , (4/5)
Without loss of generality, we may assume that w 2 α P 1 = 1. Using Corollary 2.1, and the fact that [y 1 , y N ] ⊇ ∆ m,α , we obtain that
Next, we observe that for y, x ∈ [y k , y k+1 ],
Therefore, using (5.7) with p = 1 we deduce that
In view of (5.9), we have proved that
This leads to (5.8).
Next, we observe that if
Therefore, a part of the chain of inequalities in (5.11) implies that
Consequently,
We have thus proved that y * is a positive functional on V . As explained earlier, this completes the proof of (2.14).
Finally, we obtain the estimates (2.15). For any set A ⊆ R, we write
It is proved in [2, Theorem I.5.2 and estimates (I.5.4)] that for any ξ ∈ R and integer n ≥ 1, there exist polynomials Φ ξ and φ ξ in Π 2n−1 such that 12) and
We introduce two extra points y 0 and
, and let n be the largest integer such that 2n − 1 ≤ m. Further, we write w 0 = w N +1 = 0. Then using (5.12) and (5.13), we obtain polynomials P, R ∈ Π m such that 14) and
We integrate all sides of (5.14) once with respect to w 2 α (x)dx and once with respect to the measure ν that associates the mass w j with each y j , j = 0, · · · , N + 1. Since
and R χ [y k ,y k+1 ) (x)dν(x) = w k , we deduce that
In view of a result of Levin and Lubinsky [11, p. 465] , for any L > 0, we have uniformly for |x| ≤ a n (1 + Ln −2/3 ),
Using (5.10), it is now easy to see that 18) and
Since |1 − |y k |/a n | + n −2/3 ≤ c for all 0 ≤ k ≤ N + 1, we obtain that
Along with (5.16) and (5.18), this leads to (2.15). 2
We find it convenient to prove Theorem 3.2 first. Towards this end, we recall some further facts from the theory of weighted polynomial approximation.
We need further the notation
The following lemma summarizes some of the estimates from the theory of weighted polynomial aproximation, which we need in the proof of Theorem 3.2.
Lemma 5.1 (a) We have
is an integer, and P ∈ Π m , then
Proof. The estimates (5.20) and (5.21) are proved respectively in Theorem 3.2.5(b) and Theorem 6.2.10 in [14] , where references to the original papers can be found. 2
Finally, we find it convenient to prove a lemma here, which will be useful in the proof of (3.12) as well as that of Theorem 3.1.
Lemma 5.2 For integer n ≥ c, and
and the number of points in the Cartesian product
Proof. We observe that the number of integers in the interval J k,n is at most |J k,n | + 1, and at least
It is not difficult to see that 
Therefore, (5.24) and (5.25) lead to
This completes the proof of (5.23). 2
Proof of Theorem 3.2. The main step of this proof is a comparison between the discretized coefficients b k,n (α; f ), the quantized coefficientsb k,n (α; f ), and the Fourier orthogonal polynomial coefficients b k (α; f ). Let x ∈ R be arbitrary, f be an entire function of order λ and type τ , and n ≥ c, so that our assumptions about Y n are valid. In view of the fact that the quadrature formula (2.14) holds for all P ∈ Π 2n−1 , we have for an arbitrary P ∈ Π n ,
Now, in view of (2.14) and (5.20),
Further, using (2.15), and (2.16), we obtain that
Hence,
Next, using (5.21) with p = 1, q = 2,
Together with (5.26) and (5.27), we have proved that
In view of the Nikolskii-type inequalities (5.21), this yields
Next, Theorem 2.1 implies that for k = 1, 2, · · ·,
and from (5.21),
and in particular,
converges in the weighted L p norm, necessarily to f . The above estimate then shows that
Together with (5.29) and Theorem 2.1, this leads to (3.9). Next, we prove (3.10) . From the definition ofb k,n (α, τ, λ; f ), it is obvious that Therefore, (3.10) follows from (3.9). Next, we prove (3.11). Using (5.29) with p = 2, the Parseval identity, and Theorem 2.1, we see that for k = 0, · · · , n − 1,
Therefore, using (5.30), we get Finally, we prove (3.12). In view of (3.11), each I k,n (α, τ, λ; f ) is an integer in an interval of the form J k,n as in (5.22 ). The number of bits required to represent the absolute values and signs of all these integers is given by n + log 2 L n . The equation (3.12) follows from (5.23).
2
The following lemma will be useful in the proof of Theorem 3.1. The same asymptotics holds also for the largest integer n for which M n ρ n (2 n n!) 1/λ−1/α ≥ a .
Proof. We will prove that the solution of the equation This implies (5.34).
Now, let n be the smallest integer for which c 1 n c Λ n ≥ 2 . In view of Lemma 5.3, n = log 2 (1/ ) (1/λ − 1/α) log 2 log 2 (1/ )
(1 + o(1)). Now, if P j := Λ n n k=0 d k,j p k (α) ∈ P, j = 1, 2, P 1 = P 2 , then |d k,1 − d k,2 | ≥ 1 for at least one k, 0 ≤ k ≤ n, and hence, (5.37) implies that (P 1 − P 2 )w α p ≥ c 1 n c Λ n . In view of our choice of n, (P 1 − P 2 )w α p ≥ 2 . As explained earlier, this fact, along with (5.39), completes the proof. 2
Conclusions
We have given an algorithm to represent an entire function of order λ and type τ using finitely many bits. The optimal number of bits to encode and decode such functions within a given accuracy in the sense of weighted L p norms is determined asymptotically. Constructive methods are given for the encoding of the functions using an asymptotically optimal number of bits, based on samples of the function taken at either uniform or nonuniform nodes. Our encoding scheme involves a simple matrix-vector multiplication. If the reconstruction is desired on a finite set of numbers, the decoding can also be made by a matrixvector multiplication. The reconstruction error is asymptotically optimal from the point of view of nonlinear widths. The number of samples required to achieve a given accuracy is a constant multiple of the theoretically optimal number. In terms of the frequency of sampling, the reconstruction error decays much faster than at an exponential rate.
