A data-driven approach for analyzing faults in wind turbine gearbox is developed and tested. More specifically, faults in a ring gear are predicted in advance. Time-domain statistical metrics, such as jerk, root mean square (RMS), crest factor (CF), and kurtosis, are investigated to identify faulty components of a wind turbine. The components identified are validated with the fast Fourier transformation (FFT) of vibration data. Fifty neural networks (NNs) with different parameter settings are trained to obtain the best performing model. Models based on original vibration data, and transformed jerk data are constructed. The jerk model based on multisensor data outperforms the other models and therefore is used for testing and validation of previously unseen data. Short-term predictions of up to 15 time intervals, each representing 0.1 s, are performed. The prediction accuracy varies from 91.68% to 94.78%.
Introduction
Gearboxes of wind turbines are fault-prone and costly to repair. Proper monitoring of gearboxes is necessary to avoid high repair and maintenance costs, which over time could exceed the turbine procurement cost. Condition-based monitoring tools are developed to minimize the number and severity of faults by proper maintenance of the turbine components and systems.
Condition monitoring was first deployed by the helicopter industry in the form of health and usage monitoring systems (HUMSs) combining data acquisition systems, sensor data, and algorithms [1, 2] . Inspired by the HUMSs, condition monitoring has been adopted by the wind energy industry. Depending on the availability and type of data, condition monitoring of wind turbines can be accomplished in many ways. Vibration monitoring, optical strain measurement, strain wave analysis, and oil particle analysis are some well-known solutions that have been investigated in the wind industry. Detailed descriptions of these solutions are provided in Ref. [3] [4] [5] [6] . Vibration is one of the condition indicators of wind turbine components, and vibration data are useful in minimizing the damage of turbine components.
Vibration analysis of wind turbine data can be performed in frequency and time domains. The frequency domain may reveal intrinsic characteristics of the components that could be difficult to observe in the time domain. Fast Fourier analysis, wavelet analysis, and cepstrum analysis are commonly used in the frequency domain [7] [8] [9] [10] . Analysis in the frequency domain usually calls for high frequency data, which are not readily available, if at all, in wind turbines. Vibration analysis in the time domain utilizes various statistical properties, such as root mean square, crest factor, and kurtosis, to approximate the conditions of wind turbine components. In contrast to frequency analysis, time-domain analysis is fast and easy to interpret.
The research reported in this paper utilizes high frequency data from a study of wind turbine gearboxes, performed by the National Renewable Energy Laboratory (NREL). The faults of the components are identified in the time domain and then validated by analysis in the frequency domain. The vibration of the faulty component is predicted with data-mining algorithms. Data-mining has been successfully applied in fault monitoring and prediction. Related application of data-mining includes: prediction of water chemistry faults [11] , virtual testing of combustion process [12, 13] , and analysis of energy consumption [14] .
The paper is organized as follows. Section 2 discusses the data used in the study. In Sec. 3, faults of wind turbine components are investigated in both time and frequency domain. Section 4 describes the models constructed using data-mining algorithms and test case scenarios. In Sec 5, results from the best model are discussed in detail. Section 6 concludes the paper and outlines topics for future research.
Data Description
The data used in this research was provided by the NREL through a consortium called as Gearbox Reliability Collaborative. The collaborative addresses major gearbox issues with the common goal of increasing overall reliability of wind turbines. The test turbine used in this study is stall-controlled, three-bladed with a rated power of 750 kW. The data was sampled at high frequency (i.e., 40 kHz), and was recorded for a period of 10 min under controlled testing conditions. In the research reported in this paper, the test condition with the main shaft speed of 22.09 rpm, the high speed shaft (HSS) speed of 1800 rpm, at 50% of the rated power is investigated.
The gearbox under study includes three stages-the low speed stage (LSST), the intermediate speed stage (ISST), and the high speed stage (HSST). The LSST interfaces the rotor, and the HSST is connected to the generator. A schematic description of the gearbox is shown in Fig. 1 . Description of the gears is provided in Table 1 . Twelve accelerometers were mounted on the gearbox, generator, and the main bearing to collect the vibration data (Fig. 2) . Table 2 provides the description of the sensors and their locations. 
In Eq. (1),j is the jerkã t is the acceleration at time index t, and T is the sampling interval. Figure 3 illustrates the progression of the average jerk across 12 vibration sensors using 10 min of data. The initial 40 kHz data was averaged over 15 s intervals. The plot indicates that vibration monitored by the sensors AN3 and AN4 is significant relative to the other sensors. The sensors AN3 and AN4 measure the vibration in the ring gear.
The analysis demonstrated in Fig. 3 does not provide any specific information; therefore, statistical analysis of the vibration waveforms is performed. Specifically, metrics such as the RMS, CF, and kurtosis (Ku) are computed. The details of this analysis are provided next.
Time-Domain Statistical Analysis.
A run chart of vibrations values over time is a common way of analysis in the time domain; however, due to the large volume of the data, the fine details regarding the faults are often not visible. Thus, to overcome this issue, various statistical quantities are derived by averaging the high frequency data. Statistical quantities such as RMS, crest factor, clearance factor, impulse factor, shape factor, and kurtosis provide approximate information about faults and can be easily calculated [15] . Crest factor and Kurtosis are less dependent on the vibration level, however, are sensitive to spikiness in the vibration signals, whereas, the impulse and shape factors are functions of redressed signal average. Details about these factors are provided next.
3.1.1 RMS Metric. Root mean square is the simplest metric for measuring defects in the time domain. RMS value can be used to detect unbalanced rotating elements. It is a statistical measure of the magnitude with varying quantity as expressed in the following equation:
3.1.2 Crest Factor. CF is a measure of changes detected in the signal pattern due to impulsive vibration sources, such as tooth breakage. It can be useful in detecting a few high peaks in the signal; the higher the magnitude of the peak and the fewer the number of peaks, the lower the RMS value will and the higher the peak value, denoting a higher crest factor. A crest factor with values between 2 and 6 represents normal operations, whereas a value higher than 6 represent defects in the component. The crest factor is calculated easily by dividing the peak level of the signal average by the standard deviation (RMS) of the signal average as expressed in the following equation:
3.1.3 Kurtosis. 'Kurtosis' is defined as the fourth statistical moment of an array of values about the mean. It indicates the existence of major peaks. Kurtosis values of less than 3 indicate that the component is in normal health condition, whereas any value greater than 3 represents abnormality. The more the peaks in the signal, the larger the kurtosis, as expressed in the following equation:
All of these metrics are applied to the data provided by sensors AN3 and AN4 (see Fig. 2 and Table 1 ). Figures 4(a)-4(c) illustrates values of the RMS, CF, and kurtosis value for sensor AN3 and AN4. In this test case, the RMS values of AN3 and AN4 are increasing over time, whereas the CF increases and then decreases. The higher crest factor is also congruent with the high kurtosis of sensor AN4. The crest factor and kurtosis begin to decrease in the later portion of the recorded data as the vibration pattern becomes more random due to increased damage level. To provide further insights in the time-domain, RMS, kurtosis, crest factor, and peak value are combined [16] as shown in the following equations:
In Eqs. (5)- (6), RMS 0 is a constant representing the value corresponding to the healthy ring gear. In this research, the RMS value recorded during the startup of the experiment (first min) is denoted as RMS 0 . The authors of Ref. [16] tested the combined metrics to analyze the defects in bearings and found the metrics to be more insightful than conventional metrics. The combined metrics, COM 1 , and COM 2 , follow the same pattern and found higher value of AN4. Figures 4(d)-4(e) illustrate the values of both metrics. A higher value at fifth min indicates that the damage in ring gear has begun and is becoming more severe as the time progresses.
Since almost all metrics follow a similar trend for both sensors, the authors decided to analyze sensor AN4 in greater depth due to its high amplitude. The sensor (AN14) measures torque at the low speed shaft which could provide a good indication about the vibration impact on the ring gear. Previous studies have shown strong correlation between the torque and vibration [17, 18] . Figure 5 displays torque at first, fifth and tenth min of the test run. The torque signal indicates one peak per revolution with frequency 0.37 Hz (i.e., 2.72 s). The spikes in the torque signal indicates a fault in the annulus or a ring gear which interfaces with the shaft. The amplitude of spikes increases significantly in the tenth min, which indicates the fault progression over time.
The analysis on the torque signal indicates the emergence of a fault in the annulus gear. In next section, analysis in the frequency domain is done to determine the severity of the fault.
3.2 Frequency-Domain Analysis. The data obtained from sensor AN4 is analyzed in the frequency domain. Specifically, fast Fourier transformation (FFT) has been used to generate a frequency spectrum of the vibration. The frequency spectrum displays the portion of a signal's power (expressed in g) falling within a given frequency bin. The baseline spectra of a healthy gearbox measured at the high speed shaft is provided in Fig. 6 .
The graph in Fig. 6 indicates a low energy (<0.035 g) content at 36.45 Hz (gear mesh planet and ring). Figure 7 illustrates the frequency spectrum of HSS. With HSS at 1800 rpm, the gear mesh frequency at the planet gear and annulus is 36.45 Hz. Since the HSS contains the spectra up to 20,000 Hz, only the low frequency component (i.e., 0-100 Hz) is displayed to better illustrate the signal power. Since, the initial data was available for 1 min intervals, the frequency spectrum at the first and the last minute is provided in Figs. 7(a)-7(b). The power spectrum is close to the healthy gearbox spectrum during the startup (first min) of the test run, however, in the last minute (tenth min), the power spectrum jumps to 0.16 g showing mid-severe damage of the annulus or the ring gear. Figure 8 displays the trend of power spectrum for the overall test run (first min-tenth min), which is continuously increasing. This indicates the fault progression.
The approaches discussed above clearly indicate faulty a ring gear. Thus, a model predicting the vibration across ring gear is needed. In the next section, models predicting jerk and acceleration in the ring gear (AN4) are discussed.
Models for Predicting Faults in the Ring Gear
Based on the analysis in Sec. 3 and the available data, four scenarios are developed. Scenario 1 is called the one-parameter prediction model, in which the acceleration values are the target output, whereas the input parameter includes the historical acceleration values. In scenario 2, data from sensors other than AN4 are used as input to predict the acceleration of AN4. Scenarios 3 and 4 are the same as scenarios 1 and 2, except the jerk is the target output.
In addition, the statistical metrics (i.e., the mean, max, standard deviation, crest factor, kurtosis, RMS, clearance factor) are also included in the input parameter list to predict the target output. To reduce the dataset dimensionality, the initial high frequency data (i.e., 40 kHz) is converted into 10 Hz data. The description of the dataset used in the study is provided in Table 3 . For each model, 80% data-points are used to build the model, to be tested on next 10%. Algorithm proving the best result on the test dataset is used to perform predictions for the last 10% data. [19] , relief attributes (k ¼ 10) [16] , and subset evaluator [20] ) are selected to perform the analysis. The boosting tree algorithm generates parameter ranking based on the sum of the squared errors, which is computed at each split of input parameters [19] . The average sum of square error is calculated for all splits. The parameter with the best split is assigned a value of 1, and so on. In the boosting tree algorithm, the relative influence of the parameters is calculated by using the following equation:
In Eq. (7) [21] . Relief is an unsupervised learning algorithm inspired by instance-based learning. Given training data, sample size, and a threshold, the relief algorithm identifies parameters that are statistically relevant to the target output [20] . In the research reported in this paper, the number of nearest neighbors is set at k ¼ 10. Subset evaluator is another unsupervised learning approach that uses greedy stepwise learning to rank the input parameters [22] . Parameters that are highly correlated with the output and less correlated with each other are selected. The same algorithms are used for analyzing all four models. Tables 4-7 provide lists of the ten best parameters obtained using the three parameter selection algorithms. Algorithms, namely the relief and the subset evaluator, were employed Tables 4-7 . The results obtained from the parameter selection indicate that the actual vibration values are more important than the transformed statistical quantities discussed in the previous section. The notation AANi is used for a neural network predicting acceleration, whereas JANi represents the NN predicting jerk, and i is the index of sensor location. In the case of single parameter models (i.e., scenario 1 and 3), the (t-k) represents the historical value of the target output, and k is the time index. Using the parameter sets generated by the parameter selection algorithms, the four models are mathematically described in Eqs. (8)- (11). The left-hand side of each equation is the target output, whereas the right-hand side represents the input parameters. The input parameters include the memory parameters of the target output and the parameter recorded at sensor locations other than AN4. The initial dimension of the data intended for scenarios 1-4 was 60. Using the parameter selection approaches, the dimensionality of scenario 1, 2, 3, and 4 was reduced to 14, 16, 18, and 18, respectively.
The next section describes the data-mining algorithms used to extract the four models.
Model 1
AAN4ðtÞ ¼ f AAN4ðt-1Þ; AAN4ðt-2Þ; AAN4ðt-3Þ; AAN4ðt-4Þ; AAN4ðt-5Þ; AAN4ðt-6Þ; AAN4ðt-7Þ; AAN4ðt-8Þ; AAN4ðt-9Þ; AAN4ðt-10Þ; MAX AAN4ðt-1Þ; MAX AAN4ðt-2Þ; MAX AAN4ðt-6Þ; Std AAN4ðt-1Þ: 
4.2 Algorithm and Scenario Selection. The vibration data is highly nonlinear; therefore, the traditional model-based approaches such as regression and Box-Jenkins are unsuitable for this study. In the literature, NNs are widely used to approximate the nonlinear relationship between the input data and output [19] [20] [21] [22] . NNs are self-adaptive as they learn from examples (training data instances) to capture the complex functional relationship among the data. Thus, NNs are used for the present analysis, as the functional relationship among various sensors is unknown. In the present study, a multilayered perceptron (MLP) with different parameter settings is optimized to obtain the best network for the four models (see Eqs. (8)- (11) . In the research reported in this paper, 50 different NNs are used for training, whereas the number of hidden units varied between 5 and 25. Activation functions, namely Tanh, exponential, identity, and logistic, are analyzed for both hidden and output node. In the proposed research, metrics such as the absolute error (AE), mean absolute error (MAE), relative error (RE), and mean relative error (MRE) have been used (see Eqs. (12)- (15) to select the best NN) AE ¼ŷðtÞ À yðtÞ j j (12) 
RE ¼ŷ ðtÞ À yðtÞ yðtÞ Â 100 (14)
4.2.1 Selection of the NN Training Algorithm. In this section, NN training algorithms such as gradient descent (GD) [23] , conjugate gradient (CG) [24] , and radial basis function (RBF) [25] are analyzed. The acceleration data (scenario 1) is used to evaluate performance of these NN training algorithms. Table 8 presents correlation coefficients between the models derived by different NN training algorithms. The test results in Table 8 indicate that the NN-BFGS (Broyden-Fletcher-Goldfarb-Shanno) algorithm has a higher correlation with the actual output than the other NN algorithms.
When compared with the algorithms such as GD, CG, and RBF neural networks, the BFGS neural network was found to perform better by providing 17.39%, 12.63%, and 17.7% improvement in MAE, respectively. Whereas, in terms of MRE, improvements of 16.6%, 12.22%, and 17.00% are found. This justifies the use of BFGS as the NN algorithm for model construction.
The BFGS method is used to train neural networks as it has been found to outperform other algorithms, such as the back propagation (BP) and the RBF algorithms [26] [27] [28] [29] . BFGS uses an approximate search scheme to improve computational speed and to achieve global convergence. It involves the following four basic steps:
(1) setting search directions; (2) determining the step length along the search directions; (3) updating the Hessian matrix; and (4) checking the convergence rate using the specified criteria. Tables 9-12 , contain the test results produced by the five best neural networks. The 100 neural networks are randomly selected by varying the number of neurons, hidden activation functions, and output activation functions. All 100 NNs were trained with the BFGS algorithm. The process is repeated 5 times and the best NN at each iteration is selected for performance comparison using the test data. The description of the parameter settings of the NNs that generated the results in Tables 9-12 are displayed in Tables 13-16 . The NN settings displayed in Tables XII-XV indicate that the [1] [2] [3] [4] obtained by the best NNs (the first 100 data points). It can also be observed that the NN in jerk models yields better results than the models based on the acceleration data. This indicates that jerk is more suitable for constructing prediction models at various time stamps. Among jerk models, model 4 yields a better result than model 3, indicating the importance of other sensors in prediction ring gear vibrations.
In next section, prediction results of scenario 4 are presented.
Computational Results
In this section, results produced by the NN algorithm are discussed. The best performing NN model (MLP-18-22-1) is used to perform predictions. The model uses data from sensor locations AN1-AN3 and AN5-AN12 to predict the jerk at ring gear (measured by sensor AN4). Since, the data used in this study was recorded for short durations (e.g., 10 min); jerk is predicted for 15 time stamps with the data sampled at 0.1 s intervals. The results obtained are shown in Table 17 . The MAE ranges between 0.021 and 0.345, whereas the MRE ranges from 5.21% to 8.32%. Figure 10 displays the values of MAE and MRE for 15 time stamps. The values of MAE and MRE increase over time. Figures 11(a)-11(c) compares the actual and predicted outputs obtained at three different time stamps, t þ 1, t þ 9, and t þ 15. Similar to the error pattern shown in Fig. 10 , the results are less scattered for t þ 1 prediction, whereas in later time stamp predictions, it is more scattered. The results shown in Figs. 11(a)-11(c) indicate that the proposed approach accurately predicts higher values of the jerk that contribute the most to the component failure.
Conclusions and Future Research
A methodology for identifying and predicting faults in the ring gear of a wind turbine gearbox was developed. Analysis in the time and frequency domain was performed to identify fault patterns in the ring gear. Jerk and acceleration data were used to generate models with data-mining algorithms. Four different models based on data from a single sensor (AN4) and multiple sensors (AN1-AN3 and AN5-AN12) were analyzed. Single sensor models assumed that only one sensor was installed, whereas multiple sensor models predicted vibration at selected drive train location.
The data-mining models developed with jerk data (scenario 3 and 4) provided better accuracy than the models generated based on the acceleration data (scenario 1 and 2). A model developed on multiple sensor data (scenario 4) was used for jerk prediction. A neural network using the BFGS learning method outperformed algorithms such as CG, GD, and RBF. The Broyden-Fletcher--Goldfarb-Shanno neural network models accurately predicted jerk in a ring gear at different time intervals. The MAE was in the range of 0.021-0.345 and MRE in the range of 5.21-8.32%.
The focus of this paper was on ring gear faults. In future research, faults corresponding to other components, namely the intermediate speed shaft (ISST), HSST, and the main bearing, will be studied. 
