We consider a bipartite quantum conductor and discuss the joint probability distribution of particle number in a subsystem and the self-information associated with the reduced density matrix of the subsystem. By extending the multi-contour Keldysh Green function technique, we calculate the Rényi entropy of a positive integer order M subjected to the particle number constraint, from which we derive the joint probability distribution. For energy-independent transmission, we derive the time dependence of the accessible entanglement entropy, or the conditional entropy. We analyze the joint probability distribution for energy-dependent transmission probability at the steady state under the coherent resonant tunneling and the incoherent sequential tunneling conditions. We also discuss the probability distribution of the efficiency, which measures the information content transfered by a single electron.
I. INTRODUCTION
Entanglement, a nonlocal correlation existing only between quantum systems 1,2 , has been a topic of intensive study since it is essential in quantum information processing 3 . The prototype of an entangled state is a Bell state, e.g., spatially separated two spin half atoms forming the spin singlet state 2, 4 . About a decade ago, various setups to generate entangled fermions in mesoscopic conductors were proposed 5 . It has been pointed out that such an entanglement can be created by applying a source-drain bias voltage to a tunnel junction: When the applied source-drain bias voltage raises the chemical potential of one lead, e.g., the right lead, an electron moves from the right lead to the left lead and a hole remains in the right lead. The electron-hole pair spreading between the left and right leads created in this way can be regarded as a Bell state 5, 6 . Several measures for detecting entanglement have been proposed. The violation of the Bell inequality 2, 7, 8 can be tested experimentally by measuring correlation functions, i.e., the current noise [9] [10] [11] [12] . The entanglement witness is another measure and is applied to Kondo systems 13 .
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FIG. 1:
A quantum conductor (a single-level quantum dot) coupled to left and right leads. We partition the system into subsystems A and B and trace out the degrees of freedom associated with subsystem B. Subsystem A consists of the quantum conductor (the dot) and the left lead. Subsystem B consists of the right lead.
Theoretically, a tractable measure of bipartite entanglement is entanglement entropy 5, 14, 15 , or Rényi entanglement entropy [16] [17] [18] [19] . Suppose we partition our system into complementary subsystems A (the left lead and the quantum conductor) and B (the right lead) [ Fig.1 ]. Then the partial trace of the density matrix of the total system ρ over the subsystem B degrees of freedom,
defines the reduced density matrix. Rényi entanglement entropy is given by 20, 21 ,
where Tr A means the partial trace over the subsystem A degrees of freedom. The operator of the entanglement spectrum 22, 23 ,Î
(we choose base e) may be interpreted as the operator of the self-information associated with an outcome described by the reduced density matrix. The first derivative of the Rényi entropy in terms of M produces the average, i.e., the entanglement entropy,
In the present paper, we refer to (4) as 'full entanglement entropy' 15 . The Rényi entanglement entropy of a positive integer order M is, in principle, measurable, by preparing M copies of the total system 24, 25 . In a bosonic optical lattice, the Rényi entropy of order M = 2, i.e., the purity 3 , has been measured experimentally 26 . Recent studies have revealed that entanglement entropy and entanglement spectrum are useful for characterizing quantum many-body states 27 and topological states of matter 22, 23 . Several early works 5, 15, 28, 29 pointed out that the full entanglement entropy defined in Eq. (4) does not rule out superpositions of different particle number eigenstates, which cannot be created and measured locally. Therefore, such superpositions are inaccessible as quantum resources 5, 28 . To take this 'local particle number superselection rule' 28, 29 into account, we consider the reduced density matrix after measuring the particle number and obtaining the measurement result N A ,
whereΠ NA is a projection operator onto sectors with electron number N A in the subsystem A.
is the probability of finding N A particles. 'Accessible entanglement entropy ' 5,15,28 is the weighted sum of the entanglement entropy associated with the density matrix (5),
We observe that accessible entanglement entropy (7) can be regarded as a conditional entropy, which quantifies the average uncertainty associated with the quantum statê ρ A after the number of particles N A is known 15, 21 . In addition, in our previous work we considered the probability distribution of self-information 30 . Therefore, the above observation motivated us to consider the interplay between the fluctuations of self-information and those of the particle number.
In the present paper, we consider the Rényi entanglement entropy of order M subjected to the particle number constraint,
We will relate this to the information generating function 31, 32 , which is the Fourier transform of the joint probability distribution of self-information and particle number (11) . We will extend the multi-contour Keldysh Green function technique 30, 33, 34 to account for the particle number constraint. The advantage of this approach is that the discrete Fourier transform of the multi-contour Keldysh Green function 30 is reduced to the modified Keldysh Green function [35] [36] [37] [38] [39] [40] [41] [42] used in the theory of full counting statistics 43 . Therefore, it is possible to utilize standard Keldysh field theory techniques [44] [45] [46] . As an example, we will apply our framework to a simple model, the spinless resonant level model. We will present the time dependence of the accessible entanglement entropy and the joint probability distribution of self-information and particle number. We will point out that for energy independent transmission, there is a perfect linear correlation between the self-information and the particle number. In this case, one can deduce the entanglement entropy by counting the number of transmitted electrons.
We will further consider an analogy between the information entropy and the thermodynamic entropy. Recently, the probability distribution of the efficiency or the coefficient of performance (COP) defined as the fluctuating output work divided by the fluctuating input heat have been discussed [47] [48] [49] [50] [51] [52] in the context of the stochastic thermodynamics 53 . Motivated by these studies, we consider the probability distribution of the COP (96), which measures the information content carried by a single electron. It is analogous to the COP of the Peltier effect, which is the fluctuating output heart current divided by the fluctuating input charge current 51 . We demonstrate the trade-off between the amount of information content carried by a single particle and its uncertainty.
The structure of the paper is the following. In Sec. II, we will introduce the joint probability distribution of selfinformation and particle number and the probability distribution of conditional self-information. In Sec. III, will present the replica method for calculating the Rényi entropy of integer order subjected to the particle number constraint. In Sec. IV, we will introduce the spinless resonant level model as a simple example. Then we summarize the multi-contour Keldysh Green function modified with the particle number counting field. In Sec. V, we present an explicit form of the Rényi entropy subjected to the particle number constraint. We analyze the time dependence of the accessible entanglement entropy and the probability distribution of conditional selfinformation. In Sec. VI, we analyze the joint probability distribution of self-information and particle number at the steady state. Then we discuss the analogy between the thermoelectric effect, the Peltier effect, and our information transmission setup in Sec. VII. Section VIII summarizes our results.
II. FULL COUNTING STATISTICS
A. Joint probability distribution
After the projection measurement of the number of particles in subsystem A, the self-information operator (3) may be modified as,
The prime indicates that the operator is written with the density matrix after the projection measurement. The joint probability distribution to find I ′ A and N A may be written as,
The information generating function 31 , i.e., the characteristic function of the probability distribution of selfinformation subjected to the particle number constraint,
The information generating function is obtained from the Rényi entropy (8) by extending M to 1 − iξ. The Rényi entropy (8) is related to the probability (6) as, This can be regarded as the joint entropy, which measures the average uncertainty associated with the quantum stateρ A and the particle number N A 3,21 . Expressions of second joint cumulants, the variance and the covariance, are
where δÎ 
The correlation coefficient takes the maximum (minimum) value 1 (−1) when two quantities are linearly dependent I ′ A = αN A +const. with positive (negative) slope α 55 . Therefore, when r = ±1, there exists a one-to-one correspondence between the self-information and the particle number. In such a case, one can deduce the entanglement entropy by measuring the particle number.
B. Probability distribution of conditional self-information Once we measure the particle number of the subsystem A and obtained the result N A , the uncertainty is reduced by − ln P (N A ). The conditional self-information J is the self-information under the condition that N A is known. Its probability distribution may be defined by utilizing the joint probability distribution function (11) as,
Then the information generating function 31, 32 becomes,
The nth cumulant is calculated as,
Here we utilized the normalization condition, see Eq. (28) . One can check that the first derivative reproduces the accessible entanglement entropy (7), which is also rewritten in the following form 15 ;
This is the chain rule 3,21 connecting the conditional entropy to the joint entropy (17) and the Shannon entropy associated with the probability distribution of the number of particles (6);
We remark that the joint entropy (17) is equivalent to the full entanglement entropy (4) for certain situations. For nonsuperconducting leads, the conservation of the total particle number ensures that the reduced density matrix at time τ ,ρ A (τ ), and the local particle number operatorN A commute (Appendix A),
Therefore, the reduced system is always a statistical mixture of states with different particle numbers. Since 
Eq. (25) impliesρ
C. Universal relations
The modified Rényi entropy (14) and the information generating function (21) satisfy the normalization condition,
There exist universal relations formally similar to the Jarzynski equality 56, 57 . The Rényi entropy (2) satisfies a universal relation [Eq. (8) 
which is the size of available states in the Fock space. There exist universal relations associated with the information generating functions (12) and (21) . The information generating function (12) satisfies,
which is the size of available states in the Fock subspace containing N A particles. The information generating function (21) satisfies,
If P (J) ≥ 0, by applying Jensen's inequality to Eq. (31), we obtain the 'second law of thermodynamics' 56,57 for accessible entanglement entropy,
III. RÉNYI ENTROPY SUBJECTED TO A PARTICLE NUMBER CONSTRAINT
A. Replica method
In this section, we introduce the multi-contour C and express the Rényi entropy of a positive integer order M subjected to the particle number constraint (8) by exploiting it. The particle-number projection operator is,
By utilizing the property,Π 2 NA =Π NA , the modified Rényi entropy (14) is expressed as,
Averages over phases between adjacent reduced density matrices imply the lack of a particular phase reference between subsystems A and B 29 . The full density matrix at time τ is prepared in the following manner. Following the standard procedure of non-equilibrium quantum transport problems (see, e.g., Ref. 58), we assume that initially subsystems A and B are decoupled and that each subsystem is in equilibrium. Then the initial full density matrix is,
The full density matrix evolves during time τ as, 33, 34 . We introduce M replicas of the subsystem B and introduce operators associated with mth replica (m = 1, · · · , M ) as,
The mth full density matrix isρ m =Û mρeq,mÛ † m , wherê ρ eq,m =ρ AeqρBeq,m . The mth replicated time evolution operator is,Û m = e (35) is,
Here the trace in the second line should be performed over the total system, the subsystem A and M replicas of subsystem B; Tr = Tr A Tr B,M · · · Tr B,1 . The modified Rényi entropy is rewritten as,
which is visualized in Fig. 2 . Following Ref. 33 , we introduce the multi-contour C, which is a sequence of M standard Keldysh contours. We set a starting point at t = τ on the lower branch of the first Keldysh contour C 1,− (cross in Fig. 2 ). The contour goes toρ eq 1 at t = 0 along C 1,− and returns to t = τ along C 1,+ . Then it connects to t = τ on the lower branch of the second Keldysh contour C 2,− . The contour goes repeatedly until it reaches t = τ on C M,+ . Then it goes back to the starting point t = τ on C 1,− . In the interaction picture, the time evolution operator and its Hermitian conjugate are expanded aŝ
is the (anti-) timeordering operator. The perturbation Hamiltonian in the interaction picture isV m (t) I = e iĤ0 mtV m e −iĤ0 mt . By exploiting the multi-contour C and the contour ordering operatorT C , the modified Rényi entropy is expressed as,
which is the 'Keldysh partition function'. The angle brackets stand for the expectation value,
normalized by the modified Rényi entropy of decoupled subsystems,
In Eq. (41), the integral over t is performed along the multi-contour C. We wrote the time τ defined on C m,± as τ m± . The contour-ordering operatorT C also acts on ρ eq m residing on t = 0 m± .
B. Global constraint
In order to perform the multiple integral in Eq. (34), we transform integration variables from
. The Jacobian of this transformation is 1. Because of the discreteness of electrons, the integrand is expected to be 2π periodic in χ in Eq. (34) . Then the modified Rényi entropy (34) can be written as,
The local constraint, the multiple integral over δχ j (j = 1, · · · , M − 1), removes the coherence between Fock subspaces with different particle numbers. This can be done easily for nonsuperconducting leads, since by exploiting Eq. (25), one immediately sees that the modified Rényi entropy (35) depends only onχ and is independent of δχ j . Thus we only take the global constraintχ = χ into account,
IV. MODIFIED MULTI-CONTOUR KELDYSH GREEN FUNCTION
A. Spinless resonant level model
We will consider a simple Hamiltonian, the spinless resonant level model, and introduce the multi-contour Keldysh Green function. Figure 1 is a schematic picture of our setup. We bipartite the system and regard the dot and the left lead as subsystem A and the right lead as subsystem B. The Hamiltonians of the two subsys-
The quantum dot is represented by a localized level with the energy
†d , whered is an electron annihilation operator. The left (r = L) and right (r = R) leads are described by the free electron gas;Ĥ r = k ǫ rkâ † rkâ rk , whereâ rk annihilates an electron with the wave number k in the lead r. The coupling between the two subsystems is described by the tunneling Hamiltonian; V = r=L,R k J rd †â rk + H.c.. The initial density matrices of subsystems A and B are,ρ A,eq =ρ L,eqρD,eq and ρ B,eq =ρ R,eq , where the density matrix of each region is, 
The electron and hole distribution functions are,
Similarly, the left lead part is,
The order between taking the zero-temperature limit and performing an analytic continuation matters, since 0 0 is indeterminate
30
(Appendix B). In the present paper, we first take the zero-temperature limit for a positive integer M , and then extend M to a complex number. Then the modified Rényi entropy of decoupled subsystems is,
where N A,0 is the number of electrons in the subsystem
B. Modified multi-contour Keldysh Green function
In order to perform a perturbation expansion of the Keldysh partition function (41), we introduce the subsystem A multi-contour Keldysh Green function modified with the particle number counting field χ m . In the following, we consider the left lead Green function. The dot Green function is introduced in the same manner. The modified multi-contour Keldysh Green function of
This is a component of a 2M × 2M Keldysh Green function matrix g Lk (t, t ′ ). A 2 × 2 sub-matrix of a 2M × 2M multi-contour Keldysh Green function matrix connecting branches C m, ± and C m ′ ± reads (Appendix C),
where the modified Fermi distribution function is,
For
As we discussed, when the reduced density matrix and the particle number operator of subsystem A commute [see Eq. (25) 
Then the 2M × 2M Green function matrix is reduced to the 2 × 2 Green function matrix defined on the standard Keldysh space;
The modified electron and hole distribution functions are
Equations (54) and (55) are equivalent to Eqs. (35) and (36) in Ref. 30 . The particle number counting field χ shifts the discretized counting field by −χ/M ,
see the lhs of Eq. (53a). The multi-contour Keldysh Green function for an electron in the subsystem B is defined as (see Eq. (37) 
The 2×2 sub-matrix of the 2M ×2M Keldysh Green func- 
In the limit of long measurement time τ , we consider the scaled cumulant generating function (Eqs. (53) and (54) in Ref. 30) ,
Here we subtracted a trivial constant in order to satisfy the normalization condition
, where T (ω) is the transmission probability and R(ω) = 1 − T (ω) is the reflection probability. The explicit form is,
The coupling strength between the quantum dot and the lead r, Γ r = 2π k |J r | 2 δ(ω − ǫ rk ), is assumed to be energy independent. In the following, we raise the right chemical potential µ = µ R − µ L > 0, so that electrons are emitted from the right lead, i.e., subsystem B. In the zero-temperature limit, F G becomes the scaled cumulant generating function of the number of transmitted particles, i.e., the Levitov-Lesovik formula 43 ,
By substituting it into Eq. (59), we obtain
where the second line of rhs is the modified Rényi entropy of initial decoupled systems (49).
A. Energy-independent transmission
In the generalized wide-band limit 60 , Γ ≫ µ or |ǫ D − µ r | ≫ Γ, µ , the transmission and reflection probabilities are energy independent. The modified Rényi entropy (63) reads,
Here N att = τ µ/(2π) is the number of particles injected from the right lead. The Rényi entropy (8) 
where ∆N A = N A − N A,0 = 0, · · · , N att is the number of transmitted particles. The probability of finding N A particles (13) obeys the binomial distribution,
The 'Jarzynski equality' (30) results in the binomial coefficient;
The joint probability distribution (11) is obtained from Eq. (65) by the analytic continuation M → 1 − iξ and the inverse Fourier transform;
By substituting it into Eq. (20), we obtain the probability distribution of the conditional self-information,
which implies that the conditional self-information measures the size of available states in the Fock subspace containing N A particles (30).
Time dependence of the accessible entanglement entropy
Figures 3 (a) and (b) show the conditional entropy, i.e., the accessible entanglement entropy, as a function of the measurement time N att = τ µ/(2π). At τ = 0, i.e., N att = 0, we have trivially P (J) = δ(J), where we used 0! = 1. At τ = π/µ, i.e., when only one electron is injected N att = 1, we obtain,
Therefore, a single particle cannot create the accessible entanglement entropy J = 0 [ Fig. 3 (a) ], as is consistent with the local-particle number superselection rule 5, 15, 28, 29 . At N att = 2, when two electrons participate, the probability distribution is,
The accessible entanglement entropy is, J = 2T R ln 2 [ Fig. 3 (a) ], which is consistent with the previous theory 5 . The second term of Eq. (70b) is associated with a single EPR pair. Since we consider spinless fermions, the entanglement is attributed to the orbital degree of freedom.
When three particles participate, N att = 3, we obtain,
The accessible entanglement entropy is, J = 3T R ln 3.
In the short-time regime, the accessible entanglement entropy depends nonlinearly on time [ Fig. 3 (a) ]. The result is different from that with the previous theory 5 , which predicted that accessible entanglement entropy increases linearly as a function of measurement time. The difference arises because we consider the measurement of the total particle number in subsystem A, while the previous theory 5 considered the measurement of the particle number of each energy level in subsystem A.
In the above discussions, for simplicity, we applied the scaled cumulant generating function (60) to the shorttime regime. We neglected corrections due to finite measurement time 61 , which induces fluctuations in the number of injected particles N att .
In Fig. 3 (b) we observe that, as the measurement time increases, the conditional entropy increases and approaches full entanglement entropy I A = N att H 2 (T ) (dot-dashed line). Here the binary entropy is, H 2 (x) = −x ln x−(1−x) ln(1−x). Since the full entanglement entropy is proportional to the measurement time τ ∝ N att , from the chain rule (23), we conclude that the nonlinear time dependence observed in Fig. 3 is attributable to the time dependence of the Shannon entropy H(N A ) (24) of the binomial distribution (66).
In the limit of long measurement time, when many particles participate, N att ≫ 1, we perform the Gaussian approximation, ln
2 N att T R/2! and obtain the Shannon entropy, H(N A ) ≈ ln √ 2πeN att T R. This is the ln τ subleading correction derived in Ref. 15 . For N att ≫ 1, the electron number is most probably N A = N A,0 +N att T . The remaining uncertainty, which is the origin of this Shannon entropy, is attributable to the width of the distribution N 2 A = N att T R. The dotted lines in Fig. 3 represent the approximation
The dotted line fits the result in the long-time regime 
Probability distribution of the conditional self-information
Here, we analyze the distribution of the conditional self-information in the limit of a long measurement time, τ ∝ N att ≫ 1. In this case, the inverse Fourier transform of the information generating function (21) can be done within the saddlepoint approximation, i.e., the LegendreFenchel transform 62 ;
Therefore, we can assume that ξ is a pure imaginary number. In the rest of this section, we regard iξ = 1 − M as a real number. By substituting Eq. (65) into Eq. (21), we obtain the information generating function,
For N att ≫ 1, we can replace the summation with the integral and utilize Stirling's formula. Then we obtain,
Within the saddlepoint approximation we obtain,
The first and second cumulants of the conditional selfinformation calculated by the derivative (22) are compatible with those of the full entanglement entropy;
2 . However, the skewness is different, J 
The dashed lines in Fig. 4 (b) depict the probability distributions of the full entanglement entropy P (I A ) taken from The minimum and maximum values of J are also deduced from the probability distribution function (69) . The maximum value J max (76a) corresponding to the maximum S 0 (N A ) is obtained when half of the injected electrons are transmitted, ∆N A ≈ N att /2. One can check that − ln S 0 (N A ) = − ln Natt Natt/2 ≈ N att ln 2 is the maximum value. The probability of finding the maximum value is,
The minimum value J min = 0 (76b) is achieved when all injected electrons are transmitted ∆N A = N att or reflected ∆N A = 0. One can check that both cases result in the minimum value − ln S 0 (N A ) = − ln Natt 0 = − ln Natt Natt = 0. The probability of finding the minimum value is, P (J min ) = T Natt + R Natt . The mode corresponds to events when ∆N A ≈ N att T electrons are transmitted; J mode ≈ ln Natt NattT ≈ N att H 2 (T ). The probability to find this value is almost 1, P (J mode ) ≈ Natt NattT T NattT R NattR ≈ 1. 
VI. JOINT PROBABILITY DISTRIBUTION
For the energy-independent transmission probability, second joint cumulants are calculated from Eqs. (16) and (64) as,
Since |r| = 1, there exists a perfect linear correlation between the self information and the particle number. The two quantities are negatively (positively) correlated for large (small) transmission probability T > R (T < R). The perfect linear correlation can be also deduced from Eq. (68) . The argument of the delta function is zero when two quantities are linearly correlated; I ′ A = ∆N A ln(R/T ) − N att ln R. The correlation coefficient (77) implies that when the transmission probability is energy independent, one can determine the selfinformation and consequently the entanglement entropy by counting the number of electrons.
The energy dependence of the transmission probability spoils the perfect linear correlation. In the following, we will analyze the joint probability distribution for such a case in the limit of long measurement time τ → ∞. We will limit our discussion to the symmetric case;
The transmission probability is,
A. Small bias voltage: Coherent resonant tunneling
For a small bias voltage 0 < v = µ/Γ < 1 and for a positive integer M , an analytic expression of the modified information generating function can be obtained. By noting that |e iχ | = 1, we first expand the integrand of Eq. (63) in powers of z (78) and then perform the integral. The result is,
where Φ is the Hurwitz-Lerch zeta function 63 ;
The scaled cumulant generating function of the particle number is obtained from Eq. (79) by setting M = 1. Up to the third order in v, and noting that N att = vτ Γ/(2π) is also proportional to v, the result is,
The first term is attributable to the bulk electrons in the left lead and electrons injected from the right lead without scattering. The second term is caused by uncorrelated backscattering events. The strength of the backscattering is proportional to v 3 , which is a property of the Fermi liquid [64] [65] [66] . The first and second cumulants are analytic in v as,
The information generating function (2) is obtained from Eq. (79) by setting χ = 0,
and by analytically continuing M to a real number1 − iξ. The range is limited to iξ = 1−M < 1, since the HurwitzLerch zeta function diverges at iξ = 1 − M = ∞, 1 + 1/2, 1 + 1/4, · · · , 1 + 0. We note that it still satisfies the 'Jarzynski equality' (29) 
They vanish in the limit of zero bias voltage v → +0.
Since the covariance I ′ N A is negative, the correlation coefficient (19) is also negative,
In the limit of small bias voltage v → +0, it approaches −1, since the transmission probabilities of electrons inside the Fermi window µ L < ω < µ R are almost 1; Equation (77) implies that, for the perfect transmission, the correlation coefficient is −1. A finite bias voltage induces a nonvanishing reflection probability, which results in (ln v) −2 correction and spoils the perfect linear correlation. 
B. Large bias voltage: Incoherent sequential tunneling
For 0 < e iχ ∈ R, the integral in Eq. (63) can be done in the limit of large bias voltage v → ∞,
The scaled cumulant generating function of the particle number is then,
Here Eq. (87b) reproduces the scaled cumulant generating function of the incoherent sequential tunneling, which was derived based on the master equation approach of full counting statistics 67 . One can check that Eq. (86), except for the bulk contribution iχN A,0 , can be obtained by substituting Eq. (87b) into Eq. (59);
This implies that even in the incoherent sequential tunneling regime, the entanglement entropy is attributable to the particle fluctuations at the boundary. The information generating function (2) is derived from Eq. (86);
It diverges at M = 1 − iξ = 1/2 [dot-dashed line in Fig. 5 ]. The expression implies that all cumulants are proportional to the coupling strength Γ. The first cumulants and second joint cumulants are,
Then the correlation coefficient (19) is positive and is independent of Γ,
C. Contour plot
The three panels in Fig. 6 show contour plots of the joint probability distribution of self-information and the particle number obtained within the Legendre-Fenchel transform 62 of the information generating function derived from the modified Rényi entropy (63);
In each panel, the peak is at O = ( I 
Then the Legendre duality 62 implies that a boundary point of support with maximum N A is,
A boundary point of support with minimum N A is derived from the Rényi entropy for iχ → −∞,
and the Legendre duality,
The point P (P ′ ) corresponds to a rare event when all injected N att electrons are transmitted (reflected). For a small bias voltage v < 1, the transmission probability of an electron inside the Fermi window is larger than the reflection probability T (ω) > R(ω). Therefore, at the point P (P ′ ), electrons carry minimum (maximum) selfinformation I ′ A , as shown in Fig. 6 (a) . In Appendix E, we calculate a boundary point of support with maximum (minimum) I ′ A , Q (Q ′ ) and checked that Q = P ′ (Q ′ = P).
For a large bias voltage v > 1, electrons with energy |ω − ǫ D | > Γ/2 also participate in transmission processes. Since the reflection probability of such electrons is larger than the transmission probability T (ω) < R(ω), the event with N att electron transmission (reflection) does not necessarily carry the minimum (maximum) selfinformation. Figures 6 (b) and (c) are joint probability distributions for v > 1. The boundary point with maximum (minimum) N A , P (P ′ ), does not coincide with the boundary point with minimum (maximum) I 
VII. PROBABILITY DISTRIBUTION OF EFFICIENCY
It would be interesting to consider the similarity between information entropy and thermodynamic entropy. Here, we examine an analogy to a thermoelectric effect, the Peltier effect. By raising the right chemical potential relative to the left chemical potential by µ, n electrons move from the right lead to the left lead. Since electrons also carry the heat q from the right lead to the left lead, our setup works as a heater. Its efficiency is characterized by the coefficient of performance (COP) 51 ; φ = q/(nµ). When the measurement time τ is short, both n and q fluctuate and thus the COP also fluctuates. This problem has been discussed recently [47] [48] [49] [50] [51] [52] in the context of stochastic thermodynamics 53 . It was demonstrated that the Carnot limit corresponds to the rarest event [47] [48] [49] . In our context, the number of transmitted electrons is n = ∆N A , and we want to relate the thermodynamic entropy βq to the self-information I ′ A . The corresponding (dimensionless) COP η ≡ βµφ may be,
It measures the information content carried by a single electron. At the steady state, which is achieved in the limit of long measurement time, the average COP would be the average self-information divided by the average number of transmitted electrons η = I ′ A / ∆N A . At a short measurement time, the COP fluctuates and the (unnormalized) probability distribution of COP may be expressed by using the joint probability distribution (11) as 51 ,
For energy-independent transmission probability, there is a perfect linear correlation between I ′ A and N A , see Eq. (77). By substituting Eq. (68) into Eq. (97), we obtain,
where P (N A ) is the binomial distribution function (66) . We observe that the minimum COP, η min = − ln T , is achieved when all electrons transmit ∆N A = N att . The maximum COP, η max = − ln T R Natt−1 , is realized when only one electron transmits ∆N A = 1. The probabilities to find these rare events are P (η min ) = T Natt and P (η max ) = N att T R Natt−1 .
For long measurement time, N att ≫ 1, the probability distribution, is calculated as 47, 48 ,
By plugging Eqs. (64) and (49) into the above equation, we find the solution,
for η > η min . Here D 1 is defined in Eq. (74b) and is the relative entropy, the Kullback-Leibler divergence, of
The mode is equal to the average at the steady state,
Figure 7(a) shows the transmission probability dependence of the average COP (101). It vanishes at T = 1 and diverges at T = 0. Figure 7 (b) shows the probability distribution of COP for various transmission probabilities. For large η, the probability distribution approaches ln P (η max ) ≈ N att ln R. When η approaches the lower bound η min , the probability distribution approaches ln P (η min ) ≈ N att ln T = −N att η min . As the transmission probability decreases, the peak position corresponding to the average value shifts rightwards, as we can expect from panel (a). At the same time, the tail of the probability distribution grows. This implies a tradeoff between the amount of information content carried by a single electron and its uncertainty.
Equation (99) is applicable to the energy-dependent transmission case, see Sec. VI. Figure 8 
which increases as ∼ −v 2 ln v. As the bias voltage increases, the average COP increases and becomes saturated at,
which can be derived by using Eq. (90a). This Γ-independent value is the information content carried by a single electron in the incoherent sequential tunneling regime. Figure 8 (b) is the probability distribution of COP for various bias voltages. It exhibits a tendency similar to that observed in Fig. 7 (b) , i.e., the trade-off between the amount of information content carried by a single electron and its uncertainty. 
VIII. SUMMARY
In the present paper, we extended the multi-contour Keldysh Green function technique and calculated the Rényi entropy for a positive integer order M subjected to the particle number constraint. By extending M to a complex number, we relate the Rényi entropy to the information generating function, which is the Fourier transform of the joint probability distribution of selfinformation and particle number.
We applied our framework to the spinless singleresonant level model. For the energy-independent transmission probability, we calculated the time dependence of the accessible entanglement entropy, i.e., the conditional entropy. We found the nonlinear time dependence of the accessible entanglement entropy, which is attributable to the time dependence of the classical Shannon entropy of the probability distribution of the particle number. Although the averages of the accessible entanglement entropy and the full entanglement entropy coincide at the steady state, their fluctuations behave differently. We analyzed the joint probability distribution. For energy-independent transmission, there exists a perfect linear correlation between the self-information and the particle number; for R > T (R < T ), they are positively (negatively) and perfectly correlated. This implies that one can determine the self-information and the entanglement entropy by counting the number of electrons. The energy dependence of the transmission probability spoils the perfect linear correlation. For a symmetric condition, when the bias voltage is smaller than the coupling strength, µ ≪ Γ, the coherent resonant tunneling process is dominant and the full entanglement entropy increases as −(µ/Γ) 3 ln(µ/Γ). For a large bias voltage, µ ≫ Γ, when the incoherent sequential tunneling process is dominant, the full entanglement entropy becomes τ Γ/2. A negative (positive) linear correlation between the self-information and the number of particles is observed for µ ≪ Γ (µ ≫ Γ).
We also considered an analogy to the Peltier effect and analyzed the efficiency of information transmission. We calculated the probability distribution of the COP, which measures the information content carried by a single electron. Our results demonstrated that when the average of the COP increases, the fluctuation also increases. This implies a trade-off between the amount of information content carried by a single particle and its uncertainty.
In the present paper, we have limited our discussion to the case when the reduced density matrix commutes with the local particle number operator of the subsystem. Then the accessible entanglement entropy is trivially the full entanglement entropy subtracted by the Shannon entropy. It would be interesting to apply our method to quantum circuits including superconducting leads, in which the local particle number superselection rule would be nontrivial.
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Appendix A: Proof of Eq. (25) Superselection rules are due to some underlying symmetry of the system. Here we consider the following conditions. (i) The total particle number is conserved,
(ii) The initial state (36) is diagonal in the particle number sector,
These conditions are fulfilled for nonsuperconducting leads. The lhs of Eq. (25) 
These discussions prove Eq. (25) . It would be straightforward to generalize the above proof to any conserved quantity. We point out that the proof generalizes a known property of the real-time diagrammatic technique [68] [69] [70] ; if the initial reduced density matrix is diagonal in the space of a conserved quantity, e.g., the spin space, the reduced density matrix will be diagonal at all times in this space 69 . Obviously, the proof is applicable to both fermions and bosons. However, the proof is not valid when the initial state is a superposition of different particle number states, such as the BCS state 5 , and the boson coherent state 2,71 .
Appendix B: Rényi entropy for decoupled subsystems
Here we analyze the modified Rényi entropy for the dot (47) in the limit of zero temperature. The modified Rényi entropies of leads can be treated in the same way. By substituting Eq. (47) 
Thus the 'Jarzynski equality' (30) indicates that the size of the available states for fixed N A is, S D 0 (N A ) = δ NA,0 + δ NA,1 = 1, which is temperature independent.
2. We first take the zero temperature limit for a positive integer M , and then extend M to a complex number. The joint probability distribution is,
From the 'Jarzynski equality' (30), we obtain the size of the available states for fixed N A as,
The sizes of available states in the Fock subspace for fixed N A obtained in the two procedures are different; the former is greater than or equal to the latter. The difference is attributable to a delta peak of Eq. (B1) at I ′ A ≈ β|ǫ D − µ D | → ∞ with exponentially small weight ∼ e −β|ǫD−µD | , which remains to contribute even in the limit of zero temperature.
Appendix C: Derivations of the multi-contour Keldysh Green function
We calculate the components of the matrix multi-contour Keldysh Green function (51) . Here, we present detailed calculations of a particular component, m > m ′ , s = − and s = +. Other components can be calculated in the same manner. Noting that the contour ordering operator T C also acts on the replicated equilibrium density matrices ρ eq,m (m = 1, · · · , M ), we obtain 
In the following, we will omit the subscripts k and L. By using the following relation, 1 + e iχ−Mβ(ǫ−µ) = e i(∆χ−nχ/M) fχ n (ǫ) ,
we obtain, 
