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1 Introduction
1.1 Overview
The objects studied in this work are so called semiconductor quantum dots. The
method used to study them is optical spectroscopy.
Giving the most general definition, a quantum dot is an artificially fabricated
semiconductor solid state formation which provides a three dimensional confine-
ment for charge carriers. In semiconductors these charge carriers are electrons
and so called “holes”. When illuminating a bulk semiconductor with laser light
of energy above the band gap of the semiconductor, the photon’s energy may be
absorbed by valence band electrons which are then excited to the energetically
higher conduction band. The electron leaves a vacancy in the valence band, the
hole. The hole is positively charged with respect to its electronic surrounding.
Due to the Coulomb attraction between the electron and the hole, the electron-
hole pair may form a bound state, the “exciton”.
Electrons, holes or pairs of them can be filled into quantum dots and kept there.
Due to the quantum dot’s confinement potential which restricts the movement of
the carriers in all three spatial dimensions on a nanometre scale, quantum dots are
also referred to as zero dimensional semiconductor structures. In quantum dots,
the dimensions of the confinement region become comparable to the de-Broglie-
wavelength of the trapped carriers. Therefore, inescapably quantum mechanical
effects have to occur. The most important consequence of the zero dimensionality
of quantum dots is the existence of discrete energy levels of the contained carriers.
If a conduction band electron and a valence band hole occupy discrete quantum
dot energy levels, the electron may consequently recombine with the hole under
emission of a photon of well-defined energy.
First observations of such quantum size effects have been made in semiconduc-
tor microcrystals in the early and mid eighties [1–4]. Later, arrays of quantum
dots were fabricated by self organised growth. In this work I study ensembles of
such self-assembled quantum dots which in our case consist of indium arsenide
(InAs) embedded in gallium arsenide (GaAs). In ensembles of quantum dots
grown by self organised assembling the intrinsic quantum dot properties like the
emission of well-defined wavelength are hidden in the ensemble emission which
is broadened due to the fluctuations, predominantly in size, of the self-assembled
quantum dots. In the early nineties, however, discrete emission lines from single
self-assembled quantum dots were discovered for the first time [5, 6].
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Since then quantum dots have inspired a huge amount of work and a lot of
effort has been made in order to understand the phenomena related to quantum
dots. Quantum dots have gained interest of the physical community due to two
reasons:
(i) Quantum dots are particularly suitable to produce quantum opto-electronic
devices [7]. As man made structures the properties of quantum dots can be rel-
atively easily tailored in order to meet specific requirements concerning e. g. the
emission energy. Furthermore, they are stable and safely embedded inside their
crystal. The samples are easy to handle and can thus be easily incorporated in
technical devices. The macroscopic samples allow the experimentalist to conve-
niently study the quantum dots in a well defined manner, optically or electrically
excite them, fill them with a fixed number of electrons and holes, create ele-
mentary excitations inside them and keep these excitations in the dot, expose
them to electric or magnetic fields and put them into environments of defined
temperature. The progress that has been made in the last 15 years empowers
physicists now to produce structures with several quantum dots arranged in a
well defined manner so that coupled quantum dots emerge which can possibly
interact with one another, and to embed quantum dots e. g. into microresonators
which allows to control the spontaneous photon emission rate of the quantum
dots. The fact that the behaviour of charge carriers inside a quantum dot is gov-
erned by quantum theory makes it an ideal candidate for the future technology
of devices exploiting the quantum nature of the nano-world. Examples are single
photon emitters with defined photon energy, quantum cryptography by quantum
mechanically entangled photons, information storage by using the spin of elec-
trons trapped inside a quantum dot as a “qubit” and in the future possibly even
the realisation of quantum dot based quantum gates as a first step to nano scale
semiconductor based quantum information processing.
(ii) On the other hand, quantum dots are interesting by themselves as objects
which can be exploited in order to study fundamental physics and to search for
new physical phenomena. To have with quantum dots an isolated quantum me-
chanical object at hand enables scientists to study processes like light-matter
interaction, spin related phenomena and electro-magnetic field induced phenom-
ena.
Optical spectroscopy is one of the major experimental means to study quantum
dots. In the case of a quantum dot sample, electron-hole pairs can be opti-
cally excited in the bulk material in which the quantum dots are embedded. An
electron-hole pair can become trapped by the quantum dot potential. The car-
riers quickly relax to the lowest energy level of the quantum dot, the quantum
dot ground state. From there, the electron recombines with the hole under ree-
mission of a photon having the energy of the quantum dot electron-hole ground
state transition energy. The light emission from the quantum dots, the photolu-
minescence, can be detected and used in order to investigate processes occurring
with the spin and charge carriers inside the quantum dots. The photolumines-
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cence may be studied in dependence on many parameters which influence the
behaviour of the carriers, such as excitation density, temperature or magnetic
field. Additionally, the photoluminescence can be studied time resolved in order
to obtain inside into the dynamics of the radiative decay.
Despite the fact, that single electrons, holes or elementary excitations as elec-
tron-hole pairs may be kept inside a quantum dot, the dot yet is composed
out of thousands of atoms. They are regularly arranged in the quantum dot
lattice which is in turn embedded inside a crystal with different properties. This
leads e. g. to the interaction with elementary crystal excitations, phonons. In
addition, the nucleus of each atom constituting the quantum dot generally inheres
a nuclear spin. Already in the simplest atom, the hydrogen atom, the energy of
the electron is influenced by the interaction between the electron spin and the
spin of the nucleus. This hyperfine interaction is also present in quantum dots
where the interaction between the spin of an electron inside the quantum dot and
the entirety of the nuclear spins leads to various effects.
In the seventies it was already shown that for bulk semiconductors the nuclear
spins in the vicinity of a a donor trapped electron may be polarised by transfer of
angular momentum from the optically oriented electron [8–11]. It was observed
that the electron spin and the nuclear spins are highly interdependent. Polarised
nuclear spins create a magnetic field acting on the electron spin. In turn, they
may themselves be influenced by small external magnetic fields. This inspired
measurements where the dependence of the nuclear spin system on small external
fields was exploited in order to reveal the processes occurring in the electron-
nuclear spin system. The spin of the electrons was used as a sensitive detector
for the state of the nuclear spin system [12–16].
In quantum dots the hyperfine coupling between electron and nuclear spins
is further enhanced by the localisation of the electron in the dot. The aim of
keeping a well defined spin state of the electron for a long time inside a quantum
dot in order to use it e. g. for quantum information storage and processing was
amongst other mechanisms hindered by the interaction of the electron spin with
the randomly fluctuating nuclear spins [17, 18]. However, it could be shown that
the nuclei do not only act destructively on the electron spin. Also in quantum
dots the nuclear spins may be optically oriented. As each nuclear spin produces a
magnetic field, the magnetic field of the sum of many oriented nuclear spins may
be as large as several Tesla [19–23]. Such a strongly polarised nuclear spin system
with a macroscopically large total spin can depress the electron spin relaxation
and support long living electron spin polarisation in a quantum dot [24–26].
It was also shown that in a strong transverse external magnetic field in which
the electron spins precess the nuclear spin system of the quantum dots in a
ensemble is driven into a configuration so that the g-factor of electrons in different
quantum dots is altered in a way that all electrons precess in phase (“mode
locking”, [27, 28]). This state of the nuclear spin system is very stable and lasts
for hours [29]. While the general trend in the quantum dot community was going
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towards single dot spectroscopy, this work also pointed out what great potential
still lies in the use of quantum dot ensembles.
It might be possible to manipulate the nuclear spin system of quantum dots
in a manner that magnitude and direction of the magnetic field produced by
the nuclear spins inside could be controlled – optically and by application of
small external magnetic fields. In doing so, the quantum dot could be turned
into a “nuclear nanomagnet” [30] – a nanometer sized object containing a large
magnetic field. This would open new possibilities concerning the tailoring of the
environment the electron inside a quantum dot experiences.
It is thus important to obtain further insight into the complex interplay between
a single electron spin and the nuclear spin system, not only in single quantum dots
but also in quantum dot ensembles. With this work I wish to make a contribution
to this task. We investigate the electron-nuclear spin system of the nuclear spin
entirety and the spin of a single electron in quantum dots of an ensemble sample
by optical means. We exploit optical orientation to polarise the electron and the
nuclear spins. The electron spin polarisation is then used as a detector for the
state of the nuclear spin system. The read out of the electron spin polarisation
is performed measuring the circular polarisation of the photoluminescence.
In this chapter an introduction about quantum dot fabrication and the prop-
erties of quantum dots is given. In chapter 2 the studied samples are introduced
and characterised. Chapter 3 contains the theoretical and experimental funda-
mentals of optical orientation of electron and nuclear spins and the introduction
into the codependencies in the electron-nuclear spin system. The experimental
setup of our experiments, schemes for excitation and detection and definitions
and conventions used are described in chapter 4. The chapters containing the
obtained results address two aspects of the electron-nuclear spin system: on the
one hand the internal magnetic fields characterising the system and on the other
hand the dynamics. In chapter 5 the internal magnetic fields acting on the nuclear
spins are determined. The maximum nuclear polarisation is calculated using the
measured values. Chapter 6 contains studies of the excitation power dependence
of the nuclear polarisation and its behaviour in magnetic fields up to 1 T. In
chapter 7 the accumulation dynamics of electron and nuclear spin polarisation
are studied. Finally, chapter 8 presents the observation of hundreds of millisecond
long spin memory times of the electron-nuclear spin system. These results are
interpreted in terms of a self-consistent electron-nuclear spin complex in which
the polarised electron spin and the nuclear spin ensemble mutually stabilise each
other, the nuclear spin polaron.
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1.2 Self-Assembled Semiconductor Quantum
Dots
1.2.1 Fabrication of Self-Assembled Semiconductor
Quantum Dots
As “quantum dot” is a general term for solid state structures which provide three
dimensional confinement for electrons and holes, it compasses objects consist-
ing of many different material systems and fabricated using various techniques,
among them
• “natural quantum dots”, isolated potential minima due to interface fluctu-
ations in quantum well structures [31, 32].
• semiconductor lateral quantum dots, quantum dots obtained by patterning
quantum well structures using electron beam lithography or wet chemical
etching [33, 34].
• semiconductor nanocrystals, produced e. g. by precipitation out of organic
liquids or incorporation in glasses [35–38].
• quantum dots obtained by cleaved-edge overgrowth, a method where by
alternately growing quantum wells and cleaving the sample two quantum
wires are produced at the intersection of which a single quantum dot is
formed [39].
In the present work, I study self-assembled quantum dots grown in the Stranski-
Krastanov mode [40] by molecular beam epitaxy. In the Stranski-Krastanov
growth mode a thin layer is deposited on a host crystal of a different substance.
From that layer islands form spontaneously [41]; it is therefore also known as
“layer-plus-island” growth. In the case of the quantum dots studied here, the
host crystal is composed of GaAs. On this substrate InAs is deposited monolayer
by monolayer. The lattice constants of GaAs and InAs1 differ by ≈ 7 %. The InAs
monolayers are deposited so slowly that the InAs adopts the lattice structure of
the substrate. This leads to a strain in the InAs layer which grows with increasing
layer thickness. At a certain thickness of the InAs deposit, the point is reached
where the strain energy due to the lattice mismatch becomes so large that it is
energetically more favourable for a part of the InAs to form “islands” on the
surface of the remaining InAs film. This InAs layer between the substrate and
the islands is called “wetting layer”. Figure 1.1 (a) schematically depicts the
strain relaxation. The island formation occurs spontaneously which is why we
speak of self organised quantum dots. For InAs quantum dot samples the wetting
layer is typically three to five monolayers in thickness corresponding to ≤ 2 nm.
1Lattice constant InAs 6.0583 A˚, GaAs 5.65325 A˚ at 300 K.
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Figure 1.1: (a) Quantum dot formation from a strained epitaxial layer. InAs has
a larger lattice constant than GaAs. The strain building up during the epitaxial
deposition of InAs on the GaAs substrate is relaxed by the formation of InAs islands
on a “wetting layer”. (b) Composition of a self-assembled quantum dot sample.
On a GaAs substrate a two dimensional InAs wetting layer is located on which the
quantum dots form. On top a GaAs capping is grown (Picture: Materials Modelling
Group, Newcastle University, UK.)
The indium islands are tens of nanometers in diameter and a few nanometers
high and thus have the proper dimensions to evoke quantum effects. The crucial
step to finally turn them into quantum dots is overgrowing the InAs islands
with a capping layer of GaAs. InAs has a smaller band gap than GaAs so that
sandwiching the InAs islands between GaAs brings about that they constitute
potential minima in which charge carriers can be stored. Figure 1.1 (b) shows a
model which illustrates the composition of a quantum dot and figure 1.2 (a) shows
a transmission electron micrograph of a single quantum dot. In figure 1.2 (b) a
micrograph of an InAs/GaAs quantum dot ensemble is shown. One can clearly
see that the self assembling results in a non-uniformly distributed quantum dot
array. Also the size obviously fluctuates from dot to dot.
Technically, the Stranski-Krastanov growth mode can be realised by molecular
beam epitaxy (MBE) [42]. The layers are deposited extremely slowly in a high
vacuum on a waver which is held at a high temperature – ≈ 600℃ for the sample
under study – so that epitaxial growth occurs. This means that the deposited
material adopts the lattice structure of the substrate. The ultra pure elements,
indium and arsenic, are separately evaporated by heating and do only react with
each other when the vapours condense on the surface of the substrate. Like
this, smooth defect free InAs monolayers are formed. Consequently, also the
quantum dots emerging from the wetting layer are defect free when the growth
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(a)
(b)
0.5 mm
Figure 1.2: (a) Transmission electron micrograph of a single InAs/GaAs quantum
dot (microscopy by J.P. McCaffrey, NRC Ottawa). (b) Micrograph of an InAs self-
assembled quantum dot ensemble before capping. Note the non-uniform distribution
and the fluctuations in size (Picture: A. Wieck, Angewandte Festkrperphysik, Ruhr-
Universitt Bochum).
is terminated betimes.
Self-assembled quantum dots where produced from several III/IV semiconduc-
tor material systems2: In(Ga)As/GaAs, InP/InGaP, GaSb/GaAs, InSb/GaSb,
(Si)Ge/Si, InAs/Si and InAlAs/AlGaAs3. Stranski-Krastanov growth has also
been achieved for a number of II/VI semiconductors as (Zn)CdSe/ZnSe.
1.2.2 General Properties of Self-Assembled Quantum
Dots and Thermal Annealing
The quantum dot arrays produced by strain induced self assembling typically
exhibit a quantum dot density of 1010/cm−2 to 1011/cm−2∗ corresponding to an
average inter dot distance of 30 nm to 100 nm. The quantum dots are in the
range of 10 nm to 30 nm in diameter and ≈ 5 nm high. However, during the
formation of the quantum dots inevitably size fluctuations occur in the ensemble.
The size distribution cannot be properly controlled, the typical size dispersion
being ≈ 10 %. Quantum dots may be lens shaped, pyramidal or have the shape
of a truncated pyramid. The shape and size of quantum dots can in fact be
accurately determined using atomic force microscopy before the capping layer is
deposited. They change, however, dramatically during the capping. Diffusion
between the InAs islands and the GaAs capping occurs which changes the size,
the shape and the composition of the quantum dots [7, 43]. InAs grown quantum
dots therefore generally contain a significant fraction of GaAs which is why they
2The roman numbers refer to the main groups in the periodic table the elements belong to.
3See [7] and the references therein.
∗Quantum dot ensembles locally having dot densities down to 108/cm−2 have been produced
using stationary instead of rotating substrate wavers in order to enable single dot spec-
troscopy.
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are referred to as (Inx,Ga1−x)As quantum dots where x gives the indium fraction.
The main characteristics of a quantum dot is the energy gap between the lowest
electron state in the conduction band and the lowest hole state in the valence
band. This transition energy determines the energy of the emitted photolumines-
cence. The transition energy is influenced both by the size of the quantum dot
due to the size quantisation and by the gallium content due to the different band
gaps of GaAs and InAs. The dispersion in quantum dot size and the possibly
different composition of different dots leads to an inhomogenous broadening of
the ensemble emission. Furthermore, the local distribution of gallium and indium
inside a dot has a profound effect on the form and the localisation of the carrier
wavefunctions inside the quantum dot. The basic quantum dot parameters, in-
dium concentration, shape and size, strongly depend on the growth conditions,
mainly growth temperature and deposition rate.
To date the epitaxial growth mode represents the best method to incorporate
quantum dots in a wide range of structures and devices, such as microresonators.
As an impressive example micro tube ring resonators may serve which were re-
cently fabricated by letting a strained two dimensional quantum dot layer roll up
to form a three dimensional tube with a diameter of a few micrometer and a wall
thickness of 200 nm [44].
Furthermore, self-assembled quantum dots possess a large confinement poten-
tial of up to hundreds of milli-electronvolt. The intraband level spacing between
ground state and first excited state is in the range of tens of milli-electron volt.
Additionally, the quantum dot transition energy may be tuned by so called
thermal annealing. After the growth is finished, the sample is exposed to a high
temperature for a well-defined time. This leads to a secondary interdiffusion be-
tween InAs from the quantum dots and the GaAs substrate and capping. The
gallium content of the quantum dots increases which in turn decreases the con-
finement potential. We define the confinement potential as the energy difference
between the wetting layer and the ground state. Generally, the emission shifts to
higher energies with increasing annealing temperature [45]. By choosing different
temperatures and exposition times, from the same sample a series with different
confinement potentials can be produced. Figure 1.3 shows the annealing series to
which the sample mainly studied in this work belongs. The emisson energies span
a range of 360 meV between 1.063 eV (1166 nm) for the unannealed sample up to
1.422 eV (872 nm) for an annealing temperature of 980℃. Using this definition,
the confinement potentials range from ≈ 250 meV for the unannealed sample to
≈ 80 meV for the sample annealed at 980℃. The grey spectrum in figure 1.3 be-
longs to the sample studied in this work. This band gap engineering and the fact
that a lot of different materials are suitable in order to produce self-assembled
quantum dots, leads to a wide span of emission wavelength between 300 nm and
1.5 µm [43]. Another effect of the thermal annealing is that the quantum dots
become more homogeneous in size. This can be seen by a narrowing of the inho-
mogeneously broadened ensemble emission peaks which can also been observed
for the annealing series of figure 1.3.
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Figure 1.3: Photoluminescence of singly negatively charged quantum dot ensembles
annealed at different temperatures after growth. Grey: The spectrum of the sample
studied in this work.
1.3 Elementary Excitations in Quantum Dots
1.3.1 Excitons
Whenever the movement of particles is locally restricted to a scale comparable to
their de-Broglie-wavelength this inevitably evokes quantum effects. Particularly,
the density of states D(E) of the particles becomes discretised. D(E) expresses
the number dN of states which are available per energy interval dE in a certain
system, i. e. D(E) = dN/dE. In three dimensional structures the density of
states of a free electron gas of non-interacting electrons is ∝ √E whereas in zero
dimensional structures like quantum dots it is ∝∑l,m,n δ(E−En,m,l) where En,m,l
are the energy levels of the single electron. D(E) is depicted in figure 1.4 for the
three dimensional and the zero dimensional case. The most prominent property
of quantum dots thus is the fact that carriers inside them can only populate
discrete energy levels due to the three dimensional confinement. In this chapter
we will discuss the states of electrons and holes in quantum dots arising as a
consequence of this size quantisation.
The bound state consisting of an electron in the conduction band and a hole in
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the valence band populating the discrete quantum dot energy levels is called an
“exciton”. The discrete energy levels of the quantum dot states are mainly gov-
erned by the size quantisation. We thus first determine the single particle states
arising from the three dimensional confinement taking the rotational symmetry
of the quantum dots into account. The exciton states can then be constructed
from the single particle electron and hole states obtained in this way. Finally,
we address the exciton finestructure induced by a reduction of the rotational
quantum dot symmetry or the application of external magnetic fields.
In a first approach we can start to construct the quantum dot single particle
electron and hole states on the basis of the quantum dot’s symmetry4. Self-
assembled quantum dots generally approximately display rotational symmetry5.
Later we will discuss how the energy levels are altered when the rotational sym-
metry is partly broken. The height of the quantum dots is considerably smaller
than their lateral extensions leading to a big confinement along the growth axis
(the z axis) and a smaller in-plane confinement. The z and in-plane energies,
Ez and Exy, can thus be separated. The energies of the discrete states are then
given by the two contributions
E = Ez + Exy . (1.1)
The confinement in z direction is so big that generally only one state fits in
the quantum dot potential and thus only the lowest Ez state contributes to the
quantum dot energy levels. The in-plane confinement can be approximated by a
4Derivation along the lines of [43].
5This can be verified analysing atomic force micrographs taken before capping. Although
the capping process can alter the shape and the size of the quantum dots, the rotational
symmetry of the quantum dots is still a good assumption to start with.
1.3 Elementary Excitations in Quantum Dots 19
1.30 1.35 1.40 1.45 1.50
0.0
0.5
1.0
confinement 125 meV
wetting 
layerf-shell
d-shell
p-shell
s-shell
 
 
PL
 
in
te
n
si
ty
 
(no
rm
a
lis
e
d)
Energy (eV)
Figure 1.5: PL of a quantum dot ensem-
ble for high excitation densities. Shell
filling leads to emission from higher
shells besides the ground state emis-
sion from the s-shell. Five shells fit
into the quantum dot potential. The
energy separation between the shells is
approximately equidistant. The con-
finement is defined by the energetic dis-
tance between the wetting layer and
the s-shell.
parabolic potential
V (r) =
1
2
mω2(x2 + y2) (1.2)
leading to energy levels corresponding to a harmonic oscillator with the well
known equidistant energy levels. That this assumption is justified is supported
by the experimental finding that the energy spacing of the quantum dot energy
levels is also equidistant. This can be seen in figure 1.5 which shows a photo-
luminescence spectrum of a quantum dot ensemble where several shells can be
observed having approximately the same energy distance.
Due to the rotational symmetry, the in-plane energies can be characterised by
a radial quantum number nr and an orbital momentum quantum number nϕ,
which leads to the energy eigenvalues of the quantum dot
E = ~ω(n+ 1)
= ~ω(2nr + |nϕ|+ 1) . (1.3)
Analogously to the atomic shell model, the states |n, nϕ〉 are then defined by
the shell index n = 2nr + |nϕ| = 0, 1, 2, . . . and the orbital angular momentum
quantum number nϕ = 0,±1,±2, . . . . Generally, the shells in quantum dots are
labeled like in atomic physics by shell indices s,p,d,f,. . . corresponding to the
angular momentum quantum numbers 0,±1,±2, . . . . Including the spin degree
of freedom, the shell degeneracy is 2(n + 1). The filling of the shells obeys the
Pauli exclusion principle so that a state with else identical quantum numbers can
only contain two carriers of opposite spin. The s-shell consequently may contain
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two carriers, the p-shell four. The difference to atomic shells where the p-shell
can be filled with six electrons is due to the reduced symmetry between z and
in-plane direction.
Neglecting the Coulomb interaction, from the single particle electron and hole
states the exciton states can be composed as electron-hole pair states
|eh〉 = |ne, nϕ,e〉|nh, nϕ,h〉 . (1.4)
However, optical selection rules restrict the possible electron-hole state combi-
nations which are optically active, i. e. which can be excited by absorption of a
photon or decay radiatively under emission of a photon. The valence band has
a p-type symmetry whereas the conduction band has a s-type symmetry. When
an electron recombines with a hole, the angular momentum difference between
the conduction and the valence band is carried over by the spin of the emitted
photon. Therefore, the total orbital angular momentum of the decaying electron-
hole pair state has to be zero, nϕ,e + nϕ,h = 0. Additionally, ne = nh has to
be fulfilled. Thus, there exist exciton states which are optically active (”bright
excitons”), and states with nϕ,e + nϕ,h = 0 but which are optically not active
(“dark excitons”) because ne 6= nh.
Despite the fact that it already gives a good impression about the discrete
energy levels in a quantum dot, the approach chosen above is obviously very
approximative. The electron and the hole bare opposite charges and interact via
the Coulomb interaction. The hole and the electron thus form a bound state.
Consequently, the electron and the hole cannot be treated in a single particle
picture. The Coulomb coupling makes it necessary to solve the full two-body
problem of interacting distinguishable particles. The exciton states have to be
constructed as linear combinations from all electron-hole pair states. Bright and
dark states are mixed so that also dark states gain oscillator strength [43].
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Figure 1.6: The four possible
quantum dot ground state ex-
citon configurations, electron
spin Sz = ±1/2, heavy hole
angular momentum Jh,z =
±3/2. Bright excitons: Jh,z +
Sz = ±1. Dark excitons:
Jh,z + Sz = ±2.
Let us now take a closer look at the exciton ground state with respect to
optical activity. There nh,ϕ = ne,ϕ = 0 and radiative decay is allowed concerning
the orbital momentum selection rule. However, also the angular momentum of
the electron and the hole arising from the band structure have to be taken into
account. The heavy hole bares angular momentum Jh,z = ±3/2 and the electron
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its intrinsic spin Sz = ±1/2 where Jh,z, Sz are the respective projections on the
z axis. When the ground state decays radiatively, the emitted photon carries
away an angular momentum of ±1. Thus, only configurations with total spin
M = Sz + Jh,z = ±1 are optically active. Therefore, four states do exist: two
bright excitons with Jh,z + Sz = ±1 and two dark excitons with Jh,z + Sz = ±2.
Figure 1.6 schematically depicts these four possible states.
Finally, we discuss the finestructure of the exciton ground state. There are
mainly two causes leading to a splitting of the exciton states: (i) The anisotropic
exchange interaction between electron spin and hole angular momentum which
acts when a quantum dot is not perfectly rotationally symmetric but e. g. elon-
gated along one direction. (ii) The Zeeman splitting induced by magnetic fields
[46, 47].
Generally, not all quantum dots in an ensemble possess a perfect rotational
symmetry. The reduction of this symmetry leads to a splitting of the else degen-
erate bright states by between 100 and 200 µeV. The splitting is induced by the
anisotropic exchange interaction between electron and hole spins [47–50]. The
Hamilton operator of the exchange interaction is given by [51]
Hexch = −azJh,z · Sz +
∑
i=x,y,z
(
biJ
3
h,z,i + Sz,i
)
. (1.5)
With the exciton eigenstates being categorised by their total spin projection on
the z axis, M = Jh,z + Sz, the matrix representation of Hexch can be constructed
from a basis consisting of the bright excitons withM = ±1 and the dark excitons
with M = ±2. In this basis, (|+ 1〉, | − 1〉, |+ 2〉, | − 2〉), we obtain
Hˆexch =

+δ0 δ1 0 0
δ1 +δ0 0 0
0 0 −δ0 δ2
0 0 δ2 −δ0
 ,
with
δ0 = −3
4
(az +
9
4
bz)
δ1 =
3
8
(bx − by)
δ2 =
3
8
(bx + by) .
The parameters az, bx,y,z characterise the dimensions of the quantum dot. The
matrix is composed of two sub matrices corresponding to the bright excitons and
the dark excitons, respectively. From the structure of Hˆexch it can be seen:
• Hˆexch has block diagonal form – bright and dark excitons thus do not mix
and are split energetically by δ0.
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• For rotationally symmetric quantum dots bx = by and hence δ1 = 0. In this
case |+ 1〉 and | − 1〉 are eigenstates of Hˆexch.
• If the rotational symmetry is broken, bx 6= by. |+1〉 and | − 1〉 mix and are
no longer eigenstates of Hˆexch; the new eigenstates L+ = 1/
√
2(|+1〉+|−1〉)
and L− = 1/
√
2(|+ 1〉 − | − 1〉) are separated by δ1.
• δ2 6= 0 – the dark states always mix, they are separated by δ2.
Figure 1.7 gives a schematic overview of the fine structure at zero magnetic field.
In rotationally symmetric quantum dots the |±1〉 states decay emitting circularly
polarised light while the L+/− states in quantum dots with reduced symmetry
decay emitting linearly polarised light.
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Figure 1.7: The exciton finestructure in quantum dots at B = 0. X: exciton states.
0: empty quantum dot state after exciton decay. Quantum dots with rotational
symmetry: The dark states are split by δ0 from the bright states, the dark states
are split by δ2. Each of the degenerate bright states | ± 1〉, decays emitting circu-
larly polarised light. Reduced symmetry: the anisotropic exchange interaction splits
bright excitons by δ1, emission of linearly polarised light.
At B 6= 0, the states experience an additional Zeeman spin splitting. The
interaction of the electron and hole spins with a magnetic field B = (Bx, By, Bz)
is expressed by the Hamiltonian
HZ = µB
∑
i
(
ge,iSi − γh,iJh,i + Γh,iJ3h,i
)
Bi . (1.6)
ge,i (γh,i) are the electron (hole) g-factors in the direction i = x, y, z. We construct
the matrix representation of the Zeeman Hamiltonian using the basis
(|+ 1〉, | − 1〉, |+ 2〉, | − 2〉)
again. For a magnetic field B || ez (“Faraday geometry”) with z parallel to the
quantum dot growth direction only i = z contributes to the sum in equation 1.6.
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J2h,z = 9/4 and we can thus replace γh,z − Γh,zJ2h,z in equation 1.6 by an effective
hole g factor 1/3gh,z. HZ then becomes
HZ,B||z = µB
(
ge,zSz − gh,z
3
Jh,z
)
Bz . (1.7)
The matrix representation is hence given by
HˆZ,B||z=
µBBz
2

(ge,z + gh,z) 0 0 0
0 −(ge,z + gh,z) 0 0
0 0 (ge,z − gh,z) 0
0 0 0 −(ge,z − gh,z)
 .
The total fine structure Hamiltonian is the sum of the Zeeman Hamiltonian and
the exchange interaction Hamiltonian, Hˆfs = HˆZ + Hˆexch. In the case B || ez
HˆZ is diagonal, the rotational symmetry of the system is not violated. For non-
symmetric quantum dots, a magnetic field in z direction can thus restore the sym-
metry when the off-diagonal elements originating from the exchange interaction
are negligible compared to the Zeeman terms on the diagonal. The two Zeeman
levels then decay under emission of circularly polarised light again [46, 47, 52].
The spin splitting of the Zeeman levels grows linearly with the magnetic field Bz
for rotationally symmetrical quantum dots. For non-symmetric dots the depen-
dence of the spin splitting on the magnetic field is non-linear.
Next, we want to study the influence of a transverse magnetic field. In a
semi classical picture a purely transverse magnetic field leads to the precession of
spins about the field axis which results in an oscillation between +1/2 and -1/2
for the electron spin and between +3/2 and -3/2 for the hole angular momentum.
Consequently, the precession of the electron spin mixes the | + 1〉 with the dark
|+2〉 state and the |−1〉 state with the |−2〉 state while the hole spin precession
couples the |+ 1〉 exciton with the | − 2〉 exciton and the | − 1〉 exciton with the
| + 2〉 exciton. In order to determine the matrix representation in the case of a
purely transverse magnetic field (“Voigt geometry”) we neglect the terms with
higher powers of Jh. Their coefficients Γh,i are negligible compared to γh,i for
structures of high symmetry. With this simplification the matrix representations
of the Hamilton operator for B || ex and B || ey are then given by
HˆZ,B||x =
µBBx
2

0 0 ge,x
3
2
gh,x
0 0 3
2
gh,x ge,x
ge,x
3
2
gh,x 0 0
3
2
gh,x ge,x 0 0

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and
HˆZ,B||y = i
µBBy
2

0 0 ge,y −32gh,y
0 0 3
2
gh,y −ge,x
−ge,y 32gh,y 0 0
−3
2
gh,y ge,y 0 0
 ,
where ge,x = −ge,y and gh,x = −gh,y has to be fulfilled to assure that 90° rotations
in the x-y- plane leave HZ invariant. Obviously, the total angular momentum
states | ± 1〉 and | ± 2〉 are no longer eigenstates of the system and the rotational
symmetry is broken. Bright and dark excitons mix as expected from the semi
classical picture of precessing spins.
So far, we have only addressed the discrete electron and hole energy levels
arising from the size quantisation. The wave functions belonging to these energy
eigenvalues represent only the envelope part of the electron and hole quantum dot
wave functions though. The full wave functions are composed from the quantum
dot envelope functions and the electron and hole Bloch functions
Ψ(r) ∝ ue(re)uh(rh)φse,nϕ,eφsh,nϕ,e . (1.8)
While the envelope wave functions φse/h,nϕ,e/h stem from the three dimensional
carrier confinement, the periodic Bloch functions ue/h reflect the solid state nature
of the quantum dots. It is a complicated task to calculate the carrier population
densities taking influences as the strain in the quantum dot lattice, the composi-
tion of the dot, the spin-orbit coupling and the Coulomb interaction into account.
To conclude, we thus only list the most important theoretical models which have
been used in order to actually calculate the probability density of the electron
and the hole inside a quantum dot.
• k · p theory: starting from band structure parameters, the Schro¨dinger
equation is solved perturbatively taking up to eight bands into account,
including the conduction band, light and heavy hole bands and the split off
band [53, 54].
• tight binding: The assumption that the wavefunctions of the single atoms
are vanishingly small for distances greater than the lattice constant allows
to treat the lattice sites independently and to construct the bands from
single atoms [55, 56].
• ab initio (“from first principles”): Diagonalisation of the Hamiltonian using
a pseudo-potential representing the involved atoms, the local strain, the
spin-orbit coupling via fitting parameters [57, 58].
Additionally to excitons also multiexcitons and charged excitons can be formed.
Multiexcitons are complexes consisting of several excitons, e. g. the biexciton
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with two electrons in the conduction band and two holes in the valence band.
These complexes will not be important for the studies presented in this work
and we therefore refer the reader to the literature [43, 59, 60]. In the present
work, however, negatively charged quantum dots, i. e. quantum dots containing
an additional single electron are studied. When an exciton is brought into such
a negatively charged quantum dot, a negatively charged exciton, the so called
trion, is formed. We discuss negatively charged quantum dots and trions in
chapter 1.3.2.
1.3.2 N-Doped Quantum Dots and Trions
The decay time of an exciton in a quantum dot is of the order of a nanosecond.
This limits the possibility to use the exciton for quantum information storage or
quantum information processing. However, quantum dots can be produced which
are permanently populated by a charge and spin carrier. This permanent spin
can then be initialised, manipulated and read out.
While also quantum dots can be produced which permanently house a single
hole (“p-doped quantum dots”), in this work we study n-doped quantum dots
which are on average populated by a single electron throughout. In the case of
self-assembled quantum dots the doping is achieved by growing a doping layer,
e. g. a silicon layer, ≈ 20 nm beneath each quantum dot layer in a multi-layer
quantum dot sample. Excess electrons from the doping layer tunnel into the
quantum dot layer where they are trapped inside the quantum dots. The doping
density can be controlled to be equal to the quantum dot density in the quantum
dot arrays. The quantum dots are then populated by on average one electron.
We call this residual electron the “resident electron”.
If such a singly negatively charged quantum dot captures an additional elec-
tron-hole pair, a negatively charged exciton is formed, the trion, X−, an elemen-
tary excitation consisting of two electrons and one hole. Concerning the orbital
angular momentum, the electrons and the hole occupy the same single particle
states as discussed in connection with the neutral exciton in section 1.3.1. The
spin distribution of excited trion states, however, is obviously more complex as
for the neutral exciton and gives rise to a finestructure of the trion caused by
spin-spin interactions [61–64]. Let us first investigate the trion ground state.
The ground state of the trion is formed by two electrons in the s-shell having
paired, opposite spins and a hole in its s-shell. We label the trion configurations
according to the scheme carrierspinshell meaning e. g. (e
+1/2
s , e
−1/2
s ; h
±3/2
s ) for the trion
ground state. The total z projection of the electron spin Sz = Sz,1 + Sz,2 in the
trion ground state is zero. Thus, there is no electron-hole exchange interaction
and irrespective of the quantum dot symmetry there is no splitting of the ground
state. The trion consequently decays under the emission of circularly polarised
light.
The excited trion state where one of the electrons is occupying the p-shell
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displays more diverse spin configurations. We refer to this state as the “hot”
or “excited-electron” trion. In the hot trion, the two electrons can have a non-
vanishing total spin enabling the exchange interaction to split the states [61–
65]. The interaction between the two electrons is about one order of magnitude
stronger than the electron-hole exchange because identical particles experience a
stronger exchange interaction than distinguishable ones [62].
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Figure 1.8: (a) The two states of the excited-electron trion triplet, TMΣ=±1, with
total electron spin z projection MΣ = ±1, hole angular momentum Jh,z = +3/2.
The states with Jh,z parallel MΣ are dark, the ones where Jh,z antiparallel MΣ are
bright. Analogously for Jh,z = −3/2. (b) Fine structure of the excited-electron trion
for Jh = +3/2. The energy difference between trion ground state and the excited-
electron trion state is ∆s−p. Electron-electron exchange splits the excited-electron
trion in a singlet state S⋆0 with (Σ,MΣ) = (0, 0) and a spin triplet T0, T±1 with Σ = 1.
The singlet-triplet splitting is ∆e−e. Electron-hole isotropic exchange further splits
the states of the triplet by ∆0. The same set of states exists for Jh,z = −3/2 with
the only difference that T−1 and T+1 are interchanged.
Figure 1.8 shows the finestructure of the excited-electron trion. Table 1.1
gives an overview of the typical energies playing a role in the trion [63, 66]. The
electron-electron exchange interaction splits the hot trion into a singlet state S⋆0
and a triplet T0,±1. With the total spin quantum number Σ composed of the
s-shell electron spin quantum number Ss and the p-shell electron spin quantum
number Sp and the z projection of the total electron spin MΣ, the electron spin
configurations (Σ,MΣ) of these four states are
(Σ,MΣ)S⋆0 = (0, 0) : S
⋆
0 = e
+1/2
s · e−1/2p − e−1/2s · e+1/2p
(Σ,MΣ)T
−1
= (1,−1) : T−1 = e−1/2s · e−1/2p
(Σ,MΣ)T0 = (1, 0) : T0 =
1√
2
(e
+1/2
s · e−1/2p + e−1/2s · e+1/2p )
(Σ,MΣ)T+1 = (1,+1) : T+1 = e
+1/2
s · e+1/2p .
The typical energy range for the electron-electron exchange splitting ∆e−e is of
the order of 10 meV. The zero total spin states S⋆0 and T0 relax very quickly
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Table 1.1: Typical energies of the excited-electron trion.
ground state - hot trion ∆s−p tens of meV
e-e exchange singlet-triplet splitting ∆e−e a few meV
e-h isotropic exchange triplet splitting ∆0 hundreds of µeV
e-h unisotropic exchange S⋆0 -T±1,bright coupling ∆1 a few µeV
to the ground state S0 and thus do not decay radiatively. The behaviour of
the T±1 states is more complicated due to the Pauli blockade of the s-shell. Its
dynamics will be explained in detail in connection with the effect of negative
circular polarisation in chapter 3.2.
The triplet is further split due to the isotropic electron-hole exchange interac-
tion by ∆0 < 1 meV. Including the two directions of the hole angular momentum
orientation, the excited-electron trion thus consists of eight states. The states of
the triplet where the hole angular momentum Jh,z is parallel to MΣ are optically
inactive (dark states), the ones with Jh,z being antiparallel to MΣ could recom-
bine radiatively (bright states). In figure 1.8 the situation with Jh,z = +3/2 is
shown. For Jh,z = −3/2 the bright state of the triplet is T+1, the dark state is
T−1. Again, the bright state is located energetically above T0, the dark one below
T0 so that in figure 1.8 only T+1 and T−1 are interchanged.
Additionally to the isotropic electron-hole exchange an anisotropic electron-
hole exchange interaction is present in quantum dots with reduced symmetry.
The anisotropic exchange ∆1 is of the order of a few µeV. Its most important
effect is that it couples the bright triplets (T+1, h
−3/2
s ) and (T−1, h
+3/2
s ) to the
singlet S⋆0 inducing spin flips between the p-electron and the hole
6.
1.4 Excitation, Capture, Relaxation, Decay
1.4.1 Optical Excitation and Recombination
The energy structure of an (In,Ga)As quantum dot sample with the quantum
dots located on an InAs wetting layer and embedded in a GaAs substrate is
governed by the contributions schematically depicted in figure 1.9 (a): The band
gap of the substrate material, EGaAs, the band gap of the InAs wetting layer Ewl
and the band gap of the (In,Ga)As quantum dot material E(In,Ga)As modified by
the discrete confined quantum dot energy states E0,e and E0,h. For (In,Ga)As
quantum dots at cryogenic temperatures, the GaAs substrate band gap is located
at ≈ 1.5 eV and the wetting layer at ≈ 1.48 eV, the confined quantum dot
states between 50 meV and hundreds of milli-electronvolt below the wetting layer,
depending on the actual indium-gallium content and the size of the quantum dot.
6This will be discussed in detail in chapter 3.2.
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Figure 1.9: (a) The energy structure in an (In,Ga)As quantum dot sample. GaAs
band gap EGaAs, wetting layer transition energy Ewl, discrete confined quantum dot
states with the ground state energies of the electron E0,e and the hole E0,h, ground
state transition energy Et. (b) Optical excitation of an electron-hole pair above the
GaAs band gap, capture by the quantum dot potential, relaxation to the quantum
dot ground state, radiative recombination under emission of a photon with energy
hν = Et.
Quantum dots can be filled with electron-hole pairs by optical excitation. De-
pending on the energy of the exciting photons, excitons can be created in the
GaAs substrate material, in the wetting layer or directly in the confined quan-
tum dot shells. However, the absorption of light in the GaAs barrier is more
effective than for light resonant to one of the confined quantum dot shells. This
is due to the continuous density of states of the bulk material compared to the
δ-distribution like density of states of quantum dots. An efficient way to fill the
quantum dots with electron-hole pairs is therefore to create them energetically
above the confined quantum dot states and let them be trapped by the quantum
dots. If a quantum dot sample is illuminated with light of energy greater than the
band gap of the bulk GaAs substrate, electrons are excited from the valence band
to the conduction band leaving behind a hole which is positively charged with
respect to its surrounding. The created electron-hole pairs are rapidly captured
by the quantum dot potentials. The carriers quickly relax to the ground state
of the quantum dots losing their excess energy by carrier-carrier scattering and
the interaction with phonons. Having reached the ground state of the quantum
dot, the exciton decays radiatively under emission of a photon. The capture and
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relaxation typically occurs on a picosecond timescale while the radiative decay
times of excitons in quantum dots are hundreds of picoseconds. The excitons
thus generally relax to the quantum dot ground state before they recombine.
The process of excitation, relaxation and recombination is shown schematically
in figure 1.9 (b).
If a lot of carriers are created in the substrate, the quantum dots can be filled
with more than one electron and hole. As capture and relaxation are generally
much faster than the radiative decay and each shell can only house a finite number
of particles due to the Pauli blockade, also higher lying shells are filled resulting
in emission not only from the ground state but also from higher shells as can be
seen in figure 1.5.
The transition energyEt of the ground state emission is a combination of the va-
lence band-conduction band energy gap of the quantum dot material, E(In,Ga)As,
and the energies of the lowest electron and hole states, E0,e and E0,h (c. f. figure
1.9):
Et = E(In,Ga)As) + E0,h + E0,e . (1.9)
It is thus clear that the transition energy characteristic for a quantum dot sample
is both governed by the indium and gallium content of the quantum dots via
E(In,Ga)As and by the size of the quantum dots via E0,e/h.
In the experiments presented in this work, optical excitation generally was
performed in the wetting layer. For excitation in the wetting layer states, electron-
hole pair creation, capture and relaxation occur analogously to the case of above
band gap excitation in the GaAs substrate.
1.4.2 Radiative Decay Dynamics
The radiative recombination dynamics of quantum dots is typically analysed as-
suming that the quantum dot represents a two level system. In quantum dots
the two levels are given by the lowest electron state in the conduction band and
the lowest hole state in the valence band. Figure 1.10 (a) schematically depicts
the level occupations in this case.
Labeling the occupation of the respective levels by electrons and holes with
(ne, nh), it is obvious that the two level picture only allows the cases (1, 1) and
(0, 0) to occur. There is thus always a one to one correlation between the elec-
tron and hole populations of the levels: An electron occupying the conduction
band ground state correlates with a hole in the lowest valence band state. This
inevitably leads to the decay of the exciton obeying a monoexponential decay law
with a decay constant τ .
However, non-exponential decays were observed as well for quantum dot en-
sembles as for single quantum dots (see e. g. [67]). Various effects have been
suggested in order to explain the non-exponentiality of the decays, such as state
filling effects, carrier diffusion effects, inhomogeneities in the electron-hole overlap
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Figure 1.10: Possible carrier configurations (ne, nh) in the conduction band (CB)
and valence band (VB) quantum dot ground states. (a) Quantum dot as a two level
system. Electron and hole populations are fully correlated. (b) Multi level system.
When the carriers can occupy different levels, the ground state population correlation
is weakened. The occupations (1,0) and (0,1) have to be included.
or dark excitons. Only recently, however, the model predicting the exponential
decay was questioned, the picture of quantum dots as two level systems. Gen-
erally, quantum dots do possess several confined shells. Upon excitation of an
electron-hole pair above the confined quantum dot states (in the wetting layer
or the barrier), the carriers could thus populate different shells. As shown in
figure 1.10 (b) the one to one correlation between electron and hole population
of the ground state is then weakened and the occupations (ne, nh) = (1, 0) and
(ne, nh) = (0, 1) of the ground state have to be included.
It was recently argued how the electron-hole population correlations influence
the exponentiality of the decay dynamics [68, 69]. A theoretical model [68] re-
vealed that whenever the one to one population correlation between electron
and hole is weakened, the radiative decay cannot be described by an exponential
decay law anymore. Quantum dots do have more than two levels so that the non-
exponentiality of the radiative decay is an intrinsic property of quantum dots.
Thus, it is generally also not possible to unambiguously assign a time constant
to a quantum dot decay transient.
We have thus systematically experimentally studied how quantum dot proper-
ties and experimental conditions influence the exponentiality of the ground state
radiative recombination, i. e. to determine under which circumstances quantum
dots may or may not be viewed as two level systems.
I wish to give a brief overview of these systematic experimental studies7. The
experiments were performed by exciting different ensembles of (In,Ga)As quan-
tum dots with linearly polarised picosecond pulses. The photoluminescence was
detected time resolved with a time resolution of ≈ 20 ps using a streak camera.
The samples were kept at a temperature of 10 K.
7For a detailed explanation of the underlying theoretical considerations and numerical results
c. f. [68–70]
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One expects an exponential decay dynamics when the carrier populations are
fully correlated. When electron-hole pairs are created non-resonantly with the
confined quantum dot states, in the barrier or the wetting layer, they may relax
independently to their ground states. The build up of excitonic correlations can
thus be hindered by carrier scattering. We probe the influence of the population
correlations in two ways [70]:
• The photon energy of the exciting laser is changed in order to create
electron-hole pairs above the GaAs band gap, in the wetting layer, reso-
nantly with higher confined quantum dot states and finally resonantly with
the quantum dot ground state.
• The electron population is varied by selecting n-doped quantum dots which
are on average singly negatively charged, and comparing their emission
dynamics with the one of nominally undoped quantum dots.
The excitation densities were kept small enough in all experiments so that the
creation of multi-exciton complexes could be ruled out.
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Figure 1.11: Time resolved photolumi-
nescence of a nominally undoped
(In,Ga)As quantum dot ensemble, con-
finement ≈ 80 meV. Excitation ener-
gies 1.550 eV (GaAs), 1.476 eV (wet-
ting layer), 1.436 eV (d-shell), 1.414 eV
(p-shell), 1.389 eV (s-shell). The
dashed lines are exponential fits to the
data in the range 200 < t < 500 ps.
Decay time for excitation resonant to
the ground state transition energy: τ =
307 ps. T = 10 K.
Figure 1.11 shows transients of the ground state electron-hole recombination
of an ensemble of undoped quantum dots having a confinement potential of
≈ 80 meV. From top to bottom, the traces correspond to above the GaAs band
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gap excitation, excitation resonant with the wetting layer, resonant with the d-
shell, the p-shell and finally the s-shell. One observes that the radiative decay
of the ground state occurs on a time scale of 1 ns. The lines in figure 1.11 are
exponential fits to the first part of the decay between t = 200 ps and t = 500 ps.
Note that the traces are plotted on a logarithmic scale so that an exponential
function is given by a straight line. A clear deviation of the measured decays
from the exponential fits can be observed after a time of ≈ 1 ns for the exci-
tation into GaAs and the wetting layer. Also for excitation resonant to higher
lying confined quantum dot states, the d-shell and the p-shell, the decay does
not follow an exponential decay law. For non-resonant excitation the optically
generated polarisation transforms into a population in the quantum dot states
by the scattering processes occurring during the relaxation to the lowest quan-
tum dot state. The electron and the hole can occupy different levels so that
an electron in its ground state does not necessarily mean that the hole ground
state is also populated. The electron and hole populations are thus not fully
correlated, the occupations (ne, nh) = (1, 0) and (ne, nh) = (0, 1) of the quantum
dot ground state might appear. The bottom transient in figure 1.11 finally be-
longs to excitation resonant to the energy difference between valence band and
conduction band ground states of the quantum dot. At t ≈ 0 a peak is seen
which is due to scattered laser light. After some tens of picoseconds, though,
a decay becomes apparent which is monoexponential over the whole range up
to where the signal becomes comparable to the noise background. For s-shell
excitation the carriers are directly excited in the ground state. It is unlikely that
they undergo scattering processes moving them to different shells. Thus, only
the situations (ne, nh) = (0, 0) and (ne, nh) = (1, 1) occur. Strictly speaking,
with resonant ground state excitation one does not have a population because
the coherence with the light field is maintained until the radiative decay of the
electron-hole pair. Hence, one does not observe a population decay but coher-
ently driven luminescence [71, 72]. Still, we expect strong carrier correlations for
resonant excitation in the s-shell of the quantum dots.
Next, we wish to study the influence of doping on the decay dynamics. By
choosing n-doped quantum dots whose conduction band ground state is always
occupied by on average one electron, we can keep the electron population ap-
proximately constant increasing the probability for (ne, nh) = (1, 1). Figure 1.12
shows time resolved photoluminescence for a n-doped quantum dot sample for
excitation into the wetting layer, the p-shell and the s-shell. For comparison, the
transients of the nominally undoped sample from figure 1.11 are also shown. Irre-
spective the excitation energy, the decays of the charged quantum dots are closer
to the straight line like decrease typical for an exponential decay on a logarith-
mic scale. Already for excitation into the wetting layer, the negatively charged
quantum dots exhibit a decay coming closer to an exponential function as for the
undoped sample. This behaviour becomes evident for p-shell excitation. There,
the n-doped sample exhibits a decay which follows to a good approximation an
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Figure 1.12: Time resolved photolumi-
nescence of undoped (left) and n-doped
(right) quantum dots with comparable
confinement potential of ≈ 80 meV,
excited at different energies. Excita-
tion energies for the n-doped sample
1.476 eV (wetting layer), 1.417 eV (p-
shell) and 1.397 eV (s-shell). T = 10
K.
exponential decay law. For s-shell excitation both samples show expectedly an
exponential decay.
The degree of exponentiality may also be controlled via the confinement po-
tential of the quantum dots. With increasing confinement the splitting between
the shells also increases. This suppresses scattering of the carriers between the
shells, the correlations are enhanced [70].
To conclude, we maintain that the radiative decay in quantum dots gener-
ally cannot be described by the picture of quantum dots as two level systems.
The non-exponentiality of the recombination dynamics is an intrinsic property of
quantum dots and related to the fact that carriers can populate different shells
which breaks the one to one correlation between electron and hole populations.
Therefore, it is generally also difficult to relate a time constant to a decay. We
emphasise again, that the decays are generally genuinely non-exponential and not
bi- or multi-exponential. A two level system and with it an exponential decay
of the ground state emission can be approached though for specific conditions:
Quantum dots possessing a deep confinement potential and a large energy dif-
ference between the shells and excitation into the quantum dot ground state.
Charged quantum dots in general also exhibit a more exponential decay.
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2 The Studied Sample
The studied sample was grown by the group of A. D. Wieck and D. Reuter, Ange-
wandte Festko¨rperphysik, Ruhr Univerita¨t, Bochum. It is a 20 layer (In,Ga)As
self-assembled quantum dot ensemble grown on a (100) oriented GaAs substrate
by molecular beam epitaxy (MBE)1. The dot density is approximately 1010 cm−2.
100 nm   GaAs
100 nm   GaAs
20 layers 20 layers
64 nm GaAs
2 x 8 nm GaAs
1 nm GaAs
2 nm AlAs
quantum dots
Si-d
80 nm   GaAs
Figure 2.1: Schematic illustration of the composition of the studied sample.
The structure of the sample is schematically shown in figure 2.1. The quan-
tum dot layers are separated by 64 nm wide GaAs barriers. 20 nm above each
quantum dot layer a silicon δ-doping layer is located with a doping density about
equal the dot density2. Thus each quantum dot is permanently populated with
on average one “resident electron”, as confirmed by pump and probe Faraday
rotation measurements [28]. The structures have been thermally annealed for 30
seconds at 900℃. As mentioned above3 this leads to interdiffusion of gallium ions
into the InAs quantum dots, which shifts the ground state emission to 1.34 eV
(925 nm) as compared to 1.063 eV (1167 nm) for an unannealed sample of the
same series4.
1c. f. chapter 1.2.1
2For a brief explanation of the fabrication of doped quantum dots c. f. chapter 1.3.2.
3For thermal annealing c. f. chapter 1.2.2.
4Photoluminescence of all samples of the annealing series figure 1.3.
36 The Studied Sample
1.30 1.32 1.34 1.36 1.38
0.0
0.5
1.0
d-shell
p-shell
 
 
PL
 
in
te
n
si
ty
 (n
or
m
al
is
ed
)
Energy (eV)
P = 50 mW
s-shell
~ 17 meV
(b)
1.30 1.32 1.34 1.36 1.38
0.0
0.5
1.0
26 meV Power (mW)
 50 
 40
 30
 20
 15
 12
 8
 6.5
 4.9
 3.3
 1
 
Energy (eV)
PL
 
in
te
n
si
ty
 (n
or
m
al
is
ed
) 27 meV(a)
Figure 2.2: (a) Photoluminescence spectra for different excitation powers P . With
higher excitation powers photoluminescence of higher quantum dot shells appears
due to state filling of the lowest shells. Excitation into the wetting layer at 1.476 eV,
T = 2 K. (b) Photoluminescence spectrum for excitation power P = 50 mW from
(a) and a three peak Gauss fit of the spectrum revealing the energy distribution of
the three levels. The width of the s-shell distribution is ≈ 17 meV.
In order to further characterise the quantum dots we study photoluminescence
spectra which were obtained exciting the sample in the wetting layer at a laser
energy of 1.476 eV. Figure 2.2 (a) shows photoluminescence spectra for different
excitation densities. The maximum of the s-shell emission is located at an energy
of 1.34 eV corresponding to 925 nm. At higher excitation densities state filling
effects lead to emission also from the p-shell and the d-shell. The maximum of
the p-shell photoluminescence is located at an energy of 1.367 eV or 907 nm. The
average energetic level spacing is ≈ 26 meV. The confinement potential which we
define by the energy difference between the wetting layer and the quantum dot
ground state is ≈ 130 meV.
Figure 2.2 (b) shows the graph corresponding to the highest excitation power
in (a) (black open circles). Also shown is a three peak Gaussian fit of the spec-
trum (black line). The spectrum is inhomogeneously broadened due to the size
distribution and the inhomogeneities in composition of the quantum dots in the
ensemble. The three single Gauss functions of the fit belonging to the s-shell,
the p-shell and the d-shell (grey) show the spectral distributions of the three
shells in the ensemble. The Gauss fit yields a width of the three distributions of
≈ 17 meV.
As we focus on the interaction between the nuclear spins and the resident
electron spin in this work the properties of the nuclear isotopes involved play an
important role. Table 2.1 compares the nuclear species composing the quantum
dots we were studying.
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Table 2.1: The properties of the nuclei of the studied sample. Line 3: Maximal mag-
netic moment in z direction. Line 4: Magnetic moment in units of the nuclear
magneton µN = 5.0508 · 10−27 J/T.
Isotope 115In 113In 69Ga 71Ga 75As
1 Abundance (%) 95.72 4.28 60.4 39.6 100
2 Nuclear spin I 9/2 9/2 3/2 3/2 3/2
3 Mag. moment µIz (10
−26 J/T) 2.795 2.790 1.018 1.294 0.727
4 Mag. moment µI (µN) 5.534 5.523 2.016 2.562 1.439
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3 Electron and Nuclear Spins in
Quantum Dots
3.1 Introduction
The negatively charged quantum dots investigated are on average always popu-
lated by one resident electron1. In its ground state the electron’s wave function is
extended over almost the whole quantum dot volume. The resident electron spin
thus interacts with the majority of the spins of the quantum dot nuclei. The nu-
clear spin ensemble has a crucial effect on the resident electron spin polarisation.
In this chapter we introduce the system studied in this work, the electron-nuclear
spin system in negatively charged quantum dots. Firstly, it will be shown how
the resident electron spin can be optically oriented by illumination of the sample
with circularly polarised light and how the polarisation of the spin can be read
out. We address the effect the randomly oriented nuclear spins have on the polar-
isation of the resident electron spin. Then, we explain how the nuclear spins may
be polarised using the angular momentum transfer from spin polarised electrons
to the nuclei and show in what way the polarised nuclear spin system acts on the
resident electron spin compared to the case of unpolarised nuclear spins.
3.2 Negative Circular Polarisation and Optical
Orientation of the Resident Electron Spin
In this section we discuss a mechanism which can be used in order to optically
orient the resident electron spin in negatively charged quantum dots, the effect of
“negative circular polarisation” (NCP). Further, we demonstrate how this effect
may be at the same time exploited to read out the spin polarisation of the resident
electrons.
After excitation of an electron-hole pair in the wetting layer and subsequent
capture of the carriers into the quantum dots, in n-doped quantum dots a neg-
atively charged trion X− is formed out of the photoinjected exciton and the
resident electron. The ground state of this trion consists of two electrons with
antiparallel spins in the lowest conduction band state and a single hole. This
means that the helicity of the light which is emitted upon the decay of the trion
1c. f. chapter 1.3.2,chapter 2.
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ground state is fully governed by the spin orientation of the hole because for
paired electrons all the spin information from the excitation is lost. If a well
defined orientation of the spins is imprinted on the carriers by excitation with
circularly polarised light, the emitted photoluminescence should have the same
helicity as the exciting photons.
However, it is a well known feature with n-doped quantum dots, that the cir-
cular polarisation of the photoluminescence after circularly polarised excitation
may be negative [63, 64, 73–76]. This means that the intensity of the photo-
luminescence having a circular polarisation which is opposite to the excitation
polarisation is greater than the intensity of the photoluminescence with the same
polarisation as the exciting light. Hereby we use the standard definition of circu-
lar polarisation
ρc =
Ico − Icross
Ico + Icross
, (3.1)
where Ico denotes the intensity of the photoluminescence having the same circu-
lar polarisation as the excitation (co-polarised detection) and Icross denotes the
intensity of the photoluminescence polarised oppositely to the excitation (cross-
polarised detection). The sign of ρc reflects whether the circular polarisation is
positive or negative with respect to the circular polarisation of the excitation.
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Figure 3.1: (a) Intensities of σ+ and σ−
polarised photoluminescence after ex-
citation with σ+ polarised light. The
emission of the ground state is predom-
inantly oppositely polarised relative to
the excitation polarisation. (b) Po-
larisation of the photoluminescence
calculated according to equation 3.1.
The circular polarisation is negative
throughout the s-shell emission.
Figure 3.1 shows photoluminescence spectra of the studied quantum dot en-
semble under σ+ excitation with the detection being either co-polarised (σ+) or
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cross-polarised (σ−). Both spectra show two inhomogeneously broadened pho-
toluminescence peaks, corresponding to the emission from the first excited state
(p-shell) at 1.37 eV and from the ground state (s-shell) at 1.34 eV. The inten-
sity for cross-polarised detection is greater than that for co-polarised detection
throughout the s-shell emission and hence the circular polarisation of the ground
state photoluminescence is negative.
For negatively charged quantum dots the analysis of the relaxation and decay
dynamics becomes involved as the additional electron allows a greater number of
configurations concerning the occupation of the different quantum dot states and
the spin distribution. The complex processes of carrier capture into the quantum
dots, relaxation to the lowest quantum dot states and spin flips between elec-
tron and hole spins has therefore inspired different explanations of the negatively
circularly polarised photoluminescence of n-doped quantum dots.
Negative circular polarisation was interpreted in terms of the higher probability
of dark excitons2 to be captured into the quantum dots when photogenerated in
the wetting layer [74]: the bright excitons rapidly recombine radiatively in the
wetting layer whereas the excitons whose holes have undergone a spin flip – and
which thus have turned dark – live longer and so have a greater probability to
become captured by the quantum dot potential. A significant fraction of dark
excitons could be generated because the spin flip time of the heavy hole is much
shorter than that of the electron in two dimensional structures due to the spin-
orbit interaction between the hole states [77]. A trion formed out of a dark
exciton and the resident electron decays emitting negatively circularly polarised
light due to the spin orientation of the hole.
However, in reference [74] quantum dots were studied which were defined by
monolayer steps at the interfaces of a GaAs/AlGaAs quantum well. With our self
assembled (In,Ga)As quantum dot ensemble, the capture of photoexcited carriers
into the dots is much more efficient: the radiative decay of the electron-hole pairs
in the wetting layer takes long due to localisation of the carriers at potential
fluctuations in the wetting layer. The capture times are thus much shorter than
the radiative decay time of the wetting layer excitons. This is experimentally
supported by the fact that the emission from the wetting layer is vanishingly
small compared to the emission from the confined quantum dot states. This
explanation of the negative circular polarisation effect thus does not hold in our
case.
Other explanations of the negative circular polarisation effect were developed
all of which have in common that the central mechanism is an electron-hole spin
flip-flop [63, 64, 73, 75, 76, 78]. We describe the negative circular polarisation effect
2With dark excitons the sum of electron spin and hole angular momentum z projections is
MΣ = ±2. The radiative decay of dark excitons under emission of a photon is thus forbidden.
c. f. chapter 1.6.
42 3 Electron and Nuclear Spins in Quantum Dots
along the lines of [63, 64] but focus on the effect of negative circular polarisation
on the polarisation of the resident electron.
The mechanism causing negative circular polarisation In order to ex-
plain the negative circular polarisation effect we assume that the carriers excited
in the wetting layer are quickly captured in the quantum dots where the hole
relaxes to the lowest valence band state. The hole angular momentum orienta-
tion is completely destroyed during the relaxation due to strong heavy-light hole
mixing in the wetting layer [79–81]. Thus, the hole retains no angular momentum
information from the excitation.
Note that some authors assume that the hole spin is conserved [75, 76, 82, 83].
In their work, however, they excite the quantum dots quasi-resonantly with an
excitation energy corresponding to the high energy side of the inhomogeneously
broadened ground state photoluminescence peak of their quantum dot ensemble.
In this case, the spin of the holes may be retained until they have finally relaxed
to the ground state. In our case, however, a spin memory of the hole is very
unlikely as explained above.
Let the photoinjected electron at first relax to the first excited state pe whereas
the resident electron populates the lowest state in the conduction band, se. The
photoinjected electron, the resident electron and the hole then initially form a
“hot” trion3. Let us exemplarily consider the case of σ+ excitation generating
a photoinjected spin “down” electron. Figure 3.2 shows a simplified scheme of
the hot trion configurations which are possible after excitation with positively
circularly polarised light assuming that only the photoinjected electron spin keeps
the information from the circularly polarised excitation.
The configurations with antiparallel electron spins (figure 3.2 (a.3) and (a.4))
allow direct electron relaxation to the ground state and formation of a ground
state trion. No spin information is contained in the paired antiparallel electron
spins. This trion state then decays producing unpolarised emission due to the
random orientation of the holes.
The configurations with parallel electron spins are either bright (figure 3.2
(a.1)) or dark (figure 3.2 (a.2)). For both states, relaxation of the p-shell electron
to the s-shell will not occur without a spin flip due to Pauli blocking which only
allows two electrons to populate the same energy level when they have opposite
spin.
The bright state could recombine radiatively leaving behind a spin down elec-
tron in the p-shell which then further relaxes to the ground state. However, the
anisotropic exchange interaction between electron and hole [45, 47, 62, 84] enables
also another process: it couples the bright hot trion state (p↓es
↓
e; s
⇑
h) to the hot
singlet trion state (p↑es
↓
e; s
⇓
h) (figure 3.2 (b.2)). The admixture of light hole con-
tributions to the heavy hole state allows the synchronous reversal of the p-shell
3For a detailed discussion of the hot trion finestructure see chapter 1.8.
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Figure 3.2: (a) Simplified scheme of the possible hot trion configurations for σ+
excitation assuming that the hole spin is lost during relaxation whereas the electron
spin is kept. The singlet states (a.3) and (a.4) together yield unpolarised emission
due to the random orientation of the hole. (b) NCP emission from the bright trion:
The electron-hole spin flip-flop (b.2) is followed by relaxation to the ground state.
The ensuing radiative decay of the trion exhibits NCP (b.3). The resident electron is
left behind polarised (b.4), maintaining its spin until the next excitation cycle (b.1).
The dark trion eventually also exhibits NCP (see text).
electron spin and the angular momentum of the hole, an electron-hole flip-flop.
After this, a fast relaxation to the trion ground state is possible. By the transfer
of angular momentum from the electron to the hole, information about the circu-
larly polarised excitation is transfered to the previously randomly oriented hole.
The hole in the trion ground state is now polarised with angular momentum -3/2.
The radiative decay therefore results in negative circular polarisation (figure 3.2
(b.3)) due to the orientation of the hole angular momentum.
The probability f of the spin flip-flop leading to negative circular polarisation
is obviously governed by the competition between the radiative decay time τr
of the bright hot trion state and the spin flip-flop time τff . Figure 3.3 shows
these two possible decay channels for the bright hot trion. f is given in terms
of the flip-flop rate γff and the radiative decay rate of the bright hot trion γr:
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Figure 3.3: The two possible channels for the bright hot trion: there either occurs
an electron-hole spin flip-flop with probability f , then relaxation to the ground state
and decay emitting negative circular polarisation – or direct radiative decay. f is
given in terms of the flip-flop rate γff and the radiative decay rate γr (see text).
f = γff/(γff + γr). In order to estimate f we take γff ≈ ∆1/h [64] where ∆1
is the magnitude of the anisotropic exchange interaction4. For the quantum dots
under study it was measured that ∆1 ≈ 10 µeV [45, 85]. With this value and
τr ≈ 300 ps (c. f. chapter 1.4.2, [70]) we obtain f ≈ 0.42.
An analogous mechanism for the dark hot trion would lead to the emission of
positively polarised light. However, for the dark state this mechanism is thought
to be by on average two orders of magnitude weaker than for the bright trion
[47, 63, 64, 86]. Another possible process though is the phonon assisted spin flip of
the p-shell electron which enables fast relaxation to the trion ground state. In this
case the hole has not performed a spin flip and the hole spin remains in the spin
down state. The ground state would therefore again decay emitting negatively
polarised light. A fraction of the dark trions might also decay nonradiatively [64].
To summarise, we finally state that the bright hot trion state with parallel
electron spins provides negative circular polarisation whereas the two states with
antiparallel electron spins yield unpolarised emission. The dark hot trion also
exhibits at least partially negative circular polarisation. The photoluminescence
polarisation is therefore predominantly negative.
Accumulation of resident electron spin polarisation After the emission
of negative circular polarisation, the resident electron stays behind with a well-
4c. f. chapter 1.3.2
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defined polarisation. Its spin direction corresponds to that of the hole before the
decay of the trion and is hence defined by the helicity of the emitted photon.
Measured time integrated over the ensemble, σ+ excitation predominantly leads
to σ− emission and leaves behind a spin down polarised resident electron as shown
in figure 3.2 (b.4). In this way, the circular polarisation of the photoluminescence
reflects the spin of the resident electron remaining in the quantum dots.
What is central to our experiment is, that the resident electron keeps a memory
of its polarisation until the next excitation cycle of the quantum dot [63]. This
leads to an accumulation of negative circular polarisation over several excitation
events. Figures 3.2 (b.1) and (b.4) illustrate that in the quantum dots containing
resident electrons which have already been polarised after the emission of neg-
ative circular polarisation, hot trions are formed after the next excitation with
the spins of photoinjected and resident electrons being parallel. These trions
eventually decay again emitting negatively polarised photoluminescence. At the
same time, in each excitation cycle a fraction of the quantum dots which have
housed a trion with antiparallel electron spins in the previous cycle also undergo
the negative circular polarisation mechanism leading to the polarisation of their
resident electrons [75, 87]. Thus, the negative polarisation increases from cycle
to cycle until it saturates with the maximum resident electron spin polarisation
achievable under the given conditions.
The degree of polarisation is consequently governed by three factors: (i) the
average spin orientation retained by the photoinjected electron during capture
into the quantum dot and relaxation to the p-shell, (ii) the average spin orien-
tation of the resident electron and (iii) the probability of the electron-hole spin
flip-flop in the bright hot trion necessary to obtain negative circular polarisation.
The negative circular polarisation thus is as much dependent on the spin mem-
ory of the photoexcited electron as on that of the resident electron. In order to
show that the resident electron spin really retains a memory of its polarisation
between two initialisations we study the power dependence of the negative circu-
lar polarisation. Figure 3.4 shows the polarisation of the photoluminescence as
a function of excitation power. For low excitation densities, the polarisation is
very low and even slightly positive for the lowest excitation densities, then the
negative polarisation increases with power until it eventually saturates.
In order to explain why the circular polarisation possibly becomes positive at
low powers we also have to take a closer look at the process of carrier capture.
For excitation above the confined quantum dot states, holes and electrons might
be captured independently of one another [70, 81, 88]. Particularly, holes may
be captured before electrons by negatively charged quantum dots due to the
attractive interaction of the resident electron [89]. This means that the quantum
dots may contain a single hole and the resident electron for a certain time until
an additional electron is also captured. This time increases when the excitation
density is decreased. Therefore, for low excitation power, a captured hole may
already recombine with the resident electron before the trion is formed [73]. The
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dence of the circular polarisation of the
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slightly positive, then it turns negative
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emission of this decay may be weakly positively polarised.
The power dependence shows that the resident electron spin keeps a memory
of its polarisation after the emission of negative circular polarisation until the
spin is newly initialised. This can be explained as follows. The sample is excited
by a pulsed laser with the pulses being separated by 13.2 ns. This gives the
lower limit for the time between two excitations of a specific quantum dot. When
the excitation density is high, the time between two excitations of a quantum
dot is small. The resident electrons have less time to lose their spin orientation
before their spin becomes reinitialised. Quantum dots whose resident electrons
have already been polarised by the negative circular polarisation effect have a
higher probability to exhibit negative circular polarisation again after the next
excitation event. negative circular polarisation becomes accumulated. When the
excitation density is small, however, each quantum dot is excited less frequently.
The resident electron spin may have decayed before it is newly aligned. Every
excitation event thus meets randomly polarised resident electrons and no accumu-
lation takes place. The fraction of spin orientation retained by the photoinjected
electron after relaxation, however, is very unlikely to exhibit a significant excita-
tion power dependence. The potential influence of the excitation energy can be
neglected as in all the measurements the excitation wavelength was kept constant
to an accuracy of 0.1 nm.
Read out of the resident electron spin polarisation We now discuss the
accumulation of electron spin polarisation by means of a very simple model.
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Figure 3.5: The four possible electron spin configurations of the electron-excited
trion. q is the probability that the photoinjected electron keeps its spin ↓ during
relaxation, n is the probability that the resident electron has spin ↓.
Again, we chose the example of σ+ polarised excitation where an electron with
spin ↓ and a hole with angular momentum ⇑ is created.
We express the degree of polarisation of the resident electron in terms of the
probabilities of finding spin down photoinjected and resident electrons in a quan-
tum dot. Let the probability that the photoexcited electron keeps its spin ↓
during relaxing to the p-shell be q, and the probability of the resident electron
having spin orientation ↓ be n. Correspondingly, 1− q and 1− n are the proba-
bilities for ↑ photoexcited and resident electrons. The probability of the flip-flop
process in the hot bright trion is f , the probability of a direct radiative decay is
(1− f). Figure 3.5 depicts the probabilities of the four different electron configu-
rations to occur. From the eight possible hot trion spin configurations including
the hole angular momentum degree of freedom we can work out, that the degree
of circular polarisation of the photoluminescence is given by
ρc = f(1− n− q). (3.2)
We rewrite equation 3.2 introducing the photoinjected and resident electron po-
larisations Q = 1− 2q and N = 1− 2n:
ρc =
f
2
N +
fQ
2
. (3.3)
A value of ±1 of N indicates 100 % spin polarisation of the resident electrons
in either direction and a value of 0 indicates no polarisation, corresponding to
50 % up and 50 % down resident electrons. This analogously applies to Q for
the photoinjeced electrons. f is the probability for the electron-hole flip flop to
occur.
Let us analyse the power dependence of the negative circular polarisation in
terms of equation 3.3. In this expression only the resident electron spin memory
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N = ρe is power dependent. Thus, the power dependence of the negative circular
polarisation is solely determined by the average spin memory N which is accumu-
lated after several excitation cycles. The increase of negative circular polarisation
with power directly reflects the increase of resident electron polarisation. The de-
gree of polarisation of the photoluminescence is consequently a measure for the
polarisation of the resident electron before the excitation. In particular, there ex-
ists a linear dependence between the polarisation of the photoluminescence and
the spin polarisation ρe = Sz/S of the resident electron.
In our studies of the electron-nuclear spin system in singly negatively charged
quantum dots we exploit these properties of the negative circular polarisation
effect: We optically create electron spin polarisation ρe and read out the resident
electron spin polarisation by monitoring the degree of circular polarisation of
the photoluminescence. All experiments presented in this work are based on the
measurement of the circular polarisation of the photoluminescence after excita-
tion with circularly polarised light.
3.3 Unpolarised Nuclear Spin System
3.3.1 The Nuclear Spin Fluctuation Field
Having discussed how the resident electron spin becomes optically oriented we
now study the nuclear spin system in quantum dots and its effect on the resident
electron spin polarisation. An electron inside a quantum dot is strongly localised
compared to bulk semiconductors. In the quantum dot ground state, a single
electron has a s-type wavefunction leading to a non-zero probability of the elec-
tron to be found at the site of each quantum dot nucleus. Thus, the spin-spin
interaction between the electron spin and the nuclear spins is strongly enhanced
as compared to bulk semiconductors. The electron spin interacts with the spins
of the quantum dot nuclei via the hyperfine interaction. The interaction between
an s-shell electron spin S and a single nuclear spin with spin I is given by the
Fermi contact hyperfine Hamiltonian [15, 16, 90, 91]
Hˆ ′hf =
16pi
3
µI
I
µB (Iˆ · Sˆ) |ψ(Ri)|2. (3.4)
µB is the Bohr magneton, µI the nuclear magnetic moment, |ψ(Ri)|2 the prob-
ability density of the electron at the location of the ith nucleus Ri and Sˆ, Iˆi the
spin operators of the electron spin and the nuclear spin. The electron wavefunc-
tion has an overlap with a few thousand to 106 nuclei, depending on the quantum
dot type5. For the quantum dots studied here about 105 nuclei interact with the
electron, which can be estimated if we consider a disk shaped geometry of the
5CdSe/ZnSe quantum dots contain a few thousand nuclei [92–94], some III-V semiconductor
quantum dots may contain up to 106 nuclei, see e. g. [20]).
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dots with a diameter of 20 nm and a height of 5 nm. In order to obtain the
interaction of the electron spin with all nuclei in the extent of the electron wave
function we thus have to sum equation 3.4 over all nuclei:
Hˆhf =
16pi
3
µB
∑
i
µIi
Ii
(Iˆi · Sˆ) |ψ(Ri)|2. (3.5)
We wish to express the action of the nuclear spins on the electron in terms of a
magnetic field. We thus interpret the energy represented by the Hamiltonian 3.5
as an electron spin energy in an effective magnetic field BN ,
EZ = µBgeBNS , (3.6)
with the electron g factor ge. Comparing 3.6 and 3.5 thus yields for the nuclear
magnetic field acting on the electron
BN =
16pi
3ge
∑
i
µIi
Ii
I
|ψ(Ri)|2 . (3.7)
The effective nuclear magnetic field BN can thus be interpreted as the sum of
the magnetic fields produced by the ≈ 105 nuclei acting on the electron.
Without any external influence the nuclear spins are generally randomly po-
larised with every direction having the same probability. However, even in a
completely unpolarised nuclear spin system the sum in equation 3.7 is not zero.
When the nuclear spins are completely randomly polarised , in any given direction
α = x, y, z the number of nuclei constituting the nuclear magnetic field parallel
and antiparallel to this direction should be equal. However, due to statistical
fluctuations, in reality one has for N˜ nuclear spins in each direction an error of√
N˜ . For a system of NL = 3N˜ nuclear spins, the error thus is
√
NL/3 along each
axis. This results in an effective magnetic field δBN [91]. The magnitude of this
nuclear spin fluctuation (NSF) field can be estimated using the maximum nuclear
magnetic field, corresponding to a nuclear spin system which is fully polarised
in one direction. If we distribute the maximum magnetic field evenly among all
NL nuclear spins
6, a single nuclear spin on average produces a magnetic field
βN = BN,max/NL. With
√
NL/3 nuclei contributing to δBN,α we obtain
δBN,α =
√
NL
3
βN =
BN,max√
3NL
. (3.8)
We will later estimate7 that BN,max ≈ 8.3 T. With this value and NL = 105 we
obtain δBN,α ≈ 15 mT. Thus the inplane nuclear fluctuation field is δBN,xy ≈
20 mT. The magnitude of the total nuclear fluctuation field is δBN ≈ 26 mT.
6This is obviously a simplification as the quantum dots are composed out of three different
nuclear species. However, we only aim at obtaining a rough estimate and justifying δBN ∝
1/
√
NL.
7See chapter 3.4
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In a magnetic field of this magnitude an electron precesses with a revolution
time of the order of 1 ns whereas the timescale of the precession of the nuclear
spins in the hyperfine field of the electron is in the order of 1 µs. Therefore,
the electron initially is exposed to a “snapshot” of the nuclear spin fluctuation
field δBN with the nuclear spin configuration remaining “frozen”. We denote
the frozen nuclear fluctuation field Bf . The direction and magnitude of Bf vary
randomly from quantum dot to quantum dot in the ensemble. Ensemble averages
of expressions depending on Bf can be calculated using the distribution of the
frozen fluctuation fields. For each direction α = x, y, z the distribution of Bf,α is
given by a Gaussian probability density distribution function [17, 95]
W (Bf,α) =
1√
pi∆Bf,α
exp
(
− B
2
f,α
∆2Bf,α
)
, (3.9)
where ∆Bf,α is the dispersion of the nuclear fluctuation field distribution.
The resident electron spin precesses about the frozen fluctuation field. The
fact that the frozen fluctuation field in each quantum dot has a different direction
lets the resident electrons in different quantum dots precess about different axis.
This leads to a rapid decay of the ensemble average electron spin orientation on
a timescale of a few nanoseconds corresponding to the precession period of the
electron spin about Bf . Note that this is also true for a single dot when the
polarisation is measured as an average over many excitation cycles [17].
3.3.2 Spin Precession
In this work, we often will have to deal with the action of magnetic fields on
the spin of the resident electron. We generally analyse this action by using the
picture of spin precession about the magnetic field. In this section we wish to
briefly discuss this concept and define several quantities which will be used later.
In our experiments, the resident electron spin is always initialised parallel to the
z axis. We thus have to deal with the precession of an initial spin S0 = (0, 0, S0).
Further always measure the z projection of the resident electron spin. We can
therefore confine ourselves to consider Sz. The time evolution of the z projection
of a spin S0 precessing in an oblique magnetic field B = (Bx, By, Bz) is given by
Sz(t) = S0
(
B2z
B2
+
B2xB
2
y
B2
cosωt
)
. (3.10)
ω = µB|ge|B/~ is the Larmor precession frequency of the electron spin in the
magnetic field B with the Bohr magneton µB and the electron g factor ge. Figure
3.6 illustrates the behaviour of Sz(t). Sz/S0 is shown as a function of time in units
of the precession period Tp = 2pi/ω for different directions of the magnetic field
indicated by the angle θ between B and the z axis. In a purely transverse mag-
netic field (θ = 90°) S0 precesses in the z-y-plane. Sz thus changes sinusoidally
between +S0 and −S0.
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Figure 3.6: Time evolution of
Sz of a precessing spin for dif-
ferent angles θ between the
z axis and the direction of
the field about which the spin
precesses. x axis in units of
the precession period Tp. The
dashed lines show the respec-
tive time averages.
Obviously in quantum dots the resident electron spin is not allowed to precess
for an infinitely long time. The spins either relax or become reoriented along the
z axis by a new excitation of the quantum dot. In order to determine which Sz of
a precessing spin we actually measure, we thus have to distinguish two regimes:
Regime (i): the time the spin is given to precess is short compared to Tp. Then,
the precession is terminated well before the spin has completed one revolution.
The measured Sz will be that at the point of time the precession is stopped. This
is illustrated in figure 3.7 (a). The grey arrows correspond to the position of the
spin at certain points of time in the course of the precession and the z projections
at that times.
Regime (ii): the time the spin is given to precess by the spin relaxation time
or the time interval between two initialisations of the spin is long compared
to the precession period Tp of the spin. In this case the spin performs several
revolutions before the precession is terminated. As the electron spins do not
precess coherently after non-resonant excitation we see a time average of the
precessing spin. In figure 3.7 (b) regime (ii) is depicted. The measured spin
polarisation corresponds to the z projection of the time averaged electron spin
Sav.
Let us first consider regime (i) and define a quantity which will occur again
later in this work. There exists a characteristic life time T ⋆2 of the system with
1/T ⋆2 = 1/τr + 1/τs , (3.11)
where τs be the spin relaxation time and τr the reinitialisation time of the spin.
Let us further assume that the spin precesses in a purely transverse magnetic
field Bxex. The precession period Tp is proportional to 1/Bx. Thus, the higher
Bx the faster the precession and the further the spin will have precessed when the
precession is stopped after t ≈ T ⋆2 . The magnitude of Sz at that time will be the
one observed. It is hence determined by a competition between the strength of
the magnetic field governing the precession period Tp and T
⋆
2 determining when
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Figure 3.7: (a) Regime (i): Precession of an electron spin S0 about the total magnetic
field B. The time span the spin is allowed to precess before it is reinitialised or
decays determines the z projection Sz left at that point of time. The grey arrows
show the position of the spin at different points of time during its precession and
the respective z projections. (b) Regime (ii): The spin performs several revolutions
before it is reinitialised. Thus, the z projection of the time averaged spin Sav, Sz,av,
is observed.
the precession is terminated. Measuring the electron polarisation ρe as a function
of the magnetic field Bx yields a Lorentz curve
ρe(Bx) =
ρe(0)
1 + (ge,xµBBx
~
T ⋆2 )
2
. (3.12)
ge,x is the electron g factor in x direction. A measure for the depolarisation of
a spin with characteristic life time T ⋆2 in a transverse magnetic field is the half
width at half maximum B1/2 of the Lorentz curve. From equation 3.12 it is found
that
B1/2 =
~
|ge,x|µBT ⋆2
. (3.13)
Measuring a Bx dependence of the electron spin polarisation could thus in princi-
ple be used to determine T ⋆2 via B1/2. That this is not true in general will become
obvious later in this work.
In our experiments, however, the smallest magnetic field acting on the resident
electron spins is defined by the nuclear frozen fluctuation field Bf which is of the
order of tens of millitesla. This corresponds to precession periods in the range of
at most several nanoseconds. We excite the sample with pulsed laser excitation.
The lower limit for the time interval between two initialisations of the resident
electron spin is thus given by the pulse separation of the laser pulses which is
in our experiments 13.2 ns. The time the spin is allowed to precess is thus long
compared to the precession period. We thus expect that in our experiments the
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system is in regime (ii). We always observe the z projection of a time average of
the precessing initial spin S0.
We inspect this situation further. The time average S¯z of Sz(t) in equation 3.10
is obviously given by
S¯z = S0
B2z
B2
. (3.14)
The time average Sav of a precessing spin is directed along the precession axis
which is defined by the magnetic field B (see figure 3.7 (b)). Thus, S¯z can also
be expressed in terms of the angle θ between the magnetic field and the z axis
according to
S¯z = S0 cos
2 θ , (3.15)
where θ is given in terms of the magnetic field as
θ(B) =
pi
2
− arctan
(
B2z√
B2x +B
2
y
)
. (3.16)
The value of S¯z is thus only determined by the direction of the magnetic field and
not by its magnitude as long as B is large enough to ensure that the precession
period Tp is small compared to the time the spin is allowed to precess.
3.3.3 Action of the Frozen Fluctuation Field on the
Resident Electron Spin Polarisation
In chapter 3.3.1 we have shown that in quantum dots is generally always acted
upon by the frozen fluctuation field Bf . In this section we wish to ascertain
how the resident electron spin is influenced by Bf and how this is reflected in
measurements of the resident electron spin polarisation.
In the absence of an external magnetic field, only the internal nuclear frozen
fluctuation field acts on the electron spin. The direction and the magnitude of
Bf , however, is different in each dot of the ensemble. The ensemble average can
be expressed by globally using an average magnetic field Bf,α for every direction
α = x, y, z. Let us recall what we have discussed in the previous section 3.3.2:
in our experiments the time the electron spin is given to precess is t ≥ 13.2 ns
which is long compared to the precession period Tp in a magnetic field of tens
of millitesla as it is given by Bf . We thus always measure a time averaged z
projection of the precessing electron spin. The action of the frozen fluctuation
field on the resident electron is therefore expressed by the equation
S¯z(Bf) = S0
B2f,z
B2f
, (3.17)
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introduced in chapter 3.3.2 (3.14). In a completely randomly polarised nuclear
spin system Bf,x = Bf,y = Bf,z. Inserting this in equation 3.17 yields
Sz(Bf) =
S0
3
. (3.18)
For a randomly polarised nuclear spin system with all directions having the same
probability the ensemble average electron spin polarisation thus quickly decays
to about one third of its initial value [17, 18].
The angle theta between the average frozen fluctuation field Bf and the z axis
is in this case
θ(Bf) = θm =
pi
2
− arctan
 B2f,z√
B2f,x +B
2
f,y

=
pi
2
− arctan 1√
3
=̂ 54.7° . (3.19)
θm is the “magic angle”
8 characteristic for a randomly polarised nuclear spin
system.
The decay of the resident electron polarisation due to the frozen fluctuation
field occurs on a timescale of several nanoseconds. The nuclear spin fluctuation
fields δBN in each quantum dot, however, evolve independently of one another
on a time scale of microseconds. The precessing resident electrons follow δBN .
When the electron spin is not reinitialised in intervals≪ 1 µs, δBN is not “frozen”
anymore. The time evolution of the fluctuation field leads to the total decay of
the electron spin polarisation on a microsecond timescale [17, 18].
The magnitude of Bf may be experimentally determined by measuring the de-
pendence of the photoluminescence polarisation on a longitudinal external mag-
netic field B = Bzez [95]. However, it is known that oriented electron spins
transfer angular momentum to the nuclear spins. This leads to the build up of
nuclear polarisation along the direction of the electron polarisation, in our case
along the z axis, and consequently to an overbalance in favour of the nuclear
magnetic field component along the z direction. For studying the electron polari-
sation in a randomly polarised nuclear spin system, the generation of nuclear spin
polarisation thus has to be impeded. This is achieved by periodically switching
the circular polarisation of the excitation between σ+ and σ− so that the net
transfer of angular momentum into the system is zero. This prevents the accu-
mulation of nuclear polarisation. The nuclear spin system of the quantum dots
should consequently be randomly oriented under rapidly modulated excitation.
Note that electron polarisation builds up on a timescale of hundreds of nanosec-
onds so that the microsecond modulation does not affect the accumulation of
electron spin in the system.
8This term originates from the field of nuclear magnetic resonance.
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Figure 3.8: Dependence of the PL po-
larisation on a longitudinal magnetic
field (circles), Lorentz fit (solid line).
Modulation of the excitation polarisa-
tion between σ+ and σ− with period
Tm = 18 µs impedes nuclear polari-
sation. At Bz = 0 mT the resident
electrons are depolarised due to preces-
sion about the nuclear frozen fluctua-
tion field. The external magnetic field
gradually increases the field component
in z direction which leads to a decrease
of the angle θ. The electron polari-
sation becomes restored and saturates
above Bz > 90 mT. The width of the
dip then is a measure for the magni-
tude of the transverse frozen fluctua-
tion field.
Figure 3.8 shows such a Bz dependence of the circular photoluminescence po-
larisation under excitation rapidly modulated between σ+ and σ− with period
Tm = 18 µs. The resident electron spins are optically initialised as a consequence
of the negative circular polarisation effect9. At Bz = 0 mT they only experience
the frozen fluctuation field Bf . The electron spins thus lose a large fraction of
their initial spin polarisation because they precess about the frozen fluctuation
field of the nuclei.
The vector diagrams figure 3.9 visualise what happens when the external mag-
netic field B = Bzez is increased. The resident electrons in each quantum dot
then experience a total field Bt = B + Bf . Thus the z component of the total
magnetic field experienced by the electrons grows constantly. This consequently
leads to a decrease of the angle θ between the z axis and the precession axis
defined by the total magnetic field. The z component of the precessing electron
spin is restored with increasing Bz (see equations 3.17 and 3.19).
In figure 3.8, at external magnetic fields Bz > 90 mT the circular polarisation
becomes saturated. There the external magnetic field is strong enough to fully
overcome the frozen fluctuation field. The width of the dip is a measure for the
magnitude of the in-plane component Bf,xy of the frozen nuclear fluctuation field.
In figure 3.8 the full width at half maximum of the dip is BFWHM ≈ 40 mT. This
corresponds to an inplane frozen fluctuation field of Bf,xy ≈ 20 mT which agrees
with the estimate of Bf,xy ≈ 20 mT given above and the theoretical estimates in
[17, 91].
9c. f. chapter 3.2.
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Figure 3.9: Vector diagram of the fields acting on the electron spin for an unpolarised
nuclear spin system, initial spin S0, Sav time average of the precessing S0. At Bz = 0
the electron spin is largely depolarised. If an external field =Bzez is applied, the
angle between the total field Bt = Bf +B and the z axis, θ
′, decreases compared to
θ for Bz = 0. The projection of the precessing electron spin onto the z axis, S
′
av,z ,
increases compared to Sav,z.
We observe in figure 3.8, though, that the ratio between the maximum polar-
isation at high Bz and the minimum polarisation at Bz = 0 is not one third as
expected for randomly polarised nuclear spins according to equations 3.17 and
3.18. It was indeed shown that the amplitude and the width of the dip obtained
for measuring the Bz dependence of the polarisation also depend on the exci-
tation density [95]. The authors attribute this behaviour to the fact that even
when the net spin transfer into the system is zero as it is the case when the
excitation helicity is quickly modulated, an imbalance between the components
of the frozen fluctuation field may occur due to optical pumping. This leads to a
decrease of the transverse components of Bf and an increase of its longitudinal
component. Therefore, the resident electron may have a polarisation which is
greater than one third of the maximum polarisation for strong pumping also at
Bz = 0. There could also exist a circular polarisation offset in figure 3.8 violating
the proportionality between circular polarisation and electron polarisation.
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3.4 The Overhauser Effect
The illumination of a semiconductor with circularly polarised light constantly
injects angular momentum into the system. This leads to the optical orienta-
tion of electron spins along the excitation axis. In our case this orientation is
accomplished by the negative circular polarisation effect as we have shown in
the chapter 3.2. Optical orientation of the resident electrons may also result in
a polarisation of the nuclei. The electrons transfer their spin to the nuclei via
electron-nuclear spin flip-flops which are mediated by the hyperfine interaction
[8, 11, 19–21]. This phenomenon is known as Overhauser effect10 [96]. For quan-
tum dots, it was shown that nuclear polarisation obtained in this way can lead
to an effective nuclear magnetic field of the order Tesla [19, 22, 23]. We also call
this nuclear magnetic field “Overhauser field”. In most of these experiments the
nuclear magnetic field was measured via the energy shift of the electron Zeeman
levels caused by the nuclear field of the polarised nuclear spins, the Overhauser
shift.
In contrast to the polarisation of nuclei solely by a large static magnetic field
at millikelvin temperatures, the optical orientation of nuclear spins is referred to
as “dynamic nuclear polarisation”.
The Overhauser field has a dramatic influence on the electron spin polarisa-
tion. As we will see, it can e. g. depress the depolarisation of the electron spins
by the frozen fluctuation field. It is therefore important to know how strong the
Overhauser field can possibly become and which factors affect the generation of
nuclear polarisation. In this section we at first approach the Overhauser field
theoretically. Particularly, we focus on the question how the environment of the
nuclear spins made up of their neighbour nuclei, the electron spin and exter-
nal magnetic fields influence the ability of the nuclear spin system to become
polarised.
The main interaction depolarising the nuclei is the dipole-dipole interaction
between a nuclear spin and the nuclear spins in its vicinity. It is expressed by
the Hamiltonian [90]
Hdd =
µ2N
2
∑
i6=j
gigj
r3i,j
(
IiIj − 3(Iiri,j)(Ijri,j)
r2i,j
)
. (3.20)
µN is the nuclear magneton and ri,j is the vector between a nucleus i and the
nuclei j interacting with it. The strength of the dipole-dipole interaction may
be represented by an effective magnetic field exerted on a nuclear spin by its
neighbouring spins, the dipole-dipole field or local field BL [15, 16, 97, 98]. The
magnitude of BL has been calculated for GaAs [15] to be ≈ 0.15 mT. In a
magnetic field of this magnitude the Larmor precession period of a nuclear spin
10The polarisation of nuclear spins via the hyperfine interaction with electron spins was first
shown for metals by A. W. Overhauser in 1953.
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is of the order of 10−4 seconds. This timescale defines the relaxation time T2 of
the nuclear polarisation.
The time to fully polarise the nuclear system via angular momentum transfer
from oriented electrons is of the order of 10−2 to 10−1 seconds11 [99], up to three
orders of magnitudes slower than it takes to depolarise the nuclear spins via
the dipole-dipole interaction. It thus looks like that a magnetic field B ≫ BL is
needed to suppress the dipole-dipole depolarisation in order to obtain nuclear spin
polarisation. We will see, however, that the nuclear spins can also be polarised
at magnetic fields B & BL.
Due to the dipole-dipole field, if we study nuclear polarisation in an external
magnetic field, we have to distinguish two regimes of fields allowing nuclear po-
larisation to occur, B ≫ BL where the depolarising influence of BL is suppressed,
and second B ≈ BL.
If B ≫ BL the dipole-dipole interaction between the nuclei can be neglected.
The nuclei are thus decoupled from one another and the interaction of each of
them with the electron may be calculated separately ([16], chapter 2, [13]). The
average nuclear spin 〈I〉 for a nuclear species with spin I in the presence of an
average electron spin S in a magnetic field B||S is generally calculated in terms
of the Brillouin function BI [90, 100, 101]
BI(x) =
2I + 1
2I
coth
(
2I + 1
2I
x
)
− 1
2I
coth
(
1
2I
x
)
. (3.21)
Originally, the Brillouin function has been defined in connection with the cal-
culation of the magnetisation of an ideal paramagnet as a function of applied
magnetic field. Under optical orientation conditions [16, chapter 2.9.5]
x ≈ I ln
(
1 + 2S
1− 2S
)
. (3.22)
The average nuclear spin I as a function of the average electron spin S is then
given by
〈I〉 = IBI(x) , (3.23)
where 0 < BI(x) < 1 expresses the degree of nuclear polarisation ρn.
Often, the Brillouin function is approximated by the first term of its expansion
in powers of S,
B
(1)
I =
4
3
(I + 1)S . (3.24)
Obviously this approximation is only valid when S is small. In this approximation
the average nuclear spin reads
〈I〉 ≈ 4
3
I(I + 1)S . (3.25)
11We will address the accumulation dynamics of nuclear polarisation in chapter 7.3.
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We will now generalise this expression to the situation where the magnetic field
B is not parallel to S. In that case only the component of the electron spin
parallel to the field, S ·B/B, contributes to the polarisation of the nuclei. On the
other hand, under stationary conditions, the nuclear polarisation will be directed
along the external field, 〈I〉 = 〈I〉B/B ([16], chapter 2.9.5). If we include these
demands, we obtain the vector generalisation of equation 3.25 by replacing
S −→ 〈S〉 ·B
B2
B , (3.26)
which yields the average nuclear spin
〈I〉 = 4
3
I(I + 1)
〈S〉 ·B
B2
B (3.27)
for an arbitrary orientation of the magnetic field with respect to the electron spin.
Let us now investigate the case where the condition B ≫ BL is no longer
satisfied. If the nuclei are exposed to a magnetic field of magnitude comparable
to the dipole-dipole field, BL can no longer be neglected. One would expect that
in this case the build up of nuclear polarisation is hindered as the depolarisation
time T2, given by the dipole-dipole interaction, is much shorter than the time
the nuclear spins need to become polarised by oriented electrons. It is thus
surprising that even in such small fields nuclear polarisation may occur. It was in
fact shown that significant nuclear polarisation builds up at small external fields
in the millitesla range and even at zero external magnetic field [23, 25, 102].
The key to this is the concept of nuclear spin temperature. The nuclear spins
are well isolated from the lattice because the spin-lattice relaxation time T1 is
orders of magnitude greater than the relaxation time T2 – it can be as long as
days. The nuclear spin system, however, reaches thermodynamic equilibrium in
the time T2 = 10
−4 s. This equilibrium state can then be described by one single
value, the nuclear spin temperature Θ.
The dipole-dipole interaction depolarises the nuclear spins much faster than
the nuclear spin system would need to become polarised. As the dipole-dipole
interaction does not conserve the total spin of the nuclear spin system, the polari-
sation in zero magnetic field is thus zero. In a magnetic field, however, even when
it is small, angular momentum transfer into the nuclear spin system changes its
Zeeman energy. Due to energy conservation, the Zeeman energy becomes trans-
formed into the energy of spin-spin interactions. This lowers the nuclear spin
temperature and leads to a non-vanishing nuclear polarisation at B 6= 0. The en-
ergy transfer between the Zeeman part and the spin-spin part of the total energy
works best when the Zeeman energy and the spin-spin energy are comparable.
This is the case, however, when B ≈ BL. Thus, in small magnetic fields compa-
rable to the nuclear dipole-dipole field the cooling of the nuclear spin system is
even most efficient.
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In a magnetic field, the nuclear spin temperature Θ gives rise to the polari-
sation of the nuclear spins with the nuclear polarisation ρc ∝ B/Θ. It relates
the magnetic field to which the nuclei are exposed, to the average nuclear spin
achievable in this field, via [16]
〈I〉 = 1
3
(I + 1)µI
B
Θ
. (3.28)
I is the nuclear spin and µI the nuclear magnetic moment.
Oriented electrons may lower the temperature of the nuclear spin system.
When an average electron spin 〈S〉 is present, the inverse spin temperature in
a small magnetic field is given by [16]
1
Θ
= β =
4I
µI
〈S〉 ·B
B2 + B˜2L
. (3.29)
B˜L =
√
ξBL and ξ is a parameter measuring the relative relaxation rates of the
spin-spin and Zeeman energies. For GaAs it has been calculated that ξ = 2.2
and B˜L = 0.2 mT [15]. In our measurements we only have access to B˜L, and for
this reason we focus on this quantity only.
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Figure 3.10: The nuclear spin tempera-
ture Θ as a function of a magnetic field
B. The minimum of Θ is located at
B = B˜L = 0.22.
As explained above, the spin cooling is most efficient when B ≈ B˜L which is
illustrated by figure 3.10. The figure shows the nuclear spin temperature Θ as a
function of a millitesla magnetic field B with B˜L = 0.2 mT. Note the minimum
at Beff = B˜L.
Inserting the expression for 1/Θ, equation 3.29, in equation 3.28 finally yields
the average nuclear spin in a magnetic field B ≈ BL [15, 103, 104],
〈I〉 = 4
3
I(I + 1)
〈S〉 ·B
B2 + B˜2L
B . (3.30)
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This equation is the generalisation of equation 3.27 to small magnetic fields ([16],
chapter 2.11).
According to equation 3.30 the nuclear polarisation is zero in the absence of
a magnetic field. It was shown, however, that the nuclei may also be polarised
if no external field is applied [25, 102]. The reason for this is, that the magnetic
moment of an oriented electron results in an effective electron magnetic field, the
Knight field12 Be [105]. The Knight field is of the order of millitesla [15, 102] and
thus allows nuclear polarisation to build up also in the case of zero external field.
Be is antiparallel to the electron spin and given by
Be = Γ2be(0)〈S〉 = 2be〈S〉, (3.31)
if we assume that all the relevant nuclei are exposed to the same average static
electronic field13. be(0) is the maximum Knight field for a specific nuclear species
at the site of the electron and Γ < 1 a factor taking into account that the real
electronic field is smaller than the maximum field [15]. Consequently, be is the
maximum electronic field in fact achievable for S = 1/2. We will determine the
Knight field for the sample studied here in chapter 5.3.
In order to fully describe the nuclear polarisation with equation 3.30 we hence
have to take the Knight field into account. We do this by replacing B in equa-
tion 3.30 by the sum of the externally applied magnetic field B and the internal
Knight field, B −→ B˜ = B + 2be〈S〉. The average nuclear spin is then finally
given by
〈I〉 = 4
3
I(I + 1)
B · 〈S〉+ 2be〈S〉2
(B+ 2be〈S〉)2 + B˜2L
(B+ 2be〈S〉)︸ ︷︷ ︸
:=SB
. (3.32)
We define the abbreviation SB for the part above the bracket in equation 3.32.
Formally, equation 3.32 is then obtained from equation 3.25 by replacing S by
the “effective electron spin” SB.
Finally, we use equation 3.32 in order to calculate the Overhauser field BN(B)
produced by polarised nuclei. If there are different nuclear species involved, the
total Overhauser field is obtained by summing their contributions. With the
nuclear polarisation of the ith nuclear species, Ii/Ii, the total Overhauser field
reads
BN(B) = f
∑
i
bN,i
〈Ii〉
Ii
= T (B+ 2be〈S〉)
with K =
4
3
f
∑
i
((Ii + 1)bN,i)
B · 〈S〉+ 2be〈S〉2
(B+ 2be〈S〉)2 + B˜2L
. (3.33)
12The Knight field is named after Walter David Knight who first discovered the electronic field
via a nuclear magnetic resonance shift in 1949.
13This is a strong simplification, of course. Let us consider be a suitable average of Γbe(0).
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The index i denotes the particular nuclear species, indium, gallium and arsenic
in our case and bN,i is the field of the i
th nuclear species for the case of 100 %
nuclear polarisation. The phenomenological leakage factor f ≤ 1 accounts for
losses of nuclear spin polarisation.
Two important features of the Overhauser field in the presence of an external
magnetic field are contained in equation 3.33. (i) The nuclear magnetic field is
parallel or antiparallel to the total magnetic field the nuclear spins are exposed
to, namely the sum of the external field and the Knight field. (ii) K represents
an amplification factor for the external field. The external field thus serves as a
pointer defining the direction of BN whereas the nuclear magnetic field acts as
amplification of the external field. As in millitesla external fields BN can be as
large as Tesla under optical orientation, an amplification of a factor 100 to 1000
can occur.
For In0.5Ga0.5As quantum dots it was estimated that [15, 25, 106]
bN,In50% ≈ −4.3 T
bN,Ga50% ≈ −1.26 T
bN,As ≈ −2.76 T . (3.34)
With these values we obtain a maximum nuclear field of BN,max =
∑
i bN,i = −8.3
T. This value was calculated and has not been experimentally verified so far.
However, Overhauser fields of several Tesla have been already measured [22, 23].
3.5 Electron Spin Polarisation in the
Overhauser Field
3.5.1 Theoretical Background
We have learned that on the one hand the Overhauser field achievable by angular
momentum transfer from oriented electrons is strongly influenced by the average
spin of the electron. On the other hand, the electron spin in turn precesses about
the Overhauser field. Additionally, the electron-nuclear spin system is sensitive
to even small external magnetic fields.
We thus have to cope with a system where its two constituents, the electron spin
and the collectivity of nuclear spins inside the extent of the electron envelope wave
function, are highly codependent. We know that nuclear polarisation is generated
in the studied quantum dots. In our experiments we measure the electron spin
polarisation via the negative circular polarisation of the photoluminescence under
various conditions, particularly under the influence of longitudinal and transverse
external magnetic fields. In doing so, we use the electron polarisation as a detector
for the state of the nuclear spin system. It is therefore important to obtain an idea
of how nuclear polarisation and the external magnetic field together influence the
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electron spin polarisation. In this section we will discuss a theoretical model of the
electron-nuclear steady state including the effects of externally applied magnetic
fields. The considerations made here will not include the influence of the frozen
fluctuation field Bf . They will nevertheless provide important information for
the interpretation of our experimental results.
The steady state electron spin 〈S〉 precessing about the Overhauser field which
in turn depends on 〈S〉 may be expressed by the equation [15, 16]
B1/2 (S− S0) = A× S, (3.35)
with A = B+BN .
A is the total field acting on the electron composed out of the external field B
and the Overhauser field BN , S0 is the initial electron spin at A = 0 and B1/2
is the magnetic field characteristic for the depolarisation of an electron spin with
a specific spin lifetime T ⋆2 by precession. The parameter B1/2 was discussed in
detail in chapter 3.3.2.
Let us further analyse equation 3.35 by replacing BN by the expression for the
Overhauser field derived in the previous section14, equation 3.33,
BN =
4
3
fbN
′ (〈S〉 ·B+ 2be〈S〉2)
B˜2 + B˜2L
(B+ 2be〈S) = K (B+ 2be〈S) . (3.36)
2be〈S〉 is the Knight field, f a leakage factor and b′N =
∑
i bN,i(Ii + 1). Inserting
equation 3.36 in equation 3.35 yields
B1/2 (S− S0) = (B+K(B+ 2be〈S〉))× S
= (1 +K) (B× 〈S〉) . (3.37)
We see that only the Overhauser field component in the direction of the external
field causes the electron to precess. This is because the Knight field is parallel to
〈S〉 and the electron spin does not precess about its own axis. The consequence
is that the precession axis for the electron spin is exclusively defined by the ex-
ternal field. This is an important property of the electron-nuclear spin system:
The electron spins are acted upon by a magnetic field whose direction is deter-
mined by the external field but whose magnitude is predominantly governed by
the Overhauser field. K represents the amplification factor by which the Over-
hauser field multiplies the external field. Very small external fields in the range
of millitesla are hence able to guide the Overhauser field, for the electron spin,
however, they appear to be amplified by up to a factor > 1000.
14For a comprehensive explanation of the nuclear field refer to section 3.4. Remember that in
the derivation of this expression a linear approximation was used which gives only a satisfy-
ing accuracy for small I and 〈S〉. One has to investigate in each case if the approximation
is valid. c. f. chapter 5.4 where we discuss a way to avoid the approximation. However,
equation 3.35 will only be analytically solvable for Sz if we use the approximated expression.
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We wish to solve equation 3.37 for Sz as this is the quantity we can access
experimentally. Multiplying equation 3.37 by 〈S〉 and B respectively shows that
〈S〉 · 〈S〉 = 〈S〉 · S0 (3.38)
〈S〉 ·B = S0 ·B . (3.39)
Squaring both sides of equation 3.37 and using these identities as well as the fact
that S0 = (0, 0, S0) we end up with
〈Sz〉 = S0
B21/2 +B
2
z (1 +K)
2
B21/2 +B
2(1 +K)2
(3.40)
and K =
4
3
b′NfS0
Bz + 2be〈Sz〉
(B2 + 4beBzS0 + 4b2eS0〈Sz〉) + B˜2L
. (3.41)
This leads to a third degree equation for 〈Sz〉. Solving it yields Sz(B), the average
z component of the electron spin as a function of an external field B considering
the nuclear magnetic field. The solutions are unique if B1/2 is not too small
compared to the nuclear magnetic field.
In order to obtain a better understanding of the behaviour of the electron
spin polarisation let us plot 〈S〉(B) for the case that a purely longitudinal ex-
ternal magnetic field Bzez is swept but with additionally a constant transverse
magnetic field Bxex applied. A calculated example curve with Bx = 2 mT and
B1/2 ≈ 226 mT is shown in figure 3.11. The value chosen for B1/2 corresponds to
T ⋆2 = 100 ps.
〈S〉(B) exhibits a pronounced W-like shape. The local maximum in the middle
of the “W” corresponds to the external magnetic field where the Knight field
Be = 2be〈Sz〉 is compensated by Bz. This can be seen by inserting Bz = −2be〈Sz〉
in equation 3.40. We see that at this point K = 0. The effective longitudinal
field on the nuclei is zero and hence no Overhauser field can be generated. It
follows
〈Sz〉(−Be) = S0
B21/2 +B
2
z
B21/2 +B
2
. (3.42)
If B1/2 ≫ B we have 〈Sz〉 ≈ S0 in the compensation point and consequently
Be ≈ 2beS0. The position of the two minima of the graph are determined by Bx.
They shift to higher values of Bz with increasing Bx.
The dependence of 〈Sz〉 on small magnetic fields apparently exhibits a peculiar
shape which could be exploited to measure the magnitude of e. g. the Knight field.
Studying the electron polarisation as a function of millitesla external fields seems
to be a promising approach to obtain a deeper understanding of the electron-
nuclear spin system. We will come back to this idea later in chapter 5.3.
However, we have to keep in mind that the situation in our experiments may
differ from what we have discussed so far in this section. Firstly, we assume
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Figure 3.11: solid: W-shaped behaviour of Sz as a function of a longitudinal magnetic
field Bz with a constant transverse magnetic field Bx applied. The maximum in
the middle corresponds to the point where the Knight field is compensated by Bz.
B1/2 = 226.4 mT (T
⋆
2 = 100 ps). dashed: Limiting case B1/2 = 0. For B1/2 = 0 the
polarisation is only dependent on the direction of the magnetic field and not on its
magnitude. bN = 1 T, I = 3/2, be = −1.72 mT, B˜L = 0.22.
that in our experiments we always observe the z projection of a time averaged
precessing spin. In this limit B1/2 −→ 0 and the equation for Sz reduces to the
one we have found in chapter 3.3.2 (equation 3.14),
〈Sz〉(B) = S0B
2
z
B2
.
The curve corresponding to this limit is shown in figure 3.11 (dashed). 〈Sz〉 then
only depends on the direction of the external field but no longer the magnitude
of the Overhauser field.
Second, we always have to take Bf into account. As soon as the Overhauser
field becomes comparable to Bf , the electron spin polarisation starts to be gov-
erned by the frozen fluctuation field.
Nevertheless, we will see that we can use the influence of small magnetic fields
in order to investigate the nuclear spin system. This will be discussed in detail
in the experimental chapters 5.2 and 5.3.
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3.5.2 The Overhauser Field vs. the Nuclear Frozen
Fluctuation Field
We have seen that the resident electron spins are generally exposed to the frozen
fluctuation field if the nuclear spins are randomly polarised but that spin oriented
electrons can polarise the nuclear spins. We now show that the nuclear spins
become polarised under optical orientation in our quantum dot ensemble and
how the nuclear polarisation alters the behaviour of the electron spin polarisation
which is otherwise dominated by the random spin fluctuations of the nuclear spin
system.
As we have discussed in section 3.3.3, the frozen fluctuation field Bf generally
causes a rapid partial depolarisation of the resident electron spin. This leads to
a significant lowering of the circular photoluminescence polarisation compared to
when e. g. an external magnetic field restores the electron spin polarisation. If,
however, nuclear polarisation builds up in a specific direction as described in the
previous sections 3.4 and 3.5.1, the situation is different. In the absence of trans-
verse external magnetic fields, the quantisation axis of the electron-nuclear spin
system is solely defined by the electron spin and thus indirectly by the optical axis.
Resident electrons are continuously polarised along the z axis transferring their
angular momentum to nuclear spins. They become polarised and consequently
produce an Overhauser field BN also parallel to ez.
Strong optical pumping thus causes an increase of the z component of the total
nuclear magnetic field BN,z + Bf,z. The Overhauser field along the z axis can
become considerably larger than the in-plane components of the frozen fluctuation
field:
BN ≫ Bf,x/y.
The imbalance of the nuclear field components decreases the angle between the
total average nuclear field experienced by the resident electrons and the z axis.
The sketch in figure 3.13 illustrates this: the angle θ′ under optical orientation
conditions is smaller than the “magic angle” θm = 54.7° characteristic for a
completely randomly oriented nuclear spin system.
Precession of the electron spin S0 about this field (equation 3.15) thus conserves
a greater fraction of the z projection Sz = S0 cos
2(θ) of the initially injected spin
S0 compared to the case of random nuclear polarisation.
Let us study how the generation of nuclear polarisation affects the circular
polarisation of the photoluminescence. This is demonstrated in figure 3.12. The
figure shows two graphs displaying the dependence of the photoluminescence
polarisation on a longitudinal external magnetic field with magnitude−200 mT <
Bz < +200 mT. One graph was obtained modulating the excitation between σ
+
and σ− with a modulation period of Tm = 18 µs (full circles) exactly as was
done to demonstrate the influence of the frozen fluctuation field (figure 3.8). The
read out of the polarisation was always timed to the σ+ cycle of the excitation.
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Figure 3.12: Dependence of the PL po-
larisation on an externally applied
magnetic field in z direction. σ+/σ−
modulated excitation with modula-
tion period Tm = 18 µs (full cir-
cles), unmodulated excitation with σ+
only (open circles). Without modu-
lation nuclear polarisation in z direc-
tion builds up and the influence of
the transverse NSF components Bf,x/y
is reduced. This leads to a signifi-
cantly higher electron polarisation also
at Bz = 0. For fast modulation (full
circles) no significant nuclear polarisa-
tion can build up and at Bz = 0 the
frozen fluctuation field leads to depo-
larisation of the ensemble average Sz.
The other graph corresponds to unmodulated, i. e. continuous excitation with
the excitation helicity being σ+ throughout (open circles). The sharp dip around
Bz = 0 with the graph for unmodulated excitation is due to the rise of BN in
millitesla external fields. We are not considering this feature for the moment and
focus on the broader dip only, to which the narrow one is superimposed.
Both graphs display a minimum at Bz ≈ 0 mT and level off at about the
same polarisation of ≈ 31% for external fields > 100 mT. The graph obtained
for modulated excitation shows only 21 % polarisation at Bz = 0 as compared to
29 % for the unmodulated case (indicated by arrows).
With modulated excitation the net angular momentum transfer into the system
is zero impeding the generation of nuclear polarisation. At Bz = 0 the resident
electrons are only exposed to the frozen fluctuation field Bf . They become par-
tially depolarised by precession about Bf (see chapter 3.3.3). Only when the
external field dominates over the fluctuation field, Bz > Bf , the electron spin po-
larisation along the z axis is restored, as is reflected by the rise of the polarisation
with externally applied magnetic field in figure 3.12.
We now compare this to the case where a nuclear field is allowed to accu-
mulate. Continuous, unmodulated excitation causes optical orientation of the
nuclear spins even at Bz = 0 and a nuclear field BN in z direction builds up.
This nuclear field plays exactly the same role as an external field in increasing
the projection of the electron spin onto the z axis. The difference between the
case of an unpolarised and a polarised nuclear spin system is schematically illus-
trated by the vector diagrams in figure 3.13. The angle θ′ between the resultant
field onto the electron, given by Bf + BN , and the z axis becomes smaller. BN
dominates over Bf and the polarisation reaches ≈ 29 % at Bz = 0. This demon-
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Figure 3.13: Vector diagram of the fields acting on the electron spin for a unpolarised
and a polarised nuclear spin system, initial spin S0, Sav time average of the precessing
S0. If a nuclear field BN along the z axis is built up, the angle between the total field
Bt = Bf + BN and the z axis, θ
′, decreases compared to θ for randomly polarised
nuclear spins. The projection of the precessing electron spin onto the z axis, S′av,z ,
increases compared to Sav,z.
strates that for a significant fraction of the quantum dots, a substantial nuclear
polarisation with BN & Bf must occur at zero external magnetic field
15. When
Bz is increased the condition Bz + BN ≫ Bf is met by more and more quan-
tum dots. We emphasise that in the ensemble there may be quantum dots with
a very high nuclear and electron spin polarisation whereas some quantum dots
may contain an unpolarised electron-nuclear spin system leading to the average
circular polarisation of the photoluminescence of 30 ± 2 % measured at Bz = 0
in the sample under study.
The fact that the electron polarisation reacts in the way described in this sec-
tion to the state of the nuclear spin system makes it a sensitive tool for detecting
the ensemble averaged nuclear polarisation via the photoluminescence polarisa-
tion. Particularly, the circular polarisation of the photoluminescence may serve
as indication that a nuclear polarisation in z direction is really generated in the
quantum dots.
15We will provide further evidence for nuclear polarisation in the quantum dots under study
in chapter 5.2.
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3.6 Summary
As we have seen, the behaviour of the electron-nuclear spin system is governed
by the balance between the optical orientation of the electron spin, the electron
mediated orientation of the nuclear spins and the various magnetic fields acting
on the electron and the nuclei. In order to obtain a complete picture of the
codependencies in the electron-nuclear spin system we thus wish to recapitulate
what we have discussed in this chapter.
We have to distinguish different regimes concerning the strength of the external
field B, the frozen nuclear fluctuation field Bf and the Overhauser field BN .
Table 3.1 gives an overview of the order of magnitude of the magnetic fields
involved. Figure 3.14 schematically depicts the actions on the electron spin and
on the nuclear spin for each regime. The letters in brackets itemising the following
explanations refer to figure 3.14.
No nuclear polarisation
If only little or no nuclear polarisation is allowed to build up the Overhauser field
can be neglected. If we want to obstruct the generation of nuclear polarisation
in our experiments, the sample is generally excited with light whose circular
polarisation is rapidly alternating between σ+ and σ−. The time averaged flux
of angular momentum into the system is then zero.
(a) Bf ≫ B: When the external magnetic field is negligibly small compared
to the nuclear frozen fluctuation field, the injected electron spin S0 = (0, 0, S0)
exclusively precesses about Bf . Averaged over the ensemble, the angle between
Bf and ez is then given by the “magic angle” θm = 54.7°. This leads to a rapid
partial decrease of the z projection of S0.
(b) B ≫ Bf : When the external magnetic field is considerably larger than the
frozen fluctuation field, the electron spin predominantly precesses about B. If
B||ez, θ decreases compared to θm, Sz and the circular PL polarisation increase.
θ becomes zero in the limit Bf/B −→ 0. In this limiting case Sz is fully retained,
Sz = S0.
Table 3.1: Magnitudes of the magnetic fields involved in the electron-nuclear spin
system.
nuclear dipole-dipole field B˜L < 1 mT
Knight field Be < 1 mT
nuclear frozen fluctuation field Bf tens of mT
Overhauser field BN tens of mT – several Tesla
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Figure 3.14: Illustration of the interplay between the external magnetic field B, the
nuclear frozen fluctuation field Bf , the Overhauser field BN and the Knight field Be
for different regimes. Explanation on page 69. (a) The electron spin is exclusively
acted upon by the frozen fluctuation field, the small external field does not play a role
as it is screened by Bf . Bf depolarises the electron spin. (b) Unpolarised nuclear
spin system, B > Bf . The electron predominantly experiences the external field
which overcomes Bf . An external magnetic field in z direction supports electron
spin polarisation. (c) Polarised nuclear spin system, large Overhauser field BN ≫
Bf ≫ B. BN overcomes the residual fluctuation field. The direction of BN is
governed by B. (d) B = 0, the nuclear spins become polarised in the Knight field
of the electron. The large Overhauser field along ez supports polarisation of the
electron spin.
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Nuclear spins polarised
As we have learned, the nuclear spin system can be polarised via optically oriented
electrons. The polarisation of the nuclear spins is most efficient at magnetic fields
Beff & B˜L, where Beff is the sum of the Knight field and the external field. The
nuclear polarisation is accompanied by a large Overhauser field easily exceeding
Bf . Concerning the external field we distinguish different situations again.
(c) BN ≫ Bf ≫ B, oblique external field: The z components of the Knight
field and the external field enable nuclear polarisation to be generated. A large
Overhauser field builds up which is considerably larger than Bf . The direction of
the Overhauser field, however, is determined by the external field: BN becomes
oriented parallel (or antiparallel) to the external field as soon as B ≫ B˜L (when
B < B˜L the external field is screened by B˜L). Thus, even millitesla external fields
can realign the Overhauser field which may be in the order of Tesla. In this way,
the external field acts as a “pointer”, the Overhauser field as an “amplifier”. De-
pending on the direction of BN electron polarisation becomes supported (greater
longitudinal component) or destroyed (greater transverse component).
(d) B = 0: If B = 0, the nuclear spins only experience the Knight field Be.
They may become polarised with the help of Be. The large Overhauser field is
predominantly aligned in z direction and therefore supports electron spin polar-
isation. The oriented electron in turn stabilises the nuclear spin system.
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4 The Experimental Setup
4.1 Polarisation Sensitive Photoluminescence
The experiments presented in this thesis are based on measuring the polarisa-
tion of the quantum dot resident electron spin via the circular polarisation of
the quantum dot photoluminescence1. The experimental conditions described
in this chapter represent the standard settings used in most of the discussed
measurements. An overview of the most important settings is given in table
4.1. Whenever these conditions were modified it will be stated explicitly in the
respective chapter.
Sample mounting, temperature control, optical alignment The sample
was placed in an optical bath cryostat filled with liquid helium. By pumping on
the helium volume, the helium was cooled further below the λ-point Tλ where
helium becomes superfluid. For 4He, Tλ = 2, 1768 K is reached at a pressure of
5036 Pa. Below Tλ the heat conductivity of helium goes to infinity enabling a
particularly efficient cooling of the sample. By constantly pumping, the sample
was kept in superfluid helium at a temperature of 1.85 < T < 2 K if not stated
otherwise. The temperature could be monitored via the voltage over a resistor
which was placed inside the cryostat next to the sample. Measurements at tem-
peratures T > 5 K could be performed by keeping the sample in cold helium
gas.
In order to control the alignment, the laser spot position on the sample and its
size, an image of the sample could be generated on the chip of a charge coupled
device (CCD) camera and viewed on a monitor.
Optical excitation The excitation was performed using a pulsed laser system.
The mode locked titanium:sapphire laser had a pulse repetition rate of 75.6 MHz
(pulse separation 13.2 ns) and a pulse duration of ≈ 1.5 ps. Time integrated laser
powers of 0 < P < 50 mW where used for excitation. A lens with a focal length
of 10 cm was used to focus the laser on the sample. It is difficult, though, to
exactly control the laser spot size. It may vary slightly for different experiments.
We do therefore not indicate excitation densities.
1About the relationship of circular polarisation of the photoluminescence and the resident
electron polarisation c. f. chapter 3.2.
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Legend
MIRA mode locked titanium:sapphire picosecond pulsed laser
VERDI all solid-state 532 nm pump laser
(m) mirrors
(M) periscope
λ/2 λ/2 wave plate
AOM acousto optical modulator
(c) from controller
(p) pin hole
(g) Glan-Thompson prism
EOM electro optical modulator
(f) wedge filter
λ/4 λ/4 wave plate
(l1) 10 cm lens, focusing on sample, PL collection
cryo optical bath cryostat, placed between magnetic coils
image option to create an image of the sample on a CCD chip and view it on a monitor
PEM photoelastic modulator, trigger to photon counter
(l2) lens, focusing on monochromator entry slit
(s) slit
CCD InGaAs charge coupled device camera
mono 0.5 m monochromator
APD silicon avalanche photo diode
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In most experiments the excitation power was chosen with respect to the neg-
ative circular polarisation emitted from the sample. The negative circular polar-
isation effect is power dependent. It rises with power and eventually saturates2.
The excitation power was thus generally set to a value where the maximum neg-
ative circular polarisation was obtained. In all other cases the excitation power
will be indicated.
The photon energy of the excitation was set to 1.4595 eV (849.5 nm) corre-
sponding to the low energy flank of the wetting layer. At this excitation energy
the generation of negative circular polarisation proved to be most efficient. For
the excitation circularly polarised light was used. The linearly polarised laser
light was transformed into circularly polarised by use of a λ/4 wave plate at an
angle of ±45° to the polarisation axis of the laser.
0 3 6 9 12
0
R
e
ta
rd
a
tio
n
+λ/4
-λ/4
A B
Time (µs)
Figure 4.1: Retardation of the photoe-
lastic modulator over time. Effect on
incident circularly polarised light indi-
cated above. Shaded areas: 1 µs wide
count gates of the photon counter to al-
ternately read out σ+ and σ− polarised
photoluminescence.
Circular polarisation sensitive photoluminescence detection The pho-
toluminescence was collected with the same lens used to focus the exciting beam
on the sample. In front of the monochromator a photoelastic modulator (PEM)
with a frequency of f = 84 kHz (period τ ≈ 12 µs) was placed. It was set to
a maximum retardation of λ/4. The retardation of the PEM thus changes from
zero over +λ/4 to −λ/4 and back to zero during one period TPEM as shown in
figure 4.1. Thus, at times t+ = 3 + n · TPEM µs the retardation is +λ/4 and at
t− = 9 + n · TPEM µs it is −λ/4, with 1 ≤ n < ∞. σ+ polarised light passing
the PEM is consequently transformed into vertically linearly polarised light at
times t+ and into horizontally polarised light at times t−. Analogously, the PEM
transforms σ− circularly polarised light into horizontally linearly polarised light
at times t+ and into vertically linearly polarised light at times t−. Combining the
PEM with a Glan-Thompson prism set to an angle of 0° made it thus possible to
alternately detect σ+ and σ− polarised photoluminescence respectively: At times
2c. f. chapter 3.2.
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Table 4.1: The settings used for the experiments presented in this thesis. Variations
will be stated explicitly.
Temperature . 2 K
Excitation energy 1.4595 eV (849.5 nm) – low energy flank of wl
Excitation power saturation regime of NCP – ≈ 10 mW, 10 cm lens
Excitation polarisation circular
Laser mode picosecond pulses
t+ initially σ
+ polarised light can pass the PEM-Glan-Thompson-prism system
while initially σ− polarised light is blocked. At t− it is the other way round.
The photoluminescence was focused on the entry slit of a 0.5 m monochromator
spectrally dispersing the light for wavelength selection. For alignment and opti-
misation the light was detected with an InGaAs charge coupled device (CCD)
camera. The read out of the circular polarisation of the photoluminescence was
performed using a silicon avalanche photodiode (APD) in combination with a two
channel photon counter. The photon counter was triggered with the frequency
of the PEM. Two read out gates A and B of width 1 µs were set in the photon
counter visualised in figure 4.1 by the shaded areas. Gate A was timed to t+ so
that σ+ polarised light was measured during A and gate B was timed to t− in or-
der to detect σ− polarised light during B. The photon counter was controlled and
the counts where read out by a personal computer. The circular polarisation of
the photoluminescence was then determined by calculating (nA− nB)/(nA+nB)
where nA(B) is the number of counts during count gate A (B). The detection of
σ+ and σ− polarised photoluminescence with a time-lag of ≈ 6 µs limited the
influence of slow variations e. g. of the laser power. Alternatively, the PEM could
be replaced by a λ/4 wave plate allowing the detection of σ+ and σ− photolumi-
nescence by setting the wave plate to an angle of ±45°relative to the 0° position
of the Glan-Thompson prism.
The intensity of the photoluminescence light on the CCD camera and the
avalanche photodiode could be regulated with a wedge filter placed directly in
front of the entry slit of the monochromator. Thereby, the overexposure of the
detection devices could be avoided without having to change e. g. the slit width
of the monochromator entry slit.
The center wave length of the monochromator was set to the maximum circular
polarisation of the inhomogeneously broadened s-shell emission of the quantum
dot ensemble. By then narrowing the slit width of the monochromator exit slit
in front of the APD, a part of the spatially dispersed photoluminescence could
be cut out for detection. In doing so, the sub ensemble of quantum dots emitting
with the highest degree of circular polarisation could be chosen. Further, the
inhomogeneities in size, composition and symmetry of the quantum dots actually
measured were minimised thereby.
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Magnetic field The cryostat was placed between three pairs of Helmholtz coils.
They where used to compensate parasitic fields like the earth magnetic field in
order to create a field free space with B ≤ 1 µT at the site of the sample and to
apply longitudinal (z direction) and transverse (x direction) magnetic fields up to
3 mT. Alternatively, a superconducting coil could be used inside the cryostat to
apply a longitudinal field of ≤ 1.3 T. The current in the coils could be controlled
via a personal computer allowing the synchronisation of the magnetic field and the
read out of the photoluminescence in order to perform magnetic field dependent
measurements.
4.2 Temporal Excitation-Detection Schemes
The simple photoluminescence setup was extended in order to realise various
temporal excitation-detection schemes. The circular polarisation of the excitation
could be modulated between σ+ and σ−, a dark time could be introduced and the
point of time of the read out could be controlled. Thereby, various problems could
be addressed, particularly time dependent measurements could be performed.
excitation
detection
s
+
time
Dti = Tm/2ts Dtc
rexc
s
-
Tm
cycle 1 cycle 2 cycle 1 cycle 2
Figure 4.2: Excitation modulated between σ+ and σ− with period Tm, pulse train
duration ∆ti = Tm/2. Detection (grey areas) always during cycle 2. Start of detec-
tion ts after beginning of cycle 2 can be varied as well as duration of read out gate
∆tc.
Circular polarisation modulation The circular polarisation of the excitation
could be modulated using an electro optical modulator (EOM) in combination
with a λ/4 wave plate at an angle of ±45° to the linear polarisation axis. The
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Figure 4.3: Excitation-detection scheme with darktime ∆td between two excitation
cycles pump 1 and pump 2 of duration ∆ti. Pump 1 has either the same circular
polarisation as pump 2 (“co”, dark grey) or opposite circular polarisation (“cross”,
light grey). Detection (grey areas) always during pump 2.
EOM flips the linear polarisation of the laser between vertical and horizontal with
period Tm leading to alternately σ
+ and σ− circularly polarised light after the
λ/4 plate. A function generator was used to trigger the EOM. Like this, pulse
trains of the 13.2 ns separated picosecond laser pulses with opposite circular
polarisation could be produced. Figure 4.2 illustrates this scheme. The square
function shaped pulse trains had a sharp rise of a few nanoseconds. Their duration
∆ti = Tm/2 could be chosen to be 10 µs . ∆ti < 1. Thus, two excitation cycles
cycle 1 and cycle 2 with oppositely circularly polarised excitation were defined.
The photoluminescence was always read out during cycle 2, i. e. always during
the same excitation polarisation.
The time between the beginning of cycle 2 and the start of the read out, ts,
could be controlled as well as the duration of the counting, ∆tc. Time resolved
measurements could hence be realised for ∆tc ≪ Tm/2. By measuring the circular
polarisation of the photoluminescence in dependence on ts. Like this the circular
polarisation could be sampled in time in the course of cycle 2. In the analysis
then generally the position of the center of the read out gate t = ts + ∆tc/2 is
given. By choosing a wider count gate, the circular polarisation was measured
time integrated as a function of Tm.
Dark time measurements Additionally, an acousto optical modulator (AOM)
was included into he setup. It could be activated in order to periodically switch
the excitation on and off. Like this, a “dark time” 0 < ∆td < 500 ms could be
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created between the two illumination cycles “pump 1” and “pump 2” of duration
∆ti. The corresponding scheme is depicted in figure 4.3. The width of ∆ti could
be controlled individually from ∆td. The circular polarisation of the excitation
during ∆ti could again be controlled with the EOM so that either a “co-polarised”
scheme with all pulse trains having the same photon helicity could be realised or
a “cross-polarised” scheme where the helicity during pump 1 was inverted with
respect to pump 2. The detection of the photoluminescence polarisation was per-
formed always during the same excitation cycle pump 2 to keep the conditions
during the read out constant. With this scheme the circular polarisation of the
photoluminescence could be measured as a function of the dark time.
4.3 Definitions and Conventions
Coordinate system and axis The definition of the coordinate system under-
lying all experiments is shown in figure 4.4. The z axis is defined by the optical
axis of the experimental setup. The samples were mounted so that the growth
direction of the quantum dots was parallel to the optical axis with the sample
plane lying in the x-y plane of the coordinate system. The direction of the inci-
dent exciting beam was defined the positive z direction. The photoluminescence
was collected along the negative z direction.
sample
growth direction
excitation
optical axis
x
z
PL detection
y
Figure 4.4: The coordinate system. ez||k of the exciting beam, the growth direction
corresponds to the −z direction, sample plane lies in the x-y-plane.
Circular polarisation Light of photons with positive helicity, i. e. the photon
spin s being parallel to the k-vector of the light, we call σ+ polarised. Light where
s ↿⇂ k we consequently call σ− polarised. Looking towards the light source in
−k direction, the electric field vector E at a fixed location rotates anticlockwise
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Table 4.2: Overview of the definitions concerning circular polarisation. Rotation of
the E field vector defined for the light wave propagating towards the observer.
Photon helicity circular polarisation rotation of E
s = +~k/k right-handed σ+ anti-clockwise
s = −~k/k left-handed σ− clockwise
in the case of σ+ polarised light (“left circular”) and clockwise in the case of σ−
polarised light (“right circular”). These definitions are summarised in table 4.3.
In this work, almost all experiments are based on measuring the degree of
circular polarisation of the photoluminescence as defined by equation 3.1. The
circular polarisation is generally given in per cent (%) with a minus sign indicating
that negative circular polarisation is measured, as explained in chapter 3.2. The
minus sign should thus only be understood as a relative indication with respect
to the circular polarisation of the excitation.
Magnetic fields An applied magnetic field B = Bzez which is parallel to the
optical axis and the growth direction of the quantum dots we call longitudinal.
Alternatively such a geometry is called “Faraday configuration”. Applied mag-
netic fields B = Bxex and B = Byey lying in the sample plane we call transverse.
This geometry with B⊥k is also called “Voigt configuration”.
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5 Determination of the Internal
Magnetic Fields Acting on the
Nuclear Spins
5.1 Introduction
As we have shown in the chapter 3.5.1, the predominant factor governing the
behaviour of the resident electron spin and the level of electron spin polarisation
is the nuclear spin system. Unpolarised nuclear spins limit the level of electron
spin polarisation by the action of the random nuclear fluctuation field whereas
nuclear spins polarised along the excitation axis may enhance electron polarisa-
tion. The nuclear spin polarisation is in turn dependent on the electron spin.
This makes the resident electron and the nuclear spins a highly codependent sys-
tem. Although the state of this system is a result of the complicated mutual
influence of the resident electron spin and the nuclear spins it is remarkable that
it may be described by only a few quantities: the nuclear dipole-dipole field B˜L,
the Overhauser field BN and the Knight field of the electron Be. The Overhauser
field may be calculated in theory if one knows the Knight field Be = 2be〈S〉 and
the dipole-dipole field between the nuclear spins, B˜L. Particularly at zero ap-
plied external field the relationship between Be and B˜L is crucial concerning the
degree of nuclear polarisation achievable. In turn, the knowledge of BN(B) is
necessary to explain the behaviour of the electron spin polarisation which, in our
case, becomes manifest in the circular polarisation of the photoluminescence.
If one strives for a deeper understanding of the electron-nuclear spin system
one thus has to determine the quantities governing the generation of nuclear
polarisation, the Knight field and the nuclear dipole-dipole field. We know that
every quantum dot sample is different. Particularly the composition of the dots
can be poorly controlled and is often not exactly known. In order to obtain a
general insight into the nature of the electron-nuclear spin system, it is therefore
necessary to specifically measure these values at the same sample. We approach
this goal by studying the influence of externally applied magnetic fields, both
parallel and perpendicular to the helicity of the exciting photons. We use small
magnetic fields in the range of several millitesla because they lead to a particularly
rich behaviour of the polarisation allowing us to Be and B˜L which are expected to
lie in the sub millitesla range. The nuclear spins are very susceptible to millitesla
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external fields whereas the electron spin reacts sensitively to the large nuclear
magnetic field only. In this way the nuclear field acts as an amplifier for the
external magnetic field and the photoluminescence polarisation (which reflects
the electron spin polarisation) acts as a sensor for the state of the nuclear spin
system. The indirect dependence of the polarisation on the external field at the
same time provides access to the quantities we want to determine.
In the following sections we thus examine the evolution of the circular polarisa-
tion of the photoluminescence under the influence of transverse and longitudinal
fields and show how these often surprising and complicated dependencies may be
interpreted in order to extract the magnitude of the Knight field and the dipole-
dipole field. In the last section we then assemble the pieces by calculating the
maximum nuclear field. In the end we hope to complete the mosaic and provide
a consistent picture of the coupled electron-nuclear spin system.
5.2 The Nuclear Dipole-Dipole Field
When spin oriented electrons are exposed to a magnetic field perpendicular to
their spin orientation they start to precess about this field. For an electron
spin, the projection onto the z axis will oscillate sinusoidally with time, until
the electron spin is either reinitialised or it loses its phase information (spin
coherence)1. Therefore, in a transverse magnetic field, the value of Sz is governed
by the competition between the precession frequency of the electron spins and
the time at which the spins are either reinitialised or decohere. Sz decreases the
further they precess. In neutral quantum dots the precession is terminated by
the radiative decay of the exciton or by spin relaxation. In our case of negatively
charged quantum dots, the electrons do not precess before the radiative decay of
the trion because the trion ground state contains two electrons with total spin
zero. The precession only starts after recombination, when the resident electron
is left behind in a well-defined spin state. The resident electron spin then has time
to precess until it is reinitialised again. The cycle of spin initialisation, precession
and reinitialisation is schematically illustrated in figure 5.1. In our case, the lower
limit for the reinitialisation rate is given by the 13.2 ns pulse separation of the
laser pulses.
The spin polarisation measured will be the value of Sz at the point where
the precession is terminated. As the precession frequency is proportional to the
magnitude of the field, in the same time interval the electron spin precesses
further the higher the field, and thus loses increasingly more of its z component.
Monitoring Sz via the photoluminescence polarisation on sweeping the transverse
field yields a Lorentzian curve the width of which is inversely proportional to the
spin lifetime of the electron T ⋆2 where 1/T
⋆
2 = 1/τr + 1/τs. τr is the electron spin
reinitialisation time and τs the spin relaxation time. With the electron g factor
1For a discussion of spin precession see also chapter 3.3.2.
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laser pulses
~ 1 ns n x 13.2 ns time0
spin-
evolution
reinitialisation
spin-
initialisation
excitation,
capture,
relaxation
NCP
Figure 5.1: Excitation,
spin initialisation, pre-
cession of the electron
spin in external or
nuclear magnetic fields,
reinitialisation. ≈ 1 ns
between electron-hole
pair creation in the
wetting layer and radia-
tive decay of the trion,
≈ 12 ns to the next laser
pulse. The lower limit
for the time interval
between two initialisa-
tions is given by the
laser pulse separation of
13.2 ns.
in x direction, ge,x, the Lorentz curve is then given by
ρc(Bx) =
ρc(0)
1 + (ge,xµBBx
~
T ⋆2 )
2
=
ρc(0)
1 + (ΩT ⋆2 )
2
. (5.1)
This is known as Hanle effect2 ([107] and e. g. [108]). From the width of the
Hanle curve, the spin lifetime T ⋆2 could be extracted according to
T ⋆2 =
~
|ge,x|µBB1/2 , (5.2)
with the half width at half maximum B1/2 of the Lorentz curve
3.
Figure 5.2 shows typical graphs for Hanle measurements obtained from the
quantum dot ensemble under study in this thesis. A transverse magnetic field Bx
was swept and the polarisation of the photoluminescence for each field value was
recorded. The polarisation drops sharply from its maximum value at Bx = 0.
The half width at half maximum of the peak is ≈ 0.2 mT. This width of the peak
would thus correspond to a spin lifetime T ⋆2 of ≈ 57 ns according to equation 5.2
assuming |ge,x| in the x direction [109]. This reasoning is not correct in our case,
however, as we will show in the following.
For that purpose, we now study Hanle curves obtained under modulated exci-
tation where the excitation helicity was switched between σ+ and σ− with period
Tm that is varied over a range between 1 ms and 100 ms. Figure 5.3 shows Hanle
2The effect is named after Wilhelm Hanle who first described it 1924 in his PhD thesis “U¨ber
magnetische Beeinflussung der Polarisation der Resonanz-Fluoreszenz von Quecksilber”.
3We have discussed the quantity in detail in chapter 3.3.2.
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Figure 5.2: Typical curves obtained for Hanle measurements. Sweeping of a trans-
verse magnetic field results in a depolarisation peak at Bx = 0. Irrespective the
absolute amplitude of the peak, the peak width is always 0.44 ±0.02 mT. The width
is given by twice the dipole-dipole field B˜L.
curves for selected modulation periods 1 < Tm < 50 ms where the read out of
the polarisation was always performed during the σ− cycle of the excitation, and
for unmodulated excitation as reference. We observe that the amplitude of the
peak at Bx = 0 decreases when the modulation period is decreased. The peak
gradually disappears and may be almost completely switched off for modulation
periods T < 1 ms. However, the dynamics of the electron spin takes place on a
nanosecond timescale4 which rules out an electronic origin as an explanation for
the disappearance of the peak under modulated excitation.
Furthermore, the peak becomes broader for smaller Tm. Figure 5.4 (a) shows
the width of the depolarisation peaks in dependence of Tm. In the traditional
interpretation of the Hanle effect, however, the width of the Hanle curves is asso-
ciated with the lifetime of the electron. In our experiments this is apparently not
the case. A millisecond modulation should not affect the electron spin lifetime,
which would lie at about 57 ns as calculated above for a FWHM of 0.4 mT of
the Hanle peak.
Although transverse fields also lead to the depolarisation of polarised electron
spins in the quantum dots under study, the situation obviously fundamentally
differs from the one underlying the original Hanle effect. Particularly, the narrow
peak appearing in Hanle measurements on our quantum dot sample can obviously
not be used to calculate the relaxation time of the resident electron spin. Thus,
care has to be taken when the width of the Hanle peak is used to determine
the spin lifetime of the electron in quantum dots as has been suggested in the
4See chapter 7.2 where we discuss the accumulation dynamics of the electron polarisation.
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Figure 5.3: Hanle measurements for excitation modulated between σ+ and σ− cir-
cular polarisation with period Tm. The depolarisation peak almost vanishes for fast
modulation.
literature [74, 108, 110].
The strong influence of the peak in our Hanle type measurements on the mod-
ulation, however, can be explained by the influence of the quantum dot nuclei.
The accumulation of nuclear polarisation occurs on a timescale of tens of mil-
liseconds [99]. In the modulated excitation scheme used here, however, the net
spin transfer into the system is zero and neither excitation cycle gives the nu-
clear spins enough time to become maximally polarised. The spin orientation of
the resident electron is generally influenced by the Overhauser field the magni-
tude and direction of which is in turn strongly dependent on external magnetic
fields [15, 16]. Particularly in the region of small external fields this results in
a behaviour of the electron spin that is predominantly governed by the nuclear
field.
As we have discussed earlier, nuclear polarisation is generated at Bx = 0 due
to the Knight field of the electron. This results in a nuclear field parallel to the z
axis which adds to the background field caused by the nuclear spin fluctuations
leading to a significant increase of the electron spin projection on the z axis
compared to the case of an unpolarised nuclear spin system.
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Figure 5.4: (a) Half width at half maximum of the depolarisation peak and (b)
maximum of the peak, each in dependence of Tm. The peak becomes broadened
by the random nuclear fluctuation field for smaller Tm but saturates at 2B˜L for
long Tm when the maximum nuclear polarisation may be generated. The amplitude
saturates above Tm ≈ 40 ms which marks the time the nuclear system needs to
become maximally polarised.
In a transverse external magnetic field, the nuclear field becomes realigned
along the external field. The electrons precess about the nuclear magnetic field
component parallel to the external field. The component parallel to the Knight
field does not lead to precession of S as Be||S (c. f. chapter 3.5.1). The electron
spin thus experiences a purely transverse field where the external field is amplified
by the x component of the nuclear magnetic field.
The precession period of an electron spin in a magnetic field of 10 mT is about5
14 ns. The Overhauser field, however, considerably exceeds the frozen fluctuation
field which has a magnitude of ≈ 30 mT. A magnetic field of this strength would
be enough, though, to cause several revolutions of the electron spin during the
≥ 13 ns time span between two optical orientation events which is defined by
the repetition rate of the laser. This would lead to a complete depolarisation of
the electron spin. What we observe is that the depolarisation peak under the
5Assuming an electron g factor of 0.5.
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influence of a transverse magnetic field has a constant width of about 0.4 mT. It
does not immediately drop down to zero as soon as a transverse field is applied.
We attribute this behaviour to the presence of the dipole-dipole field B˜L. As long
as B˜L screens the external field, the nuclear spins do not become reoriented, but
when the external field begins to exceed the dipole-dipole field, it is experienced
by the nuclei. Only then the nuclear spins become realigned. The large transverse
component of the nuclear field which is then present depolarises the spin of the
resident electron.
When the electron spin polarisation along the z axis becomes destroyed by
the precession of the electron spin, the average z component of the Knight field
is zero. This geometry with no magnetic field along the excitation axis and
an externally applied transverse field does not allow nuclear polarisation to be
generated anymore. The electron-nuclear spin system breaks down.
This explains why the polarisation remains on a relatively high level outside the
depolarisation peak in figure 5.2. When no nuclear field is present, the resident
electron spin is again exclusively exposed to the frozen fluctuation fieldBf . Under
its influence, the electron spin is depolarised to a fraction of ≥ 1/3 of the initial
electron spin polarisation6. Additionally, Bf screens the external magnetic field as
long as it is significantly smaller than the frozen fluctuation field. Only when the
externally applied magnetic field surmounts Bf , the electron spin is depolarised
further.
Hanle measurements have been used before to determine the spin relaxation
time of the electron in quantum dots [74, 108, 110]. We emphasise again that this
is generally not possible in quantum dots because the electron spin dynamics is
strongly influenced by the Overhauser field and by the nuclear frozen fluctuation
field. Therefore, the depolarisation of the electron spin in a transverse field is
not caused by the competition between the external field and the relaxation or
reinitialisation time of the electron but by the nuclear magnetic field. It acts
as amplification of the external field but is itself dependent on the magnitude
of the external field and on the electron spin. Particularly, there is no linear
dependence between Bx and the total magnetic field in fact experienced by the
electron. Even when nuclear polarisation is switched off by modulated excitation
the frozen fluctuation field Bf is still present and shields external fields unless
they considerably surmount Bf . At fields lower than several tens millitesla the
nuclear magnetic field or the frozen fluctuation field will always dominate the
spin dynamics.
Let us now return to the Hanle curves under σ+/σ− modulated excitation.
Figure 5.4 (b) shows the absolute peak amplitude of the depolarisation peak in
dependence of modulation periods between 1 ms and 100 ms. The amplitude
increases with growing modulation period Tm and saturates for large Tm. An
asymptotic growth fit reveals that the polarisation approaches its asymptotic
6c. f. chapter 3.3.3.
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value for modulation periods of Tm > 40 ms which is hence the timescale the
nuclear spin system at least needs to become polarised7. The periodical flipping
of the excitation helicity with Tm < 40 ms thus limits the maximal nuclear
polarisation achievable in either of the two excitation cycles. The less time the
nuclei have to become polarised before their spins start to become inverted again
during the next excitation cycle with the opposite photon helicity the less nuclear
polarisation may be accumulated.
BN
Bt
Bf
large BN
BN
Bt
Bf
small BN
Figure 5.5: Total nuclear magnetic field
Bt = BN + Bf , BN Overhauser field,
Bf frozen fluctuation field. At large
BN the relative deviation between BN
and Bt is small compared to small BN .
The smaller the nuclear field is, the more important becomes the influence
of the frozen fluctuation field background of still unpolarised nuclear spins as
schematically illustrated in figure 5.5. The width of the depolarisation peak
becomes broader for shorter modulation period as shown in figure 5.4 (a) where
the full width at half maximum of the Hanle peaks is plotted over the modulation
time. This is due to the fact that it is washed out by the directional distribution
of the random fluctuation field. The peak width, however, saturates for T ≥ 10
ms at a value of ≈ 0.4 mT. In this regime the width is determined by the dipole-
dipole field as discussed above. In order to obtain an estimate of the value of
B˜L we therefore take the average value from several Hanle measurements. This
evaluation yields an average peak width of 0.44 mT corresponding to 2B˜L. We
thus obtain for the dipole-dipole field√
ξBL = B˜L = 0.22± 0.02 mT. (5.3)
Theoretical estimations for bulk GaAs yielded B˜L = 0.21 mT, experimental data
on GaAs gave B˜L = 0.25 mT (both [15]) and recent experiments on self-assembled
7A further analysis of the polarisation dynamics will be provided in chapter 7.3.
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(InGa)As quantum dots suggested that B˜L is of the order of 0.1 mT [99] which
is all in good accordance with our result.
We conclude with a remark concerning the terms and conditions under which
the width of the Hanle peak may serve as a measure for the dipole-dipole field. If
the reinitialisation rate is high, e. g. for continuous wave excitation at high powers,
the electron spin only precesses a small distance before it is reinitialised. A higher
transverse magnetic field is thus needed to completely depolarise the electron spin.
It may happen that already Bx > B˜L but still the nuclear magnetic field parallel
to Bx is not strong enough to completely depolarise the electron spin. This can
lead to a broadening of the depolarisation peak comparable to the original Hanle
effect. In our experiments, however, we have a clear situation: we work with
pulsed excitation providing a lower limit for the reinitialisation period of 13.2 ns,
as mentioned before. Between the pulses the initialised resident electron spins
precess in the transverse nuclear field and have enough time to become completely
depolarised in a purely transverse magnetic field – but only when nuclear spins
experience the transverse external field at all and become realigned to it. This,
however, only happens when Bx > B˜L.
5.3 The Knight Field of the Electron
As already discussed in chapter 3.4, there is a magnetic moment associated with
the spin of the resident electron giving rise to a magnetic field, the Knight field
[105]. The Knight field is antiparallel to the electron spin, Be = 2be〈S〉, and the
direction of its z component is thus determined by the helicity of the exciting
photons. The Knight field plays the key role in the electron-nuclear spin system
in small external fields. In order to optically orient the nuclear spins in a quantum
dot, the scalar product S·Beff between the resident electron spin and the total
magnetic field experienced by the nuclear spins must not vanish. This means
that in fact in both the cases Beff = 0 and S⊥Beff , optical orientation of the
nuclear spins would not be allowed.
We know, however, that concerning the external magnetic field B, in both
cases, B||S0 and B⊥S0, the nuclear spins may nevertheless become polarised.
However, the effective magnetic field acting on the nuclear spins Beff = Be +B
is composed of the external field B and the Knight field of the electron Be. In
the geometry where the external magnetic field is perpendicular to the excitation
axis (“Voigt geometry”) the Knight field provides the magnetic field parallel to
the optical axis which is mandatory for nuclear polarisation to be generated. The
same holds in the absence of any external magnetic fields. In this case the build
up of nuclear polarisation is also only possible due to the presence of the Knight
field [102]8.
8c. f. the theoretical considerations, chapter 3.4.
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In order to determine the magnitude of the average Knight field, we make
use of the fact that a magnetic field in z direction – either externally applied
or provided by the internal Knight field – is indispensable to obtain nuclear
polarisation. Studying the electron polarisation as a function of a longitudinal
magnetic field of the same order of magnitude as the Knight field may reveal
its strength. Again, the electron spin serves as a sensitive detector for the state
of the nuclear spin system which in turn gives insight into the behaviour of the
electron polarisation.
First, we exploit that at Beff = 0 no nuclear polarisation can be generated. If a
magnetic field Bz parallel to the optical axis is swept, there should be eventually a
field value of the same magnitude but the opposite direction of the actual Knight
field. In that point the Knight field is compensated and the effective field in
z direction acting on the nuclei, Beff = Be + Bz, should be zero. No nuclear
polarisation should be present which expectedly should lead to a decrease of the
electron polarisation also.
Figure 5.6 shows such Bz dependencies of the photoluminescence polarisation
for either excitation helicity where all parasitic transverse fields have been com-
pensated. We actually observe a dip in the polarisation which is shifted away
from Bz = 0. The direction of the Knight field is determined by the electron spin
orientation which in turn is governed by the excitation helicity. The fact that
the position of the dip is mirrored upon inversion of the exciting circular polari-
sation hence indicates that this dip arises as a result of the Knight field. The dip
position marks the magnetic field value where the Knight field is compensated,
i. e. Be = −Bz. With no effective field in z direction the nuclear spins cannot
become polarised and the nuclear spin system remains randomly oriented. The
resident electron spins lose their initially injected spin by precession about the
frozen fluctuation field9.
As we see from figure 5.6, the reduction in negative circular polarisation due to
cancellation of the Knight field is a barely visible effect. The dip is not as deep as
it should be for a complete absence of any effective field in z direction. Changes in
the negative circular polarisation occur only when the nuclear magnetic field BN
becomes comparable to Bf and the influence of Bf starts to dominate. For BN ≫
Bf , the electron sees an almost purely longitudinal magnetic field. Thus in order
to observe a significant depolarising effect arising from Knight field cancellation,
we would have to achieve a drop in BN from hundreds of millitesla or even several
Tesla to a few tens of millitesla.
The compensation of the Knight field can, however, by no means be perfect. As
we know that the Knight field at a particular nucleus varies across the quantum
dot10, we will only ever achieve cancellation of this field for a particular sub-set of
9See chapter 3.3.3.
10The inhomogeneity of the Knight field is by the way necessary to obtain maximal nuclear
polarisation as was shown in the theoretical work of Giedke in [111].
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Figure 5.6: Dependence of the photoluminescence polarisation on a longitudinal mag-
netic field, excitation σ+ (top) and σ− (bottom). The dip is located at the magnetic
field value where the Knight field is compensated and is consequently mirrored when
the excitation helicity is inverted. The red arrows indicate magnitude and direction
of the Knight field for either excitation polarisation. Note that here the signs of the
circular polarisation indicate the different electron polarisations. The circular PL
polarisation is always negative with respect to the excitation.
nuclei at any given field. Thus, we do not achieve the almost full depolarisation
of the nuclei that we need in order to measure a visible effect.
We therefore additionally make use of the fact that B⊥S impedes the build
up of nuclear polarisation. We modify our experimental protocol to apply ex-
ternal magnetic fields both in the z and the x direction. As we have already
observed in section 5.2, a transverse magnetic field Bx greater than ≈ 0.2 mT
leads to significant depolarisation of the nuclei already when the Knight field is
not compensated. Thus instead of being in a regime where most of the nuclei
are polarised, we make use of the regime where at most a small nuclear field is
generated that is of the order of Bf . We choose a suitable value of external field
Bx, in order to decrease the value of BN . Then, by applying a longitudinal field
along z, the system is much more sensitive to the point where the Knight field
is canceled. Even though the Knight field cannot be completely compensated in
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the compensation point, Be is weakened for all nuclei. Compared to the constant
external field Bx the effective field Beff experienced by the nuclei at Bz ≈ −Be is
small so that they are acted upon by an almost completely transverse magnetic
field. At the compensation field value, we hence have the situation Beff,z ≈ 0
and Bxex⊥S0. The field geometry at Bz ≈ −Be thus largely impedes the build
up of nuclear polarisation.
Let us now examine the behaviour of the negative circular polarisation values
when performing the same sweep of the magnetic field Bz, as in figure 5.6, with
the difference being this time that a constant transverse magnetic field Bx was
applied to the system with values ranging from 0.57 to 2.27 mT. Figure 5.7 shows
these Bz dependencies of the polarisation for the different applied Bx fields.
The Bz dependence now exhibits a distinct W-like shape that is mirrored on
reversal of the excitation helicity. Each curve, however, displays a pronounced
asymmetry about the Bz = 0 axis. In particular, at ±0.5 mT, close to the value
of Knight field compensation obtained in figure 5.6, a local maximum is observed
for all curves (indicated by arrows in figure 5.7). For all Bx values taken, the
negative circular polarisation at this maximum point is approximately ±23 %.
The negative circular polarisation then decreases in value, reaches a minimum
and starts to increase again.
Let us first explain the local maximum in the middle of the “W”. We pro-
pose that this maximum at ±0.5 mT corresponds to the Knight field cancellation
point. At this cancellation point, the nuclei feel no longitudinal field to counter-
act the nuclear dipole-dipole interaction. Additionally, due to the applied field
perpendicular to the initial electron direction, optical orientation of nuclear spins
is also inhibited for nuclei where the Knight field is only partially compensated.
The nuclear system in this point is hence by approximation unpolarised. The
value of the negative circular polarisation at that field is entirely governed by
the fluctuation field Bf , which is always present in the system. The electron po-
larisation for compensated Knight field is therefore limited by the nuclear frozen
fluctuation field Bf . Note, that the electron spin is not directly depolarised by the
external transverse external field Bx. Bx merely hinders the build up of nuclear
polarisation. It is, however, one order of magnitude smaller than Bf . We note
that the value of 23 % does indeed correspond exactly to the negative circular
polarisation value in the absence of nuclear polarisation, as shown in figure 5.2
at high Bx fields. As the Bz field is increased away from the compensation point,
nuclear polarisation becomes allowed again. The negative circular polarisation
value changes, first decreasing, and then increasing as a result of the effect of
generation of a strong BN field. Note that this method allows the Knight field to
be determined much more easily. The local turning point in the negtive circular
polarisation data is much clearer, and thus allows much better determination of
the Knight field value than the method shown in figure 5.6 and in [102].
In order to numerically evaluate the magnitude of the Knight field we determine
the position of the local maximum corresponding to the compensation point of
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Figure 5.7: Bz dependence of the circular polarisation of the photoluminescence for
different applied constant transverse fields Bx. (a) excitation σ
−, (b) excitation σ+.
The arrows indicate the magnetic field where the Knight field of the resident electron
is compensated by the external field. There, nuclear polarisation is obstructed and
the resident electrons solely experience the frozen fluctuation field. Excitation power
is in the saturation regime of the negative circular polarisation. Note that here the
signs of the circular polarisation indicate the different electron polarisations. The
circular PL polarisation is always negative with respect to the excitation.
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the Knight field. We find an average value of
|Be| = 0.50± 0.1 mT. (5.4)
This value is in good agreement with the result from single quantum dot spec-
troscopy where it was found that Be ≈ 0.6 mT [102].
Let us finally address the shape of the curves again in order to explain all their
properties. It is on first sight surprising that the polarisation further decreases
when |Bz| is increased from the point where Beff = 0 despite the fact that
now an effective magnetic field in z direction is present. This effect, however, is
understandable when we examine the total field acting on the resident electron
spin. As soon as a magnetic field parallel to the excitation axis is present, S ·
Beff is not zero anymore and nuclear spins are polarised by optical orientation
via the spin oriented electrons. The direction of the nuclear field building up,
however, is governed by the magnetic field the nuclear spins experience. The
electron spins precess about the nuclear field component parallel to the external
field11 B = Bxex + Bzez. The time average Sav of the precessing electron spin
is parallel to the direction of the magnetic field. The angle between Sav and
the z axis is thus determined by the direction of the external field. Between the
Knight field compensation point and the two minima from which on the electron
polarisation increases again magnitude and direction of the nuclear magnetic
field change. More and more nuclear polarisation is generated with increasing
Bz. BN gradually starts to dominate over Bf . However, BN,x > BN,z as long
Bx > Bz because BN aligns along the external field. At the turning points where
the electron polarisation increases again, BN ≫ Bf is reached and Bz dominates
over Bx so that the electron polarisation becomes restored. The two minima of the
W shaped curves are thus predominantly determined by the constant transverse
field Bx. This is confirmed by figure 5.7: they shift to higher Bz with increasing
transverse field Bx.
Finally, we wish to add one more remark about the direction of the nuclear
magnetic field. At the compensation point the electrons are only acted upon by
the frozen fluctuation field. In this case the angle between the average electron
spin 〈S〉 and the z axis is given by the magic angle12 of θm = 54.7°. Between the
compensation point and the minima the electron polarisation thus decreases below
the value it takes for BN = 0. The angle θ between the z axis and the Overhauser
field can thus obviously be increased compared to θm when the nuclear field
aligns along an external field with dominating Bx component. Thus, strikingly,
the electron spin polarisation as well as the nuclear magnetic field direction can
be regulated in a controlled way by the proper choice of an external magnetic
field. This might give the possibility to deliberately manipulate direction and
11The Overhauser field also possesses a component parallel to the Knight field. However, Be||S,
the electron does not precess about itself. c. f. 3.5.1.
12c. f. 3.3.3.
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magnitude of the nuclear magnetic field turning a quantum dot into a controllable
“nuclear nano magnet”.
5.4 The Nuclear Magnetic Field
Having determined the magnitude of the nuclear dipole-dipole field B˜L and the
Knight field Be we have made an important step towards understanding the
behaviour of the electron-nuclear spin system in the studied sample. Now the
goal is to quantify the maximal Overhauser field BN possibly achievable. It is
widely accepted that with an externally applied longitudinal magnetic field a
significant nuclear polarisation can be generated. We want to focus on the case
Bz = 0, however, and show that the Knight field of the polarised resident electron
is enough to support a high degree of nuclear polarisation. We are even going
to show later that the coupled electron-nuclear spin state exhibits spin lifetimes
of hundreds of milliseconds which can only occur when a very large Overhauser
field is present.
A lot of effort is being made nowadays in order to approach the limit of 100
% nuclear spin polarisation. It is therefore important to understand to what
extend it is possible to polarise the nuclear spins in quantum dots depending
on the magnitude of an external millitesla magnetic field and the electron spin
polarisation present in the quantum dot. In this section we are therefore going
to calculate the maximum nuclear magnetic field which may build up in the
studied quantum dots using the equations derived in chapter 3.4 together with
the experimentally determined Be and B˜L fields.
In chapter 3.4 the equations for the nuclear polarisation and the nuclear field
where derived using a linear approximation. We will have to check if this approxi-
mation is valid in our case. It will be found that this is not the case, which makes
it necessary to find a way to avoid the linear approximation. With the newly
derived equations we are then going to estimate the maximal nuclear magnetic
field achievable in the studied quantum dots.
In the preceding sections 5.2 and 5.3 we have experimentally found that in the
studied quantum dot ensemble the nuclear dipole-dipole field is B˜L ≈ 0.22 mT
and that the average Knight field is |Be| = 2be〈Sz〉 ≈ 0.5 mT where be is the
maximum Knight field achievable. The maximum circular polarisation obtained
in the experiment presented in chapter 5.3 where the Knight field was determined
was ρc ≈ 2〈Sz〉 = 0.29. The magnitude of be is thus
be =
Be
2〈Sz〉 =
Be
ρc
≈ 1.72 mT. (5.5)
These experimentally determined quantities will enter the equations in order to
calculate BN .
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In chapter 3.4 we have found that the nuclear spin polarisation ρnuc = 〈I〉/I of a
nuclear species with spin I and the Overhauser field BN under optical orientation
and under the influence of the small external magnetic field B are given by
〈I〉
I
=
4
3
(I + 1)SB (5.6)
and BN(B) =
4
3
∑
i
bN,i(Ii + 1)SB (5.7)
with SB =
(Bz + 2be〈Sz〉)S0
(B2 + 4beS0Bz + 4b2eS0Sz) + B˜
2
L
(B+ 2be〈S〉) . (5.8)
where bN,i is the field of the i
th nuclear species for the case of 100 % nuclear
polarisation. Let us quickly recall how these equations where constructed and
particularly how the approximation mentioned above entered the derivation.
The general expression for the nuclear polarisation of a nuclear spin system
exposed to an electron with average spin S is given by
ρn =
〈I〉
I
= BI(x(S)) , (5.9)
with the Brillouin function BI for the nuclear spin species with nuclear spin I.
The vector generalisation of this expression to the case of a codependent electron-
nuclear spin system under the influence of an external magnetic field was then
obtained by only retaining the linear term of the expansion of BI in powers of
S, B
(1)
I , and then replacing S by the “effective spin” SB(B). It was already
mentioned in chapter 3.4 that this is a good approximation if I and the average
electron spin polarisation are small. However, we deal with indium having spin
IIn = 9/2 and possibly high electron polarisations. We thus have to inspect if
this approximation is still valid under the conditions present in our experiments.
Figure 5.8 shows the Brillouin functions B1/2, B3/2 and B9/2 for nuclear spins
I = 9/2, I = 3/2 and I = 1/2, as a function of the average electron spin polari-
sation ρe = Sz/S. Additionally, the respective linearisations B
(1)
I of the Brillouin
functions are shown. The shaded areas represent a deviation of up to 10 % from
the respective Brillouin function. For I = 1/2, the linear approximation coincides
with the function B1/2 itsself. For I = 3/2 (gallium, arsenic) the approximation
still deviates less than 10 % from the full Brillouin function B3/2 if ρe ≤ 0.36.
For indium with I = 9/2, however, the error grows rapidly and becomes larger
than 10 % already for ρe ≥ 0.13. We see that the linear approximation is no
longer valid for the combination of a large nuclear spin I with a large electron
spin polarisation. Particularly, it is practically useless for indium.
Let us now investigate the situation in our sample. The effective spin SB may
be calculated using the parameters be and B˜L specific for the studied sample. At
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Figure 5.8: The nuclear polarisation
〈I〉/I as a function of S = Sz given
by the Brillouin functions BI for the
respective nuclear spin I (solid lines),
the linear approximations B
(1)
I given
by the first term of the expansion of
BI in Sz (dashed lines). For I = 1/2
all higher terms of the expansion of the
Brillouin function vanish and the func-
tion coincides with the linear term of
its expansion. The grey shaded areas
illustrate the region with a deviation of
up to 10 % from BI .
zero external magnetic field the effective spin SB reduces to
SB =
4b2eS
2
z
4b2eS
2
z + B˜
2
L
S0 (5.10)
=
b2eρ
2
e
b2eρ
2
e + B˜
2
L
S0 . (5.11)
We calculate the value of SB for the experimentally determined values of be and
B˜L. For ρe = 1 follows SB = 0.98 ·S0. It is obvious in this case that the linear
approximation of the Brillouin function is not valid anymore neither for gallium
and arsenic with I = 3/2 nor for indium with I = 9/2. Even for an average
electron polarisation ρe = 0.3 which is typical for the experiments discussed in
this thesis SB ≈ 0.84·S0 and the linear approximation breaks down.
If we want to calculate the nuclear magnetic field we thus have to modify the
equations. We aim at avoiding the approximation and keeping the full Brillouin
function. To accomplish this, the vector generalisation from S to SB is done by
replacing S with SB in all orders of the expansion of BI(x(S)) in powers of S. In
doing so we end up with the formal expression for the nuclear spin polarisation
〈I〉
I
=
∞∑
n=0
1
n!
dnBI(x(S))
dSn
∣∣∣∣
S=0
(SB)
n (5.12)
=
∞∑
n=0
(
1
n!
dnBI(x(S))
dSn
∣∣∣∣
S=0
S nB
)
SB
SB
(5.13)
= BI(x(SB))
SB
SB
, (5.14)
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Figure 5.9: (a) The calculated nuclear polarisation as a function of a longitudinal
external magnetic field, for nuclei with spin I = 3/2 (gallium, arsenic - dashed line)
and I = 9/2 (indium - solid line), respectively. The minimum is shifted from zero by
the magnitude of the maximal Knight field. (b) The nuclear fields of the different
nuclear species and the total nuclear field, corresponding to the nuclear polarisations
from (a). The dashed lines give the maximum value for 100 % nuclear polarisation
of the respective nuclear species. The calculations were performed according to
equations 5.14 and 5.15 using the measured values be = 1.72 mT and B˜L = 0.22 mT,
Sz = S0 = −1/2.
with SB = |SB|. SB/SB = B˜/B˜ is the unit vector along the sum of the external
field and the Knight field, B˜ = B+Be.
Generalising the full expression 〈I〉/I = BI(x(S)) to the case of small mag-
netic fields13 can thus be achieved by substituting SB for the argument S in the
Brillouin function with the direction of the nuclear polarisation determined by
the factor SB/SB = B˜/B˜. Note that the expansion of BI(x(S)) does only con-
tain odd powers of S which allows to convert equation 5.12 into equation 5.13.
The total nuclear field is then given by
BN (B) = f
∑
i
bN,i BI(x(SB))
B˜
B˜
(5.15)
with the average leakage factor f .
With equations 5.14 and 5.15 at hand we can now calculate the nuclear po-
larisation and nuclear field. Let us first determine the maximum nuclear field
achievable at Bz = 0. The nuclear field becomes maximal when the resident elec-
tron spin is fully polarised which may be the case in a fraction of the quantum
dots of the ensemble. For BN,z ≫ Bf we can assume 〈Sz〉 = S0. We thus set
13cp. with the derivation in chapter 3.4.
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〈Sz〉 = S0 = −1/2 and calculate BN,z(Bz). SB then only has a component in z
direction which is given by
SB,z =
(Bz + 2beS0)
2
(Bz + 2beS0)2 + B˜
2
L
S0 . (5.16)
Figure 5.9 (a) shows the nuclear polarisation calculated with equation 5.14 and
5.9 (b) the nuclear magnetic field calculated with equation 5.15 plotted vs. the
longitudinal external magnetic field Bz. The leakage factor f was set to one so
that the result should be understood as the maximum polarisation which could
possibly be generated with the measured values of be and B˜L. The curves are
shifted away from Bz = 0 by the value of the Knight field being be = 1.72 mT
for the fully polarised electron spins assumed for this calculation. The nuclear
polarisation rapidly increases and becomes saturated already for an effective field
Bz + be & 1 mT. We extract from figure 5.9 the nuclear polarisation ρn(0) and
the magnitude of the nuclear magnetic field at Bz = 0. For I = 3/2 ρn(0) is
already as high as 99.5 %, for I = 9/2 even 99.8 %. This corresponds to a total
nuclear magnetic field BN,tot(0) ≈ 8.29 T. 8.32 T is the nuclear magnetic field
corresponding to 100 % polarisation of all three nuclear species. The maximum
nuclear spin polarisation at B = 0 for the measured values of be and B˜L is hence
almost 100 %. We conclude that there is a non-vanishing probability that a close
to unity nuclear polarisation is at least met in a fraction of the quantum dots of
the ensemble.
Obviously, not in all quantum dots can the resident electron spin become fully
polarised. We therefore continue by studying the dependence of the nuclear
polarisation on the average electron spin at zero external field. We set 〈Sz〉 = S0
as if an electron spin with polarisation 0 < ρe < 1 was placed inside the quantum
dot. The external magnetic field is kept fixed at Bz = 0.
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Figure 5.10: The nuclear magnetic field
as a function of the electron spin polar-
isation, BN 〈Sz〉 according to equation
5.14, for I = 9/2 (solid line), I = 3/2
(dashed line), 〈Sz〉 = S0. Bz = 0,
be = 1.72 mT, B˜L = 0.22 mT. Dashed
line: ρe = 0.3, a value typical for the
performed experiments.
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Figure 5.10 shows this dependence for I = 9/2 (solid line) and I = 3/2 (dashed
line). The vertical line indicates an electron polarisation of ρe = 0.3 typical for
our experiments. The polarisation of the I = 3/2 nuclei gallium and arsenic at
ρe = 0.3 is ρnuc ≈ 0.4, the polarisation of indium at this electron polarisation is
≈ 69 %. These values correspond to a total nuclear field at ρe = 0.3 and B = 0
of still BN ≈ 4.5 T.
We conclude that in many quantum dots a nuclear magnetic field in the Tesla
range could be generated at zero external magnetic field whereas the quantum
dots with a highly polarised resident electron could house an almost fully polarised
nuclear spin system with BN (0) > 8 T. There surely will be losses of nuclear spin
polarisation so that f 6= 1 but even then a nuclear magnetic field of the order of
Tesla can be expected.
5.5 Summary
Let us now put all the findings of the previous studies together to obtain a
comprehensive picture of the electron-nuclear spin system in quantum dots.
• The dynamics of the resident electron spin is always determined by the
nuclear magnetic field. When the nuclear spin system is unpolarised the
electron spin is depolarised by the frozen fluctuation field Bf ≈ 20 mT.
• When the nuclear spins become polarised the electron spin is acted upon by
the large Overhauser field BN . Considerable nuclear polarisation is already
generated at zero external field in the studied quantum dots due to the
Knight field of the electron.
• The Overhauser field can be directed by millitesla external fields.
• The average dipole-dipole field in the studied ensemble is B˜L ≈ 0.22 mT,
the average Knight field Be ≈ 0.5 mT.
• The maximum Overhauser field possibly achievable according to the com-
mon equations at zero external field and with the measured values for Be
and B˜L is BN > 8 T.
6 Power Dependence and Large
External Magnetic Fields
In the experiments discussed so far the excitation density was always chosen to be
in the saturation regime of the negative circular polarisation. Further, we focused
on studies exploiting the influence of small external magnetic fields B ≤ 3 mT. In
this section we present experiments which on the one hand address the excitation
power dependence of the electron-nuclear spin system. On the other hand we
show measurements in larger longitudinal external magnetic fields Bz ≤ 1 T.
Both topics represent work in progress [112]. The final interpretation therefore
requires further studies. Nevertheless, the experiments may still give important
additional insights into the nuclear spin system in quantum dots.
Let us begin by studying the power dependence of the nuclear spin polarisa-
tion. For different excitation powers, we measure the dependence of the circular
polarisation of the photoluminescence on a longitudinal magnetic field -130 mT
< Bz < 300 mT
1. The obtained curves can be seen in figure 6.1.
We firstly want to focus on the basic properties of the curves. In figure 6.1 (a) it
can be observed that the Bz dependence of the circular polarisation is dominated
by two features, a sharp dip around Bz = 0 and a broad dip to which the narrow
one seems to be superimposed. The position of the broad dip is shifted away
from Bz = 0 while the position of the sharp dip is not influenced within the Bz
resolution of the measurement. Furthermore, the broad one is mirrored at the
Bz = 0 axis upon inversion of the circular polarisation of the excitation. This
is a clear sign that the position of the broad dip is indirectly governed by the
polarisation of the resident electron. This behaviour can be explained in terms
of the nuclear magnetic field building up when nuclear spins become optically
oriented via oriented electron spins. As we have seen, the nuclear magnetic field
BN(Bz) sharply increases with the externally applied longitudinal magnetic field
under optical orientation2. BN reaches the maximum value achievable under
the respective conditions within millitesla and then remains constant for higher
external magnetic fields. Therefore, if the external magnetic field is swept, there
is a point, where the external magnetic field is equal in magnitude but opposite
in sign relative to the nuclear magnetic field. At this point, Bz ≈ −BN . The
1Note that the Bz resolution is ∆Bz ≈ 2 mT. Features as those discussed in the sections
before in connection with experiments performed in magnetic fields B ≤ 3 mT, e. g. the
effects caused by the Knight field, cannot be resolved here.
2BN (Bz) for the parameters determined in sections 5.2 and 5.3 was calculated in section 5.4.
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Figure 6.1: (a) Curves for P = 2P0, excitation σ
+ (open circles) and σ− (full cir-
cles). The dip is mirrored on inversion of the excitation helicity which provides
evidence that it is caused by the Overhauser field. (b) Circular polarisation of the
photoluminescence as a function of longitudinal magnetic field for different powers,
P0 = 0.25 mW. The minima of the curves correspond to the point Bz = −BN .
With higher excitation power the dip shifts to higher magnetic fields (indicated by
the straight line). However, also the circular polarisation in the minima increases
indicating that for higher powers the compensation of the Overhauser field by the
external field is no longer perfect at all.
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shift of the broad dip thus corresponds to the magnetic field value where the
nuclear magnetic field in z direction is compensated. The position of the broad
dip is shifted away from zero by the magnitude of the nuclear field. The resident
electron is predominantly exposed to the depolarising transverse components of
the frozen nuclear fluctuation field3. At this compensation field, the electron spin
polarisation and with it the circular polarisation of the photoluminescence is thus
minimal. We will use the position of the dip to measure the nuclear magnetic
field. The sharp dip around Bz = 0 is probably caused by the Bz dependence of
the nuclear polarisation in millitesla external fields.
How does now the shape and position of the curves are related to the excitation
power? Figure 6.1 (b) shows Bz dependencies for various excitation densities
varying over a range of one order of magnitude. Several observations can be
made: The position of the dip shifts to higher magnetic fields for higher excitation
power (indicated by the straight line in figure 6.1 (b)), the dips become broader
and the circular polarisation at the point of the compensation increases. Further,
the asymmetry of the dips increases for higher powers.
At high excitation densities, a higher rate of angular momentum transfer into
the system is possible. The resident electron is reoriented more often and thus is
able to perform more spin flips with nuclear spins aligning them. As expected,
higher excitation densities allow a higher degree of nuclear polarisation to be
generated, reflected by the position of the dips in figure 6.1 (b).
Figure 6.2 (a) shows the dip position plotted vs. the excitation power. One can
see that the nuclear magnetic field monotonically increases with power and appar-
ently levels off at Bz ≈ 50 mT for the highest powers. This seems to contravene
our conviction that the nuclear spins can become polarised to a high degree pro-
ducing nuclear magnetic fields in the order of several Tesla4. However, we also
observe that the width of the curves increases with growing excitation power.
For the highest powers where the dip position saturates, the dip almost vanishes.
The width is on the one hand governed by the transverse frozen fluctuation field
Btv, on the other hand, however, by the spread in magnitude of the longitudinal
component BN,z. Btv is likely to be constant to a good approximation for small
nuclear magnetic fields at low excitation densities and should rather decrease if
the z component of the nuclear magnetic field increases at higher powers. There-
fore, we conclude that for high excitation densities the distribution of BN,z in
the ensemble increases. This is already a hint that there is a significant fraction
of quantum dots containing a much higher nuclear field as is suggested by the
maximum dip shift of BN,z ≈ 50 mT we observe. Studying the evolution of the
circular polarisation ρc with power at the point Bz = −BN,z confirms this. At
the compensation point for the lowest power P0 = 0.25 mW ρc ≈ 4 %, whereas
it increases with power to ρc ≈ 30 % for the highest powers – the same level
3c. f. 3.3.1.
4We calculated the nuclear magnetic field possibly achievable in section 5.4. c. f. also [25].
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Figure 6.2: Position of the dip Bz = −BN from figure 6.1 vs. excitation power. BN
saturates at ≈ 50 mT. That this is not the highest nuclear magnetic field in the
system, though, is seen in (b). (b) Circular polarisation in the compensation point
vs. power. The circular polarisation also increases with power, evidencing that the
compensation is not total: There have to exist higher Overhauser fields in the system.
(c) Dip position vs. circular polarisation in the dip. There exists a linear correlation.
as achievable for Bz = 0. This shows that only for a fraction of the quantum
dots the nuclear magnetic field can be compensated. Obviously, the quantum
dots with a nuclear magnetic field which is much larger than the magnetic field
range covered by the present experiment, BN,z ≫ 100 mT, cannot be observed
in terms of the dip position or its width but only enter via the magnitude of
the circular polarisation. If a large fraction of the quantum dots houses a highly
polarised nuclear spin system, there is a general rise of the ensemble average
circular photoluminescence polarisation. Interestingly, there is to a good approx-
imation a linear dependence between the dip position and ρc at the nuclear field
compensation point (figure 6.2 (c)).
After the considerations of the previous section, one might wonder how the
Bz dependence of the circular polarisation continues for higher external magnetic
fields. We therefore extend the magnetic field range to Bz ≤ 1 T. Figure 6.3
shows Bz dependencies of the circular photoluminescence polarisation for three
different excitation powers and for σ+ polarised excitation (figure 6.3 (a)) and σ−
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Figure 6.3: (a) Circular polarisation of the photoluminescence as a function of a
longitudinal magnetic field Bz for different excitation powers, excitation σ
+ and (b)
σ−. The arrows indicate features which might occur due to the possible bistability
of the nuclear polarisation – see text.
polarised excitation (figure 6.3 (b)). The highest power P = 10 mW corresponds
to the saturation regime where the maximum negative circular polarisation is
reached at Bz = 0 T. In the center we observe the dip again as we already
know it from the power dependent measurements discussed above in this section.
Again, the center of the dip is shifted to Bz = −BN,z where a part of the nuclear
magnetic field is compensated by the external field. On the side to which the dip
is shifted, thus Bzez ↿⇂ BN . In the figure, the direction of BN is indicated with
arrows. Besides this dip we additionally observe several noticeable features.
• The dip exhibits a pronounced asymmetry. On the side where Bzez ↿↾ BN
the rise is much steeper than on the other side.
• The polarisation maxima at the base of the central dip (marked M+ and
M− in figure 6.3) do not exhibit the same circular polarisation. On the side
where Bzez ↿⇂ BN , the polarisation is smaller.
• From both, M+ and M−, the polarisation decreases again with further
increase of |Bz|.
108 Power Dependence and Large External Magnetic Fields
-0.6 0.0 0.6
-28
-30
B
z
 = 0.59 T
M-
 
 
Ci
rc
ul
ar
 
po
la
ris
at
io
n
 
(%
)
Magnetic field B
z
 (T)
P = 10 mW
exc. σ-
M+
BN
Figure 6.4: Circular polarisation as a
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ration regime of the NCP, excitation
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• For the two lower powers, the circular polarisation seems to increase again
for the highest fields Bz & 1 T.
• Small, dip like features appear at Bz ≈ ±0.6 T for P = 10 mW and
at Bz ≈ ±0.4 mT for P = 0.5 mW (marked with arrows in figure 6.3).
They are not very pronounced. The fact that these dips appear for both
excitation polarisations at the same |Bz| but with opposite signs, however,
suggests, that these feature are no artefacts.
As the experiments discussed here represent work in progress, the observations
will not be fully explained. Let us nevertheless give some thoughts to each of the
points mentioned above.
Let us at first address the general shape of the curves. We focus on the curve
obtained for excitation power P = 10 mW where the saturation regime of the
negative circular polarisation with respect to power was already reached. Further,
we describe the measurement with σ− excitation. The explanations apply analo-
gously to the case of σ+ excitation. For more clarity, the curve is plotted again in
figure 6.4. The direction of the Overhauser field BN is indicated by an arrow. At
Bz ≈ 0 we observe a sharp dip superimposed to the broader dip. As mentioned
above in connection with the power dependent measurements, the sharp dip is
probably caused by the rise of the Overhauser field in millitesla effective fields.
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The broad dip is shifted by ≈ 40 mT towards positive magnetic fields due to the
partial compensation of the Overhauser field as discussed before. BN thus has a
negative sign. We wish to point out again that there is no total compensation
of BN . Particularly, we have to keep in mind that we measure an ensemble. In
different quantum dots the electron-nuclear spin system may be in significantly
different states. This is surely the case in the BN compensation point. While the
nuclear magnetic field is well compensated for a part of the quantum dots, in oth-
ers there has to exist an Overhauser field which is considerably larger. Otherwise
it is not explicable why the circular polarisation in the compensation point is as
high as ≈ −29 %. On the −Bz flank of the dip, the circular polarisation steeply
increases up to a maximum marked M− in figure 6.4. The rise is sharp because
the Overhauser field and the external field have the same direction and reinforce
each other. At M− the circular polarisation reaches its absolute maximum of
ρc = −30.6 %. At this point, the frozen fluctuation field is overcome by Bz +BN
in most of the quantum dots. On the +Bz flank of the dip the increase of circular
polarisation is slowed down because there Bzez ↿⇂ BN . The fields counteract one
another. At the maximum M+ on the positive side the circular polarisation is
ρc = −30.1 %, about 0.5 less than at M−.
The direction of the Overhauser field is only determined by the electron spin
orientation which in turn depends on the excitation helicity. BN should thus not
change its direction when the excitation is kept constant. It is therefore surprising
that the circular polarisation decreases on both sides beyond the maximaM+ and
M− to higher |Bz|. At least for the side where Bz and BN are parallel this is
not explainable in terms of the nuclear spin system. Even if BN became zero,
the large external field 0.1 T < Bz < 1 T would suppress the frozen fluctuation
field. However, the negative circular polarisation effect itself may be magnetic
field dependent. The effect is based on electron-hole spin flip-flops mediated by
the anisotropic exchange interaction5. For higher magnetic fields the electron
spin splitting becomes greater than the anisotropic exchange coupling which may
depress the spin flip-flops. The negative circular polarisation would then decrease
with increasing magnetic field [64]. Nevertheless, the circular polarisation at
Bz = 1 T is still high. What we see in figure 6.4 is thus maybe a combination
of the magnetic fields Bz and BN affecting the negative circular polarisation
and the effect of the fields directly on the resident electron spin polarisation. It
will thus be necessary to study the negative circular polarisation effect itself in
more detail before the shape of the curves discussed in this section can be fully
explained. Particularly, the negative circular polarisation as a function of Bz has
to be determined by switching off the influence of nuclear polarisation.
Finally, we wish to briefly discuss the feature at Bz ≈ ±0.6 T marked with an
arrow in figure 6.4 and figure 6.3. As we have seen, this feature is mirrored at the
Bz = 0 axis upon inversion of the excitation helicity. It thus appears on the side
5c. f. chapter 3.2.
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where Bzez ↿⇂ BN . It is hence not likely that it is merely a measurement artefact.
Moreover, a similar behaviour is observed with the curves measured at lower
power where it appears at a lower Bz. At that point the circular polarisation
increases by 0.5 percentage points within one Bz step of 3 mT – at an external
field of 0.6 T! This jump in circular polarisation could occur due to an abrupt
increase in nuclear polarisation.
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Figure 6.5: Sketch of the phenomenon
of bistability. Overhauser field as a
function of excitation power. When
ramping the excitation power (dark)
at a fixed external magnetic field there
exists a power Pup where the nuclear
magnetic field exhibits a step like in-
crease. When decreasing the power
again, a step like decrease is observed
which occurs at a power Pdown < Pup,
though. In the region Pdown < P <
Pup there exists a bistable regime of the
nuclear polarisation.
Recently, a phenomenon was reported appearing in power dependent mea-
surements in Tesla magnetic fields which might explain this step like behaviour:
bistability of nuclear spin polarisation [22, 113–115]. When quantum dots were
exposed to a constant longitudinal magnetic field 1 T < Bz < 3 T under optical
orientation conditions and the excitation power increased, at a certain power Pup
a threshold-like abrupt increase of the nuclear magnetic field was observed in the
case where the nuclear field was aligned antiparallel to Bz. When the power was
decreased again, a step-like decrease of the nuclear field occurred – but at a power
Pdown < Pup. Thus, two significantly different nuclear spin configurations exist
for the same magnetic field and excitation power (“bistability”). See the sketch
figure 6.5 for a better understanding of the bistability effect. In our experiments,
we vary the magnetic field at fixed excitation power. Such a step like change
of the Overhauser field might thus also happen in our experiments due to the
possible bistability regime of the nuclear spin system. The complete clarification
of this feature of the curves requires further studies, though.
7 The Accumulation Dynamics
of Nuclear and Electron Spin
Polarisation
7.1 Introduction
In chapter 5 we have studied in detail the steady state of the electron-nuclear
spin system. We have learned how it develops under optical orientation due to
the codependence between electron and nuclear polarisation. In this chapter, we
wish to focus on the accumulation dynamics and study how long nuclear and
electron spins need in order to become maximally polarised. A first glimpse on
this topic was already given in chapter 5.2. There, Hanle curves were studied with
the circular polarisation of the excitation switched periodically between σ+ and
σ−. This excitation scheme will also be the basis of the measurements presented
in this chapter.
7.2 Build Up of Electron Spin Polarisation
under Optical Orientation
As we have seen in section 3.2, it takes several excitation events in order to fully
establish the emission of negative circular polarisation from negatively charged
quantum dots. A quantum dot whose resident electron has already been oriented
by the negative circular polarisation effect has a greater probability to emit neg-
ative circular polarisation after the following excitation cycle than quantum dots
containing previously unpolarised resident electrons. In this way, the degree of
polarisation of the resident electron becomes accumulated until the maximum
fraction of quantum dots is populated with a polarised resident electron. Co-
evally, the photoluminescence reaches the maximum degree of negative circular
polarisation after the respective number of excitations.
In order to study how long the build up of resident electron polarisation takes,
we examine the circular polarisation of the photoluminescence under alternating
excitation with σ+ and σ− polarised light as illustrated in figure 7.1. The exci-
tation was periodically flipped between the two excitation helicities with period
Tm. Electron spin polarisation is accumulated during illumination with one he-
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Figure 7.1: Excitation-detection
scheme: The excitation is periodically
switched between σ+ and σ− with pe-
riod Tm = 100 µs forming pulse trains
of either helicity. The photolumines-
cence was read out during a count gate
(grey) of width ∆tc = 200 ns. The
read out was performed at different
times before and after the flipping of
the excitation helicity allowing direct
time sampling of the PL polarisation.
licity between −Tm/2 < t < 0. When the excitation helicity is flipped at t = 0,
the resident electron spin polarisation begins to become reversed. The negative
circular polarisation of the photoluminescence was recorded during a narrow read
out gate. This read out gate was placed at different times t before and after the
switching of the excitation helicity. In doing so, the resident electron’s polarisa-
tion was sampled during its reversal. The modulation period was Tm = 100 µs,
the count gate had a width of ∆tc = 200 ns. The excitation power was cho-
sen so that the negative circular polarisation obtained for continuous excitation
was just saturated1. No external magnetic field was applied. The result of this
measurement is shown in figure 7.2 (a).
Time zero corresponds to the point where the excitation helicity switches from
σ+ to σ−. Before t = 0 the polarisation has reached its maximum value of 22 %
during the σ+ excitation cycle. This is the polarisation level that can be achieved
for the 100 µs modulation period used here. Under this rapidly alternating ex-
citation no significant nuclear polarisation is generated. This is in accordance
with a Hanle curve which has been taken for comparison, figure 7.2 (b). The
maximum polarisation of the photoluminescence for modulated excitation in fig-
ure 7.2 (a) approximately corresponds to the polarisation level outside the Hanle
peak where the nuclear polarisation has been destroyed2. The resident electron
is thus only exposed to the frozen fluctuation field Bf . A polarisation of the
photoluminescence below the level which is allowed by the frozen fluctuation field
can only occur due to the fact that the electron polarisation inside the quantum
dots has not yet been accumulated to the maximum value achievable under the
given excitation conditions.
After the polarisation of the excitation has flipped at time t = 0, the spins
of the resident electrons are gradually repolarised in the opposite direction due
to the inverted excitation helicity. This process is reflected by the decrease in
the circular polarisation of the photoluminescence. At t ≈ 190 ns the circular
1See figure 3.4
2See chapter 5.2
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Figure 7.2: (a) The polarisation of the PL measured at different times before and
after the excitation helicity switched from σ+ to σ− at t = 0. Solid line: Exponential
fit to the data, time constant τ ≈ 120 ns. The polarisation becomes completely
repolarised from Sz to −Sz after t > 500 ns. Here, the positive sign of the circular
polarisation for t < 0 indicates the direction of the electron spins. The circular
polarisation of the photoluminescence is negative with respect to the excitation at
all times. (b) Hanle curve, continuous excitation. Outside the Hanle peak nuclear
polarisation is absent, the circular polarisation level there is ≈ 23 % – exactly like
it is the case in (a) where nuclear polarisation is hindered by the rapidly modulated
excitation.
polarisation passes the zero polarisation level where an equal number of quantum
dots contain a resident electron with +Sz as with −Sz. Then, the polarisation
increases again with inverted sign. At t > 500 ns the polarisation is ≈ −21 %
and has almost reached |ρc| = 22 % corresponding to the level shortly before the
excitation polarisation has flipped. This reflects the average resident electron spin
projection on the z axis achievable under the exclusive influence of the nuclear
fluctuation field. An exponential fit to the data yields a time constant of the
repolarisation of τ ≈ 120 ns. Note, that the circular polarisation is negative with
respect to the excitation in both cycles, before and after t = 0. The positive sign
for the circular polarisation in the cycle t < 0 indicates that the actual orientation
of the electron spins is opposite relative to the cycle t > 0.
We thus maintain that under the general conditions of an unpolarised nuclear
spin system and the excitation power being in the saturation region of the neg-
ative circular polarisation for continuous, unmodulated excitation, the resident
electron spin polarisation is built up on a timescale of 100 ns. Particularly, the
electron spins are completely repolarised from one polarisation direction to the
opposite one after 500 ns or correspondingly after n & 38 laser pulses. It takes an
114 7 The Accumulation Dynamics of Spin Polarisation
accordingly shorter time to reach maximum polarisation starting with an unpo-
larised electron spin system. Note also, that a nuclear field along the z direction
very likely leads to a decrease of the accumulation time for the electron spins as
the optically oriented electrons then initially keep a greater part of their Sz.
7.3 Build Up of Nuclear Spin Polarisation
We have already briefly addressed the accumulation dynamics of nuclear polari-
sation in chapter 5.2. There, Hanle curves were studied which had been measured
using an excitation scheme where the excitation helicity was periodically switched
between σ+ and σ−. In this chapter, we will exploit this scheme further in order to
obtain quantitative results concerning the dynamics of nuclear spin polarisation.
excitation
detection
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TmDtc Dtc
s
+
time
rexc
Dtc = Tm/4
Figure 7.3: Excitation-detection
scheme: The excitation is periodically
switched between σ+ and σ− with
period Tm = 2∆ti forming pulse trains
of either helicity. The photolumines-
cence was read out during a count gate
(grey) of width ∆tc = ∆ti/2 starting
at t = ∆ti/4 after the switching of the
excitation helicity.
The excitation scheme is shown in figure 7.3. We excite the sample with laser
pulse trains of opposite polarisation with the width of the pulse trains being
Tm/2 = ∆ti. The circular polarisation of these pulse trains is thus switched
between σ+ and σ− with period Tm. The read out of the photoluminescence
was always performed during the same excitation cycle concerning the polarity,
e. g. only during the σ+ excitation pulse train. The count gates started ∆ti/4
after the switching of the excitation helicity and had a width of ∆ti/2. The
excitation power was set to the regime where the negative circular polarisation
is in saturation for unmodulated excitation.
Figure 7.4 (a) shows the circular polarisation of the photoluminescence for dif-
ferent modulation periods Tm (open circles, labeled σ
+−) and – for comparison
– the polarisation for continuous excitation with one polarisation (full circles,
labeled σ++). The circular polarisation of σ+− increases with increasing modu-
lation period Tm and eventually saturates at the value of the data points for σ
+−
excitation. Figure 7.4 (b) shows the difference between the polarisation obtained
for unmodulated excitation and modulated excitation for each modulation pe-
riod Tm. The difference decreases to zero for high Tm where the polarisation for
unmodulated excitation reaches the value for continuous excitation, in this case
≈ 32.5 %. The saturation of the photoluminescence polarisation corresponds to
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Figure 7.4: (a) Circular polarisation of the PL for unmodulated excitation with σ+
polarised light (full circles, ρ++) – and for excitation modulated between σ+ and σ−
with period Tm according to figure 7.3 (open circles, ρ
+−). The PL level becomes
saturated for Tm/4 & 50 ms. (b) Difference ρ
++ − ρ+−. Excitation density in the
saturation regime of the NCP.
the situation where BN,z considerably outvalues the transverse frozen fluctuation
field Btv. The time where the saturation regime is reached consequently is the
time this nuclear field needs to build up.
For modulated excitation, the time averaged net transfer of angular momen-
tum into the system is zero. During each excitation pulse train the nuclear spins
become polarised in the direction defined by the excitation helicity. After the
switching the electron spins are optically oriented in the opposite direction and
hence start to flip the nuclear spins. At fixed excitation power, the maximum
nuclear polarisation achievable during illumination with a specific circular polar-
isation in either of the two cycles is only defined by the duration of the pulse
trains. We have learned in chapter 7.2 that the electron spins need at most a
few hundred nanoseconds to become maximally polarised. Therefore, the rise of
photoluminescence polarisation with Tm of the order of milliseconds is exclusively
caused by the accumulation of nuclear spin polarisation.
The excitation-detection scheme used here gives a time averaged electron po-
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larisation integrated over half an excitation cycle from ∆ti/4 to 3∆ti/4 after the
switching of the excitation helicity. The proper time scale to analyse this experi-
ment is therefore ∆ti/2 = Tm/4. The time where the difference between ρ
++ and
ρ+− circular polarisation vanishes corresponds to the timescale the nuclear spins
at least need to become polarised. We read off that this time is ≈ 50 ms.
We should additionally emphasise that the rise of photoluminescence polari-
sation with Tm does not obey an exponential growth law. Indeed, the nuclear
polarisation might follow an exponential-asymptotic growth. The electron po-
larisation, however, which we can only observe, does not depend linearly on the
nuclear field.
The time where the degree of circular polarisation saturates is a lower limit for
the accumulation time of the nuclear magnetic field. Maximally polarising the
nuclear spins may take longer. The saturation of the circular polarisation occurs
as soon as BN,z ≫ Btv is achieved. The accumulation process may continue
without having further effect on the electron polarisation and with it on the
polarisation of the photoluminescence.
We hence maintain that the nuclear spin systems needs at least 50 ms to become
polarised to the degree achievable under the given conditions: pulsed excitation
and excitation power in the saturation regime of the negative circular polarisation.
With the measurement described above we gain only indirect access to the
nuclear spin dynamics. Now we present a measurement scheme which allows the
direct observation of the nuclear field’s evolution with time. In order to directly
study the change of the nuclear field with time we have used the excitation-
detection scheme illustrated in figure 7.1 again. The excitation was switched pe-
riodically between σ+ and σ−. This time the period was chosen to be Tm = 4 ms
in order to allow some nuclear polarisation to be generated. The photolumines-
cence polarisation was read out during a count gate with duration ∆tc = 200 µs
which was positioned at different times t after the switching of the excitation
polarisation at t = 0. At each time t a Bz dependence of the circular polarisation
ρc(Bz) was recorded with −130 mT ≤ Bz ≤ 130 mT [112]. Although the circular
polarisation of the photoluminescence is of course still only an indirect measure
for the nuclear spin system, information about the actual strength and direction
of the nuclear field are encoded in the shape of the ρc(Bz) curves.
Figure 7.5 shows such curves for ten different times 106 µs ≤ t ≤ 1800 µs where
the times given correspond to the position of the center of the 200 µs wide count
gate. Thus the whole σ− excitation cycle after the inversion of the excitation he-
licity from σ+ to σ− is sampled. Each curve displays a sharp dip around Bz = 0
caused by the build up of nuclear polarisation in millitesla magnetic fields. The
curves may be viewed as broad Lorentz shaped dips with the sharp dip superim-
posed to the Lorentzian. For the analysis of the nuclear field dynamics though,
the important feature is the position of the Lorentz curve’s minimum. This point
marks the magnetic field value where the external field compensates most of the
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Figure 7.5: Bz dependencies of the circular polarisation of the photoluminescence.
σ+/σ− modulated excitation with period Tm = 4 ms, curves recorded at a point
of time t after the switching of the excitation helicity from σ+ to σ− (excitation-
detection scheme figure 7.1 and the sketch on the right). The point where the
longitudinal nuclear field is compensated by the external magnetic field Bz (indicated
by black circles) shifts from Bz < 0 at small t to Bz > 0 at t approaching Tm/2.
Thus, direct monitoring of the nuclear field dynamics is achieved. Excitation power
in the saturation regime of the NCP.
nuclear field in z direction, Bz ≈ −BN,z. The electron is then predominantly
exposed to the transverse components of the nuclear fluctuation field. The elec-
tron spin precesses in this transverse field and the circular polarisation of the
photoluminescence in this point is minimal. The position of the compensation
point thus is a direct measure for the magnitude and the direction of the nu-
clear field in z direction. We expect that shortly after t = 0 the nuclear field
is still oriented according to the previous excitation helicity. Then the nuclear
spins become gradually repolarised, and at the end of the cycle for t ≈ Tm/2 the
nuclear field should be maximally restored in the opposite direction. Indeed, we
observe that for early times after t0 the dip is located at negative values of Bz
corresponding to BN,z > 0 whereas it has shifted to positive Bz for times close to
Tm/2 (in figure 7.5 indicated by a black circle for t = 106 µs and t = 1800 µs).
In order to determine the value of BN,z for each t we fit the curves with the
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Figure 7.6: Data from time resolved Bz dependencies under σ
+/σ− modulated ex-
citation with Tm = 4 ms (c. f. figure 7.5, excitation scheme figure 7.1, explanation
see text). Excitation power in the saturation regime of the NCP. (a) Two example
curves for t ≪ Tm/2 (full circles) and t ≈ Tm/2 (open circles). Fits according to
equation 7.1. (b) Longitudinal nuclear field BN,z obtained from the fit with function
7.1 as a function of the time after the switching of the excitation helicity, recorded
during σ+ cycle of the excitation (full) and the σ− cycle (open). (c) Magnitude of
parameter Btv, determined by fit with function 7.1. (d) Circular polarisation at the
point Bz = −BN,z (indicated by arrows in ((a)).
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function
ρc(Bz) = ρa
(Bz +BN,z)
2
(Bz +BN,z)2 + 2B2tv
+ ρm. (7.1)
Here ρm is the polarisation value at Bz = −BN,z, ρa the amplitude of the dip,
Btv = Bf,x = Bf,y the transverse components of the nuclear frozen fluctuation
field and BN,z the longitudinal nuclear field. Note that BN,z generally also de-
pends on Bz. It rises, however, on a millitesla field range so that we can neglect
this dependence. ρc(Bz) describes the z projection of the time average of a pre-
cessing spin3. Figure 7.6 (a) shows one Bz dependence from the beginning (full
circles) and one from the end of the σ− excitation period (open circles) as well
as the corresponding fits (grey lines). The arrows indicate the shift of the dips
corresponding to the parameter BN,z in equation 7.1. In figure 7.6 (b) the pa-
rameter BN,z of the fitted curves is plotted versus the time after the switching of
the excitation, for detection during the σ− period of the excitation (open circles)
and σ+ excitation (full circles).
We observe that for detection during the σ+ cycle shortly after t = 0 BN,z is
still positive, then decreases in magnitude, passes zero at t ≈ 600 µs and saturates
towards the end of the cycle. This behaviour can be explained in terms of the
repolarisation of the nuclear spins after the inversion of the exciting polarisation
at t = 0.
At t = 0 the nuclear field still has approximately the value accumulated during
the previous excitation period with σ− polarised light, BN,z > 0. Then the nuclear
spins become reoriented and the absolute value of the nuclear field decreases,
eventually passes zero at t ≈ 600 µs and increases again until it eventually
becomes saturated. For detection during the σ+ period this evolution is inverted
as expected. Now, at early times t < 600 µs BN,z is negative. At t ≈ 600 µs BN,z
crosses zero again. It is positive at the end of the cycle. This dependence on
the excitation helicity provides another strong confirmation of the interpretation
of the dip position in terms of the longitudinal nuclear field. The saturation of
the nuclear spin polarisation is reached after ≈ 1 ms. This is considerably faster
than the time of 50 ms we have determined from the experiment presented in
figure 7.4. We have to recall though that in the present experiment the degree
of nuclear polarisation achievable is restricted by the relatively fast excitation
polarisation modulation used here.
Figure 7.6 (c) shows the fit parameter Btv of equation 7.1 as a function of time.
Btv is proportional to the width of the curves. We associated this parameter with
the transverse, i. e. in-plane, component of the nuclear frozen fluctuation field.
We observe that this parameter is maximal at the beginning of the excitation
cycle and at its end with the maximal value being Btv ≈ 27 mT. Btv has a
clear minimum around t ≈ 600 µs – exactly where the longitudinal component
3See chapter 3.3.2. ρc(Bz) was derived from equation 3.15. See also the discussion on page
50.
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of the nuclear magnetic field BN,z is approximately zero. This clearly contradicts
the expectations. In the case of relatively weak nuclear polarisation as it is
the case for the modulated excitation with Tm = 4 ms used here the transverse
components of Bf should be approximately constant. Rather should Btv decrease
for increasing BN,z because nuclear spins gain longitudinal component at the cost
of their transverse components. In no case, however, is the transverse nuclear field
expected to grow with increasing longitudinal field. It is therefore likely that it
is not justified to exclusively relate the width of the dips of figure 7.5 to the
transverse nuclear fluctuation field. The distribution of BN,z could also play a
role. While the distribution parameter for the transverse nuclear field component
might not change very much in dependence of t during the reversal of the nuclear
polarisation, the distribution of the longitudinal nuclear field component could
depend on t. When the longitudinal nuclear magnetic field is maximal at the
beginning and at the end of the excitation cycles, also its spread is wider, where
BN,z ≈ 0 the distribution is also minimal. The width of the dips in figure 7.5 is
then caused by both the longitudinal and the transverse distribution parameter.
When the longitudinal field distribution is large, at each magnetic field value
the nuclear magnetic field is only compensated for a subensemble leading to a
broadening of the dip. This explains the fact that the width is minimal at the
point where the longitudinal nuclear magnetic field has its zero crossing. In order
to affirm this explanation for the dip width we investigate the circular polarisation
in the points where the longitudinal nuclear field should be compensated. Figure
7.6 (b) shows the circular polarisation at the minima of the Lorentzian fit curves,
i. e. at the compensation point, in dependence of t. We observe that the circular
polarisation has a minimum in the time region where BN,z has its zero-crossing.
This supports the conclusion that the distribution of the longitudinal nuclear field
component is minimal there: Due to a narrow field distribution, the compensation
at that point is better than at times where the field distribution is broader.
There, a larger longitudinal component remains uncompensated and leads to a
higher circular polarisation of the ensemble photoluminescence. The width of
the Lorentzian in the zero-crossing region of BN,z would then come closest to the
more or less constant transverse nuclear magnetic field Btv ≈ 20 mT.
Various factors complicate the mathematical analysis of the nuclear field dy-
namics in the experiment presented here. The sample consists of three nuclear
species which most likely exhibit a different dynamics and sub-ensembles of quan-
tum dots might behave differently. Therefore, we have confined ourselves to phe-
nomenologically analyse the dynamics of the nuclear spin polarisation accumu-
lation. Nevertheless, combining time dependence and magnetic field dependence
can become a helpful tool to directly study the behaviour of the nuclear spin
system with time.
Finally, we add a somewhat speculative consideration. We inspect the curves
from figure 7.5 more closely. It seems that on the Lorentz shaped broad polari-
sation curves there are – besides the narrow dip near Bz = 0 – superimposed at
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Figure 7.7: (a) A Bz dependence taken at t = 1400 µs after the flipping of the
excitation helicity. The arrows indicate dips superimposed on the broad Lorentzian
– colours corresponding to the respective data in (b). The dip at Bz = 0 is probably
due to increase of BN at millitesla magnetic fields. (b) The position of the three
dips from (a) vs. the time t after the switch of the excitation helicity at which the
Bz dependence has been taken. The magnitude of the dip position at the beginning
of the cycle corresponds to that at the end. This is confirmed by measurements at
t < 0. Thus there is a continuous connection.
least two more resonances with the external magnetic field as can be seen more
clearly in figure 7.7 (b). The figure shows the Bz-curve at t = 1400 µs as an
example. The dips are indicated by arrows. These dips can be observed more
or less clearly for all times t. In figure 7.7 (b) the magnetic field position of
the dips is plotted versus the time t at which the respective Bz dependence was
recorded. The dip position Bz at t ≈ 0 is equal to −Bz at t ≈ T/2 = 2000 µs as
expected. This behaviour is confirmed by measurements performed at negative
times where the excitation helicity is opposite to the one at t > 0. It seems that
several resonances of the external field with the longitudinal nuclear magnetic
field occur. The dip near Bz = 0 is probably caused by the dependence of the
nuclear magnetic field on millitesla scale external fields4.
4c. f. chapters 3.4 and 5.4.
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8 Long Spin Lifetimes and the
Nuclear Spin Polaron
8.1 The Nuclear Spin Polaron
In quantum dots the main mechanism depolarising the resident electron spin
is the interaction with the nuclear spin system. When the nuclear spins are
completely randomly polarised the precession of the resident electron about the
frozen fluctuation field Bf ≈ 25 mT leads to the partial loss of the electron spin
polarisation on a nanosecond timescale and to a total depolarisation after at most
a microsecond due to the fluctuation of Bf . The spins of the quantum dot nuclei
thus represent an obstacle for keeping spin polarised electrons in quantum dots for
a preferably long time, e. g. in order to use the stored electron spins for quantum
information applications. We have also seen that the depolarising effect of the
nuclear fluctuation field can be overcome by externally applying a magnetic field
B & 100 mT which considerably outvalues the nuclear fluctuation field. Indeed
it was shown that an electron spin lifetime of T1 > 20 ms can be obtained,
in an external magnetic field of B = 4 T [116]. Little is on the other hand
known about the electron spin relaxation in zero magnetic field in dependence
on the state of the nuclear spin system. That the nuclear spin system does not
only act destructively on the electron spin polarisation has already been shown
in this work. We have shown that nuclear polarisation is generated via optical
orientation if we constantly inject angular momentum in our quantum dots by
illumination with circularly polarised light. If nuclear polarisation parallel to
the z axis is generated in this way, the nuclear magnetic field accompanying
the polarised nuclear spins causes a significant increase of the average resident
electron spin also at B = 0.
We measure the electron spin polarisation via the negative circular polarisation
of the photoluminescence. In our experiments we excite the sample with a pulsed
laser system with the pulses being separated by 13.2 ns. Thus, the time between
two excitation events corresponds at least to the time between two laser pulses.
The degree of negative circular polarisation achievable at fixed excitation den-
sity and zero magnetic field is determined by the degree of polarisation memory
outliving the time between the initialisations of the resident electron spin in the
respective quantum dot1. If no nuclear polarisation is present, a large part of the
1See the sketch figure 5.1 for the excitation cycle of a quantum dot with initialisation, evolution
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electron polarisation is already lost within nanoseconds between the excitations.
The fact that we see a drastic increase in negative circular polarisation if the
nuclear spins become polarised thus implicates that the resident electron spin
memory increases from a few nanoseconds to at least tens of nanoseconds in the
case of a partially polarised nuclear spin system. This gives already a sign that
the electron spin memory could be increased also at B = 0 by properly preparing
the nuclear spin system.
In chapter 5.4 we have estimated that under ideal conditions a nuclear polar-
isation close to unity might be generated in a fraction of the quantum dots in
the studied ensemble. In such quantum dots the strongly polarised nuclear spin
ensemble possibly stabilises the electron spin much more than it might has been
expected. When discussing the electron spin relaxation in quantum dots at small
magnetic fields it is therefore essential to take the influence of the nuclear spin
system into account. It is thus important to study the resident electron spin
lifetime in dependence on the state of the nuclear spin entirety.
In this chapter we are therefore going to study the persistence of the electron-
nuclear spin polarisation memory after the excitation has been switched off. In or-
der to achieve this we develop an excitation-detection scheme including a variable
dark time between the excitation cycles which allows to determine the lifetime of
the electron-nuclear spin system.
We find that the electron-nuclear spin system keeps a memory of up to hundreds
of milliseconds, a value not observed before. These extremely long spin lifetimes
may be interpreted in terms of the formation of a self-consistent electron-nuclear
spin complex in which the polarised electron spin and the nuclear spin ensemble
mutually stabilise each other. Such a complex is known as a nuclear spin polaron
(NSP) [24, 25, 117].
In the theoretical model describing the polaron state the concept of nuclear
spin temperature plays an important role [24]. When the spin-lattice relaxation
time T1 is much larger than the time T2 characteristic for equilibration of the
nuclear spins by the dipole-dipole interaction, the spin system is well isolated
from the lattice. T2 ≈ 10−4 s is also short compared to the time T1e describ-
ing the relaxation due to electrons. Therefore, the nuclear spin system can to
a good approximation considered to be in thermodynamical equilibrium. The
equilibrium state can be described by a single parameter, the nuclear spin tem-
perature Θ [16, 90]. The pumping of the system with oriented electrons lowers
Θ. If a magnetic field is present, the spin temperature gives rise to a nuclear
polarisation ρc ∝ B/Θ. In the absence of an external magnetic field the field
necessary to obtain nuclear polarisation can also be provided by the Knight field
of the electron. The condition for the polaron formation is that the nuclear spin
temperature decreases below a value of the order of 10−7 K [24].
The predominant and most striking signature of the appearance of a nuclear
and reinitialisation of the electron spin.
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spin polaron is the giant increase in nuclear spin relaxation time. The spin
relaxation time of the nuclear spins configuring the total polaron spin JΣ scales
with the number of nuclear spins forming the polaron, NB, which means that the
nuclear spin relaxation time could be a factor 105 larger than the dipole-dipole
interaction time T2 ≈ 10−4 s which normally defines the timescale of nuclear spin
relaxation [24, 118]. Thus, the nuclear spin polaron relaxation time may be as
large as seconds.
What is even more important, though, is the fact that such a nuclear spin
polaron state also affects the spin relaxation time of the resident electron. While
the nuclear spins generally provide the main depolarising mechanism of the res-
ident electron spin, the possible formation of a nuclear spin polaron drastically
increases the electron spin relaxation time of the resident electron spin S in the
spin polaron. For optical orientation parallel to the z axis the macroscopic nu-
clear polaron spin JΣ as well as the nuclear magnetic field associated with JΣ is
parallel to z. The nuclear magnetic field of the polaron state can be so strong,
that the Zeeman splitting of the resident electron spin induced by it can become
larger than the thermal energy of the lattice. In our experiments with T ≈ 1.9 K
a nuclear magnetic field |BN | & 5.7 T is needed in order to obtain a spin splitting
EZ of the resident electron fulfilling EZ > kBT . In this case the electron spin
freezes on the lower Zeeman level, the resident electron’s spin relaxation becomes
depressed. This in turn impedes the relaxation of the nuclear spins by the electron
leading to a mutual stabilisation of nuclear and electron spin polarisation. As we
have estimated in chapter 5.4 a nuclear magnetic field of the required magnitude
could possibly be generated in a fraction of the quantum dots. We thus can
expect that at least in some quantum dots an extremely stable electron-nuclear
spin state may be generated.
Recently the dynamics of a central spin (the resident electron spin) in a spin
bath (the nuclear spin ensemble) was calculated [26, 119]. These calculations also
revealed that the central spin retains its initial magnitude for an infinite time if
the bath is fully polarised in either direction parallel to the central spin.
We are going to study the polaron formation at zero external magnetic field in
our heterostructure by studying the most prominent property of the nuclear spin
polaron, the greatly enhanced spin lifetime of the electron-nuclear spin system,
with the help of a specially designed excitation-detection scheme.
8.2 Polarisation Memory Measurements
To investigate the dynamics of the electron-nuclear spin system at zero externally
applied magnetic field we use an excitation-detection scheme which is again based
on the illumination of the sample by pulse trains. This time, however, a dark time
∆td is introduced between the excitation cycles. Figure 8.1 depicts the scheme.
Each period consists of illumination by a first pulse train “pump 1”, an ensuing
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Figure 8.1: The excitation-detection
scheme for spin lifetime measurements:
The excitation is performed with pulse
trains “pump 1” and “pump 2” of
duration ∆ti with a dark time of
duration ∆td between them. (a) In the
“co” polarised scheme all pulse trains
have the same helicity. (b) In the
“cross” polarised scheme the helicity
of pump 1 is inverted with respect
to the one of pump 2. The read out
(grey) of the NCP is always performed
during excitation cycle pump 2 so that
all changes observed are induced by
pump 1. 100 µs < ∆td(i) < 500 ms.
dark time2 ∆td and a second illumination period “pump 2” with ∆ti,p1 = ∆ti,p2.
The duration of ∆td as well as ∆ti can be varied between 100 µs and 500 ms. The
helicity of pump 2 was kept constantly σ+ and the negative circular polarisation
of the photoluminescence was monitored during pump 2 throughout. The helicity
of pump 1 on the other hand was either also kept σ+ or changed to σ− so that
a co-polarised (σ+σ+) and a cross-polarised (σ+σ−) excitation could be realised.
The excitation power was kept in the saturation regime of the negative circular
polarisation where the maximum circular polarisation degree was obtained at
continuous excitation.
We have seen in chapter 7.2 that the build up of electron polarisation occurs
on a sub microsecond timescale and can therefore not be resolved in the exper-
iment presented here. Nuclear polarisation, however, takes tens to hundreds of
milliseconds to accumulate3 [99]. During the illumination cycles pump 1 and
pump 2 nuclear polarisation is generated. At fixed excitation density the de-
gree of nuclear polarisation achievable only depends on the times ∆ti and ∆td.
If more nuclear polarisation is generated during the illumination time ∆ti than
decays in the dark time ∆td, nuclear polarisation becomes accumulated. In the
co-polarised scheme the excitation of pump 1 and pump 2 therefore reinforce
each other. In the cross-polarised scheme though, pump 2 will start to reverse
the nuclear polarisation generated during pump 1.
In the dark time ∆td the nuclear polarisation established during the illumina-
tion decays. If the nuclear polarisation is completely decayed during the dark
time, pump 1 and pump 2 are independent of one another. Each excitation cycle
2Experimentally the dark time is realised with the help of an acousto-optical modulator. For
a detailed description of the experimental setup refer to chapter 4.
3c. f. chapter 7.3
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begins to polarise the electron-nuclear spin system starting from an unpolarised
initial state. In this case, the circular polarisation ρc measured during pump 2
for the co-polarised and the cross-polarised scheme are obviously identical.
If, however, the measured circular polarisation for cross-polarised excitation
is smaller than for co-polarised excitation, this can only be due to a memory
of the nuclear polarisation generated during pump 1 which is retained by the
system over the dark time. We therefore associate “memory” with the difference
between the circular polarisation obtained for the co-polarised scheme and the
circular polarisation measured with the cross-polarised scheme. By increasing
∆td and monitoring the difference in circular polarisation between co and cross-
polarised excitation we are therefore able to determine the time a spin memory
is kept by the system.
In a first step we keep ∆ti = ∆td and gradually increase these times. In this
experiment both the degree of nuclear polarisation achievable during ∆ti and the
time it is given to decay increase simultaneously.
In a second step, we keep the illumination time constant and only increase
∆td until the memory vanishes, i. e. until co-polarised and cross-polarised ex-
citation yield the same circular polarisation. This method is, however, more
time-consuming than the first, due to the lower duty cycle. First, this experi-
ment is performed for different ∆ti in order to find the illumination time needed
to generate a state of maximal stability. For this particular ∆ti it is then possible
to measure the maximum electron-nuclear spin memory time.
In order to obtain a reasonable signal to noise ratio the read out gate in pump 2
for the detection of the circular polarisation had a width of ∆ti/2. We thus have
to keep in mind that we observe a time integrated circular polarisation. Some
spin memory might be erased during the read out.
8.3 Long Spin Lifetimes
To study the memory retained by the electron-nuclear spin system over a dark
time during which the excitation is switched off, we start with an excitation
scheme where the duration of the illumination is equal to the duration of the
dark time, ∆ti = ∆td = ∆t (see figure 8.1). Figure 8.2 (a) shows the circular
polarisation of the photoluminescence vs. ∆t for co-polarised (full circles) and
cross-polarised (open circles) excitation.
Let us first focus on the data obtained with the co-polarised protocol (full circles
in figure 8.2 (a)). The negative circular polarisation saturates for ∆t > 500 µs
at ρc ≈ 28 %, the value for continuous excitation without a darktime. The
illumination time is then long enough to allow nuclear polarisation to be generated
during the pulse trains so that BN > Bf and the random nuclear fluctuations are
overcome. As illumination time ∆ti and dark time ∆td are increased in parall,
the fraction ∆ti/∆td stays constant. For short ∆t not much nuclear polarisation
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Figure 8.2: (a) Circular polarisation of the PL for co-polarised excitation (full circles)
and cross-polarised excitation (open circles) in dependence of ∆ti = ∆td = ∆t at
B = 0, logarithmic scale. A difference between co and cross suggests that a memory
has been retained by the electron-nuclear spin system during the dark time. A
difference is still resolvable at ∆t = ∆td = 0.2 s. Power in the saturation regime of
the NCP, T = 1.9 K.
can be accumulated during a single pulse train. However, as the dark time is also
short, there is not much decay between the excitation cycles either. Therefore,
nuclear polarisation can accumulate over the pulse trains. For long ∆t a large
degree of nuclear polarisation can be already generated during each pulse train
which then in turn also is given more time to decay during the dark time. In
order to obtain a low noise level and to keep the time it takes to perform the
measurement reasonably short, we have to chose a long enough time duration
for the read out of the photoluminescence during pump 2. The decay of nuclear
spin polarisation which might have been occured during the darktime is then
compensated again in the course of the read out period. Therefore, using the
co-polarised protocol, a polarisation memory of the electron-nuclear spin system
can only be observed indirectly: from studying the accumulation dynamics of
the nuclear polarisation one would expect that an illumination of ∆t < 20 ms
is not enough to polarise the nuclear spins to a degree which is enough to fully
switch off the influence of the nuclear frozen fluctuation field4. The fact that ρc
already saturates for ∆t > 500 µs therefore means that nuclear polarisation is
accumulated which is only possible if some of the polarisation is still present after
the darktime.
4In chapter 7.2 it was shown that the nuclear spin system needs ∆t > 50 ms until it is polarised
to a degree where the frozen fluctuation field is fully overcome.
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The situation is, however, completely different for the cross-polarised protocol
(open circles in figure 8.2 (a)). Now, the excitation helicity of pump 1 is inverted
with respect to the one of pump 2. pump 1 now acts detrimentally on pump
2. Nuclear polarisation is only allowed to accumulate in one direction during a
single excitation cycle. This is evidenced by the increase of the negative circular
polarisation from initially -21 % at ∆t = 110 µs to finally -28 % at ∆t = 500 ms.
Let us inspect the difference in circular polarisation between the co-polarised
and the cross-polarised excitation more closely. Figure 8.2 (b) shows this dif-
ference ρcoc − ρcrossc as a function of the dark time. A difference between the
circular polarisation for co and cross-polarised excitation larger than the error
is observed for all values of ∆t up to 0.2 s. This is three orders of magnitude
longer than the time characteristic for the dipole-dipole interaction, T2 ≈ 10−4 s,
which determines the time for the nuclear spin relaxation. The excitation helicity
of pump 2 during which the negative circular polarisation is always measured,
does not change in either excitation protocol. Any difference in circular polari-
sation between the co and the cross-polarised scheme thus has to be caused by
the spin memory of the polarisation induced during pump 1. This difference is
a clear evidence of spin memory in the system, not only of polarisation but also
of sign. Times greatly exceeding T2 are characteristic for the spin-lattice relax-
ation leading to the equilisation of a nuclear spin temperature Θ. However, in
the case of nuclear polarisation by optically oriented electrons at zero external
field 1/Θ ∝ Be ·〈S〉 ∝ be〈S〉2. The square of the electron spin does not hold any
information about the excitation photon helicity. The spin cooling would hence
be the same for both excitation schemes. It is thus not merely a memory of spin
temperature but also of the polarisation direction, we really observe spin memory
of 0.2 s.
In order to obtain a more direct measure of the spin memory, we use a slightly
modified excitation protocol. The illumination time ∆ti is kept constant and
only the dark time ∆td is increased. We first investigate the influence of the
illumination time on the spin memory. For that purpose we study the circular
polarisation plotted over the darktime for different ∆ti. Then, we chose a ∆ti
where we can expect maximal memory. For this specific illumination time we
analyse the darktime data obtained with respect to the lifetime of the electron-
nuclear spin system.
Figure 8.3 shows data sets for illumination times ∆ti = 10, 30, 70 and 100 ms,
again each one measured using both the co-polarised protocol (full circles) and
the cross-polarised protocol (open circles). The memory times are again revealed
by the data taken for the cross-polarised scheme (figure 8.3, open circles). We
analyse the measurements again in terms of the difference between the negative
circular polarisation measured with the co-polarised and the one obtained with
the cross-polarised protocol. Again, any difference between the co- and cross-
polarised protocols indicates a spin memory that has persisted during the dark
time. This difference is shown in figure 8.3 by the open diamonds. We observe
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Figure 8.3: Circular polarisation of the PL for co-polarised excitation (full circles)
and cross-polarised excitation (open circles) in dependence of the dark time ∆td, for
different illumination times ∆ti: 10 ms, 30 ms, 70 ms, 100 ms. Open diamonds,
grey scales: The circular polarisation difference between co and cross. For shorter
illumination time the difference approaches 0 earlier, the memory in the electron-
nuclear spin system decays faster. B = 0, power in the saturation regime of the
NCP, T = 1.9 K.
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that the spin memory time increases with increasing illumination duration as for
longer excitation more nuclear polarisation can be generated in each excitation
cycle.
Before we can ascertain how long spin memory can persist in the nuclear spin
system, we have to find out which illumination time we have to use to obtain the
maximum spin memory time. The exact dynamics of the electron-nuclear spin
system is clearly complicated, e. g. due to the presence of three different types
of nuclei in the samples. However, we can phenomenologically fit an exponential
decay as a function of darktime to the circular polarisation difference between
co and cross-polarised excitation (diamonds) for each ∆ti from figure 8.3. The
decrease of the difference with growing darktime corresponds to the decay of the
spin memory. The time constants obtained by these fits assign the data sets for
each ∆ti a phenomenological spin memory decay time. Figure 8.4 shows these
time constants plotted vs. the illumination time ∆ti.
As a guide to the eye the function f(∆ti) = a(1 − exp(−∆ti/c)) was fitted
to the data. We diagnose that for ∆ti = 100 ms the memory decay time is
almost saturated. This illumination time is long enough so that a stable state
of the electron-nuclear spin system can be formed exhibiting the maximum spin
memory. This agrees with our previous findings that the nuclear spins require at
least some tens of milliseconds to become maximally polarised.
We thus chose ∆ti = 100 ms for studying the maximum lifetime of the electron-
nuclear spin system. Figure 8.5 shows the polarisation of the photoluminescence
plotted versus the darktime for illumination time ∆ti = 100 ms.
A difference of polarisation between co and cross-polarised excitation larger
than the error bars is still observable for a dark time of 0.5 s. As discussed
before, the difference in polarisation between co- and cross-polarised excitation is
a signature for spin memory of the system that is longer than the dark time. The
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Figure 8.5: (a) Circular polarisation of the PL for co-polarised excitation (full) and
cross-polarised excitation (open) as a function of the dark time ∆td, ∆ti = 100 ms.
A memory in the electron-nuclear spin system is still resolvable after a dark time
∆td = 0.5 s. (b) The circular polarisation difference between co and cross polarised
excitation. Even at ∆td = 0.5 s there is still memory observable. B = 0, T = 1.9 K.
spin memory of the electron-nuclear spin system thus lasts at least 0.5 s. It is
remarkable that at zero external magnetic field the electron-nuclear spin system
retains not only a memory about its exposure to circularly polarised light over a
sub-second time scale but also to the sign of the light polarisation. This means
that the transverse relaxation time T2 of the nuclear spin system polarisation
vector in our quantum dots should be in the sub-second range. Furthermore, the
time determined here is only a lower limit to the memory time of the system
because during the duration of the polarisation read out in the course of pump
2 some memory might be erased. The memory times observed here are three
orders of magnitude longer than the depolarisation time of the nuclear dipole-
dipole interaction. A dramatically increased spin relaxation time was predicted
to be the main signature of the nuclear spin polaron formation in a nuclear spin
system. We thus have strong evidence that a nuclear polaron builds up in our
case.
In the next section we are going to discuss further evidence for the formation of
a nuclear spin polaron in the quantum dots under study and address the question
of the lifetime of the resident electron spin.
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8.4 Discussion: Formation of a Nuclear Spin
Polaron
The giant deceleration of the electron-nuclear spin relaxation is the predominant
signature for the formation of a nuclear spin polaron. The directional relaxation
time of the polaron was estimated in references [24, 25]. The macroscopically
large spin of such a polaron state, JΣ, changes under the influence of dipole
interactions among the nuclei. If a nuclear spin polaron is present, its relaxation
time TNSP2 considerably exceeds the dipole-dipole relaxation time T2 ≈ 10−4 s
of the nuclear spins. TNSP2 scales like NBT2, where NB is the number of nuclei
establishing the polaron [24, 25, 118]. With NB being of the order of 10
5, TNSP2
is of the order of seconds which agrees well with the memory times observed in
our experiments.
Further support for the nuclear spin polaron model may be provided by study-
ing the temperature dependence of the spin memory. Figure 8.6 (a) once more
shows darktime dependencies of the negative circular polarisation, again mea-
sured using the excitation scheme with ∆ti = ∆td = ∆t. The figure contains
data measured at 6.6 K with co- and cross-polarised excitation (red). For com-
parison additionally the data from figure 8.2 taken at zero magnetic field and
1.9 K (black) are plotted.
We first analyse the data measured at 6.6 K with the co-polarised excitation
scheme. We observe that the negative circular polarisation clearly decreases with
increasing ∆t. In the excitation protocol used the illumination time increases
parallel to the darktime. Thus more and more nuclear spin polarisation may be
generated during each excitation cycle with increasing ∆t. Nevertheless, nuclear
spin polarisation does obviously not accumulate as evidenced by the decrease of
circular polarisation with increasing ∆t for ∆td > 500 µs. This behaviour is a
sign that for darktimes exceeding these 500 µs more nuclear polarisation decays
during the dark time than is generated during illumination.
The circular polarisation measured using cross-polarised excitation increases
with increasing ∆t. If we investigate the difference in circular polarisation be-
tween the co and cross-polarised data it becomes obvious, that the memory time
is quenched in comparison to the measurement at T = 1.9 K. The spin memory
already becomes smaller than the errors at ∆t = 5 ms. Figure 8.6 (b) shows the
polarisation difference between co and cross-polarised excitation plotted vs. ∆t
on a logarithmic timescale. The dashed lines represent exponential fits to the
data5. The fits reveal that the time constant of the exponential decay belonging
to the data taken at 6.6 K is a factor 100 shorter than the time constant of the
long lived component appearing with the data taken at 1.9 K.
5We emphasise again that the exponential fits only phenomenologically describe the behaviour
of the system. The time constants therefore may only serve to characterise the dynamics in
terms of the order of magnitude of the memory decay.
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Figure 8.6: (a) ∆t dependence of the negative circular polarisation at B = 0 T, where
∆ti = ∆td = ∆t. Full symbols: co-polarised protocol; open symbols: cross-polarised
protocol. Temperature T = 1.9 K (circles) and T = 6.6 K (diamonds).
The generation of nuclear polarisation should not be affected by the increase in
temperature from 1.9 K to 6.6 K [98, 120–122]. Also, the nuclear spin relaxation
by the dipole-dipole interaction and the relaxation by the resident electrons are
not expected to exhibit such a pronounced temperature dependence. We interpret
the quench in memory time appearing with the measurements at 6.6 K in terms
of the nuclear spin polaron. To induce a spin splitting of the resident electron
which is greater than the thermal energy at 6.6 K a magnetic field of almost
20 T would be needed. Thus, the resident electron spin cannot freeze out. The
condition for the polaron formation of a nuclear spin temperature of the order of
10−7 K cannot be met at a lattice temperature of 6.6 K.
Possible long memory times in the nuclear spin system have also been explained
by the quadrupole splittings of nuclear spin levels [16, 123, 124] instead of the for-
mation of a nuclear spin polaron. It was argued that the quadrupole interaction
suppresses nuclear spin flips which keeps the direction of the nuclear spin vector
fixed. This in turn would lead to depression of the electron spin depolarisation.
The fact that the memory time of the electron-nuclear spin system strongly de-
pends on the temperature, however, cannot be explained by the quadrupolar
interactions.
On the other hand, in the model of the nuclear spin polaron presented in
section 8.1 the possibility that the polaron state is formed sensitively depends
on the electron spin temperature which exceeds the lattice temperature defined
by the experimental conditions. Our estimations showed that the temperature
of T = 1.9 K in our experiments would just be low enough to allow the nuclear
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spin polaron to arise. An increase of the temperature to T = 6.6 K would thus
inevitably destroy the nuclear spin polaron. The quenching of memory time of
the electron-nuclear spin system consequently is another strong evidence for the
formation of a nuclear spin polaron in the studied quantum dots.
The nuclear spin polaron is a self consistent electron-nuclear spin complex
where its constituents, the resident electron spin and the ensemble of the nuclear
spins contributing to the polaron state, mutually prevent relaxation. While long
lasting nuclear spin polarisation is a remarkable but not completely unexpected
feature, an electron spin memory of hundreds of milliseconds is a real novelty
indeed at B = 0 T. Let us therefore now discuss evidence for the resident electron
spin also retaining a memory whose duration is comparable to the one of the
nuclei.
A nuclear magnetic field of ≈ 6 T leads to a splitting of the electron spin levels
of 2 K. Our calculations showed6 that the nuclear magnetic field in the studied
quantum dots could be as large. For the temperatures T < 2 K present in our
experiments and high nuclear polarisation, the resident electron spin would thus
freeze. Therefore, the spin oriented nuclei induce a considerable quasi-equilibrium
polarisation of the resident electrons. The polarised resident electron spin in turn
supports the spin polarisation of the nuclei.
If the resident electron spin relaxed, the nuclear spins would precess on a
microsecond timescale about the Knight field of the electron. This should cause
the depolarisation of the nuclear spins within microseconds. It has in fact been
estimated that nuclear depolarisation caused by the indirect coupling of nuclear
spins via the resident electron occurs on a timescale of T−1Ne ∼ A2N3/2Ωe, where A
is the total hyperfine coupling constant in a unit cell, N the number of nuclei in
the quantum dot and Ωe the electron spin splitting [125]. This yielded a timescale
of a few microseconds for the nuclear spins to become depolarised [99].
Furthermore, it was measured, that in a quantum dot charged with an elec-
tron, nuclear spin polarisation generally decays with a time constant of ≈ 2 ms
due to depolarisation by the resident electron [99]. That the spin memory in
the negatively charged quantum dots under study persists over hundreds of mil-
lisecond is another evidence that the nuclear spin polaron state is formed. If the
resident electron in the studied quantum dots was not part of a polaron state
we would expect a depolarisation of the nuclear spin system with the help of the
resident electron on at most a millisecond time scale. We thus attribute the ob-
servation that a polarisation memory is sustained for hundreds of milliseconds to
the fact that a coupled electron-nuclear complex is formed. Not only the nuclear
polarisation but also a significant fraction of the electron spin projection Sz re-
tains a memory of the excitation with circularly polarised light over a sub-second
timescale.
The results presented in this chapter were published in references [25, 126].
6c. f. section 5.4
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9 Summary
For a long time, the nuclear spins in quantum dots were virtually ignored. It was
thought that the interaction strength was so small that the interaction between
the nuclei and electrons could only be observed under very specific optical pump-
ing conditions. Then, in the pursuit of long living electron spins as a building
block for quantum information storage and processing, their destructive action
on the lifetime of the electron spin became apparent. The nuclear spin system
increasingly gained the attention of the quantum dot community. It seemed that
the randomly oriented, fluctuating nuclear spins can only be counteracted by
strong magnetic fields suppressing the depolarising effect of the random nuclear
spin fluctuation fields on a single electron spin. Gradually, however, the work
done thirty years before on the electron-nuclear spin system in bulk semiconduc-
tors attracted the notice of scientists again. Some of the old experiments could be
performed with quantum dots as well. It could be shown that the nuclear spins
in quantum dots may well be polarised by optical orientation and that their ac-
tion is not always destructive at all. The nuclear spins in quantum dots are
increasingly used in order to create and tailor a specific environment for a single
electron in a quantum dot. In this way quantum dots contain their own “nuclear
nanomagnet”. This might be the future of the studies on the electron-nuclear
spin system.
The aim of this work is to shed some more light on the complex interdependent
system formed of an electron spin and the nuclear spin ensemble in quantum dots.
The effects are manifold, often unexpected, sometimes miraculous. Nevertheless,
I believe that this work is another tiny step towards the understanding of this
challenging system.
I have shown that the randomly polarised nuclear spin system always affects
the electron spin of a single electron in quantum dots. Further we have seen,
however, that the nuclear spin system can easily be polarised by optically ori-
ented electrons also in the studied sample, so that it is even a task to keep the
nuclear spins randomly oriented. An important finding was to confirm that the
nuclear spins can be significantly polarised also at zero external field. I showed
that the polarised nuclear spin system can have a supporting effect on the elec-
tron spin polarisation or – when the direction of the nuclear field gains a large
transverse component – may depolarise the resident electron spin further than
the unpolarized nuclear fluctuation field. I demonstrated that the direction of
the Overhauser field may indeed be directed by very small external fields. By
determining the internal fields acting on the nuclear spins, the Knight field and
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the nuclear dipole-dipole field, it could be estimated that the nuclear spin sys-
tem can in principle be polarised to a degree close to unity. The accumulation
dynamics of the electron spins polarised via the effect of negative circular polar-
isation was found to occur on a timescale of hundred nanoseconds. The nuclear
spin system becomes polarised by optical orientation within tens of milliseconds.
Finally, I observed spin memory times in the system persisting over up to 0.5 s
after the excitation had been switched off. This extremely long spin lifetimes
were explained in terms of a coupled electron-nuclear spin state, the nuclear spin
polaron.
A The Eponyms
In the present thesis I have used various eponyms1. One of them is the Knight
field which plays a particularly important role in this work. However, who is
Knight? I was asking myself – and others – that question for some time, but
nobody knew who he or she was. Finally, I found out that it is the American
Walter David Knight who lingers on in the world of science as an eponym and
who has kept me on the go for the last three years with his tiny magnetic field. In
this final chapter I therefore briefly wish to give the names a face and introduce
the people appearing in this work as eponyms.
Le´on Brillouin Eponym used: Brillouin function – ] Aug 7,
1889, Se`vre, France ; = Oct 4, 1969, New York,
USA. 1912 with Sommerfeld in Munich, military
service in WW I 1914 - 1919, 1920 PhD, de-
veloped the WentzelKramersBrillouin approxi-
mation (WKB), introduced the Brillouin zone,
1940 USA, solid state theory, quantum statis-
tics, information theory, also worked for IBM.
Charles-Augustin de
Coulomb
Eponym used: Coulomb interaction – ] Jun 14,
1736, Angouleˆme, France; = Aug 23, 1806, Paris,
France. Attended a military engineering school,
had to spend nine years in Martinique recon-
structing a fort, after his return development of
the torsion balance, proved with it the inverse-
quadratic relation between force and distance
(Coulomb law).
1Greek: epi - upon, onyma - name; “named after”
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Paul Glan Eponym used: Glan-Thompson prism – ] Feb
26, 1846 Berlin, Germany; = Aug 8, 1898,
Berlin, Germany. 1870 PhD thesis “U¨ber die ab-
soluten Phasenvera¨nderungen durch Reflexion”
at Friedrich-Wilhelms-University (today: Hum-
boldt Univerity) Berlin, later private lecturer
ibidem, 1880 principle of birefringence and to-
tal reflection, translated Hamiltons “Elements
of Quaternions” into German, various polaris-
ing prisms are named after him: G.-Thompson
prism, G.-Taylor prism, G.-Foucault prism, G.-
laser prism.
Michael Faraday Eponym used: Faraday geometry – ] Sep
22, 1791, Newington Butts, England; = Aug
25, 1867, Hampton Court, London, England.
Started an bookbinding apprenticeship at the
age of 13, later lab assistant with chemist Sir
Humphry Davy, never attended university, first
scientific publication 1816, elected member of
the Royal Society, director of the laboratory of
the Royal Institution, discovered benzol, buty-
lene, laws about the chemical effect of current,
first construction of a simple electric motor, first
transformer, discovered electro-magnetic induc-
tion, formed the concept of force fields (lines of
force, made visible with iron filings), found that
charge is always on the surface (Faraday cage),
existence of diamagnetism, rotation of polarisa-
tion axis in glass (Faraday effect), 1862 last ex-
periment: influence of magnetic field on light,
not successful but later led to the discovery of
the Zeeman effect. Introduced the Friday Night
Lectures of the Royal Institution which still ex-
ist today.
”Nothing is too wonderful to be true if it be
consistent with the laws of nature, and in such
things as these, experiment is the best test of
such consistency.”
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William Rowan
Hamilton
Eponym used: Hamilton operator – ] August 4,
1805 Dublin, Ireland; = Sep 2, 1865 near Dun-
sink, Ireland. Started learning Latin and Greek
at the age of five, spoke Hebrew at the age of
seven, 15 languages when 13, among them San-
skrit, Malay, Persian, Arabic and Hindustani,
entered Trinity College, Dublin, at the age of
18, four years later professor of astronomy –
before his final exam, works on optics develop-
ing the function later known as eikonal, 1834/35
“On a General Method in Dynamics” introduc-
ing the principle of varying action, removed the
i in complex numbers writing them as pairs of
real numbers, tried to generalise this to three
dimensions – which was later proven to be im-
possible – the generalisation to four dimensions
lead to the discovery of the quaternions. First
foreign member of the National Academy of Sci-
ence of the USA. He was an alcoholic in the last
third of his life.
“And how the One of Time, of Space the Three,
Might in the Chain of Symbols girdled be.”
Wilhelm Hanle Eponym used: Hanle effect, Hanle curve – ] Jan
13, 1901 Mannheim, Germany; = Apr 29, 1993
Gießen, Germany. Studied in Heidelberg, PhD
“U¨ber magnetische Beeinflussung der Polarisa-
tion der Resonanz-Fluoreszenz von Quecksilber”
with James Franck in Go¨ttingen, thoughts about
the development of a reactor (“Uranmaschine”),
after WW II he worked on coherence effects of
light emission, luminescence, spectroscopy of ra-
dioactive gases, developed scintillation counters
and dosimeters, governmental expert on “ques-
tions of the atomic energy and the protection
from ionising radiation in the case of a nuclear
war”.
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Hermann Ludwig
Ferdinand
v. Helmholtz
Eponym used: Helmholtz coil – ] Aug
31, 1821 Potsdam, Germany; = Sep 8,
1894 Charlottenburg, Germany. Physiologist
and physicist, “universal scientist”, studied
medicine at the Military Academy in Berlin,
PhD in medicine, then military physician,
taught anatomy in Berlin, professor for phys-
iology in Ko¨nigsberg, then Bonn, Heidelberg,
finally chair for physics in Berlin, proved the
origin of nerves from ganglions, measured the
propagation speed of neural excitations, for
the first time made the retina of the eye visi-
ble using his invention, the ophthalmoskop
(eye mirror), mathematical theory for the
tone colour of overtones, resonance theory of
hearing, mathematical foundation of energy
conservation, worked on the foundations of
hydrodynamics, foundation of scientific me-
teorology, electrodynamics, epistemological
discussions. Together with W. v. Siemens
founder of the “Physikalisch-Technischen Re-
ichsanstalt”.
“Jedoch das Gebiet, welches der unbedingten
Herrschaft der vollendeten Wissenschaft un-
terworfen werden kann, ist leider sehr eng,
und schon die organische Welt entzieht sich
ihm gro¨ßtenteils.”
L. von Krastanow
Eponym used: Stranski-Krastanow growth.
He remained a phantom.
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William Thomson,
1st Baron Kelvin
Eponym used: Kelvin (unit) – ] Jun 26,
1824 Belfast, Northern Ireland; = Dec 17,
1904 Netherhall, Scotland. Read Lagrange
and Fourier at the age of 15, chair of natu-
ral philosophy at the University of Glasgow
at the age of 22, first mathematical formu-
lation of the law of induction, works on the
conversion of heat and mechanical work, in-
troduced the absolute temperature scale, the
absolute zero temperature, calculation of the
data rate through a cable, telegraph equa-
tion, took part in submarine cable laying ex-
peditions; calculation of tides, tide predict-
ing machine, adjustable compass, works on
electricity: quadrant electrometer, current
balance, mirror galvanometer; calculated the
age of the earth, hydrodynamics, saw the
limits of classical physics. Knighted 1866,
1892 Baron Kelvin, of Largs in the County of
Ayr, the title goes back to the river of Kelvin.
661 publications and 70 patents. 1871 he
bought a 129 tons yacht.
Walther David Knight Eponym used: Knight field – ] October 14,
1919, raised in New York City, USA; = June 28,
2000 Marlborough, USA. During WW II service
as a Navy electronics officer, during the work
on his PhD he discovered a frequency shift of
the NMR in metals due to the paramagnetism
of conduction electrons, the Knight shift (1949),
1950 Berkeley, pioneering investigations in on
conducting solids, first observation of a nuclear
quadrupole resonance in a metal, 1967 – 1972
principal dean of the College of Letters and Sci-
ence, work on the physics of small metal clusters,
low-temperature NMR studies of nano-particles,
works on cluster beams, measured “magic num-
ber” mass distribution of sodium clusters lead-
ing to the discovery of size quantisation in small
clusters, cluster polarisabilities and ionization
potentials, landmark discovery of giant elec-
tronic resonances in small clusters.
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Sir Joseph Larmor Eponym used: Larmor precession frequency – ]
11 Jul, 1857 Magheragall, Northern Ireland; = 19
May, 1942, Holywood, Northern Ireland. Profes-
sor in Cambridge, he worked on special relativ-
ity which was not yet called like this, developed
Lorentz transformations before Lorentz (1897),
already predicted time dilation and length con-
traction, studying the electron he introduced the
oscillation now called the Larmor precession.
Albert W. Overhauser Eponym used: Overhauser field – ] Aug 17,
1925, San Diego, USA. PhD at University of Cal-
ifornia , Berkeley (1951), 1951 – 1958 University
of Illinois where he discovered the dynamic po-
larisation of nuclear spins by electrons, theOver-
hauser effect, Cornell University, 1958 – 1973
Manager, Assistant Director and Director, Phys-
ical Science Laboratory, Ford Motor Co., since
1973 Professor of Physics, Purdue University;
worked on various subjects among them the-
ory of superconductivity, broken symmetry in
metals, lattice dynamics, supercooling of atoms
in optical molasses, collective effects in optical
absorption, neutron diffraction. Superconduc-
tivity, muon depolarization, nuclear and para-
magnetic resonance, magneto-transport theory,
many-electron theory, imperfections in solids,
neutron interferometry, microcalorimetry, mod-
ulation spectroscopy, exciton theory, ultrasonic
generation, magnetism in metals and alloys.
The Eponyms 145
Wolfgang Ernst Pauli Eponym used: Pauli blocking – ] Apr 25
1900, Vienna, Austria; = Dec 15, 1958, Zurich,
Switzerland. 1919 started to study physics
at Ludwig-Maximilians-Universita¨t Munich at
Arnold Sommerfeld, 1921 PhD at the age of 21
about the hydrogen molecule ion, 1921/22 assis-
tant of Max Born in Go¨ttingen, 1922/23 Kopen-
hagen with Niels Bohr, professor in Hamburg,
ETH Zurich, Princeton; explanation of the hy-
perfine structure by the nuclear spin, introduced
a new degree of freedom in quantum mechanics,
later identified as “spin”, postulated the neu-
trino, pioneering work in quantum field theory.
Nobel prize 1945. He was said to be technically
extremely unskilled. His godfather was Ernst
Mach.
“Ich kann es mir leisten, nicht zitiert zu werden.”
Iwan Nicola Stranski Eponym used: Stranski-Krastanow growth – ]
Jan 2, 1897, Sophia, Bulgaria; = 1979, Sophia,
Bulgaria. Studied chemistry in Vienna and
Sophia, 1925 PhD in Berlin, professor for phys-
ical chemistry in Sophia, returned to Berlin in
1944, there director of the Institute for Physical
Chemistry, 1951-53 President of the Technical
University of Berlin. Worked on crystallographic
chemistry and physics and on crystal growth.
Nikola Tesla Eponym used: tesla (unit) – ] Jul 10, 1856,
Smiljan, today Croatia; = Jan 7, 1943, New
York, USA – He studied in Graz, Prague and
Budapest, worked for Thomas Edison in Paris,
since 1884 in New York, as well as for Edi-
son’s competitor Westinghouse, his works are
the foundation of the modern AC power systems,
AC generator, AC motor, first radio transmit-
ter, first remote control, high frequency lamp
and hundreds patents more. His unusual per-
sonality and his science-fiction like “theoretical
inventions” as beam weapons, anti-gravitation,
teleportation, ion-propelled flying machines in
his late years inspired various conspiracy theo-
ries after his belongings where confiscated by the
US government after his death.
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Silvanus Phillips
Thompson
Eponym used: Glan-Thompson prism – ] June
19, 1851, York, England; = June 12, 1916. Pro-
fessor in Bristol, principal and professor at Fins-
bury Technical College of the City and Guilds of
London Institute for the Advancement of Tech-
nical Education, one of his favourite topics was
the technical and scientific education which he
also studied on journeys through Europe.
Woldemar Voigt Eponym used: Voigt geometry – ] Sep 2, 1850,
Leipzig, Germany; = Dec 13, 1919 Go¨ttingen.
Professor in Ko¨nigsberg, rector of the Univer-
sity Go¨ttingen, works on magneto- and electro
optic, introduced the term “tensor”, theory of
optics of moving bodies, transformation equa-
tions under which the wave equation is invari-
ant, an early form of the Lorentz transforma-
tion (1887 Voigt transformations, correct up to
a constant), theory of light for moving media,
“Lehrbuch der Kristallphysik”, discovered the
Voigt effect where the polarisation of light is
rotated when traveling through a medium in a
magnetic field perpendicular to the light wave.
Took part in the German-French war 1870/71,
loved music and conducted Bach pieces.
Alessandro Volta Eponym used: electron Volt (unit) – ] Feb 18,
1745 Como, Italy; = Mar 5, 1827 Camnago,
Italy. Director of a school in Como, professor in
Pavia, constructs an “electrophor” to separate
charges, discovered methane, electroscope, in-
troduced unit for “tension” (“voltage”), charge-
voltage relation in capacitors, invention of the
battery (Voltaic pile).
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Pieter Zeeman Eponym used: Zeeman splitting – ] May 25,
1865 Amsterdam, Netherlands; = October 9,
1943, Amsterdam, Netherlands. Student of Hen-
drik A. Lorentz, 1896 repeated an experiment of
Faraday which has not been successful at that
time because of the resolution of the instru-
ments: the effect of a magnetic field on the light
of a sodium lamp, observed a splitting of the
lines, the Zeeman effect; determination of e/m,
the sign of the charge before the electron was ac-
tually discovered. 1902 Nobel Prize in Physics
together with Lorentz.
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