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1 はじめに
現在，複数のプロセッサコアを 1つのチップ上に集
積したマルチコアプロセッサは，低消費電力化，集積
度向上に伴う処理性能の向上，価格性能比の向上を可
能とする次世代プロセッサとして注目され，組み込み
プロセッサからスーパーコンピュータまでの幅広い IT
機器で使用されている．しかし，アプリケーションごと
に専用のマルチコアプロセッサを手動で設計を行う場
合や，1からモジュールを製作して設計を行う場合にシ
ングルプロセッサよりも時間がかかるという問題があ
る．よって，設計の自動化や設計資産 (IP:Intellectual
Property)の再利用が必要となる．IPの再利用は各プ
ロセッサメーカーがすでに行っているが，設計の自動化
については現在手法が提案されている段階である．既
存手法に，トランザクションレベルモデリング (TLM)
を用いたマルチコアプロセッサの自動設計手法が提案
されている．しかし，コア構成の細部まで検証してお
らず，サイクル精度のシミュレーションを行なってい
ないため最適な構成を出力しているとは言えない．
　本論文では，入力されたアプリケーションを決めら
れた制約時間内で処理することが出来る最適なコア数
とコア構成を出力するシステムを提案する．シミュレー
ションの 1部をトランザクションレベルモデリングを
用いることで，高速なシミュレーションを可能にする．
提案手法により，要求を満たしたアーキテクチャを開
発するための開期間の短縮と設計の簡略化が可能にな
ると考えられる．
2 トランザクションレベルモデリングを
用いたコア構成最適化手法
提案手法は，CELLプロセッサのコア数とコア構成
の最適化を目標とし，入力は 1つのアプリケーション
と制約時間，最適なコア構成とは与えられた制約条件
を満たすコア数とコア構成の変化数が最も少ない構成，
パラメータとして持たず，変化させることのない構成
は全てCELLプロセッサの構造に順ずる，動作は全て
CELLプロセッサを基準とし，CELLプロセッサで行
うことが出来ない動作はしないという条件を置く．提
案手法の概要図を図 1に示す．提案手法は TLM最適
化システムとサイクル最適化システムの 2つからなっ
ている．シミュレータはサイクル精度の正確な結果が
得られるが，シミュレーションに時間がかかるという
欠点がある．その欠点を高速なシミュレーションが可
能な TLMを用いることで最適な構成の探索時間を削
減する．
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図 1: トランザクションレベルモデリングを用いたコ
ア構成最適化手法の概要図
TLM最適化システム TLM最適化システムはアプリ
ケーションと制約時間を入力として，コア数，コア構
成，構成の変更数を出力するシステムである．まずコ
ア数を変化させて計算時間を測定し，時間制約と比較
しながらコア数を決定する．その後バスの通信時間を
考慮した処理時間と制約時間を比較して構成を決定す
る．システムのアルゴリズムを図 2に示す．バスの探
索は全探索で行なっている．これにより，TLMである
程度の構成最適化を行い，シミュレーションの高速化
が可能になる．
前提 制約時間を tmax，処理時間を tall，保存しているの構成
を p，計算時間を texe，通信時間を ttran，変更数を hとする．
初期値はコア数 1，h = 0である．
Step1 初期構成の計算時間 texe を測定し tmax と比較する．
Step2 tmax の方が小さい場合，コア数を増加させ，計算時間
texe を測定し，tmax と比較する．
Step3 texe が tmax よりも小さい場合，通信時間 ttran を計測
する．ttran は CELLプロセッサの転送速度を基に手動で計算
を行なう．
Step4 texe と ttran を合計し，処理時間 tall を計算する．そし
て，tall と tmax を比較する．
Step5 ttran の方が小さい場合，バス構成を変化させて Step3
に戻る．ただし，変化させる回数は hまでとする．また，hで
とり得る全バス構成を調査した場合は h = h+1とし，同様の
操作を行なう h = 9の場合は h = 0とし Step2に戻る．
Step6 以上の操作を繰り返し，tall が tmax を満たすまで行な
う．満たした場合，コア数，p，hを出力する．条件を満たさな
い場合，コア数 8，p，h = 9を出力する．
図 2: TLM最適化システム
サイクル最適化システム サイクル最適化システムは
アプリケーションと制約時間，TLM最適化システム
の出力結果であるコア数，コア構成，変更数を入力と
し，CellSimというシミュレータにより最終的なコア
数とコア構成を決定し，コア数，コア構成，処理時間
を出力する．しかし，TLMとシミュレータには誤差が
あるため，TLM最適化システムの出力結果が，サイ
クル最適化システムで計測した場合に時間制約を満た
していないという可能性がある．また，TLM最適化
システムでは処理時間が制約時間を満たさない構成で
あっても，シミュレータの結果だと制約時間を満たし
ている場合も考えられる．そこで，TLM最適化システ
ムの結果をそのままサイクル最適化システムに入力し，
時間制約を満たす場合と満たさない場合を考える必要
がある．TLM最適化システムから出力された結果を
シミュレータに入力した時に，時間制約を満たす場合
のフローを図 3に示す.図 3に示すように，TLM最適
化システムから出力された結果が時間制約を満たして
いる場合，バス構成以上に処理性能を向上させるパラ
メータがあった場合，変更数を下げて最適な構成を探
索していく.
　また，TLM最適化システムから出力された結果が制
約時間を満たしていない場合，満たしている場合と反
対で，変更数を増加させて構成を探索する．探索は全
探索ではなく，以前の変更数の結果を反映して次の変
更数の探索を開始するため，各変更数における探索数
は全パラメータ数以上になることはないため，シミュ
レーション回数の削減を可能としている．
前提 TLM 最適化システムから出力された構成の処理時間を
ttlm，保存している構成の処理時間を tkeep，現在の構成の処理
時間を tnow，保存しているの構成を pkeep，現在の構成を pnow
計算時間を texe，変更数を hとする．
Step1 現在の構成と処理時間を保存する．
Step2 変更数 hと変わらないように構成を変化させて現在の
処理時間 tnow を測定する．そして，tnow と tkeep を比較する．
Step3 tnow の方が早い場合，その構成 pnow と処理時間 tnow，
変更数 hを保存する．
Step4 同じ変更数でとり得る全ての構成に対して実行してい
ないのであれば Step3へ．さもなければ ttlm と tkeep を比較
する．
Step5値が違う場合，ttlm = tkeep，h = h ¡ 1とし，Step2
へ．さもなければ，探索を終了．
図 3: 初期構成が時間制約を満たす場合のサイクル最
適化システム
3 計算機実験
評価実験用にCELLプロセッサに対して提案手法を実
装し，入力アプリケーションとして姫野ベンチとニュー
トン反復法という 2つを，制約時間としてそれぞれの
アプリケーションに 3つ設け，結果が出力されるまで
の時間を測定した．使用したパラメータは SPUの個数
やバス幅など全 13種類 33554432構成である．そして，
提案手法の実行時間と全探索の実行時間を比較した．
TLM最適化システムでは入力されたアプリケーション
を 100回実行した平均を計算時間としており，サイク
ル最適化システムのシミュレータには CellSimを用い
ている．また，全探索は実行回数が多く時間がかかる
ため，何度かシミュレーションした結果から 1回あた
りのシミュレーション時間を計算し，手計算で見積っ
たシミュレーション回数をかけることでもとめている．
また，提案手法で出力された結果の成否は，サイクル
最適化システムの項で示したような最適化を行なった
全探索を実行することにより求めている．実験結果を
表 1に示す．表 1の時間は全て nsecである．表 1に示
した結果は，全探索でシミュレーションした結果と同
じであり，提案手法が最適なコア構成を出力している
ことが確認できる．
表 1: 実行結果
アプリケーション 制約時間 SPU の個数 処理時間 変更数
�姫野ベンチ 1000000 8 999141 17
�姫野ベンチ 2000000 4 1868854 13
�姫野ベンチ 5000000 2 4069942 0
�ニュートン反復法 200000 8 193946 14
�ニュートン反復法 500000 4 492567 14
�ニュートン反復法 1500000 2 1405601 12
次に，提案手法と全探索を比較する．提案手法と全
探索のシミュレータの実行回数を表 2に示す．表 2よ
り，全探索に比べて提案手法のシミュレータの実行回
数は平均して 100000分の 1以下となっている．�の場
合のみ実行回数が同じとなっているが，これは入力し
た制約時間が緩かったために初期の構成が最適である
と判断されたため，両方 1回のシミュレーションで最適
解を出力しているためである．また，�や�，�のよ
うに変更数が多い結果が出る入力において全探索に比
べてよい結果出力していることが分かる．そして，提
案手法と全探索の実行時間を図 4に示す．実行時間の
単位は hである．TLMの実行時間は全ての構成を探索
した場合でも 10分以内で完了するため，図 4の結果は
シミュレーションの実行回数に比例している．よって
表 2の結果と同じように実行時間は平均して 100000分
の 1以下となっている．また，�の場合において全探
索の結果よりも提案手法の結果の方が悪くなっている．
それは一番最初の構成が最適解であったために，TLM
最適化システムを用いた分だけ実行時間が増加してい
る．よって，提案手法は高速に最適解を出力させてお
り，制約時間を厳しくしても実行時間への影響が少な
いことが分かる．つまり，提案手法は制約条件が厳し
いほど効果が大きい．
表 2: 提案手法と全探索のシミュレータの実行回数
アプリケーション 制約時間 全探索 提案手法
�姫野ベンチ 1000000 25159680 33
�姫野ベンチ 2000000 8388770 9
�姫野ベンチ 5000000 1 1
�ニュートン反復法 200000 25165932 41
�ニュートン反復法 500000 16777324 17
�ニュートン反復法 1500000 8388662 21
図 4: 提案手法と全探索の実行時間
4 おわりに
本論文ではCELLプロセッサにおけるトランザクショ
ンレベルモデリングを用いたコア構成の決定手法を提
案した．実験により，シミュレーションの実行回数を
全探索の 1%以下に削減出来ることを確認した．しか
し，制約時間によっては全探索のシミュレーション結
果と差異が見られないことがある．今後の課題として
コア構成の種類の増加，CELLプロセッサ以外のプロ
セッサへの対応，更なる時間削減手法の提案が挙げら
れる．
