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SUMMARY
Interactions between the aerodynamics and dynamics of bluff bodies are important in
many engineering applications, including suspension bridges, tall buildings, oil platforms,
wind turbine towers, air drops, and construction with cranes. In the rotorcraft field, loads
are commonly suspended underneath the vehicle by tethers. This approach is often the only
practical way to deliver a payload in a reasonable amount of time; for example, in disaster
relief efforts such as Hurricane Katrina and the Haiti earthquake and in search-and-rescue
operations. The loads are usually bluff bodies, with complex unsteady wakes capable of
generating potentially destabilizing forces and moments in flight. The end result is, at best,
a significantly reduced maximum speed and mission effectiveness, or, at worst, loss of the
load, helicopter, or human life.
In order to improve tethered load operations and to make advancements in the numerous
other fields mentioned, it is necessary to identify and quantify the aerodynamic characteris-
tics of bluff bodies. There exists much treatment in the literature of two-dimensional bluff
body aerodynamics, but significantly less of three-dimensional bluff bodies, particularly in
the wide range of orientations that are experienced during tethered load operations. This
lack of understanding has led to dynamic simulation models predominantly based on curve
fitting or surface response techniques, which lack predictive ability for untested configu-
rations. Due to this shortcoming, certification for tethered loads remains very expensive,
relying almost completely on flight testing. This research focuses on closing these gaps
in the state of the art by analyzing the aerodynamics of canonical three-dimensional bluff
bodies and developing physics-based reduced-order dynamic simulation models.
The aerodynamics of several three-dimensional canonical bluff body geometries have
been examined over a range of Reynolds numbers representative of wind-tunnel-scale to
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full-scale models. A numerical experiment approach is taken for these investigations, lever-
aging prior advancements in turbulence modeling, overset grids, and mesh adaptation while
carefully performing error analyses and validation of results with theoretical, wind-tunnel,
and/or flight-test data. Mean and unsteady forces and moments for the geometries have
been evaluated, and empirical models of the shear layer characteristics have been extracted
to quantify the behaviors and provide predictive capability. In addition, a physics-based
reduced-order simulation model has been developed for bluff bodies. The physics-based ap-
proach is necessary to ensure that the predicted behavior of new configurations is accurate,
and it is made possible by the breakthroughs in three-dimensional bluff body aerodynamics
presented in this thesis. The integrated aerodynamic forces and moments and dynamic
behavior predicted by model have been extensively validated with data from wind tunnels,
flight tests, and high-fidelity computations. The model is applicable to the simulation of any
generic bluff body configuration, is readily extensible, and is several orders of magnitude





One significant benefit of rotorcraft is their unique ability to transport a wide variety of
loads slung underneath by a tether system to diverse and remote locations. For this reason,
tethered load operations are prevalent across the spectrum of civilian and military rotorcraft
applications. The loads are typically bluff bodies — often box-like or cylindrical, but poten-
tially any generic shape — with aspect ratios on the order of 1–5. The aerodynamic behavior
of these loads is complex, with unsteady, three-dimensional, separated, and turbulent flow
effects all playing major roles. The engineering problem is further complicated by dynamic
interactions between the tethered load, helicopter, and cable system. As a result, flight
certification for these operations to date has relied almost exclusively on flight testing [13],
which is very expensive given the number of different permutations of the helicopter, load,
and tether arrangement.
In addition to the complexity of the system, serious safety issues also arise in tethered
load operations. The turbulent, three-dimensional wakes shed from bluff bodies result in
large, unsteady forces and moments that increase in magnitude as the flight speed increases.
At high flight speeds, these aerodynamic phenomena effect large excursions of the load,
excessive vertical oscillations of the helicopter and load, instabilities in the tether system,
or combinations of all three effects [12, 14]. As a result of these stability issues, the speed
envelope of the helicopter is greatly reduced during tethered load operations. Figure 1 is
a photograph of a UH-60 Blackhawk in flight with a common rectangular-prism tethered
load known as the CONEX (CONtainer EXpress) [1]. The power-limited flight speed of
this vehicle is over 100 knots, but stability issues reduce the maximum speed to just 60
knots when the load is present [15]. Such restrictions severely limit the ability to effectively
carry out important operations including search-and-rescue, disaster relief as in the case of
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Figure 1: UH-60 Blackhawk in flight with CONEX tethered load [1].
Hurricane Katrina or the Haiti earthquake, and delivery of supplies in military theaters.
While ad hoc methods have been applied to stabilize tethered loads with varying degrees
of success [16, 17, 18, 19], there remains a need for improved prediction methods based on
an understanding of the fundamental aerodynamics and dynamics of bluff bodies. Such
improvements have the potential to significantly reduce the cost and time required for flight
certification. As Dr. William Lewis, Director for Aviation Development at the Army’s Avia-
tion and Missile Research, Development & Engineering Center, stated in Aerospace America,
“If we have to test only one-tenth of our configurations, it’s a huge money savings” [20].
Recent advancements in simulation of turbulent wakes has made accurate numerical analy-
ses feasible for bluff bodies at full-scale Reynolds numbers. Numerical experiments provide
a wealth of flow field detail, allowing the factors responsible for dynamic instabilities to be
determined. By leveraging this approach, with results carefully validated against physical
data, breakthroughs in the understanding of three-dimensional bluff body physics are possi-
ble. This information can be applied to develop physics-based dynamic models for stability
analysis, pilot training, and cost reduction during the certification phase.
The rotorcraft tethered loads application is not the only one with a need for improved
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predictions of three-dimensional bluff body aerodynamics and dynamics. Other applica-
tions include air drops, store separation, missile flight, design of buildings, bridges, oil plat-
forms, power lines, towers [21, 22, 23, 24, 2, 25, 26], along with many others. Furthermore,
the availability of information on bluff bodies with short aspect ratios and predominantly
three-dimensional flow in the literature is currently poor, due to the practical difficul-
ties in analyzing them experimentally and the reliance on two-dimensional approximations.
Thus, advances in the understanding of bluff body aerodynamic-dynamic interactions imply
widespread benefits across the engineering community, and not just for rotorcraft applica-
tions.
1.2 Overview of Bluff Body Aerodynamic-Dynamic Interactions
Bluff bodies are defined aerodynamically as bodies that are not streamlined. They are
characterized by large wakes and separated flow; thus, their drag is dominated by pressure
forces instead of viscous shear stress. Several difficulties arise in aerodynamic analyses as a
result of these characteristics. The large regions of separated flow negate the use of many
approximations and analytical solutions available for attached flows. Bluff body wakes are
inherently unsteady, and turbulence is important for Reynolds numbers encountered in most
practical applications. The problem complexity is increased further when body dynamics
are present, as is the case in power lines, wind turbine towers, tethered loads for rotorcraft
and cranes, bridges, oil platforms, and many others. Even in situations where the struc-
tural behavior is well-known, interactions between the aerodynamics and dynamics of the
system can alter the response significantly. Some examples of these interactions include
the phenomenon of vortex-shedding frequency lock-in [27], in which the characteristic fre-
quency of vortex shedding is altered by body dynamics, and alterations in the spin rate of
auto-rotating three-dimensional bluff bodies due to this lock-in phenomenon [28].
The physical complexities of bluff bodies, particularly in relation to the aerodynamics,
have generated a heavy reliance upon experimentation and empiricism. Since many of the
applications have very large aspect ratios, there is significantly greater treatment in the
literature on two-dimensional bluff body aerodynamics. In contrast, operations including
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tethered loads, store separation, and air drops feature bluff bodies with short aspect ratios
and predominantly three-dimensional flow. These applications suffer from a general lack of
consideration of such bluff bodies in the literature, and, in consequence, dynamic simulation
models for these operations are typically very limited in generality and predictive power.
In the following sections, an overview of two- and three-dimensional bluff body physics, the
computational state of the art in simulation of bluff body flows, and dynamic modeling
approaches to date is given. Subsequently, the major gaps in the state of the art and
objectives of this thesis are presented.
1.3 Bluff Body Aerodynamics
Numerous researchers have studied the aerodynamics of two-dimensional (or “infinite length”)
bluff bodies. Flows around bluff bodies can in general be separated into flows where sep-
aration occurs at sharp edges, as in the case of rectangular prisms and other polygonal
geometries, or where separation occurs on curved faces, as in the case of circular cylin-
ders and spheres. In the latter case, the separation location, and thus the drag, may be
significantly influenced by the flow conditions, in particular the Reynolds number [29].
1.3.1 Cylindrical Bodies
Zdravkovich [30, 31] has presented a comprehensive review of the aerodynamics of circular
cylinders. Aspect ratio effects as well as the effects of incidence angle are covered, although
the two are considered together only in the case of long or infinite cylinders (L/D > 20 or
with end plates). Many studies of finite circular cylinders have focused on relatively large
aspect ratios with end plates or a single free end. For example, Schmidt [32] measured fluc-
tuating lift and drag on a circular cylinder with a free end at Reynolds numbers in the range
2 × 105 – 5 × 105 for L/D = 8.1 and computed correlations between fluctuating pressure,
lift, and drag coefficients. Ayoub and Karamcheti [33] investigated the wake structure and
Strouhal frequencies of a circular cylinder with L/D = 12 at Reynolds numbers of 1.8×105
and 7.7×105. In the vicinity of the free end at the lower Reynolds number, the vortex shed-
ding behavior is unstable, and the frequency content exhibited numerous prominent peaks.
At the higher Reynolds number, at which the flow was supercritical, the Strouhal number
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near the free end stabilizes to a value near 0.2, despite the fact that the two-dimensional
vortex street behind the cylinder is no longer present.
In comparison, there has been very little focus on short, finite-length cylinders with two
free ends. One of the earliest experimental studies was undertaken by Wieselsberger [6],
in which the drag coefficient of cylinders in normal flow (the orientation where the curved
surface is normal to the flow) was measured over a broad range of Reynolds numbers. Both
infinite (without free ends) and finite cylinders with L/D = 5 were considered. Wiesels-
berger observed that, in the subcritical and transitional Reynolds number regimes, the drag
of the finite cylinder was significantly less than that of the infinite cylinder. However, this
difference vanished at supercritical Reynolds numbers on the order of 106. Additionally,
the changes between subcritical, transitional, and supercritical flow occurred at similar
Reynolds numbers for the infinite and short cylinders. The magnitude of the change in
drag during these transitions was also comparable.
Zdravkovich et al. [9] performed wind tunnel experiments in the subcritical Reynolds
number regime on finite cylinders (2 ≤ L/D ≤ 10). Their observations were similar to
those of Wieselsberger, in that decreasing the aspect ratio resulted in a decrease in drag.
However, below L/D = 5, further decreases in aspect ratio resulted in little if any additional
drag decrease. Zdravkovich et al. [9] also measured the yaw moment coefficient, observing
considerable variation between trials. The variation was determined to be the result of an
asymmetric pressure distribution which could shift from side to side in an unpredictable
fashion. Additionally, the Strouhal frequency of vortex shedding for L/D < 5 was found
to be in the range 0.15 – 0.27, but the shedding itself was highly irregular and difficult to
assign a single dominant frequency. This behavior was attributed to the highly turbulent
and three-dimensional flow interactions occurring with the short cylinder geometry.
In most applications of three-dimensional bluff body aerodynamics, not only is the drag
in the normal flow configuration important, but also the other force and moment components
in a broad range of orientations. While the literature on small aspect ratio cylinders in
normal flow is sparse, there exists even less information at other orientations. Hoerner [7]
compiled data for cylinders and disks in axial flow (with the flat face normal to the flow,
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instead of the curved face). In this orientation, the drag was found to decrease abruptly as
L/D increased from zero (circular disk) to two, but it then remained approximately constant
as L/D increased further. The abrupt drop in drag may be attributed to a change in shear
layer behavior, as it begins to reattach on the curved face near L/D = 1, increasing the base
pressure coefficient. Normal force coefficients have also been compiled by Hoerner [7] for
circular disks over a range of angle of attack from 0 to 90 degrees. Ramberg [34] employed
smoke visualization to study the wake structures of a yawed finite cylinder with large aspect
ratios (L/D > 20) at low Reynolds numbers in the range of 160 to 1100. Wake patterns and
frequencies were found to be related to the incidence angle, with increasing angle causing
the free-end vortex structure to disappear. Similar data are also extant for subsonic flows
over missiles [22, 23], which are cylindrical in cross section but typically have a rounded
end and aspect ratio greater than five.
A significant number of studies have covered infinite cylinders at an angle of incidence.
For example, Bursnall [35] measured the pressure distribution about a circular cylinder at
yaw angles from 0 to 60 degrees at Reynolds numbers below 5.0 × 105. This and other
more recent experiments are reviewed by Zdravkovich [31]. Many of these investigations
have focused on the validity of the independence principle, or the theory that the flow
in a plane normal to the circular cross-section may be treated independently of the axial
flow component. The theory was presented formally by Sears [36] and is based on the
assumptions that the flow is two-dimensional and laminar. It breaks down at the onset of
separation and in three-dimensional configurations, as in the case of short cylinders with free
ends. Nonetheless, the theory has been proven to be reasonably accurate for real cylinders
in some cases, depending on the aspect ratio and and condition [35, 34].
1.3.2 Prismatic Bodies
Infinite bodies with sharp edges are representative of tall buildings, girders, long bridges,
and other structures. In these applications, the forces, moments, and dynamic response
are very sensitive to the angle of incidence of the incoming freestream flow [2, 37, 38]. For
example, Fig. 2 illustrates the lift coefficient for two-dimensional flow about a rectangular
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Figure 2: Lift curve for a two-dimensional rectangular bluff body with an aspect ratio of
2.0 [2].
bluff body with an aspect ratio of 2.0 as a function of angles of attack [2]. At low angle of
attack, there exists a linear region in which the lift coefficient decreases from zero to Clpeak ,
resembling the linear slope of the lift curve in attached flows over an airfoil, but with a
negative slope. However, the mechanism is completely different, resulting from the rotation
of the pressure forces on the fore and aft faces as the angle of attack changes. At these low
angles of attack, the flow on the bottom and top faces remains fully separated.
When the angle of attack increases beyond seven degrees, a sharp change in lift coeffi-
cient occurs, corresponding to a change in shear layer behavior on the lower face. At this
orientation, the shear layer begins to reattach on the lower face, producing a separation
bubble and a region of attached flow. This angle of attack for reattachment is defined as
αR for this configuration. Further increasing the angle of attack causes the extent of the
separation bubble to shrink and the attached flow region to grow. Since the separation
bubble is characterized by low pressure, and the attached flow region by higher pressure,
the reduction in size of the separation bubble produces a positive contribution to lift. It
also results in significant changes in the pitching moment [12, 39] and, in the case of two-
dimensional aerodynamics, the Strouhal number [2, 39]. As the angle of attack continues to
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Figure 3: Illustration of shear layer behavior for a rectangular bluff body. (1) Fully separated
shear layer, (2) reattaching shear layer, and (3) fully attached flow.
increase, the separation bubble eventually becomes very small, and there exists a range of
angle of attack, beginning at αC , over which the lift coefficient remains roughly constant.
These trends reverse as a separation bubble forms, grows in size, and eventually separates
completely on the adjacent face.
Figure 3 illustrates the general behavior of the shear layer on different faces of a rectan-
gular bluff body during a 90-degree rotation. If the body is not square, the angles αR and
αC vary for the two different faces. This fact is apparent in Fig. 2, as the angle of incidence
for reattachment is 7 degrees on the long face and 20 degrees on the short face.
Because reattachment causes a sudden change in the forces and moments, it is very
important to the stability of bluff bodies in dynamic scenarios and has been the focus of a
number of studies. Norberg [39] performed experimental investigations of two-dimensional
flow around rectangular bluff bodies with aspect ratios ranging from one to five at Reynolds
numbers ranging from 400 to 30,000. The Strouhal number, drag, lift, and moment coef-
ficients were measured as a function of both of the aspect ratio and Reynolds number, as
well as angle of attack from 0 to 90 degrees. Variations in the forces and moments were
consistent with the findings of Matsumoto et al. [2], presented in Fig. 2, in that abrupt
changes in the integrated forces and moments occurred at αR, and a flat region began at αC .
The broad range of aspect ratios evaluated confirmed that the values of these parameters
are closely related to the aspect ratio.
Robertson et al. [10] recorded wall pressures of reattachment on square bluff bodies in
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two-dimensional flow for angles of attack ranging from 0 to 45 degrees. This study identi-
fied the low-pressure separation bubble, pressure recovery, and attached flow region during
reattachment and quantified how the extents of these distinct regions change as the angle of
attack increases. It was also observed that, for the square bluff body, the separation bubble
and recovery pressure distributions collapse onto a single curve when certain normalizations
are applied involving the reattachment distance and maximum pressure coefficient. In addi-
tion, it was found that high freestream turbulence increased the strength of circulatory flow
in the separation bubble, driving the bubble pressure more negative and thus promoting
earlier reattachment. At a very high turbulence intensity of 10.4%, αR was reduced from
14 degrees to 9 degrees for the square bluff body.
Greenwell [12] developed empirical models describing the reattachment behavior of two-
dimensional rectangular bluff bodies, drawing from prior experiments [40, 2, 41, 39, 10]. A
major finding of his work was the development of an empirical equation which indicated
that the reattachment distance for these bluff bodies, when normalized by the dimension
perpendicular to the side on which reattachment occurs, depends on the angle of incidence
but not on the aspect ratio. This finding is significant in bluff body dynamics because it
allows αR, which plays a significant role in stability, to be identified. Greenwell also studied
three-dimensional rectangular bluff bodies (or rectangular prisms), and presented equations
describing changes in the forces and moments when crossflow is present. A comparison of the
reattachment behaviors of the two-dimensional and three-dimensional geometries was made
for a few specific cases, but it was not thoroughly characterized. Greenwell also developed
empirical reconstructions of the attached-flow portion of the pressure distribution that can
be applied to either reattaching or fully attached flow.
1.3.3 Computational State of the Art
Numerical solutions of bluff body flows are challenging primarily due to the need to resolve
separated wakes at Reynolds numbers for practical applications. The direct numerical
simulation (DNS) approach is capable of resolving all turbulence in a flow, but at great
computational cost. For three-dimensional DNS, the required grid spacing to resolve the
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dissipative turbulence scales is proportional to Re9/4 [42, 43, 44], so that it becomes a
prohibitively expensive calculation for high-Reynolds number flows. DNS has been used in
the past to study bluff body flows at relatively low Reynolds numbers. It was used by Wan
et al. [45], for example, to study aerodynamic-dynamic interactions of a freely falling plate
at a maximum Reynolds number of 420. Other bluff-body simulations with DNS include
those of Cai and Liu [46] and Gross et al. [47], but Reynolds numbers greater than a few
thousand are typically avoided because of the prohibitive computational cost.
An alternative approach is to resolve only the largest scales of turbulence, while the
smaller, more isotropic scales are modeled. This approach is known as large-eddy simu-
lation (LES) and significantly reduces the computational expense compared to DNS while
maintaining accuracy for a broad range of flows [48, 44]. However, it is still too costly for
high-Reynolds number flows, primarily because a very fine mesh and temporal resolution
are required in the boundary layer to resolve even the largest scales of turbulence [44].
The grid spacing needed to resolve the large structures in the boundary layer scales with
Re2/5 [49, 44], which is significantly coarser than DNS scales, but still becomes computa-
tionally prohibitive for practical configurations at high Reynolds numbers.
The traditional alternative to turbulence-resolving methods has been the unsteady
Reynolds Averaged Navier Stokes (URANS) approach, in which all turbulence is modeled.
This approach is attractive because it greatly reduces the constraints on grid resolution and
time step size compared to DNS and LES. However, URANS models rely on empirical or
heuristic formulations and statistical parameters from a small subset of test cases, reducing
their generalizability. The models typically perform well in attached boundary layers but
struggle to accurately predict flow separation when adverse pressure gradients are present,
particularly for unsteady flows [50]. This shortcoming is particularly problematic for bluff
body flows, as the extent and character of the separated flow region are very important in
determining the loads.
Lynch [8] demonstrated that the popular two-equation k-ω SST turbulence model [50]
incorrectly predicted the mean drag coefficient (by 47%) and separation location (by 14%)
of a circular cylinder between walls in subcritical flow, while LES and hybrid RANS/LES
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approaches accurately predicted both. Theron et al. [51] applied various RANS turbulence
models to predict the drag, side force, and yaw moment for a three-dimensional rectangular
bluff body. Moderately accurate results were obtained, with maximum errors in the side
force and yaw moment were typically within 20% - 30% of experimental values. Significant
sensitivity to the turbulence model was observed, and, surprisingly, the algebraic model of
Baldwin-Barth outperformed the one- and two-equation models in the study.
In recent years, significant developments have been made in the field of hybrid turbulence
approaches. Instead of strictly applying RANS models or LES throughout the entire flow
field, hybrid approaches blend the two methods. The goal of this blending is normally to
apply the RANS models in attached boundary layers, where they are most accurate and
the grid resolution needed for LES is too high. The hybrid turbulence approach initially
gained widespread use through the work of Spalart et al. [52], who applied a one-equation
turbulence model modified such that the level of eddy viscosity was reduced in regions
of massive flow separation. The approach was termed detached eddy simulation (DES),
signifying its intended application. The original DES model suffered from errors resulting
from a reliance on the local grid size to determine the transition location between RANS
and LES, but a later heuristic modification effectively removed this problem by introducing
a transition function [53]. Other early approaches include the work of Speziale [54], who
developed a method referred to as very-large-eddy simulation (VLES).
Sánchez-Rocha and Menon [44, 55, 56] investigated a technique whereby the RANS and
LES governing equations are explicitly blended. The turbulent kinetic energy was closed via
the Menter k-ω SST model [50] in the near-wall region and a one-equation localized dynamic
subgrid-scale model [48, 57] in the outer flow. The method was termed hybrid RANS-LES,
or HRLES. The sensitivities to various blending functions and additional terms arising
in the mean-flow equations due to the blending process were analyzed. This approach
was implemented in the structured URANS NASA solver OVERFLOW by Liggett and
Smith [58] and the unstructured URANS code FUN3D by Lynch and Smith [8]. In both
cases, the function F2 in the Menter k-ω SST model was employed to blend the RANS and
LES regions, eliminating any explicit dependence on the local grid size in determining the
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transition region.
Several studies have demonstrated that the hybrid turbulence approach is able to signif-
icantly improve predictions of bluff body aerodynamics. Theron et al. [59] performed addi-
tional simulations of the three-dimensional rectangular bluff body with DES and compared
the results with their previous RANS work [51]. In this case, both steady and time-accurate
simulations were carried out. Drag, side force, and yaw moment predictions were improved
with DES, but some variations of the side force and yaw moment with yaw angle were not
captured. Lynch [8] demonstrated that HRLES greatly improved the predictions of the
drag and separation location, relative to URANS models, for a circular cylinder between
two walls in subcritical flow. The flow field structures resolved by HRLES in the wake were
comparable to LES, whereas the wake details were smeared by the URANS models. Similar
conclusions were drawn by Liggett [60, 58] and Sánchez-Rocha and Menon [61] for airfoils
undergoing static and dynamic stall. The computational cost of HRLES is comparable to
URANS, because the same grids may be applied in many cases, provided the wake resolu-
tion is appropriate to capture the large turbulence scales. In fact, Liggett and Smith [58]
observed that dynamic stall simulations were actually less expensive with HRLES than
URANS because temporal convergence was accelerated.
1.4 Dynamic Models for Bluff Bodies
Many dynamic models for bluff bodies have employed greatly simplified aerodynamics.
Sampath [37] investigated the dynamics of helicopters with rectangular prism tethered loads.
Static wind tunnel data for scaled 8’×8’×20’ and 8’×8’×40’ rectangular prisms were applied
to model the load behavior in a linear stability analysis of the helicopter-load system.
No unsteady aerodynamic effects were considered. This simplified linear model failed to
accurately predict the stability boundaries, and it was concluded that this type of analysis
should only be applied to identify important system parameters. Wind tunnel experiments
were also performed to investigate flow behaviors, including separation and reattachment,
and to provide a description of the unsteady and nonlinear aerodynamic effects present.
One major finding was that unsteady and nonlinear aerodynamic phenomena result in
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hysteresis in the yaw moment, rendering the quasi-steady linear assumptions unable to
accurately evaluate stability. A mathematical model of the nonlinear yaw moment behavior
was developed and shown to qualitatively agree with the experimental data.
A majority of the other early dynamic models for tethered loads paid relatively little
attention to the aerodynamics. For example, Cicolani and Kanning [62] developed equations
of motion for simulation of tethered load systems, demonstrating how to model complex
systems with varying tether configurations and multiple rotorcraft transporting a single
load. However, they did not address how to compute the aerodynamic forces and moments
that act as forcing functions to the dynamic equations. A similar development has been
presented more recently by Bisgaard et al. [63]. In this effort, equations of motion were
derived for helicopter-load systems in which the cables, which may be elastic or inelastic, are
modeled as constraint forces acting on the two bodies. The aerodynamics were basic, with
an assumption that the load is spherical and with only the effects of steady drag considered.
A contribution to the state of the art from this work is an approach to incorporate rotor
downwash within this framework. A similar aerodynamic approach, considering only quasi-
steady drag, was also applied by Guglieri and Marguerettaz [64], who studied the differences
between modeling the load as a simple pendulum or six-degree-of-freedom body.
While these simplified aerodynamic models may be sufficient for very heavy and rela-
tively small loads at low speeds, they are not accurate for large prismatic loads like those
studied by Sampath [37] or the one depicted in Fig. 1. Sridharan et al. [38] considered
aerodynamic nonlinearities in one- and three-degree-of-freedom simulations of helicopters
with rectangular tethered loads. Quasi-steady aerodynamic forces were represented as a
power series of incidence angle, while unsteady forces were modeled as a sinusoid with a
magnitude and phase depending on the geometry and flow speed. Unsteady vortex shed-
ding was neglected. To explore the influences of nonlinearities, the power-series coefficients
were modified manually, and changes in dynamics were observed. The study demonstrated
that aerodynamic nonlinearities result in hysteresis in the oscillation amplitude for increas-
ing and decreasing flight speeds. Additionally, rapid changes in oscillation amplitude were
observed for small perturbations in flight speed.
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Cicolani and da Silva [1] developed an unsteady aerodynamic model for the CONEX
rectangular bluff body. Their aerodynamic model was derived by system identification of
the aerodynamics in the frequency domain. The goal was to model the unsteady effects
which were hypothesized to impact the dynamic stability of the tethered load. In this work,
unsteady two-dimensional RANS simulations of the bluff body undergoing frequency sweeps
were performed. The time histories were transformed to the frequency domain using Fourier
transforms, and a linear transfer function was constructed to permit transformation back
to the time domain for dynamic simulation. The unsteady aerodynamics were limited to
two-dimensional analysis of the yaw moment only. The linearized, two-dimensional model
neglected higher-order harmonics but demonstrated promise in predicting the qualitatively
correct dynamic yaw behavior. In particular, the unsteady aerodynamics introduced a time
lag which was determined to be responsible for the observed spinning behavior in flight
tests.
Further development of the model of Cicolani and da Silva was performed by Cone [65].
The same baseline approach was applied, but in here the quasi-steady yaw moment was in-
terpolated from wind tunnel data, and the frequency-domain decomposition utilized flight
test data instead of two-dimensional computational fluid dynamics (CFD) results. Different
yaw moment transfer functions were constructed for each flight speed, and favorable corre-
lation in yaw dynamics between the flight test data and dynamic simulations was obtained
for some flight speeds. A major shortcoming noted in the system identification approach is
that a new transfer function was required at each flight speed and configuration, prevent-
ing generalizability to different flight speeds, aspect ratios, Mach numbers, and Reynolds
numbers.
The effect of wind tunnel walls on the dynamic response of a tethered load was examined
by Sharma et al. [66, 67]. A two-dimensional potential flow source-image method was applied
to compute the pressure on each side of the load under the influence of walls. The dynamic
model for the tethered load was simplified to a rigid-pendulum representation, and a single
point source, rather than a line source, was used to represent each wall. This study implied
that wind tunnel walls can influence the dynamics of tethered loads, but it did not consider
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unsteady aerodynamics such as vortex shedding and wake dynamics. The model employed
greatly reduced degrees of freedom, rendering it as essentially a conceptual model of the
wall effect only.
In a first-principles approach, Prosser and Smith [68] simulated the dynamics of a teth-
ered load in a wind tunnel with aerodynamics evaluated at each time step via high-fidelity
HRLES computations. This approach was the most complete to date, relying on a min-
imum number of simplifications or assumptions in either the dynamics or aerodynamics.
The kinematic representation included all six degrees of freedom, with the cables modeled
as linear spring and damper elements. Unsteady aerodynamics were included implicitly in
the HRLES simulation. Though this approach demonstrated promise in terms of accuracy
and generalizability, its cost makes it unsuitable for assessments of stability, sensitivity, and
certification.
When airfoils undergo stall, they behave as bluff bodies with separated flow and large,
unsteady wakes. Much research has been devoted to dynamic stall, in which an airfoil, wing,
or rotor blade undergoing unsteady motion briefly exceeds the static stall angle. When dy-
namic stall occurs, a vortex quickly grows and convects over the upper surface of the airfoil,
resulting in large, rapidly-varying fluctuations in lift and pitching moment. The unsteady
aerodynamics are characterized by phase lag and force attenuation [69]. McAlister [69]
proposed a dynamic filter to model the unsteady aerodynamics. The model was formulated
as a second-order time-domain ordinary differential equation, facilitating the presence of
attenuation and phase lags. Six parameters, which were tuned via a system identification
approach, were contained within the model. The model was successful in qualitatively pre-
dicting the dynamic lift overshoot and hysteresis effects in dynamic stall, though the results
were quantitatively inaccurate.
Peters [70] and Rudy [71] employed models similar to McAlister’s dynamic stall model
but added several improvements resulting in better numerical stability and physical ac-
curacy. This model has undergone numerous extensions and improvements, and it has
recently been applied by Ahaus and Peters [72, 73] in a unified unsteady aerodynamic the-
ory (UAT) for dynamic stall prediction of single, multi-element, and deforming airfoils.
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Though originally designed for thin airfoils in incompressible flow, the current model in-
cludes corrections for thickness and compressibility. It has been validated for attached flow
cases by comparison with the classical theory of Theodorsen [74], experimental data, and
high-fidelity numerical simulations for a variety of configurations and conditions. A ma-
jor key in the success of this model is that it incorporates a physics-based representation
unsteady aerodynamic phenomena important to the dynamic stall application.
1.5 Thesis Objectives
Accurate prediction of bluff body dynamics, particularly in applications such as tethered
loads in which the aspect ratios are less than 5, suffers from a lack of understanding of the
physical behavior of the bluff body aerodynamics. While two-dimensional bluff body aero-
dynamics are relatively well understood, much less information is available for small aspect
ratio, three-dimensional bodies over a wide range of orientations and Reynolds numbers.
Furthermore, though empirical models of shear layer behavior and pressure distributions
have been developed for two-dimensional rectangular bluff bodies, it is currently not clear
whether these models are extensible to three dimensions or other canonical bluff body
shapes.
In recent years, available computational power and algorithm development have pro-
gressed to the point that computational fluid dynamics (CFD) approaches may be practi-
cally applied to high Reynolds number turbulent flows around bluff bodies. This approach
promotes phenomenological understanding of the aerodynamic behavior of these configu-
rations through the rich, complete flow field information that is available. Therefore, this
computational approach, known as “numerical experimentation,” may be applied to close
the gap in the state of bluff body research. This thesis seeks to advance the state of the art
in three-dimensional bluff body aerodynamics by:
• Applying high-fidelity numerical experiments to study canonical three-dimensional
bluff body geometries in the range of flow conditions relevant to dynamic applications
in aerospace, mechanical, and civil engineering. Canonical geometries are defined as
basic geometries that are representative of a broad range of realistic configurations,
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but simple enough that the basic behavior may be deduced.
• Developing equations to describe the aerodynamic behavior of these bluff bodies and
relating them to the integrated forces and moments for performance predictions.
Through these advancements, this thesis also intends to advance the state of the art in
dynamic modeling of bluff bodies by:
• Developing a physics-based reduced-order dynamic model for three dimensional bluff
bodies. The physics-based approach is necessary so that accurate predictions can be
made for new bluff bodies and configurations, and the model must also be generalizable
to new configurations.
• Validating the reduced-order model with wind tunnel, flight test, and high-fidelity
computational fluid dynamics data.
This thesis seeks to answer the following questions pertaining to the methodology em-
ployed and the models developed:
• Validation: Though the HRLES methodology has been successfully applied to bluff
body flows, is it accurate for highly three-dimensional flows over the range of condi-
tions relative to aerodynamic-dynamic interactions of bluff bodies? Can the reduced-
order model accurately predict the coupled aerodynamics and dynamics of these bluff
bodies?
• Sensitivity: To what degree is the HRLES methodology sensitive to computational
uncertainties (e.g., grid refinement and time step size) for bluff body flows with highly
separated wakes? Do minor geometric deviations of the bluff bodies from the canonical
shapes result in significant changes in flow field behavior or integrated forces and
moments?
• Modeling assumptions: Can unsteady aerodynamic effects for three-dimensional
bluff bodies be modeled empirically similar to the successful dynamic stall models?
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Are these unsteady aerodynamic effects important to bluff body dynamics, or can
they safely be neglected for engineering evaluation?
• Applicability: Under what conditions, and for what geometry types, are the empir-
ical models of shear layer behavior valid? Can the reduced-order model be applied
to diverse and complex configurations, and is it suitable for tethered load stability
analysis?






FUN3D is an unstructured CFD solver developed by NASA [75]. FUN3D is capable of
solving the RANS equations in fully compressible or incompressible formulations on mixed-
element unstructured grids. The incompressible formulation is implemented via Chorin’s
method of artificial compressibility [76], which replaces density in the continuity equation
with pressure multiplied by an artificial compressibility term. Though low Mach number
flows can also be handled within the compressible path by applying a preconditioner to im-
prove convergence, the method of artificial compressibility is preferred because it eliminates
the need to solve the energy equation, thus reducing computational cost. FUN3D employs
a second-order accurate spatial discretization in space and a temporal discretization that
is between second- and third-order [77], which is important for resolving large eddies in
the wakes of bluff bodies. While a number of flux reconstructions are available, typically
(and throughout this thesis) inviscid fluxes are resolved using Roe’s approximate Riemann
solver, and flow gradients for viscous fluxes are computed via least squares.
Though unstructured grid topologies are already able to handle a wide range of complex
geometries, further flexibility is afforded by the overset grid approach. FUN3D supports
overset grid simulations through the SUGGAR++ [78] (Structured, Unstructured, and Gen-
eralized Grid AssembleR) and DiRTlib [79] (Donor Receptor Transaction Library) libraries.
SUGGAR++ determines blanked cells, donors, recipients, and orphans at overset bound-
aries, while DiRTlib interpolates data to and from overset grids. In addition to simplifying
the grid generation process, the overset grid approach is also important for dynamic simula-
tions, as the near-body grid is able to move while the background grid remains static. It is
also beneficial for static simulations of internal flows when the body of interest must change
orientations multiple times, because it allows the same grids to be reused without the need
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to re-generate them in new orientations to accomodate new flow physics. An example of
this situation is a simulation of a bluff body in a wind tunnel, where forces and moments
are to be computed in static configurations over a range of yaw angles.
RANS solutions using statistical closures are known to be inadequate for flows around
airfoils at high angles of attack and other bluff bodies [11, 80]. To mitigate this issue,
FUN3D includes a hybrid turbulence approach, in which the k-ω SST two-equation near-
wall RANS model is blended with LES in the wake where the larges scales may be resolved
by the grid [81, 8, 61]. This approach has been demonstrated to accurately predict bluff
body flows in a wide range of applications, including flows over flat plates [55], airfoils at
high angles of attack, reverse flow, and dynamic stall [61, 60, 58, 80], and cylinders between
walls [8].
One issue when finite volume methods are used to resolve the Navier-Stokes equations
is that high grid resolution is typically required to prevent wake features from dissipating
prematurely [82]. This problem impacts the wakes of rotating systems such as rotors and
wind turbines as well as bluff bodies. In order to address the issue of wake dissipation,
an adaptive grid refinement method is available in FUN3D. This feature-based refinement
approach has recently been extended to allow near-body adaptation in overset simulations
by Shenoy [83, 84, 85]. The adaptation approach is similar to the one used in the Helios
framework [86, 87], but it operates on tetrahedral elements and acts on both the near-body
and background grids. Feature-based adaptation attempts to refine the grid selectively in
regions where it is needed, and also to remove grid vertices, based on the features of the
solution computed on a baseline grid system. A flow field metric – for example, pressure,
density, or vorticity magnitude – is sampled to determine where refinement or coarsening is
needed. After grid adaptation, the solution is interpolated onto the new grid. This approach
has been successful in accurately resolving flow fields with rotor-fuselage interactions [84],
complex bluff body flow fields behind rotor hub systems [88], and improving the preservation
of wind turbine wakes [82].
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2.2 FUN3D/6-DoF Coupling
The six-degree-of-freedom (6-DoF) motion of a rigid body may be described completely
using a system of first-order ordinary differential equations. It is most convenient to write
the equations in the frame of the moving body so that the rotational inertia tensor is
invariant with orientation. The orientation of the moving body may be described using
four parameters known as quaternions without introducing singularities in the equations
of motion [89]. This formulation leads to the following system of thirteen equations to be
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Ẋ = VX Ẏ = VY Ż = VZ ,
where the force and moment components are resolved in the body frame. Forces and
moments for bluff body dynamics arise primarily from gravity, aerodynamics, and external
constraints including tether systems. FUN3D has been linked to a library for integrating Eq.
1 developed by the University of Alabama at Birmingham and Mississippi State University
under the DOD PET program [91]. The library requires forces and moments computed by
FUN3D to be applied at each time step. By default, fourth-order Runge-Kutta integration
is applied to Eq. 1 to update the dynamic state for the next time step. This information
is then returned to FUN3D, which moves the overset grids and sets nodal velocities as
required, then re-computes the forces and moments, and the process is repeated.
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2.2.1 Evaluation of Integration Schemes
The default integration scheme in the 6-DoF library is the fourth-order Runge-Kutta (RK4)
explicit scheme. This scheme solves systems of nonlinear first-order differential equations of
the form ẋ = f (t,x); Eq. 1 falls into this category. In the RK4 scheme, the state variables
are not immediately updated from time level tn to tn+1. Instead, they are updated in
four substeps. However, this process is not readily amenable to coupling with FUN3D in
a simple manner, because it requires the flow solution and grid mechanics to be computed
at each of these substeps. Since the time step size to resolve the aerodynamic features is
already quite small, this additional work represents a significant computational expense.
The default implementation of 6-DoF coupling in FUN3D does not re-compute the flow
solution and grid mechanics at each substep, but rather leaves Fx, Fy, Fz, Mx, My, and Mz
constant from tn to tn+1, introducing error in the integration.
As an alternative to RK4, the Adams-Bashforth fifth-order integration scheme (AB5) has
been added to the 6-DoF library. This scheme does not require substeps, but instead uses
information about previous states to achieve high-order accuracy [92]. Adams-Bashforth ac-
tually represents a family of schemes with varying order of accuracy. The Adams-Bashforth
update equation is
xn+1 = xn + ∆t
s−1∑
j=0
αs,jf (tn−j ,xn−j) . (2)
The coefficients α for a given order of accuracy s may be determined via a Taylor
series expansion of x and f (t,x) in such a way that all terms above order s cancel [93].
The coefficients up to s = 5 are provided in Table 1 [92]. Equation 2 indicates that the
AB5 scheme requires storage of f for thirteen states at five previous time steps in order to
advance the solution from tn to tn+1. For a single rigid body and double precision variables,
this represents a memory requirement of 520 bytes, which is one of the disadvantages of
AB5 relative to RK4. However, this cost is negligible when a Navier-Stokes-based solver
is used to compute the aerodynamics. Even if a reduced-order model is used to compute
the aerodynamics, this memory requirement is still inconsequential on a modern desktop
computer, provided only a small finite number of rigid bodies are being simulated.
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Table 1: Coefficients for the Adams-Bashforth schemes.
s α0 α1 α2 α3 α4
1 1 — — — —
2 3/2 −1/2 — — —
3 23/12 −4/3 5/12 — —
4 55/24 −59/24 37/24 −3/8 —
5 1901/720 −1387/360 109/30 −637/360 251/720
To evaluate both the RK4 and AB5 integration schemes and evaluate the errors associ-
ated with neglecting the force and moment updates during the substeps in RK4, a simple
spring-mass system without aerodynamics was evaluated. The mass in this test case was
40 kg, the spring constant was 1 kN/m, and gravity was not included. For both integration
schemes, the time step size ∆t was varied from 10−2 to 10−4 seconds to quantify the numer-
ical error and sensitivity to time step size. In each case, the simulation was initialized with
the mass at rest with the spring initially stretched by 1 meter. For an unforced spring-mass
system with known initial conditions, the exact response is given by
x = C1 cos (ωnt) + C2 sin (ωnt) , (3)




, and C1 and C2 are constants that
depend on the initial state of the system. To satisfy the initial conditions, x(0) = 1 and
ẋ(0) = 0, in this case, C1 = 1 and C2 = 0.. Therefore, the system response is given by
x = cos (ωnt) . (4)
In assessing the accuracy of the numerical schemes, a curve fit of the form
x = eσt cos (ωnt) (5)
was applied to the numerical results. The term eσt models the growth or decay of the
numerical solution. Since there is no physical damping in the problem, a non-zero value
of σ results from numerical error; furthermore, a positive value of σ indicates that the
numerical error is destabilizing, whereas a negative value indicates that it is stabilizing.
Figure 4(a) and (b) present the time histories for the RK4 and AB5 schemes with
different time step sizes. The numerical error in both schemes is destabilizing, as σ is
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(a) RK4 without force updates at substeps (b) AB5 scheme
(c) Growth rates for RK4 and AB5
Figure 4: Numerical solution for a spring-mass system with different integration schemes
and time step sizes.
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always positive. This error is very noticeable in the time history for RK4 with ∆t = 10−2
seconds, which corresponds to approximately 126 steps per cycle. It is also noticeable for
∆t = 10−3 seconds, though the error has reduced by an order of magnitude. The error
drops by one more order of magnitude for ∆t = 10−4 seconds. While σ is non-zero for the
AB5 scheme, it is approximately two orders of magnitude less than the RK4 scheme for a
given time step size, which is indicated in Fig. 4(c). Additionally, there is no significant
visual variation in the time histories for AB5 as observed for RK4. Therefore, the AB5
scheme is successful in accurately simulating this spring-mass system without the need for
substeps between consecutive time levels.
It should be noted that the RK4 scheme evaluated in this section is not the true Runge-
Kutta 4th-order scheme, as the forces and moments are not updated during the substeps.
Therefore, the results presented here are intended only to assess the amount of error involved
in this type of implementation. It is expected that updating the forces and moments
properly during each of the substeps would reduce the error of the RK4 scheme substantially.
However, that process would significantly increase the computational cost of the coupled
simulation, as the number of flow solver executions would increase by a factor of four.
Therefore, AB5 represents an accurate scheme for integrating Eq. 1 without incurring this
large additional cost and is used throughout the rest of this thesis.
2.3 GTABB
The Georgia Tech Aerodynamic model for Bluff Bodies (GTABB) is a reduced-order sim-
ulation model developed in MATLAB. The program design is modular so that different
routines for computing the aerodynamics and cable dynamics can be easily replaced as the
need arises. The algorithm flowchart is depicted in Fig. 5. The time-stepping approach
is applied, in a manner nearly identical to the FUN3D/6-DoF coupling procedure, except
that the aerodynamics model is reduced order and no grid mechanics are required. GTABB
starts with a set of initial conditions for each of the state variables in Eq. 1. Forces and mo-
ments due to gravity, cables, and aerodynamics are computed by separate modules and then
provided to the 6-DoF integrator which solves Eq. 1. As in the FUN3D/6-DoF coupling
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Figure 5: GTABB flowchart.
methodology, the AB5 scheme is applied to solve the rigid body equations of motion.
GTABB has a number of purposes. The most important is to develop and evaluate a
physics-based reduced-order aerodynamics model for bluff bodies. The development of this
model is described in detail in Chapter 5. Because of the high computational cost of the
high-fidelity FUN3D/6-DoF methodology, reduced-order aerodynamic modeling serves an
important role in pilot training and stability analysis. GTABB also serves as a testbed
for different cable models and provides a rapid means to assess sensitivity to unknown
parameters, such as friction in the tether mounting apparatus.
2.4 Cable Modeling
Models have been developed for simulating the constraint forces and moments due to cables
on a tethered bluff body. The methodologies can handle both parallel and serial configu-
rations. The cable modeling approach described in this section is developed in a way that
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Figure 6: Model of a tethered load suspended by four cables in parallel.
allows modular implementation in either FUN3D/6-DoF coupling or GTABB, which means
that the tether system communicates with the other systems (bluff body and helicopter)
through forces and moments at the interface. As a result, the cable dynamics can be com-
puted independently of the bluff body dynamics; the cables do not add any additional states
to Eq. 1.
2.4.1 Parallel Cables
In the parallel cable approach, each cable is modeled as a linear spring and damper acting
in the direction of the vector from the attachment point on the bluff body to the attachment
point on the helicopter or top of the wind tunnel. A similar approach has also been taken
by Tyson et al. [94] and Sampath [37]. This model allows a bluff body to be suspended
by any number of cables in a parallel arrangement. For example, consider Fig. 6, which
illustrates a box-like tethered load suspended by four cables. The tension of a cable i acts








 ksi (di − li)− ciVri , di ≥ li0 di < li , (7)
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di represents the distance between the two cable end points, li is the unstretched length of
the cable, and Vri is the velocity of the attachment point on the bluff body in the direction
eri . Note that this model allows cables to go slack, which can occur when severe dynamic
instability is encountered. The spring and damping constants can either be determined by
measurement or by a tuning technique. For example, the spring constant can be set to
produce a maximum desired stretching for some condition (e.g., in a swinging pendulum
motion), and the damping constant may then be set to a value that provides adequate
dynamic stability for the cable. Sampath [37] has indicated that the damping coefficient in
a similar cable model did not significantly impact the dynamics of the complete bluff body
system, as long as it was set to a value appropriate for damping oscillations created by the
spring force.





Tircgi × eri . (8)
2.4.2 Serial Cables
Many tether systems are more complex than the parallel arrangement illustrated in Fig. 6.
Often, cables are connected in serial or combined serial-parallel systems, sometimes with
rigid frames included, as in the setups depicted in Fig. 7. Additionally, in systems where
cable curvature is important, multiple links in a serial configuration can be employed as a
discretized representation of the full cable.
Here, the links of the cable are considered to be elastic and are modeled as linear spring-
damper elements, which is consistent with the parallel cable modeling approach presented
in the previous section. Others, including Hembree and Slegers [95] and Bisgaard et al. [63],
have formulated dynamic equations for cables with rigid links. Figure 8 presents a diagram
of a cable with seven links in a serial configuration. The mass of the cable may be divided
among the eight nodes (uniformly or not, as appropriate) such that each node i is assigned
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Figure 7: Tether systems requiring serial cables.
Figure 8: Serial cable element free-body diagram.
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mass mi. The equation of motion for node i, resulting from the free-body diagram, is
miẍi = Fi−1 + Fi + Fgi , (9)
where xi is the position of node i and Fgi is the force on node i due to gravity. Modeling
the adjacent links as linear spring-damper elements, Eq. 9 may be expanded in terms of
xi−1, xi, and xi+1 as
miẍi = ksi−1(xi−1 − xi)− ci−1
[
(ẋi − ẋi−1) · eri→i−1
]
eri→i−1 (10)
+ ksi(xi+1 − xi)− ci
[
(ẋi − ẋi+1) · eri→i+1
]
eri→i+1 + Fg.
Equation 10 must be written for each interior node, yielding a coupled system of second-
order ordinary differential equations. The positions and velocities of the terminal nodes are
known as they are connected to the bluff body or helicopter. The system of equations
may be transformed into state-space form and integrated numerically using an appropriate
scheme, such as Adams-Bashforth or Runge-Kutta. Strictly speaking, the direction vectors
er should be written implicitly in terms of x. However, since these vectors are contained
within damping terms that serve to remove vibrational energy from the system, it is usually
acceptable to compute them in an explicit sense based on the current node positions. This
treatment avoids significant nonlinearities in Eq. 10 that would be introduced by an implicit
approach. The tension force exerted by the cable on the bluff body is
Fconstraint = ksN−1(xN−1 − xN )− cN−1
[




where N is the number of nodes. The moment is evaluated by
Mconstraint = Trcg × erN→N−1 . (12)
Though Eq. 10 has been written for a single cable with links in a serial configuration,
the same approach can be applied to more complex systems. For example, the equations of
motion for a system with multiple branches involve one or more additional forces applied
to the node at the branch location. Tether systems with rigid elements can also be handled
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by this methodology. Consider two distinct cables like the one in Fig. 8 joined together by
a rigid bar of length lb and negligible mass at the fifth node. As each cable in this example
has 8 nodes, the nodes of cable 1 are numbered 1–8 and the nodes of cable 2 numbered 9–16,
and the bar joins nodes 5 and 13 in this system. The bar exerts a force of magnitude Fb on
both of these nodes, in opposite directions, so that the geometric constraint ||x5−x13|| = lb
is satisfied. The free-body equations for these two nodes are
m5ẍ5 = F4 + F6 + Fg5 +
Fb
lb
(x13 − x5) (13)




The presence of the bar adds one additional unknown, Fb, and an additional equation,
||x5 − x13|| = lb, which must be included in the system to ensure it is closed. The bar
also introduces nonlinearity into the system of equations, because Fb is multiplied by the
states x5 and x13 in Eq. 13 and also because the geometric constraint equation is nonlinear.
Therefore, a numerical solution is required when a rigid bar is present. If the mass of the bar
is significant, an alternative treatment must be employed in which the rigid body equations
of motion for the bar are included in the system. Finally, if the mass of the tether system
is small relative to the bluff body mass, the term miẍi in Eqs. 10 and 13 vanishes, and the
dynamic equations reduce to equilibrium equations at each time step.
Regardless of the complexity of the tether system and the modeling assumptions em-
ployed, the forces and moments on the bluff body are still evaluated via Eqs. 11 and 12.
If there are multiple cables or a branching cable attached to the bluff body, the total is
computed by summing the contributions from each attachment point.
Though this section presents a general framework for modeling cables, some simplifying
assumptions are applied with respect to the rotorcraft tethered loads problem, which is the
main application of this thesis. In this application, the tethered load itself is typically heavy
relative to the cables, and the cables are fairly short. As a result, the suspension system
geometry changes very little during operations, provided that it is attached to the helicopter
with a gimbal system that prevents cable wind-up [11, 17, 37]. In these configurations, cable
stretching degrees of freedom contribute only small-amplitude, high-frequency oscillations
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which are not important to the dynamic response of the tethered load [16, 17]. Therefore, it
is sufficient to model the cables as massless spring-damper elements, with properties tuned
to ensure that only minimal stretching and oscillations occur during the simulation. Cable
aerodynamics are also neglected. This simplification is justified by the fact that the cables
are of small diameter and in high tension, so aerodynamic forces do not appreciably alter
their shape. Additionally, the cables are normally attached to the top of the tethered load.
Though they may, therefore, have a small influence on the aerodynamics on the top face of
the load, they do not alter the separation and reattachment behaviors on the sides, which
are most important to the dynamic response of the load.
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CHAPTER III
THREE-DIMENSIONAL BLUFF BODY AERODYNAMICS
3.1 Configurations
Several bluff body configurations have been selected for investigation. All are of small aspect
ratio on the order of one to two, so three-dimensional aerodynamics are highly important.
The configurations represent canonical configurations, meaning that basic geometries (i.e.,
rectangular prisms and circular cylinders) are modeled. Secondary geometric features such
as surface imperfections and wind tunnel mounting hardware are not modeled except for the
purpose of assessing sensitivities. This approach is important, because it ensures that the
results are representative of fundamental aerodynamic behaviors that are also applicable to
more complex shapes. These canonical geometries are also common in many applications,
so the findings are broadly pertinent beyond the main applications of this thesis.
The specific configurations investigated are rectangular prisms and circular cylinders.
These have been selected due to their importance to helicopter tethered loads as well as
their prevalence in other applications. Figure 9 depicts two of the computational models
evaluated and the full-scale tethered loads they represent. Figure 9(b) is a 6×6×8 ft CONEX
container. Prior evaluations [4, 16] have indicated that the corrugations and skids do not
play a major role in the integrated forces and moments or dynamic instabilities of this load.
Short finite cylinders with aspect ratios (L/D) of 1.0 and 2.0 were also evaluated. These
cylinders are also representative of common tethered loads; for instance, engine canisters
(as depicted in Fig. 9(d)) and oil drums.
Table 2: Rectangular prism dimensions and flow conditions.
L (m) W (m) H (m) Re Re ref. (m) β (◦)
0.232 0.165 0.176 2.12 × 105 0.1985 0, 2, 5, 10, 25, 40, 65, 75, 80, 85, 90
The dimensions and flow conditions examined are listed in Tables 2 and 3. The Mach
numbers are not listed here, but since they are very low (below 0.1), the incompressible
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(a) Prism model (b) CONEX container
(c) L/D = 2 cylinder (d) Enginer canister
Figure 9: Bluff body types modeled and the full-scale sling loads they represent [3].
Table 3: Cylinder dimensions and flow conditions.
L (m) D (m) Re Re ref. (m) β (◦)
0.2191 0.2191 0.96 × 105 0.2191 0, 2.5, 5, 10, 20, 30, 45, 60, 70, 80, 90
0.2191 0.2191 1.00 × 106 0.2191 0, 10, 30, 70, 90
0.4382 0.2191 1.56 × 105 0.2191 0, 2.5, 5, 10, 20, 30, 45, 60, 70, 80, 90
0.4382 0.2191 0.96 × 105 0.2191 0, 30, 80, 90
0.4382 0.2191 1.00 × 106 0.2191 0, 10, 30, 70, 90
solver path was employed in FUN3D. Only a single Reynolds number was considered for
the rectangular prism, which was selected to compare with available wind tunnel test data.
It is expected that the rectangular prism should be fairly insensitive to Reynolds number, as
noted by other investigators [16, 13, 17], because the separation points are fixed at the sharp
leading edges. Conversely, the cylinder may be more sensitive to Reynolds number when
separation occurs on its curved face. Therefore, the flow around the cylinders was examined
over a broad range of Reynolds numbers ranging from values typical of a low-speed wind
tunnel to full scale.
In each case, the yaw angle was varied in the range 0 to 90◦, but symmetry considerations
can be applied to complete the range of yaw angles from -180◦ to 180◦. The angle of attack
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(a) Rectangular prism (b) Circular cylinder
Figure 10: Convention for the angles α and β.
was held constant at 0◦. The conventions used for these angles are presented in Fig. 10. In
the case of the prism, a yaw angle of 0◦ corresponds to the broad side facing into the flow,
while for the circular cylinders it corresponds to the curved side facing into the flow. This
orientation for the cylinder is also referred to as “normal flow,” whereas a yaw angle of 90◦
is referenced as “axial flow.”
3.2 Computational Grids
Grids have been created for the bluff body geometries using best practices established
for similar configurations with the HRLES turbulence closure [8, 88, 80]. The grids are
unstructured and overset, with hexahedral boundary layer cells aligned with the wall-normal
direction. At least 35 cells are present in this normal growth layer, with y+ less than 1.0. It
has been demonstrated that this boundary layer spacing is important to capture separation
and reattachment on surfaces at high angles of incidence [58, 8, 80]. Outside the boundary
layer region, grid cells are tetrahedral. As the results are compared with wind tunnel
data, the near-body grids are superimposed on a background grid representing the wind
tunnel test section. The tunnel walls extend approximately 10.5 times the cylinder diameter
upstream and downstream, and sensitivity studies indicate that the tunnel blockage is
minimal (see Section 7.1.5). The wind tunnel mounting hardware is not included in the
grids, except for the purpose of evaluating sensitivites, to avoid interactions that would not
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be present for true canonical geometries.
Appropriate grid resolution has been determined by grid convergence studies (see Section
7.1.1), validation of integrated quantities (see Section 3.3), and established best practices.
In the case of the rectangular prism, results accurate to within experimental uncertainty
bounds have been verified with 3.5 million total nodes. For the cylinder, experimental data
are not available over most of the range of yaw angles investigated, so a grid sensitivity
study has been relied on to determine the required number of nodes. The final cylinder
grids have 6.5 – 8 million nodes, with the higher count pertaining to the higher aspect
ratio cylinder. The higher grid resolution required for the cylinders is attributed to the
fact that the separation location on the curved face is sensitive to the grid resolution,
whereas the rectangular prism has fixed separation points. The number of nodes in the finite
cylinder grids is also greater than, but of the same order of magnitude as, previous validated
computations for a cylinder between walls at a Reynolds number based on diameter of
3900 [8].
Three side views of the grids are presented in Fig. 11. Figure 11(a) illustrates the grid
for the cylinder with an aspect ratio of 1.0 from a perspective that includes the top and
bottom walls of the wind tunnel. In addition to the fact that the near-body grid has fine
resolution, the background grid resolution is also increased in the vicinity of the cylinder
and its wake to prevent orphans (nodes lacking an adequate interpolation stencil at overset
grid boundaries) and to ensure that wake turbulence is accurately captured. Figure 11(b)
depicts the same configuration, but from a closer perspective so that the normal growth
region is visible. Figure 11(c) is a side view of the rectangular prism, which is coarser than
the cylinder near-body grid. Similar grid resolution and characteristics are present in the
top and front views, which are not shown.
3.3 Forces and Moments
Static force and moment coefficients have been compiled for the rectangular prism and cir-
cular cylinders for the configurations and flow conditions listed in Tables 2 and 3. These
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(a) Cylinder and wind tunnel grids (b) Cylinder near-body grid (c) Prism near-body grid
Figure 11: Side views of bluff body overset grids.
are compared with wind tunnel experiments performed at the Georgia Institute of Tech-
nology [5] and external data [4, 6, 7], where available. The reference area used for non-
dimensionalizing the forces and moments is, for the rectangular prism, 0.5H(L + W ),
the average area of the two vertical faces. Similarly, the reference length for moments
is 0.5(L + W ), and the moments are computed about the geometric center of the prism.
The cylinder force and moment coefficients are typically presented with LD as the reference
area and D as the reference length for moments, which are also taken about the geometric
center. The choice of the planform area (LD) as the reference for the short cylinders, as
opposed to the circular face area
π
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D2, has been made so that force coefficients in the nor-
mal flow orientation may be compared directly with two-dimensional results, as in various
experimental studies [7, 6, 9].
Grids have been refined to a level that ensures the essential behaviors are captured
correctly and that accurate integrated loads are predicted, as demonstrated in Section 7.1.1.
As the simulations are time-accurate and the integrated loads unsteady, the simulations are
continued long enough for several full shedding cycles to complete to allow the statistical
mean values to be reliably computed. Due to the unsteadiness, the computed results are
typically presented by the mean value with the minimum and maximum values plotted as
dashed lines (they are not uncertainties, but rather an indication of the influence of the
vortex shedding fluctuations). The time step size and number of pseudo time steps are
selected so that the residuals converge by several orders of magnitude, which is described
37
in detail in Section 7.1.2.
Figure 12 depicts the drag, side force, and yaw moment coefficients for the rectangular
prism. The agreement between these quantities and both sets of experimental data is
quite good, as the computed mean values are typically within 7% of at least one of the
experimental data sets. There is some variation between the two sets of wind tunnel data,
but in general at least one of the two experimental data sets lies within the bounds of
unsteadiness of the computations. It should be noted that the experimental data by Rosen
et al. [4] was taken at a lower Reynolds number (Re = 1.5×105 as opposed to 2.1×105), but
these relatively minor variations in Reynolds number are not expected to have a significant
effect on the integrated loads for bodies with sharp-edge separation [16, 13, 17]. This
hypothesis is supported by comparisons of forces and moments with full-scale flight test
data that are presented in Section 6.4. The greatest disparities between all three sets of
data occur in the drag coefficient for yaw angles between 30◦ and 75◦, but the computed
drag is between the two sets of experimental data for most of this range. Overall, the
computations presented here are some of the best available in the literature to date, which
is attributed in large part to the HRLES turbulence approach that resolves large turbulent
wake structures. Prior efforts with tranditional RANS turbulence models have been less
successful, particularly in the prediction of side force [11, 51, 59].
The force and moment curves for the rectangular prism are characterized by significant
nonlinearities. At low yaw angles, the side force and yaw moment coefficient trends are
linear. In these conditions, the integrated loads are dominated by the difference between
stagnation pressure and base pressure on the front and back faces, respectively. These
pressure forces rotate with the prism, since pressure acts normal to the faces, giving rise
to the linear trend. An abrupt change occurs in both the side force and yaw moment
coefficients between yaw angles of 10◦ and 30◦, ending this linear trend. This behavior has
been studied in detail by Greenwell [12] for two-dimensional rectangular prisms. A shear
layer phenomenon known as reattachment is responsible for this sudden change in the forces
and moments, which is investigated in detail in the following sections. Over a range of yaw
angles, the side force coefficient remains approximately constant. Prosser and Smith have
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(a) Drag coefficient (b) Side force coefficient
(c) Yaw moment coefficient
Figure 12: Rectangular prism computed force and moment coefficients and comparison
with experimental data [4, 5]. Dashed lines represent min and max values for the unsteady
simulations.
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identified in prior work [96] that this range can be predicted as a function of the aspect
ratio (L/W ) for two-dimensional and three-dimensional rectangular prisms.
The present numerical analysis approach has been previously validated for flows over
infinite cylinders via comparisons with experiments in the subcritical Reynolds number
regime at ReD = 3900 [8]. The drag coefficient, shedding frequency, and separation location
were all well within the error bounds of experimental measurements in that study. Because
most of the applications of this thesis (including rotorcraft tethered loads) typically involve
larger Reynolds numbers, the current work has focused on transitional and supercritical
flows. The computations are validated with experimental data at yaw angles of 0◦ and 90◦,
as other orientations are not available in the literature for short finite cylinders. Figure 13
presents the drag coefficients of the present computations in normal flow compared with the
experimental data of Wieselsberger [6] and the prior computations of Lynch and Smith [8].
Here, the drag coefficient is computed with the planform area (LD) as the reference area.
It is apparent from this figure that the agreement with experimental data is excellent in the
supercritical regime. Furthermore, in both the transitional and supercritical regimes, the
difference in drag coefficient between the two different aspect ratios is small. This result
is in agreement with the experimental observations of Zdravkovich et al. [9], who found
that the drag coefficient is insensitive to aspect ratio below L/D = 5 in the normal flow
condition.
The finite cylinder drag predictions in the range of Reynolds numbers from 0.96 × 105
to 1.56 × 105 are somewhat lower than the experimental data, with only minor variation
across this range. However, they are comparable to the experimental drag in the transi-
tional regime, which occurs at a somewhat higher Reynolds number in the experiments.
Hoerner [7] noted that boundary layer transition may occur at different Reynolds num-
bers depending on the surface roughness and wind tunnel turbulence level. Considering
the excellent correlation at subcritical and supercritical Reynolds numbers, it is clear that
the HRLES turbulence approach is able to accurately predict the drag in these regimes.
However, the RANS model active inside the boundary layer is the two-equation k-w SST
model, which assumes a fully turbulent boundary layer. The fully-turbulent RANS model
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(a) β = 0◦ (normal flow) orientation
(b) β = 90◦ (axial flow) orientation
Figure 13: Comparison of the current computations in normal and axial flow configurations
with experimental data by Wieselsberger [6], Hoerner [7], and previous computations by
Lynch and Smith [8].
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is a possible reason for the lower drag in this range of Reynolds numbers, where in the
experiments the boundary layer had not fully transitioned yet. It is noteworthy that the
same approach gives accurate results for fully laminar flow at a Reynolds number based on
diameter of 3900 despite this shortcoming of the RANS model. For applications of interest
here, fully turbulent flows are most important, and boundary layer transition is of minimal
importance. Furthermore, it will be shown later that this behavior primarily impacts the
drag for yaw angles below 30◦ but has minimal effect on most other quantities of interest.
Figure 13(b) illustrates the drag in axial flow, compared with experimental data from
Hoerner [7] for circular disks and finite cylinders. The drag force in this figure is normalized
by the frontal area
π
4
D2 instead of the planform area. This figure indicates that in axial
flow, there is no sensitivity of the drag to Reynolds number, at least over the range of
Reynolds numbers evaluated here. This result is not surprising, as in this configuration
forced separation occurs at the sharp edges of the flat face, whereas in normal flow separation
from the curved face depends on the boundary layer and wake turbulence characteristics.
The present computations at an aspect ratio of 1.0 result in drag comparable to a circular
disk in the experimental data. The data indicate that there is a sharp drop in drag near
this aspect ratio corresponding to a change in the shear layer reattachment behavior. Due
to the abruptness of this change and the fact that the shear layer reattachment distance is
sensitive to a number of factors including the level of freestream turbulence [10], it is not
unusual for the drop in drag to occur at a slightly different aspect ratio depending on the
conditions. The computations for the cylinders with an aspect ratio of 2.0 are consistent
with the experimental data for that aspect ratio.
Figure 14 highlights the differences in shear layer behavior for the two different aspect
ratios in axial flow. Streamlines and time-averaged contours of pressure coefficients are
depicted in a top-down view of each case. Separation occurs at the sharp edges of the
front face, promoting the formation of low-pressure, vortical bubbles that draw the outer
flow back towards the surface. For an aspect ratio of 2.0, reattachment occurs on the aft
portion of the curved face, but it remains separated for an aspect ratio of 1.0, as the length
is not sufficient for reattachment. Shear layer reattachment is accompanied by pressure
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(a) L/D = 1 (b) L/D = 2
Figure 14: Time-averaged contours of pressure coefficient and streamlines in a top-down
view for the axial flow condition of the circular cylinder.
recovery, resulting in significantly lower base pressure and drag for the higher aspect ratio.
Reattachment occurs suddenly as the aspect ratio is increased, which explains the abrupt
decrease in drag in Fig. 13(b) between aspect ratios of 1.0 and 2.0.
Figure 15 details the mean force and moment coefficients for the cylinders when the
yaw angle is varied. All forces are normalized by the reference area LD, while the yaw
moment is normalized by the reference area LD and the reference length D. The level of
unsteadiness in each case is indicated by vertical bars, the magnitude of of which represents
the root-mean-square of the fluctuation in each quantity.
The drag coefficient behavior is presented in Fig. 15(a). For each of the two aspect
ratios, the most significant changes with Reynolds number occur near a yaw angle of 0◦,
the normal flow orientation. As has been demonstrated in Fig. 13(a), the lower Reynolds
number cases are in the transitional region at a yaw angle of 0◦, while the higher Reynolds
number cases are supercritical. The difference in turbulence properties in the wake results
in a decrease in drag at low yaw angles in this supercritical regime. However, the influence
of Reynolds number on drag decreases as the yaw angle is increased; for yaw angles of 30◦
and above, only minor differences in drag exist for a given aspect ratio at different Reynolds
numbers. This behavior indicates that fixed separation from the sharp edges becomes the
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dominant factor in determining overall drag for moderate to high yaw angles, while smooth
separation from the curved face has a significant impact on the drag at low yaw angles.
Similar behavior, in this regard, is present for both aspect ratios; at low yaw angles, the
drag coefficient depends mostly on Reynolds number, while for moderate to high yaw angles,
it is primarily a function of aspect ratio.
Significant differences in drag exist between the two aspect ratios for moderate to high
yaw angles. While the shear layer behavior is different between the two, as illustrated in
Fig. 14, the difference in total drag is not as large as the difference in drag coefficient. The
large difference in drag coefficient (the drag coefficient for the cylinder with aspect ratio 1
is 180% higher than that of the aspect ratio 2 cylinder) arises from the fact that the drag
is normalized by LD in Fig. 15 over the entire range of yaw angles. The dimensional drag
is 36% higher for an aspect ratio of 1.0 than it is for an aspect ratio of 2.0 at a yaw angle
of 90◦, as shown in Fig. 13(b).
Except for at very low yaw angles (10◦ or less), the side force and yaw moment are
primarily functions of aspect ratio rather than Reynolds number. The side force for the
cylinder with an aspect ratio of 1.0 is especially sensitive to minor flow changes, which is
evident in the numerous changes in slope across the range of yaw angles. The magnitudes
of fluctuations are also very large relative to the mean values. This sensitivity also results
in larger changes in the mean value with Reynolds number than in the other quantities,
though the large fluctuations are present at both transitional and supercritical Reynolds
numbers. Less erratic behavior in the side force is observed for an aspect ratio of 2.0. The
side force for this case does exhibit some sensitivity to Reynolds number, as the side force
magnitude is smaller, by approximately 12% on average, for supercritical flow than it is for
transitional flow over most of the range of yaw angles. The fluctuations in side force are
less prominent for an aspect ratio of 2.0 than for an aspect ratio of 1.0.
The yaw moment coefficient is also primarily a function of aspect ratio over most of
the range of yaw angles. The trends in yaw moment with yaw angle are similar for both
aspect ratios and are characterized by linear or approximately linear variations that are
abruptly interrupted and reversed at discrete yaw angles. This behavior is very similar to
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(a) Drag (b) Side force
(c) Yaw moment
Figure 15: Time-averaged force and moment coefficients for circular cylinders over the range
β = 0◦ − 90◦, with vertical bars denoting RMS fluctuations.
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the behavior observed for the rectangular prism (Fig. 12(c)) and is caused by changes in
shear layer characteristics on the sides of the cylinder. The angles at which the shear layer
behavior changes are a function of the aspect ratio, resulting in yaw moment reversals at
10◦ and 70◦ for an aspect ratio of 1.0 and at 30◦ and 80◦ for an aspect ratio of 2.0.
3.4 Unsteady Flow Characteristics
For many applications of bluff body aerodynamics, the mean flow behavior is not the only
concern. Bluff body flow fields are inherently unsteady due to the shed wake, even when
the configurations are static. The unsteadiness is particularly important for applications in
which the dynamic response of the body is sought, including helicopter tethered loads and
vortex-induced vibrations of bridges, buildings, towers, and cables [24].
Figures 12 and 15 provide an indication of the fluctuation magnitudes for each of the
force and moment coefficients, but it is easier to analyze the trends when the mean values
are removed. Therefore, fluctuation magnitudes for the various cylinder simulations are
presented in Fig. 16. The largest fluctuations occur in the side force coefficient for cylinders
of aspect ratio 1.0, particularly at low yaw angles (β < 30◦) and high yaw angles (β >
70◦). These fluctuations are especially significant when compared with the mean side force
coefficient magnitude. Fluctuation magnitudes in all three coefficients are, in general, more
closely correlated with aspect ratio than Reynolds number, but this trend does not hold
uniformly. For instance, the fluctuations in drag at yaw angles below 45◦ follow the opposite
trend, with fluctuation magnitudes that correlate with Reynolds number rather than aspect
ratio. The same trends were observed in the mean drag coefficient, which suggests that the
separation location on the curved cylinder surface influences not only the mean drag but
also the fluctuations.
In addition to the fluctuation magnitudes, the frequencies also represent an important
aspect of the unsteadiness. In order to accurately capture the relevant frequencies, it is
necessary to apply large-eddy simulation in the wake [88, 97], as performed in this research.
Figure 17 depicts the power spectrum for velocity magnitude in the wake four diameters
downstream along the centerline of the cylinder with an aspect ratio of 1.0 at a Reynolds
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(a) Drag (b) Side force
(c) Yaw moment
Figure 16: RMS of force and moment coefficient fluctuations over the range of yaw angles
from 0◦ – 90◦.
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Figure 17: Power spectrum of velocity magnitude for a cylinder with an aspect ratio of 1.0,
Reynolds number (based on diameter) of 1.0× 106, and yaw angle of 0◦.
number based on diameter of 1.0 × 106. While a dominant frequency can be identified,
the spectrum is broadly distributed over a range of frequencies. A significant degree of
high-frequency content is also resolved by the large-eddy wake simulation. These resolved
frequencies drop off with a slope of approximately−5/3 on a log-log scale, eventually leveling
out at scales too fine to be resolved by the grid.
When the dominant Strouhal frequency is examined for each of the cases, as in Fig.
18, it encompasses a broad range from approximately 0.14 to 0.27. Clearly identifiable
trends related to aspect ratio, yaw angle, or Reynolds number are absent. Clarification
of this result is possible by considering experimental tests of low aspect ratio cylinders in
the range 2.0 – 8.0, at Reynolds numbers in the range 1.1 × 105 ≤ ReD ≤ 2.1 × 105, by
Zdravkovich et al. [9]. In that study, the vortex shedding peak of short aspect ratio cylinders
was wider than for an infinite cylinder. Furthermore, during testing of individual cylinders
with two free ends, vortex shedding would sometimes occur at a given frequency for some
length of time, be interrupted by an aperiodic signal, then settle into a different identifiable
frequency, and this behavior would continue indefinitely. The range of observed frequencies
became smaller as the aspect ratio increased. This behavior was attributed to the fact that
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Figure 18: Dominant Strouhal frequencies for finite cylinders and rectangular prisms as a
function of yaw angle and Reynolds number. Experimental data from Ref. [9].
the tip shedding behavior is unstable and intermittent [33], and for small aspect ratios the
tip shedding interacts significantly with the curved-surface vortex shedding. The range of
Strouhal frequencies from the present computations of both cylinders and the rectangular
prism is bounded neatly by the experimental variation measured by Zdravkovich et al. [9]
for a cylinder with two free ends and an aspect ratio of 2.0, as shown in Fig. 18. It is
significant that the typical infinite cylinder Strouhal number of 0.2 is roughly in the center
of the range for short three-dimensional bluff bodies. Therefore, a value of 0.2 represents
a reasonable approximation that may be applied in dynamic simulation models, provided
vortex shedding lock-in to body frequencies is not a concern.
3.5 Time-Averaged Flow Characteristics
The significant unsteadiness and complex turbulent structures in flows about short three-
dimensional bluff bodies renders it challenging to study phenomena that primarily influence
the mean forces and moments. To illustrate, Fig. 20 presents flow field snapshots for a
cylinder with an aspect ratio of 2.0 at a yaw angle of 10◦ and the rectangular prism at a yaw
angle of 25◦. Isosurfaces of Q-criterion in the wake are rendered as smoke, while the surface
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Figure 19: Illustration of shear layer behavior for a rectangular bluff body. (1) Fully
separated shear layer, (2) reattaching shear layer, and (3) fully attached flow (reprint of
Fig. 3 for convenience).
(a) Cylinder, aspect ratio of 2.0 and yaw angle
of 10◦
(b) Rectangular prism, yaw angle of 25◦
Figure 20: Unsteady flow snapshots on various short bluff bodies. Flow direction is from
right to left.
is colored by contours of pressure coefficient. In both snapshots, there exist complex, highly
three-dimensional turbulent structures that are resolved by the simulation. For example,
in Fig. 20(a), “roller” vortices originating from the separation point on the curved face are
visible, but these structures break down as they mix with the vortices shed from the flat
face that spill into the wake. The interactions between these structures emanating from the
different faces of the bluff bodies are responsible for the variable, multimodal behavior in the
dominant shedding frequency, as observed in experiments [33, 9] and in the computations
presented in Section 3.4.
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(a) Unsteady flow field (b) Time-averaged flow field
Figure 21: Unsteady and time-averaged reattachment behavior for L/D = 1 cylinder,
ReD = 0.96× 105, β = 2.5◦; top view shown.
In addition to the turbulent structures, both illustrations also include shear layer reat-
tachment, which has been described at length in Chapter 1. Figure 3 is reprinted in Fig.
19 for convenience. Shear layer reattachment is characterized by a low-pressure separation
bubble, followed by a sudden increase in pressure, and finally a region of attached flow.
As illustrated in Fig. 19, in this situation, the shear layer initially separates at a sharp
leading edge and then is drawn back to the surface downstream. The sudden increase in
pressure is coincident with the reattachment of the shear layer on the surface. Figures
20(a) and (b) both clearly contain shear layer reattachment, as evidenced by the pressure
signatures on the faces. However, the unsteady flow is more complex than the diagram
from Fig. 19. After the shear layer separates, it begins to break up into discrete vortices
that travel downstream. These vortices interact with the surface, either mixing with the
boundary layer or breaking up further and being swept into the separation bubble. Such
interactions are illustrated in a top view of the cylinder with aspect ratio 1.0 in Fig. 21(a).
The unsteady, turbulent character of the shear layer and its interaction with the surface
create difficulty in assessing the reattachment distance and other quantities directly related
to the mean forces and moments.
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(a) Reattaching flow (b) Attached flow
Figure 22: Pressure distributions for reattaching and attached flow on flat cylinder faces.
To overcome these difficulties related to unsteady flow, the flow fields themselves, in-
cluding pressure, vorticity magnitude, and Q-criterion, have been time averaged so that
the mean separation and reattachment behavior may be studied. To illustrate the effect
over time, Fig. 21 presents the time-averaged version of the unsteady flow field from Fig.
21(a). The scale for Q-criterion has been reduced as the time averaging process reduces
the maximum value of this quantity. The time-averaging process smears out discrete struc-
tures, resulting in a flow field that more closely resembles a typical RANS solution (though
in actuality, the separated regions are resolved via LES and subsequently time-averaged).
Following this process, it becomes possible to clearly identify the trajectory of the shear
layer and its reattachment point on the side of the cylinder.
To ensure that no bias due to vortex shedding is present in the time averaging process,
the following procedure was followed. Each numerical experiment was performed over 40–60
vortex shedding cycles based on a Strouhal number of 0.2. As the flowfields were initialized
from steady-state solutions, in some cases transients were apparent in the forces and mo-
ments for up to the first ten cycles, so this period of time was not included in the averaging.
The flowfields (as well as the forces and moments) were, therefore, averaged over at least
30 cycles. Additionally, the window for time averaging was selected so that the endpoints
corresponded to peaks in the forces and moments, ensuring that the time averaging process
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did not include partial vortex shedding cycles, which could also introduce bias.
Figure 22 presents time-averaged reattaching- and attached-flow pressure distributions
along central slices of the flat faces of the circular cylinders. For clarity, only the results
from a subset of the cases are presented in this figure. The time-averaging process produces
smooth pressure distributions which provide insight into the behavior of the mean forces
and moments. The separation bubble and attached flow distributions are apparent in Fig.
22(a). Reattachment on the flat faces of the cylinder occurs even at a yaw angle of 0◦, when
the flat faces are parallel to the flow. Increasing the yaw angle moves the reattachment point
forward and increases the maximum pressure coefficient at reattachment. At low yaw angles,
the pressure in the separation bubble changes only slightly, but it subsequently begins to
increase rapidly at higher yaw angles. Once the yaw angle reaches 45◦, the stagnation
point is located at the corner of the face, and the separation bubble vanishes completely.
Reattachment behavior has been demonstrated by Greenwell [12] and Robertson [10] to
significantly influence the side force and yaw moment for two-dimensional rectangular bluff
bodies, and similar influences are apparent for finite cylinders and rectangular prisms. For
example, the rapidly-changing separation bubble size and pressure distribution in Fig. 22(a)
result in sudden changes in the yaw moment, which are apparent in Fig. 15(c). The
qualitative aspects of these reattaching pressure distributions are very similar among finite
cylinders and two- and three-dimensional rectangular bluff bodies [12, 10].
Further increasing the yaw angle beyond 45◦, as represented by Fig. 22(b), results in
the stagnation point moving to the surface on which reattachment previously occurred. In
the case of Fig. 22(b), the stagnation point has moved from the curved face to the flat
face of the cylinders. The pressure coefficient is 1.0 at the stagnation point, but it moves
from the edge of the flat face to the center as the yaw angle is increased to 90◦. The fully-
attached pressure distribution is simpler than the reattaching pressure distribution, in that
the maximum pressure remains constant, and there is no separation bubble. The motion of
the stagnation point changes the shape of the pressure distribution, which also affects the
drag, side force, and yaw moment.
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(a) Normal force coefficient (b) Yaw moment coefficient
Figure 23: Normal force and yaw moment coefficients on individual faces of the rectangular
prism. The extents of the three shear layer behaviors from Fig. 19 are labeled.
3.5.1 Influence on Forces and Moments
While Figs. 12 and 15 clearly reveal significant influences of changing shear layer behavior,
it is difficult to determine these effects exactly from these figures, because they represent the
overall forces and moments including the net influence of all faces combined. Therefore, it is
instructive to compute the forces and moments on individual faces where the different shear
layer behaviors occur. Figure 23 presents the normal force and yaw moment coefficients
for individual faces of the rectangular prism. The normal force coefficient is normalized by
the face area, while the moment coefficient is normalized by the face area and side length.
Moments are computed about the center of the face. The three different regions denoted
in Fig. 19 are marked: (1) fully separated shear layer, (2) reattaching shear layer, and
(3) fully attached flow. The long and short sides are also color-coded according to the
convention from Fig. 19. That is, the flow over the red face is initially separated while
the stagnation point is located on the blue face, and the characteristics eventually switch
as the yaw angle increases. At each yaw angle, these quantities have been computed by
integrating the time-averaged pressure distributions over the entire face.
Figure 23(a) demonstrates that the changing shear layer behavior is immediately related
to changes in the normal force acting on the individual face of the prism. The separated
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flow region (1) is characterized by a constant negative normal force arising from the low
pressure across the face. When shear layer reattachment (2) occurs, a positive linear trend
begins. This change is due to the relatively higher pressure in the attached portion, as
shown in the curves in Fig. 22(a). The normal force continues to increase as the separation
bubble shrinks and the attached portion grows. In fully attached flow (3), the normal force
continues to rise and finally reaches a maximum when the stagnation point is at the center
of the face. These trends do not significantly change with side length, as they are apparent
in both the red and blue curves in Fig. 23(a). The main difference between the two is the
angle at which reattachment occurs, which varies with the side length.
The influence of shear layer behavior is also apparent in the yaw moment (Fig. 23(b),
though the changes are larger than in the normal force, and there are also greater differences
corresponding to side length. In separated flow (1), the yaw moment magnitude slowly
changes as the yaw angle is increased. When reattachment occurs (2), the yaw moment
trend does not immediately reverse as the normal force trend. Instead, it initially becomes
more severe because of the higher pressure on the aft portion of the face and the lower
pressure on the forward portion. As the bubble shrinks, the high pressure region begins
to cover the forward portion as well, and the yaw moment about the face center abruptly
changes sign. It returns to zero in fully attached flow (3) when the freestream is normal to
the face. The fact that the yaw moment trend does not immediately reverse in reattaching
flow is also reflected in the overall yaw moment for the rectangular prism in Fig. 12(c). In
contrast, the side force immediately responds to reattachment, as is seen in Fig. 12(b).
Figure 24 depicts the normal force and yaw moment acting on the flat faces of the
cylinders, corresponding to the lower Reynolds number computations for each. The forces
and moments are normalized by the area of the face, πD2/4, with D selected as the reference
length for moments, and moments are computed about the center of the face. Reattachment
occurs on the flat face even at a yaw angle of 0◦ for both cylinders, so the completely
separated flow region (1) is absent. Reattaching and fully attached shear layer behaviors
are still present, and their characteristics are qualitatively very similar to those of the
rectangular prism. Notably, the behaviors are nearly identical for the two different aspect
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(a) Normal force coefficient (b) Yaw moment coefficient
Figure 24: Normal force and yaw moment coefficients on flat faces of the cylinder. The
extents of the three shear layer behaviors from Fig. 19 are labeled.
(a) Normal force coefficient (b) Yaw moment coefficient
Figure 25: Normal force and yaw moment coefficients on curved faces of the cylinder. The
extents of the three shear layer behaviors from Fig. 19 are labeled.
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ratios; the shear layer behavior and its influences on the forces and moments of the flat
faces are independent of the aspect ratio for these cases.
The forces and moments have also been computed on the individual curved faces for
both cylinders. To isolate the influence of each of the three shear layer behaviors, these are
integrated only over the half of the face on which the behavior occurs; the “back” half of
the curved face, which experiences fully separated flow at all yaw angles, has been left out
of the calculation. The reference area for normalization is the projected face area, LD, and
the reference length is L. Yaw moments are computed about the centroid of the half of the
face included in the calculation. The results are depicted in Fig. 25. Unlike on the flat
faces of the cylinder, here the shear layer behavior does depend on the aspect ratio. For
example, for an apsect ratio of 2.0, the fully-separated shear layer region (1) is absent, while
it is present for an aspect ratio of 1.0. This difference is due to the fact that reattachment
occurs on the curved face of the cylinder with an aspect ratio of 2.0 at a yaw angle of
90◦, due to its greater length, as previously discussed in relation to Fig. 14(b). The same
qualitative trends related to the three shear layer behaviors that were observed for the flat
faces of the rectangular prism and cylinder are also apparent on the curved cylinder faces,
as demonstrated in Fig. 25. However, a main differentiator in the quantitative trends is
the angle at which reattachment occurs, which may vary with bluff body type, aspect ratio,
and face type (flat or curved).
3.6 Empirical Modeling of Shear Layer Behavior
Due to the inherent unsteadiness and nonlinearity of bluff body flows resulting from tran-
sition, separation, and reattachment, simplified analytical theories are generally not avail-
able. This fact poses significant difficulties in developing reduced-order models for pilot
training, certification, and stability analysis. As a result, costly suites of experiments, flight
tests, or high-fidelity numerical simulations are typically performed to build a database of
quasi-steady force and moment information for each geometry under consideration [65, 11].
Empirical modeling presents an alternative to analytical modeling, with similar benefits to
applications such as flight simulation which require a method with low computational cost.
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(a) Reattaching flow (b) Attached flow
Figure 26: Typical pressure distributions and definition of empirical modeling parameters.
Some development in this area has been published by Greenwell [12] for two-dimensional
rectangular bluff bodies. The current work develops similar empirical models for the quasi-
steady behavior of short three-dimensional bluff bodies. This analysis provides insight
regarding where there exist similarities and differences among different geometry types, as
well as quantify sensitivities with respect to surface shape, Reynolds number, and aspect
ratio.
Figure 26 presents typical pressure distributions for reattaching and attached flow. In
attached flow (Fig. 26(b)), the maximum pressure coefficient remains constant at 1.0 and
there is no separation bubble. As a result, this pressure distribution can be characterized
by just the stagnation point location, x0. Meanwhile, the reattaching pressure distribution
(Fig. 26(a)) requires four parameters: cpb , the base pressure coefficient, cpS , the separation
bubble pressure coefficient, cpM , the maximum pressure at reattachment, and xM , the
distance from the leading edge to the location of cpM . These parameters can be assessed
using the time-averaged pressure distributions from the numerical experiments.
One key parameter related to the reattachment behavior is the angle at which reattach-
ment on a given face first occurs. For this analysis, it is more instructive to consider the
incidence angle φ – the angle of the freestream relative to a given face – instead of the yaw
angle. The angle φ is related to the yaw angle but also depends on the orientation of the face
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(a) Incidence angle φ (b) Reattachment incidence φR
Figure 27: Depiction of the incidence angle, φ, on two different faces, and φR on the top face.
φR is equivalent to φ when reattachment first takes place. Arrows represent the freestream
flow direction.
at a yaw angle of 0◦. This angle is depicted for two different faces of a bluff body in a top
view in Fig. 27(a). The quantities for the top face are red in the diagram, while those for
the front face are blue. The incidence angle at which reattachment first begins is identified
as φR, which is illustrated in Fig. 27(b). In the illustration, the separation bubble spans
the entire face when φ = φR. If the yaw angle is further increased, the incidence angle will
increase equivalently on the top face (while decreasing on the front face), and the separation
bubble will shrink. The incidence angle at which reattachment begins can be considered
constant for a given face of a bluff body at a particular freestream flow condition.
Figure 28 illustrates the variation of the normalized reattachment distance with inci-
dence angle. For the rectangular prism and two-dimensional rectangular bluff body [10],
the reattachment distance is normalized by the length of the side adjacent to the face with
reattachment; for the cylinders it is normalized by the diameter. These figures clearly in-
dicate that the normalized reattachment distance does not depend on the aspect ratio or
the Reynolds number, but rather on the geometry type and face shape. Though similar
trends exist in all three cases, the normalized reattachment distance is largest for a given
incidence angle on the rectangular prism, followed by the curved cylinder faces, and it is
smallest on the flat cylinder faces. The incidence angle at which reattachment begins can
be determined from these empirical models by setting the reattachment distance equal to
the length of the relevant face and determining the incidence angle from the curve fit.
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(a) Flat cylinder faces (b) Curved cylinder faces
(c) Rectangular prism faces
Figure 28: Normalized reattachment distance as a function of incidence angle. 2-D rectan-
gular prism data from Robertson [10].
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(a) xM (b) cpM
(c) cpS (d) cpb
Figure 29: Reattachment parameter variations with φ and empirical curve fits.
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Figure 30: Variation of x0 with φ and empirical curve fit.
Empirical models of the four reattachment pressure distribution parameters are pre-
sented in Fig. 29. Many of them collapse onto a single curve when normalized appropriately.
The incidence angle, for instance, is normalized as
φ− φR
45◦ − φR




, where cpb,φ=0 is the base pressure coefficient at an incidence
angle of 0◦. When normalized in this manner, the variation in normalized reattachment
distance collapses onto a single quadratic curve with coefficient of determination (R2) of
0.97, and the relationship becomes independent of the surface type, canonical geometry type
(it applies to cylinders and two- and three-dimensional rectangular bluff bodies), aspect ra-
tio, and Reynolds number. If φR is not subtracted out, as in Fig. 28, then the empirical
equations vary with geometry and surface type. This result indicates that these geometric
differences have a significant effect on the incidence angle at which reattachment begins, but
the variation of the reattachment distance with incidence angle after reattachment begins
follows a similar trend in all cases. Therefore, the models provided in Fig. 28 should be
used to determine the incidence angle at which reattachment begins, and then the model
in Fig. 29(a) may be applied once this angle is known.
The maximum pressure coefficient during reattachment, cpM , exhibits similar indepen-
dence when normalized appropriately. All geometries evaluated collapse onto a single empir-
ical curve with a coefficient of determination of 0.96, and the maximum pressure coefficient
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increases with incidence angle in a cubic relationship. The separation bubble pressure co-
efficient, cpS , collapses in a similar manner, but in this case, there are differences with
respect to the type of surface. For reattachment on flat faces (whether they are flat faces
of cylinders or rectangular bluff bodies), the separation bubble pressure can be modeled by
an empirical curve fit with a coefficient of determination of 0.98. However, curved faces do
not fit this trend; data for curved faces are highlighted in red in Fig. 29(c). In fact, the
separation bubble pressure on curved faces is found to depend not only on the incidence
angle but also the aspect ratio and Reynolds number. The base pressure coefficient, cpb ,
exhibits significant scatter and is not amenable to fitting by an empirical curve. However,
this parameter is difficult to determine, as the pressure coefficient drops off rapidly at the
aft end of the face (see Fig. 22(a)). Due to this rapid drop-off, the value of this coefficient
does not significantly influence the integrated loads, and a representative value for a given
geometry may be applied at all yaw angles.
Figure 30 presents the variation of the stagnation point with incidence angle. As stag-
nation on a given face implies that reattachment does not occur on the same face, the
incidence angle at which reattachment begins is not subtracted from the incidence angle
for normalization. Instead, since the transition from reattaching to fully-attached flow oc-
curs at 45◦, the incidence angle is normalized as
φ− 45◦
45◦
. Figure 30 demonstrates that the
stagnation point, when normalized in this manner, also depends on the surface type. As
was the case with the separation bubble pressure, the normalized stagnation point collapses
onto a single empirical curve for flat faces, including both finite cylinders and rectangular
bluff bodies. However, curved-face stagnation (highlighted in red) does not fit the same




DYNAMIC BLUFF BODY SIMULATIONS
4.1 Prescribed Motion
Two prescribed-motion high-fidelity numerical simulations have been performed to evaluate
changes in the forces and moments and flow behavior relative to the static configurations.
Though many prescribed motions are possible, the two chosen are representative of basic
spinning and pendulum-like dynamics that are common in tethered load operations.
4.1.1 Description of Configurations
The bluff body selected for the prescribed-motion evaluations is the 1/11th-scale model of
the CONEX rectangular prism, the static aerodynamics of which have been investigated
in detail in Chapter 3. Two different prescribed motions have been applied in separate
simulations:
1. Spinning motion about the bluff body’s vertical axis. The spin angle as a function of
time is illustrated in Fig. 31(a).
2. Pendulum-like motion in the lateral direction via simple harmonic rigid rotation about
a point directly above the bluff body’s initial position. The position of the bluff body’s
geometric center as a function of time is illustrated in Fig. 31(b). The roll angle also
varies in a simple harmonic fashion due to the rigid rotation but is not depicted in
Fig. 31.
In each case, the rectangular prism is initially centered in the background grid, which
is representative of the John J. Harper 9’ × 7’ foot wind tunnel test section at the Georgia
Institute of Technology, with the broad side facing forward corresponding to a yaw angle of
0◦ according to the convention in Chapter 3. While the size of the bluff body is represen-
tative of a wind-tunnel-scale model, the relevant non-dimensional kinematic parameters for
these evaluations have been set to match the observed response of a full-scale tethered load
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(a) Yaw angle in spinning motion (b) Body position in pendulum motion
Figure 31: Prescribed motion parameters as functions of time for spinning and pendulum
simulations.
at a flight speed that is considered to be unstable. For example, the reduced-frequency of
spinning motion in a particular flight test of a CONEX tethered load at a speed of 112 knots
is 0.02 (see Section 6.4) based on the mean spin rate and with half the longest side of the
bluff body taken as the reference length, and this reduced frequency has been maintained
in the 1/11th-scale simulation. The pendulum oscillations from this flight test correspond
to a reduced frequency of 0.03. The maximum yaw angle induced due to pendulum motion
is very small (2.7◦), so the forces and moments are not expected to be affected significantly
by this motion. Therefore, instead of matching the reduced frequency in this case, the
period of oscillation from the flight test was maintained, resulting in a maximum yaw angle
more representative of the flight test than would have resulted from matching the reduced
frequency. The pendulum oscillation amplitude of 20◦ has also been maintained in the
prescribed-motion simulation. Dimensional and non-dimensional forced motion parameters
for these two evaluations are presented in Tables 4 and 5.
The computational approach for these prescribed motion cases is the same as the ap-
proach taken in the static simulations of Chapter 3. The grids, turbulence model, discretiza-
tion, and solver settings have all been duplicated from those evaluations. The time step size
has been taken to be nearly identical to the static simulations but modified slightly (by less
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Table 4: Kinematic parameters for simulation of a spinning rectangular prism.
Simulation Full-scale reference
Freestream speed 15.647 m/sec 57.618 m/sec
Spin rate 0.172 rad/sec 0.953 rad/sec
Reduced frequency 0.02 0.02
Simulated revolutions 2 —
Table 5: Kinematic parameters for simulation of a rectangular prism in pendulum motion.
Simulation Full-scale reference
Freestream speed 15.647 m/sec 57.618 m/sec
Period 4.55 sec 4.55 sec
Amplitude 20◦ 20◦
Pendulum length 1.151 m 18.8 m
Maximum induced yaw angle 1.9◦ 2.7◦
Simulated periods 1 —
than 2%) to allow an even number of time steps during a period of oscillation. Flowfield
initialization for both dynamic runs utilized the flow solution from the final timestep of the
static simulation at a yaw angle of zero degrees, thus minimizing any transients at the be-
ginning of the simulations. Due to this approach, only one or two revolutions were required
to evaluate the basic unsteady aerodynamic response. Two revolutions were performed for
the spinning case, due to the large range of yaw angles encoutered and greater possibility for
variations from cycle to cycle, while only one revolution was performed for the pendulum
case.
4.1.2 Forces and Moments in Spinning Motion
A primary goal in evaluating these spinning cases is to determine the influence of motion
on the integrated forces and moments. Furthermore, it is valuable to compare the results
with the prediction obtained by interpolating the static-configuration data of Section 3.3,
which is known as the quasi-steady prediction. This comparison sheds light on unsteady
aerodynamic phenomena that may influence the dynamic behavior. Figure 32 presents the
force and moment coefficients for the spinning case as a function of the yaw angle (β).
Because the bluff body undergoes two revolutions, two distinct black curves are present
in each plot corresponding to the two different revolutions. The red curve represents the
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(a) Drag coefficient (b) Side force coefficient
(c) Yaw moment coefficient
Figure 32: Drag, side force, and yaw moment coefficient from two revolutions of a high-
fidelity computations of a spinning rectangular prism at a reduced frequency of 0.02.
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Figure 33: Illustration of shear layer behavior for a rectangular bluff body. (1) Fully
separated shear layer, (2) reattaching shear layer, and (3) fully attached flow (reprint of
Fig. 3 for convenience).
quasi-steady prediction. The normalization parameters used to calculate the coefficients are
the same as were employed in Chapter 3; the reference area is the average vertical side area
(0.5H(L+W )), while the reference length for computing moments is the average of length
and width. Moments are computed about the geometric center, which is at the origin.
For the most part, the quasi-steady prediction provides a good approximation of the
spinning forces and moments. The majority of the variation between the two is attributed
to the large-scale turbulent vortex shedding, which creates aperiodic fluctuations in the
forces and moments, as discussed in Section 3.4. These fluctuations also prevent the CFD
data from the two revolutions from being exact duplications of each other. Some small
phase lags in the high-fidelity data relative to the quasi-steady prediction are also appar-
ent, particularly in the yaw moment, but these are difficult to quantify due to their small
magnitude and the relatively large unsteady fluctuations.
One aspect of the spinning simulation that is markedly distinct from the quasi-steady
prediction is the drag coefficient at yaw angles between 80◦ and 100◦, and similarly between
−80◦ and −100◦. In both static and spinning configurations, the drag decreases monotoni-
cally between yaw angles of 45◦ and 80◦, as the frontal area of the bluff body is decreasing.
In the static configurations, this trend suddenly reverses between yaw angles of 80◦ and 85◦.
This change is coincident with reversals in both side force and yaw moment, which suggests
(based on the investigation of shear layer behavior in Chapter 3) that the variation is due
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(a) Static, yaw angle of 80◦
(b) Static, yaw angle of 85◦
(c) Static, yaw angle of 90◦
(d) Spinning, time average from yaw angles of 85◦ – 95◦
Figure 34: Pressure distributions on left, right, and back sides of the rectangular prism in
static and spinning configurations.
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to changing shear layer behavior. In contrast, in the spinning configuration, the drag trend
in this range of yaw angles is quite different. Instead of reversing directions at a yaw angle
of 80◦, it continues to decrease and then suddenly increases again at an angle of 100◦.
Illustrations of possible shear layer behaviors are provided in Fig. 33, which has been
discussed in detail in Chapters 1 and 3. The behaviors of interest between yaw angles of
80◦ and 90◦ correspond to the last two diagrams from the right in Fig. 33. To demonstrate
the changing shear layer characteristics, the pressure distributions on various faces of the
bluff body at a yaw angle of 80◦ are presented in Fig. 34(a). Time-averaged pressures are
depicted on three different faces in this figure. The stagnation point is located on the front
face (not shown), the shear layers separate from the sharp edges of the right and left faces,
and the back face is in the wake and subjected to the base pressure. At a yaw angle of
80◦, the left side undergoes shear layer reattachment, as evidenced by the sudden increase
in pressure on the aft end; this behavior corresponds to the second diagram from the right
in Fig. 33. When the yaw angle is increased to 85◦ (Fig. 34(b)), shear layer reattachment
ceases to occur on the left side, as no pressure recovery occurs. The base pressure on the
back side is also lower in this case, resulting in the increase in drag that is observed in the
quasi-steady prediction in Fig. 32(a). The flow remains separated on the right side as well.
The behavior at a yaw angle of 90◦, shown in Fig. 34(c), is very similar but more symmetric
and with a slightly lower average base pressure. The shear layer behavior observed in this
figure at 85◦ and 90◦ is consistent with the far right diagram illustrated in Fig. 33.
The flow patterns in the spinning configuration have been examined in a similar man-
ner. Time averaging has been applied to extract the mean behaviors, because instantaneous
snapshots contain significant unsteady content from turbulent wake interactions. However,
since the bluff body is constantly spinning, this time average is, of necessity, a moving aver-
age describing the flow characteristics over a range of yaw angles. A window of 85◦ – 95◦ was
chosen for this purpose. This window was chosen to highlight changes in the flow behavior
relative to the static simulations. As the flow is completely separated over this window
in the static simulations, the pressure recovery and higher base pressure characteristic of
reattaching flow are not expected to be observed if the behavior is truly quasi-steady. The
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result of this time-averaging process, presented in Fig. 34(d), indicates that the quasi-steady
trend does not, in fact, hold in the spinning simulation. Unlike in the static evaluations,
there remains shear layer reattachment on the left side in the spinning case over this range
of yaw angles, which is indicated by the pressure recovery on the aft portion of the face
and the higher base pressure relative to the time-averaged static results at yaw angles of
85◦ and 90◦ in Figs. 34(b) and (c). This higher base pressure accounts for the lower drag
relative to the quasi-steady prediction. Additionally, despite the fact that the time window
is centered around a yaw angle of 90◦, about which the bluff body is symmetric, the pressure
distribution is clearly asymmetric from left to right when the time average is taken, which
indicates that a phase lag occurs in the flowfield relative to the static configurations.
The differences in shear layer behavior for the spinning bluff body relative to the static
configurations confirm that unsteady bluff body motion, even at the low reduced frequency
of 0.02, introduces changes in both the flow behavior and the mean forces and moments.
Body dynamics create phase lags and magnitude discrepancies between the quasi-steady
aerodynamic prediction and the unsteady response. In the spinning configuration evaluated
here, the shear layer characteristics exhibit a phase lag relative to the quasi-steady flow, and
this phenomenon is largely responsible for the observed difference in the integrated forces
and moments. This result illustrates the need for unsteady terms in dynamic simulation
models of bluff bodies.
4.1.3 Forces and Moments in Pendulum Motion
The integrated drag, side force, and yaw moment coefficients for the pendulum case are
provided in Fig. 35. The coefficients are normalized using the same reference quantities
as in the spinning case, and moments are computed about the geometric center. Time is
normalized by the oscillation period in these figures. In addition to the high-fidelity and
quasi-steady predictions, a moving average of the high-fidelity forces and moments (averaged
over 1/10th of the cycle) is also included.
As in the spinning case, the largest deviations of the computed forces and moments
from the quasi-steady prediction are due to bluff body shedding. This fact is evidenced by
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(a) Drag coefficient (b) Side force coefficient
(c) Yaw moment coefficient
Figure 35: Drag, side force, and yaw moment coefficient from high-fidelity computations of
a rectangular prism in pendulum motion defined in Table 5.
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the convergence of the high-fidelity forces and moments towards the quasi-steady prediction
when the moving average is applied. For each of the drag, side force, and yaw moment, the
moving average varies from the quasi-steady prediction by less than 20% of the maximum
vortex shedding fluctuation magnitude; therefore, the quasi-steady prediction is an accurate
representation of the mean forces and moments for this pendulum motion. The mean drag,
side force, and yaw moment coefficients for the high-fidelity simulation and quasi-steady
prediction are also in close agreement and are listed in Table 6.
Table 6: Comparison between high-fidelity pendulum force and moment coefficients and the
quasi-steady prediction.
Drag Side force Yaw moment
Simulation 1.42 5.3×10−3 5.4×10−4
Quasi-steady 1.42 0 0
Additionally, by comparison of the changes in these forces and moments throughout the
cycle with the spinning case, it is clear that the pendulum motion does not significantly affect
the aerodynamics. The quasi-steady drag remains almost unchanged during the simulation,
while the side force and yaw moment vary to a small extent (in both cases by less than 30%
of the shedding fluctuations). The small magnitude of these quasi-steady variations is not
unexpected, as the pendulum motion induces a maximum yaw angle of only 1.9◦. Though
this angle is slightly larger (2.7◦) in full-scale flight test data of an unstable tethered load at
112 knots (see Section 6.4), it is still very small and remains well below the angle required
for shear layer reattachment on this bluff body. Therefore, even extreme pendulum motions
that occur in unstable tethered load situations are not expected to induce a significant
quasi-steady or unsteady aerodynamic response, and spinning behavior is likely to be more
important than pendulum motion from an aerodynamic perspective.
4.2 Tethered Load Simulations
High-fidelity simulations of tethered load dynamics have been performed for the purpose of
investigating the flow characteristics in six-degree-of-freedom dynamic configurations and
for validating the reduced-order model which will be introduced in Chapter 5.
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4.2.1 Description of Configurations
As in Section 4.1, the tethered load for these simulations is the 1/11th-scale model of the
CONEX rectangular prism, the static aerodynamics of which have been investigated in
detail in Chapter 3. It is attached by four cables from a single point on the ceiling of
a virtual wind tunnel test section representing the John J. Harper wind tunnel at the
Georgia Institute of Technology. Figure 36 illustrates the wind tunnel and tethered load
configuration and the orientations of the relevant frames. Since the simulations occur in a
wind tunnel, the wind frame is equivalent to the inertial frame in this case. As in Chapter
3, the tethered load is modeled as a plain rectangular prism without details such as skids
or corrugations.
Two different cases have been evaluated, representing two different wind speeds. The
tethered load parameters and operating conditions for the simulations are given in Tables
7 and 8. Instead of allowing the tethers to wind up when the load spins, they are attached
to a freely spinning gimbal mount. A linear yaw rate damping term has been added to the
cable model to represent the friction in this gimbal. The two different cases also represent
two different initial conditions. At 25 mph, the load is initially suspended with a trailing
angle of 8.8◦, which is the estimated “steady-state” orientation based on the drag in the
narrow-side-forward condition. The initial pitch angle of the tethered load is accordingly
adjusted so that the cables do not become unequally stretched. At 40 mph, the tethered
load is initially suspended directly below the attachment point at the top of the tunnel, with
all Euler angles initially zero. This condition results in large trailing angle oscillations as
the load swings during the beginning of the simulation. The effects of this behavior on the
aerodynamic characteristics will be described later in this chapter. In both cases, the initial
yaw Euler angle is zero, which corresponds to the narrow side facing into the freestream
flow.
The simulations have been performed using the same near-body and background grids as
described in Chapter 3. Similar solver parameters, including the time step size, number of
subiterations, and discretization schemes as in Chapter 3 have also been applied. The time
step size for the HRLES simulations corresponds to 0.0003 seconds of dimensional time,
74
Figure 36: Illustration of the wind tunnel and tethered load configuration and the orienta-
tions of the relevant frames.












which has been selected based on previously established criteria for turbulent separated
flow [58, 8] to adequately resolve the shed vortices in time. As such a small time step size
results in a high computational cost (over 3000 steps per second of simulated time), the
simulations are carried out for 15–20 seconds. The cables attaching the tethered load to the
ceiling of the wind tunnel are modeled as massless spring–damper elements, as described in
Section 2.4.1.
4.2.2 Simulation Results
The simulations involve significant dynamic motions of the tethered load, particularly at
the higher wind speed. During the simulations, the load swings longitudinally, resulting in
changes in pitch angle; laterally, resulting in changes in roll angle; and oscillations about the
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Table 8: Operating conditions for the tethered load simulations.
Operating conditions Case 1 Case 2
Initial roll (deg.) 0.0 0.0
Initial pitch (deg.) -8.8 0.0
Initial yaw (deg.) 0.0 0.0
U∞ (mph) 25 40
Re0.5(L+W ) 1.51× 105 2.42× 105
Yaw damping (N-m-sec.) 0.003 0.003
body-fixed z−axis result in changes in yaw angle. The three Euler angles for each simulation
are depicted in Fig. 37. In both cases, yaw oscillations develop and grow throughout the
simulation, for the 25-mph case resulting in a rotation such that the broad side faces into
the freestream flow after 15 seconds. For the 40-mph case, the yaw oscillations quickly
diverge and the tethered load spins continuously throughout the rest of the simulation. The
rotating and spinning behaviors occurring in these cases have also been observed in wind
tunnel tests of similar rectangular-prism tethered loads at comparable speeds [98, 99] and in
flight tests [11, 17], though the current results cannot be directly compared with these prior
examinations due to differences in the configurations or lack of quantitative measurements
of the dynamic behavior and cable attachment parameters. As the different degrees of
freedom are coupled both in terms of the equations of motion and the aerodynamics, the
yaw rotation induces large lateral and longitudinal excursions of the tethered load, which
are manifested as oscillations in the pitch and roll angles in Fig. 37.
The aerodynamic forces and moments are investigated in more detail in Section 6.1,
as this information is used to validate the reduced-order model predictions. A significant
benefit of numerical experiments, in addition to the forces and moments that result from
the solution, is the large amount of rich flow field information available without the need for
expensive instrumentation. As has been demonstrated in Chapter 3, these data can provide
valuable insight into the flow physics. For example, shear layer behavior with time can be
characterized. Figure 38 illustrates the flow field near the rectangular prism at different
points in time at the 40 mph speed. In these images, the grid is sliced along the X−Z axis
and colored by vorticity magnitude. The near-body grid moves along with the rectangular
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(a) 25 mph case
(b) 40 mph case
Figure 37: Euler angles from dynamic high-fidelity simulations for the CONEX rectangular
prism.
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prism, while the background grid remains static. The hole-cutting procedure within the
SUGGAR++ library occurs at each time step to establish overset connectivity.
The three images in Figs. 38(a), (b), and (c) correspond to the tethered load near the
beginning, middle, and end of the initial swing, respectively. Of particular interest is the
differing shear layer behavior between the three. Initially, both the top and bottom surfaces
experience fully separated flow. After 1700 steps, the top shear layer is reattaching, while
the bottom shear layer remains fully separated. After 3450 steps, the tethered load is
nearing the apex of its backswing, and the top shear layer is fully attached. Because the
weight and cable tension oppose aerodynamic forces and moments generated by the top
and bottom surfaces, these behaviors do not have a large influence on the dynamic response
of the tethered load, but they do demonstrate that the static phenomena investigated in
Chapter 3 are also present in this six-degree-of-freedom dynamic case. These aerodynamic
phenomena also occur on the sides of the rectangular prism and are largely responsible for
the dynamic yaw response of the tethered load.
Figure 39 compares the pressure distributions on the top and bottom surfaces of the
rectangular prism at the same time steps. The regions of separated, reattaching, and
attached flow can be clearly identified by their pressure signatures, which have been defined
and quantified in Chapter 3. Separated flow is characterized by a relatively constant low
pressure. In reattaching flow, there is a low pressure separation bubble which rapidly gives
way to a higher pressure attached-flow region on the aft portion of the face. Fully-attached
flow is characterized by a smooth pressure distribution with a maximum pressure coefficient
of 1.0 at the stagnation point. As Fig. 39 presents snapshots of the pressure coefficient,
the separated flow regions in particular are not smooth; this behavior is a result of vortex-
surface interactions. Time averaging smooths out the pressure distributions and allows the
mean flow behaviors to be quantified, as demonstrated for static configurations in Section
3.5.
Both the integrated aerodynamic loads and dynamic responses from these simulations
are compared in detail with reduced-order model predictions for validation of the model in
Chapter 6.
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(a) Step 500 (t = 0.15 sec) (b) Step 1700 (t = 0.51 sec)
(c) Step 3450 (t = 1.035 sec)
Figure 38: Flow field visualizations at different points in time for the 40 mph case. Coloring
by vorticity magnitude.
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(a) Step 500 (t = 0.15 sec) (b) Step 1700 (t = 0.51 sec)
(c) Step 3450 (t = 1.035 sec)




The computational cost of the dynamic tethered load CFD simulations is very high. For
the 25 mph case, the HRLES simulation required 50,000 steps for 15 seconds of physical
simulation time. This translates to approximately 625 hours on 128 cores of a Cray XE6
cluster, with each core rated at 2.5 GHz, for a total of 80,000 CPU-hours. The cost for the
40 mph case was even higher, as it was run for over 18 seconds of physical time. While the
cost is high, a limited number of specific cases can be performed at conditions in which the
dynamic or aerodynamic behavior is known to be of interest. However, this approach is not
suitable for stability or sensitivity analyses, in which many cases must be evaluated. The
high cost of this dynamic CFD approach is one of the main motivations for the development
of the reduced-order aerodynamic model, which is described in Chapter 5 and subsequently




Due to the high cost of CFD-based dynamic simulations for bluff bodies, a physics-based
reduced-order model has been developed. The primary goal in the development of the
reduced-order model has been the accurate incorporation of the appropriate causal physics
to permit extension of the model to future applications. In the case of bluff bodies, there are
three classes of aerodynamic phenomena that contribute significantly to the overall forces
and moments:
1. Quasi-steady aerodynamics, or the time-averaged forces and moments in an unsteady
flow around a body in a static configuration for a given orientation and flow condition.
2. Vortex shedding behavior, which contributes unsteady fluctuations to the forces and
moments. In high Reynolds number three-dimensional bluff body flows, vortex shed-
ding is turbulent and aperiodic [9], leading to fluctuations that appear chaotic. These
fluctuations are of considerable magnitude and can contribute significantly to the
dynamic response.
3. When unsteady body motion is present, as in dynamic tethered load simulations,
additional unsteady aerodynamic phenomena arise. These effects are a consequence
of the time required for the wake to respond to changes in the body’s equilibrium
(i.e., changes in orientation or velocity), creating phase lags and magnitude attenua-
tions relative to the quasi-steady aerodynamics. These phase and magnitude changes
impact the dynamic stability of the system.
All three classes must be adequately modeled to accurately predict the dynamics of a
bluff body. Figure 40 illustrates how these phenomena are incorporated into the reduced-
order model, from a high-level perspective in terms of aerodynamic coefficients. In this
figure (and throughout this chapter), Cζ represents a generic aerodynamic coefficient. Any
82
Figure 40: Reduced-order aerodynamic model components.
such coefficient can be decomposed, without loss of accuracy or generality, into mean-
flow and fluctuating components, Cζ = Cζ + C
′
ζ . Though in reality it is possible for the
vortex shedding and mean-flow aerodynamics to become coupled (for example, the shedding
frequency can “lock in” to body frequencies [27, 28]), the reduced-order model assumes that
these two components can be computed independently. The mean-flow component, Cζ , is
computed in two parts: the quasi-steady contribution (C
qs
ζ ), which is a function only of
orientation (angle of attack and yaw angle), and the unsteady contribution, which takes
C
qs
ζ as an input while also incorporating past history of Cζ . The fluctuating component,
C ′ζ , is a function of orientation, the vortex shedding frequency (ωs), and time.
5.1 Quasi-Steady Aerodynamics
An accurate representation of the quasi-steady aerodynamics is the first step in creating a
physics-based reduced-order model. Unfortunately, for three-dimensional bluff body flows,
it is not a simple task to approximate the quasi-steady aerodynamics. Unlike in attached
flows, where simple linear relationships derived from theory can be employed, there are no
such simple theories for bluff body flows, due to the inherent unsteadiness and first-order
importance of viscosity. Development of empirical relationships to predict the quasi-steady
behavior has been the subject of recent research; see, for example, Greenwell [12] and
Section 3.6 of this thesis. While these efforts have demonstrated the potential to develop a
general prediction method based on empirical descriptions of shear layer behavior, currently,
supplemental data sets must still be relied upon to inform the quasi-steady model. Data
from HRLES simulations validated for turbulent bluff body flows including dynamic cases
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(for example, Refs. [8, 58, 61, 80] and Section 3.3 of this thesis) have been primarily employed
to generate the quasi-steady data set, while wind tunnel [4] and analytical [99] data sets are
also evaluated. The HRLES data informing the model are drawn from the static simulations
presented in Chapter 3.
A full quasi-steady data set contains data encompassing the entire range of possible
orientations. However, computing such an extensive data set is impractical, as each static
simulation must allow the unsteady wake to develop fully. Similarly, while data sets have
been developed through wind tunnel testing [4], they still involve large costs in setting
up and performing the experiments. A more cost-effective approach is to independently
assess the variation of the quasi-steady aerodynamic coefficients as a function of one angle
(angle of attack or yaw angle) while the other is held constant at a reference value (denoted
as α0 or β0), and then repeat the process for the other angle. These sensitivities are
then superimposed, with corrections for crossflow effects applied. This approach permits
nonlinearities to be captured while maintaining manageable cost in developing the data
set. The resulting form is referred to as “quasi-linear,” because it employs superposition of




ζ (α, β) = C
qs


















The reference angle of attack is typically 0◦, and variations with angle of attack are
measured twice, once with the reference yaw angle equal to 0◦ and again with it equal to 90◦,
to facilitate predictions over the entire range of yaw angles. The quasi-steady aerodynamic
coefficients from these two sweeps are then blended based on the relative dynamic pressure
acting on the faces corresponding to yaw angles of 0◦ and 90◦.
Storing quasi-steady data in tables necessitates some type of interpolation to compute
coefficients at angles between discrete data points in the data set. Linear interpolation is a
cost-effective method, but it is inaccurate in nonlinear regions when the data set is sparse.
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Figure 41: Variation of side force with yaw angle for a 3-D rectangular prism, illustrating
RBF interpolation and revealing significant nonlinearities.
Hodara and Smith [100] explored the use of radial basis functions (RBF) for smooth in-
terpolation without overshoots or oscillations. Since RBF interpolation is expensive, they
recommended performing the interpolation as a pre-processing step to increase the resolu-
tion of a coarse data set, and then applying linear interpolation during the actual simula-
tion. That approach has been adopted here, with a multiquadratic RBF kernel of the form
ξ(r) =
√
(r2 + r20) with a reference radius r0 = 3
◦.
Figure 41 illustrates the effect of RBF interpolation on the side force as a function of
yaw angle, or C
qs
Yβ
(β), for a rectangular prism representative of the CONEX container. The
original data set was computed using HRLES simulations, which have been presented and
discussed in Section 3.3. This data set was non-uniform, with 11 points over the range
of yaw angles from 0◦ to 90◦. Via RBF interpolation, the resolution was increased to one
point per degree. For this geometry, computations are only required for this 90◦-range
in yaw angle, as symmetry relations can be applied to extend the data set to yaw angles
above 90◦ and below 0◦. Figure 41 demonstrates that the RBF interpolation approach
does not create artificial overshoots or oscillations in the nonlinear regions. It also reveals
that nonlinearities, resulting in part from shear layer reattachment, are captured by the
quasi-linear model.
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(a) 25-mph wind speed (b) 40-mph wind speed
Figure 42: Yaw moment comparison between HRLES and the reduced-order model with
and without crossflow corrections.
5.1.1 Crossflow Corrections
In the quasi-linear approach, discrepancies in the limiting behavior of body-axis moments
can occur when both the angle of attack and yaw angle are far from their reference values.
For instance, consider the rectangular prism with an angle of attack of 0◦ and a yaw angle of
20◦. In this orientation, a negative quasi-steady yaw moment is experienced, as is observed
in Fig. 12(c). As the angle of attack increases, the normal component of wind velocity is
washed out with a crossflow component, reducing the yaw moment. As the angle of attack
approaches 90◦, the crossflow component is dominant and the yaw moment goes to zero.
Such behavior is apparent in CONEX wind tunnel data sets including the full landscape of
angle of attack and yaw [4]. However, in the quasi-linear approach, the yaw moment does
not approach zero in this situation. Instead, the yaw moment for an angle of attack of 0◦
and a yaw angle of 20◦ is added to the yaw moment for an angle of attack of 90◦ and yaw
angle of 0◦, resulting in the wrong limiting behavior.
Greenwell [12] has shown that fairly simple corrections can be applied in such situations,
at least in the case of the rectangular prism. These corrections are known as crossflow
corrections because the off-axis velocity component makes up a significant part of the total
velocity vector. Basic crossflow corrections for the pitch and yaw moment, respectively,
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where the subscript ql denotes the quasi-linear value stored in the quasi-steady data set.
To ensure the correct limiting behavior is realized in the body-axis moments, Eq. 15 has
been applied in the reduced-order model. Figure 42 demonstrates the effect on yaw moment
during two separate dynamic simulations. Both simulations involve the 1/11th-scale wind
tunnel model of the CONEX rectangular prism. The first (Fig. 42(a)) is at a wind speed
of 25 mph. In this case, the trailing angle of the tethered load remains small, so the angle
of attack remains close to the reference angle of attack (0◦). At 40 mph (Fig. 42(b)), the
trailing angle repeatedly exceeds 30◦, and the magnitude of the angle of attack is similar to
the trailing angle because of the single-point suspension system used in these trials. Results
from dynamic HRLES simulations are also included in this figure. (For the sake of clarity,
only the mean-flow yaw moment is shown in the reduced-order model results.) At the lower
tunnel speed, the crossflow correction only has a minor influence on the yaw moment. In
contrast, the crossflow correction makes a significant difference in the higher-speed case,
as the angle of attack deviates significantly from the reference value of 0◦. Including the
crossflow correction in this case results in significantly improved agreement with the HRLES
yaw moment.
5.2 Vortex Shedding
In bluff body flows, significant unsteady effects from the wake are present. This unsteadi-
ness results from vortical structures shed during flow separation. Mathematical modeling
of vortex shedding has received significant treatment in the wind engineering field. The
fluctuating force components are typically modeled either using deterministic [101, 102] or
statistical [103, 104] representations of the excitation. In the latter approach, the vortex
shedding model as well as the response are typically cast in the frequency domain. The
present model contains aspects of both approaches. It is formulated in the time domain,
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with fluctuation magnitudes and frequencies prescribed, but randomness is introduced in
the phase to model the aperiodic, chaotic nature of turbulent vortex shedding.
Vortex shedding introduces a perturbation of the quasi-steady aerodynamic coefficients,
denoted here as C ′ζ . In order to adequately represent the contributions of these fluctuating
terms in three-dimensional turbulent flows, it is necessary to account for the largest energy-
containing vortices. Employing a separation of variables approach, the fluctuating terms
may be modeled as
C ′ζ(α, β, t) =
N∑
i=1
C ′ζ,i(α, β)ν(ωs,i, t), (16)
where ν is a function giving the time dependence of the fluctuation and N is the number
of vortex shedding harmonics included. In this model, the fluctuation magnitudes, C ′ζ,i, are
assumed to depend only on the angle of attack and yaw angle. Here, they have been compiled
into data sets similar to the quasi-steady coefficients using the same set of static HRLES
simulations. A simple harmonic sinusoidal representation of the time-dependent function is
adequate for for two-dimensional laminar flow. However, the simple harmonic representation
does not incorporate the chaotic nature of three-dimensional, turbulent, separated flow. A
more accurate form is based on a statistical representation of the turbulence effects, which
may be obtained from a frequency-domain transformation of the unsteady forces or wake
behavior in physical or numerical experiments.
The computational approach has been applied to develop a statistical model of vortex
shedding. Three dynamic simulations of a short rectangular prism have been performed
using HRLES, and the resulting forces and moments computed on the bluff body during
the simulations have been compared with predictions from the reduced-order model. Figure
43(a) presents a comparison of the HRLES and mean-flow reduced-order model prediction
of the yaw moment during the first six seconds of a dynamic simulation. The mean-flow
contribution contains unsteadiness from body motion but lacks the fluctuations apparent
in the HRLES simulation. Figure 43(b) illustrates the effect of adding a simple harmonic
vortex shedding term to model the fluctuations. The form of ν(ωs,i, t) here is
ν(ωs, t) = sin(ωst). (17)
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(a) No shedding (b) Simple harmonic shedding
(c) Shedding with phases matched to HRLES
Figure 43: Effect of modeling vortex shedding terms in a dynamic simulation of a short
rectangular prism.
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(a) No shedding (b) Simple harmonic shedding
(c) Shedding with phases matched to HRLES
Figure 44: Frequency-domain transformation of yaw moment in a dynamic simulation of a
short rectangular prism.
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Only a single term has been modeled; thus N = 1 in Eq. 16. This simple harmonic form
represents a clear improvement over the mean-flow yaw moment, as the fluctuations appear,
by visual inspection of Fig. 43(b), to be of similar magnitude and frequency to the dominant
fluctuations in the HRLES simulation. However, the fluctuations are clearly periodic, unlike
the HRLES simulation, resulting in mismatched phases over much of the time history and
an unrealistic shedding behavior. These characteristics of the actual vortex shedding can
be modeled by modifying Eq. 17 to include aperiodic behavior. The modification involves
adding a phase offset to the sinusoidal function:
ν(ωs, t) = sin(ωst+ Ψm), (18)
where Ψm is the phase of the fluctuation m active at time t. In practice, the functional form
of Ψ should incorporate randomness in such a way that models the nature of the actual
turbulence. The current work employs a random function based on a normal distribution,
Ψm = randn (µ, σ) , (19)
with the probability density function for the normal distribution given by








The final step in closing the model is to determine realistic values of the constants µ
and σ. The dynamic HRLES simulations have been used for this purpose. In each of the
cases, reduced-order simulations have been performed with prescribed dynamics to match
the HRLES simulations, and the mean-flow portion of the forces and moments have been
computed, as in Fig. 43(a). Equation 16 was then applied, with N = 1 and with Eq. 18
used to specify ν. However, instead of computing the phases with Eq. 19, Ψm was varied
to match the HRLES data as closely as possible. The result of this procedure in one of
the cases is presented in Fig. 43(c). Inclusion of the shedding terms with matched phases
significantly improves the vortex shedding effects over the simple harmonic model while
providing a means to introduce aperiodicity in the simulation.
Transformation of the yaw moment time histories from Fig. 43 to the frequency domain
allows quantitative differences between the different vortex shedding representations to be
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assessed. The results of this transformation are shown in Fig. 44. When no vortex shedding
terms are included, the same low-frequency peaks in the yaw moment are present in both
the reduced-order model and the HRLES simulation. These low-frequency peaks result
from the mean-flow aerodynamic response to the body dynamics. Though the peaks are
present at the correct frequencies, the magnitude is underpredicted when shedding fluctu-
ations are neglected, which can also be observed in the time-domain response (Fig. 43(a)).
The higher frequency content is completely missed when no vortex shedding is included in
the model. Simple harmonic shedding (Fig. 44(b)) results in a better capture of the mag-
nitudes at low frequencies and also produces some higher-frequency content. However, this
higher-frequency content is concentrated into a single large spike at the dominant shedding
frequency. This behavior is in contrast with the HRLES data, in which the high-frequency
content is spread out over a much broader spectrum. When aperiodicity is introduced by
matching the phases of the shedding model to the HRLES yaw moment, the frequency
content is accurate over a broad range from 0.5 to 10 Hz even with N = 1.
Of course, it is not practical to perform the phase-matching procedure for each reduced-
order simulation, because an identical HRLES simulation would be required for each case.
Instead, this procedure has been applied to accumulate phase distribution data for the
purpose of developing a representative statistical model. The phase distributions from each
of the three HRLES simulations have been compiled and are plotted in Fig. 45. A best-fit
normal distribution has been applied to model the phase data. The distribution has a mean
value µ = 3.14 and standard deviation σ = 1.62. The data are also fairly well represented
by a simple uniform distribution over the range 0 ≤ Ψ ≤ 2π rad. Throughout the remainder
of this thesis, the best-fit normal distribution has been applied to compute the shedding
phase.
5.3 Unsteady Aerodynamics Due to Body Motion
When a body’s orientation or velocity in a fluid flow changes, the aerodynamic response is
not instantaneous. As a result, the unsteady aerodynamic response lags the quasi-steady
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Figure 45: Shedding phases from three separate simulations and best-fit normal distribution:
µ = 3.14, σ = 1.62.
values, and magnitude attenuation also occurs during continuous accelerations. These con-
cepts form the basis of classical unsteady aerodynamic theory, which includes Theodorsen’s
theory for simple harmonic motion of thin airfoils and the indicial methods of Wagner and
Küssner [74, 105, 106, 107].
Though the classical unsteady aerodynamic theories are formulated for potential flow,
similar responses have been observed in viscous, separated flows. Dynamic stall is one
such case, which has been described in Section 1.4. Unsteady effects in dynamic stall have
been successfully modeled as a second-order dynamic filter of the quasi-steady aerodynamic
coefficients [69, 70, 71, 72, 73]. A similar unsteady model has been developed here to predict
aerodynamic-dynamic interactions of bluff bodies. The model is a second-order differential
equation, with the quasi-steady aerodynamics acting as a forcing function. For a generic






















where η, Ωn, Ω
qs
n , and ε are model parameters. The differential equation model is necessary
for the practical reason that it is able to produce phase lags and magnitude attenuation as
expected from unsteady theory. The time derivatives also dictate that historical values of
93
the aerodynamic coefficients influence the solution at a given time, which is analogous to
the wake in an unsteady flow. A significant benefit of Eq. 21 is that the flight speed and
configuration scale are inherent in the model, so the model parameters are non-dimensional
and can be applied over a broad range of flight conditions and sizes.
While it is possible to use system identification to determine the model parameters (see
Refs. [1, 65, 11]), such an approach is not physics-based, and therefore the accuracy for
new configurations is unknown. Instead, it is preferable to base the model on a theoretical
unsteady aerodynamics framework. Theodorsen’s theory [74] is one such framework. The
theory is derived for a thin airfoil undergoing sinusoidal motion in potential flow, with the
additional assumption that the wake is planar. Clearly, many of these assumptions are
violated by three-dimensional bluff body flow. Nonetheless, the theory has been shown to
provide moderately accurate results even in viscous cases with separation [108, 109, 110].
Therefore, it is expected that applying the theory to unsteady bluff body flow should at
minimum produce the correct trends, and it represents a reasonable physics-based starting
point for assessing the impact of unsteady aerodynamics on bluff body dynamics. The accu-
racy of the model is assessed later in Sections 6.1 and 6.4.2 using both HRLES simulations
and full-scale flight test data.
The Theodorsen function is a frequency-domain transfer function between unsteady
circulatory and quasi-steady aerodynamics:
Cζ
Cqsζ










The reduced frequency, k =
ωb
U∞
, can be transformed between the frequency domain and
the Laplace domain via the substitution s = iω. Here, the reference length, b, is taken as
half the length of the longest side of the bluff body. Eq. 21 can also be written in terms of
k by first taking the Laplace transform and then transforming the ratio of the left and right
side to the frequency domain. Following this procedure, the dimensional quantities U∞ and





−k2 + ikη + Ω2n
. (23)
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Figure 46: Response of the frequency-domain transfer function and comparison with clas-
sical unsteady aerodynamic theory (comparison of Eqs. 22 and 23).
Using the reduced-frequency form of Eq. 23, the model parameters can now be de-
termined via an error-minimization procedure such that the best possible match between
Eqs. 23 (the model) and 22 (the theory) is achieved over a range of reduced frequency. This
procedure has been performed over two separate intervals, k < 0.3 and 0.3 ≤ k ≤ 1. The re-
sulting values of the parameters for these low reduced frequency and high reduced frequency
models are listed in Table 9. Figure 46 compares the amplitude and phase responses of the
reduced-order model to Theodorsen theory. Excellent agreement is achieved by splitting
the response into two separate intervals. The same approach can also be used to develop a
higher-order filter with additional model parameters to achieve equivalent accuracy over a
broader range of reduced frequency.
Table 9: Model parameters for low- and high-frequency approximations of the Theodorsen
function.





For most dynamic problems, there is no specified reduced frequency because the motion
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is not simple harmonic. However, usually the engineer is aware of an expected range of
frequencies, so the selection of a set of applicable model parameters from Table 9 is not
problematic. In all the dynamic bluff body simulations investigated here, the reduced
frequency is expected to remain small, so the low-frequency model parameters are employed.
This assumption is supported by the frequency information from Fig. 44(a). The largest
peak in these figures corresponds to a reduced frequency of only 0.05. The k = 0.3 threshold
for the high-frequency model parameters is crossed at a frequency of 4.6 Hz, by which point
there remain no more singificant peaks corresponding to body dynamics.
A number of alternative rational function approximations to Theodorsen theory are
available [108]. One such approximation, which is very similar in form to the original
unsteady model in Eq. 21, was developed by RT Jones in 1938 [111]. When converted to




















where n1 = 0.5, n2 = 0.2808, n3 = 0.01365, d1 = 0.3455, and d2 = 0.01365. The only differ-
ence between the form of the RT Jones model and that of the original unsteady Theodorsen
model in Eq. 21 is the presence of the C̈
qs
ζ term. By including this additional term, the RT
Jones model approximates the response of of Theodorsen theory accurately over a much
larger range of reduced frequency with only a single set of model parameters (n1, n2, etc.).
The RT Jones model has been transformed to state space form and incorporated in the
reduced-order aerodynamics model, where it is solved using an Adams-Bashforth numerical
integration scheme. The same numerical scheme has also been applied during simulations
to integrate Eq. 21 in state-space form.
In order to verify the implementation, the RT Jones model has been used to simulate the
unsteady response of a thin airfoil in simple harmonic motion, whose solution is known from
Theodorsen theory. The amplitude and phase response have been measured for simulations
at five discrete values of reduced frequency. The measured response compares favorably
with the expected response in the frequency domain, as illustrated in Fig. 47. This figure
also demonstrates that the RT Jones transfer function tracks the magnitude and phase
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Figure 47: Verification results for the RT Jones unsteady aerodynamic model.
characteristics of Theodorsen theory accurately over a broad range of reduced frequencies.
Both models are utilized throughout the rest of this thesis, as the model of Eq. 21 was
developed first and subsequently applied in many of the initial simulations. However, both
are essentially equivalent at low reduced frequencies, and tests have been performed to
ensure that the dynamic behavior remains the same when the unsteady model is changed
for the cases presented in this thesis. In general, the RT Jones model is recommended
because of its broader applicability with a single set of model parameters.
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CHAPTER VI
MODEL VALIDATION AND TETHERED LOAD STABILITY
ANALYSIS
In this chapter, the reduced-order model is validated using multiple methods. The high-
fidelity hybrid RANS-LES simulations presented in Section 4.2 are especially useful for this
purpose, because uncertainties with respect to the tether and attachment system, mass
distribution, initial conditions, atmospheric turbulence, and other parameters can be elimi-
nated by simulating these characteristics identically in both numerical methods. Validation
with experimental flight test data is also valuable to ensure that the model’s predictions are
representative of real behaviors. Both validation approaches are presented in this chapter.
Predictions of tethered load stability by the model are also assessed and validated against
flight test data.
6.1 CFD Validation of Reduced-Order Aerodynamics
The reduced-order model has been validated using the high-fidelity CFD tethered load
simulations presented in Section 4.2. These simulations involve a 1/11th-scale model of
the CONEX rectangular prism cargo container in a virtual wind tunnel without helicopter
degrees of freedom. The tethered load properties and operating conditions for these simu-
lations are given in Tables 7 and 8, respectively. The aerodynamic predictions of the model
are initially evaluated by applying the 6-DoF dynamic states from the two CFD simula-
tions as prescribed-motion inputs to the model. This procedure permits a direct comparison
between the reduced-order model and high-fidelity aerodynamic predictions.
Figures 48 and 49 present comparisons of the drag (in the wind tunnel X-direction),
the side force (in the tunnel Y -direction), and the yaw moment (about the tethered load’s
vertical axis) for the high-fidelity simulations and the reduced-order model. Vortex shedding
fluctuations have been removed from the reduced-order model results to permit a clearer
comparison of the mean-flow effects. In the 25-mph case (Fig. 48), the reduced-order
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(a) Drag and side force
(b) Yaw moment
Figure 48: Comparison between high-fidelity and reduced-order aerodynamics; 25 mph
tunnel speed. For clarity, vortex shedding effects have been left out of the reduced-order
results.
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(a) Drag and side force
(b) Yaw moment
Figure 49: Comparison between high-fidelity and reduced-order aerodynamics; 40 mph
tunnel speed. For clarity, vortex shedding effects have been left out of the reduced-order
results.
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prediction of all three of these quantities is in excellent agreement with the high-fidelity
simulation. Of particular interest is the fact that the model captures the changes in these
forces and moments after the rotation from narrow-side-forward to broad-side-forward has
occurred, which takes place after approximately 12 seconds (see Fig. 37(a)). The drag
is slightly underpredicted during this rapid transitional period, but otherwise the model
prediction passes through the middle of the fluctuating high-fidelity data. The yaw moment
and side force, in particular, exhibit significant nonlinearities during the last half of the
simulation while the yaw angle begins to grow large. These nonlinearities result from shear
layer reattachment on the faces of the rectangular prism, which is captured by the model.
Figure 49 presents a comparison between high-fidelity and reduced-order aerodynamics
for the 40-mph case. Despite the more complex dynamics and larger trailing angle excursions
at this speed, the reduced-order model still accurately predicts the forces and moments. All
three quantities (drag, side force, and yaw moment) are well-captured in terms of both
magnitude and phase. The side force and yaw moment oscillate about a mean value of zero,
while the mean drag is 7.5 N, which is significantly higher than in the 25-mph case. The
periodic nature of the aerodynamics is due to the fact that the tethered load is spinning,
as evidenced by the yaw angle time history in Fig. 37(b).
6.1.1 Quasi-Steady Data from Other Sources
Though most of the reduced-order simulations in this thesis make use of quasi-steady data
from static time-accurate high-fidelity simulations, it is also equally valid to apply data from
other sources, such as flight tests or wind tunnel tests, provided they encompass the needed
range of orientations and flight conditions. To illustrate this point, the 25-mph case has
been evaluated with wind tunnel data from Rosen et al. [4] used to inform the quasi-steady
aerodynamic model. Though the Reynolds number is in this test is smaller than in the
high-fidelity simulations, this sharp-edged bluff body is insensitive to Reynolds numbers in
this range [16, 13, 17], and good agreement has been observed between this experimental
data and the high-fidelity simulations (see Fig. 12).
Figure 50 depicts the yaw moment from the 25-mph case when the quasi-steady data
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Figure 50: Yaw moment for the 25-mph case with quasi-steady data from high-fidelity
simulation and from wind tunnel data [4].
from high-fidelity simulations are substituted with the wind tunnel data from Rosen et
al. [4]. At first glance, the prediction of the peak values actually appears improved with
the wind tunnel data, which is unexpected. However, this appearance results from the
removal of the vortex shedding terms, as has been done in the previous figures, for the sake
of clarity. When these terms are included, the quasi-steady data interpolated from static
CFD data sets more accurately represent the high-fidelity dynamic simulation results, as
expected (see Fig. 43(c)). In the wind tunnel tests, shear layer reattachment occurred at
a slightly lower yaw angle than in the static high-fidelity simulations, resulting in a higher
yaw moment slope and relatively greater yaw moment at low yaw angles in the wind tunnel
data. Despite these differences, which are to be expected with a different data set, the
overall agreement with high-fidelity data is still quite satisfactory and demonstrates that
the model is robust with respect to the source of quasi-steady data.
6.1.2 Aerodynamic Yaw Moment Damping
Due to the short aspect ratio of the CONEX cargo container and the lack of any stabilizing
fins, it has so far been assumed that aerodynamic moment damping terms are negligible. To
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Figure 51: Yaw moment for the 40-mph case with and without an aerodynamic yaw rate
damping term.
evaluate this assumption as well as establish the influence of such terms, yaw rate damping
has been investigated for the 40-mph tunnel speed. This term has the form
C
qs
N,damp = Cdampr, (25)
which is added to Eq. 14 for the yaw moment. As an estimate of this damping coefficient
is not available for the CONEX, a representative value has been selected based on the peak
yaw moment during spinning motion at 40 mph (0.1 N-m) and the mean spin rate (2.2
rad/sec). The yaw rate damping coefficient, Cdamp, based on these parameters is -0.04
sec/rad after converting the peak yaw moment to non-dimensional form. The negative sign
indicates that the damping opposes yaw rotation.
Figure 51 presents the yaw moment over the first six seconds for the high-fidelity simu-
lation and the reduced-order simulation with and without aerodynamic yaw rate damping.
(As in previous figures, the vortex shedding fluctuations have been left out of the model
results for clarity.) Prior to the spinning motion, which occurs after approximately two
seconds at this wind speed, the rate damping term introduces a small phase lead relative to
the yaw moment from the high-fidelity simulation. After the tethered load begins to spin,
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the rate damping term produces an offset on the order of 0.1 N-m in the negative direction,
which is expected based on the selected value for Cdamp and the mean spin rate. However,
compared to the reduced-order prediction with no aerodynamic yaw rate damping, the pre-
diction with damping is significantly worse. Both the phase lead prior to spinning and the
yaw moment offset during spinning are not present in the high-fidelity data. Furthermore,
the reduced-order model prediction without the damping term is within the vortex shedding
fluctuations from the high-fidelity data throughout most of the simulation, while it differs
significantly from the high-fidelity data when the damping term is included. The good
correlation between the model and the high-fidelity simulation without aerodynamic rate
damping and the significantly degraded prediction when this term is included indicate that
aerodynamic moment damping is negligible for this bluff body. Therefore, these damping
terms are neglected in the remainder of the simulations for the CONEX tethered load. On
the other hand, for bluff bodies with stabilizing fins (i.e., those evaluated by Raz et al. [16]),
such damping terms are required and may provide stabilization of the spin mode.
6.2 CFD Validation of Reduced-Order Dynamics
The previous section has demonstrated that the aerodynamic predictions of the reduced-
order model are accurate when compared with high-fidelity simulations incorporating iden-
tical dynamics. The next step is to evalute the dynamic behavior when the reduced-order
model is allowed to drive to motion. For this purpose, the same two CONEX cases from
Tables 7 and 8 have been repeated with the reduced-order model computing both the
aerodynamics and dynamics. In each of these cases, the model has been assessed in two
configurations: (1) with all unsteady terms included, and (2) with only quasi-steady aero-
dynamics applied to compute the mean-flow terms. In all cases, the vortex shedding terms
have been included.
Figure 52(a) presents the yaw dynamics for the complete reduced-order model with
all unsteady terms compared with the yaw dynamics from high-fidelity simulation. The
behavior is similar for both; while initially small, yaw oscillations increase over time and




Figure 52: Yaw comparisons at 25-mph tunnel speed, high-fidelity simulation vs. reduced-
order model.
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instead of the narrow side. Furthermore, in each case a steady spin is not developed, but
instead the bluff body settles into a periodic oscillation behavior about this new equilibrium
orientation. The rotation from narrow-side-forward to broad-side-forward does not occur at
the same time in each simulation; the transition is delayed by eight seconds in the reduced-
order simulation. However, the random nature of vortex shedding plays a role in determining
when the rotation occurs, and even in the high-fidelity simulation or in flight tests, small
changes in turbulence or initial conditions are expected to similarly alter the time history of
dynamic states due to unpredictable changes in the chaotic 3-D vortex shedding. Therefore,
it is more important to focus on the dynamic characteristics instead of the specific times
at which the behaviors occur, and this figure demonstrates that the reduced-order model
predicts the correct yaw behavior.
Figure 52(b) presents a similar comparison, but this time including only the quasi-
steady effects in the mean-flow aerodynamics of the reduced-order model. Though the
initial behavior is similar – the rectangular prism experiences growing yaw oscillations –
the characteristic rotation from narrow-side-forward to broad-side-forward never occurs.
Instead, a limiting yaw angle of 15◦ is reached but never exceeded. Though the yaw rotation
behavior is dependent upon random vortex shedding, repeated tests have confirmed that
the rotation does not occur unless unsteady effects of body motion are included. This result
is of particular interest, as it indicates that unsteady aerodynamics play a significant role
in the dynamic response of bluff bodies even at low reduced frequencies.
Though vortex shedding effects were omitted in Figs. 48 and 49, it is important to
describe their roles in the dynamic response of a bluff body. The first role is to provide a
perturbation to the dynamic state. Without such a perturbation, some modes may never
be excited during the simulation, while they would be in a real flow. The second role is
to modify the time at which changes in dynamics occur. For example, the yaw rotation
behavior in Fig. 52(a) has been found to occur at different times depending on the random
shedding fluctuations that are applied by the model, but this behavior always occurs at




Figure 53: Yaw comparisons at 40-mph tunnel speed, high-fidelity simulation vs. reduced-
order model.
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A similar comparison is presented in Fig. 53 for the 40-mph case. The narrow-side-
forward position has been found to be particularly unstable in the high-fidelity simulation
at this speed, with yaw divergence occuring within the first few seconds and then a coun-
terclockwise rotation developing. After eleven seconds of growing yaw oscillations, the
rectangular prism begins to rotate in the clockwise direction, which is the same behavior
as predicted by the high-fidelity numerical simulation, though the direction of rotation is
opposite. It should be noted that the direction of rotation is also influenced by the random
vortex shedding fluctuations and may change from one simulation to the next, and similar
observations have also been reported in prior wind tunnel tests [98]. In the high-fidelity
simulation, the spinning behavior pauses briefly at 12 seconds and then continues. The
reduced-order model response includes similar pauses as well as reversals in spin direction.
Though the initial onset of spinning is delayed relative to the high-fidelity dynamics, it
occurs significantly earlier in the reduced-order model compared to the 25-mph case, so the
correct trend in sensitivity of this behavior to tunnel speed is captured.
The average magnitude of yaw rotation rate for the reduced-order model during the
complete rotation occurring between simulation times of 12 and 16 seconds is 2.1 rad/sec,
while it is 2.3 rad/sec in the high-fidelity simulation during the two complete rotations
between simulation times of 3 and 9 seconds. This result represents an error of 8.7%.
Furthermore, the mean rotation rate varies between cycles, and including the third complete
rotation that takes place between 9 and 12 seconds results in an average spin rate of 2.2
rad/sec in the high-fidelity simulation, representing an error of only 4.6%.
Figure 53(b) demonstrates, once again, that incorrect behavior results if only quasi-
steady effects are considered in the mean-flow aerodynamics. Despite the fact that the
high-fidelity simulations indicate that the narrow-side-forward orientation is even less stable
at this speed, the quasi-steady reduced-order model still does not produce yaw divergence
in this case. Instead, a limit-cycle yaw oscillation is established, as in the 25-mph case.
These results confirm that unsteady aerodynamics are important to bluff body dynamics,
and models neglecting them should not be expected to produce the correct response.




Figure 54: Trailing angle comparisons between high-fidelity and reduced-order simulations.
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the attachment point makes with respect to the vertical, is shown in Fig. 54. Reduced-order
model results include both the complete model and the quasi-steady version. In the 25-mph
case, initial oscillations in the trailing angle are small, as the initial condition is set such
that the aerodynamic and gravitational moments acting about the tether attachment point
are nearly balanced. The oscillations remain small until yaw rotation takes place, at which
point the trailing angle increases significantly due the to higher drag in the broad-side-
forward orientation. The behavior is very similar between the high-fidelity simulation and
the complete reduced-order model, with the main difference being the time at which rotation
occurs. After yaw rotation, the mean trailing angle is 13.7◦ in the high-fidelity simulation
and 12.3◦ in the reduced-order model, representing a difference of 10%. With quasi-steady
aerodynamics in the reduced-order model, the prism never undergoes the characteristic
yaw rotation, so the trailing angle remains significantly smaller. Prior to yaw rotation, the
mean trailing angle is 8.6◦ in the high-fidelity simulation, 8.0◦ in the complete reduced-order
model, and 8.2◦ in the quasi-steady model, all representing an error of less than 7% between
high- and low-fidelity simulations. These predictions also compare favorably with similar
wind tunnel tests, in which the observed trailing angle was 9◦ [5].
At 40-mph, the rectangular prism initially has a trailing angle of 0◦, resulting in large
initial trailing angle oscillations due to the unbalanced moment about the cable attachment
point at the top of the wind tunnel from drag on the tethered load. The mean trailing
angle is 27.2◦ for the high-fidelity simulation, 24.7◦ for the reduced-order simulation with
all unsteady terms included (9.1% error), and 20.5◦ for the reduced-order simulation with
only quasi-steady mean-flow aerodynamics (24.6% error). The larger error for the quasi-
steady simulation is due to the fact that the incorrect yaw behavior is predicted; the narrow
side remains facing forward throughout the simulation, resulting in lower drag.
6.2.1 Computational Cost
The computational cost of the reduced-order model is significantly lower than CFD-based
dynamic simulations. For the 25-mph case, the high-fidelity simulation required approxi-
mately 80,000 CPU-hours to complete 50,000 time steps, corresponding to 15 seconds of
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dimensional time. Run on 128 cores of a Cray XE6 cluster, each rated at 2.5 GHz, this cost
translates to 625 hours of wall time. In contrast, 50,000 steps for the reduced-order model
required only 2.95 minutes on a single processor rated at 2.33 GHz, for a total cost of 0.05
CPU-hours, representing a reduction of over six orders of magnitude in terms of CPU-hours
and over four orders of magnitude in wall time. This large difference in cost is mainly due
to the need to resolve multiple millions of degrees of freedom, associated with the conserved
variables at each grid node, in high-fidelity simulations.
In addition to the much smaller number of computations required per time step in the
reduced-order model, several cost-saving techniques have also been applied. One is the use
of a simplified interpolation routine, instead of the built-in function in MATLAB, to speed
up the retrieval of quasi-steady data (for more information, see Prosser and Smith [112]).
As described in Section 5.1, radial basis function (RBF) interpolation has been applied to
improve the interpolation accuracy with a relatively coarse data set. Hodara and Smith [100]
found that using RBF to interpolate data in a simulation increased interpolation cost by a
factor of ten, compared to linear interpolation, for a model with 220 data points. However,
as recommended by Hodara and Smith, this cost is converted to a one-time preprocessing
cost by applying RBF to first interpolate the quasi-steady data set to a finer resolution and
then using linear interpolation during the actual simulations. This approach results in the
accuracy of RBF interpolation combined with the speed of linear interpolation.
Of course, generation of the quasi-steady data set required by the model also represents
a significant pre-processing cost. For example, the numerical data set for the rectangular
prism used prominently throughout this effort involved eleven individual static orientations.
Each of these required approximately 20% the number of time steps as the 25-mph dynamic
case in order to ensure that a sufficiently long time history was available for computing mean
force and moment coefficients. Thus, approximately 176,000 CPU-hours were required for
all eleven cases. Similarly, performing wind tunnel or flight tests for this purpose is also
costly.
Further cost savings are also possible within the reduced-order model. High-fidelity
simulations of bluff bodies require a very fine time step to resolve turbulence scales, but the
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reduced-order model is not constrained to the same extent. The time step can be increased
significantly in the reduced-order simulation, though it is recommended that at least ten





. For the 25-mph case, this upper bound corresponds to ∆t = 0.0037 sec, which
is approximately an order of magnitude larger than the time step used in the dynamic CFD
simulations. Additionally, tests to date have indicated that integration of the dynamic
equation for unsteady aerodynamics (Eq. 24) requires a smaller time step for stability
than the 6-DoF rigid body equations (Eq. 1). In the 25-mph simulation, the maximum
time step possible using third-order Adams-Bashforth integration was approximately 0.002
seconds, above which the unsteady aerodynamic model would become unstable. However,
the time integration scheme can be changed to improve stability if desired; for example,
by reducing the order of accuracy. Significant additional cost savings can also be realized
via implementation in a compiled language with optimization, as opposed to the current
implementation in MATLAB, and through parallel processing applied to retrieve coefficients
from the quasi-steady data tables. It is expected that with the latter two changes alone,
the performance can be easily improved sufficiently for real-time simulations.
6.3 UAV Flight Test Comparisons
The reduced-order aerodynamic model has been incorporated into the Georgia Tech UAV
Simulation Tool (GUST) [113] for tethered load simulations by the UAV Research Facility
at the Georgia Institute of Technology. The GUST framework is employed in simulation to
develop and test control algorithms for helicopter and tethered load guidance. The realism
of the reduced-order aerodynamic model for the tethered load is important to ensure that
the control laws perform as well in the real world as they do in simulation.
Flight tests have been performed by the UAV Research Facility to evaluate control
algorithms for tethered loads. In these flight tests, an unmanned helicopter called GTMAX
carries an approximately cylindrical tethered load, as portrayed in Fig. 55. The tethered
load has length 0.26 meters, diameter 0.28 meters, and mass 5.2 kg. The tether consists of
a single line of length 14 meters. As the load configuration is similar to a short cylinder
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with aspect ratio 1.0, quasi-steady high-fidelity simulation data from simulations of this
geometry, presented in Chapter 3, were utilized to create quasi-steady data sets and to
determine the magnitude of vortex shedding fluctuations. Other than substituting these
data sets, no other changes were required to apply the reduced-order model to a new bluff
body geometry.
During the flight test, the GTMAX helicopter flew along a straight path without turning.
Several linear accelerations in both the forward and backward directions were commanded
in the flight velocity profile (Fig. 56(a)), with only small deviations in the lateral direction.
The position of the load was measured with a downward-facing camera. For comparison
with the flight test data, the helicopter position has been integrated from the velocity profile
and applied as a prescribed motion at the top of the tether in simulation. The resulting
load positions in both the longitudinal (along the flight path) and lateral (normal to the
flight path) directions are presented in Fig. 56(b). The helicopter position is subtracted
to provide a clearer comparison. To demonstrate the superiority of the present model over
simpler models that consider only constant quasi-steady drag (e.g., Ref. [63]), an additional
simulation was performed with only quasi-steady drag included in the aerodynamic model.
The constant drag coefficient was set to 0.74, which is representative of a low-aspect-ratio
cylinder in subcritical flow [6, 31].
During the accelerations, the load tends to lag behind the helicopter, and it swings back
and forth in the constant-speed portions of the flight profile. The motion in the lateral
direction is dominated by a pendulum-like behavior. Though the position in both axes is
generally well predicted by the simulation, the measured data are characterized by signif-
icantly more high-frequency oscillations. However, when compared with the mean change
in the helicopter’s position in each direction (approximately 25 meters), these discrepancies
are well within the range of uncertainty due to uncontrolled wind gusts, measurement error,
and the initial state. The difference between the measured and simulated maximum load
excursions is less than 10% of the total change in helicopter position in the longitudinal
direction, and less in the lateral direction. When only quasi-steady drag is included in
the aerodynamic model, the longitudinal motion is largely unaffected. However, the lateral
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(a) GTMAX helicopter with load
(b) Close-up of load
Figure 55: Photographs of the GTMAX helicopter and tethered load. Figure used by
permission of the UAV Research Facility at the Georgia Institute of Technology.
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(a) Helicopter velocity profile
(b) Load position subtracted from helicopter position
Figure 56: Flight test data from the UAV Research Facility and comparison between mea-
sured and simulated load positions.
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motion is captured more accurately with the full model, as oscillations do not die out as
quickly. Therefore, even in this flight test at relatively low speeds with a relatively heavy
tethered load, the current reduced-order model produces noticeably better dynamic predic-
tions than the simpler drag-only method. The flight test comparison serves as additional
validation of dynamic predictions by the reduced-order model and also demonstrates that
the model is able to handle diverse bluff body types.
6.4 Full Scale Flight Tests and Stability
The previous sections have demonstrated validation of the reduced-order model with high-
fidelity CFD simulations, wind tunnel data, and UAV-scale flight tests. However, the mod-
eling approach and assumptions cannot be validated until correlation with full-scale flight
test data is confirmed. In particular, as dynamic instability is the main factor limiting
helicopter flight speed and increasing certification costs for tethered load operations, the
ability to predict this instability with a simulation model is highly valued.
Flight test data have been provided by the Aeroflightdynamics Directorate (AFDD) of
the U.S. Army for a full-sized CONEX cargo container over a range of flight speeds. The
details of the load and flight test conditions are provided in Tables 10 and 11.
Table 10: Flight test parameters.
Flight number Record number Mean airspeed (kts) Mean yaw rate (deg/sec)
132 2 55.3 127.2
132 3 69 160.0
132 4 77 167.1
132 6 86 152.6
132 8 97 128.2
132 10a 105.6 89.7
134 8 112 54.6
The load is secured in flight using a system of four cables attached between the top four
corners of the CONEX and a single hook underneath the helicopter. The hook attachment
includes a gimbal to allow the entire tether system to spin freely, rather than winding up
when the load spins. The friction due to the gimbal was measured by AFDD and found to
vary with the load weight according to the relationship in Table 11, but it remains constant
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Table 11: CONEX cargo container configuration.
Quantity Value Units





Ixx, Iyy, Izz 993.0, 1382.3, 1254.6 slug-ft
2
G.C.-to-C.G. (x, y, z) -0.082, -0.048, -1.323 ft
Gimbal friction 0.60723 + 0.00099575 × Weight ft-lbs
Figure 57: Depiction of longitudinal (θc) and lateral (φc) cable angles.
as the spin rate changes (it does not behave as a damping term proportional to the spin
rate) [11].
Two different sets of flight data were provided by AFDD. Flight 132 included six records
over a broad range of flight speeds below the stability boundary. At these speeds, the
tethered load was observed to spin at a steady rate whose mean value was constant from
one revolution to the next but varied throughout a revolution. The lateral and longitudinal
cable angles relative to the flight path also typically exhibited relatively small oscillations
about their mean values during this flight. These angles define the transformation between
the hook-to-load-C.G. vector and the negative Z-axis of the level heading frame, which is
the coordinate system aligned with the helicopter flight path. The cable angles are depicted
in Fig. 57. A single record is included for Flight 134, above the critical flight speed for
stability. At this speed, the spin rate reduced and included several direction reversals, while
the cable angle excursions from the mean values grew in excess of 20◦.
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6.4.1 Force and Moment Comparisons
Before simulating the dynamics of the tethered load, it is important to ensure that the
reduced-order model accurately predicts the aerodynamic forces and moments. The aero-
dynamic predictions have been previously validated with high-fidelity numerical computa-
tions of a 1/11th-scale CONEX container (see Section 6.1). Here, data from Flight 134
are employed to validate the model for the full-scale flight tests. The fight record included
all dynamic state information (position, velocity, orientation, and angular rates) for the
tethered load as well as the wind velocity. In the simulation, the motion of the load was
prescribed to match the flight test data and included the wind speed. During this test, the
load spun with an average rate of 54.6 deg/sec, as listed in Table 10, with the direction of
rotation reversing several times. The resulting drag, side force, and yaw moment, compared
with measured quantities from the flight test, are presented in Fig. 58 as functions of β.
As the tethered load spun several times during the flight test, each plot has multiple curves
corresponding to different times in the test.
Figure 58 demonstrates that the reduced-order model is able to accurately predict the
forces and moments from the flight test data. The drag and yaw moment are particularly
well predicted, especially considering the model aerodynamics draw from computations of a
wind-tunnel-scale CONEX. This result confirms that the aerodynamics of the CONEX are
insensitive to Reynolds number, which is expected because shear layer separation is fixed
at the sharp edges of the geometry. The fact that the yaw moment magnitude is accurately
predicted also provides further validation for the quasi-steady crossflow correction. The
magnitude of side force is somewhat over-predicted in the simulation, although the phase
and trends with yaw angle are still accurate. The lift is not shown, as it is not a strong
function of yaw angle, but the model prediction of lift is also satisfactory.
The higher-frequency variations in the forces and moments apparent in Fig. 58 are
due to three-dimensional unsteady vortex shedding. The qualitative shedding behavior is
similar between the flight test and reduced-order simulation in Fig. 58. To ensure that the
quantitative behavior is also accurate, Fast Fourier Transforms (FFTs) have been applied to
transform the time histories of the forces and moments to the frequency domain. The FFT
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(a) Drag (b) Side force
(c) Yaw moment
Figure 58: Comparison of forces and moments versus yaw angle, 112 knots (Flight 134
Record 8).
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(a) Shedding model on (b) Shedding model off
Figure 59: Fast Fourier Transforms of side force, 112 knots (Flight 134 Record 8).
function in MATLAB has been employed for this purpose. Figure 59 illustrates the power
spectrum of side force from the flight test and simulation. This figure demonstrates that
the fluctuations from the shedding model possess similar frequency content to actual flight
test data. When the shedding model is disabled, as in Fig. 59(b), the higher-frequency
content on the order of the vortex shedding frequency tends to be under-predicted. The
same trend persists for the other forces and moments, which are not included here, though
for this flight record the higher-frequency content of the yaw moment is over-predicted when
the shedding model is activated.
6.4.2 Assessment of Unsteady Aerodynamics
The reduced-order aerodynamic predictions at a flight speed of 112 knots (Flight 134 Record
8) are quite satisfactory, as demonstrated in the previous section. However, the reduced
frequency, k, in this case is only 0.02 when the mean yaw rate (given in Table 10) is applied
as ω, L/2 as the reference length, and the mean airspeed as U∞. In the other flight records,
the spin rate is higher and the airspeed lower, resulting in a higher reduced frequency. For
example, the reduced frequency is 0.1 at 55 knots (Flight 132 Record 2) and 0.08 at 86
knots (Flight 132 Record 6). To assess the unsteady aerodynamic model, Fig. 60 presents
the yaw moment as a function of yaw angle for these three cases. The unsteady results
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are compared with the flight test data, and model predictions with the RT Jones unsteady
aerodynamics disabled (quasi-steady aerodynamics) are also included for reference.
Figure 60 clearly illustrates that in all cases (even at a reduced frequency of 0.02)
the quasi-steady prediction of yaw moment magnitude is larger than the measured value.
Inclusion of the unsteady model reduces the peaks in yaw moment and generally results
in better agreement with the flight test data. The error in peak yaw moment is typically
less than 25%, though there are still some unexpected behaviors, particularly around a yaw
angle of 0◦, that are not currently captured by the model. The phase lag of the unsteady
model prediction relative to the quasi-steady data is accurate at low reduced frequency, with
an average phase error of 4◦. As the reduced frequency increases, the phase lag is under-
predicted, with an average error of 8◦ at a reduced frequency of 0.08 and 17◦ at a reduced
frequency of 0.1. This result suggests that the phase response of the RT Jones model is
too mild for bluff body flows. The relation of this deficiency to the dynamic behavior is
discussed in the following sections.
Though models suited to bluff body flows have been developed in the past [1, 65, 11],
these have typically relied on the system identification approach, making them applicable
to only a specific configuration and requiring a new model at each flight speed and yaw
rate. For future improvements to the current unsteady model, it is recommended to modify
the RT Jones transfer function in the reduced frequency domain so that a more general
model is developed that scales with load size, flight speed, and yaw rate. Ideally, a single
model would be sufficient for a wide range of bluff body types, but it is not currently known
whether a universal model is possible. However, it will be demonstrated in the following
sections that the current reduced-order model is capable of predicting tethered load stability
in the low speed cases as well as the onset of instability at high speed. Therefore, for the
purpose of this work, it is not considered crucial to accurately reproduce the phase lag at
higher reduced frequencies on the order of 0.1, but sensitivity to the unsteady model for
the unstable case will nonetheless be discussed in the following sections.
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(a) 55 knots, k = 0.1 (b) 86 knots, k = 0.08
(c) 112 knots, k = 0.02
Figure 60: Comparison of yaw moments for different flight speeds and reduced frequencies.
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6.4.3 Coupled Helicopter-Load Simulations
Simulations have been performed, corresponding to each of the flight record numbers listed
in Table 10, with the reduced-order model to assess its effectiveness for tethered load stabil-
ity analysis. To ensure that the conditions are as consistent as possible between the flight
test and the simulation, the recorded position of the hook below the helicopter has been
applied as a prescribed input for the simulation. The position, orientation, velocity, and an-
gular rates from the beginning of the flight record are applied as the initial conditions, and
both the aerodynamics and dynamic response of the load are subsequently simulated. Thus,
these simulations include the influence of helicopter dynamics on the tethered-load subsys-
tem, though any coupling acting in the opposite direction is neglected, as the helicopter’s
motion is prescribed to match the flight test data.
Figures 61 and 62 depict the cable angles and yaw rate time histories for flight speeds of
105 and 112 knots, respectively. These speeds were just below and just above the stability
boundary in the flight tests. At 105 knots, the tethered load dynamics are considered stable,
as the excursions of both the longitudinal and lateral cable angles from their mean values
are within manageable levels. The mean yaw rate per revolution remains fairly constant
throughout the flight. The sudden increase in the lateral cable angle during the last portion
of the flight is due to the fact that the helicopter is executing a right turn, not because
of instability. The reduced-order model’s predicted response of this complex six-degree-
of-freedom, coupled, nonlinear system is very good; the mean cable angles differ from the
flight test data by a few degrees, and the magnitudes of oscillations about the mean value
are within a degree of the measured values. The difference in mean cable angles relative
to flight data is likely due to differences in the magnitudes of aerodynamic forces. The
magnitudes of oscillations about the mean value are of greater importance, as they indicate
the level of tethered load stability or instability.
The load dynamics at 112 knots (Fig. 62) are starkly different from those at 105 knots,
despite the fact that the airspeed has only been increased by 7 knots. Both the longitudinal
and lateral cable angle excursions become very large, with flight test deviations from the
mean in excess of 20◦ for longitudinal (θc) and 15
◦ for lateral (φc) angle. The reduced-order
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(a) Longitudinal (θc) (b) Lateral (φc)
(c) Yaw rate
Figure 61: Cable angles and yaw rate at 105 knots (Flight 132 Record 10a).
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(a) Longitudinal (θc) (b) Lateral (φc)
(c) Yaw rate
Figure 62: Cable angles and yaw rate at 112 knots (Flight 134 Record 8).
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(a) Cable angle excursions (b) Mean spin rate
Figure 63: Cable angle excursions and mean spin rate as a function of flight speed.
model captures the same behavior; these excursions are sometimes over-predicted relative
to the flight data. However, this result is considered acceptable since it is more conservative
than the measured response (i.e., the simulation predicts a more unstable behavior than was
observed in the flight test). In the flight test, the spin rate is also unstable, with multiple
reversals and a reduced mean rate compared to the lower flight speed. While the reduced-
order model does capture a spin rate reversal near the beginning of the flight record, the
load eventually settles into a more steady spin rate than in the flight test. This may be
due to rotor downwash or other uncertainties, and the sensitivity of the spin rate to such
factors will be evaluated in Chapter 7.
Despite the large peak yaw moments in excess of 1500 ft-lb at the higher flight speeds
(see Fig. 58(c)), the total torque, or cycle-averaged yaw moment, is only 6.3 ft-lb to
sustain the spinning motion in the simulation at 105 knots. Cone [65] also observed that
a similar amount of torque was required in flight tests of a 4000-lb CONEX at comparable
flight speeds. Therefore, by supplying this small opposing torque via a spread attachment
method, the spinning motion may be stabilized. An example of this stabilization approach
is described later in this thesis in Section 6.5.
Figure 63 depicts the cable angle angle excursions and mean yaw rate for all the flight
records. Since the magnitude of cable angle deviations from the mean values changes
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throughout both the flight data and simulation results (due to the helicopter dynamics
and the nonlinear, highly-coupled response of the tethered load), the amplitudes in Fig.
63(a) have been computed as twice the standard deviation of each angle over the entire
time history. This figure illustrates what is meant by dynamic stability; the cable angle
excursions suddenly become very large at 112 knots. At most flight speeds, the reduced-
order model over-predicts the magnitudes of both angles, but not by an amount that would
indicate the wrong stability behavior. The longitudinal angle is over-predicted by 18% on
average, while the lateral angle is over-predicted by 33%. These percentages may seem large,
but the measured angles in flight test for the stable cases are between 0 and 7 degrees, so
the 33% lateral angles mismatch amounts to a difference of only 1–2 degrees.
What is more important than the exact magnitudes of the errors is that not only are
the correct trends predicted by the model, but the onset of instability is also correctly
captured. These results are quite promising, as they demonstrate the the model is capable
of meaningful assessments of stability for this complex system. As shown in Fig. 63(b),
the yaw rate prediction is accurate at some flight speeds, but not all. In many of the
simulations, a steady mean value is not reached by the end of the simulation or flight
record. For example, in Fig. 61(c), the yaw rate magnitude is still slowly increasing at
the end of the simulation. These discrepancies in the yaw rate are hypothesized to be due
in large part to the phase response of the yaw moment, which has been observed to be
sensitive to unsteady effects (see Section 6.2 and Refs. [1, 65, 11]).
6.4.4 Quantifying Stability
In Section 6.4.3 it was demonstrated that the reduced-order model is capable of predict-
ing the onset of tethered load instability. However, the definition of instability remains a
heuristic one, as experience is required to determine whether particular load motion charac-
teristics are too dangerous to fly. Recently, there have been some efforts to quantify tethered
load stability. For example, Nyren et al. [19] integrated the cable forces in the frequency
domain to develop a “stability coefficient” that correlated well with qualitative descriptions
of tethered load stability from pilot interviews. A similar process has been performed here,
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Figure 64: Integrated power spectral density of cable angles as a function of flight speed.
albeit with the power spectral density of the cable angles integrated instead of the cable
forces. The result of this analysis is presented in Fig. 64 for each flight speed.
The behavior of the stability coefficient in Fig. 64 is very similar to the cable angle
excursion amplitudes in Fig. 63(a). In both the flight test and simulation, the longitudinal
stability coefficient is larger than the lateral one, and the simulation is conservative in
that these quantities are typically larger in the simulation than in the flight test. Most
importantly, the large and sudden increase at 112 knots is also present, which indicates
instability. As the trends in this stability coefficient are very similar to the cable angle
excursions themselves, this quantity does not offer any additional information, but it does
provide an additional indication of the unstable flight speed. Therefore, in simulations and
experiments in which the cable angle excursions are readily available, they can be used
directly to effectively quantify the instability. Alternatively, in experimental and flight tests
where the cable forces are measured but not the cable angle excursions themselves, this
stability coefficient may be used as an indicator of stability.
6.4.5 Effect of Vortex Shedding
The influence of vortex shedding on tethered load dynamics has been evaluated for the
unstable flight test at 112 knots by performing an additional simulation with vortex shedding
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fluctuations removed from the reduced-order model.
Figures 65(a) and (b) depict the longitudinal and lateral cable angles, respectively. For
the sake of clarity, the flight test data are not included. However, recall that the reduced-
order model overpredicted the cable excursions in this case (see Fig. 62). When the vortex
shedding fluctuations are omitted from the model, the cable angle excursions are even more
extreme. Both the lateral and longitudinal angle excursions are in excess of 40◦ from the
mean. While this prediction is still conservative in that the excursions are larger than in the
flight test, it is less accurate than the standard reduced-order model with vortex shedding
effects included. The influence on yaw rate can be observed in Fig. 65(c). Here, the case
without vortex shedding is also less realistic, because it does not include a spin direction
reversal. The final spin rate magnitude is similar to, but more steady than, the result with
vortex shedding. This demonstration reveals that vortex shedding has a non-negligible
effect on bluff body dynamics, and the model predictions are more accurate when vortex
shedding is included.
6.4.6 Virtual Wind Tunnel Evaluations
In the assessment thus far, the reduced-order model has been validated directly from flight
test data. Cicolani et al. [11] raised the importance of modeling the vehicle/attachment
dynamics coupling with tethered load dynamics. Their joint analysis, performed in a wind
tunnel whose configuration was carefully scaled and modeled to mimic known flight test
hardware and conditions, appeared to minimize these modeling uncertainties for the config-
urations that they examined. However, the potential influence of wind tunnel walls during
the dynamic tests, the lack of helicopter degrees of freedom, the absence of atmospheric tur-
bulence, and difficulties in accurately reproducing the cable attachment in a geometrically
scaled test may add bias to the wind tunnel tests. In that analysis, it was found that wind
tunnel tests were sometimes able to capture the correct unstable flight speed, but in other
cases they were too conservative, resulting in stable spinning behaviors with small cable
angle oscillations while the load became unstable in flight tests. The absence of helicopter
degrees of freedom was cited as the main source of inaccuracy.
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(a) Longitudinal (θc) (b) Lateral (φc)
(c) Yaw rate
Figure 65: Cable angles and yaw rate at 112 knots (Flight 134 Record 8): simulated results
with and without vortex shedding.
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As the present reduced-order model correlates well with flight test data with vehicle
dynamic coupling included, its ability to predict the same conditions, without this coupling,
is evaluated. This type of evaluation is referred to as a “virtual wind tunnel” environment,
as it mimics dynamic testing in wind tunnels (albeit without the inclusion of blockage or
wall effects). The cases from Table 10 have been simulated with a fixed hook position and
constant freestream speed, which is comparable to wind tunnel testing. The expected mean
longitudinal cable angle and yaw rate are applied as the initial conditions, while the other
Euler angles, velocities, and angular rates are initially set to zero. All other conditions
in the numerical analysis are identical. This approach permits a “deconstruction” of the
system, allowing the competing errors to be isolated.
Figure 66 depicts the cable angles and yaw rates during the first 60 seconds of simulation
for wind speeds of 105 and 112 knots, which were also studied as part of the flight test
comparisons in Fig. 61 and 62. Figure 66(a) shows the result at 105 knots. The behavior is
similar to the flight test comparison, as relatively small cable angle oscillations are present
in both the lateral and longitudinal directions. The yaw rate magnitude also gradually
increases, as was observed in the flight test simulation. Though only the first 60 seconds
are shown in this figure, there is no sudden increase in the lateral cable angle as in the
flight test, which resulted from the helicopter turning. When the simulation is allowed to
continue for 150 seconds, the yaw rate reaches an average magnitude of 130 deg/sec and the
cable angle oscillation magnitudes are decreased somewhat compared to what is observed
during the first 60 seconds in Fig. 66(a).
The simulation results at 112 knots are presented in Fig. 66(b). As in the flight test,
both the lateral and longitudinal cable excursions are large during the first 40 seconds of
the simulation. During this time period, the yaw rate changes direction multiple times
before eventually producing a relatively steady spin, which also occurred in the flight test
simulation. If the simulation is allowed to continue for 150 seconds, the yaw rate increases
to 110 deg/sec and the cable angles stabilize. Similar spinning behavior occurred in the
flight test comparison (Fig. 62(c)), but in that case the cable angle excursions remained
large at the end of the 104-second simulation as opposed stabilizing after approximately 60
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(a) 105 knots (b) 112 knots
(c) 112 knots, quasi-steady
Figure 66: Cable angles and yaw rates for selected simulations in a virtual wind tunnel.
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seconds. Though the results of each flight speed are not included here, all display similar
behavior, as initial transients die out and only small oscillations persist after approximately
50 seconds.
To illustrate the importance of unsteady aerodynamics, the same case has been eval-
uated with the unsteady RT Jones model disabled, and the results are presented in Fig.
66(c). With the quasi-steady approach, the cable angle excursions remain much smaller
and become very nearly zero after a relatively short time. The yaw rate settles on a steady
oscillation about zero, indicating that the spinning behavior is absent. Thus, it is reinforced
that bluff body dynamic behavior is sensitive to unsteady aerodynamics, and quasi-steady
aerodynamic models fail to capture the instability. The same behavior has been observed in
comparisons with high-fidelity simulations in Section 6.2. Despite the fact that the spinning
flight results at this speed correspond to a reduced frequency of only 0.02, and the quasi-
steady aerodynamics are close in phase to the measured aerodynamics in flight at this speed
(see Fig. 60(c)), the dynamic results are still highly sensitive to unsteady aerodynamics.
Several conclusions can be drawn from these virtual wind tunnel tests:
1. The yaw rate in the virtual wind tunnel does not always match the behavior in flight
test. This discrepancy may be related to the fact that the swirling helicopter wake,
which influences the tethered load spin during takeoff, is not currently included in the
simulation, nor are ambient wind, atmospheric turbulence, and helicopter dynamics.
2. The cable angle excursions are smaller when the motion of the helicopter is not in-
cluded in the simulation. Though the yaw behavior clearly plays a role, the large
cable angle excursions damp out in the virtual wind tunnel simulation at 112 knots,
while they remain large in the flight test simulation despite similar yaw rate behav-
ior. Therefore, coupled helicopter-load oscillations exacerbate instability, and a wind
tunnel test or virtual wind tunnel simulation is likely to overestimate the flight speed
when instabilities of this nature are encountered. Similar results have been found in
physical wind tunnel tests [11].
3. In addition to the helicopter degrees of freedom, tunnel blockage and wall effects for
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Figure 67: Illustration of single, two point, and four point suspensions.
dynamic tethered load configurations are likely to play a role in the stability of the
tethered load [66], while accurate modeling of the wind is also important, as will be
discussed in Chapter 7.
Based on the findings of these evaluations, it is recommended that simulations for the
purpose of tethered load stability analysis include both the helicopter degrees of freedom
and realistic atmospheric turbulence.
6.5 Extension to Complex Bluff Bodies
Most of the tethered loads studies published to date have focused on canonical bluff body
configurations, such as box (CONEX) and cylindrical (engine canister) tethered loads. This
focus is due to the prevalence of these shapes in a number of different applications and to
the lack of available quasi-steady data for more complex bluff bodies. Liu [99] developed
an analytical method based on a combination of slender body theory and viscous cross-
flow theory to estimate the quasi-steady forces and moments for trucks and other complex
geometries. While this analytical method only approximates bluff body behavior, it can
provide an appraisal of the reduced-order model’s ability to predict dynamic behavior of
complex geometries and to analyze basic trends. Experimental or computational data can
subsequently replace the analytical approximation to improve the dynamic predictions.
The truck was analyzed with three different tether arrangements, which are illustrated
in Fig. 67. They are referred to as single-point, two-point, and four-point suspensions,
respectively. The truck is modeled as full-size, with a length of 23 feet and a weight of
13,700 lbf. Liu [99] noted that the truck, as well as other complex bluff bodies including
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(a) Maximum yaw angle (b) Maximum lateral cable angle
Figure 68: Evaluation of various suspension types in stabilizing a truck tethered load.
tanks, is unstable in yaw at a flight speed of 150 knots with the single-point suspension, but
it is effectively stabilized by moving to a spread attachment approach like the two-point
suspension. The same stabilization technique has also been successful in dynamic wind
tunnel tests of various other types of tethered loads [98, 114].
Reduced-order simulations of the truck reproduce similar dynamic behavior to that ob-
served in experimental tests at 150 knots. With the single-point suspension, the truck begins
spinning and exhibits large cable excursions. Modifying the tether arrangement to either
the two-point or four-point configuration successfully stabilizes the tethered load by elim-
inating spinning behavior and significantly reducing the maximum cable angle excursions.
The maximum yaw angles and lateral cable angles from the simulations are compared in Fig.
68. While both the two-point and four-point suspensions stabilize the tethered load, the
two-point suspension is the most effective. As the reduced-order model is able to replicate
the observed behavior from the experiment with the simple quasi-steady analytical model,





7.1 Computational Fluid Dynamics Sensitivities
7.1.1 Grid Convergence
While comparisons with wind tunnel data have confirmed that accurate integrated loads
are obtained for the rectangular prism on 3.5-million node grids, a grid convergence study
is necessary for the circular cylinder. This necessity arises both from the fact that the
separation point on the curved face must be accurately resolved and that less validation data
are available for the finite cylinder over the complete range of yaw angles. Grid sensitivity of
the cylinder configurations has been evaluated by comparison of the forces and moments on
grids with various levels of refinement at low yaw angles, where the sensitivity is expected
to be highest. The Reynolds number for the grid sensitivity study is 3.2 ×105, which is
between the low and high range of Reynolds numbers investigated. The aspect ratio of the
cylinder is 1.0 for this study. Two different refinement techniques have been applied:
1. uniform refinement, and
2. feature-based adaptation based on vorticity magnitude.
Feature-based adaptation capability has been introduced in FUN3D for overset grids
by Shenoy et al. [84, 85]. In this technique, flow features of interest (such as separated
shear layers and shed vortices) can be resolved while reducing the number of grid points in
regions of smooth flow. The baseline grid contains 3.7 million nodes, which is roughly the
same as the rectangular prism grids, while the finest grid has 8.5 million nodes. In both
the feature-based and uniform refinement approaches, the node count has been increased
by clustering points near the surface and in the wake. Illustrations of the uniformly-refined
grids are included in Figs. 11(a) and (b). Figures 69(a) and (b) present similar depictions of
the cylinder grids after one and two cycles of feature-based refinement, respectively. These
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(a) First adaptation (5.5 million nodes) (b) Second adaptation (8.5 million nodes)
Figure 69: Side views of cylinder grids refined via feature-based adaptation.
grids have been refined by tracking the vorticity magnitude over enough time steps to resolve
several cycles of vortex shedding, and subsequently the adaptation algorithm refines and
coarsens the grid selectively based on this vorticity magnitude “metric.” As is apparent in
Fig. 69, this approach is effective in clustering grid points in the wake region between the
two separated shear layers where vorticity magnitude is large. The figure also shows that
the algorithm is able to traverse overset boundaries effectively.
Figure 70 presents the results of the grid sensitivity study. Increasing the mesh node
count tends to reduce drag, and the 5.5-million node grid is within 5% the drag of the finest
grid. The drag coefficient at a yaw angle of zero is approximately 0.5, which is slightly lower
than the transitional value of 0.56 in Fig. 13(a) but higher than the supercritical value of
0.37. The Reynolds number, 3.2× 105, is also between the transitional value of 0.96× 105
and the supercritical value of 1.0 × 106. These results indicate that the flow behavior is
also transitional at this Reynolds number. Increasing the yaw angle from zero initially has
only a small effect on the drag, but beyond a yaw angle of five degrees, the drag starts to
increase more rapidly, as was observed in Fig. 15(a).
The side force behavior in Fig. 70(b) is more sensitive to grid refinement than the drag,
at least between the coarsest grid with 3.7 million nodes and the finer grids. The coarsest
grid predicts an incorrect trend in side force between yaw angles of 0◦ and 2.5◦; on the
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(a) Drag coefficient (b) Side force coefficient
(c) Yaw moment coefficient
Figure 70: Grid sensitivity study, cylinder with an aspect ratio of 1.0 at low yaw angle and
a Reynolds number of 3.2× 105.
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coarsest grid the side force is positive at a yaw angle of 2.5◦, while it is negative on the finer
grids. The side force at a yaw angle of zero is also further from the expected value of zero
(based on geometric symmetry) on the coarsest grid. Zdravkovich et al. [9] have indicated
that such asymmetric behavior also occurs in wind tunnel testing due to the fact that the
three-dimensional vortex shedding pattern is bi-stable at very low yaw angles. Furthermore,
it was found that this asymmetry may switch directions from one trial to another and is
presumably sensitive to small asymmetries in geometry (i.e., surface roughness) or ambient
conditions. In the case of numerical experiments, the unstructured grid may provide similar
small asymmetries. In the present sensitivity analysis, increasing the grid resolution moves
the mean side force at a yaw angle of zero closer to the value of zero, indicating that this
asymmetric behavior is minimized. However, asymmetric flow patterns were still observed
in refined-grid evaluations in Section 3.3 at a supercritical Reynolds number of 1.0 × 106
for the cylinder with an aspect ratio of two, which is evidenced by the side force at a yaw
angle of zero in Figs. 15(b) and (c). In terms of the side force, all of the finer grids with
node counts of 5.5 million or above offer comparable results.
The yaw moment is similar among all grids evaluated. The yaw moment trends are the
same for all grids evaluated, and the variation amongst the different cases is less than the
variation in drag coefficient. Drawing from the results of the grid sensitivity analysis, the
final grid node counts are in the range 6.5 - 8 million, as discussed in Section 3.2, but vary
based on the Reynolds number and aspect ratio. This level of grid refinement is expected
to produce the correct side force and yaw moment trends while also remaining within a
few percent of the grid-converged drag. This range (6.5 - 8 million nodes) is also somewhat
finer than the previous computations by Lynch and Smith [8] at a Reynolds number of 3900.
Though feature-based adaptive refinement has been applied for some of the grids in the grid
refinement study, uniform refinement has been leveraged to generate the final grids, as the
adaptation needs to be performed at each yaw angle to account for changing shear layer
behavior.
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Figure 71: Typical convergence of momentum and turbulent kinetic energy RMS residuals.
7.1.2 Temporal Convergence
As bluff body flows are highly unsteady, time-accurate computations are required. FUN3D
applies a backwards differentiation scheme to achieve time accuracy between second-order








n−2) = Rn+1. (26)
Here, V is the cell volume, n is the physical time level, ∆t is the physical time step size,
Q is the vector of conserved variables, R is the residual vector, and θ are the backwards
differentiation coefficients. Since Rn+1 is not known, it is typically evaluated using a Taylor-
series linearization of the form











is abbreviated as ∆Qn. However, this linearization introduces
error into the scheme, and furthermore, approximations are typically applied in evaluating
∂Rn
∂Qn
, resulting in additional error. These errors can be eliminated by introducing an












n−2) = Rm+1, (28)
140
where τ is known as the pseudo time, and m represents the pseudo time level. Within each
physical time step, a number of pseudo time steps are performed. Provided the pseudo time
stepping process is convergent, the term
∂Q
∂τ
→ 0, indicating that the original scheme in Eq.
26 is recovered, and Rm+1 → Rn+1, thus eliminating any linearization errors and ensuring
design-order temporal accuracy. As the pseudo time stepping procedure only needs to be













where ∆τ is the pseudo time step size. Substituting Eqs. 27 and 29 into Eq. 28, the




















Unlike steady simulations, convergence of time-accurate computations does not imply
that the residual approaches machine zero during the pseudo time stepping process. Rather,








on ∆t and represents the change in the flow solution during the physical time step from tn to
tn+1. Here, 15 – 20 subiterations were applied with a CFL number of 35 – 50 to ensure that
the RMS residuals of momentum and turbulent kinetic energy coverged at least three orders
of magnitude and leveled out when plotted on a semi-log scale. Typical convergence of these
residuals during a time step is illustrated in Fig. 71. This figure depicts the residuals for
the cylinder with an aspect ratio of 1.0 at a Reynolds number of 0.96 × 105, but it was
observed that the number of subiterations and CFL number for temporal convergence did
not change significantly across the different cases and flow conditions evaluated.
7.1.3 Sensitivity to Mounting Apparatus
The configurations evaluated in this thesis are canonical, meaning that uncertainties due
to surface imperfections, geometric errors (i.e., out-of-roundness for a circular cylinder),
and wind tunnel mounting hardware are omitted from the simulations. However, one of the
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Figure 72: Cylinder with an aspect ratio of 1.0 with wind tunnel test mounting apparatus.
benefits of the numerical experiment approach is that such uncertainties can be isolated and
quantified. For example, the resulting flow fields and integrated loads for a clean geometry
can be compared to one with the mounting apparatus included to assess its sensitivity.
Figure 72 depicts an otherwise clean cylinder with aspect ratio L/D = 1.0 mounted on
a particular wind tunnel test apparatus. This mount is relatively large in comparison to the
size of the cylinder and is expected to influence the separation point on the bottom surface
while also shedding large turbulent vortices, since the mount itself is a bluff body. This
is the mounting apparatus that was used in the wind tunnel tests by Mantri et al. [5] for
the CONEX rectangular prism (see Fig. 12). Though no formal sensitivity analysis to the
mount has been performed for the rectangular prism, the sensitivity is expected to be less
than it is for the cylinder due to the fixed separation points on the rectangular prism. The
present numerical study was performed in part to guide future experiments for the circular
cylinder, and from this analysis it was determined that a new mount was required.
Simulations have been performed for this cylinder at a yaw angle of 40◦ and a Reynolds
number based on diameter of 3.2 × 105. Time-averaged drag, side force, and yaw moment
coefficients are compared in Fig. 73 for simulations with and without the mounting appara-
tus. The drag coefficient was increased by 6% when the mount is included. The mount also
affects the side force and yaw moment, as for both of these variables the sign was reversed
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(a) Drag coefficient (b) Side force coefficient
(c) Yaw moment coefficient
Figure 73: Sensitivity to large wind tunnel mount, aspect ratio of 1.0, yaw angle of 40◦,
Reynolds number based on diameter of 3.2× 105.
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Figure 74: Influence of mounting apparatus on separation point and vortex shedding (coun-
tours of normalized vorticity magnitude).
when the mount was included. Figure 74 illustrates the normalized vorticity magnitude in
a slice of the flow field at a particular instant in time. Here, it is shown that the mount
induces an artificial separation point on the bottom surface of the cylinder. This separation
point is further upstream than than separation on the top surface, which experiences free
separation. Thus, a greater portion of the lower surface is experiences separated flow than
is the case without the mount, increasing drag. Vortices shed from the mount are observed
to interact with vortices shed from the cylinder, altering the wake characteristics.
This study highlights the importance of minimizing modeling uncertainties when per-
forming wind tunnel tests. Mounts should be designed to be as unobtrusive as possible,
ideally contacting the bluff body in a location where the flow is already separated, such as
an aft sting mount. Interactions between the flow fields of the bluff body and the mount
dictate that it is not accurate to simply subtract the mount-only loads from the total loads if
the mounting apparatus is poorly designed. Numerical simulations are capable of assessing
these sensitivities and guiding the methods applied in wind tunnel experiments.
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(a) Drag coefficient (b) Side force coefficient
(c) Yaw moment coefficient
Figure 75: Static and rotating (1 RPM) time-averaged force and moment coefficients for a
cylinder with aspect ratio 1.0. Dashed lines represent min and max values for the unsteady
simulations.
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7.1.4 Sensitivity to Slow Rotation
Another sensitivity commonly encountered in wind tunnel testing is due to slow rotation.
This technique is usually applied in experiments so that data can be recorded continuously
for an entire range of yaw angles or angles of attack. For example, the technique has
been applied in dynamic stall studies since the 1980s [115]. Provided the rotation speed
is sufficiently slow, unsteady effects related to the rotation are expected to be minimal, so
that the forces and moments recorded at a given angle are an accurate representation of the
static values. In bluff body flows, vortex shedding complicates the picture, as the flow field
is never truly quasi-steady, requiring some form of time averaging before the mean static
values can be extracted.
Here, the static predictions of the cylinder with an aspect ratio of 1.0, at a Reynolds
number based on diameter of 0.96× 105, have been compared to a slowly rotating cylinder at
1 RPM. This comparison provides an estimate of the errors due to differing yaw angles (i.e.,
measurement errors in wind tunnel and flight tests) as well as an indication of how the vortex
shedding behavior may vary in static and slowly-rotating configurations. Figure 75 presents
the drag, side force, and yaw moment coefficients for a yaw angle sweep of 0 ≤ β ≤ 90◦.
The static simulations include minimum and maximum bounds, illustrated as dashed lines,
to provide an indication of the unsteadiness. With very few exceptions, the rotating case
results fall within these bounds, and the trends with yaw angle are also comparable for the
two cases. The sensitivity of the side force coefficient is also demonstrated in the rotating
results, as the fluctuations are large and exhibit considerable low-frequency oscillations
which make extracting a mean value of side force at a given yaw angle problematic.
This rotating case also highlights yaw angles where additional static simulations are
desirable. For example, the drag and side force change abruptly between yaw angles of 75
and 80◦. Given the excellent agreement between the static and rotating forces and moments,
it is confirmed that a rotation speed of 1 RPM is sufficiently slow to reflect quasi-steady
flow. However, due to the significant fluctuations from vortex shedding, it is recommended
that the sweep be performed several times during experiments so that meaningful time-
averaged loads can be extracted. It is also recommended that the rotation be performed
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in both directions, as wind tunnel investigations [37] have indicated that hysteresis effects
may be present due to unsteady aerodynamics.
7.1.5 Sensitivity to Tunnel Blockage
The bluff body configurations examined in Chapter 3 are intended to be canonical, meaning
that basic geometries without secondary influences (i.e., surface imperfections and wind
tunnel mounting hardware) are not modeled. However, all these evaluations were performed
inside a computational model of a wind tunnel test section for the purpose of comparing
with experimental results. Therefore, it is important to ensure that wind tunnel blockage
does not play a significant role; otherwise, the configurations could not be considered truly
canonical.
In order to assess tunnel blockage, the cylinder with aspect ratio 2.0 has been evaluated
for two additional cases. The Reynolds number based on diameter for both is 1.0 × 106.
The two different configurations correspond to yaw angles of 0◦ and 5◦. This cylinder has
been selected for this investigation because it is the largest of the bluff bodies examined
in Chapter 3 and should, therefore, produce the largest amount of blockage. Provided
blockage effects are minimal with this geometry, it is reasonable to assume the same is true
for the other static simulations as well. Additionally, the low yaw angle orientations are
expected to be the most sensitive to blockage and other potential sources of error because
the separation points are not fixed.
A new free air background grid has been generated for this sensitivity analysis, which has
the shape of a cube and extends 30 diameters from the center of the cylinder in all directions.
Non-reflecting freestream boundary conditions are applied on all outer boundaries. Side and
back views of both the original wind tunnel grid (in black) and the free air grid (in red) are
depicted in Fig. 76. The wind tunnel test section extends approximately 10.5 diameters
in front and back of the cylinder. The cross section is a 9-foot cylinder with the top and
bottom cut so that the height is 7 feet, as illustrated in Fig. 76(b). The blockage, based on
the frontal area of the cylinder at a yaw angle of 0◦ and the cross-sectional area of the wind
tunnel test section, is 1.85%. As the frontal area of the cylinder decreases with increasing
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(a) Side (X − Z) view
(b) Back (Y − Z) view
Figure 76: Grid size comparisons for free air and wind tunnel simulations, cylinder with
aspect ratio 2.0. Black: wind tunnel grid; red: free air grid.
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Table 12: Comparison of mean drag, side force, and yaw moment for wind tunnel and free
air numerical experiments.
Drag % Error Side force % Error Yaw moment % Error
β = 0◦
Tunnel 0.3674 – -0.04842 – 0.02887 –
Free air 0.3691 0.5 -0.04240 12.4 0.02674 7.4
β = 5◦
Tunnel 0.4316 – 0.07946 – -0.05353 –
Free air 0.4192 2.9 0.06543 17.7 -0.04779 10.7
yaw angle, this orientation represents the maximum blockage.
Though overset unstructured grids would typically not be needed for free-air static
configurations such as these, the overset approach is applied here to ensure that the grid
characteristics are as similar as possible between the free air and wind tunnel cases. The
near-body grids applied in the wind tunnel cases have been overset on the free air back-
ground grid for this purpose. Additionally, the same volume sources used to generate the
wind tunnel background grid have been included in the free air background grid to ensure
similar grid density in the wake region. The wake grid clustering is visible in Fig. 76(a).
Table 12 compares the mean values of drag, side force, and yaw moment for the wind
tunnel and free air numerical experiments, along with percent errors of the latter relative to
the former. The reference area for non-dimensionalization is the planform area (LD), while
the reference length for computing moments is the diameter (D), and the moments are
computed about the geometric center located at the origin. These numerical experiments
have been performed with identical solver parameters (i.e., time step size, discretization, and
turbulence model) as the cases presented in Chapter 3; the only difference is the presence
of walls. This table demonstrates that the difference in drag between the two cases is very
small, with a relative error of 2.9% or less. However, the error in yaw moment is larger,
with a maximum and 10.7%, and the maximum error in mean side force is 17.7%.
Though the errors in side force and yaw moment seem large and suggest that these
quantities are sensitive to wind tunnel blockage, this is not actually the case. Consider, for
example, Figs. 77 and 78, which present the drag, side force, and yaw moment coefficients
as a function of non-dimensional time, t∗ = t
StU∞
D
. When time is non-dimensionalized
this way, t∗ = 1.0 corresponds to the length of time required for a single nominal vortex
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(a) Drag (b) Side force
(c) Yaw moment
Figure 77: Comparison of drag, side force, and yaw moment coefficient time histories for
free air and wind tunnel simulations. Reynolds number based on diameter is 1.0× 106, yaw
angle is 0◦.
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(a) Drag (b) Side force
(c) Yaw moment
Figure 78: Comparison of drag, side force, and yaw moment coefficient time histories for
free air and wind tunnel simulations. Reynolds number based on diameter is 1.0× 106, yaw
angle is 5◦.
151
shedding fluctuation. Here, the nominal Strouhal number is identified as 0.2 based on the
results of Section 3.4. These figures demonstrate that long-period changes in unsteady
characteristics, with a period of 10 – 15 times the nominal shedding period, can occur in
these highly three-dimensional bluff body flows. Similar behavior has also been observed in
experiments [9]. These long-period changes introduce differences in the time-averaged force
and moment coefficients. While such behaviors are present in all three of the quantities
presented in Fig. 77, they have the largest influence on the relative errors for the side force
and yaw moment, as the mean values are close to zero for these quantities. Therefore, any
differences in the time histories resulting from unsteady behavior are magnified when the
percent errors are computed. Because the relative error in mean drag is so small and the
long-period oscillations are similar for all three quantities, the differences in mean values
are completely attributable to natural variations in unsteady behavior and not to tunnel
blockage effects.
Figure 77 and Table 12 also reveal an unexpected result, in that the side force and
yaw moment at a yaw angle of 0◦ are not zero. As has been discussed in Section 7.1.1,
Zdravkovich et al. [9] observed similar behavior in wind tunnel tests of short cylinders with
aspect ratios in the range 1.0 – 2.0. In those experiments, the vortex shedding at very
low yaw angles (β < 3◦) was bi-stable and produced asymmetric pressure distributions on
the cylinder surface. Figure 79 illustrates this asymmetry in the time-averaged pressure
distribution from the free air numerical experiment at a yaw angle of 0◦. In Fig. 79(a),
the round cylinder surface is “unwrapped” and visualized with the azimuth angle along the
vertical axis and the span along the horizontal axis. An azimuth angle of 0◦ corresponds to
the front of the cylinder, while an angle of 90◦ corresponds to the top, and an angle of 180◦
corresponds to the back. The asymmetry is most apparent on the top and bottom surfaces,
where the suction peak is offset to the left side. Consequently, the back left half of the back
of the cylinder is subjected to a lower base pressure than the right half, resulting in non-zero
yawing moment. This asymmetry also affects the pressure distributions on the flat sides of
the cylinder, as illustrated in Fig. 79(b); the separation bubble pressure is lower on the left
face than on the right, resulting in a negative mean side force. All these characteristics are
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(a) Pressure on round cylinder face
(b) Pressure on centerline of flat faces
Figure 79: Time-averaged pressure distributions on cylinder with aspect ratio 2.0 at a yaw
angle of 0◦.
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consistent with the experimental observations of Zdravkovich et al. [9].
7.2 Reduced-Order Model Uncertainty Quantification
Uncertainty quantification is an area of mathematical analysis necessary for accurate valida-
tion, design, and certification of engineering systems. The use of uncertainty quantification
in engineering is not new, but significant research, particularly since the beginning of the
new millenium, has rapidly expanded its application, primarily in design. In the context
of tethered loads analysis, for example, uncertainty quantification has several functions. It
can first be utilized to identify the errors associated with any one component of the tethered
load configuration. It can also be modified via a system-of-systems approach to assess entire
tethered load configurations.
It is crucial that any dynamic tethered experiment or simulation be analyzed as a re-
alistic system of systems. Failure to account for any one system or component of the
configuration can lead to erroneous conclusions and limits the extension to new configura-
tions. Some examples of the importance of this system-of-systems concept that have already
been discussed include (1) the change in dynamic behavior when the unsteady aerodynam-
ics subsystem is neglected (see Sections 6.1 and 6.4.6) and (2) the more stable dynamic
response of the system without helicopter dynamics (see Section 6.4.6).
7.2.1 Identification of Errors
Once a realistic system (experimental or computational) has been designed, then each com-
ponent in the system is individually assessed for errors that must be quantified. For tethered
loads, the system is defined in Fig. 80. The errors that will impact the behavior of the teth-
ered load must be identified for each system: load (structural, inertial, and aerodynamic)
and operational (helicopter dynamics, rotor downwash, and atmospheric turbulence). These
errors are classified into to categories: epistemic and aleatory [116]. Epistemic errors are
errors that arise due to the lack of knowledge about a physical system or environment, i.e.,
the in-operation wear on a point attachment, such as a gimbal. Aleatory errors are those
that describe the variability inherent in any physical system or environment, such as geo-
metric perturbations or vehicle motion. Any aleatory uncertainty can be characterized, if
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Figure 80: The tethered load system of systems. Background photo from Ref. [11].
sufficient samples exist, by a probability density distribution, and this uncertainty applies to
most of the component system-level errors. Epistemic uncertainties, given the unknowns in
an actual operational environment and the unpredictability of offsetting errors in different
configurations, will exist in the final system output (i.e., dynamic tethered load behav-
ior). These uncertainties are more difficult to assess with respect to a true operational
environment. Again, it must be underscored that the design of the uncertainty analysis
must include individual component analysis, followed by a system-of-systems uncertainty
analysis.
The approach adopted here is that proposed by Overkampf and his collaborators [117,
118]. The process includes the identification and characterization of pertinent sources of
uncertainty; elimination or, at least, estimation of code and solution verification errors;
identification of the uncertainties in the system response quantities of interest due to prop-
agation of input uncertainties through the model; quantification of mathematical model
uncertainty; and estimation of mathematical model uncertainty when extrapolating to new
applications and conditions. Examples, as applied to tethered load simulation, are provided
to illustrate this process.
Parameter Importance: Consider the errors associated with the tethered load. The
load itself is a complex system. Errors that can impact the dynamic behavior of a known
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Figure 81: Normalized shear layer reattachment distance for two- [12] and three-dimensional
rectangular prisms with 2σ uncertainty bounds.
load include, but are not limited to, geometric perturbations (e.g., manufacturing, small
protuberances), geometric variations (e.g., aspect ratio, curvature, dimensions), and inertial
properties. The quasi-steady aerodynamic model described in Section 5.1 is an additional
subsystem, as it is obtained from a separate set of engineering data (wind tunnel, theory,
high-fidelity computations), each with its own set of uncertainties. Each source of the data
must be examined, which has been the primary purpose of the validation and sensitivity
analyses in Sections 3.3 and 7.1.
Mathematic Uncertainty : A process for the assessment of computational errors in high
performance computing was proposed by Oberkampf and Trucano [116] in 2002, refined by
Roy and Oberkampf [118], and adopted by many in the computational field. Since 2011,
computational uncertainties have been quantified using these principles and include the
methodology employed [83] and simulations performed as part of Section 7.1. By evaluating
errors associated with the inputs, grid quality and size, numerical discretization, and round-
off, estimates of the computational error for the forces and moments fall within 2–5% when
compared to canonical configurations.
Aleatory Error : One example of aleatory error relevant to helicopter tethered loads is
the shear layer of bluff bodies, which has been examined in Section 3.5.1. Figure 81 presents
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the normalized shear layer reattachment distance for two- [12] and three-dimensional (see
Section 3.5) rectangular prisms. This figure is the same as Fig. 28(c), but with uncertainty
bounds included. For each rectangular prism, the reattachment distance decreases as the
angle of the face relative to the freestream flow increases, and this behavior can be modeled
by an empirical curve as illustrated in the figure. Though variability exists within this
physical system, so that the empirical trend curve is not a perfect model of reattachment
at each angle and geometry, nearly all measurements lie within the 2σ-bounds. If this
model of shear layer attachment is employed to develop a prediction model for the quasi-
steady forces and moments, the uncertainty quantification represented by these bounds can
be propagated through the model to provide an estimate of the uncertainty in the final
calculation due to physical variability in this phenomenon.
Epistemic Error : More difficult to quantify are epistemic errors, such as the unsteady
wind and atmospheric turbulence. These change for every flight, and the conditions cannot
be predicted from a known set of data. It is first necessary to identify the sensitivity to the
wind and determine if it is an important quantity, and this determination should be based
on realistic wind data (i.e., data from flight test) rather than how the model might predict
the behavior in general.
To evaluate this sensitivity, the wind speed information from flight test data at 112
knots (see Table 10 and Section 6.4) is examined in Fig. 82(a). All three components
have relatively small mean values of approximately 5% the flight speed. Large- and small-
scale fluctuations are also present due to atmospheric turbulence. A tempting modeling
assumption would be to ignore this wind in simulation, due to its relatively small magnitude,
but this assumption can result in significant errors. Figure 82(b) illustrates the influence
of this subsystem on the yaw behavior. Different situations have been considered: (1) with
the full wind included, (2) with no wind, (3) with only individual components of wind
tangential and normal to the flight path, and (4) with each component of wind replaced by
its mean value, thus eliminating atmospheric turbulence. The yaw rate is similar among the
different cases for only the first ten seconds. After that, yaw rate reversals, which were also
observed in the flight tests, occur only in cases with the full wind included or the tangential
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(a) Measured wind speed
(b) Yaw rate behavior with and without wind
Figure 82: Sensitivity of tethered load response to unsteady wind characteristics.
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component only. An evaluation of the influence of the mean contributions indicates that
the unsteadiness of the wind also has a significant impact on the dynamic yaw behavior,
although there was no immediate correlation of the wind frequency with the model response
frequency.
The sensitivity of the long term yaw rate prediction appears to be affected to a large ex-
tent by the wind. This result implies that, for realistic operational tethered loads behavior,
wind tunnel testing (virtual or physical) that lacks both the wind and helicopter dynamics
may not predict the behavior observed in operational use. This example also underscores
the need for dynamic efforts to include rational design or scaling of all components of the
flight system. Though a full investigation of these uncertainties is beyond the scope of this




Advanced computational techniques have been applied to study the aerodynamic-dynamic
interactions of bluff bodies, culminating in the following two contributions to the state of
the art:
• Detailed investigation and characterization of the aerodynamics of short, canonical
three-dimensional bluff bodies in both static and dynamic configurations have been
accomplished through numerical experiments. An unstructured solver with a hybrid
RANS-LES turbulence approach has been employed for this purpose. Mean and
unsteady flow behaviors have been analyzed, while empirical relationships have been
developed to quantify and characterize the principal shear layer behaviors that drive
the forces and moments and to identify variations with bluff body type, aspect ratio,
and Reynolds number. These behaviors were previously unknown for the short aspect
ratio bluff bodies evaluated.
• A physics-based reduced-order model has been developed for three-dimensional bluff
bodies. This physics-based model draws from the results of numerical experiments
and characterization of bluff body flow. Quasi-steady aerodynamics are modeled
via a quasi-linear superposition of static data from computational fluid dynamics,
wind tunnel tests, or flight test data, with empirical corrections applied as required.
Unsteady aerodynamics are comprised of three-dimensional vortex shedding, which
contributes an aperiodic fluctuation to the mean-flow aerodynamics, and the mean-
flow response to unsteady body motion based on classical theory.
Sensitivity studies have been performed to ensure that the numerical experiments are
free of discrepancies due to grids, temporal convergence, wind tunnel mounting apparatus,
and wind tunnel blockage. With respect to the evaluations of the aerodynamics of short,
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canonical three-dimensional bluff bodies in static orientations, the following observations
can be made:
• The hybrid RANS-LES turbulence approach has been validated in unsteady three-
dimensional flows about short rectangular prisms and finite cylinders.
• Turbulent transition primarily affects the drag predictions of finite circular cylinders
for yaw angles below 30◦ but has not been found to significantly affect the side force
or yaw moment. As the forces and moments are primarily pressure-driven, surface
roughness is not expected to significantly alter the results except in that it may change
the critical Reynolds number for turbulent transition.
• The flow is highly unsteady and three-dimensional. Frequency-domain transformation
of quantities in the wake results in a broad, multimodal spectrum, and clear trends
in the Strouhal shedding frequency are not apparent with respect to aspect ratio,
yaw angle, or Reynolds number. The dominant Strouhal shedding frequency ranges
from 0.14 – 0.27, and 0.2 may be taken as a representative value, which has also been
observed in physical experiments.
• Time averaging of the unsteady flowfields is required to quantify the characteristics
of the phenomena reponsible for trends in the mean forces and moments. This proce-
dure permits clear identification of shear layer behavior through evaluation of surface
pressure indicators.
• When the time-averaged pressure distributions are integrated over individual bluff
body faces, the effects of shear layer reattachment are readily apparent. This phe-
nomenon causes an immediate increase in normal force on a given face, while the yaw
moment trend reverses sharply when reattachment reaches the midpoint of the face.
• The reattachment distance can be correlated with bluff body type and surface type.
In the configurations evaluated, this distance is greatest, at a given incidence angle,
for the rectangular prism. The next greatest distance corresponds to the curved faces
of the cylinder, while the shortest distance corresponds to the flat faces of the cylinder.
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• The distance to reattachment and the maximum pressure coefficient at reattachment
may be modeled empirically as a function of incidence angle only. These quantities
have been found to be independent of geometry type, surface type, Reynolds number,
and aspect ratio for the configurations examined, provided the proper normalization
is applied taking into account the conditions when reattachment first begins.
• The pressure coefficient in the separation bubble can be modeled empirically as a func-
tion of incidence angle only for flat bluff body faces when normalized appropriately.
On curved cylinder faces, this parameter is also correlated with Reynolds number and
aspect ratio.
• The normalized stagnation point location can be modeled empirically as a function of
incidence angle only for flat bluff body faces. On curved cylinder faces, this parameter
has been found to also depend on aspect ratio but not Reynolds number.
For the numerical investigations of bluff bodies in unsteady motion, the following con-
clusions can be drawn:
• Spinning motion, even at a low reduced frequency, alters the mean-flow aerodynamic
response by introducing phase lags and magnitude changes in the forces and moments.
• Phase lag in shear layer behavior occurs as a result of spinning motion. For a spinning
rectangular prism, shear layer reattachment was observed over the range of yaw angles
from 85◦ – 95◦, whereas the shear layer was fully separated in static configurations at
these angles. This prolonged reattachment behavior resulted in higher base pressure
and lower drag in the spinning simulations at these yaw angles.
• The pendulum motion which typically occurs in unstable tethered load configura-
tions induces only very minor changes in yaw angle. Therefore, this motion does not
significantly influence the unsteady aerodynamic response.
• Six-degree-of-freedom tethered bluff body simulations have been demonstrated with
the hybrid RANS-LES flow solver. The dynamic behaviors of the load, includ-
ing coupled lateral-longitudinal pendulum oscillations and spinning, are similar to
162
experimentally-observed results. While the approach is of high fidelity and com-
pletely general, it is too computationally expensive for practical use in stability and
sensitivity analyses where many cases must be evaluated.
The following observations may be made in regard to the physics-based reduced-order
model:
• The aerodynamic predictions of the reduced-order model closely match those of high-
fidelity hybrid RANS-LES numerical simulations undergoing the same dynamic mo-
tions, including nonlinearities in the aerodynamic response.
• Crossflow corrections for the body-axis moments improve the accuracy of the model
while retaining the quasi-linear form of the quasi-steady aerodynamics. The accuracy
is particularly improved when the angle of attack or yaw angle is far from the reference
value at which the quasi-steady data were recorded.
• Quasi-steady data for the model may be drawn from validated computational fluid
dynamics simulations, wind tunnel experiments, or flight tests.
• Dynamic simulations have demonstrated the importance of unsteady aerodynamics
in producing the correct dynamic response of the bluff body, even when the reduced
frequency of spinning motion or other oscillations is on the order of 0.02. Neglecting
these terms in dynamic simulations results in incorrect dynamic behavior.
• The unsteady aerodynamic model, based on classical unsteady aerodynamic theory,
captures within 25% the magnitude attenuation in the forces and moments, relative
to quasi-steady predictions, as observed in full-scale flight testing.
• The phase lag in yaw moment is captured within 4◦ at high flight speeds with low spin
rates (reduced frequency of 0.02), but it is underpredicted by up to 17◦ at lower flight
speeds with higher spin rates (reduced frequency of 0.1). This result suggests that
the phase response of the classical unsteady aerodynamic model is too mild for bluff
body flows. As tethered load instability typically occurs at low reduced frequency,
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the diminished accuracy at higher reduced frequency is not considered to be of crucial
importance here.
• The model is able to capture tethered load instabilities observed in flight tests when the
helicopter motion is included in the simulation. Cable angle excursions are typically
3–5 degrees larger than the measured values, representing a conservative stability
estimate.
• Tethered load stability predictions in virtual wind tunnel configurations have been
found to be less accurate and less conservative than simulations including helicopter
dynamics and atmospheric turbulence.
• Spin rates in tethered load simulations have been found to be sensitive to both un-
steady aerodynamics and unsteady wind.
• Computational cost is reduced by six orders of magnitude relative to hybrid RANS-
LES simulations, while the most important physics are retained.
• Initial comparisons indicate the ability of the model to be extended to complex config-
urations (a truck), requiring only the quasi-steady data to be changed in the algorithm.
8.1 Recommendations for Future Work
Several areas of improvement are possible for both the canonical bluff body numerical
investigations and the physics-based reduced-order dynamic model. To further improve the
state of the art in bluff body aerodynamics, the following recommendations are made:
• Expanded static canonical bluff body evaluations
While the investigations in this thesis represent a large improvement in the under-
standing of finite three-dimensional bluff body aerodynamics, they are limited to a
single rectangular prism and circular cylinders with aspect ratios of 1.0 and 2.0. Fu-
ture work should include additional canonical bluff bodies, such as flat plates, while
the range of aspect ratios should be expanded for the rectangular prism and circular
cylinders. Such examinations will allow the empirical quantifications of shear layer
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behavior to be made more comprehensive, and variations in these phenomena with
respect to bluff body type and aspect ratio may be further assessed and confirmed.
Additionally, the angle of attack has been held at zero degrees in these evaluations.
Future studies should include simultaneous non-zero values of both yaw angle and
angle of attack.
• Further validation for finite cylinders
The numerical computations have been validated using available wind tunnel data for
both rectangular prisms and finite cylinders. However, currently, experimental data
for finite cylinders are only available at yaw angles of 0◦ and 90◦. The computations
can be further validated for finite cylinders if experimental data becomes available
over the entire range of yaw angles.
• Shear layer behavior analysis for complex bluff bodies
The quantitative shear layer behavior models developed here are representative of
simple canonical geometries. It is currently unknown whether these empirical repre-
sentations may be extended to more complex geometries. Future work should inves-
tigate this question through numerical experiments of bluff bodies with incrementally
increasing complexity. For example, two stacked rectangular prisms of different di-
mensions can be considered as a rough model of a truck geometry. This form of
analysis will provide insight into how basic canonical shear layer behaviors may be
combined to develop approximations for more complex shapes.
• Approximate force and moment reconstructions
Because bluff body forces and moments are primarily pressure-driven, it is possible
to leverage the empirical shear layer models here to develop approximate force and
moment reconstructions for bluff bodies. This advancement will be beneficial in as-
sessing the dynamics of bluff bodies when quasi-steady data are not available from
computations, wind tunnel experiments, or flight tests.
• Additional numerical experiments with prescribed dynamics
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Individual prescribed spinning and pendulum-motion evaluations have been performed
here, which indicate that unsteady bluff body motion may produce an aerodynamic
response that is not fully captured by quasi-steady predictions. It is recommended
to expand this analysis to additional bluff bodies and reduced frequencies to fully
characterize these unsteady aerodynamic effects.
Improvements to the reduced-order model are also recommended to improve its accuracy,
generality, and performance. They are as follows:
• Unsteady aerodynamic model
The current model incorporates classical unsteady aerodynamics resulting from dy-
namic motion of the bluff body. While it has been demonstrated that this model
represents a significant improvement over quasi-steady aerodynamics, further im-
provements are possible. In particular, the phase response at reduced frequencies
of spinning motion on the order of 0.08–0.1 is too mild in this model, compared with
helicopter tethered load flight test observations. The model may be improved through
characterization of unsteady effects through additional numerical experiments, which
have been recommended in a previous point. However, it is stressed that the model
must remain physics-based and general; system identification of single configurations
should be avoided to maintain the generality of the model.
• Extension to complex bluff bodies
The reduced-order approach is designed to be general, so that any bluff body can be
modeled, and this capability has been demonstrated through simulation of a truck
using approximate analytical quasi-steady expressions available from Liu [99]. How-
ever, more accurate quasi-steady data are desirable for this purpose, and currently




Sensitivity analyses of the model to unsteady aerodynamics, wind, and helicopter
degrees of freedom have been performed. However, the entire tethered loads system
comprises numerous other subsystems, including the attachment system (i.e., gimbals
and fixed hooks), tethers, and rotor downwash. It is important to understand and
characterize the sensitivities in each of these subsystems in order to avoid instabilities
in real-world operations.
• Incorporation of second-order effects
It is possible to incorporate second-order effects, such as wind tunnel walls, ground
effect, and rotor wakes, within the framework of the reduced-order model. Such
extensions are outside the current scope but should be implemented in the future.
• Computational speed improvements
Several opportunities for computational speed improvements in the model have been
identified to permit real-time simulations. These include parallel processing of quasi-
steady data interpolations and implementation in a compiled language with opti-
mization. It is also recommended that semi-implicit or implicit temporal schemes be
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