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CLASSICAL AND NONCLASSICAL RANDOMNESS IN
QUANTUM MEASUREMENTS
DOUGLAS FARENICK, SARAH PLOSKER, AND JERROD SMITH
Abstract. The space POVMH(X) of positive operator-valued probability
measures on the Borel sets of a compact (or even locally compact) Haus-
dorff space X with values in B(H), the algebra of linear operators acting on
a d-dimensional Hilbert space H, is studied from the perspectives of classical
and non-classical convexity through a transform Γ that associates any positive
operator-valued measure ν with a certain completely positive linear map Γ(ν)
of the homogeneous C∗-algebra C(X) ⊗ B(H) into B(H). This association is
achieved by using an operator-valued integral in which non-classical random
variables (that is, operator-valued functions) are integrated with respect to
positive operator-valued measures and which has the feature that the inte-
gral of a random quantum effect is itself a quantum effect. A left inverse Ω
for Γ yields an integral representation, along the lines of the classical Riesz
Representation Theorem for linear functionals on C(X), of certain (but not
all) unital completely positive linear maps φ : C(X) ⊗ B(H) → B(H). The
extremal and C∗-extremal points of POVMH(X) are determined.
Introduction
The present paper is a mathematical contribution to quantum probability theory
in the setting of finite factors of type Id, the results of which can be understood from
the perspectives of non-relativistic quantum mechanics and quantum information
theory.
A measurement of a quantum system is represented, mathematically, by a posi-
tive operator-valued probability measure (POVM) ν defined on a σ-algebra O(X)
of measurement events such that whenever a measurement is made with the system
in state ρ, the measurement event E ∈ O(X) will occur with probability Tr(ρν(E))
[5]. In this formulation, X is a locally compact Hausdorff space of measurement
outcomes, O(X) is a σ-algebra of Borel sets of X , ρ is a density operator acting on
a separable Hilbert space H, and Tr(·) is the canonical trace on the algebra B(H)
of bounded linear operators acting on H. In practice, quantum measurements of
an actual physical system are made by way of some apparatus and in such cases
the sample space X is typically assumed to be finite. Consequently, a great deal of
the literature on the mathematical aspects of POVMs deals only with finite sample
spaces X .
On the other hand, probability theory and its use in physics does not require the
sample spaces to be finite. Moreover, in theory, a POVM defined on an arbitrary
(perhaps infinite) sample space X corresponds to a physically realisable quantum
measurement. Therefore, one of our primary goals is to approach the theory of
quantum measurement under the assumptions that X be arbitrary. More precisely,
we consider the fairly general situation in which the sample space X is a compact
Hausdorff topological space and the Hilbert space H has finite dimension d. While
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this level of abstraction is in accordance with the generalities present in the ax-
ioms for measurements of quantum systems, it is also useful in the mathematical
analysis and interpretation of measurements of quantum systems with finitely many
outcomes. It is not difficult to modify our work herein so that the assumption of the
compactness of X be weakened to the requirement that X be locally compact, but
the extension of our work from d-dimensional Hilbert space to infinite-dimensional
Hilbert space is of a very different nature, which we do not intend to address herein.
For a fixed sample space X , the set of all measuring apparata of a quantum
system H is denoted by POVMH(X). This is a convex set in which a (classical)
convex combination of POVMs corresponds to a random choice of measuring appa-
ratus. However, POVMH(X) exhibits a stronger, nonclassical convexity property,
namely that of C∗-convexity, and we herein consider POVMH(X) from both the
classical and nonclassical geometric points of view. In C∗-convexity, scalar-valued
convex coefficients are replaced by operator-valued convex coefficients. Thus, a C∗-
convex combination of POVMs corresponds to a nonclassical (or quantum) random
choice of apparatus. A set of C∗-convex coefficients corresponds to the noise (or
Kraus) operators of a unital quantum channel. Thus, if a measurement ν is ob-
tained through a proper C∗-convex combination of measurements ν1, . . . , νn, then ν
is a coarser measurement than each of the νj . Conceptually, a sharp measurement
ν is one in which the only measurements that are coarser than ν are those that
are (unitarily) equivalent to ν. We shall show in Theorem 5.1 that this conceptual
notion of sharpness coincides with the common notion of sharpness, namely that
of a classical observable (or, in POVM terminology, a projection-valued measure)
[21].
A further nonclassical development made herein is analytical. By taking the
word “measure” in its literal sense, we show that for every ν ∈ POVMH(X) one
may define an operator-valued integral
∫
X
ψ dν for all quantum random variables
ψ. This integral has the feature that the integral of a function whose values are
quantum effects is again a quantum effect. Through the identification of the C∗-
algebra C(X) ⊗ B(H) with the unital homogeneous C∗-algebra of all continuous
functions f : X → B(H), we show that the map f 7→ ∫X f dν is a unital completely
positive (ucp) linear map φν : C(X)⊗ B(H)→ B(H).
The representation of ν ∈ POVMH(X) by a ucp map φν is a function, which
we call the Γ-transform, by which the space POVMH(X) can be studied using the
theory of completely positive linear maps [23]. Because of the noncommutativity
of operator algebra, Γ is far from being surjective and does not preserve the affine
structure of POVMH(X); but Γ does have a left inverse Ω which is C
∗-affine. We
endow POVMH(X) with a natural topology in which POVMH(X) is a compact
space. Therefore, all quantum measurements are approximated by convex combi-
nations of extremal quantum measurements.
We analyse the extremal POVMs, using some earlier work in [9, 22] for the case
of finite sample spaces, to obtain a nonclassical version of the classical theorem
in probability that asserts that a probability measure is extremal if and only if
its mass is concentrated at a point of the sample space. This result (Theorem
4.1) can be found in the relatively recent literature [7, 8]; however, the approach
we take here is rather different and adheres to our over-arching theme of using
“quantum methods” for proving statements about quantum probabilities. Using
nonclassical convexity [14, 16], we prove that every quantum measurement with
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finitely many outcomes is a coarsening of sharp measurements, and that every
quantum measurement with arbitrary outcomes is statistically approximated by a
coarsening of sharp measurements with finitely many outcomes.
1. Notation, Terminology, and Assumptions
General references for POVMs and completely positive linear maps are [5, 10, 20]
and [23], respectively.
1.1. Assumption. By X we denote a compact Hausdorff space and by H a d-
dimensional Hilbert space. Let {e1, . . . , ed} be an orthonormal basis for H, which
henceforth is assumed to be fixed. For each i, j ∈ {1, . . . , d}, we denote by eij ∈
B(H) the unique operator that sends ej to ei and all other ek (k 6= j) to 0.
1.2. States, effects, automorphisms, and POVMs. The real vector space of
all selfadjoint operators acting on H is denoted by B(H)sa and B(H)+ ⊂ B(H)sa
denotes the cone of positive operators. The state space of H is denoted by S(H)
and consists of all ρ ∈ B(H)+ of trace Tr ρ = 1. In particular, e ∈ S(H) denotes 1d1,
where 1 ∈ B(H) is the identity operator. A quantum effect is a positive operator
h ∈ B(H)+ with the property that 0 ≤ λ ≤ 1 for every eigenvalue λ of h. The set of
quantum effects is denoted by Eff(H). By Aut(B(H)) we denote the automorphism
group for the C∗-algebra B(H). Thus, α ∈ Aut(B(H)) if and only if there is a
unitary operator u ∈ B(H) such that α(x) = u∗xu for every x ∈ B(H). The
σ-algebra of Borel sets of X is denoted by O(X).
Definition 1.1. A function ν : O(X)→ B(H) is a positive operator valued proba-
bility measure (POVM) on X if:
(1) ν(E) ∈ Eff(H), for every E ∈ O(X);
(2) for every countable collection {Ek}k∈N ⊂ O(X) with Ek ∩ Ek′ = ∅ for
k′ 6= k,
ν
(⋃
k∈N
Ek
)
=
∑
k∈N
ν(Ek) ,
where the convergence of the right hand side of the equality above is with
respect to the weak operator topology of B(H);
(3) ν(X) = 1 ∈ B(H).
If, in addition, ν(E) is a projection for every E ∈ O(X), then ν is said to be sharp
(or classical).
In light of the correspondence between physical quantum measurements and
mathematical POVMs, we shall frequent use the terms quantum measurement or
quantum instrument for elements of POVMH(X).
The set of all positive operator valued measures on X with values in B(H) is
denoted by POVMH(X). We shall identify the space P (X) of Borel probability
measures with the subset {µ · 1 : µ ∈ P (X)} ⊂ POVMH(X) so that we think of
ordinary probability measures as scalar-valued POVMs.
Definition 1.2. The support of ν ∈ POVMH(X) is the smallest closed subset
Kν ⊂ X for which ν(X \Kν) = 0.
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If the support of ν ∈ POVMH(X) consists of a single point, say Kν = {x0}, then
ν is a Dirac measure and is necessarily of the form ν = δx01, where δx0 ∈ P (X)
satisfies, for E ∈ O(X), δx0(E) = 1 if x0 ∈ E and δx0(E) = 0 otherwise.
If ν ∈ POVMH(X) has finite support Kν = {x1, . . . , xm}, then each hj =
ν({xj}) 6= 0 and
ν =
m∑
j=1
δxjhj .
1.3. Completely positive linear maps of homogeneous C∗-algebras. If X
is compact, then the set C(X) of all continuous functions X → C is a unital,
abelian C∗-algebra, and the C∗-algebra C(X) ⊗ B(H) is naturally identified with
the homogeneous C∗-algebra of all continuous functions f : X → B(H).
A linear map φ : C(X)⊗ B(H)→ B(H) is completely positive if
φ⊗ idMp : C(X)⊗ B(H)⊗Mp → B(H)⊗Mp
preserves positivity for every algebraMp of complex p× p matrices. A completely
positive linear map that preserves the identity is called a ucp map (unital, com-
pletely positive). Let
UCPH(X) = {φ : φ is a ucp map C(X)⊗ B(H)→ B(H)} .
Definition 1.3. A ucp map ̺x0 ∈ UCPH(X) of the form
̺x0(f) = f(x0), f ∈ C(X)⊗ B(H),
for some fixed x0 ∈ X , is said to be spectral.
The spectral ucp maps coincide with the ucp maps ̺ ∈ UCPH(X) that have
the property ̺(fg) = ̺(f)̺(g) for all f, g ∈ C(X) ⊗ B(H). Any two spectral ucp
maps ̺x0 , ̺x1 ∈ UCPH(X) are unitarily equivalent—that is, ̺x1 = α ◦ ̺x0 for some
automorphism α ∈ Aut(B(H))—if and only if x1 = x0. Thus, the set
SpH(X) = {̺x0 : x0 ∈ X}
can be identified with the spectrum [11] of the C∗-algebra C(X)⊗ B(H).
Definition 1.4. A ucp map φ ∈ UCPH(X) of the form
φ(f) =
m∑
j=1
t∗jf(xj)tj , f ∈ C(X)⊗ B(H) ,
for some x1, . . . , xm ∈ X (not necessarily distinct) and t1, . . . , tm ∈ B(H) is said to
be elementary.
The set of all elementary maps C(X)⊗B(H)→ B(H) is denoted by EH(X), and
the set of all elementary maps f 7→ ∑mj=1 t∗jf(xj)tj in which each tj is a positive
operator is denoted by E+H(X).
Thus, we have a heirarchy:
SpH(X) ⊂ E+H(X) ⊂ EH(X) ⊂ UCPH(X) .
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1.4. Convexity and C∗-Convexity. The sets POVMH(X) and UCPH(X) are
not only convex, but they are also C∗-convex. To explain the nonclassical notion
of C∗-convexity, we consider an abstract context that will capture the nonclassical
convexity of both POVMH(X) and UCPH(X).
Let Y be a nonempty set and assume that VH(Y ) is the vector space (under
pointwise addition and scalar multiplication) of all functions ζ : Y → B(H). If
z1, z2 ∈ B(H) and ζ ∈ VH(Y ), then define
z1ζz2 : Y → B(H) given by y 7→ z1ζ(y)z2 ∈ B(H) .
This left and right multiplication of elements of V by elements of B(H) gives V the
algebraic structure of a B(H)-bimodule.
In particular, one may apply unitary similarity transformations to functions
ζ : Y → B(H).
Definition 1.5. Two functions ζ, ζ′ ∈ VH(Y ) are unitarily equivalent if ζ′ = u∗ζu
for some unitary operator u ∈ B(H).
Definition 1.6. Assume that a1, . . . , am ∈ B(H) and ζ1, . . . , ζm ∈ VH(Y ). Then:
(1) a1, . . . , am ∈ B(H) are called C∗-convex coefficients if
∑m
j=1 a
∗
jaj = 1;
(2) a C∗-convex combination of ζ1, . . . , ζm is a function ζ : Y → B(H) of the
form ζ =
∑m
j=1 a
∗
j ζjaj , where a1, . . . , am ∈ B(H) are C∗-convex coefficients;
(3) a proper C∗-convex combination of ζ1, . . . , ζm is a function ζ : Y → B(H)
of the form ζ =
∑m
j=1 a
∗
j ζjaj , where a1, . . . , am ∈ B(H) are invertible C∗-
convex coefficients.
Furthermore, a subset K ⊂ VH(Y ) is C∗-convex over B(H) if K contains all C∗-
convex combinations of its elements.
The C∗-convex sets of interest here are:
(1) POVMH(X), using Y = O(X) in the definitions above;
(2) UCPH(X), using Y = X ; and
(3) EH(X), a C
∗-convex subset of UCPH(X).
Definition 1.7. If R ⊂ VH(Y ) is a nonempty subset, then
(1) the C∗-convex hull of R is the set C∗convR consisting of all elements of
VH(Y ) attained from all possible C
∗-convex combinations of elements of R,
and
(2) the proper C∗-convex hull of R is the set C∗pconvR consisting of all ele-
ments of VH(Y ) attained from all possible proper C
∗-convex combinations
of elements of R.
Observe that C∗convR is itself a C∗-convex set and that any C∗-convex set is
also a convex set (in the classical sense). With this formalism, we have
SpH(X) ⊂ E+H(X) ⊂ EH(X) = C∗-conv (SpH(X)) ⊂ UCPH(X) .
If K is a C∗-convex subset of VH(Y ) and if ζ ∈ K, then u∗ζu ∈ K for every
unitary operator u ∈ B(H). That is, K is closed under unitary similarities. Fur-
thermore, it is easy to show that every ζ ∈ K is a proper C∗-convex combination of
elements unitarily equivalent to it. The C∗-extremal elements ζ of K are the ones
in which this is the only way to represent ζ as a proper C∗-convex combination of
other elements of K.
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Definition 1.8. An element ζ in a C∗-convex subset K ⊂ VH(Y ) is a C∗-extreme
point if the only manner in which to express ζ as a proper C∗-convex combination
of ζ1, . . . , ζm ∈ K is by way of ζj of the form ζj = u∗jζuj for some unitary operators
u1, . . . , um ∈ B(H).
Let the sets of extreme points and C∗-extreme points of a C∗-convex set K ⊂
VH(Y ) be denoted, respectively, by
extK and C∗extK .
We have the following relationship between the two sets.
Proposition 1.1. If K ⊂ VH(Y ) is C∗-convex, then C∗extK ⊂ extK.
Proof. Assume that ζ ∈ K is a C∗-extreme point and that ζ = λζ1 + (1− λ)ζ2 for
some ζ1, ζ2 ∈ K and some real number λ ∈ (0, 1). Set a1 =
√
λ 1 and a2 =
√
1− λ 1
to obtain the proper C∗-convex combination ζ =
∑2
j=1 a
∗
jζjaj . By hypothesis, ζj =
u∗jζuj for some unitaries u1, u2 ∈ B(H). Fix y0 ∈ Y so that ζ(y0) = λu∗1ζ(y0)u1 +
(1− λ)u∗2ζ(y0)u2. Because H has finite dimension, the operator algebra B(H) is a
Hilbert space with respect to the Hilbert-Schmidt norm ‖ · ‖2. Hence, the equation
ζ(y0) = λu
∗
1ζ(y0)u1 + (1 − λ)u∗2ζ(y0)u2 represents the vector ζ(y0), which lies on
the sphere of radius ‖ζ(y0)‖2, as a convex combination of the vectors u∗1ζ(y0)u1
and u∗2ζ(y0)u2, which also lie on the same sphere. Because the sphere of a Hilbert
space contains no nontrivial line segments, the vectors u∗1ζ(y0)u1 and u
∗
2ζ(y0)u2
must coincide with ζ(y0). As this is true for every y0, we obtain ζ1 = ζ2 = ζ, and
so ζ is an extreme point of K. 
Returning now to POVMH(X) and UCPH(X), which are the C
∗-convex sets of
interest to us here, we summarise below the current state of knowledge regarding
the extreme and C∗-extreme points of these sets.
(1) For arbitrary X , the extreme points of UCPH(X) are deduced from a quite
general theorem of Arveson [2, Theorem 1.4.2].
(2) For arbitrary X , the C∗-extreme points of UCPH(X) can be deduced from
a theorem of Farenick and Zhou [16, Theorem 2.1].
(3) For finite X , the extreme points of POVMH(X) have been determined
by Parthasarathy [22] and by D’Ariano, Lo Presti, and Perinotti [9], and
for arbitrary X the extreme points of POVMH(X) are characterised by
Chiribella, D’Ariano, and Schlingemann in [7, 8].
(4) For arbitrary X , the extreme points and C∗-extreme points of POVMH(X)
are determined in Theorems 4.1 and 5.1 of the present paper.
2. Quantum Random Variables and Integration
Definition 2.1. A quantum random variable is a function ψ : X → B(H) that is
Borel measurable in the sense that the complex-valued functions
x 7→ Tr (ρψ(x))
are Borel measurable for every state ρ ∈ S(H).
Equivalently, ψ : X → B(H) is Borel measurable if, for every pair of vectors
ξ, η ∈ H, the complex-valued function x 7→ 〈ψ(x)ξ, η〉 is Borel measurable. Our aim
in this section is to define, using the procedure set out in [15], a positive-preserving
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operator-valued integral
∫
X
ψ dν for any Borel measurable function ψ : X → B(H)
and any ν ∈ POVMH(X).
Every positive operator h ∈ B(H) has a unique positive square root h1/2. Thus,
if ψ : X → B(H) is a function for which ψ(x) is a positive operator for every x ∈ X ,
then ψ1/2 : X → B(H) denotes the function ψ1/2(x) = (ψ(x))1/2.
The following observation will be useful.
Proposition 2.1. If ψ : X → B(H) is a positive quantum random variable, then
ψ1/2 is a (positive) quantum random variable.
Proof. Assume first that ψ(x) is positive and invertible for every x ∈ X . Because
sums and products of scalar-valued measurable functions are measurable, if one in-
vokes an iterative procedure to compute ψ(x)1/2—such as the one in [19, Algorithm
2], which is a Newton-type iteration combined with a Cholesky factorisation—then
for each state ρ ∈ S(H) the function
x 7−→ Tr
(
ρψ(x)1/2
)
is a pointwise limit of a sequence of measurable functions. Thus, ψ1/2 is a quantum
random variable. In the case where ψ(x) is not invertible for all x ∈ X , then ψ1/2
is a pointwise limit of x 7→ (ψ(x) + 1n1)1/2 and, hence, is measurable. 
2.1. The Principal Radon-Nikody´m Derivative.
Definition 2.2. If ν1, ν2 ∈ POVMH(X), then ν2 is absolutely continuous with
respect to ν1, denoted by ν2 ≪ac ν1, if ν2(E) = 0 for every E ∈ O(X) for which
ν1(E) = 0.
If ν ∈ POVMH(X), then a probability measure µ is obtained from ν via
(1) µ(E) =
Tr (ν(E))
d
, for every E ∈ O(X) .
Because the trace functional maps nonzero positive operators to strictly positive
real numbers, the measures µ and ν are mutually absolutely continuous: µ ≪ac ν
and ν ≪ac µ.
Recall that {e1, . . . , ed} is a fixed orthonormal basis of H. Because ν ≪ac µ, each
of the d2 complex measures νij : O(X)→ C, defined by νij(E) = 〈ν(E)ej , ei〉, has
the property that νij ≪ac µ. Hence, by the (classical) Radon-Nikody´m Theorem,
there is a unique
dνij
dµ
∈ L1(X,µ) such that
νij(E) =
∫
E
dνij
dµ
dµ, for all E ∈ O(X) .
These scalar Radon-Nikoy´m derivatives give rise to an operator-valued Borel func-
tion
dν
dµ
: X → B(H) via
(2)
dν
dµ
=
d∑
i,j=1
dνij
dµ
⊗ eij .
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Notice that for any ξ =
d∑
k=1
ξkek ∈ H,
〈
dν
dµ
ξ, ξ
〉
=
d∑
i,j=1
dνij
dµ
ξjξi .
Hence, for all ξ ∈ H and E ∈ O(X),∫
E
〈
dν
dµ
(x)ξ, ξ
〉
dµ(x) =
d∑
i,j=1
(∫
E
dνij
dµ
dµ
)
ξjξi = 〈ν(E)ξ, ξ〉 ≥ 0 .
This proves that
dν
dµ
(x) is a positive operator for µ-almost all x ∈ X ; for such x
let
(
dν
dµ
(x)
)1/2
denote the positive square root (in B(H)) of the positive operator
dν
dµ
(x). Now define
(
dν
dµ
)1/2
: X → B(H) to be
(
dν
dµ
(x)
)1/2
at those x ∈ X for
which
dν
dµ
(x) is a positive operator, and zero otherwise.
Definition 2.3. If ν ∈ POVMH(X) and if µ ∈ P (X) is the induced classical
probability measure defined in (1), then the Borel function
dν
dµ
defined in (2) is
called the principal Radon-Nikody´m derivative of ν.
Unlike the classical case, whenever d > 1 the principal Radon-Nikody´m deriva-
tive of ν depends on the pre-selected choice of orthonormal basis {e1, . . . , ed} of H.
If one had chosen a different orthonormal basis, say {e′1, . . . , e′d}, then the resulting
principal Radon-Nikody´m derivative computed in this new basis is simply that of
α ◦ ν in the originally selected basis, where α is the automorphism induced by the
unitary operator that transforms the basis {e′1, . . . , e′d} to the basis {e1, . . . , ed}.
The following proposition is even more general.
Recall that a unital quantum channel is a linear map E : B(H) → B(H) such
that E is unital, completely positive, and trace preserving (that is, Tr ◦ E = Tr).
Note that E ◦ ν ∈ POVMH(X) for every ν ∈ POVMH(X).
Proposition 2.2. Assume that ν ∈ POVMH(X) and that E : B(H) → B(H) is a
unital quantum channel. Let µν and µE◦ν be the probability measures induced by ν
and E ◦ ν in accordance with (1). Then there is a µ ∈ P (X) such that
(1) µ = µν = µE◦ν and
(2)
d(E ◦ ν)
dµ
= E ◦ dν
dµ
.
Proof. The channel E is trace preserving, so for any E ∈ O(X)
µE◦ν(E) =
1
d
Tr(E(ν(E))) = 1
d
Tr(ν(E)) = µν(E) .
The desired measure is µ = µE◦ν = µν .
Let a =
∑d
i,j=1 αijeij ∈ B(H) and consider a∗νa. If µ(E) = 0, then ν(E) = 0
and a∗ν(E)a = 0; therefore a∗νa≪ac µ. Fix i, j and consider the (i, j)-coordinate
CLASSICAL AND NONCLASSICAL RANDOMNESS IN QUANTUM MEASUREMENTS 9
measure of a∗νa:
ωij =
d∑
l=1
d∑
k=1
αliαkjνlk.
Since a∗νa≪ac µ, we have ωij ≪ac µ and so we may consider the Radon-Nikody´m
derivative
dωij
dµ
=
d∑
l=1
d∑
k=1
αliαkj
(
dνlk
dµ
)
=
(
a∗
dν
dµ
a
)
ij
.
Therefore,
d(a∗νa)
dµ
= a∗
dν
dµ
a.
Consider the Kraus decomposition of the channel E :
E(y) =
q∑
j=1
a∗jyaj , y ∈ B(H), where
q∑
j=1
a∗jaj =
q∑
j=1
aja
∗
j = 1 .
By linearity of the scalar Radon-Nikody´m derivative,
d(E ◦ ν)
dµ
= E ◦ dν
dµ
. 
2.2. Integrable Functions. If f, ψ : X → B(H) are quantum random variables
such that ψ(x) ∈ B(H)+ for all x ∈ X , then ψ1/2 is measurable (Proposition 2.1)
and, thus, the function ψ1/2fψ1/2 is Borel measurable.
Definition 2.4. Assume that ν ∈ POVMH(X) and that dν
dµ
is the principal Radon-
Nikody´m derivative of ν.
(1) If f : X → B(H) is a Borel function, then f is said to be ν-integrable if, for
every state ρ ∈ S(H), the complex-valued function
fρ(x) = Tr
(
ρ
(
dν
dµ
(x)
)1/2
f(x)
(
dν
dµ
(x)
)1/2)
, x ∈ X,
is µ-integrable.
(2) The integral of a ν-integrable function f : X → B(H) is defined to be the
unique operator acting on H having the property that
Tr
(
ρ
∫
X
f dν
)
=
∫
X
fρ dµ
for every state ρ of H.
Example 2.3. The integral of an effect-valued function is an effect.
To verify this claim, choose ν ∈ POVMH(X) and let µ be its principal Radon-
Nikody´m derivative. Assume that f : X → Eff(H) is ν-integrable. Because 0 ≤
f(x) ≤ 1 in B(H)sa, for every state ρ ∈ S(H) we have
0 ≤ ρ1/2
(
dν
dµ
(x)
)1/2
f(x)
(
dν
dµ
(x)
)1/2
ρ1/2 ≤ ρ1/2
(
dν
dµ
(x)
)
ρ1/2
for µ-almost all x ∈ X . Thus, for every ρ ∈ S(H), we have∫
X
fρ dµ ≤
∫
X
Tr
(
ρ
dν
dµ
)
dµ
and so 0 ≤
∫
X
f dν ≤
∫
X
(
dν
dµ
)
dν = ν(X) = 1 ∈ B(H). ♦
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Example 2.4. The principal Radon-Nikody´m derivative of ν =
n∑
j=1
δxjhj and the
corresponding integral formula.
Here, we assume that h1, . . . , hn ∈ B(H)+ are nonzero and satisfy
∑
j hj = 1
and that {x1, . . . , xn} is a set of n distinct points of X . The measurement ν ∈
POVMH(X) is defined by
ν(E) =
n∑
j=1
δxj(E)hj , E ∈ O(X) .
If χE denotes the characteristic (or indicator) function of any measurement event
E ∈ O(X), then
dν
dµ
=
n∑
j=1
(
d
Tr(hj)
χ{xj}
)
hj
and ∫
X
f dν =
n∑
j=1
h
1/2
j f(xj)h
1/2
j ,
for every Borel function f : X → B(H). ♦
2.3. Quantum Integration is a Completely Positive Operator. The follow-
ing theorem is the first main result of the present paper. To set the notation used in
the proof, for any operator algebra A we letMd(A) denote the C∗-algebra of d× d
matrices with entries from A. An element F ∈ Md(A) is a matrix F = [fkℓ]dk,ℓ=1
of elements fkℓ ∈ A.
Theorem 2.5. If ν ∈ POVMH(X), then there is a unital completely positive linear
map
φν : C(X)⊗ B(H)→ B(H)
such that
φν(f) =
∫
X
f dν ,
for every f ∈ C(X)⊗ B(H).
Proof. Choose ν ∈ POVMH(X) and let µ be its principal Radon-Nikody´m deriva-
tive. Because H has finite dimension d, to prove that φν is completely positive it
is sufficient to show that the linear function sφν :Md (C(X)⊗ B(H))→ C defined
by
sφν ([fkℓ]k,ℓ) =
1
d
d∑
k,ℓ=1
〈φν(fkℓ)eℓ, ek〉
maps positive elements of Md (C(X)⊗ B(H)) to nonnegative real numbers [23,
Theorem 6.1]. Note that G = [gkℓ]k,ℓ ∈ Md (C(X)⊗ B(H)) is positive if, for every
x ∈ X , the operator
G(x) = [gkℓ(x)]k,ℓ ∈ Md (B(H)) = B(H⊗ Cd) = B(
d⊕
1
H)
is positive.
Thus, let F = [fkℓ]k,ℓ ∈ Md (C(X)⊗ B(H)) be positive. The principal Radon-
Nikody´m derivative is positive µ-almost everywhere, and so for µ-almost all x ∈ X ,
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the operator matrix G(x) = K(x)1/2F (x)K(x)1/2 is a positive operator acting on⊕d
1H, where K(x) is the diagonal operator matrix with diagonal entries dνdµ (x).
Therefore, the (k, ℓ)-entry of G(x) is gkℓ(x) =
(
dν
dµ (x)
)1/2
fkℓ(x)
(
dν
dµ (x)
)1/2
for
µ-almost all x. In particular, with ξ = e1 ⊕ · · · ⊕ ed ∈
⊕d
1H, we have
0 ≤ 〈G(x)ξ, ξ〉 =
d∑
k,ℓ=1
〈gkℓ(x)eℓ, ek〉
for µ-almost all x ∈ X . Hence, assuming F = [fkℓ]k,ℓ ∈ Md (C(X)⊗ B(H)) is
positive, we deduce that
sφν ([fkℓ]k,ℓ) =
1
d
d∑
k,ℓ=1
〈(∫
X
fkℓ dν
)
eℓ, ek
〉
=
1
d
∫
X

 d∑
k,ℓ=1
〈gkℓ(x)eℓ, ek〉

 dµ(x)
≥ 0 .
That is, φν is completely positive. Lastly, because
φν(1) =
∫
X
1 dν = ν(X) = 1 ,
we conclude that φν is a unital map. 
2.4. The Γ-transform. We now formalise the association of φν ∈ UCPH(X) with
ν ∈ POVMH(X).
Definition 2.5. Define Γ : POVMH(X)→ UCPH(X) by
Γ(ν) = φν .
Because the definition of φν(f) involves a square root of the principal Radon-
Nikody´m derivative
dν
dµ
, the transform Γ does not appear to possess any usable
affine properties. However, we are able to say how Γ(ν) and Γ(ν′) compare if ν′ is
obtained from ν via composition with an automorphism.
Proposition 2.6. For every ν ∈ POVMH(X) and α ∈ Aut(B(H)), the following
equation holds:
Γ(α ◦ ν) = α ◦ Γ(ν) ◦ [idC(X) ⊗ α−1] .
That is, for every ν ∈ POVMH(X) and unitary u ∈ B(H), we have∫
X
f d(u∗νu) = u∗
(∫
X
ufu∗ dν
)
u ,
for every continuous f : X → B(H).
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Proof. By Proposition 2.2,
d(u∗νu)
dµ
= u∗
dν
dµ
u, where µ =
1
d
Tr ◦ ν = 1
d
Tr ◦ α ◦ ν.
Recall that
∫
X
fd(u∗νu) is the unique operator such that, for any state ρ ∈ S(H),
Tr
(
ρ
∫
X
fd(u∗νu)
)
=
∫
X
Tr
(
ρ
(
d(u∗νu)
dµ
)1/2
f
(
d(u∗νu)
dµ
)1/2)
dµ
=
∫
X
Tr
(
ρu∗
(
dν
dµ
)1/2
ufu∗
(
dν
dµ
)1/2
u
)
dµ
=
∫
X
Tr
(
uρu∗
(
dν
dµ
)1/2
ufu∗
(
dν
dµ
)1/2)
dµ
= Tr
(
uρu∗
(∫
X
ufu∗dν
))
= Tr
(
ρu∗
(∫
X
ufu∗dν
)
u
)
.
Hence,
∫
X
f d(u∗νu) = u∗
(∫
X
ufu∗ dν
)
u. 
If one were to seek a similar reformulation of Proposition 2.6 by replacing the
automorphism α with a unital, invertible quantum channel E , then at a purely
formal level one would anticipate that
(3) Γ(E ◦ ν) = E ◦ Γ(ν) ◦ [idC(X) ⊗ E−1] .
Note, however, that such a formulation should not require E−1 to be completely
positive, for if it were a requirement, then E would be an automorphism ([10,
Corollary 2.3.2], [4, Theorem X.5]), which brings us back to the case of Proposition
2.6. Whether equation (3) holds for arbitrary invertible unital channels E remains
open.
2.5. Non-Principal Radon-Nikody´m Derivatives. If h ∈ B(H)+, then h−1
shall denote the unique positive operator for which kerh−1 = kerh and h−1h =
hh−1 = q, the projection onto the range of h. Thus, if h is invertible, then h−1 is
the inverse of h. Once we have this notion for positive operators, a similar notion
of generalised inverse for positive operator valued functions can be made.
Theorem 2.7. The following statements are equivalent for ν1, ν2 ∈ POVMH(X):
(1) ν2 ≪ac ν1;
(2) there exists a bounded Borel function g : X → B(H), unique up to sets of
ν1-measure zero, such that
(4) ν2(E) =
∫
E
g dν1, for every E ∈ O(X) .
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If the equivalent conditions above hold and if µj is the probability measure induced
by νj, then µ2 ≪ac µ1 and
(5) g =
(
dµ2
dµ1
)[(
dν1
dµ1
)−1/2(
dν2
dµ2
)(
dν1
dµ1
)−1/2]
.
Proof. Assume that ν2 ≪ac ν1. If µ1(E) = 1dTr(ν1(E)) = 0, then ν1(E) = 0. By
assumption ν2(E) = 0 and therefore µ2(E) =
1
dTr(ν2(E)) = 0, which proves that
µ2 ≪ac µ1. Therefore, for any E ∈ O(X), we have
ν
(i,j)
2 (E) = 〈ν2(E)ej , ei〉 ≪ac 〈ν1(E)ej , ei〉 = ν(i,j)1 (E).
Coordinate-wise we obtain ν
(i,j)
2 ≪ac µ1. By applying the chain rule for the classical
Radon-Nikody´m derivatives we obtain
dν
(i,j)
2
dµ1
=
dν
(i,j)
2
dµ2
dµ2
dµ1
Hence,
dν2
dµ1
=
dν2
dµ2
dµ2
dµ1
,
where
dν2
dµ2
: X → B(H)+ and dµ2
dµ1
: X → R+. With g as above,
(
dν1
dµ1
)1/2
g
(
dν1
dµ1
)1/2
=
(
dµ2
dµ1
)
dν2
dµ2
.
Thus, for any state ρ and E ∈ O(X),
Tr
(
ρ
∫
E
gdν1
)
=
∫
E
Tr
(
ρ
(
dν1
dµ1
)1/2
g
(
dν1
dµ1
)1/2)
dµ1
=
∫
E
[
Tr
(
ρ
dν2
dµ2
)]
dµ2
dµ1
dµ1
=
∫
E
Tr
(
ρ
dν2
dµ2
)
dµ2
= Tr(ρ ν2(E)).
Therefore, by definition of the integral, ν2(E) =
∫
E
g dν1 for every E ∈ O(X).
Passing to the d2 coordinate measures and using the uniqueness of the classical
Radon-Nikody´m derivative, one deduces that g is unique up to sets of ν1-measure
zero.
Conversely, assume such a function g : X → B(H) exists such that
ν2(E) =
∫
E
g dν1, for every E ∈ O(X) .
If ν1(E) = 0, then ν2(E) =
∫
E
g dν1 = 0 and thus ν2 ≪ac ν1. 
The function g in (5) is called a non-principal Radon-Nikody´m derivative of ν2
with respect to ν1.
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3. Topology of POVMH(X)
In classical probability, P (X) is a weak*-closed subset of the unit sphere of
the dual space of the abelian C∗-algebra C(X). Hence, by the Banach-Alaoglu
Theorem, P (X) is compact. In this section we introduce an analogous topology on
POVMH(X) so that it not only is a compact topological space, but also has the
property that the POVMs with finite support are dense in POVMH(X).
Definition 3.1. Define Ω0 : EH(X)→ POVMH(X) by
Ω0

 n∑
j=1
t∗j̺xj tj

 = n∑
j=1
δxj t
∗
j tj .
Proposition 3.1. The map Ω0 is C
∗-affine.
Proof. If φ =
n∑
j=1
t∗j̺xj tj , then Ω0(φ) =
∑n
j=1 δxj t
∗
j tj . Let a ∈ B(H) and note that
Ω0(a
∗φa) =
n∑
j=1
δxja
∗t∗j tja = a
∗Ω0(φ)a .
Thus, if φ1, ..., φm ∈ EH and if a1, ..., am ∈ B(H) are C∗-convex coefficients, then
Ω0
(
m∑
k=1
a∗kφk ak
)
=
m∑
k=1
a∗kΩ0(φk) ak ∈ POVMH(X) ,
which completes the proof. 
We aim to show that Ω0 admits a C
∗-affine extension to UCPH(X). Before
discussing the extension map, we will describe the topologies of UCPH(X) and
POVMH(X). Because topologies can be characterised by how nets converge, we
begin with the BW-topology of UCPH(X) and use Γ to induce a topology on
POVMH(X).
Definition 3.2. (The bounded-weak topology) A net {φγ}γ∈Λ ⊂ UCPH(X) con-
verges to φ ∈ UCPH(X) if lim
γ
‖φγ(f)− φ(f)‖ = 0 for all f ∈ C(X)⊗ B(H).
In the BW-topology, UCPH(X) is a compact space [2, 23]. We use the topology
of UCPH(X) to induce a topology on POVMH(X) as follows.
Definition 3.3. A net {νγ}γ∈Λ ⊂ POVMH(X) converges to ν ∈ POVMH(X) if∫
X
f dν = lim
γ
∫
X
f dνγ for every f ∈ C(X)⊗ B(H) .
That is, νγ → ν if the net {Γ(νγ)}γ∈Λ converges to Γ(ν) in UCPH.
Theorem 3.2. There exists a C∗-affine function Ω : UCPH(X) → POVMH(X)
such that
(1) Ω|EH(X) = Ω0 and
(2) Ω ◦ Γ = idPOVMH(X).
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Proof. We first prove that EH(X) is BW-dense in UCPH(X). Because UCPH
is BW-compact and convex, the Kreˇın-Milman theorem asserts that the convex
hull of the extreme points of UCPH(X) is a dense subset of UCPH(X). If φ ∈
ext (UCPH(X)), then there exist irreducible representations πj : C(X) ⊗ B(H) →
B(Hπj) and an isometry v : H → Hπ =
⊕m
j=1Hπj such that φ = v∗πv and
the linear map y 7→ v∗yv is one-to-one on the commutant N of π (C(X)⊗ B(H))
[2, Theorem 1.4.6]. Because dimH = d < ∞, every irreducible representation
πj of C(X) ⊗ B(H) takes place on a Hilbert space Hπj of dimension d and has
the form π = u∗j̺xjuj , where ̺xj ∈ UCPH(X) is spectral and uj : Hπj → H is
unitary. Because Hπj and H are of dimension d, we may assume without loss of
generality that Hπj = H for every j, whence πj = αj ◦ ̺xj for the automorphism
αj ∈ Aut(B(H)) given by αj(z) = u∗jzuj. If qj ∈ B(Hπ) is the projection of Hπ
onto the direct summand Hπj = H, then with ai = uiqiv ∈ B(H) we obtain
φ =
m∑
j=1
a∗j̺xjaj ,
which is an element of EH(X). Therefore, EH(X) contains the extreme points of
UCPH(X). By the convexity of EH(X) and the Kreˇın-Milman theorem we deduce
that EH(X) is BW-dense in UCPH(X).
Now assume that φ ∈ UCPH(X) \ EH(X). Thus, there exists a net {φγ}γ∈Λ ⊂
EH such that ‖φγ(f)− φ(f)‖ → 0 for all f ∈ C(X)⊗B(H). For each pair (i, j) let
(φγ)ij ∈ C(X)∗ be given by
(φγ)ij(g) = 〈φγ(g ⊗ eij) ej , ei〉
for all g ∈ C(X). Thus,
φγ =
d∑
i,j=1
(φγ)ij ⊗ eij .
By the classical Riesz Representation Theorem, there exists a complex measure νγij
on the Borel sets of X such that
(φγ)ij(g) =
∫
X
g dνγij for all g ∈ C(X).
Since φγ(f) → φ(f) for all f ∈ C(X) ⊗ B(H) we have that (φγ)ij(g) → φij(g) for
all g ∈ C(X) and pairs (i, j). Therefore (νγ)ij → νij . Define
ν =
d∑
i,j=1
νij ⊗ eij ∈ POVMH(X)
and let Ω(φ) = ν. This is well defined as ν is independent of the choice of approxi-
mating net {φγ}.
Let φ1, ..., φm ∈ UCPH(X) and suppose that {φγj}γj∈Λj ⊂ EH(X) is an approx-
imating net for φj , for each j. Let Λ = Λ1 × · · · × Λm, ordered as a directed set in
the natural way. If t1, ..., tm ∈ B(H) are C∗-convex coefficients, then with respect
to the natural induced directed-set ordering on Λ1 × · · · × Λm, the ucp maps

m∑
j=1
t∗jφγj tj


γ=(γ1,...,γm)∈Λ
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form an approximating net for
m∑
j=1
t∗jφjtj . Because Ω0 is C
∗-affine,
Ω

 m∑
j=1
t∗jφjtj

 = lim
γ
Ω0

 m∑
j=1
t∗jφγj tj


= lim
γ
m∑
j=1
t∗jΩ0(φγj )tj
=
m∑
j=1
t∗jΩ(φj)tj ,
which establishes the extension Ω of Ω0.
Observe that if ν =
n∑
j=1
δxjhj , then Ω ◦ Γ(ν) = ν. Suppose now that ν ∈
POVMH(X) is arbitrary and let {φγ}γ be a net in EH(X) BW-convergent to Γ(ν).
For each γ, let νγ = Ωφγ so that ΩΓ(νγ) = νγ . As shown earlier, another realisation
of ν is via
ν =
d∑
i,j=1
νij ⊗ eij ,
where νij is attained in the dual space of C(X) as a the limit of the net of measures
induced by the linear functionals (φγ)ij(g) = 〈φ(g ⊗ eij)ej , ei〉. Thus
∫
X
f dνγ →∫
X
f dν for all f ∈ C(X)⊗ B(H) and ΩΓ(ν) = ν. 
Corollary 3.3. POVMH(X) is a compact space.
Proof. If {ν}γ is a net in POVMH(X), then {Γνγ}γ is a net in UCPH(X). Because
UCPH(X) is compact, there is a subnet {Γνγj}j which is convergent, say to φ.
Thus, if ν = Ωφ, then {νγj}j converges to ν. Hence, every net in POVMH(X)
admits a convergent subnet, and so POVMH(X) is compact. 
A consequence of the Kreˇın-Milman Theorem and the proof of Theorem 3.2 is:
Corollary 3.4. The set of all quantum measurements with finite support is dense
in POVMH(X).
Operators z acting on finite-dimensional Hilbert spaces K admit polar decom-
positions of the form z = u|z|, where |z| = (z∗z)1/2 and u ∈ B(K) is unitary. (The
unitary need not be unique if z is not invertible.) Therefore,
Γ ◦ Ω0

 n∑
j=1
t∗j̺xj tj

 = Γ

 n∑
j=1
δxj t
∗
j tj


=
n∑
j=1
(t∗j tj)
1/2̺xj (t
∗
j tj)
1/2
=
n∑
j=1
|tj |
(
αj ◦ ̺xj
) |tj |,
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where tj = uj |tj | is a polar decomposition of tj and αj ∈ Aut(B(H)) is given by
αj(z) = u
∗
jzuj. Thus, if φ ∈ E+H(X), we have Γ ◦ Ω0(φ) = φ.
Let E+H(X) denote the BW-closure of E
+
H(X) in UCPH(X).
Corollary 3.5. (Riesz Representation Theorem) For every φ ∈ E+H(X) there is a
unique ν ∈ POVMH(X) such that
φ(f) =
∫
X
f dν for every f ∈ C(X)⊗ B(H) .
Proof. Let ν = Ωφ so that Γν = ΓΩφ = φ. If ν′ is another POVM for which
Γ(ν′) = φ, then ν′ = ΩΓν′ = Ωφ = ν. 
4. Classical Randomness
In this section we establish the following result.
Theorem 4.1. The following statements are equivalent for ν ∈ POVMH(X):
(1) ν is an extreme point of POVMH(X);
(2) there exist distinct x1, . . . , xm ∈ X and h1, . . . , hm ∈ B(H)+ such that
(a) the subspaces ranh1, . . . , ranhm are weakly independent and
(b) ν =
m∑
j=1
δxjhj.
In the case of finite X , Theorem 4.1 is already known [9, 22]. Our contribution is
to show that the case of arbitraryX reduces to the case of finite X (Lemmas 4.2 and
4.3). However, for completeness, we include a full proof of Theorem 4.1, adapting
the elegant arguments of D’ariano, Lo Presti, and Perinotti [9]. The concept of
weak independence is defined formally below.
Definition 4.1. Subspaces L1, ...,Ln ⊂ H are weakly independent if, for any
t1, ..., tn ∈ B(H) such that (i) ran tj+ran t∗j ⊂ Lj for each j, and (ii) t1+ ...+tn = 0,
then necessarily each tj = 0.
The remainder of this section is devoted to the proof of Theorem 4.1 and a
discussion of some of its consequences.
Recall that if K ⊂ X is a closed subset, then the σ-algebra O(K) of Borel sets
of K is given by O(K) = {K ∩ E : E ∈ O(X)}.
Lemma 4.2. Assume Kν ⊂ X is the support of ν ∈ POVMH(X). Then ν ∈
ext(POVMH(X)) if and only if the restriction ν|O(Kν) of ν to O(Kν) is an extreme
point of POVMH(Kν).
Proof. Assume that ν ∈ ext(POVMH(X)). Let ν0, ν1, ν2 ∈ POVMH(Kν) and such
that ν|O(Kν ) = ν0 =
1
2
(ν1 + ν2). Define ν˜j : O(X)→ B(H) by ν˜j(E) = νj(E ∩Kν)
for all E ∈ O(X), to obtain ν˜j ∈ POVMH(X). Because Kν is the support of ν,
ν(E) = ν(E ∩Kν) for all E ∈ O(X); thus, ν = 12 (ν˜1+ ν˜2), and so ν = ν˜1 = ν˜2, and
so ν0 = ν1 = ν2.
Conversely, assume that ν0 = ν|O(Kν ) is an extreme point of POVMH(Kν). Let
ν = 12 (ν1 + ν2) for ν1, ν2 ∈ POVMH(X). If E ∈ O(X) satisfies ν(E) = 0 then
0 = ν(E) ≥ 12νj ≥ 0 implies that νj = 0. Thus, νj ≪ac ν. If we show that
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the support of each νj is contained in the support of ν, then we conclude that
ν1 = ν2 = ν.
Thus, it remains to prove that if ω, ν ∈ POVMH(X) is such that ω ≪ac ν, then
Kω ⊂ Kν . To this end, let U = (X \ Kν) ∩ (X \ Kω), which is open, and let
K = (X \ U) ∩Kω, which is closed. Thus,
ω(X \K) = ω (U ∪ (X \Kω)) ≤ ω(U) + ω(X \Kω) = ω(U).
Now since U ⊂ X \ Kν , we have ν(U) ≤ ν(X \Kν) = 0. Thus, ω ≪ac ν implies
that ω(U) = 0 and so ω(X \ K) = 0. Hence, K ⊂ Kω and ω(X \ K) = 0 which
implies that K = Kω by definition of support and by the above arguments. Hence,
Kω = K = (X \ U) ∩Kω = (Kν ∪Kω) ∩Kω implies that Kω ⊂ Kν . 
Lemma 4.3. If ν ∈ POVMH(X) is an extreme point, then the support of ν is a
finite set.
Proof. Assume, contrary to what we aim to prove, that the support of ν is an
infinite set. By Lemma 4.2, we may replace X with the support of ν, and so we
assume without loss of generality that X = Kν . The argument below is inspired
by the proof of the main result of [12].
Let µ = 1dTr◦ν and consider L1(X,µ). Because µ and ν are mutually absolutely
continuous, they have the same supportX . Thus L1(X,µ) is an infinite-dimensional
Banach space.
Let κij(x) =
〈(
dν
dµ
)
ej , ei
〉
, for 1 ≤ i, j,≤ d, and let
Q0 =
{
Tr
[(
dν
dµ
)1/2
ρ
(
dν
dµ
)1/2]
: ρ ∈ S(H)
}
=
{
Tr
(
ρ
dν
dµ
)
: ρ ∈ S(H)
}
⊂ Span {κij : 1 ≤ i, j ≤ d} .
Let Q = SpanQ0; thus, Q is a subspace of L
1(X,µ) of dimension at most d2.
Because L1(X,µ) has infinite dimension, the annihilator of Q in the dual space
L1(X,µ)∗ = L∞(X,µ) has infinite dimension. Hence, there exists ϕ ∈ L∞(X,µ)
such that ‖ϕ‖ = 1 and
∫
X
ϕψ dµ = 0 for all ψ ∈ Q. Let Φ =∑dj=1 ϕ ⊗ ejj ; thus,
for any state ρ ∈ S(H),∫
X
Tr
[(
dν
dµ
)1/2
ρ
(
dν
dµ
)1/2
Φ
]
dµ =
∫
X
Tr
(
ϕρ
dν
dµ
)
dµ = 0 .
Hence,
(6)
∫
X
Φ dν = 0.
Define ν˜ : O(X) → B(H) by ν˜(E) = ∫E Φ dν. Let ν1 = ν + ν˜ and ν2 = ν − ν˜.
Note that
ν1(E) =
∫
E
d(ν + ν˜) =
∫
E
dν +
∫
E
Φ dν =
∫
E
(1 + Φ) dν.
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Since 1+Φ is positive for all x ∈ X , this final integral above is a positive operator.
Likewise ν2(E) is positive. Further, by equation (6),
ν1(X) =
∫
X
d(ν + ν˜) = ν(X) +
∫
X
Φ dν = ν(X) + 0 = 1.
Hence, ν1, ν2 ∈ POVMH(X) and ν = 12ν1 + 12ν2. Since ν1 6= ν (because ϕ 6= 0), we
have ν /∈ ext(POVMH(X)). 
We are now prepared for the proof of Theorem 4.1, using an adaptation of the
arguments of the D’ariano, Lo Presti, and Perinotti [9]. Recall that we aim to prove
that the following statements are equivalent for ν ∈ POVMH(X):
(1) ν is an extreme point of POVMH(X);
(2) there exist distinct x1, . . . , xn ∈ X and h1, . . . , hn ∈ B(H)+ such that
(a) the subspaces ranh1, . . . , ranhn are weakly independent and
(b) ν =
n∑
j=1
δxjhj .
Proof. Assume (1). Thus, ν ∈ ext (POVMH(X)). By Lemma 4.2, we may re-
place X with the support Kν of ν, which by Lemma 4.3 is a finite set if ν ∈
ext (POVMH(X)). Thus, without loss generality we may assume that X is a finite
set, say X = {x1, . . . , xn}, and that the support of ν is X . Hence, ν =
n∑
j=1
δxjhj.
Suppose that t1, ..., tn ∈ B(H) satisfy
m∑
j=1
tj = 0 and ran tj + ran t
∗
j ⊂ ranhj for all
1 ≤ j ≤ n. Also assume, contrary to what we aim to prove, that not every tj is
zero. If every tj is hermitian, then let gj = tj for all j and gk 6= 0 for some k; if not
all t1, ..., tn are hermitian, then there exists k with ℑ(tk) 6= 0 and in this situation
we take gj = ℑ(tj) for all 1 ≤ j ≤ n. (The imaginary part of s ∈ B(H) is the
hermitian operator ℑ(s) = 12i (s − s∗).) With this choice of operators gj , we have
rangj ⊂ ranhj for all 1 ≤ j ≤ n, gk 6= 0 for some k, and
n∑
j=1
gj = 0. For each j
write H = kerhj ⊕ ranhj so that
hj =
[
0 0
0 h˜j
]
and gj =
[
0 0
0 g˜j
]
,
where h˜j ∈ B(ranhj) is positive and invertible. (If hj itself is invertible, then we
do not use a 2× 2 operator matrix and simply take h˜j = hj .) Let
Zε =

1± ǫλ |λ ∈
n⋃
j=1
σ
(
h˜
−1/2
j g˜jh˜
−1/2
j
)
 ,
where σ(z) denotes the spectrum of an operator z. Because Zε is a finite set, there
exists ε > 0 so that Zε ⊂ (0,∞). Hence,
hj ± εgj =
[
0 0
0 h˜
1/2
j (1± εh˜−1/2j g˜j h˜−1/2j )h˜1/2j
]
,
20 DOUGLAS FARENICK, SARAH PLOSKER, AND JERROD SMITH
which is positive by the choice of ε > 0. Now let γ =
n∑
j=1
δxjgj to obtain ν ± εγ ∈
POVMH(X). If ν1 = ν + εγ and ν2 = ν − εγ, then ν1, ν2 are distinct elements
of POVMH(X) and ν is their midpoint, in contradiction to the hypothesis ν ∈
ext (POVMH(X)). Hence, it must be that all of the operators tj are zero, which is
to say the ranges of h1, . . . , hn are weakly independent.
Conversely, assume (2). Thus, ν =
n∑
j=1
δxjhj for distinct x1, . . . , xn ∈ X and
positive operators h1, . . . , hn ∈ B(H) with weakly independent ranges. The support
of ν is given by Kν = {x1, . . . , xn}. By Lemma 4.2, ν is an extreme point of
POVMH(X) if and only if ν is an extreme point of POVMH(Kν). Hence, we
assume without loss of generality that X = Kν. If, contrary to what we wish
to prove, ν 6∈ ext (POVMH(X)), then in the real vector space W of countably
additive functions υ : O(X) → B(H)sa there exists ε > 0 and γ ∈ W such that
ω± = ν ± εγ ∈ POVMH(X). Therefore, there exist g1, ..., gn ∈ B(H)sa such that
γ =
n∑
j=1
δxjgj and gk 6= 0 for at least one k. Because
1 = ω±(X) = ν(X)± εγ(X) = 1± ε
n∑
j=1
gj,
we obtain
n∑
j=1
gj = 0. And because ω
±(E) ∈ Eff(H) we obtain through evaluation
at xj that hj ± ǫgj ∈ B(H)+. Now write H = kerhj ⊕ ranhj so that
hj =
[
0 0
0 h˜j
]
and gj =
[
aj yj
y∗j g˜j
]
,
where aj ∈ B (kerhj) is hermitian and h˜j ∈ B(ranhj) is positive and invertible.
Because hj+ εgj is positive, aj is necessarily positive. But hj− εgj positive implies
that −aj is positive. Hence aj = 0. The positivity of hj + εgj =
[
0 εyj
εy∗j εg˜j
]
yields yj = 0, and so gjξ = 0 for every vector ξ ∈ H for which hjξ = 0. That
is, kerhj ⊂ ker gj and so ran gj ⊂ ranhj . We conclude that ranh1, . . . , ranhn are
not weakly independent, contrary to hypothesis. Hence, it must be that no such
function γ exists, which is to say that ν is an extreme point of POVMH(X). 
Corollary 4.4. If ν is an extreme point of POVMH(X), then so is α ◦ ν for every
automorphism α of B(H).
Proof. One need only note that if u ∈ B(H) is unitary and h1, . . . , hn ∈ B(H) are
positive, then h1, . . . , hn have weakly independent ranges if and only if u
∗h1u, . . . ,
u∗hnu have weakly independent ranges. 
Although the function Γ does not exhibit affine properties, it does map extremal
elements to extremal elements.
Corollary 4.5. If ν is an extreme point of POVMH(X), then Γ(ν) is an extreme
point of UCPH(X).
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Proof. Assume that ν ∈ ext (POVMH(X)) and that φν = Γ(ν). Hence, by The-
orem 4.1, φν =
∑n
j=1 h
1/2
j ̺xjh
1/2
j for some distinct x1, . . . , xn ∈ X and positive
operators h1, . . . , hn with weakly independent ranges. Each ̺xj is an irreducible
representation of C(X) ⊗ B(H) on H and, because the points x1, . . . , xn ∈ X are
distinct, no two irreducible representations ̺xi and ̺xj corresponding to distinct
points xi and xj are unitarily equivalent. By weak independence, every hj 6= 0;
and by irreducibility each completely positive map φj : C(X) ⊗ B(H) → B(H) of
the form
φj = h
1/2
j ̺xjh
1/2
j
generates an extremal ray of the cone of all completely positive linear maps C(X)⊗
B(H)→ B(H) [2, Corollary 1.4.3]. Therefore, by [2, Lemma 1.4.9], φν =
∑n
j=1 φj
is an extremal ucp map. 
5. Nonclassical Randomness
A convex combination
∑m
j=1 λjνj of ν1, . . . , νm ∈ POVMH(X) is a random
POVM if one views the set {λ1, . . . , λm} of convex coefficients as a probability
distribution. The notion of classical randomness enters quantum measurement
through probabilistic (that is, convex combinations) mixtures of other quantum
measurements.
In nonclassical convexity, there are corresponding notions of randomness afforded
by C∗-convex coefficients. We mention below two sources of randomness.
First, assume that a = (a1, . . . , am) is a tuple of C
∗-convex coefficients aj ∈
B(H). Because H has finite dimension, the subspaces ker aj and ker a∗j have equal
dimension for each j. Hence, the isometry v : H →⊕mj=1H defined by
vξ =
⊕
ajξ , ξ ∈ H ,
extends to a unitary u ∈ B
(⊕m
j=1H
)
[1, Corollary 2.2]. Conversely, expressing
any unitary u acting on
⊕m
j=1H as an m×m matrix of operators and by selecting
the operators that appear in any single column of u, one obtains a tuple of C∗-
convex coefficients. Hence, by endowing the unitary group U
(⊕m
j=1H
)
with Haar
measure, everym-tuple of C∗-convex coefficients is determined by a random unitary.
Second, if a = (a1, . . . , am) is a tuple of C
∗-convex coefficients, then a induces a
quantum channel Ea : S(H)→ S(H) via
Ea(ρ) =
m∑
j=1
ajρa
∗
j , ρ ∈ S(H) .
Conversely, every quantum channel induces a tuple of C∗-convex coefficients. Hence,
any source of randomness for channels (and there are many to choose from—see, for
example, [3, §14.7]), is a source of randomness for nonclassical convex combinations.
We earlier introduced the notion of a proper C∗-convex hull C∗pconvR of a set R
by using C∗-convex combinations of elements of R using only invertible C∗-convex
coefficients.
Definition 5.1. A coarsening of quantum measurements ν1, . . . , νn ∈ POVMH(X)
is any measurement ν ∈ POVMH(X) that satisfies
ν ∈ C∗pconv ({ν1, . . . , νm}) .
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The use of invertible C∗-convex combinations in the definition of coarsening of
measurements ensures that a certain level of information is conserved through the
process of coarsening.
We use the notation
ν ≪crse (ν1, . . . , νm)
to indicate that ν is a coarsening of ν1, . . . , νm.
Definition 5.2. A quantum measurement ν is fine if ν ≪crse (ν1, . . . , νm) occurs
only if each measurement νj is unitarily equivalent to ν.
Although the definition of fine measurement above appears to differ from the
notion of sharp measurement defined earlier (Definition 1.1), the following theorem
shows that the two concepts in fact are the same.
Theorem 5.1. The following statements are equivalent for ν ∈ POVMH(X):
(1) ν is a C∗-extreme point of POVMH(X);
(2) ν is fine;
(3) ν is sharp—that is, there exist distinct x1, . . . , xn ∈ X and pairwise-orthogonal
projections q1, . . . , qn ∈ B(H) such that
ν =
n∑
j=1
δxjqj .
The equivalence of (1) and (2) in Theorem 5.1 is trivial, as the definition of
fineness herein is precisely the definition of C∗-extreme point. Some preparatory
results are required to show the third equivalence.
Via the identification of C(X) as a unital C∗-subalgebra of C(X)⊗ B(H), each
φ ∈ UCPH(X) induces a ucp φc : C(X)→ B(H) by way of restriction:
φc = φ|C(X) .
In particular, if ̺x0 ∈ UCPH(X) is spectral, then ̺cx0 is in the character space of
C(X).
Definition 5.3. (The Γc-transform) For each ν ∈ POVMH(X) let Γcν denote the
ucp map C(X)→ B(H) defined by
Γcν = φcν .
Proposition 5.2. Γc is properly C∗-affine. That is,
Γc

 m∑
j=1
t∗jνjtj

 = m∑
j=1
t∗j (Γ
cνj) tj
for all ν1, . . . , νm ∈ POVMH(X) all invertible C∗-convex coefficients t1, . . . , tm ∈
B(H).
Proof. Suppose first that ν ∈ POVMH(X) and that t ∈ B(H) is invertible. We
shall show that
(7) Γc(t∗νt) = t∗ (Γcν) t .
To this end, let µ = 1dTr ◦ ν, ν˜ = 1dTr ◦ (t∗νt), and µ˜ = 1dTr ◦ ν˜. Clearly µ˜ ≪ac µ
because µ˜≪ac ν ≪ac µ. Conversely, if µ˜(E) = 0, then t∗ν(E)t = 0 and so ν(E) = 0
since t is invertible. Thus, µ≪ac µ˜.
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For any ψ ∈ C(X) and ρ ∈ S(H), we have
Tr
(
ρ
∫
X
ψ d(t∗νt)
)
=
∫
X
ψTr
(
ρ
d(t∗νt)
dµ˜
)
dµ˜
=
∫
X
ψTr
(
ρt∗
dν
dµ˜
t
)
dµ˜
=
∫
X
ψTr
(
ρt∗
dν
dµ
t
)
dµ
dµ˜
dµ˜
=
∫
X
ψTr
(
ρt∗
dν
dµ
t
)
dµ
= Tr
(
ρ
[
t∗(
∫
X
ψ dν)t
])
.
Hence, (7) holds.
Suppose next that ν1, ν2 ∈ POVMH(X) and that λ1, λ2 ∈ R+ satisfy λ1+λ2 = 1.
Let ν = λ1ν1 + λ2ν2, and let µ, µ1, µ2 ∈ P (X) denote the induced probability
measures. Hence, µj ≪ac µ for j = 1, 2. Furthermore, for every ψ ∈ C(X) and
ρ ∈ S(H) we have that∫
X
ψTr
(
ρ
dν
dµ
)
dµ =
∫
X
ψTr
(
ρ
[
λ1
dµ1
dµ
dν1
dµ1
+ λ2
dµ2
dµ
dν2
dµ2
])
dµ
= λ1
∫
X
ψ
[
Tr
(
ρ
dν1
dµ1
)]
dµ1
dµ
dµ + λ2
∫
X
ψ
[
Tr
(
ρ
dν2
dµ2
)]
dµ2
dµ
dµ
= λ1
∫
X
ψTr
(
ρ
dν1
dµ1
)
dµ1 + λ2
∫
X
ψTr
(
ρ
dν2
dµ2
)
dµ2 .
Thus, Γc(λ1ν1+λ2ν2) = λ1Γ
cν1 + λ2Γ
cν2. This fact together with (7) implies that
Γc is properly C∗-affine. 
A ucp map C(X) → B(H) has, in principle, many different ucp extensions to
C(X)⊗ B(H). However, if a positive linear map ϕ : C(X)→ B(H) has the form
(8) ϕ(g) =
n∑
j=1
g(xj)b
∗
jbj
for some distinct x1, . . . , xn ∈ X and C∗-convex coefficients b1, . . . , bn ∈ B(H), then
the natural extension e(ϕ) of ϕ from C(X) to C(X)⊗ B(H) is defined by
e(ϕ) =
n∑
j=1
b∗j̺xjbj .
Observe that of ϕ1, . . . , ϕm : C(X)→ B(H) are ucp maps of the form (8), then
(9) e

 m∑
j=1
t∗jϕjtj

 = m∑
j=1
t∗j e(ϕj)tj
for all invertible C∗-convex coefficients t1, . . . , tm ∈ B(H).
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A further direct consequence of the definition: if ν ∈ POVMH(X) has finite
support, then
(10) Ω ◦ e ◦ Γc ν = ν .
We now turn to the proof of Theorem 5.1.
Proof. Assume ν is a C∗-extreme point of POVMH(X). By Proposition 1.1, ν is
necessarily an extremal POVM. Thus, by Theorem 4.1, there are distinct points
x1, . . . , xn ∈ X and operators h1, . . . , hn ∈ B(H)+ such that
ν =
n∑
j=1
δxjhj, φν =
n∑
j=1
h
1/2
j ̺xjh
1/2
j , and φ
c
ν =
n∑
j=1
̺cxjhj .
Let Hπ =
⊕n
1 H and define π : C(X) → B(Hπ) by π =
⊕n
j=1 ̺
c
xj . Thus, ϕ
c
ν =
w∗πw, where w : H → Hπ is the isometry wξ =
⊕
h
1/2
j ξ. LetM be the commutant
of π (C(X)). Because x1, . . . , xn are distinct, Hπ is generated by vectors of the
form π(ψ)wξ, for ψ ∈ C(X) and ξ ∈ H, and the commutant M is given by M =⊕n
1 B(H).
Suppose that φcν =
∑m
i=1 t
∗
iϕiti is a proper C
∗-convex combination of ucp maps
ϕi : C(X)→ B(H). By the Radon-Nikody´m theorem for completely positive maps
[2, Theorem 1.4.2], for each i there is a positive contraction ai ∈ M such that
t∗iϕiti = w
∗aiπw. Because ai =
⊕m
j=1 a
i
j for some a
i
j ∈ B(H)+, we obtain
ϕi =
n∑
j=1
̺cxj(b
i
j)
∗bij, where b
i
j = (a
i
j)
1/2h
1/2
j t
−1
i .
Pass to the natural extension and apply Ω; that is, let
νi = Ω(e(ϕi)) =
n∑
j=1
δxj (b
i
j)
∗bij .
Observe that Γcνi = ϕi and
ν = Ω ◦ e(φcν) = Ω ◦ e
(
m∑
i=1
t∗iΓ
cνit
∗
i
)
= Ω ◦ e ◦ Γc
(
m∑
i=1
t∗i νit
∗
i
)
=
m∑
i=1
t∗i νit
∗
i .
Because ν is a C∗-extreme point, we obtain νi = u
∗
i νui for some unitaries u1,. . . ,um
in B(H). Now apply Γc to obtain ϕi = u∗iφνui for each i. This proves that φν is
a C∗-extreme point in the space of all ucp maps C(X) → B(H). Because C(X) is
abelian andH has finite dimension, all such extreme points are homomorphisms [14,
Proposition 2.2], [16, Corollary 2.2]. It is readily verified that φcν is multiplicative
if and only if each hj is a projection and hj′hj = hjhj′ = 0 for j
′ 6= j.
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Conversely, suppose that ν is a projection-valued measure of the form ν =
n∑
j=1
δxjqj for some distinct x1, . . . , xn ∈ X and pairwise-orthogonal projections
q1, . . . , qn ∈ B(H). Suppose that ν =
∑m
i=1 t
∗
i νiti is a proper C
∗-convex combi-
nation. Because ti is invertible, νi ≪ac ν (as we showed in the proof of Lemma
4.2), which implies that νi has finite support. Since Γ
c is properly affine, φcν =∑m
i=1 t
∗
iφ
c
νiti. But because ν is projection-valued, the ucp map φ
c
ν : C(X)→ B(H)
is a homomorphism and, hence, C∗-extremal amongst all such ucp maps [14, Propo-
sition 1.2]. Thus, there are unitaries u1, . . . , um ∈ B(H) such that φcνi = u∗iφνui for
all i. Hence,
νi = Ω ◦ e ◦ Γcνi = Ω

 n∑
j=1
u∗i qj̺xjqjui

 = u∗i νui .
That is, ν is a C∗-extreme point of POVMH(X). 
5.1. Application: sharp measurements generate all quantum measure-
ments through coarsening.
Theorem 5.3. The C∗-convex hull of the C∗-extreme points of POVMH(X) is
dense in POVMH(X). That is, every quantum measurement is approximated by
coarsenings of sharp measurements.
Proof. The C∗-convex hull of the C∗-extreme points of POVMH(X) is, by Theorem
5.1, the set of all C∗-convex combinations of sharp measurements.
Select ν ∈ POVMH(X). By the Kreˇın-Milman Theorem, there is a net {να}α ⊂
POVMH(X) such that each να is a convex combination of extreme points of
POVMH(X) and να → ν. Therefore, it is sufficient to show that every extreme
point of POVMH(X) is a coarsening of sharp measurements. Recall that Lemma
4.3 asserts that an extreme point ν′ of POVMH(X) must have finite support; that,
is ν′ has the form ν′ =
m∑
j=1
δxjhj for some x1, . . . , xm ∈ X and h1, . . . , hm ∈ Eff(H).
By way of the (sharp) scalar-valued quantum probability measures E 7→ δxj(E)1
and the C∗-convex coefficients aj = h
1/2
j we obtain ν
′ =
m∑
j=1
a∗jδxjaj, which is a
C∗-convex combination of C∗-extreme points of POVMH(X). 
6. Discussion
Our use of the terms “classical” and “nonclassical” in this paper inherently refer
to “scalar valued” and ”operator valued.” As noted by the referee, there is a highly
nonclassical feature to what we are calling classical convexity. For example, a
mixed state generally admits many distinct decompositions as a (classical) convex
combination of pure states, a fact which is studied in great detail in [6] and lies at
the heart of many of the difficulties in the interpretation of quantum mechanics [5].
Likewise, we use the term “quantummeasurement” interchangeably with positive
operator-valued probability measure. In this regard we are following a common (as
in [3], for example) although not universal practice. A more refined terminology
would use the term observable where we have have used measurement, the term
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instrument for the next level in which the accompanying state changes are taken
into account, and reserve the term measurement for the highest level in which the
entire description of the measurement model is given.
The integral representations afforded by the transforms Γ and Ω are related
to Fujimoto’s cp-convexity [17]. However, Fujimoto’s cp-convexity is possibly too
abstract to yield results as specific as those of the present paper. A more concrete
yet still nonclassical notion of convexity is that of “matrix convexity” [13, 24],
which is slightly more general than C∗-convexity. If for each d ∈ N one selects a
d-dimensional Hilbert space Hd, then one defines
POVM(X) = (POVMHd(X))d∈N ,
which is a matrix convex set. One may adapt the transforms Γ and Ω to study
POVM(X) by way of unital completely positive linear maps ψ : C(X)⊗B(Hd1)→
B(Hd2) for arbitrary d1, d2 ∈ N. However, the Kreˇın-Milman Theorem in matrix
convexity [24] does not extend to C∗-convexity, making it necessary to establish
Theorem 5.3 herein by direct methods.
The transform Γc is well known. In the setting of Hilbert space, a good discussion
is in Davies’s book [10]—indeed, Theorem 4.1.2 of [10] is especially relevant. A
very general theory of Γc is achieved by Ylinen’s work on regular transformation
measures [25]. Ylinen has not restricted his study to (finite-dimensional) Hilbert
space as we have done; he considers, more generally, arbitrary Banach and dual
spaces in his framework.
To endow POVMH(X) with a natural topology, we have opted to make use of
the transforms Γ and Ω rather than, as is done in [20], using the Γc transform. Our
main reason for this preference is because, in our view, Γc is a hybrid of classical
and nonclassical notions, whereas Γ is purely nonclassical.
The concept of coarseness is an order relation on POVMH(X) determined by
quantum noise. In this regard, a fine measurement is maximal with respect to the
order. There are other orders of interest, such as those related to cleanings [4] and
smearings [21] of measurements and observables.
We have focused upon the case of compact X , but if X is locally compact but
not compact, then one may consider the abelian C∗-algebra C0(X) of all continuous
functions X → C that vanish at infinity. Let X˜ shall denote the one-point com-
pactification of X . Thus, C0(X˜) = C(X˜), the unital C
∗-algebra of all continuous
functions X˜ → C. The C∗-algebra C(X˜) ⊗ B(H) is isomorphic to the unitisa-
tion (C0(X)⊗ B(H))∼ of the non-unital algebra C0(X) ⊗ B(H). If a linear map
φ0 : C0(X)⊗ B(H)→ B(H) is contractive and completely positive, then there is a
unital completely positive (ucp) linear map φ : C0(X˜) ⊗ B(H) → B(H) extending
φ0. Conversely, every ucp map φ : C0(X˜)⊗B(H)→ B(H) restricts to a contractive
completely positive linear map φ0 : C0(X)⊗ B(H)→ B(H). The set{
φ|C0(X)⊗B(H) |φ is a ucp map C0(X˜)⊗ B(H)→ B(H)
}
plays the role of UCPH (C(Y )⊗ B(H)) for compact Hausdorff Y . Because the
passage from X to X˜ amounts to nothing more than adjoining a unit to a nonunital
C∗-algebra, one can make slight reformulations of the results of the paper to cover
the case of non-compact X .
Finally, because optimisation of the outcome statistics of apparatuses often
amounts to minimising a real-valued concave function defined on the space Eff(H)
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of quntum effects, it seems appropriate to mention here that there is a nonclassi-
cal analogue, using the integral under study in the present paper, of the classical
inequality of Jensen for convex functions. For every selfadjoint a ∈ B(H)sa with
spectrum in an open inteval J ⊂ R, one may define a normal operator ϑ(a) ∈ B(H),
for a function ϑ : J → C, by functional calculus. Coupled with the Lo¨wner ordering
of selfadjoint operators, one has the notion of operator convex function. If J ⊂ R
is an open interval, then a function ϑ : J → R is operator convex if
ϑ (αa+ (1− α)b) ≤ αϑ(a) + (1 − α)ϑ(b) ,
for all α ∈ [0, 1], all selfadjoint operators a, b ∈ B(H)sa with spectrum in J , and all
finite-dimensional Hilbert spaces H.
Theorem 6.1. (Jensen’s Inequality in POVMs [15]) If J ⊂ R is an open interval
containing a closed interval [α, β], and if κ : X → B(H) is a Borel-measurable
function for which κ(x) is hermitian and has spectrum contained in [α, β] for every
x ∈ X, then for any ν ∈ POVMH(X) we have
ϑ
(∫
X
κ dν
)
≤
∫
X
ϑ ◦ κ dν ,
for every operator convex function ϑ : J → R.
In the case where X is a finite sample space, Therorem 6.1 is the Hansen–
Pedersen–Jensen Inequality [18]: for any C∗-convex combination
∑m
j=1 a
∗
jyjaj of
selfadjoint operators y1, . . . , ym ∈ B(H) with spectrum in an open interval J , and
for any operator convex function ϑ : J → R, the following operator inequality holds:
ϑ

 m∑
j=1
a∗jyjaj

 ≤ a∗jϑ(yj)aj .
7. Conclusion
In this paper we have studied the structure of the set POVMH(X) of quantum
measurements of a quantum system (represented by a d-dimensional Hilbert space
H) whose possible measurement events is the σ-algebra O(X) of Borel sets of a
compact Hausdorff space X . The classical case occurs with d = 1 and reduces to
the study of probability measures. In classical analysis, one may integrate scalar-
valued Borel functions with respect to arbitrary probability measures; so doing
produces a positive linear functional on the abelian C∗-algebra C(X). Herein we
have defined an integral so that one may integrate any quantum random variable
against an arbitrary positive operator-valued measure, and this has been achieved
in a manner by which one produces a unital completely positive linear map of the
homogeneous C∗-algebra C(X) ⊗ B(H) into the Id-factor B(H). Conversely, we
have shown that there is a subclass of ucp maps φ : C(X) ⊗ B(H) → B(H) such
that each induces a positive operator-valued measure ν ∈ POVMH(X).
The transforms Γ and Ω allow one to move between POVMH(X) and UCPH(X).
The transform Ω is C∗-affine, which is sufficient structure to topologise POVMH(X)
using the BW-topology of UCPH(X) and to show that POVMH(X) is a compact
C∗-convex space. We have described precisely the structure of the extremal and C∗-
extremal quantum measurements. The latter are precisely the sharp observables,
while the former are certain positive operator-valued measures with finite support
and which were determined for finite and arbitrary X by different methods in
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some earlier works [7, 8, 9, 22]. As a consequence of the structure of extreme
points and the Kreˇın-Milman Theorem, every quantum measurement that one can
perform in principle can be approximated by quantum measurements that one can
perform in practice. That is, for every arbitrary quantum measurement ν (with
perhaps infinitely many measurement outcomes) there is a quantum measurement
ν′ on a finite subsample space X ′ ⊂ X in which the measurement statistics of the
subsample approximate those of the general measurement ν. By the nonclassical
Kreˇın-Milman Theorem (Theorem 5.3), the approximate ν′ is a coarsening of a
finite number of sharp measurements, each with measurement events O(X ′).
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