Abstract. We present a class of domain decomposition (DD) preconditioners for the solution of elliptic linearquadratic optimal control problems. Our DD preconditioners are extensions of Neumann-Neumann DD preconditioners, which have been successfully applied to the solution of single partial differential equations.
1.
Introduction. This paper is concerned with a class of non overlapping domain decomposition (DD) preconditioners for linear-quadratic elliptic optimal control problems. The solution of linear-quadratic elliptic optimal control problems arises in many applications, either directly or as subproblems in Newton or sequential quadratic programming methods for the solution of nonlinear elliptic optimal control problems. After a finite element discretization, convex linear-quadratic elliptic optimal control problems lead to large scale symmetric indefinite linear systems. The solution of these large systems is a very time consuming step and must be done iteratively, typically with a preconditioned Krylov subspace method. Developing good preconditioners for these linear systems is an important part of improving the overall performance of the solution method.
To illustrate our ideas, we consider the example problem minimize 1 2 Ωo (y(x) −ŷ(x)) 2 dx + α 2 ∂Ω u 2 (x)dx, (1.1a) subject to − ∆y(x) + σy(x) = f (x) in Ω, (1.1b) ∂ ∂n y(x) = u(x) on ∂Ω, (1.1c)
whereŷ, f are given functions, α > 0 and σ ≥ 0 are given parameters. The problem (1.1) has to be solved for y and u. Detailed model problem assumptions will be introduced in Section 2. While (1.1) is used to illustrate the DD preconditioners introduced in this paper, their formulation and many of their properties carry over to more general linear-quadratic elliptic optimal control problems. After discretization of (1.1) one arrives at a convex quadratic programming problem Under suitable conditions, which will be stated later (see Theorem 5.2), the necessary and sufficient optimality conditions for (1. The vector p are the Lagrange multipliers corresponding to (1.2b) and are related to discretizations of the so-called adjoint variables. The system matrix in (1.3) is also called a KKT (Karush-Kuhn-Tucker) matrix and will also be denoted by K. The KKT matrix K is symmetric indefinite and large scale. If A is invertible, then the first and last equation in (1.3) can be used to express y and p as functions of u. This leads to a linear system DD based iterative methods for the solution of linear-quadratic elliptic optimal control problems such as (1.1) can be split into three categories, depending on how the domain decomposition is integrated with the optimization. In all cases DD introduces parallelism into the optimization, but affects the (outer) iteration differently.
1. The methods in the first category apply preconditioned Krylov subspace methods to (1.3). The preconditioners are obtained from approximate block factorizations of the KKT matrix and DD methods are used for the approximate solution of systems involving A and A T . DD is used at the PDE level. These methods require a good preconditioner for the reduced Hessian Q, which can be difficult to obtain. The methods in [7, 8] belong into this category.
2. The methods in the second category use DD to reformulate the optimization problem (1.1) or its discretization (1.2) [9, 27] . For example, a reformulation may eliminate state variables in the interior of subdomains by viewing them as functions of the controls in that subdomain as well as state variables on the subdomain interfaces. The optimization variables visible to the outer iteration then consist of the control variables and the state variables restricted to the subdomain interfaces. The optimality conditions for the reformulated problem can be viewed as a Schur complement of the KKT matrix K above. The application of this Schur complement to a vector requires the solution of subdomain PDEs. Typically, the Schur complements arising in this approach is better conditioned than the original KKT matrix, but additional preconditioners are required, especially when α or the mesh size h is small (see [33, Sec. 1.2] for an example). The approach in [11] for a nonlinear parameter identification problem also falls into this category.
3. In [4, 5, 6 ] DD methods for linear quadratic elliptic optimal control problems are introduced that are based on a decomposition of the optimality conditions. The resulting iterative method requires the solution of KKT-type systems restricted to smaller domains Ω i ⊂ Ω and the variables in the iteration are related to states and adjoints on the subdomain interfaces. In [4, 5, 6] Robin-Robin-type transmission conditions are used to connect the subdomain problems. Convergence of the method is proven in [5, 6] , but no convergence rates are given. No results regarding the dependence of the convergence on mesh size, subdomain size and regularization parameter α are given. The KKT-type systems restricted to smaller domains are related to subdomain optimal control problems, but these optimal control problems have a different structure than the original ones. In particular, the state space for the subdomain optimal control problems in [5, p. 2411 ] is twice as large as that of the original optimal control problems restricted to the same subdomain.
Domain decomposition methods for a class of nonlinear parameter identification problems are investigated in [24, 38] . The augmented Lagrangian method is used for the solution of the nonlinear optimization problem and DD approaches for unconstrained minimization are used to solve the subproblems within the augmented Lagrangian method.
The methods proposed in this paper, like those in [4, 5, 6] , are based on a decomposition of the optimality conditions, but use different transmission conditions. One consequence is that the DD methods proposed in this paper require the solution of KKT systems restricted to smaller domains Ω i ⊂ Ω, which are related to smaller copies of the original linear quadratic elliptic optimal control problem. Hence existing code can be reused for subproblems solves. The DD methods proposed in this paper are extensions of the Neumann-Neumann methods, which have been successfully applied to single elliptic PDEs [12, 13, 23, 25, 34, 35, 37] . The numerical performance of our (balancing) Neumann-Neumann DD methods applied to the model problem (1.1) indicates that their performance is similar to that of their counterparts applied to single elliptic PDEs. We also observe that their performance on the model problem (1.1) is largely independent of the size of the regularization parameter. This is important since the condition numbers of the original KKT matrix K and of the reduced Hessian Q grow linearly with α −1 (see [33, Ch. 1] for an example). The subdomain problems that need to be solved in our (balancing) Neumann-Neumann DD methods are smaller subdomain copies of (1.3) and state and adjoint variables restriced to subdomain interfaces have to be communication between adjacent subdomains. Hence our methods, like those in [4, 5, 6] , involve more computations per communication than those in categories 1 and 2 sketched above. This work significantly expands the material in [19] in which an additional numerical example may be found.
The DD preconditioners proposed in this paper complement existing preconditioners for (1.3), such as those in [1, 2, 3, 7, 8, 20, 14, 15, 17, 18, 22, 28, 31, 32, 29] , which can be used as subproblem solvers within our DD preconditioners. Such a combination introduces parallelism. For some applications, such a combination may make existing preconditioners that rely on sparse matrix factorizations feasible, since they now are applied to smaller subproblems.
Before we introduce our preconditioners, we first study the model problem (1.1) with emphasis on the case σ = 0. In this case, the state equation (1.1b,c) has a solution if and only if the control satisfies a certain compatibility condition; the solution of (1.1b,c), if it exists, is not unique. In Section 2 we will show that the optimal control problem (1.1) has a unique solution. However, the issues outlined above regarding the existence and uniqueness of the state equation (1.1b,c) solution later may lead to singularities in the subproblems arising in our DD methods. This is one reason for choosing the model problem (1.1).
Our DD method lead to optimality systems restricted to subdomains with Dirichlet boundary conditions for the state and adjoint variables on the subdomain interfaces. These subproblems are investigated in Section 3. We will establish existence and uniqueness of solutions to these subproblems and we will show that they are necessary and sufficient optimality conditions for subdomain optimal control problems that are essentially smaller copies of (1.1). We will also study the inversion of a Dirichlet-to-Neumann map associated with the subproblems, which will be used to construct our preconditioners. The DD of the optimality system corresponding to (1.1) and the (balancing) NeumannNeumann will be introduced in Sections 4, 5. Section 5 also investigates the inertia of the Schur complements arising in our DD preconditioners. We will see that the Schur complements are highly indefinite; the number of positive and negative eigenvalues is essentially the same and is equal to the number of discrete state variables on the subdomain interfaces.
Numerical results for our (balancing) Neumann-Neumann preconditioners applied to the model problem (1.1) are given in Section 6. The results indicate that the numerical performance of our (balancing) Neumann-Neumann DD methods applied to linear quadratic elliptic optimal control problems is similar to that of their counterparts applied to single elliptic PDEs. We also observe that the performance of our preconditioners applied to the model problem (1.1) is largely independent of the size of the regularization parameter.
The Example Problem.
In this section, we define the setting for the model problem (1.1), establish existence and uniqueness of its solution, and derive necessary and sufficient optimality conditions. If σ > 0, the state equation (1.1b) has a unique solution y for given control u. In this case existence and uniqueness of solutions as well as derivation of necessary and sufficient optimality conditions are standard (see , e.g., in [26] ). The case σ = 0 is more interesting and is the focus of this section. In the case σ = 0, the state equation (1.1b) is solvable if and only if the control satisfies a certain compatibility condition; if (1.1b) is solvable, the solution is not unique.
Let
, be an open, bounded set with Lipschitz boundary, let Ω o ⊂ Ω be measurable with meas(
(Ω) be given functions, and let α > 0, σ ≥ 0 be given parameters. We define the (bi)linear forms
We are interested in the solution 
The necessary and sufficient optimality conditions (2.2) have a unique solution
Proof. For σ > 0 the state equation (2.1b) has a unique solution y for any u * ∈ L 2 (∂Ω) and f ∈ (H 1 (Ω)) . In this case, the assertion of the theorem is well known and a proof can be found, e.g., in [26] or by a modification of the arguments below.
Let σ = 0. We recall that for given l ∈ (H 1 (Ω)) the equation
has a solution if and only if l(1) = 0. If l(1) = 0 and if y 0 is a solution, then the set of solutions is given by y 0 + γ, γ ∈ R. i. Existence and uniqueness of the optimal solution: We define
By the second Poincaré inequality (see, e.g., [36, Cor. 6 .100], [39, Thm. 7.7] ),
defines a norm on Y which on Y is equivalent to · H 1 (Ω) . Moreover, Y equipped with · Y is a Hilbert space. Standard arguments can be used to show that if u ∈ L 2 (∂Ω) satisfies f (1) = b(u, 1), then (2.1b) has a unique solution y ∈ Y and there exists κ > 0, independent of u and f such that
Using the affine linear map u → y 0 (u) that maps u ∈ L 2 (∂Ω) with b(u, 1) = f (1) to the solution y 0 (u) ∈ Y of (2.3b), we can write (2.3) as
For fixed u satisfying (2.4b), the unique solution of
is given by
Using the definition of γ(u), (2.4) can be written as the following optimization problem in u only:
Since u → y 0 (u) is an affine linear map, u → y 0 (u) + γ(u) is affine linear and (2.7a) is strictly convex. The existence and uniqueness of the optimal control u * follows by standard arguments (see, e.g., [21] ). The unique corresponding state is given by y * = y 0 (u * ) + γ(u * ).
ii. Optimality conditions: The optimality conditions follow from an application of the Lagrange multiplier theorem (see, e.g., [10, § 26] [21] ). First, we show that the linear constraints are surjective. Let f ∈ (H 1 (Ω)) be arbitrary. If we define
The proves the surjectivity of the constraints. Since the constraints are surjective, there exists p ∈ H 1 (Ω) such that the partial Fréchet derivatives of
with respect to y, u, and p are equal to zero. This gives (2.2). Since the optimal control problem (2.1) is convex, the necessary optimality conditions are also sufficient.
iii. Uniqueness: In part i. we have already shown the uniqueness of the optimal state and control. The uniqueness of the associated adjoint p * remains to be shown. We write the optimal state, control, and adjoint as
The function y 0 is the unique solution (in Y ) of the state equation (2.2c) and γ is given by (2.5). Since the optimal state y * = y 0 + γ satisfies (2.6), the adjoint equation (2.2a) has a solution p * = p 0 + η, where p 0 ∈ Y is unique. Using the representation of u * and p * as well as the decomposition
we can write condition (2.2b) equivalently as
The first condition implies
and the second condition characterizes u 0 ∈ u ∈ L 2 (∂Ω) : b(u, 1) = 0 . Note that in the case σ = 0, adjoint equation (2.2a) alone does not have a unique solution, but because the optimal state y * = y 0 (u * ) + γ(u * ) satisfies (2.6), the adjoint equation (2.2a) is solvable. The entire optimality system (2.2) specifies optimal state, control, and adjoint uniquely.
Subdomain Optimal Control Problems. Our domain decomposition method splits
i=1 Ω i and decomposes the necessary and sufficient optimality conditions (2.2). This decomposition leads to subproblems that are studied in this section. The main purposes of this section are to establish the unique solvability of the subproblems, their interpretation as necessary and sufficient optimality conditions for subdomain optimal control problems, and the discussion of the inverse of a Dirchlet-to-Neumann map associated with the subproblems. These results will be used in Section 4, where the decomposition of the necessary and sufficient optimality conditions (2.2) will be studied.
A subdomain optimal control problem.
Let Ω i ⊂ Ω be a subdomain with Lipschitz continuous boundary such that the relative interior of
is nonempty. We need to distinguish between the case where control is exercised on part of the boundary of Ω i and the case where there is no direct control input on the boundary of Ω i .
If the relative interior of remaining boundary part ∂Ω i ∩ ∂Ω is empty, we say that Ω i is a no-control subdomain. If the relative interior of ∂Ω i ∩ ∂Ω is nonempty, we say that Ω i is a control subdomain. By Tr Γi we denote the trace on Γ i .
We define the spaces
the (bi)linear forms
and, if Ω i is a control subdomain,
The parameters α > 0 and σ ≥ 0 as well as f ∈ L 2 (Ω) are given as in Section 2. Furthermore, let
be continuous linear extension operators with
if Ω i is a control subdomain, or
if Ω i is a no-control subdomain. REMARK 3.1. The systems (3.2), (3.3) are the weak forms of
and
respectively. The presence of Dirichlet boundary conditions, guarantees that the systems (3.2), (3.3) have unique solutions, even if σ = 0. This is based on the fact that the state equations (3.3b), (3.2c), have a unique solution for each u i ∈ U i and that the adjoint equations (3.3a), (3.2a), have a unique solution for each y i ∈ V i . The unique solvability of these state and adjoint equations follows from the next lemma. The existence and uniqueness of solutions (3.2), (3.3) will be established below (see Theorems 3.3, 3.4). LEMMA 3.2. Let σ ≥ 0 and l i ∈ V * i,0 . There exists a unique solution of
Proof. By the Poincaré inequality there exists
for all y i ∈ V i,0 . The lemma now follows from a standard application of the Lax-Milgram theorem.
The system (3.3) is a system of elliptic differential equations in triangular form that can be easily solved by first determining y i ∈ V i from the second equation in (3.3) and then p i ∈ V i from the first equation in (3.3). The unique solvability of the two elliptic PDEs follows from the definition of V i,Γi and Lemma 3.2. THEOREM 3.3. The system (3.3) has a unique solution
Next we will show that (3.2) are the optimality conditions for a convex linear quadratic optimal control problem restricted to the subdomain Ω i . Let Ω i be a control subdomain. Formally the system (3.2) (or its corresponding strong form (3.4)) may be viewed as the necessary and sufficient optimality conditions for minimize 1 2 Ωo∩Ωi
The local optimal control problem (3.6) is an optimization problem in the variables u i , y i ; all other quantities in (3.6) are given.
To rigorously establish a relationship between (3.2) and (3.6) we have to make the meaning of the state equation (3.6b)-(3.6d) and of the objective function (3.6a) precise. The state equation (3.6b)-(3.6d) is understood in the weak sense (3.2c), (3.2d). Concerning the objective function (3.6a) we note that equations (3.6b), (3.6c) imply
Thus, in (3.6a) we set
is defined in (3.1). To summarize, the problem (3.6) is understood as follows:
The local optimal control problem (3.7) has a unique solution. The system (3.2) are the necessary and sufficient optimality conditions for the local optimal control problem (3.7).
Proof. i. By definition of V i,Γi and Lemma 3.2, the state equations (3.7b), (3.7c) have a unique solution y i (u i ) ∈ V i for every u i ∈ U i . Moreover, u i → y i (u i ) is a continuous affine linear map. Thus, the presence of α 2 q i (u i , u i ) in the objective ensures that (3.7) is strictly convex and has a unique solution.
ii. Since (3.7) is a convex linear quadratic optimal control problem, y i ∈ V i , u i ∈ U i is a solution of (3.7) if and only if (3.7b), (3.7c) are satisfied and the Fréchet derivative of (3.7a) applied to all vectors in the null-space of the constraints (3.7b), (3.7c) is zero, i.e., if
for all v i ∈ U i and all z i ∈ V i,0 satisfying the homogeneous linear state equation
. Let v i ∈ U i be arbitrary and let z i ∈ V i,0 be the corresponding solution of (3.8b). Using (3.8b) with ψ = p 0 i , (3.2a) with φ = z i , and (3.8a) implies that
On the other hand, let 
Thus, (3.8a) is satisfied and, therefore, y i ∈ V i , u i ∈ U i solve (3.7).
The subdomain Schur complement.
We view the solution (y i , u i , p i ) as the solution of (3.2) or (3.3) as an affine linear function of (y Γ , p Γ ). If Ω i is a control subdomain, we define the linear operator
with
where (y
is the solution of (3.2) with f = 0 andŷ = 0. If Ω i is a no-control subdomain, we define the linear operator
is the solution of (3.3) with f = 0 andŷ = 0. The linear operators (3.9), (3.10) may be viewed as generalizations of the harmonic extension used in domain decomposition methods for linear elliptic partial differentiation equations to elliptic linear quadratic optimal control problems. THEOREM 3.5. There exist constants 0 < c < C such that
Proof. We consider the case that Ω i is a control subdomain, i.e., that (y
) is the solution of (3.2) with f = 0 andŷ = 0. The other case can be proven similarly.
i. Let y Γ , p Γ ∈ V 
is the solution of (3.2) with f = 0 andŷ = 0. This implies the left inequality in (3.11).
ii. Let R i :
2) with f = 0 andŷ = 0 can be written as y
The properties of the bilinear forms a i , b i , equation (3.12c) , and the continuity of R i imply the existence of c 3 , c 4 > 0 independent ofỹ i , u
Similarly, properties of the bilinear forms a i , m i , equation (3.12a), the continuity of R i , and (3.13) imply the existence of c 5 , c 6 > 0 independent ofỹ i , u
If we set ψ =ỹ i , µ = u 0 i , φ = −p i in (3.12) and add the equations, we obtain
The properties of the bilinear forms a i , b i , q i , m i the continuity of R i , and the inequalities 11 (3.13), (3.14) guarantee the existence of c 7 , c 8 > 0 independent ofỹ i , u
Hence,
where c 9 = 2c 8 /α + c 2 8 /α 2 . The right inequality in (3.11) now follows from (3.13), (3.14), (3.15) .
Let ·, · denote the duality pairing between V We define the subdomain Schur complement operator
if Ω i is a no-control subdomain. REMARK 3.6. If Ω i is a control subdomain, Theorem 3.4 states that the evaluation of S i (y Γ , p Γ ) requires the solution of a linear quadratic elliptic optimal control problem (3.7).
If Ω i is a no-control subdomain, the evaluation of S i (y Γ , p Γ ) requires the solution of a triangular system of elliptic PDEs (3.3) .
The next result establishes the invertibility of the subdomain Schur complement operator S i in the case that σ > 0. THEOREM 3.7. Let σ > 0 and let r i = (r
where 
where
Proof. i. By definition (3.16) of S i , the equality (3.17) can be written as 
The assertion follows if we prove that (3.18) has a unique solution 
, then the subdomain Schur complement operator S i may no longer be invertible. In this case we define
in (3.16), then we obtain
if Ω i is a control subdomain, and
2b). Consequently, (3.26) is equivalent to
(3.28)
From (3.27) and (3.28) it is easy to see that with the choice (3.25) the Schur complement operator is symmetric, i.e.,
However, unlike Schur complement operators arising in domain decomposition methods for elliptic PDEs, the Schur complement operator S i is not positive definite. For a discretization of the Schur complement operator S i the inertia will be investigated in Theorem 5.5. We will show that the discretization of the Schur complement operator essentially has the same number of positive and negative eigenvalues.
Domain Decomposition Schur Complement Formulation of the Example Problem.

Domain Decomposition of the Example Problem.
We discretize (2.1) using conforming linear finite elements. Let {T l } be a triangulation of Ω. We divide Ω into nonoverlapping subdomains Ω i , i = 1, . . . , s, such that each T l belongs to exactly one Ω i .
We define
The unit outward normal of Ω i is denoted by n i . We split the subdomains into no-control subdomains
and control subdomains
Here int denotes the relative interior. The state y is approximated using piecewise linear functions. We define the finite dimensional spaces
We can identify v i ∈ V h i,0 with a function in V h if we extend v i by zero onto Ω. We also introduce the 'trace' spaces
where in the latter case, V h i,0 is viewed as a subspace of V h by extending v i ∈ V h i,0 by zero onto Ω.
For our discretization of the control, we use piecewise linear functions on ∂Ω. However, our discretization of the control is somewhat nonstandard. Typically, one would choose the space of discretized controls to be
A domain decomposition formulation based on such a discretization would introduce 'interface controls' (dotted hat function in the left plot in Figure 4 .1) defined on a 'band' of width
See the left plot in Figure 4 .1. Since the evaluation of u ∈ L 2 (∂Ω) on ∂Ω ∩ ∂Ω i ∩ ∂Ω j does not make sense, we avoid interface controls. We discretize the control u by a function which is continuous on each ∂Ω i , i = 1, . . . , s, and linear on each ∂Ω ∩ ∂Ω i ∩ T l . The discretized control is not assumed to be continuous at ∂Ω ∩ ∂Ω i ∩ ∂Ω j , i = j. In particular, for each point x k ∈ ∂Ω ∩ ∂Ω i ∩ ∂Ω j , i = j, there are two discrete controls u ki , u kj belonging to subdomains Ω i and Ω j , respectively (see the right plot in Figure 4 .1). Hence, our control discretization depends on the partition
of the domain Ω. We define the discrete control spaces
We identify U h i with a subspace of L 2 (∂Ω) by extending functions u i ∈ U h i by zero onto ∂Ω. We define
.1. Sketch of the Control Discretization for the Case
Our discretization of (2.2) is given by
The system (4.4) is also the system of necessary and sufficient optimality conditions for the discretization of (2.1) using piecewise linear finite elements for the state and controls, as described above. We decompose the optimality system (4.4) by introducing artificial state and adjoint variables y Γ , p Γ ∈ V Γ on tbe subdomain interfaces.
Let a i , . . . denote the (bi)linear forms introduced in Section 3. Given y Γ , p Γ ∈ V h Γ we consider
for i ∈ N , and
The next theorem states that solving the optimality conditions (4.4) is equivalent to find- (4.5), or (4.6), respectively, satisfies the interface conditions (4.7). (4.5) ,(4.6), respectively, satisfies the interface conditions (4.7), 
Schur complement formulation.
Next we formulate the Schur complement system, i.e, we view the solution of (4.5), (4.6) as an affine linear function of (y Γ , p Γ ) and then consider (4.7) as a linear equation in (y Γ , p Γ ).
For i ∈ C we define the operator
) is the solution of (4.5) with f = 0 andŷ = 0. For i ∈ N we define the operator 
We define the subdomain Schur complement operator
for i ∈ C, and
where (y i , u i , p i ) is the solution of (4.5) with y Γ = 0 and p Γ = 0. If i ∈ N , then
where (y i , p i ) is the solution of (4.6) with y Γ = 0 and p Γ = 0. Theorem 4.1 implies that the system (4.4) of optimality conditions is equivalent to the Schur complement system 
Algebraic formulation.
In this section we present the matrix view of the domain decomposition Schur complement formulation introduced in the previous section and we introduce the Neumann-Neumann preconditioners for the Schur complement. Furthermore, we study some properties of the Schur complement matrix arising in the optimal control context, and we discuss the numerical solution of the preconditioned Schur complement system.
Matrix representation of the discretized optimal control problem.
A finite element discretization of the optimal control pronlem (2.1) leads to a large-scale linear quadratic problem of the form 
for j, k = 1, . . . , m, and
for j, k = 1, . . . , n, and N = 0, d = 0. 
Moreover, for each v ∈ span{B T e} ⊥ , the equation Az = −Bv has a solution and the minimum norm solution of this equation is characterized by e T z = 0. This implies that
where A † denotes the pseudo inverse of A, and dim(null(A | B)) = n. Consequently, dim(range(A | B)) = m, which implies (5.2). Condition (5.3) follows, since in our model problem M is symmetric positive semidefinite with e T Me = Ωo 1dx > 0, Q is symmetric positive definite and N = 0.
The following result is known and stated here for completeness. A proof can be found in [16] . The equation (5.5) is the matrix representation of the discretized optimality conditions (4.4).
Domain decomposition Schur complement formulation.
We can use the decomposition of Ω to decompose the matrices A, etc. Let the local (bi)linear forms a i , . . ., be defined as in Section 3.
For i = 1, . . . , s, we define the submatrices
T , and
After a suitable reordering of rows and columns, the stiffness matrix can be written as
Similar decompositions can be introduced for M and c, as well as y, p.
After a suitable reordering of rows and columns, the matrix B can be written as
Note that in our particular control discretization, all basis functions µ We can now insert the domain decomposition structure of the matrices A, M, B, Q into (5.5). After a symmetric permutation, (5.5) can be written as
. . .
Furthermore, Frequently, we use the compact notation
or even Kx = g instead of (5.6).
The matrix representation of the operators H h i defined in (4.8) and (4.9) are given by
The matrix representation of the local Schur complement operators S h i defined in (4.10) are given by
The matrix
plays an important role for the computation of the inverse of S i (assuming it exists). In fact, if K i II is invertible,
and S i is invertible if and only if K i is invertible. In this case,
(see, e.g., [37, p. 113] ). The following theorem is concerned with the invertibility of the submatrices K i II , which is important for the computation of S i , and with the invertibility of the submatrices K i , which is important for the computation of (S i ) −1 . THEOREM 5. 
, where e ∈ R mi is the vector of all ones and 
. If i ∈ C and M i e = 0, the matrix K i is singular. In fact, after a symmetric permutation K i is given by
where A i , M i are defined as before and
The vector (e T , 0
Hence M i e = 0 if and only if Ω i ∩ Ω o = ∅. Theorem 5.3 i. guarantees that K II is invertible. Hence, we can form the Schur complement system
The Schur complement matrix S can be written as a sum of subdomain Schur complement matrices. LetR The Schur complement can be written as Proof. i. Recall (5.13). It is easy to verify that
The matrix K is a symmetric permutation of the system matrix in (5.5) and, hence, both matrices have the same eigenvalues. By Theorem 5.2, the system matrix in (5.5) and, hence, K has m + n positive and m negative eigenvalues. Let m ii. The second assertion can be proven using arguments analogous to those applied in i. We omitt the details.
iii. By Lemma 5.4, K i II is invertible. In Remark 5.4 we have shown that K i is singular if i ∈ N or if i ∈ C and e T M i e = 0. In these cases the zero eigenvalue of K i has mutiplicity one or two. Hence, the assertion follows from (5.9).
The Neumann-Neumann preconditioners.
It is now relatively easy to generalize the Neumann-Dirichlet and Neumann-Neumann preconditioners used in the context of elliptic PDEs (see, e.g., [37, Ch. 4] for an overview) to the optimal control context. We focus on Neumann-Neumann preconditioners.
Let D It is well known that the performance of one-level Neumann-Neumann preconditioners for elliptic PDEs deteriorates fast as the number of subdomains increases. The same is observed for the Neumann-Neumann preconditioner (5.16) in the optimal control context (see Section 6) . To avoid this, we include a coarse grid. More precisely, we adapt the balanced Neumann-Neumann preconditioner proposed in [30] to the optimal control context. Following the description in [37, Sec. 4.3.3] , the balanced-Neumann-Neumann for the optimal control problem is given by P = I −R is defined as in (5.16) and where S 0 =R 0 SR T 0 andR 0 is defined as in (5.14) withR y 0 being the restriction operator which returns for each subdomain the weighted sum of the values of all the nodes on the boundary of that subdomain. The weight corresponding to an interface node is one over the number of subdomains the node is contained in.
6. Numerical Results. We consider the model problem (1.1) with Ω = Ω o = (−1, 1) 2 , σ = 0, f (x) = (2π 2 + 1) sin(πx 1 ) sin(πx 2 ) andŷ(x) = sin(πx 1 ) sin(πx 2 ).
Additional numerical results the model problem (1.1) with σ = 1 can be found in [19] and results using a problem with distributed control are given in [33, Ch. 4] .
The domain Ω = (−1, 1) 2 was partitioned into equal-sized square subdomains in a checkerboard pattern. The side length of each subdomain is denoted by H. Regular meshes consisting of triangular elements of various widths (denoted as h) were generated. The preconditioned KKT system is solved using sQMR with the Neumann-Neumann and the balancing Neumann-Neumann preconditioner. In all cases, the stopping criteria was 10 −8 for the Table 6 .1 summarizes the sQMR iteration counts for both preconditioners. These numerical results show that both the Neumann-Neumann and the Balancing Neumann-Neumann preconditioners grow worse slowly when the mesh size h is reduced while other parameters are kept constant. This behavior is consistent with the PDE version of these preconditioners. As expected, the Neumann-Neumann (NN) preconditioner grows worse quickly as the number of subdomain increases while the Balancing Neumann-Neumann (BNN) preconditioner remains effective. A notable result is that both preconditioners depend only weakly on the regularization parameter α. As α is reduced from 1 to 10 −8 , the iteration count for the Balancing Neumann-Neumann preconditioner grows by only a factor of two or less in most cases. The one-level Neumman-Neumann preconditioner appeared to be even less sensitive to small α.
Conclusion.
We have introduced Neumann-Neumann preconditioners for linearquadratic elliptic optimal control problems, which are obtained by introducing auxiliary states and adjoints on the subdomain interfaces and formulating subdomain optimality conditions with Dirichlet boundary conditions for states and adjoints on the subdomain interfaces. These subdomain optimality conditions are coupled by requiring continuity of normal derivatives of subdomain state and adjoints, defined as solution of the local optimality conditions, on the subdomain interfaces. This leads to subdomain Schur complement operators that map Dirichlet interface data into Neumann interface data. The original optimality conditions are equivalent to a Schur complement system in which the operator is given by the sum of subdomain Schur complements.
The application of subdomain Schur complements have been shown to correspond to the solution of subdomain optimal control problems with Dirichlet boundary conditions on the subdomain interfaces, that are otherwise small copies of the original optimal control problem. Conditions are given that establish the invertibility of subdomain Schur complements. The application of the inverses of local Schur complement operators has been shown to correspond to the solution of subdomain optimal control problems with Neumann boundary conditions on the subdomain interfaces, that are otherwise small copies of the original optimal control problem. For a finite element discretization, the inertia of the local Schur complement matrices as well as that of the sum of the local matrices have been analyzed.
Numerical results for our (balancing) Neumann-Neumann preconditioners applied to a model problem indicate that the numerical performance of our (balancing) NeumannNeumann DD methods applied to linear quadratic elliptic optimal control problems is similar to that of their counterparts applied to single elliptic PDEs. We also observe that the performance of our preconditioners applied to the model problem (1.1) is largely independent of the size of the regularization parameter. A convergence theory for Neumann-Neumann methods applied to elliptic optimal control problems comparable to the convergence theory for these methods applied to individual symmetric elliptic PDEs [12, 13] or the Stokes equation [34] is still missing.
While we have used an elliptic model optimal control problem with Neumann boundary control to illustrate the preconditioners, they can be applied to many other elliptic model optimal control problems. For example, it is straight forward to admit state equations with non-constant coefficient functions (although the scaling matrices D i may have to be adjusted if there are large jumps in coefficients across subdomains [12, 13] ). It is also easy to extend the methods to distributed controls (see [33, Ch. 4] ).
