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Abstract. We describe a general approach to deriving linear time logics for a wide variety
of state-based, quantitative systems, by modelling the latter as coalgebras whose type
incorporates both branching behaviour and linear behaviour. Concretely, we define logics
whose syntax is determined by the choice of linear behaviour and whose domain of truth
values is determined by the choice of branching, and we provide two equivalent semantics
for them: a step-wise semantics amenable to automata-based verification, and a path-
based semantics akin to those of standard linear time logics. We also provide a semantic
characterisation of the associated notion of logical equivalence, and relate it to previously-
defined maximal trace semantics for such systems. Instances of our logics support reasoning
about the possibility, likelihood or minimal cost of exhibiting a given linear time property.
We conclude with a generalisation of the logics, dual in spirit to logics with discounting,
which increases their practical appeal in the context of resource-aware computation by
incorporating a notion of offsetting.
1. Introduction
Linear time temporal logics such as LTL (see e.g. [Var95]) or the linear time µ-calculus (see
e.g. [Dam92]), originally interpreted over non-deterministic models, have been successfully
adapted to quantitative transition system models [Var99, FLS08, DV12]. These logics spec-
ify qualitative properties of paths in a (quantitative) transition system, and depending on
the type of branching, have either a qualitative semantics (in the case of non-deterministic
branching) or a quantitative semantics (in the case of probabilistic or weighted branch-
ing). Despite commonalities, which extend to the associated automata-based verification
techniques, a general and uniform account of linear time logics and their use in formal
verification is still missing.
The present paper makes some steps towards filling this gap, by studying linear time
quantitative logics for a variety of system types within the same unified framework. Specif-
ically, we model systems as coalgebras whose type incorporates both branching and linear
behaviour, and study linear time fixpoint logics that are naturally induced by such coalge-
braic structure. This builds on recent work on a coalgebraic account of maximal traces in
systems with branching [Cıˆr17]. The branching type determines the domain of truth values
for the associated logics, and dictates the choice of modality used in the semantics of the
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logics to quantify over the branching, as well as the choice of propositional operators em-
ployed. The linear (transition) type canonically induces a qualitative notion of observable
behaviour, together with associated linear time modalities. The logics thus obtained have
a natural step-wise semantics (as is standard in coalgebraic logic), however, the canonical
choices made in the definition of the logics allow for an alternative path-based semantics
to also be defined, and proved equivalent to the original, step-wise semantics. In addition
to non-deterministic and probabilistic branching, our logics instantiate to systems with
weighted branching, where the weights can e.g. be interpreted as costs or resources.
A more detailed outline of our approach and results is given below:
• We model systems as coalgebras of endofunctors obtained by composing a branching
monad T : Set→ Set with a polynomial endofunctor F : Set→ Set. The branching monad
arises from a partial commutative semiring S = (S,+, 0, •, 1), whose carrier provides
the domain of truth values for a quantitative logic for T ◦ F -coalgebras. Specifically,
we take TSX = {f : X → S | f is finitely supported}. Our logics contain both a
(hidden) branching modality, used to quantify over the branching structure, and linear
time modalities, used to express properties of the linear behaviour. The semantics of
the logics therefore requires quantitative predicate liftings to interpret both the linear
time modalities and the hidden branching modality. Unlike standard linear time logics
(e.g. probabilistic LTL [Var99]), the propositional operators employed by our logics are not
the standard boolean ones; weighted sums (w.r.t. the semiring S) are considered instead.
We show, however, that a restricted form of disjunction can easily be incorporated into
the logics (see Remark 3.9).
• In spite of the linear time flavour of our logics, a key feature is their step-wise semantics:
the interpretation of a formula is defined by successively unfolding the coalgebra struc-
ture, as required by the structure of the formula. This is different from logics such as
(probabilistic) LTL or the linear time µ-calculus, where the interpretation of a formula
on a state depends on its interpretation on the (infinite) paths from that state. The
key advantage of a step-wise semantics is the immediate availability of automata-based
verification techniques – since a model and a formula automaton have similar (quantita-
tive) structure, a ”product” between them can easily be constructed without any need
for automata determinisation (see [CSH17] for details). Yet, the canonical choices made
in the semantics of the logics also allow for a (measure-theoretic) path-based semantics to
be defined, and proved equivalent to the step-wise semantics. The path-based semantics
is based on a coalgebraic notion of path through a coalgebra with branching, and involves
defining a σ-algebra structure on the set of such paths. Key to the equivalence result
between the two semantics is the close relationship between the semiring structure and
the associated branching time modalities (see Remark 3.13).
• The availability of a path-based semantics helps to provide a semantic characterisation
of the notion of logical equivalence between states. Specifically, we introduce the seman-
tic notion of linear time equivalence, which is subtly different from the maximal trace
equivalence of [Cıˆr17] – the latter only considers completed traces, whereas the former
also allows states to be distinguished based on the quantities associated to partial traces.
We then show that (i) logical equivalence coincides with linear time equivalence, and (ii)
linear time equivalence is in general strictly stronger than maximal trace equivalence.
• While for the most part of the paper we consider coalgebras of type TS ◦ F as de-
scribed above, we conclude the paper with a generalisation which incorporates a notion
of offsetting in the semantics of the logics. This is particularly useful in the context of
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resource-based models, where without modelling resource replenishment, infinite compu-
tations would typically incur infinite costs. To model this, we move to coalgebras of type
S × (TS ◦ F ), with S the carrier of the semiring of quantities, and with the quantity
provided by the first component of the coalgebra structure being used to offset future
computations. This notion of offsetting is dual to that of discounting from [dAHM03],
and in the case of resource-based models, captures the provision of new resources for
future computation.
We now comment briefly on the relationship between our logics and existing quantitative
linear time logics (see also Example 3.8). We begin with probabilistic LTL [Var99], whose
syntax coincides with that of LTL, but whose (path-based) semantics requires the use of
measure theory to assign, to each linear time formula, the likelihood of it being satisfied
on the infinite paths from a given state. For probabilistic systems, our step-wise semantics
achieves a similar interpretation without the need for measure theory, but at the price of not
allowing arbitrary conjuctions and disjunctions in the logics. Other existing quantitative
LTL-like logics are either weighted ones, with weights taken from a strong bimonoid and
with propositional operators interpreted using the bimonoid sum, respectively multiplication
(see e.g. [DV12]), or lattice-based ones [KL07], with truth values taken from a lattice and
with propositional operators interpreted using the lattice operations. The former approach
immediately discards partial semirings and does not appear to admit a path-based semantics,
whereas the latter is much more restrictive than a semiring-based approach, given that the
lattice idempotence laws do not generally hold in a semiring. In contrast, our logics employ
weighted sums as propositional operators (arguably a more canonical choice, as this is
directly induced by the branching type), and moreover, their qualitative fragment (which
excludes weighted sums) admits an equivalent path-based semantics.
The remainder of the paper is structured as follows. Section 2 introduces partial semir-
ing monads and semiring-valued relations and predicates, and summarises previous coalge-
braic accounts of finite and maximal traces in systems with branching [Cıˆr17]. Section 3
describes quantitative, linear time fixpoint logics for coalgebras with branching and their
step-wise semantics. Section 4 provides an alternative path-based semantics for these logics,
based on notions of maximal path and path fragment in a coalgebra with branching, while
Section 5 proves the equivalence of the two semantics. Section 6 shows that logical equiv-
alence coincides with a novel semantic notion of linear time equivalence, which, in turn,
is shown to be strictly stronger in general than the maximal trace equivalence of [Cıˆr17].
Section 7 describes how the logics presented earlier can be extended with a notion of off-
setting, and shows that both the equivalence between the two semantics and the semantic
characterisation of logical equivalence extend to this setting. Finally, Section 8 summarises
the results presented and outlines future work.
The paper builds on the conference papers [Cıˆr14, Cıˆr15], which it extends in several
ways:
(1) A new, measure-theoretic path-based semantics for the logics in loc. cit. is presented and
shown to be equivalent to the original step-wise semantics. ([Cıˆr15] presented a similar
path-based semantics, but only for a reduced, fixpoint-free fragment of the logics, and
which did not employ measure-theoretic concepts.)
(2) The semantic characterisation of logical equivalence is new.
(3) The generalisation to logics with offsetting is also new.
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2. Preliminaries
2.1. Monads and Partial Semirings. In what follows, we use monads (T, η, µ) on Set
(where η : Id ⇒ T and µ : T ◦ T ⇒ T are the unit and multiplication of T) to capture
branching in coalgebraic types. The specific nature of the monads we consider makes them
strong and commutative. A strong monad comes equipped with a strength map stX,Y :
X ×TY → T(X ×Y ), natural in X and Y and subject to coherence conditions w.r.t. η and
µ (see e.g. [Jac16, Chapter 5] for details). For such a monad, one can also define a swapped
strength map st′X,Y : TX × Y → T(X × Y ) by:
TX × Y
twTX,Y
// Y × TX
stY,X
// T(Y ×X)
TtwY,X
// T(X × Y )
where twX,Y : X×Y → Y ×X is the twist map taking (x, y) ∈ X×Y to (y, x). Commutative
monads are strong monads where the maps µX,Y ◦Tst
′
X,Y ◦ stTX,Y : TX ×TY → T(X × Y )
and µX,Y ◦TstX,Y ◦ st′X,TY : TX×TY → T(X×Y ) coincide, yielding a double strength map
dstX,Y : TX × TY → T(X × Y ) for each choice of sets X,Y .
The monads considered in this paper arise from partial commutative semirings.
Definition 2.1. A partial commutative semiring is a tuple S := (S,+, 0, •, 1) with (S,+, 0)
a partial commutative monoid and (S, •, 1) a commutative monoid, with • distributing over
existing sums; that is, for all s, t, u ∈ S, s • 0 = 0, and whenever t+ u is defined, then so is
s • t+ s • u and moreover, s • t+ s • u = s • (t+ u).
Remark 2.2. Note that, in a partial semiring, s • (t+ u) is not always defined when s • t
and s • u are defined – this can be seen by taking s = 1 in the case of the probabilistic
semiring (see Example 2.5).
The addition operation of any partial commutative semiring induces a pre-order relation
⊑⊆ S × S, given by
x ⊑ y if and only if there exists z ∈ S such that x+ z = y (2.1)
for x, y ∈ S. It follows immediately from the axioms of a partial commutative semiring (see
[Cıˆr17]) that ⊑ has 0 ∈ S as bottom element (that is, an element s ∈ S such that s ⊑ t for
all t ∈ S) and is preserved by • in each argument.
Assumption 2.3. We assume that ⊑ is an ω-chain cocomplete as well as an ωop-chain
complete partial order that has the unit 1 of • as top element. Moreover, we assume that
both + and • preserve the colimits of ω-chains, respectively the limits of ωop-chains, in each
argument.
Remark 2.4. Below we list some consequences of 1 being the top element for ⊑:
(1) Each s ∈ S has a (not necessarily unique) ”1-complement” w.r.t. + (that is, and element
s′ ∈ S such that s+ s′ = 1). This follows directly from the definition of ⊑.
(2) Whenever
∑
i∈I
ai is defined and J ⊆ I,
∑
i∈J
ai is also defined.
(3) Whenever
∑
i∈I
ai is defined, then so is
∑
i∈I
ai • bi. To see this, take ci ∈ S be such
that bi + ci = 1 for i ∈ I (by using (1) above). Then
∑
i∈I
ai =
∑
i∈I
ai • (bi + ci) =∑
i∈I
(ai • bi + ai • ci) =
∑
i∈I
(ai • bi) +
∑
i∈I
(ai • ci) and therefore by (2),
∑
i∈I
ai • bi is defined.
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Example 2.5. In what follows, we consider the boolean semiring ({0, 1},∨, 0,∧, 1), the (par-
tial) probabilistic semiring ([0, 1],+, 0, ∗, 1), the tropical semiring N = (N∞,min,∞,+, 0)
and its bounded variants SB = ([0, B]
∞,min,∞,+B , 0) with B ∈ N, where for m,n ∈
[0, B]∞ we have
m+B n =
{
m+ n, if m+ n ≤ B
∞, otherwise
.
The associated pre-orders are ≤ on {0, 1} and [0, 1], and ≥ on N∞ and [0, B]∞. All these
pre-orders satisfy Assumption 2.3.
A partial commutative semiring S satisfying Assumption 2.3 induces a semiring monad
(TS , η, µ) with
TS(X) = {ϕ : X → S | supp(ϕ) is finite ,
∑
x∈supp(ϕ)
ϕ(x) is defined } ,
ηX(x)(y) =
{
1 if y = x
0 otherwise
, µX(Φ)(x) =
∑
ϕ∈supp(Φ)
Φ(ϕ) • ϕ(x)
where supp(ϕ) = {x ∈ X | ϕ(x) 6= 0} is the support of ϕ. To see that the sum
∑
ϕ∈supp(Φ)
Φ(ϕ)•
ϕ(x) used in the definition of the monad multiplication is always defined, note that since
both
∑
ϕ∈supp(Φ)
Φ(ϕ) and
∑
x∈supp(ϕ)
ϕ(x) with ϕ ∈ supp(Φ) are defined, then by (3) of Re-
mark 2.4, so is
∑
ϕ∈supp(Φ)
Φ(ϕ) • (
∑
x∈supp(ϕ)
ϕ(x)) =
∑
ϕ∈supp(Φ)
∑
x∈supp(ϕ)
Φ(ϕ) • ϕ(x). It then
follows by (2) of Remark 2.4 that for x ∈ X,
∑
ϕ∈supp(Φ)
Φ(ϕ) • ϕ(x) is itself defined.
We use the formal sum notation
∑
i∈I cixi, with I finite, to denote the element of TS(X)
mapping xi to ci for i ∈ I, and x 6∈ {xi | i ∈ I} to 0.
The monad TS above is strong (as in fact all monads on Set have this property) and
commutative (see e.g. [CJ13]), with strength stX,Y : X × TSY → TS(X × Y ) and double
strength dstX,Y : TSX × TSY → TS(X × Y ) given by
stX,Y (x, ψ)(z, y) =
{
ψ(y) if z = x
0 otherwise
, dstX,Y (ϕ,ψ)(z, y) = ϕ(z) • ψ(y) .
We also note that TS1 = S. In what follows, we will use TS1 and S interchangeably,
in particular TS1 will be used in contexts where its (free) TS-algebra structure (given by
µ1 : T
2
S1→ TS1) is relevant.
The relationship between monads and partial semirings was thoroughly studied in
[CJ13, Cıˆr17]. We use semiring monads to model branching, with the semirings in Ex-
ample 2.5 accounting for finite non-deterministic, probabilistic and weighted branching. In
the latter case, we think of the weights as costs associated to single computation steps, with
the bounded variants of the tropical semiring modelling an upper limit on the maximum
allowable costs.
Remark 2.6. Our earlier work [Cıˆr14, Cıˆr15] was parameterised by a so-called partially
additive monad. The connection with the partial semiring monads used here is as follows:
any commutative, partially additive monad which is, in addition, finitary, is isomorphic
to a partial semiring monad (see [Cıˆr15, Remark 2.4]). While our earlier work also covers
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the unbounded powerset monad (as an additive monad), we are not aware of any other
non-finitary monads to which the results in [Cıˆr14, Cıˆr15] apply. Furthermore, the proofs
of many results in this paper (including the equivalence between the two semantics for
the logics and the semantic characterisation of logical equivalence) depend crucially on the
finitariness of semiring monads (see e.g. Definition 2.20 and Remark 3.6).
2.2. Semiring-Valued Relations and Relation Lifting. Throughout this section we fix
a partial commutative semiring (S,+, 0, •, 1) satisfying Assumption 2.3.
We let Rel denote the category1 with objects given by triples (X,Y,R), where R :
X ×Y → S is an S-valued relation, and with arrows from (X,Y,R) to (X ′, Y ′, R′) given by
pairs of functions (f, g) as below, such that R ⊑ R′ ◦ (f × g):
X × Y
⊑
f×g
//
R

X ′ × Y ′
R′

S S
Here, the order ⊑ on S has been extended pointwise to S-valued relations with the same
carrier. We write q : Rel → Set× Set for the functor taking (X,Y,R) to (X,Y ) and (f, g)
to itself. It follows easily that q is a fibration, with reindexing functors (f, g)∗ : RelX′,Y ′ →
RelX,Y taking R
′ : X ′ × Y ′ → S to R′ ◦ (f × g) : X × Y → S. We also write RelX,Y for the
fibre over (X,Y ), i.e. the subcategory of Rel with objects given by S-valued relations over
X × Y and arrows given by (1X , 1Y ).
Definition 2.7 (Relation lifting). An S-valued relation lifting for F : Set→ Set is a fibred
functor2 L : Rel→ Rel making the following diagram commute:
Rel
q

L // Rel
q

Set× Set
F×F
// Set× Set
[Cıˆr17] shows how to canonically lift polynomial endofunctors (that is, endofunctors
constructed from identity and constant functors using finite products and set-indexed co-
products) to the category of S-valued relations. The definition makes use of the partial
semiring structure on S.
Definition 2.8. For a polynomial endofunctor F : Set → Set , the relation lifting Rel(F ) :
Rel→ Rel is defined by structural induction on F :
• If F = Id, Rel(F ) takes an S-valued relation to itself.
• If F = C, Rel(F ) takes an S-valued relation to the equality relation Eq(C) : C × C → S
given by
EqC(c, c
′) =
{
⊤ if c = c′
⊥ otherwise
.
1To keep notation simple, the dependency on S is left implicit.
2That is, a functor which preserves reindexings.
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• If F = F1 × F2, Rel(F ) takes an S-valued relation R : X × Y → S to:
(F1X × F2X)× (F1Y × F2Y )
〈pi1×pi1,pi2×pi2〉
// (F1X × F1Y )× (F2X × F2Y )
Rel(F1)(R)×Rel(F2)(R)
// S × S
• // S .
The functoriality of this definition follows from the preservation of ⊑ by •.
• if F =
∐
i∈I Fi, Rel(F )(R) : (
∐
i∈I FiX)× (
∐
i∈I FiY )→ S is defined by case analysis:
Rel(F )(R)(ιi(u), ιj(v)) =
{
Rel(Fi)(R)(u, v) if i = j
⊥ otherwise
for i, j ∈ I, u ∈ FiX and v ∈ FjY .
It follows immediately from the above definition that q◦Rel(F ) = (F ×F )◦q. Moreover,
an easy inductive proof can be used to show that Rel(F ) is a fibred functor, and that it
preserves the limits of both increasing and decreasing chains in each fibre of q.
Remark 2.9. An alternative approach to lifting F : Set → Set to the category Rel, which
applies to arbitrary endofunctors F , is to map R : X×Y → S to Rel(F )(R) : FX×FY → S
given by
Rel(F )(R)(f, g) =
{
•F (FR(h)), if(f, g) = 〈Fpi1, Fpi2〉(h), with h ∈ F (X × Y ),
0, otherwise
where •F : FS → S is given by •F (ιλ(s1, . . . , sar(λ))) = s1 • . . . • sar(λ) for λ ∈ λ. It is an
easy exercise to check that, when F : Set → Set is a polynomial functor, this alternative
approach yields the same notion of relation lifting.
Remark 2.10. When S = ({0, 1},∨, 0,∧, 1), S-valued relations R : X × Y → S coincide
with standard ones R ⊆ X × Y . In this case, the notion of relation lifting of Definition 2.8
also coincides with the standard one, as described e.g. in [Jac16][Chapter 3].
A special relation lifting called extension lifting is defined in [Cıˆr17] for any commuta-
tive, partially additive monad T. The extension lifting ET : Rel→ Rel lifts the endofunctor
T× Id to Rel
Rel
q

ET // Rel
q

Set× Set
T×Id
// Set× Set
in a canonical way. In the special case when T is the partial semiring monad TS , the
extension lifting takes R : X × Y → S to the relation ETS (R) : TX × Y → S given by
ETS (R)(
∑
i∈I
cixi, y) =
∑
i∈I
ci •R(xi, y) (2.2)
with ci ∈ S and xi ∈ X for i ∈ I, and y ∈ Y . (Note here that the definedness of∑
i ci •R(xi, y) follows from the definedness of
∑
i∈I ci, by (3) of Remark 2.4.) From (2.2),
it easy to see given Assumption 2.3 that the extension relation lifting preserves the limits
of both increasing and decreasing chains in each fibre of q. Fibredness of ETS also follows
directly from its definition.
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Remark 2.11. A more general definition of the extension relation lifting, applicable to any
strong monad T, maps R : X × Y → T1 to
TX × Y
st′X,Y
// T(X × Y )
T(R)
// T21
µ1
// T1
This general definition is canonical in the sense that the relation lifting of R is the unique
extension of R to a left-linear map – note that both TX and T1 are the carriers of free T-
algebras. It is straightforward to check that, for partial semiring monads, the two definitions
coincide.
2.3. Semiring-Valued Predicates and Predicate Lifting. The standard approach to
defining the semantics of modal and fixpoint logics involves interpreting formulas as predi-
cates over the state space of the system of interest. In the coalgebraic approach to modal
logic, individual modal operators are interpreted using so called predicate liftings [Pat03].
In order to follow the same approach for quantitative, linear time logics, we work with pred-
icates valued in the partial commutative semiring (S,+, 0, •, 1) used to model branching. A
similar approach is taken in [SP11], where fuzzy predicate liftings, which involve predicates
valued in the unit interval, are used to provide a semantics to fuzzy description logics. The
more general notion of predicate lifting considered here is also implicit in some of the earlier
work on coalgebraic logic, e.g. [Kli05, Sch08].
We let Pred denote the category with objects given by pairs (X,P ) with P : X → S an
S-valued predicate, and arrows from (X,P ) to (X ′, P ′) given by functions f : X → X ′ such
that P ⊑ P ′ ◦ f :
X
⊑
f
//
P

X ′
P ′

S S
As with S-valued relations, we obtain a fibration p : Pred→ Set, with p taking (X,P ) to X.
The fibre over X is denoted PredX , and the reindexing functor f
∗ : PredX′ → PredX takes
P ′ : X ′ → S to P ′ ◦ f : X → S.
The next definition generalises monotone predicate liftings as used in the semantics of
coalgebraic modal logics [Pat03].
Definition 2.12 (Predicate lifting). An (S-valued) predicate lifting of arity n ∈ ω for an
endofunctor F : Set → Set is a fibred functor L : Predn → Pred making the following
diagram commute:
Predn
p

L // Pred
p

Set
F
// Set
where the category Predn has objects given by tuples (X,P1, . . . , Pn) with Pi : X → S
for i ∈ {1, . . . , n}, and arrows from (X,P1, . . . , Pn) to (X
′, P ′1, . . . , P
′
n) given by functions
f : X → X ′ such that Pi ⊑ P
′
i ◦ f for all i ∈ {1, . . . , n}.
Remark 2.13. It is not difficult to see that predicate liftings as defined above coincide
with monotone predicate liftings in the sense of [Pat03] suitably generalised to an S-valued
setting, that is, with monotone natural transformations l : (S )n =⇒ S ◦F , where S : Set→
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Set is the contravariant functor mapping X to the set of S-valued functions on X. Here,
a natural transformation l as above is monotone if whenever fi ⊑ gi with fi, gi : X → S
and i ∈ {1, . . . , n}, then also l(f1, . . . , fn) ⊑ l(g1, . . . , gn). The naturality of standard
predicate liftings is here captured by the fibredness requirement on L, whereas monotonicity
corresponds to the functoriality of L.
We now restrict attention to polynomial functors F : Set → Set, and show how to
define a canonical set of predicate liftings for F by induction on its structure. The next
definition exploits the observation that any polynomial endofunctor is naturally isomorphic
to a coproduct of finite (including empty) products of identity functors.
Definition 2.14. Let F =
∐
i∈I Id
ji , with ji ∈ ω for i ∈ I. The set of predicate liftings
Λ = {Li | i ∈ I} has elements Li : Pred
ji → Pred with i ∈ I given by:
(Li)X(P1, . . . , Pji)(f) =
{
P1(x1) • . . . • Pji(xji), if f = (x1, . . . , xji) ∈ ιi(Id
ji)
0 otherwise
.
The functoriality of this definition follows from the preservation of ⊑ by •. The fact
that each Li is a fibred functor follows directly from its definition. As a result of Assump-
tion 2.3, all these predicate liftings preserve limits of increasing and decreasing chains in
each argument.
Remark 2.15. When S = ({0, 1},∨, 0,∧, 1), the predicate liftings of Definition 2.14 are
essentially the same as the ∇-modality of [Mos99].
Example 2.16. For F = {∗} + A × Id × Id ≃ {∗} +
∐
a∈A Id × Id, F -coalgebras are
binary trees with internal nodes labelled by elements of A and leaves not carrying any label.
Definition 2.14 yields a nullary predicate lifting L0 and an A-indexed set of binary predicate
liftings (La)a∈A:
(L0)X(f) =
{
1, if f = ι1(∗)
0, otherwise
(La)X(P1, P2)(f) =
{
P1(x1) • P2(x2), if f = ιa(x1, x2)
0, otherwise
.
Remark 2.17. One can also define a single, unary predicate lifting Pred(F ) for each poly-
nomial functor F : Set→ Set, again by induction on the structure of F :
• If F = Id, Pred(F ) takes an S-predicate to itself.
• If F = 1, Pred(F ) takes an S-predicate to the predicate ∗ 7→ 1.
• If F = F1 × F2, Pred(F )(P ) : F1X × F2X → S is given by
Pred(F )(P )(f1, f2) = Pred(F1)(P )(f1) • Pred(F2)(P )(f2), for P : X → S.
• if F =
∐
i∈I Fi, Pred(F )(P ) :
∐
i∈I FiX → S is given by
Pred(F )(P )(ιi(fi)) = Pred(Fi)(P )(fi) for P : X → S, i ∈ I and fi ∈ FiX.
The above definition, which follows [HJ98], yields logics with limited expressive power; in
particular, one cannot specify different properties for the ”left” and ”right” part of a one-
step behaviour when F is of the form F1×F2, nor can one distinguish a particular coproduct
component in a one-step behaviour when F is of the form
∐
i∈I Fi.
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Example 2.18. Let F : Set→ Set be as in Example 2.16. Then Pred(F ) is given by
Pred(F )(P )(ι1(∗)) = 1 Pred(F )(P )(ιa(x1, x2)) = P (x1) • P (x2)
As can be seen, the resulting unary modality requires the same property (P ) to hold on
both the left and the right subtree.
Remark 2.19. The predicate lifting in Remark 2.17 can be defined more generally, for an
arbitrary endofunctor F : Set→ Set, by letting Pred(F )(P ) = •F ◦ FP for P : X → S. An
easy inductive argument shows that the two definitions coincide in the case of polynomial
functors.
As we are interested in linear time logics, a special extension lifting, akin to the exten-
sion lifting of Section 2.2, will be used to abstract away branching.
Definition 2.20. Let (S,+, 0, •, 1) be a partial commutative semiring with associated
monad TS . The extension predicate lifting ETS : Pred→ Pred is the lifting of TS : Set→ Set
to Pred
Pred
p

ETS // Pred
p

Set
TS
// Set
which takes P : X → S to the predicate ETS (P ) : TSX → S given by∑
i∈I
cixi 7→
∑
i∈I
ci • P (xi)
with ci ∈ S for i ∈ I being such that
∑
i∈I ci is defined, and with xi ∈ X for i ∈ I.
It then follows from Assumption 2.3 that ETS preserves the limits of both increasing
and decreasing chains in each fibre of p, and directly from the definition that ETS is a fibred
functor.
Remark 2.21. ETS can alternatively be defined as µ1(TS(P )).
2.4. Finite and Maximal Traces via Relation Lifting. We now summarise the defini-
tions of finite trace behaviour and maximal trace behaviour of a state in a coalgebra with
branching, as proposed in [Cıˆr17]. Both finite and maximal traces are completed traces,
with maximal traces including the infinite traces. The approach in loc. cit. applies to coal-
gebras of functors obtained as compositions of a single partially additive monad and a finite
number of polynomial endofunctors on Set. For simplicity, here we restrict attention to
compositions of type TS ◦ F , with S a partial commutative semiring and F : Set → Set a
polynomial functor.
Given an arbitrary endofunctor F : Set→ Set, an F -coalgebra is given by a pair (C, γ)
with C a set (of states), and γ : C → FC a function describing the one-step evolution of
the states. The notion of coalgebraic bisimulation provides a canonical and uniform obser-
vational equivalence relation between states of F -coalgebras. One of the many (and largely
equivalent) definitions of bisimulation involves lifting the endofunctor F to the category
of two-valued relations (obtained in our setting by taking S = ({0, 1},∨, 0,∧, 1)). A sim-
ilar approach is taken in [Cıˆr17] to define the extent to which a state in a coalgebra with
branching can exhibit a given finite/maximal trace. The definition in loc. cit. differs from
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the relational definition of bisimulation (for which we refer the reader to [Jac16]) in two
ways: (i) S-valued relations are used in place of standard relations, and (ii) the relation
lifting employed also involves the extension lifting ET defined earlier, as the goal is to re-
late branching time and linear time behaviours, as opposed to behaviours with the same
coalgebraic type.
We write (Z, ζ) for the final F -coalgebra, and refer to the elements of Z as maximal
traces. Thus, maximal traces are either finite, completed traces or infinite ones.
The definition of the maximal trace behaviour of a state in a coalgebra with branching
(below) is inspired by a characterisation of coalgebraic bisimilarity (i.e. the largest bisimula-
tion) between states of coalgebras of the same type as the greatest fixpoint of a continuous
operator on the category of standard relations.
Definition 2.22 ([Cıˆr17]). The maximal trace behaviour of a state in a TS ◦ F -coalgebra
(C, γ) is the greatest fixpoint trγ : C × Z → S of the operator O on RelC,Z given by the
composition
RelC,Z
Rel(F )
// RelFC,FZ
ETS // RelTS(FC),FZ
(γ×ζ)∗
// RelC,Z (2.3)
Two states c, d ∈ C are said to be maximal trace equivalent, written c ≃tr d, iff trγ(c, z) =
trγ(d, z) for all z ∈ Z.
The existence of a greatest fixpoint for O follows by Kleene’s fixpoint theorem, after
recalling that both Rel(F ) and ETS preserve limits of increasing and decreasing chains, and
observing that reindexing along γ × δ also has this property.
We now let (I, ι) denote the initial F -algebra; thus, ι : FI → I is an isomorphism. We
refer to the elements of I as finite traces.
Definition 2.23 ([Cıˆr17]). The finite trace behaviour of a state in a TS ◦F -coalgebra (C, γ)
is the greatest fixpoint of the operator O′ on RelC,I given by the composition
RelC,I
Rel(F )
// RelFC,FI
ETS // RelT(FC),F I
(γ×ι−1)∗
// RelC,I (2.4)
We note that taking the least fixpoint of O′ would yield an equivalent definition.
Examples 2.24. (1) For S = ({0, 1},∨, 0,∧, 1), the greatest fixpoint of O/O′ relates a
state c in a TS ◦ F -coalgebra (C, γ) with a maximal/finite trace t iff there exists a
sequence of choices in the unfolding of γ starting from c that results in an F -behaviour
bisimilar to t.
(2) For S = ([0, 1],+, 0, ∗, 1), the greatest fixpoint of O/O′ yields, for each state in a
TS ◦ F -coalgebra and each maximal/finite trace, the accumulated probability (across
all branches) of this trace being exhibited. Here we note that, for infinite maximal
traces, the associated probability is often 0. Arguably, this has limited usefulness, and
a measure-theoretic definition that takes into account the accumulated probabilities of
exhibiting finite prefixes of infinite traces would in this case be more useful. The logics
defined later in this paper do not suffer from a similar issue, as they allow expressing
the probability of exhibiting certain sets of traces, including traces with the same finite
prefix.
(3) For S = (N∞,min,∞,+, 0), the greatest fixpoint of O/O′ maps a pair (c, t), with c
a state in a TS ◦ F -coalgebra and t a maximal/finite trace, to the minimal cost of
exhibiting t from c. Intuitively, this is computed by adding the weights of individual
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transitions along the same branch, and minimising this sum across the various branches.
Again, such minimal costs are often infinite for infinite maximal traces, but in this case
this simply reflects the fact that infinitely running systems have infinite costs. Section 7
will show how resource replenishment can be modelled in our setting through a change
of the underlying coalgebraic type.
Remark 2.25. Other approaches to providing finite trace semantics for coalgebras are
described in [HJS07] (for coalgebras of similar types to those considered here), [JSS15] (for
coalgebras of type F ◦ T, with F and endofunctor and T a monad on Set), and [MPS15]
(for coalgebras on Set of arbitrary type). On the other hand, infinite trace semantics has
been first studied in [Jac04], but only for coalgebras of type P ◦ F . Since the present
work is primarily concerned with maximal traces, we defer a study of the exact connection
between existing approaches to finite trace semantics and Definition 2.23 to future work.
We conjecture, however, that our approach coincides with that of [HJS07] in cases where
both are applicable.
2.5. µ- and ν-Extents via Predicate Lifting. We now define the notions of ν-extent
and µ-extent of a coalgebra with branching. These were introduced in [CSH17] in order to
provide automata-based model checking techniques for the logics in [Cıˆr14, Cıˆr15]. Here,
they will play a roˆle in defining a notion of linear time behaviour of a state in a system with
branching.
Definition 2.26 ([CSH17]). The ν-extent (µ-extent) of a TS ◦ F -coalgebra (C, γ) is the
greatest fixpoint (resp. least fixpoint) of the operator on SC taking p : C → S to the
composition
C
γ
// TSFC
TSFp // TSFS
TS(•F )
// TSS = T
2
S1
µ1
// TS1 = S
We write extγ : C → S for the ν-extent of (C, γ).
The above operator uses a one-step unfolding of the coalgebra structure to compute
a finer approximation of the extent of a state based on the extent of its immediate suc-
cessors. As the generality of F allows for immediate successors which are tuples of states,
the semiring multiplication also needs to be used (in •F ). The monad multiplication is
used to accumulate the values from different branches. The composition in Definition 2.26
takes c ∈ C with γ(c) =
∑
i si(c
1
i , . . . , c
ji
i ) to µ1(
∑
i si(p(c
1
i ) • . . . • p(c
ji
i ))). That is, the
extent associated to a particular state accumulates the extents associated to its immediate
successors, scaled by the weights of the corresponding branches.
Examples 2.27. (1) For S = ({0, 1},∨, 0,∧, 1), the µ-(resp. ν-)extent has a value of 1 on
a state iff there exists a finite (resp.maximal) trace from that state, arising from a
sequence of choices in the branching behaviour. (Such a path will not exist from a state
that offers no choices for proceeding.)
(2) For S = ([0, 1],+, 0, ∗, 1), the µ-(resp. ν-)extent on a given state gives the likelihood of
that state exhibiting a finite (resp.maximal) trace.
(3) For S = (N∞,min,∞,+, 0), the µ-(resp. ν-)extent on a given state gives the minimal
cost that can be achieved along a finite (resp.maximal) trace from that state.
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Example 2.28 ([CSH17]). For the TS ◦ F -coalgebras below, with F = {∗} + A × Id and
S = ([0, 1],+, 0, ∗, 1) (resp. S = (N∞,min,∞,+, 0)), the ν-extent maps x to 25 , y to
3
5 and
z to 15 (resp. x and y to 1 and z to 0), whereas the µ-extent again maps x to
2
5 , y to
3
5 and
z to 15 (resp. x and z to 4 and y to 2). Intuitively, the reason for the µ- and ν-extents being
the same in the probabilistic case is that the likelihood of never reaching y from either x or
z is 0.
x
1
2
,a

1
2
,b

y
1
2
,∗
oo 1
4
,c
AA
z
1
2
,c
qq1
4
,c
]] x2,a

1,b

y
2,∗
oo 0,c
AA
z
0,c
qq0,c
]]
It is shown in [CSH17] that the notions of ν- and µ-extent can be used to give alter-
native characterisations of the notions of maximal trace behaviour, respectively finite trace
behaviour. Specifically, these are shown to coincide with the ν-, respectively µ-extents of
certain ”products” of the coalgebra in question with the final, respectively initial F -algebra,
where the latter two are now viewed as TS ◦ F -coalgebras.
2.6. Coalgebraic Fixpoint Logics. Given a functor F : Set → Set, a ({0, 1}-valued)
fixpoint logic for F -coalgebras is parameterised by a set of {0, 1}-valued predicate liftings
for F (see Definition 2.12). Concretely, given a set Λ of modal operators with associated
{0, 1}-valued, monotone predicate liftings (JλK)λ∈Λ for F , the associated fixpoint logic has
syntax:
µLVΛ ∋ ϕ ::= ⊥ | ⊤ | x | [λ](ϕ1, . . . , ϕar(λ)) | ϕ ∨ ψ | ϕ ∧ ψ | µx.ϕ | νx.ϕ
with x ∈ V for some set V of variables. Then, for an F -coalgebra (C, γ) and a valuation
V : V → {0, 1}C , the semantics JϕKVγ ∈ {0, 1}C of formulas ϕ as above is given by:
• J⊥KVγ (c) = 0 for c ∈ C,
• J⊤KVγ (c) = 1 for c ∈ C,
• JxKVγ = V (x),
• Jϕ ∨ ψKVγ (c) = JϕKVγ (c) ∨ JψKVγ (c) for c ∈ C,
• Jϕ ∧ ψKVγ (c) = JϕKVγ (c) ∧ JψKVγ (c) for c ∈ C,
• J[λ](ϕ1, . . . , ϕar(λ))KVγ = γ∗(JλKC(Jϕ1KVγ , . . . , Jϕar(λ)KVγ )), where γ∗ : {0, 1}FC → {0, 1}C is
reindexing along γ : C → FC.
• Jµx.ϕKV \{x}γ (Jνx.ϕKV \{x}γ ) is the least (resp. greatest) fixpoint of the operator Oϕ on
{0, 1}C taking p : C → {0, 1} to JϕKV [p/x]γ , where the valuation V [p/x] : V → {0, 1}C
takes x to p and y ∈ V \ {x} to V (y).
The existence of the fixpoints required to interpret fixpoint formulas µx.ϕ and νx.ϕ is
guaranteed by the Knaster-Tarski theorem, given the complete lattice structure of {0, 1}C
(inherited from {0, 1}) and the monotonicity of the operators involved. The latter is an
immediate consequence of the monotonicity of the predicate liftings.
In particular, one can take F : Set → Set to be a polynomial functor and the pred-
icate liftings JλK to be as in Definition 2.14. (In this case, the fixpoint-free fragment of
µLΛ coincides with the coalgebraic logic of [Mos99], also known as the ∇-logic.) As these
predicate liftings preserve increasing and decreasing chains in PredC , it follows by Kleene’s
fixpoint theorem that the least (respectively greatest) fixpoint of Oϕ can be constructed as
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the colimit of the increasing chain 0 ⊑ Oϕ(0) ⊑ . . . (respectively the limit of the decreasing
chain 1 ⊒ Oϕ(1) ⊒ . . .) in PredC .
3. Quantitative Linear Time Fixpoint Logics
We are now ready to define linear time fixpoint logics for coalgebras of type TS ◦ F , where
TS : Set → Set is the monad induced by a partial semiring (S,+, 0, •, 1), and F : Set →
Set is a polynomial functor. Without loss of generality, we assume that F is given by∐
λ∈Λ Id
ar(λ), with Λ a set of operators with specified arities. Our logics will be valued into
the semiring carrier S, and will have modalities from Λ with associated S-valued predicate
liftings (JλK)λ∈Λ for F as in Definition 2.14. A step-wise semantics for these logics is given
herewith, while an alternative, path-based semantics is described in Section 4, and proved
equivalent to the step-wise semantics in Section 5.
Definition 3.1 (Linear time fixpoint logic). Let V be a set (of variables). The logic µLVΛ
has syntax given by
µLVΛ ∋ ϕ ::= ⊤ | x | [λ](ϕ1, . . . , ϕar(λ)) |
∑
i∈I
ci • ϕi | µx.ϕ | νx.ϕ
with x ∈ V, λ ∈ Λ, I a finite set and ci ∈ S for i ∈ I such that
∑
i∈I
ci is defined. (It follows
from (3) of Remark 2.4 that if
∑
i∈I
ci is defined, so is any
∑
i∈I
ci • di, with di ∈ S for i ∈ I.)
We write ⊥ for the sum
∑
i∈I
ci • ϕi with I the empty set. We also write µLΛ for the
set of closed formulas (containing no free variables), and µL0Λ (µL
0,V
Λ ) for the fragment of
µLΛ (resp.µL
V
Λ) which contains no propositional operators other than ⊤ and ⊥. Below, we
define a step-wise semantics for µLΛ; by ”step-wise” we mean that the semantics is defined
by induction on the structure of formulas, without a need to first interpret formulas on
paths through a TS ◦F -coalgebra. We will show in Section 4 that the fragment µL
0
Λ of µLΛ
admits a path-based semantics which is equivalent to the step-wise semantics defined next.
Definition 3.2 (Step-wise semantics for µLΛ). For a TS◦F -coalgebra (C, γ) and a valuation
V : V → SC (interpreting the variables in V as S-valued predicates over C), the denotation
JϕKVγ ∈ SC of a formula ϕ ∈ µLVΛ is defined inductively on the structure of ϕ by
• J⊤KVγ is the greatest fixpoint of the operator on SC taking p ∈ SC to γ∗(extFC(J◦KC(p))),
where the extension predicate lifting ext : S ⇒ STS is given by the action of ETS
(Definition 2.20) on objects, and where J◦K : S ⇒ SF is determined by the predicate
lifting Pred(F ) of Remark 2.17,
• JxKVγ = V (x),
• J∑
i∈I
ci • ϕiKVγ = µ1(
∑
i∈I
ci JϕiKVγ ),
• J[λ](ϕ1, . . . , ϕar(λ))KVγ = γ∗(extFC(JλKC(Jϕ1KVγ , . . . , Jϕar(λ)KVγ ))), where γ∗ : STSFC → SC
is reindexing along γ : C → TSFC.
• Jµx.ϕKV \{x}γ (Jνx.ϕKV \{x}γ ) is the least (resp. greatest) fixpoint of the operator on SC
taking p ∈ SC to JϕKV [p/x]γ , where the valuation V [p/x] : V → SC is defined as in
Section 2.6.
(In the third clause, both the formal sum notation and the action of the monad multiplication
have been extended pointwisely to functions on C.)
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The fact that the operator used to interpret fixpoint formulas is both ωop-continuous and
ω-cocontinuous follows from the preservation of increasing, respectively decreasing chains by
ETS and the predicate liftings JλK with λ ∈ Λ. Existence of the required least and greatest
fixpoints then follows again by Kleene’s theorem.
The semantics of µLΛ thus resembles that of coalgebraic fixpoint logics (see Section 2.6),
with the following differences: (i) the interpretation of a formula is an S-valued predicate
over the state space, (ii) the extension predicate lifting is used alongside the predicate
liftings JλK to give semantics to modal formulas, and (iii) the constant ⊤ has a different
interpretation, which turns out to coincide with the notion of extent (see Proposition 3.3
below). In particular, the use of ETS to quantify over the branching behaviour is what
makes µLΛ a linear time logic.
Proposition 3.3. For a TS ◦F -coalgebra (C, γ), J⊤Kγ : C → S coincides with the ν-extent
of C.
Proof. The operators used in the definition of J⊤Kγ , respectively that of the ν-extent, take
p : C → S to ETS (J◦KC(p)) ◦ γ, respectively to µ1 ◦ TS(•F ) ◦ TSFp ◦ γ. The conclusion
then follows from the alternative definitions of Pred(F ) (see Remark 2.19) and ETS (see
Remark 2.21).
The logic µLΛ thus has a coinductive interpretation of truth. We argue that this is
natural; in particular, it avoids the need to assume the absence of deadlock states in TS ◦F -
coalgebras (C, γ) (i.e. states c with γ(c)(f) = 0 for all f ∈ FC). An interpretation of ⊤ as
1 ∈ S would mean that this is also the case for deadlock states, in spite of the fact that there
are no maximal paths (and therefore no maximal paths satisfying ⊤ in the standard sense)
from a deadlock state. This would then prevent an equivalence result w.r.t. any reasonable
path-based semantics.
We now return to the semantics of fixpoint formulas, and show that this can be obtained
as the sup (resp. inf) of an increasing (resp. decreasing) chain.
Lemma 3.4. (1) The predicate liftings JλKC are continuous and co-continuous in each ar-
gument, that is, they preserve suprema of increasing chains and infima of decreasing
chains in PredC .
(2) The extension predicate lifting extC is continuous and co-continuous.
Proof. Immediate from the definitions of JλKC and extC , and the preservation of increas-
ing/decreasing chains by • and +.
Corollary 3.5. For a TS ◦ F -coalgebra (C, γ) and a valuation V : V → S
C , Jµx.ϕxKVγ
(Jνx.ϕxKVγ ) is given by
⊔
n∈ωJϕ(n)x KVγ (resp.
d
n∈ωJϕ(n)x KVγ ) where ϕ(0)x = ⊥ (resp. ϕ(0)x = ⊤)
and ϕ
(i+1)
x = ϕx[ϕ
(i)
x /x] for i ∈ ω.
Proof. This follows by Kleene’s fixpoint theorem, after noting (Lemma 3.4) that the opera-
tors used to define Jνx.ϕxKVγ and Jµx.ϕxKVγ are continuous, respectively co-continuous.
Remark 3.6. We observe that the finitariness of the monad TS is crucial to the validity
of (2) of Lemma 3.4. When the unbounded powerset monad P : Set → Set is considered
instead, an extension predicate lifting EP : Pred → Pred can be defined as in Remark 2.21:
EP takes p : X → {0, 1} to q : PX → {0, 1} given by q(Y ) =
∨
y∈Y p(y). However, EP
does not anymore preserve limits of ωop-chains. To see this, let X = {x1, x2, . . .} and let
pi : X → {0, 1} be given by pi(xj) = (j ≥ i). Then extX(pi) : P(X) → {0, 1} satisfies
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(extX(pi))(X) = 1 for all i ∈ I, and hence (
d
i∈ω extX(pi))(X) = 1. Note, however, that
p1 ⊒ p2 ⊒ . . . with
d
i∈ω pi = 0 and hence (extX(
d
i∈ω pi))(X) = 0.
Remark 3.7. We note that standard propositional operators (conjunction and disjunc-
tion) are not automatically part of the logics. When S = ({0, 1},∨, 0,∧, 1) or S =
(N∞,min,∞,+, 0) (or one of its bounded variants), finite disjunctions are present in the
logic as weighted sums of the form
∑
i∈I 1 • ϕi. In both cases, assuming that the only
weights present in each of the ϕis are equal to 1 (and thus the ϕis also express qualitative
properties of F -structures), the formula
∑
i∈I 1•ϕi measures the extent of conforming to at
least one of the ϕis. (In the case of the tropical semiring or one of its bounded variants, the
interpretation of the semiring addition as min is what ensures that the resulting operator
is a standard disjunction.) However, conjunctions with the expected interpretation are not
part of the logic. On the other hand, when S = ([0, 1],+, 0, ∗, 1), neither conjunctions nor
disjunctions are part of the logic.
We now compare our logics to existing ones for non-deterministic, probabilistic and
weighted systems. Our logics are similar to the LTL logics of [DV12]; these are parameterised
by a strong bimonoid, which is used to provide quantitative interpretations of disjunction
and conjunction operators. Instantiating this strong bimonoid with a commutative semiring
yields a logic which contains ours, while additionally allowing formulas of the form ϕ ∧ ψ,
with ∧ interpreted via the semiring multiplication. Such conjunctions are absent from
our logics, since their inclusion would prevent the existence of an equivalent, path-based
semantics (see Sections 4 and 5). The disjunctions present in the logics of [DV12] are similar
to ours, and in general they do not subsume standard disjunctions, whose interpretation in
a weighted system would be defined via a path-based semantics. Our logics also resemble
the conjunction-free weighted µ-calculi of [Mei09], which are parameterised by a semiring
S subject to certain continuity assumptions, although these logics are interpreted not over
branching systems but over infinitary formal power series. Finally, our use of weighted
sums is similar to the probabilistic trace logics described in [MPS15], which include affine
combinations as propositional operators.
Examples 3.8. (1) For S = ({0, 1},∨, 0,∧, 1), the predicate liftings JλK with λ ∈ Λ are
the standard ones from coalgebraic modal logic [Pat03]. However, since branching is
also present in the models, and since the extension predicate lifting ext is used in the
semantics of the logics, the logics µLΛ are generalisations of the (existential) linear time
µ-calculus, with the endofunctor F now a parameter: a linear time formula holds in a
state s whenever a trace (i.e. element of the final F -coalgebra) satisfying that formula
(in the qualitative sense) can be exhibited from s. Yet, unlike LTL and the linear
time µ-calculus, which have a path-based semantics and contain conjunction operators,
our logics have a step-wise semantics which prevents conjunctions with the expected
interpretation from being included. (Section 4 will provide an equivalent path-based
semantics.)
(2) For S = ([0, 1],+, 0, ∗, 1), µLΛ-formulas measure the likelihood of satisfying a certain
linear time property. In spite of the absence of disjunctions or conjunctions, if one
additionally assumes that F specifies word-like behaviour (that is, F =
∐
i∈I Id
ji , with
ji ∈ {0, 1} for i ∈ I), as used in both LTL and the linear time µ-calculus, the un-
weighted fragments of our logics, extended with modalities incorporating disjunctions
(see Remark 3.9 below) match the expressive power of both of the above logics: the
presence of such modalities allows deterministic parity automata over F -structures to
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be encoded in the logics (see [CSH17]), and such automata are at least as expressive as
either LTL or the linear time µ-calculus.
(3) For S = (N∞,min,∞,+, 0) or one of its bounded variants, µLΛ-formulas measure the
minimal cost of satisfying a certain (weighted) linear time property.
Remark 3.9. Irrespective of the choice of partial semiring, a restricted form of disjunction
can be incorporated into the logics. Specifically, for each λ, λ′ ∈ Λ with λ 6= λ′, one can
define a new modal operator [λ] ⊔ [λ′] , of arity equal to ar(λ) + ar(λ′), with associated
predicate lifting L : Predar(λ)+ar(λ
′) → Pred given by:
LX(p1, . . . , par(λ), p
′
1, . . . , p
′
ar(λ′))(f) =


p1(x1) • . . . • par(λ)(xar(λ)), if f = ιλ(x1, . . . , xar(λ))
p′1(x1) • . . . • p
′
ar(λ)(xar(λ)), if f = ιλ′(x1, . . . , xar(λ
′))
0, otherwise
.
Thus, the formula [λ]ϕ ⊔ [λ′]ϕ′ incorporates a disjunction that can be resolved using a
one-step unfolding of the coalgebra structure (as each branch resulting from a one-step
unfolding will match either [λ] or [λ′] or none of them). In the presence of such enhanced
modalities, deterministic parity automata over F -structures3 can be encoded as formulas
of our logic. The reader is referred to [CSH17], wherein translations from µLΛ-formulas
to parity TS ◦ F -automata (TS ◦ F -coalgebras equipped with a parity map) and back are
described. In particular, the translation from µLΛ-formulas to automata provides an equiv-
alent characterisation of the semantics of a µLΛ-formula as the ν-extent of a certain product
automaton.
All the results in this paper also hold for the extensions of the logics with the operators
in Remark 3.9. However, for simplicity of presentation, in what follows we restrict to the
logics in Definition 3.1.
Example 3.10. To illustrate the use of modalities incorporating restricted disjunctions,
let F = A× Id with A finite, and define [a]ϕ ::= ⊔b∈A\{a}[b]ϕ for a ∈ A. Then, the extent
to which a ∈ A appears (i) eventually, (ii) always and (iii) infinitely often in the unfolding
of a state in a TS ◦ F -coalgebra is measured by the formulas µx.([a]⊤ ⊔ [a]x), νx.[a]x and
νx.µy.([a]x ⊔ [a]y), respectively. Now take F = {∗} + A × Id and let [A]ϕ ::= ⊔a∈A[a]ϕ.
Then, the formula µx.(∗ ⊔ [A]x) measures the extent of finite paths. All these formulas
can be interpreted over coalgebras with either non-deterministic, probabilistic or weighted
branching.
Example 3.11. Assume F = {∗} + A × Id and consider the formula µx.([a]⊤ ⊔ [a]x). Its
semantics in the two coalgebras from Example 2.28 is given by (x 7→ 25 , y 7→
1
10 , z 7→
1
5) and
respectively (x 7→ 4, y 7→ 4, z 7→ 4):
(1) For the first coalgebra, using the fact that the ν-extent of state y is 35 , it follows that
J[a]⊤K is given by (x 7→ 12 × 35 = 310 , y 7→ 0, z 7→ 0). Then, Jµx.([a]⊤⊔ [a]x)K is obtained
as the least solution of the following system of equations:

x = 310 +
1
2z
y = 14x
z = 14x+
1
2z
3This includes automata over infinite words (F = A× Id) and also over infinite trees (F = A× Id× Id).
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(2) In the second coalgebra, J[a]⊤K is given by (x 7→ 4, y 7→ 0, z 7→ 0). Then, Jµx.([a]⊤ ⊔
[a]x)K is the least (w.r.t. ⊑, which is now ≥ on N∞) solution of:

x = min(4, 1 + z)
y = x
z = min(x, z)
Remark 3.12. The presence of weighted sums in our logics means that properties where
preference is given to one observable outcome over another can be encoded in the logics.
For example, when S = (N∞,min,∞,+, 0), F = A × Id and [a] is as above, the formula
νx.µy.(0 • [a]x+ 1 • [a]y) introduces a penalty/cost of 1 whenever anything other than a is
observed. Our logics are thus similar in spirit to existing logics with discounting [dAHM03].
Remark 3.13. We will show in the next two sections that the logics just described admit
an equivalent path-based semantics. This will, in particular, provide a formal proof of the
statement that, when S = ({0, 1},∨, 0,∧, 1), a formula in µLΛ holds in a state precisely
when a maximal path from that state which satisfies the formula exists. Our canonical
choice of branching modality (predicate lifting ext, which in this case corresponds to the
standard 3 modality) is crucial for this equivalence. To see this, consider replacing ext by
the predicate lifting ext′ that maps P : X → {0, 1} to the predicate ext′(P ) : PX → {0, 1}
with ext′(P )(Y ) =
∧
y∈Y P (y); that is, ext
′ corresponds to the standard 2 modality. In this
case, it would be reasonable to expect that the resulting step-wise semantics captures the
requirement that all maximal paths from a state satisfy the given formula. However, this
is not the case. Consider, for example, the non-deterministic TS ◦ F -coalgebra below, with
S as above and F = A× Id:
x
b // y
with a 6= b ∈ A; thus, y is a deadlock state. For this coalgebra, a step-wise semantics would
result in J[a]⊤K assigning a value of 0 to the state x, since although ⊤ is interpreted as
1 in y (with the new extension lifting, the extent of any state in any TS ◦ F -coalgebra is
1!), for x to satisfy [a]⊤ one would additionally need all transitions from x to be labelled
by a, which is not the case. On the other hand, a path-based interpretation would yield a
different result, namely that J[a]⊤K holds in x, as there are no maximal paths from x.
4. Path-Based Semantics for Quantitative Linear Time Logics
This section provides an alternative path-based semantics for the logic µL0Λ, akin to the path-
based semantics of the logic LTL (interpreted over either non-deterministic or probabilistic
transition systems). We immediately note that a path-based semantics for the full logic
µLΛ does not make sense, since the weighted sums present in the syntax of µLΛ do not
admit a qualitative interpretation. The next assumption applies to the remainder of the
paper.
Assumption 4.1. We assume that (S,⊑) is a complete lattice.
Our path-based semantics requires defining a notion of (maximal) path from a given
state of a TS ◦ F -coalgebra (similar to that in [Cıˆr11]), as well as a notion of path fragment
from a given state.
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Definition 4.2 (Path, path fragment). Let C be a set (of states). A path is an element
of the final C × F -coalgebra (ZC , ζC), while a path fragment is an element of the initial
C × (1 + F )-algebra (IC , ιC).
Thus, a path pi is given by a possibly infinite tree, with each node annotated by a pair
(c, λ) with c ∈ C and λ ∈ Λ, and having ar(λ) immediate sub-trees. The only leaf nodes
in such a tree are of the form (c, λ) with ar(λ) = 0. As ιC : C × (1 + FIC) → IC is an
isomorphism, a path fragment is given by a finite-depth tree, with non-leaf nodes similar to
those in a path but with an additional type of leaf node, namely one annotated by elements
of C only.
Definition 4.3. A path fragment q is said to be a prefix of a path p if
(1) pi1(ι
−1
C (q)) = pi1(ζC(p)),
(2) if pi2(ι
−1
C (q)) = ι2(ιλ(q1, . . . , qar(λ))) for some λ ∈ Λ, then pi2(ζC(p)) = ιλ(p1, . . . , par(λ)),
and qi is a prefix of pi for i ∈ {1, . . . , ar(λ)}.
We write pref(p) for the set {q | q is a prefix of p}. Two path fragments are said to be
compatible if they are both prefixes of some other path fragment.
That is, q is a prefix of p if and only if q viewed as a finite tree is a prefix of p viewed
as a possibly infinite tree. One can define when a path fragment is a prefix of another path
fragment in a similar way.
Definition 4.4. Let (C, γ) be a TS ◦ F -coalgebra. A path from c ∈ C in (C, γ) is a path
p ∈ ZC such that
(1) pi1(ζC(p)) = c,
(2) If pi2(ζC(p)) = ιλ(p1, . . . , par(λ)) and pi1(ζC(pi)) = ci for i ∈ {1, . . . , ar(λ)}, then γ(c)(ιλ(c1, . . . , car(λ))) 6=
0 and pi is a path from ci in (C, γ), for i ∈ {1, . . . , ar(λ)}.
A path fragment from c ∈ C in (C, γ) is an element q of the initial C × (1 + F )-algebra
(IC , ιC) such that
(3) pi1(ι
−1
C (q)) = c,
(4) If pi2(ι
−1
C (q)) = ι2(ιλ(q1, . . . , qar(λ))) and pi1(ι
−1
C (qi)) = ci for i ∈ {1, . . . , ar(λ)}, then
γ(c)(ιλ(c1, . . . , car(λ))) 6= 0 and qi is a path fragment from ci in (C, γ), for i ∈ {1, . . . , ar(λ)}.
The set of all paths from c ∈ C in (C, γ) is denoted by Pathsc. (For simplicity of notation,
we leave out the dependency on γ.) We write JqKγ for the set {p ∈ Pathsc | q ∈ pref(p)} of
paths from c in (C, γ) with initial fragment q.
Conditions (2) and (4) of Definition 4.4 therefore require that the weights associated
to transitions specified by paths in (C, γ), respectively path fragments in (C, γ) are not 0.
We now define measurable subsets of paths from a state of a TS ◦ F -coalgebra (C, γ),
and show that they form a σ-algebra. We subsequently show how to define an S-valued
measure on these sets, using the weights associated to transitions in (C, γ).
Definition 4.5. For a TS ◦ F -coalgebra (C, γ) and c ∈ C, the set Mc ⊆ PPathsc of
measurable sets of paths from c is the least subset of PPathsc such that:
(1) Pathsc ∈Mc,
(2) If q is a path fragment from c in (C, γ) with root (c, λ) and immediate leaves c1, . . . , car(λ)
4,
and if P1, . . . , Par(λ) are measurable sets of paths from c1, . . . , car(λ) respectively, then
4Thus, q is a finite tree of depth 1.
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the set of paths obtained by replacing each leaf node ci by one of the paths in Pi, for
i ∈ {1, . . . , n}, denoted by q[P1/c1, . . . , Par(λ)/car(λ)], is measurable,
(3) If I is a finite set and Pi ∈ Mc with i ∈ I are pairwise disjoint sets of paths, then∐
i∈I
Pi ∈ Mc; in particular, ∅ ∈ Mc,
(4) If Pi ∈ Mc with i ∈ ω is s.t. Pi ⊆ Pi+1 for i ∈ ω, then
⋃
i∈ω
Pi ∈Mc,
(5) If Pi ∈ Mc with i ∈ ω is s.t. Pi ⊇ Pi+1 for i ∈ ω, then
⋂
i∈ω
Pi ∈Mc.
We note that the above definition could have alternatively been given in terms of
cylinder sets (sets of paths with a given prefix), as it is standardly done in the context of
probabilistic systems (see e.g. [BK08, Chapter 10]). We prefer the above formulation as
it mirrors the structure of our logics (which, in particular, contain fixpoints but do not
contain negations). Yet, with this formulation, we must now show that the sets Mc with
c ∈ C carry a σ-algebra structure. For this, we prove that they form Dynkin systems and
moreover, are closed under intersections.
Definition 4.6 ([Bau01]). A collection D of subsets of a set Ω is called a Dynkin system if
• Ω ∈ D,
• D is closed under taking complements,
• D is closed under taking countable unions of pairwise disjoint sets.
Proposition 4.7 ([Bau01]). A Dynkin system is a σ-algebra if and only if it is closed under
intersections.
Proposition 4.8. The sets Mc ⊆ PPathsc with c ∈ C are Dynkin systems and are, more-
over, closed under intersections.
Proof. By definition, Pathsc ∈ Mc. Also, closure of Mc under countable unions of pairwise
disjoint sets follows immediately from the closure under finite unions of pairwise disjoint
sets and the closure under countable directed unions. It remains to show that the sets
Mc with c ∈ C are closed under complements and intersections. For this, we observe that
the sets Mc can equivalently be obtained by closing {∅,Pathsc} first under prefixing with
path fragments and finite unions of pairwise disjoint sets, resulting in sets M0c for c ∈ C,
and then closing the sets M0c with c ∈ C under countable directed unions and countable
co-directed intersections. This is because (i) the sets M0c are, by definition, closed under
prefixing with path fragments and under finite unions of pairwise-disjoint sets, and (ii)
closing under directed unions and co-directed intersections, as required by Definition 4.5,
preserves closure under prefixing with path fragments and under finite unions of pairwise
disjoint sets. (The second statement follows from the distributivity in each argument of
prefixing with path fragments over both directed unions and co-directed intersections, and
from the distributivity of finite unions over both countable directed unions and countable
co-directed intersections.)
Now to show that the sets Mc with c ∈ C are closed under finite intersections and
complements (w.r.t. Pathsc!), we first prove that the setsM
0
c with c ∈ C have this property.
For this, we note that any element of M0c can be written as a finite (including empty)
disjoint union of subsets of the form [q][Pathsc1/c1, . . . ,Pathscn/cn] with q a path fragment
with leaves c1, . . . , cn – this is because prefixing with path fragments distributes over finite
disjoint unions in each argument.
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(1) For closure ofM0c under intersections, note first that if qi is a path fragment with initial
state c and leaves labelled by ci1, . . . , c
i
ni , for i ∈ {1, 2}, then q1[Pathsc11/c
1
1, . . . ,Pathsc1n1
/c1n1 ]∩
q2[Pathsc21/c
2
1, . . . ,Pathsc2n2
/c2n2 ] is either ∅ ∈ M
0
c , if q1 and q2 are not compatible, or
of the form q[Pathsc1/c1, . . . ,Pathscn/cn] with q the smallest path fragment which q1
and q2 are both prefixes of. Now recall that elements of M
0
c are finite disjoint unions
of subsets of the form q[Pathsc1/c1, . . . ,Pathscn/cn]. Since intersection distributes over
disjoint union, it follows that a finite intersection of disjoint unions of subsets of the
above form is itself a disjoint union of subsets of the same form. This concludes the
proof of the fact that M0c is closed under intersections.
(2) For closure on M0c under complements (w.r.t. Pathsc), note first that if q is a path frag-
ment with initial state c and leaves labelled by c1, . . . , cn, then q[Pathsc1/c1, . . . ,Pathscn/cn]
is given by
∐
ρ∈ΠJρKγ with Π a finite set of pairwise-disjoint path fragments from c, each
of them also disjoint from q, such that JqKγ ∪
⋃
ρ∈ΠJρKγ = Pathsc. (Such a set Π can be
obtained by enumerating all path fragments from c with depth at most the depth of q
in a breadth-first fashion – this results in a finite set of path fragments, given the finite
branching imposed by the use of TS , and selecting those that are disjoint from q and from
any of the already selected path fragments.) As a result, q[Pathsc1/c1, . . . ,Pathscn/cn]
belongs to M0c . Then, the complement of a finite disjoint union of subsets of the form
q[P1/c1, . . . , Pn/cn] is a finite intersection of subsets that belong to M
0
c . Since by item
(1) aboveM0c is closed under finite intersections, closure under complements also follows.
Finally, since M0c is closed under complements, and since complements of directed unions
(co-directed intersections) are co-directed intersections (resp. directed unions) of comple-
ments, it follows that Mc itself is closed under complements. Moreover, sinceM
0
c is closed
under intersections, and since intersections distribute over both directed unions and co-
directed intersections, it follows that Mc is also closed under intersections. This concludes
the proof.
Corollary 4.9. The sets Mc ⊆ PPathsc with c ∈ C are σ-algebras.
Any TS ◦F -coalgebra then induces an S-valued measure on the measurable sets of paths
from a given state c ∈ C.
Definition 4.10 (Induced measure). Let (C, γ) be a TS ◦ F -coalgebra. For c ∈ C, the
induced measure µγ :Mc → S is given inductively by
(1) µγ(Pathsc) = extγ(c) (the ν-extent of Definition 2.26),
(2) If q is a path fragment from c in (C, γ) with root (c, λ) and immediate leaves c1, . . . , car(λ),
and if P1, . . . , Par(λ) are measurable sets of paths from c1, . . . , car(λ) respectively, then
µγ(q[P1/c1, . . . , Par(λ)/car(λ)]) = γ(c)(ιλ(c1, . . . , car(λ))) • µγ(P1) • . . . • µγ(Par(λ))
(3) If I is a finite set and Pi ∈ Mc with i ∈ I are pairwise disjoint, then µγ(
∐
i∈I
Pi) =∑
i∈I
µγ(Pi); in particular, µγ(∅) = 0,
(4) If Pi ∈ Mc with i ∈ ω is s.t. Pi ⊆ Pi+1 for i ∈ ω, then µγ(
⋃
i∈ω
Pi) = supi∈ω µγ(Pi),
(5) If Pi ∈ Mc with i ∈ ω is s.t. Pi ⊇ Pi+1 for i ∈ ω, then µγ(
⋂
i∈ω
Pi) = inf i∈ω µγ(Pi).
To see that µγ is indeed a measure, note that µγ(∅) = 0, and that countable additivity of
µγ follows from its finite additivity (by (3) above) together with its definition on countable
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directed unions ((4) above). Note that, to formulate countable additivity of µ, the binary
semiring sum has to be extended to a countable sum, by defining +i∈ωsi as the limit of the
increasing chain (s0 + . . . + si)i∈ω.
We now observe that (ZC , pi2 ◦ ζC) is an F -coalgebra, and therefore there is a standard
notion of satisfaction of formulas in µL0Λ by states of this coalgebra, i.e. by paths in C (see
Section 2.6). In particular, under this standard semantics, any state of any F -coalgebra
satisfies the formula ⊤ := νx.◦x. We are finally ready to define a path-based semantics for
the logic µL0Λ.
Definition 4.11 (Path-based semantics for µL0Λ). Let (C, γ) be a TS ◦ F -coalgebra. The
path-based semantics LϕMγ ∈ SC of a formula ϕ ∈ µL0Λ in (C, γ) is given by µγ(Pathsc(ϕ)),
where Pathsc(ϕ) = {z ∈ Pathsc | z |=pi2◦ζC ϕ}.
Remark 4.12. When S = ([0, 1],+, 0, ∗, 1), our semantics is similar to the probabilistic
semantics of LTL, which also involves defining a σ-algebra structure on the set of maximal
paths from a given state [BK08, Chapter 10]. However, differently from probabilistic sys-
tems, the definition of the measure induced by a TS ◦F -coalgebra has a coinductive flavour,
given our use of ν-extents to interpret ⊤. Assuming that the sum of probabilities of outgo-
ing transitions from each state is 1, our definition of the induced measure is equivalent to
the standard one, which only takes into account the probabilities of transitions that match
a given path fragment q, as in this case the ν-extent of each state equals 1. However, when
the above condition is not satisfied, or when S is the tropical semiring, our definition takes
into account not just the weights of transitions that match q, but also the future linear
time behaviour (ν-extent) of the states annotating the leaves of q. This is natural, given
our emphasis on maximal (rather than finite) traces. Finally, as expected, when S is the
boolean semiring, the measure of Definition 4.10 associates a non-zero value to a measurable
set of paths precisely when the set in question is non-empty.
Definition 4.11 thus generalises existing path-based semantics for non-deterministic and
probabilistic systems. The rest of this section is dedicated to showing the correctness of
this definition, by proving that the set Pathsc(ϕ) is indeed measurable for each ϕ ∈ µL
0
Λ
and c ∈ C. (Here, our choice for presenting the σ-algebra structure on Pathsc will pay off.)
To this end, we associate sets of paths not just to formulas in µL0Λ, but also to formulas
in µL0,VΛ with V a set of variables and V : V → {0, 1}
ZC a valuation. (As before, (ZC , ζC)
denotes the final C × F -coalgebra.) Then we show that, under certain assumptions on V ,
those sets of paths are measurable. This, in turn, yields measurability of Pathsc(ϕ). Our
proof makes use of the concept of fixpoint nesting depth of a formula in µLVΛ.
Definition 4.13. The fixpoint nesting depth of a formula ϕ ∈ µLVΛ, denoted fnd(ϕ), is
defined by induction on the structure of ϕ:
• If ϕ = ⊥ or ϕ = ⊤ or ϕ = x with x ∈ V, then fnd(ϕ) = 0.
• If ϕ = λ(ϕ1, . . . , ϕar(λ)) or ϕ =
∑
i∈I ci • ϕi, then fnd(ϕ) = max{fnd(ϕi) | i ∈ I}.
• If ϕ = ηx.ϕx, then fnd(ϕ) = fnd(ϕx) + 1.
For d ∈ ω, we write µLV ,dΛ for the fragment of µL
V
Λ containing formulas of nesting depth d.
We now fix a TS ◦ F -coalgebra (C, γ). For c ∈ C and V : V → {0, 1}
ZC , we let
PathsVc (ϕ) := {z ∈ Pathsc | z |=
V
(ZC ,pi2◦ζC)
ϕ}. Here, |=V(ZC ,pi2◦ζC)⊆ ZC × µL
0,V
Λ denotes the
standard notion of satisfaction of fixpoint formulas over V by states of F -coalgebras. For
conciseness, in what follows we write ζ ′C : ZC → FZC for pi2 ◦ ζC .
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Proposition 4.14. For a TS ◦ F -coalgebra (C, γ), c ∈ C and ϕ ∈ µL
0
Λ, the set Paths
∅
c(ϕ)
is measurable.
Proof. We prove by induction on fnd(ϕ) that for ϕ ∈ µL0,VΛ and V : V → {0, 1}
ZC such that
the set PathsVc (x) = {z ∈ ZC | V (x)(z) = 1} is measurable for x ∈ V, the set Paths
V
c (ϕ) is
also measurable.
(1) fnd(ϕ) = 0. We prove the statement by structural induction on ϕ:
(a) ϕ = ⊥. In this case PathsVc (ϕ) = ∅ ∈ Mc.
(b) ϕ = ⊤. In this case PathsVc (ϕ) = Pathsc ∈ Mc.
(c) ϕ = x ∈ V. In this case the statement follows from the assumption on V .
(d) ϕ = [λ](ϕ1, . . . , ϕar(λ)) with Paths
V
ci(ϕi) measurable for each ci ∈ C and each i ∈
{1, . . . , ar(λ)}. In this case the statement is immediate, as PathsVc ([λ](ϕ1, . . . , ϕar(λ)))
is given by the disjoint union⋃
γ(c)(ιλ(c1,...,car(λ)))6=0
(c, λ)(c1, . . . , car(λ))[Paths
V
c1(ϕ1)/c1, . . . ,Paths
V
car(λ)
(ϕar(λ))/car(λ)]
Here, (c, λ)(c1, . . . , car(λ)) is the path fragment with root (c, λ) and immediate leaves
c1, . . . , car(λ). Pairwise-disjointness of these sets of paths follows from the fact that
paths in different sets differ in the target states of their initial transitions.
(2) fnd(ϕ) > 0. As for case (1), we prove the statement by structural induction on ϕ, with
four similar sub-cases treated in exactly the same way, but with two additional base
cases, considered bellow:
(e) ϕ = µx.ϕx. In this case, it follows from the continuity of the operator used to
define Jµx.ϕxKVζ′
C
that
PathsVc (ϕ) =
⋃
i∈ω
Paths
V ∪{x 7→Jϕ
(i)
x KV
ζ′
C
}
c (ϕx)
where ϕ
(0)
x = ⊥ and ϕ
(i+1)
x = ϕx[ϕ
(i)
x /x] for i ∈ ω. Note that, at this point,
we cannot immediately use the induction hypothesis, since in general fnd(ϕ
(i)
x ) 6<
fnd(ϕ) – take, for instance, ϕ := µx.νy.([a](x) ⊔ [b]y), for which fnd(ϕ
(2)
x ) = 2. We
proceed in the following way: we prove by induction on i ∈ ω that Jϕ(i)x KVζ′
C
is
measurable and Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (ϕx) is measurable.
(i) i = 0. In this case, ϕ
(i)
x = ⊥ and hence Jϕ(i)x KVζ′
C
= ∅ is measurable. Also,
Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (x) = Paths
V ∪{x 7→λz.0}
c (x) = ∅ is measurable. Then, since
fnd(ϕx) = fnd(ϕ) − 1, and since Paths
V ∪{x 7→Jϕ
(i)
x KV
ζ′
C
}
c (y) is measurable (as it
coincides with PathsVc (y)) for y ∈ V, it follows by the induction hypothesis
that Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (ϕx) is also measurable.
(ii) Assume that Jϕ(i)x KVζ′
C
is measurable, and Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (ϕx) is measur-
able. As ϕ
(i+1)
x = ϕx[ϕ
(i)
x /x], these assumptions trivially yield Jϕ(i+1)x KVζ′
C
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measurable, and therefore Paths
V ∪{x 7→Jϕ
(i+1)
x K
V
ζ′
C
}
c (x) is measurable (since it
coincides with Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (ϕx)). Then, since fnd(ϕx) = fnd(ϕ)−1, it
follows by the induction hypothesis as before that Paths
V ∪{x 7→Jϕ
(i+1)
x K
V
ζ′
C
}
c (ϕx)
is itself measurable.
Now since each of Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (ϕx), with i ∈ ω, is measurable, and more-
over, Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (ϕx) ⊆ Paths
V ∪{x 7→Jϕ
(i+1)
x K
V
ζ′
C
}
c (ϕx) for i ∈ ω, it follows that
PathsVc (ϕ) =
⋃
i∈ω
Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (ϕx) is itself measurable.
(f) ϕ = νx.ϕx. Again, by the continuity of the operator used to define Jνx.ϕxKVζ′
C
,
PathsVc (ϕ) =
⋂
i∈ω
Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (ϕx), where ϕ
(0)
x = ⊤ and ϕ
(i+1)
x = ϕx[ϕ
(i)
x /x]
for i ∈ ω. The conclusion now follows similarly to the previous case.
Clearly, for ϕ ∈ µL0Λ and c ∈ C, we have Pathsc(ϕ) = Paths
∅
c(ϕ), where ∅ : ∅ → {0, 1}
ZC
is the unique (empty) valuation. Since by Proposition 4.14, Paths∅c(ϕ) is measurable, so is
Pathsc(ϕ).
5. Equivalence of the Two Semantics
This section is dedicated to showing that the step-wise semantics and the path-based se-
mantics for µL0Λ coincide.
Theorem 5.1. The step-wise semantics for µL0Λ (Definition 3.2) and the path-based se-
mantics for µL0Λ (Definition 4.11) coincide. That is, given a TS ◦ F -coalgebra (C, γ) and
ϕ ∈ µL0Λ, JϕKγ = LϕMγ .
Proof. For ϕ ∈ µLVΛ and V : V → {0, 1}
ZC such that PathsVc (x) is measurable for x ∈ V, we
write LϕMVγ for µγ(PathsVc (ϕ)). (Recall that, by the proof of Proposition 4.14, PathsVc (ϕ) is
measurable.) We now prove a more general statement, namely that JϕKV˜γ = LϕMVγ for each
ϕ ∈ µL0,VΛ and each V : V → {0, 1}
ZC such that PathsVc (x) is measurable for c ∈ C and
x ∈ V, where V˜ : V → SC is given by V˜ (x)(c) = µγ(Paths
V
c (x)). For this, we again use
induction on the fixpoint nesting depth of ϕ.
(1) fnd(ϕ) = 0. We prove the statement by structural induction on ϕ:
(a) ϕ = ⊥. Then:
L⊥MVγ (c) = (by definition of L MVγ )
µγ(Paths
V
c (⊥)) = (by Paths
V
c (⊥) = ∅ and definition of µγ)
0 = (by step-wise semantics of ⊥)
J⊥KV˜γ (c)
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(b) ϕ = ⊤. Then:
L⊤MVγ (c) = (by definition of L MVγ )
µγ(Paths
V
c (⊤)) = (by Paths
V
c (⊤) = Pathsc and definition of µγ)
extγ(c) = (by step-wise semantics of ⊤)
J⊤KV˜γ (c)
(c) ϕ = x ∈ V. In this case we have:
LxMVγ (c) = (by definition of L MVγ )
µγ(Paths
V
c (x)) = (by definition of V˜ )
V˜ (x)(c) = (by step-wise semantics of x)
JxKV˜γ (c)
(d) ϕ = [λ](ϕ1, . . . , ϕar(λ)). In this case we have:
L[λ](ϕ1, . . . , ϕar(λ))MVγ (c) =
(by definition of L MVγ )
µγ(Paths
V
c ([λ](ϕ1, . . . , ϕar(λ)))) =
(by definition of PathsVc ([λ](ϕ1, . . . , ϕar(λ))))
µγ(
⋃
γ(c)(ιλ(c1,...,car(λ)))6=0
(c, λ)(c1, . . . , car(λ))[Paths
V
ci(ϕi)/ci]) =
(by definition of µγ)∑
γ(c)(ιλ(c1,...,car(λ)))6=0
γ(c)(ιλ(c1, . . . , car(λ))) • (•i∈{1,...ar(λ)}µγ(Paths
V
ci(ϕi))) =
(by the induction hypothesis)∑
γ(c)(ιλ(c1,...,car(λ)))6=0
γ(c)(ιλ(c1, . . . , car(λ))) • Jϕ1KV˜γ • . . . • Jϕar(λ)KV˜γ =
(by definition of ext and JλK)
γ∗(extFC(JλKC(Jϕ1KV˜γ , . . . , Jϕar(λ)KV˜γ )))(c) =
(by step-wise semantics of [λ](ϕ1, . . . , ϕar(λ)))
J[λ](ϕ1, . . . , ϕar(λ))KV˜γ (c)
(2) fnd(ϕ) > 0. Again, we prove the statement by structural induction on ϕ, with similar
sub-cases as in case (1), and with two additional base cases:
(e) ϕ = µx.ϕx ∈ µL
V
Λ. By the induction hypothesis, we have LϕxMVγ = JϕxKV˜γ for each
V : V ∪ {x} → {0, 1}ZC such that the set PathsVc (y) is measurable for each c ∈ C
and y ∈ V ∪{x}, with V˜ : V ∪{x} → SC given by V˜ (y)(c) = µγ(Paths
V
c (y)). Then,
for V : V → {0, 1}ZC s.t. PathsVc (y) is measurable for each c ∈ C and y ∈ V, and
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V˜ : V → SC given by V˜ (y)(c) = µγ(Paths
V
c (y)) for y ∈ V and c ∈ C, we have:
Lµx.ϕxMVγ (c) =
(by definition of L MVγ )
µγ(Paths
V
c (µx.ϕx)) =
(by continuity of the operator used to define Jµx.ϕxKVζ′
C
)
µγ(
⋃
i∈ω
Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (ϕx)) =
(by definition of µγ)
sup
i∈ω
µγ(Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (ϕx)) =
(by the inductive hypothesis, using fnd(ϕx) < fnd(ϕ))
sup
i∈ω
JϕxKV˜ ∪{x 7→λc.µγ(Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (x))}
γ (c) =
(by Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (x) = Paths
V
c (ϕ
(i)
x ))
sup
i∈ω
JϕxKV˜ ∪{x 7→λc.µγ(Paths
V
c (ϕ
(i)
x ))}
γ (c) =
(see below)
sup
i∈ω
JϕxKV˜ ∪{x 7→Jϕ
(i)
x K
V˜
γ }
γ (c) =
(by step-wise semantics of µx.ϕx)
Jµx.ϕxKV˜γ (c)
For the equality which makes use of the inductive hypothesis above, note that,
by the proof of Proposition 4.14 (the case when ϕ = µx.ϕx), Jϕ(i)x KVζ′
C
is measur-
able. For the last but one equality above, note that, as in the proof of Proposi-
tion 4.14, we again cannot make direct use of the inductive hypothesis, since in
general fnd(ϕ
(i)
x ) < fnd(ϕ) does not hold. Thus, we need to appeal once more to an
inductive proof, to show µγ(Paths
V
c (ϕ
(i)
x )) = Jϕ(i)x KV˜γ (c) for i = 0, 1, . . . and c ∈ C.
This follows below.
(i) i = 0. In this case, ϕ
(i)
x = ⊥ and the statement is immediate.
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(ii) Assume that µγ(Paths
V
c (ϕ
(i)
x )) = Jϕ(i)x KV˜γ (c). We then have:
µγ(Paths
V
c (ϕ
(i+1)
x )) = (by the definition of ϕ
(i+1)
x )
µγ(Paths
V
c (ϕx[ϕ
(i)
x /x])) = (by the proof of Proposition 4.14)
µγ(Paths
V ∪{x 7→Jϕ
(i)
x K
V
ζ′
C
}
c (ϕx)) = (by the outer inductive hypothesis, using fnd(ϕx) < fnd(ϕ)))
JϕxK
V ∪{x 7→Jϕ
(i)
x KV
ζ′
C
}
:
γ (c) = (by the definition of V ∪ {x 7→ Jϕ(i)x KVζ′
C
}
:
)
JϕxKV˜ ∪{x 7→λc.µγ(Paths
V
c (ϕ
(i)
x ))
γ (c) = (by the inner inductive hypothesis)
JϕxKV˜ ∪{x 7→Jϕ
(i)
x K
V˜
γ
γ (c) = (by the definition of ϕ
(i+1)
x )
Jϕ(i+1)x KV˜γ (c)
This concludes the inner induction proof, and also the proof in the case ϕ = µx.ϕx.
(f) ϕ = νx.ϕx with ϕx ∈ µL
V
Λ. This case is similar to the previous one.
6. A Semantic Characterisation of Logical Equivalence
We now introduce notions of linear time behaviour of a state in a TS ◦ F -coalgebra, and
linear time equivalence between states in TS ◦ F -coalgebras. We subsequently show the
latter to be the semantic counterpart of the notion of logical equivalence induced by the
logics in Section 3. We also study the relationship between linear time equivalence and the
notion of maximal trace equivalence of [Cıˆr17], and show that they do not always coincide.
The notion of trace fragment, defined next, plays a key role in our development.
Definition 6.1 (Trace fragment). A trace fragment is an element of the initial 1+F -algebra
(B, β).
We think of the one-element set 1 above as {⊤}. The notion of trace fragment thus
covers both (completed) finite traces and incomplete traces. We immediately note that
trace fragments directly correspond to modal formulas in our logic. The notion of linear
time behaviour exploits the fact that β : 1 + FB → B is an isomorphism.
Definition 6.2 (Linear time behaviour). The linear time behaviour of a TS ◦ F -coalgebra
(C, γ), denoted ltγ : C ×B → S, is the greatest fixpoint of the operator on RelC,B given by
RelC,B
Rel(F )
// RelFC,FB
ETS // RelT(FC),FB
(γ×idFB)
∗
// RelC,FB
[extγ , ]◦i
// RelC,1+FB
(idC×β)
∗
// RelC,B
where extγ is the ν-extent of Definition 2.26, and where i : C× (1+FB)→ C×1+C×FB
is the isomorphism arising from the distributivity of products over coproducts.
Thus, the notion of linear time behaviour assigns values in S to pairs consisting of a
state in a TS ◦ F -coalgebra and a trace fragment. The operator in Definition 6.2 is similar
to the one used to define finite trace behaviour (Definition 2.23), while taking into account
that B also contains incomplete traces. In particular, ltγ assigns the value extγ(c) to the
pair (c, []), where we write [] = β−1(ι1(⊤)) for the empty trace fragment.
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Definition 6.3 (Logical equivalence, linear time equivalence). Two states c, d in a TS ◦ F -
coalgebra (C, γ) are logically equivalent iff JϕKγ(c) = JϕKγ(d) for all ϕ ∈ µLΛ, and linear
time equivalent iff ltγ(c, b) = ltγ(d, b) for each b ∈ B. We write ≃µLΛ ⊆ C × C for logical
equivalence, and ≃lt⊆ C × C for linear time equivalence.
Clearly, logical equivalence implies linear time equivalence: assuming c ≃µLΛ d, the fact
that ltγ(c, b) = ltδ(d, b) follows by structural induction on b, with b = [] as the base case. We
now prove that the converse also holds. Our proof relies on the continuity of the predicate
liftings JλK and ext.
Theorem 6.4. ≃lt⊆≃µL0Λ
.
Proof. Since (i) any fixpoint formula has finite fixpoint nesting depth, (ii) by Corollary 3.5,
the semantics of each fixpoint formula ηx.ϕx ∈ µL
0,V ,d
Λ with η ∈ {µ, ν} can be approximated
by an increasing (decreasing) chain of the form Jϕ(n)x KVγ with ϕ(0)x = ⊥ (resp. ϕ(0)x = ⊤)
and ϕ
(i+1)
x = ϕx[ϕ
(i)
x /x] for i ∈ ω, and finally (iii) the predicate liftings ext and JλK with
λ ∈ Λ are continuous, it follows that for a fixpoint formula ϕ ∈ µL0,dΛ , the set Pathsc(ϕ) is
obtained by taking nested, countable directed unions and countable co-directed intersections
of modal formulas built from ⊤ and ⊥, with the degree of nesting at most d – note that,
by continuity of JλK and ext, any modal operators appearing outside such directed unions
or co-directed intersections can be moved inside these unions, respectively intersections.
Now since linear-time equivalent states can not be distinguished by such modal formulas, it
follows by a straightforward induction on the fixpoint nesting depth of a formula that linear-
time equivalent states cannot be distinguished by fixpoint formulas either. This concludes
the proof.
Corollary 6.5. ≃lt=≃µL0Λ.
Next, we show that linear time equivalence (Definition 6.2) implies maximal trace equiv-
alence (Definition 2.22), and also that the converse does not hold for an arbitrary choice of
semiring monad TS .
Proposition 6.6. Let (C, γ) be a TS ◦ F -coalgebra. Also, for z ∈ Z, let Pathsc(z) =
{p ∈ Pathsc | !pi2◦ζC (p) = z}, where !pi2◦ζC : (ZC , pi2 ◦ ζC) → (Z, ζ) is the unique F -
coalgebra homomorphism into the final F -coalgebra (Z, ζ). Then, Pathsc(z) is measurable
and µγ(Pathsc(z)) = trγ(c, z), for c ∈ C and z ∈ Z.
Proof. First, to show that Pathsc(z) is measurable, we observe that Pathsc(z) coincides with
the co-directed intersection
⋂
n∈ω
Pathsc(zn), where:
• zn ∈ F
n1 is the truncation of the maximal trace z to a trace fragment of depth n: writing
(pn : Z → F
n1)n∈ω for the limiting cone that defines the carrier of the final F -coalgebra
(recall that F is a polynomial functor), we have zn = pn(z),
• Pathsc(zn) = {p ∈ Pathsc | pn(!pi2◦ζC (p)) = zn}.
By Definition 4.2 we have: Pathsc(zn) =
⋃
z′∈Z, pn(z′)=zn
Pathsc(z
′) for n ∈ ω; then, by
definition of Pathsc(zn) together with the fact that pn+1(z
′) = zn+1 implies pn(z
′) = zn,
we have Pathsc(z0) ⊇ Pathsc(z1) ⊇ . . . and
⋂
n∈ω Pathsc(zn) = Pathsc(z). Since each of
Pathsc(zn) with n ∈ ω is measurable (as each zn corresponds to a modal formula of µL
0
Λ),
so is Pathsc(z).
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We now write ltnγ : C×F
n1→ S for the restriction of ltγ : C×B → S to F
n1. An easy
induction on n ∈ ω then shows that ltnγ (c, zn) = µγ(Pathsc(zn)). Also, we let tr
n
γ : C×Z → S
be defined inductively by
• tr0γ = ⊤,
• trn+1γ = O(tr
n
γ ) for n ∈ Ω, with the operator O on RelC,Z as in Definition 2.22.
The direction µγ(Pathsc(z)) ⊑ trγ(c, z) now follows from the following observations:
(1) µγ(Pathsc(z)) = µγ(
⋂
n∈ω
Pathsc(zn)) = infn∈ω µγ(Pathsc(zn)) = infn∈ω lt
n
γ (c, zn),
(2) ltnγ (c, zn) ⊑ tr
n
γ (c, z) for n ∈ ω – this follows by an easy induction on n,
(3) infn∈ω tr
n
γ (c, z) = trγ(c, z) – this follows from the continuity of the operator O.
Finally, the direction trγ(c, z) ⊑ µγ(Pathsc(z)) follows from trγ(c, z) ⊑ lt
n
γ (c, zn) for all
n ∈ ω (proved again by induction on n) together with observation (1) above.
Theorem 6.7. Let (C, γ) be a TS ◦ F -coalgebra. Then, ≃lt implies ≃tr.
Proof. Let c, d ∈ C be such that c ≃lt d. Then ltγ(c, zn) = ltγ(d, zn) for all zn ∈ F
n1 ⊆ B
and all n ∈ ω. That is, ltnγ (c, zn) = lt
n
γ (d, zn) for all zn ∈ F
n1 and all n ∈ ω. We then have:
trγ(c, z) = (by Proposition 6.6)
µγ(Pathsc(z)) = (by (1) above)
inf
n∈ω
ltnγ (c, zn) = (see above)
inf
n∈ω
ltnγ (d, zn) = (by (1) above)
µγ(Pathsd(z)) = (by Proposition 6.6)
trδ(d, z)
Remark 6.8. The converse implication does not hold in general, that is, trace equivalent
states in TS ◦ F -coalgebras are not necessarily linear-time equivalent. To see this, take
S = ([0, 1],+, 0, ∗, 1) and consider the following TS ◦ (A× Id)-coalgebra (C, γ):
x
1
2
,a
** y
1
2
,c
jj
1
2
,bee u
1
4
,a
)) v
1
2
,c
jj
1
2
,bee
Clearly, trγ(x, z) = trγ(u, z) = 0 for all z ∈ A
ω. Yet, ltγ(x, a⊤) =
1
2 6=
1
4 = ltγ(u, a⊤). The
reason for the above is that maximal trace semantics, while obtained as the infimum of
(trnγ : C × Z → S)n∈ω, does not contain enough information to recover each of lt
n
γ (c, zn), at
least not in the probabilistic case. (For the other semirings considered in this paper, this is
not an issue.)
7. A Generalisation: Logics with Offsetting
The logics described in Section 3 are interpreted over coalgebras of type TS ◦F . As it stands,
these logics are only mildly interesting from a practical perspective when the semiring S
is instantiated to the tropical semiring or one of its bounded variants (see Example 2.5):
without resource replenishment captured in the model, infinitely running computations will
incur infinite costs, and the interpretation of most/all formulas will be ∞ (the unit of the
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semiring sum). (We note that this is less of a problem in the case of the probabilistic semir-
ing, where the semantics of formulas ϕ ∈ µL0Λ amalgamates the likelihoods of exhibiting ϕ
across all the different branches from a given state.) To address this issue, in this section
we present a generalisation of the logics in Section 3 to coalgebras of type S × (TS ◦ F ),
where the first component of the coalgebra structure provides a quantity which is used to
offset the value associated to future computations. In the case of the tropical semiring, this
models the resources being made available when visiting each state. We argue that this
generalisation increases the practical appeal of the logics when it comes to resource-aware
systems, and show that the results in Sections 4 and 5 generalise smoothly to the new logics.
We begin by noting that incorporating this type of offsetting (e.g. resource replen-
ishment in the case of the tropical semiring) directly into the semiring S would require
allowing negative costs; this would, in turn, lead to technical difficulties caused by the lack
of monotonicity of the operators used to interpret fixpoint formulas. Modelling resource
replenishment as part of the linear behaviour is equally undesirable, as this would alter the
associated notion of trace. Instead, our solution below requires only a mild generalisation
of the underlying coalgebraic type, and a natural adjustment to the semantics of the logics.
When S is the tropical semiring, our generalised coalgebraic type S× (TS ◦F ) supports
the modelling of both costs and resources: a coalgebra γ = 〈ρ, γ〉 : C → S × TSFC of
this type specifies the resources made available when visiting particular states (through the
function ρ : C → S), as well as the costs incurred on individual transitions (through the
function γ : C → TSFC). The associated generalised logics employ the same syntax as be-
fore (Definition 3.1), but a new semantics which uses ρ(c) to offset the cost of computations
originating in a state c ∈ C. The next definition makes these intuitions formal.
Definition 7.1 (Generalised step-wise semantics for µLΛ). For an S × (TS ◦ F )-coalgebra
(C, 〈ρ, γ〉) and a valuation V : V → SC , the denotation JϕKVγ ∈ SC of a formula ϕ ∈ µLVΛ
is defined inductively on the structure of ϕ, with similar clauses as those of Definition 3.2
except for the case of modal formulas, which becomes:
• J[λ](ϕ1, . . . , ϕar(λ))KVγ = 〈ρ, γ〉∗(ext′FC(JλKC(Jϕ1KVγ , . . . , Jϕar(λ)KVγ ))), where 〈ρ, γ〉∗ : SS×TSFC →
SC denotes reindexing along 〈ρ, γ〉 : C → S×TSFC, and where the generalised extension
predicate lifting ext′ : S ⇒ SS×TS is given by
ext′(p)(s, x) = ext(p)(x) s
with ext : S ⇒ STS as in Definition 3.2, and with the operation  : S × S → S given
by:
s t = inf{u | u • t ⊒ s} .
The operation  is thus a kind of inverse to the semiring multiplication. In particular,
if there exists no u such that u • t ⊒ s (as is, for example, the case when t = 0 and s 6= 0),
then s t = 1. The assumption that (S,⊑) is a complete lattice ensures that the operation
 is well defined.
Examples 7.2. (1) When S = (N∞,min,∞,+, 0), the operation  instantiates to  :
N
∞ × N∞ → N∞ given by
nm =
{
max(n−m, 0), if m 6=∞ or n 6=∞,
∞, otherwise.
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(Here, max is the standard one on natural numbers extended with infinity.) Thus, in
this case  is a kind of subtraction operation, capped below at 0 ∈ N. This indeed
captures the intuition that the first component of an S × (TS ◦ F )-coalgebra is used to
offset costs.
(2) Similarly, when S = ([0, 1],+, 0, ∗, 1), the operation  : S × S → S instantiates to a
division operation, bounded above by 1. Thus, in this case, the resulting logics can be
used to give more weight to the long term behaviour, through multiplying by a factor
greater than 1 while ensuring that the result of the multiplication stays at most 1. In
this sense, these logics are the opposite of logics with discounting [dAHM03].
(3) When S = ({0, 1},∨, 0,∧, 1),  : S × S → S instantiates simply to the first projection
(taking (s, t) to s). Thus, in this case, the information provided by ρ is irrelevant to the
semantics of the logic.
Example 7.3. Take S = (N∞,min,∞,+, 0) and F = {∗} + {a, b} × Id, and consider the
following TS ◦ F -coalgebra:
s
1,a
!!
t
1,∗
//
0,b
bb
Then, the interpretation of the formula νx.µy.([a]x ⊔ [b]y) is ∞ in both s and t, as action
a with cost 1 needs to be observed an infinite number of times for this formula to hold.
However, viewing the above system as a coalgebra of type S × (TS ◦ F ), with the first
component of the coalgebra map taking s to 1 (that is, a resource gain of 1 is observed
every time state s is visited) and t to 0, the interpretation of νx.µy.([a]x ⊔ [b]y) now maps
both s and t to 0. Changing one more time the system to one where the resource gain of 1
is observed in state t instead of s, the interpretation of the same formula maps s to 1 (as
the resource gain in t can only be used to offset computations starting in t) and t to 0.
The rest of this section explains how the path-based semantics in Section 4 extends to
the new logics, and why the equivalence result between the two semantics (Theorem 5.1)
and the semantic characterisation of logical equivalence (Corollary 6.5) generalise to this
new setting. As expected, the key reason for these results carrying over is the continuity of
the new extension predicate lifting ext′.
An S×(TS ◦F )-coalgebra inherits notions of (maximal) trace, trace fragment, path and
path fragment from its underlying TS◦F -coalgebra, while the definitions of (i) the extent of a
coalgebra, (ii) the measure on the sets of paths from a given state if a coalgebra, (iii) the path-
based semantics and (iv) the linear time behaviour of states generalise straightforwardly.
Definition 7.4 (Generalised extent). The ν-extent of an S × (TS ◦F )-coalgebra (C, 〈ρ, γ〉)
is the greatest fixpoint of the operator on SC taking p : C → S to the composition
C
〈ρ,γ〉
// S × TSFC
id×TSFp
// S × TSFS
id×TS(•F )
// S × TSS
id×µ1
// S × TS1 = S × S
〈pi2,pi1〉
// S × S

// S
We write ext〈ρ,γ〉 : C → S for the ν-extent of (C, 〈ρ, γ〉).
Definition 7.5 (Generalised induced measure). Let (C, 〈ρ, γ〉) be an S×(TS ◦F )-coalgebra.
For c ∈ C, the induced measure µ〈ρ,γ〉 :Mc → S is given inductively by
(1) µ〈ρ,γ〉(Pathsc) = ext〈ρ,γ〉(c) (the ν-extent of Definition 7.4),
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(2) If q is a path fragment with root (c, λ) and immediate leaves c1, . . . , car(λ), and if
P1, . . . , Par(λ) are measurable sets of paths from c1, . . . , car(λ) respectively, then
µ〈ρ,γ〉(q[P1/c1, . . . , Par(λ)/car(λ)]) =
(
γ(c)(ιλ(c1, . . . , car(λ))) • µ〈ρ,γ〉(P1) • . . . • µ〈ρ,γ〉(Par(λ))
) ρ(c),
(3) If I is a finite set and Pi ∈ Mc with i ∈ I are pairwise disjoint, then µ〈ρ,γ〉(
∐
i∈I
Pi) =∑
i∈I
µ〈ρ,γ〉(Pi); in particular, µ〈ρ,γ〉(∅) = 0,
(4) If Pi ∈ Mc with i ∈ ω is s.t. Pi ⊆ Pi+1 for i ∈ ω, then µ〈ρ,γ〉(
⋃
i∈ω
Pi) = supi∈ω µ〈ρ,γ〉(Pi),
(5) If Pi ∈ Mc with i ∈ ω is s.t. Pi ⊇ Pi+1 for i ∈ ω, then µ〈ρ,γ〉(
⋂
i∈ω
Pi) = inf i∈ω µ〈ρ,γ〉(Pi).
The argument that this definition yields a measure is exactly the same as before.
It is worth noting that an inductive definition of µγ would not give the expected result,
since offsetting would, in that case, apply only to the next step. We also note that the
operations used in the last three clauses of Definition 7.5 (namely +, sup and inf) commute
with .
Proposition 7.6. The following hold:
(1) (a c) + (b c) = (a+ b) c,
(2) supi∈ω(ai  c) = (supi∈ω ai) c, for a0 ⊑ a1 ⊑ . . .,
(3) inf i∈ω(ai  c) = (inf i∈ω ai) c, for a0 ⊒ a1 ⊒ . . ..
Proof. Straightforward, using the distributivity of • over + in S and the preservation of ⊑
by +.
Corollary 7.7. The generalised extension predicate lifting ext′ : S of Definition 7.1 is
continuous and co-continuous.
Definition 7.8 (Generalised path-based semantics for µL0Λ). Let (C, 〈ρ, γ〉) be an S×(TS ◦
F )-coalgebra. The path-based semantics LϕM〈ρ,γ〉 ∈ SC of a formula ϕ ∈ µL0Λ in (C, 〈ρ, γ〉)
is given by µ〈ρ,γ〉(Pathsc(ϕ)), where Pathsc(ϕ) is as before.
Definition 7.9 (Generalised linear time behaviour). The linear time behaviour of a TS ◦F -
coalgebra (C, γ), denoted ltγ : C×B → S, is the greatest fixpoint of the operator on RelC,B
given by
RelC,B
Rel(F )
// RelFC,FB
E′
TS // RelS×T(FC),FB
(〈ρ,γ〉×idFB)
∗
// RelC,FB
[ext′γ , ]◦i
// RelC,1+FB
(idC×β)
∗
// RelC,B
where the generalised extension lifting E′TS : Rel→ Rel takes R : X × Y → S to the relation
E′TS (R) : (S × TSX)× Y → S given by
E′TS (R)
(
(s,
∑
i∈I
cixi), y
)
=
(∑
i∈I
ci •R(xi, y)
)
 s, (7.1)
ext′γ is the ν-extent of Definition 7.4, and i : C × (1 + FB) → C × 1 + C × FB is the
isomorphism from Definition 6.2.
Compared to the operator in Definition 6.2, the above operator uses the generalised
extension lifting E′TS in place of ETS , and the generalised extent ext
′ in place of ext.
Given that the only difference between the generalised semantics and the original one
is the use of the generalised extension lifting ext′ instead of ext, and since ext′ is continuous
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and co-continuous, the earlier results on the equivalence of the path-based semantics with
the step-wise semantics (Theorem 5.1), respectively the coincidence of logical equivalence
and linear time behaviour (Corollary 6.5) extend smoothly to this generalised setting.
Theorem 7.10. The step-wise semantics of Definition 7.1 and the path-based semantics of
Definition 7.8 coincide.
Theorem 7.11. Logical equivalence of states in S×(TS◦F )-coalgebras under µL
0
Λ-formulas
coincides with linear time equivalence.
Theorem 7.10 justifies the qualificative ”linear time” also for the generalised logics.
We conclude the section by commenting on the relationship between the logics here
and logics with discounting [dAHM03]. Such logics use a discount factor (e.g. taken from
[0, 1]) to capture the idea that each additional application of an operator carries less weight.
Our use of weighted formulas achieves a similar effect (see Remark 3.12), while our use of
offsetting has the opposite effect; for example, in the case of probabilistic systems, weighted
formulas (offsetting in the models) decrease (resp. increase) the weight of future steps.
8. Conclusions and Future Work
We have described a uniform approach to defining linear time fixpoint logics for systems
that incorporate branching behaviour, and have proved the equivalence of the step-wise
semantics of these logics with an alternative path-based semantics, akin to those employed
by standard linear time logics. Our approach is uniform in the semiring S and yields
the standard path-based semantics for non-deterministic and probabilistic systems – see
Remark 4.12. While the equivalence result motivates the use of the term ”linear time” to
describe our logics, the step-wise semantics is more appealing given its direct connection to
automata over infinite structures. (We refer the reader to [CSH17] for a detailed account
of this connection, including semantics-preserving translations from formulas to automata
and back.) We have also provided a semantic characterisation of logical equivalence, using
the notion of linear time behaviour, thereby further substantiating the terminology ”linear
time”. Finally, we have showed how, by slightly varying the coalgebraic type, one obtains
logics with offsetting, to which the previously mentioned results generalise.
Future work will explore generalising the results of this paper also to coalgebras of type
F ◦ TS (as considered e.g. in [JSS15]) and beyond.
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