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Resumo 
 
Atualmente o termo “eficiência energética” é alvo de grande preocupação por uma parte, 
significativa, da comunidade ligada à computação. Uma das frações na qual se verifica tal 
preocupação é a que está ligada aos sistemas de gestão de base de dados, os sistemas que são 
usualmente responsáveis pela gestão de acessos, manipulação e organização dos dados. Com 
efeito, e tendo em vista contornar o seu elevado consumo de energia, em particular ao nível das 
instalações de centros de dados (Data Centers), tem-se assistido a um gradual aumento do 
investimento em processos de investigação e na produção de componentes de hardware e de 
software de baixo consumo energético. Um caso particular de uso dos sistemas de gestão de base 
de dados são os sistemas de data warehousing. Estes sistemas são utilizados como suporte aos 
processos de tomada de decisão, lidando, em geral, com um grande volume de dados e com 
interrogações, normalmente complexas, no seu quotidiano. Partindo da informação disponibilizada 
pelos sistemas de gestão de base de dados, nomeadamente aquela que é fornecida ao nível dos 
planos de execução das queries, pretendeu-se neste trabalho de dissertação construir um sistema 
capaz de gerar planos de consumo de energia para as queries a executar num ambiente típico de 
um sistema de data warehousing e demonstrar a sua viabilidade técnica e prática através da sua 
aplicação a um caso concreto de exploração de um sistema de data warehousing. 
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Abstract 
Nowadays, the concept of “energy efficiency“ is subject to great concern by one significant part of 
the community related to the computing. One of the aspects in which that concern is verified is on 
database management systems, systems that are usually responsible for access management, 
manipulation and organization of data. In fact, in order to avoid their high energy consumption, 
particularly at the level of installations of data centers, there has been a gradual increase in the 
investment on research processes and in the production of low energy consumption hardware and 
software components. A particular case of the use of the database management systems are the 
systems of data warehousing. These systems are used as a support the decision-making 
processes, dealing, as a rule, with large data volume and complex queries on a daily basis. 
Departing from information provided by database management systems, particularly information 
provided at the level of query execution plans, it was intended in this dissertation to build a system 
that is able to generate energy consumption plans for queries running in a typical data 
warehousing environment and demonstrate their technical and practical viability through its 
application to a particular case of exploitation of a data warehousing system. 
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Capítulo 1.  
 
Introdução 
1.1      Desempenho e consumo de energia nos SGBD 
Nos dias que correm, as ferramentas tecnológicas são um dos principais aliados do meio empresarial. 
Com o progressivo aumento de competitividade, as exigências de desempenho e poder computacional 
são cada vez maiores, razão pela qual, nos últimos anos, se tem assistido a uma grande expansão e 
criação de novos centros de dados – Data Centers. Esta expansão, aliada ao aumento do preço da 
eletricidade e a uma maior preocupação com o meio ambiente, eclodiu numa alteração clara de 
paradigma. Os administradores e gestores dos centros de dados que, nas últimas décadas, tinham 
como principal preocupação o preço de compra e o desempenho dos sistemas de hardware e de 
software, tiveram de se adaptar (e de se sensibilizar) à influência efetiva da componente energética 
envolvida regularmente nas suas atividades e processos (Kumar, 2010). 
Segundo o Institute for Energy Efficiency1, anualmente, só para alimentar os servidores mundiais são 
pagos, em média, cerca de 30 biliões de dólares. Em outras pesquisas, anteriormente realizadas 
(Rasmussen, 2012), também se demonstrou que, num centro de dados, a eletricidade consumida 
pelos servidores e sistemas de arrefecimento instalados (utilizados para remover o calor gerado pelos 
servidores), representa cerca de um terço do custo total de manutenção. Esta situação faz com que a 
                                               
1 http://iee.ucsb. edu/greenscale 
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eletricidade tome conta da segunda maior fração da fatura mensal de um centro de dados – fração 
esta que tenderá, obviamente, a aumentar nos próximos anos. Por esta razão, reduzir o consumo de 
energia destes sistemas está, hoje em dia, no topo da lista de prioridades, quer para os seus 
administradores, quer para as próprias agências governamentais. Estas últimas chegam mesmo a 
desafiar estes profissionais, bem como aos produtores de hardware e de software, a reduzir o 
consumo de energia a nível mundial. Exemplo disso é a Agência de Proteção Ambiental dos EUA (EPA) 
que, junto de várias organizações, tem procurado identificar formas de medir, documentar e 
implementar a eficiência energética, não só em instalações de centros de dados, como também nos 
vulgares equipamentos de utilização doméstica (Fanara et al., 2009). Por estas e outras razões (nas 
quais se incluem as ambientais, obviamente), em 2007 foi constituído um novo consórcio industrial - 
“GreenGrid“ - constituído por empresas e profissionais, para lidar com os aspetos da eficiência dos 
recursos dos centros de dados em todo mundo. Por forma a satisfazer tais requisitos, têm sido 
despoletados e desenvolvidos bastantes esforços no estudo de sistemas mais económicos em termos 
energéticos que, na sua grande maioria, foram orientados para a melhoria de eficiência energética em 
componentes de hardware – e.g. unidades de processamento (Lang and Patel, 2009), dispositivos de 
memória (Tolentino et al., 2009) ou controladores de rede (Gunaratne, et al., 2008). Um estudo 
efetuado por Barroso & Hölzle (2007) previu mesmo uma maior proporcionalidade energética nos 
componentes de hardware, o que significa que o consumo de energia por parte dos componentes de 
hardware será cada vez mais proporcional à sua utilização real. No entanto, no que respeita a 
sistemas de software, poucos esforços têm sido realizados no desenvolvimento de sistemas “energy-
friendly”, tendo-se apenas verificado, nos últimos anos, um aumento da investigação neste segmento 
- alguns desses trabalhos serão analisados mais em detalhe na próxima secção.  
Em geral, os servidores de base de dados são os maiores clientes de recursos computacionais dos 
centros de dados, tornando-se os Sistemas de Gestão de Base de Dados (SGBD) um dos maiores 
consumidores de energia. Um caso particular de uso destes sistemas são os sistemas de data 
warehousing, que segundo uma arquitetura bem definida, procuram armazenar a informação de uma 
organização com o objetivo de facilitar os seus processos de tomadas de decisão que envolvam os 
seus agentes de decisão. Os sistemas de data warehousing, capazes de integrar informação de uma 
ou mais fontes de dados, armazenam dados históricos e atuais que podem constituir excelentes 
fontes de informação, e que, quando devidamente explorados, podem garantir vantagens 
significativas nos segmentos de mercado em que as empresas estão inseridas. O acumular dessa 
informação histórica faz destes sistemas, elementos com uma taxa de crescimento muito elevada 
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(“duplica, em tamanho, a cada três anos”). Estas e outras características dos sistemas de data 
warehousing faz, também, com que a elaboração da resposta às consultas feitas sobre os dados que 
armazenam apresentem um elevado grau de complexidade, podendo estas consultas comprometer 
todo o processo de tomada de decisão por parte dos agentes. Posto isto, e apesar de ao longo dos 
anos, a otimização das estratégias de consulta ser amplamente estudada (Chaudhuri, 1998), 
(Stockinger et al., 2002), (Han, et al., 2011), (Gu, et al., 2010), a verdade é que, como demonstrado 
anteriormente, o bom desempenho, hoje, não é mais o único critério de qualidade. 
1.2      Trabalho relacionado 
A primeira abordagem ao consumo de energia em sistemas de base de dados foi efetuada no relatório 
Claremont (Agrawal, et al., 2009). Segundo tal relatório é muito importante idealizar-se um sistema 
de bases de dados no qual o consumo de energia é tido em conta na realização das suas tarefas. 
Após a publicação desse relatório outros artigos foram também publicados revelando e apresentando 
este mesmo tipo de preocupação. 
Em artigos como os de Meza et al. (2009) ou Abbott (2009) é notória a preocupação do consumo 
energético em sistemas que albergam data warehouses. Estes autores começaram por investigar mais 
a fundo este tipo de sistemas com o objetivo de neles encontrar efetivas formas de poupança de 
energia e recursos. Ainda em torno dos sistemas de data warehousing, Poes e Nambiar (2010) 
apresentaram uma possibilidade de benchmarking para a medição do consumo energético neste tipo 
de sistemas. Já Harizopoulos et al. (2009) procuraram consciencializar os programadores e 
utilizadores dos SGBD que os seus sistemas são ineficientes em termos energéticos. Como tal, 
apresentaram e demonstraram que existem pontos nos atuais SGBD que podem ser utilizados ou 
alterados com o intuito de reduzir o desperdício de energia. Um dos primeiros pontos apresentados 
compreende o ajuste, por partes dos administradores de base de dados, dos parâmetros de 
configuração (grau de paralelismo, quantidade de memoria temporária disponível, etc.), para que 
estes traduzam uma maior eficiência energética de todo o sistema. 
Outros dos pontos abordados pelos autores envolve o redesenho de alguns algoritmos de gestão 
utilizados por estes sistemas. Um exemplo é o caso das politicas de substituição dos dados em 
memoria central que são desenhados para evitar, em termos de latência, o acesso a dados em zonas 
de memoria mais lentas. No entanto, os diferentes níveis da hierarquia de memoria apresentam 
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diferentes custos em termos energéticos. Em Lang e Patel (2009) foram apresentadas duas técnicas 
que podem ser usadas pelos SGBD na gestão de energia. A primeira abordagem denominada por 
“Processor Voltage/Frequency Control” (PVC) caracteriza-se por recorrer ao ajuste da frequência e 
voltagem do processador. Desta forma, é possível definir diferentes modos de desempenho do 
processador e obter, segundo os autores, uma redução de 49% do consumo de energia do 
processador com um aumento de apenas 3% no tempo de resposta. A segunda técnica “Improved 
Query Energy-efficiency by Introducing Explicit Delays“ (QED) consiste na criação de uma fila de 
espera de queries que serão organizadas por forma a reduzir o consumo energético médio por query.  
Mais recentemente, Xu et al. (2010), Lang et al. (2011) e Liu et al. (2014) apresentaram uma nova 
abordagem na redução do consumo energético. Ao nível do software, procuram, dentro do conjunto 
de planos de execução criados pelo otimizador, selecionar o plano que apresenta, em geral, o menor 
consumo energético. No primeiro artigo, é ainda implementado um fator de degradação que descreve 
a relevância do consumo energético perante o desempenho, isto é, no momento da seleção do plano 
a executar são atribuídos pesos diferentes a componente energética e de desempenho de cada plano. 
Já no segundo artigo, é dada a possibilidade de estabelecer restrições que permitem definir tetos 
máximos, por exemplo, para o tempo de execução de uma query. Ainda em torno da estimativa do 
consumo energético de um plano de execução e como continuidade do trabalho anteriormente 
realizado, em (Xu et al., 2013) é visível a preocupação revelada pelos autores em encontrar 
estimativas de consumo energético com grande grau de precisão. Como tal, propõem o uso de um 
modelo de estimativa online que, dinamicamente, procura atenuar em tempo real os erros de 
estimativa que possam surgir pela alteração de estado do sistema. 
1.3      Motivação e objetivos 
A crescente problemática em torno da energia consumida pelos SGBD em grandes centros de dados 
tem levantado novas necessidades que os atuais SGBD ainda não são capazes de responder. Até à 
data, os SGBD apenas disponibilizam ferramentas e funcionalidades capazes de otimizar o 
desempenho em questões relacionadas com o espaço de armazenamento e a rapidez de resposta, 
não disponibilizando nenhuma funcionalidade em termos de consumo de energia. As ferramentas 
existentes, contudo ainda insuficientemente desenvolvidas, permitem o acesso aos planos de 
execução que o otimizador dos SGBD escolhe para produzir o resultado de uma query. Tais planos 
são, em geral, utilizados pelos administradores de base de dados (responsáveis por gerir, configurar e 
Introdução 
 
5 
monitorizar as base de dados) para recolher informação útil tanto na monitorização do sistema como 
na elaboração de queries mais eficientes, em termos de espaço e rapidez de resposta. A não 
disponibilização de dados relativos ao consumo energético dos planos elaborados pelos SGBD motivou 
a realização deste trabalho de dissertação que pretende providenciar, recorrendo a informação 
disponibilizada pelos planos de execução, um plano de consumo energético para queries realizadas 
num ambiente típico de data warehousing. Desta forma, será possível, ao administrador deste tipo de 
sistemas, analisar e otimizar o custo de uma query sobre o seu sistema em termos de desempenho e 
eficiência energética. Uma vez que se pretende atingir a maioria dos utilizadores e administradores 
destes sistemas, a ferramenta a desenvolver, não deve, de todo, estar dependente de hardware extra 
na disponibilização de tal informação. 
A disponibilização e adesão da ferramenta na comunidade de utilizadores dos SGBD poderá motivar os 
provedores de suporte a este tipo de sistemas, ao estabelecimento de regras de consumo de energia, 
que uma vez cumpridas poderão traduzir-se em benefícios ao utilizador como, por exemplo, o valor a 
pagar pelo serviço. Apesar de tudo, a principal vantagem de uma ferramenta que permita a 
otimização do consumo de energia prende-se, essencialmente, com a questão ambiental que cada vez 
mais, hoje em dia, se torna um assunto de discussão a nível mundial. 
1.4      Estrutura da dissertação 
Além do presente capítulo no qual se expôs a problemática e os objetivos desta dissertação, este 
documento foi organizado de forma a possibilitar ao leitor uma gradual e suave transição entre os dois 
principais conceitos em torno do tema desta dissertação: desempenho e consumo de energia no 
processo de obtenção de resposta às queries nos SGBD. Assim, a introdução e explicação do processo 
de otimização do desempenho de uma query é relatada no segundo capítulo. Este capítulo inicia-se 
com uma descrição, de forma geral, dos diferentes passos que o processamento de queries envolve. 
As secções que nele se seguem têm como principal objetivo descrever, mais detalhadamente, as três 
etapas que estão associadas à fase de otimização de queries. Nestas, são descritas as principais 
fórmulas de cálculo utilizadas pelos principais SGBD na avaliação dos diferentes planos de execução. 
Estes planos representam as várias estratégias utilizadas na obtenção da resposta às queries 
submetidas a este tipo de sistemas. Na secção seguinte são apresentadas as diferentes formas de 
visualização de planos que os SGBD proporcionam aos utilizadores. Sendo a última secção, deste 
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capítulo, utilizada para expor um resumo em torno do assunto abordado até ao momento - 
desempenho. 
O terceiro capítulo tem como finalidade apresentar a abordagem adotada na construção de planos de 
consumo energético. Com esse propósito, na primeira secção deste capítulo é desmistificada a ligação 
que existe entre energia, potência e tempo. Posteriormente, são descritos alguns modelos e soluções 
existentes na obtenção do consumo de energia dos diferentes componentes que compõem o sistema 
aplicacional de suporte a um SGBD. Os aspetos evidenciados nesta primeira secção foram cruciais 
para que na secção seguinte se pudesse apresentar a abordagem adotada na construção dos planos 
de consumo energético. Nesta secção é ainda apresentado um exemplo da utilidade dos planos de 
consumo energético no processo de otimização de uma query, em termos energéticos e as principais 
fontes de erros que podem influenciar as estimativas de consumo obtidas. Ao estilo do capítulo 
anterior, a última secção, apresenta um resumo do que foi abordado, agora, em torno do assunto 
consumo de energia.  
A aplicação prática desenvolvida no âmbito dos trabalhos desta dissertação, bem como a sua 
respetiva validação, materializou-se numa ferramenta de visualização de planos de consumo 
energético e da validação das estimativas produzidas. Tudo isto é abordado no capítulo quatro. Neste 
capítulo é feita, então, uma breve contextualização prática seguindo-se a descrição da ferramenta 
desenvolvida, na qual se inclui o modo de funcionamento e informação disponibilizada pela aplicação. 
Basicamente, esta primeira parte descreve o processo de desenvolvimento da ferramenta 
desenvolvida, desde a sua implementação até à explicação do seu modo de funcionamento. Na 
segunda parte deste capítulo, que compreende a validação dos resultados produzidos pela 
ferramenta, é feita uma primeira identificação do sistema de testes no qual se inclui a descrição dos 
componentes de hardware e software envolvidos e respetivo caso de estudo. Para finalizar são 
apresentados os testes realizados na validação da precisão da ferramenta e feita a sua análise. 
Em jeito de conclusão, no quinto capítulo são apresentadas algumas asserções, quer de cariz teórico 
quer prático, sobre o trabalho realizado nesta dissertação. Por fim são referidos alguns pontos de 
referência e linhas de orientação para possíveis trabalhos futuros e desenvolvimento da ferramenta 
agora construída. 
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Capítulo 2.  
 
O Processamento de Queries 
2.1      As etapas do processamento de uma Query 
O processamento de queries representa uma das atividades mais importantes de um qualquer SGBD, 
envolvendo lógicas bem definidas que permitem ao sistema responder às interrogações que são 
efetuadas sobre as bases de dados que têm sob a sua alçada. Tais interrogações são, geralmente, 
expressas em SQL, uma linguagem declarativa, que permite ao utilizador, de forma estruturada, 
realizar os mais diversos tipos de consultas, inserções, atualizações ou remoções de dados. Desta 
forma, um SGBD é capaz de satisfazer as necessidades dos utilizadores e, de forma transparente, 
providenciar os dados solicitados nas queries apresentadas por tais utilizadores. Para tal, vulgarmente, 
um SGBD realiza três tipos de tarefas essenciais (Connolly and Begg, 2010), nomeadamente: 
decomposição, otimização e execução das queries (Figura 1). 
Numa primeira fase, a instrução SQL é submetida a um processo de verificação que avalia em termos 
sintáticos e semânticos a sua correção e validade no contexto da aplicação em causa. Depois, a query 
é traduzida para uma linguagem de mais baixo nível (álgebra relacional) que servirá de referência nos 
processos subsequentes. A fase seguinte, talvez a mais importante de todo o processo de tratamento 
de uma query, uma vez que é responsável pela sua otimização, procura minimizar o uso dos recursos 
e o tempo envolvidos na resposta à query que foi solicitada (Selinger et al., 1979). Como sabemos, 
esta é uma fase crítica. De forma a puderem estabelecer uma melhor estratégia de acesso aos dados 
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(Garcia-Molina et al., 2008), os principais SGBD costumam subdividir esta fase em três novas etapas, 
nomeadamente: 
• construção de planos de execução; 
• cálculo do custo da query; 
• seleção do plano de execução ótimo. 
Estas três novas etapas serão analisadas com mais detalhe na secção seguinte. 
 
Figura 1: Ilustração das diversas fases do processamento de uma query – adaptada de (Connolly and 
Begg, 2010). 
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Contudo, desde já se salienta que um otimizador desejável é aquele que na construção de um plano 
de execução apenas inclui planos de baixo custo, sendo a sua técnica de cálculo do custo precisa. 
Mas, como se sabe, este otimizador é de difícil obtenção, uma vez que, no decorrer das suas etapas, 
necessita frequentemente de aceder a dados estatísticos sobre execuções passadas de queries que 
arrecadam, obviamente, também, novos custos. Além disso são dados de árdua manutenção. 
Por último, na terceira fase, a query é executada seguindo o plano ótimo que foi obtido na fase 
anterior e que, em geral, minimiza o uso de recursos e o tempo de resposta da consulta. 
Além da definição das fases de trabalho já referida, um SGBD necessita de definir quando é que o 
processo de compilação (decomposição e otimização) deve ser concretizado, pois este pode 
influenciar o desempenho do processamento das queries. Uma primeira abordagem consiste na 
realização destas duas fases sempre que uma query for submetida ao sistema. Esta abordagem, para 
a escolha do plano ótimo, apesar de tirar partido de informação estatística mais próxima do real, 
perde em desempenho, uma vez que a query tem que passar por todas as fases de tratamento antes 
de poder ser, realmente, executada. Alternativamente, um SGBD pode optar por uma abordagem tal 
que o processo de compilação apenas seja executado uma vez para cada query, permitindo assim um 
melhor desempenho. No entanto, o plano selecionado como ótimo, aquando da compilação da própria 
query, pode não corresponder ao plano ótimo aquando da sua execução. Desta forma, vários dos 
SGBD conhecidos adotam abordagens híbridas, nas quais as queries apenas são recompiladas quando 
o sistema detetar que as estatísticas relativas à sua execução sofreram significativas mudanças desde 
da última vez que esta foi compilada. 
2.2      Construção de planos de execução 
Os resultados de uma query sobre uma qualquer base de dados advêm do acesso, segundo uma dada 
estrutura bem definida, aos dados nela armazenados. Como na maioria dos casos as estruturas são 
complexas, o resultado de uma query pode ser obtido pela combinação de diferentes ordens de 
acesso aos dados. Cada combinação destas, que representa um dado plano de execução para uma 
query, caracteriza-se por um conjunto ordenado de operadores físicos que, quando combinados, 
permitem obter a solução da query. Este conjunto de operadores físicos é a implementação dos 
correspondentes operadores lógicos realizada pelo motor de execução. Dois exemplos de operadores 
lógicos são, nomeadamente, o operador de seleção e o operador de junção. Estes operadores são 
capazes de receber um ou mais conjuntos de dados e, respetivamente, aplicar as devidas 
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transformações produzindo um novo conjunto de dados que poderá ser considerado como entrada de 
um outro qualquer operador. De referir que, cada SGBD possui o seu próprio conjunto específico de 
operadores físicos. Alguns destes operadores são o “Sort”, o “Sequencial Scan”, o “Index Scan” e o 
“Nested-loop Join”. Tais planos podem também ser vistos como árvores de execução, nas quais os 
nodos representam operadores físicos e os ramos os fluxos de dados que transitam entre operadores. 
Normalmente, estas árvores são interpretadas de baixo para cima e da direita para a esquerda. A raiz 
da árvore representa o último passo a realizar pelo SGBD para obter a solução da consulta. Como 
resultado desta etapa, o otimizador obtém um conjunto de planos de execução para uma mesma 
query, todos eles equivalentes. Para tal, e partindo da representação em álgebra relacional produzida 
na fase anterior, o SGBD começa por recorrer a um conjunto de regras de transformação (Aho et al., 
1979) para converter esta representação noutras representações equivalentes. Alguns SGBD aplicam 
também algumas heurísticas de execução, como por exemplo as operações de seleção e de projeção 
devem ser utilizadas o mais cedo possível, permitindo, em geral, melhorar as várias estratégias de 
execução que vai construindo. De notar que estas transformações não representam, necessariamente, 
melhorias na própria estratégia de execução. Consequentemente, a maioria dos SGBD utiliza um 
módulo de cálculo de custos específico de forma a que seja possível numerar, por ordem de benefício, 
as diferentes alternativas encontradas, tanto em utilização de recursos como em tempo de resposta. 
2.3      Cálculo do custo de um plano de execução 
Nos exemplos referidos, vimos até agora que um SGBD é capaz de produzir vários planos de execução 
equivalentes para uma dada query, recorrendo aos diferentes operadores físicos que tem à sua 
disposição. Posteriormente, para que a escolha de um desses planos seja mais simples, os SGBD 
costumam recorrer a um módulo de avaliação que estima, para cada plano de execução em análise, o 
seu desempenho em termos de tempo de resposta. A estrutura básica de funcionamento do referido 
módulo, e que é utilizada por a grande parte dos SGBD comerciais, requer que, um SGBD tenha as 
seguintes competências: que seja capaz de manter resumos estatísticos sobre os dados armazenados 
no sistema e que seja capaz de determinar o resumo estatístico do fluxo de saída bem como o custo 
estimado de execução desse operador com esses dados. Desta forma, é possível, utilizando a segunda 
competência de forma iterativa ao longo da árvore de execução obter o custo total estimado do plano. 
A otimização de uma query será tanto melhor quanto mais precisas forem essas estimativas. Como 
tal, os SGBD comerciais utilizam diferentes técnicas na obtenção de tais valores. 
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A Oracle, que só a partir da sua versão Oracle 7 começou a introduzir, nas suas soluções, o método 
baseado em custos, tornando-se, nas suas versões mais atuais, o único método de otimização 
utilizado. A partir da versão 9i, a Oracle passou a considerar na sua fórmula de custo alguns fatores 
externos, como custo de escrita e leitura de disco e o custo de ciclos de CPU. De acordo com a 
documentação da Oracle (Green, 2002), o custo de um nodo de uma árvore de execução é dado pela 
seguinte fórmula: 
Cost = (#SRds * sreadtim + #MRds * mreadtim + #CPUCycles/cpuspeed)/ sreadtim 
(1) 
, onde:  
• #SRDs – representa o número de blocos simples lidos; 
• #MRDs – representa o número de multi blocos lidos; 
• #CPUCycles – representa o número de ciclos de CPU; 
• sreadtim – representa o tempo de leitura de blocos simples (em milissegundos); 
• mreadtim – representa o tempo de leitura de multi blocos (em milissegundos); 
• cpuspeed – representa o número de ciclos que o sistema consegue processar por 
segundo. 
As duas primeiras variáveis, que representam o número blocos lidos pela operação, são obtidos pelo 
sistema recorrendo aos resumos estatísticos que este mantém sobre os dados (Colgan, 2013). Por sua 
vez, o número de ciclos de CPU é obtido a partir de um algoritmo secreto. As restantes três variáveis 
caracterizam o ambiente onde o SGBD está assente, nomeadamente capacidade de processamento e 
velocidades de leitura e escrita. Estas variáveis são obtidas recorrendo a um módulo que coleta 
estatísticas de sistema e que relata a carga real do sistema. Este módulo pode ser usado pelo 
utilizador em qualquer momento onde é possível recolher informação durante um intervalo ajustado 
pelo utilizador. Os resultados aí obtidos são posteriormente preservados na tabela SYS.AUX_STATS$ 
(Foote, 2009). 
Segundo Lewis (2005), o valor produzido pela fórmula representa o tempo total de execução previsto 
para a consulta, expresso em unidades de tempo de leitura de blocos simples. Assumindo tal 
O Processamento de Queries 
 
12 
interpretação, é possível multiplicando o custo do plano de execução pela variável sreadtim, obter 
uma aproximação do tempo de execução em milissegundos da consulta. No entanto, este valor não 
traduz a realidade e apenas pode ser considerado na comparação entre diferentes planos de uma 
mesma query. Um dos motivos para a discrepância entre estes valores e a realidade é que a fórmula 
(1) apresentada não tem em consideração o número de blocos de dados que são lidos da memória 
central, uma vez que o sistema não tem forma de prever que blocos de dados, em tempo de 
execução, se encontrarão armazenados em memória central. A fórmula 1 torna-se também mais 
complexa quando se introduz processos de computação paralela no processamento das queries, isto 
é, quando múltiplos processos trabalham simultaneamente na obtenção do resultado. 
Noutros SGBD, nomeadamente no SQL Server da Microsoft e no DB2 da IBM, a fórmula que estima o 
custo não é tornada pública. No entanto, relativamente ao SQL Server, Joe Chang procedeu, por 
conta própria, a uma investigação detalhada sobre as fórmulas de custo deste SGBD e concluiu que o 
custo de uma query em SQL Server 2008 é dado pela seguinte fórmula (Chang 2010): 
cost = (CPUWeight * CPU_Cost)+ (IOWeight * IO_Cost) 
(2) 
na qual as variáveis CPUWeight e IOWeight representam, respetivamente, os pesos atribuídos à 
componente de processamento e à componente de escrita e leitura de disco, que podem ser 
ajustados pelo utilizador. As restantes, CPU_Cost e IO_Cost, segundo o autor, são obtidas de forma 
diferenciada dependendo do operador em causa. Estas representam, respetivamente, o custo de CPU 
e o custo de escrita e leitura que o operador necessita para poder efetuar a sua tarefa. Joe Chang 
defende, por exemplo, que as fórmulas que estimam os custos do operador “Clustered Index Scan“ 
são dadas por:  
CPU_Cost = Custo base + (Custo por linha * N˚ Linhas estimado) 
(3) 
e 
IO_Cost = Custo base + (Custo por página * N˚ Páginas estimado) 
(4) 
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Sendo que no caso do custo de CPU, o Custo base representa o custo de processar a primeira linha e 
o Custo por linha o custo de processar as restantes. No caso do custo de escrita e leitura, o sistema 
considera que os dados necessários à realização da operação se encontram todos em disco, uma vez 
que, à semelhança do que acontece no SGBD Oracle, não existe forma de prever que quantidade de 
dados existirá em memória central no momento da execução da query. Desta forma, o Custo base e o 
Custo por página representam, respetivamente, o número de páginas por segundo de forma aleatória 
e o número de páginas por segundo sequenciais que o disco consegue processar. O número de linhas 
e páginas estimado, que representam o número de linhas e páginas do fluxo de entrada do operador 
são obtidos, à semelhança do SGBD Oracle, recorrendo a estatísticas que o sistema vai mantendo ao 
longo do tempo sobre os dados que armazena nas suas base de dados. 
Conor Cunningham, um dos principais arquitetos de software da Microsoft na equipa de Query 
Processor do SQL Server, mencionou numa das suas apresentações (Cunningham, 2008) que 
inicialmente, no SQL Server 7, o custo estimado pelo otimizador representava o número de segundos 
necessários para executar a operação na máquina de um dos funcionários da Microsoft, conhecida 
como “Nick’s Machine”2. Atualmente, nas versões mais recentes, esse valor não representa qualquer 
tipo de unidade, sendo apenas utilizado como forma de comparar dois ou mais planos de uma query. 
Relativamente ao SGBD da IBM, o DB2, apesar de não ser conhecida uma fórmula para o cálculo do 
custo de um plano de execução sabe-se, no entanto, que esta reflete o custo de processamento, o 
custo de escrita e leitura de dados e o custo de comunicação, sendo este último, apenas considerado 
quando o ambiente de trabalho é paralelo. Segundo o manual do produto (IBM, 2013), o otimizador 
baseia-se, essencialmente, em informação estatística sobre os dados que armazena para obter o custo 
de cada operador que compõe o plano de execução de uma consulta. Este recorre também, a 
algumas variáveis que procuram descrever as características do hardware do ambiente em que o 
SGBD está assente, sendo calibradas aquando da instalação do sistema. (Gassner et al, 1993). 
Exemplo de uma dessas variáveis é o cpuspeed que representa a capacidade de processamento em 
número de instruções por milissegundo. 
No que toca a soluções open source, tratámos de analisar o PostgreSQL. Este é um dos SGBD open 
source mais avançado e popular. O cálculo do custo de um plano de execução no PostgreSQL, é 
obtido recorrendo-se a funções de custo definidas para cada operador que dispõe e que, quando 
                                               
2 http://blogs.microsoft.co.il/dannyr/2008/10/09/what-estimated-subtree-cost-1-means-or-a-great-sql-server-history-story/ 
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combinados de diferentes formas possibilitam a construção dos diferentes planos de execução. 
Segundo (Xu et al, 2010), as funções de cada operador são divididas em várias componentes que 
descrevem as operações básicas necessárias para executar a tarefa do operador. Desta forma, o custo 
de um operador é dado por:  
! = !!"#$ ∗ !!!"#$!"#$!"#$!∈ !!",!"#,!",!"#,!"#  
(5) 
em que !!"#$ representa o número de operações do tipo type necessárias para executar o nodo e !!"#$ o fator de desempenho, isto é, o tempo de retenção do recurso (por exemplo, o tempo de CPU 
necessário para processar uma linha). A Tabela 1 apresenta os diversos componentes envolvidos e os 
valores por omissão dos diferentes tipos de operações básicas definidas pelo PostgreSQL.  
 
 type !!"#$  Componente 
Processamento de uma linha tup 0.01 CPU 
Processamento de uma linha indexada idx 0.005 CPU 
Processamento do operador op 0.0025 CPU 
Leitura de uma página sequencial seq 1 Disco 
Leitura de uma página aleatória rnd 4 Disco 
Tabela 1: Tipos de operações, componentes e valor por defeito em PostgreSQL. 
 
Estes parâmetros estáticos podem ser facilmente ajustados pelo utilizador para que estes reflitam, 
aproximadamente, as características reais do hardware onde o SGBD está assente. De notar apenas 
que os valores envolvidos nas operações de disco apresentam valores de ordem de grandeza superior, 
comparativamente às operações de CPU. Isto, deve-se ao facto de uma operação de leitura de uma 
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página de disco envolver múltiplas linhas, em contraste com as operações de CPU que refletem os 
custo de processamento de uma linha. 
Apresentados os parâmetros e os componentes envolvidos nas funções de custo dos operadores, 
apresenta-se agora, de forma simplificada, na Tabela 2, as funções de custo de alguns dos 
operadores básicos do PostgreSQL, em que n representa o número de loops, c uma constante e C o 
custo herdado dos nodos filhos (nodos que produzem o fluxo de entrada). 
 
Operador Função de Custo ( C ) 
Sequencial scan !!"# ∗ !!!"# + !!!"# ∗ !!"# 
Index scan !!"# ∗ !!!"# + !!!"# ∗ !!"# + !!!"# ∗ !!"# + !!"# ∗ !!"# + ! 
Bitmap scan ! ∗ (!!"# ∗ !!!"# + !!!"# ∗ !!"#) + !!!"# ∗ !!"# + !!"# ∗ !!"# + ! 
Merge join ! ∗ ! !"#$%_!"#ℎ + ! !""#$_!"#ℎ  
Hash join ! !"#$%_!"#ℎ + ! ∗ ! !""#$_!"#ℎ + !  
Nested loop join ! !"#$%_!"#ℎ + ! ∗ ! !""#$_!"#ℎ  
Tabela 2: Funções de custo utilizadas pelo PostgreSQL nos operadores básicos. 
 
2.4      Seleção do plano de execução ótimo  
A última fase no processo de otimização de queries é a seleção do plano ótimo. Nesta fase, em 
norma, faz-se a escolha do plano de execução que apresentou o menor custo calculado na fase 
anterior. Nos últimos anos, vários esforços têm sido feitos para melhorar a probabilidade do plano 
escolhido coincidir, de facto, com o plano mais rápido. No entanto, a probabilidade de o otimizador 
não escolher o plano ótimo é bastante elevada. Algumas das razões mais comuns que podem 
justificar tal situação, e há muito conhecidas, podem ser estatísticas desatualizadas ou parâmetros de 
funcionamento mal calibrados (Chaudhuri, 1998). 
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2.5      Visualização dos planos de execução 
Como resultado das fases que compõem o otimizador de queries, é obtido um plano que, segundo o 
otimizador, é a melhor estratégia para a recuperação dos dados requeridos. Como estes otimizadores 
não são de todo perfeitos, utilizadores e administradores dos SGBD necessitam, em alguns casos, de 
analisar e ajustar os planos de execução produzidos por forma a obter melhor desempenho. A análise 
pode, em muitos casos, por exemplo, indicar oportunidades de criação de índices ou deteção do não 
uso de índices existentes e que influenciam, seriamente, o tempo de resposta de uma query. 
Diferentes SGBD oferecem diferentes informações e diferentes mecanismos para obter o plano de 
execução de uma determinada query.  
O sistema Oracle disponibiliza o comando EXPLAIN PLAN que permite, sem que a consulta seja 
executada, ter acesso ao plano de execução construído e selecionado pelo otimizador. Este comando 
somente povoa uma tabela auxiliar (PLAN_TABLE) com informação detalhada do plano selecionado 
sendo, posteriormente, necessário realizar uma consulta sobre os dados que esta armazena. Por 
forma a facilitar o processo de seleção e formatação da informação, a Oracle possui um módulo 
DBMS_XPLAN3 que disponibiliza um conjunto de funções para realizar tal tarefa. Uma delas é a função 
DBMS_XPLAN.DISPLAY4. Para que a função possa apresentar informação do plano estimado, esta 
necessita de ter conhecimento do nome da tabela onde se encontram armazenados os planos, o 
identificador da consulta e o nível de detalhe da informação a apresentar. Três níveis de detalhe são 
disponibilizados, um básico no qual apenas é apresentado o nome dos operadores utilizados, um 
intermédio que acrescenta informação do número de linhas e o custo estimado de cada operação, e 
um último, de maior detalhe, que acrescenta a lista de expressões produzidas por cada operação. 
Recorrendo a outra função DBMS_XPLAN.DISPLAY_PLAN5, que apresenta uma sintaxe idêntica, é 
possível exportar esta mesma informação noutros formatos como HTML e XML. Exemplo do resultado 
produzido pela função DBMS_XPLAN.DISPLAY está apresentado na Figura 2, tendo-se utilizado o nível 
de maior detalhe para uma query sobre o Benchmark TPC-H. No entanto, os custos apresentados não 
podem ser considerados uma representação fidedigna, pois devido a dificuldades encontradas não foi 
possível povoar as tabelas que compõe o caso de estudo. 
                                               
3 http://docs.oracle.com/cd/E11882_01/appdev.112/e25788/d_xplan.htm#ARPLS378 
4 http://docs.oracle.com/cd/E11882_01/appdev.112/e25788/d_xplan.htm#ARPLS70132 
5 http://docs.oracle.com/cd/E11882_01/appdev.112/e25788/d_xplan.htm#ARPLS72977 
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O plano produzido é apresentado em forma de tabela que descreve uma travessia de cima para baixo 
e da esquerda para a direita da árvore de execução. Por outras palavras, as operações apresentadas 
com indentação mais à direita representam as folhas da árvore. A operação a cima destas e com uma 
indentação inferior representa o nodo pai que irá consumir os dados. Neste caso particular, a 
operação “Sort Order By” terá como fluxo de entrada o resultado da operação “Hash Group By” que, 
por sua vez, consume os dados provenientes da operação “Table Acess Full” sobre a tabela LINEITEM. 
Assim sendo, o custo apresentado para a operação do topo da tabela (linha 0), indica o custo total 
estimado pelo otimizador para a execução do plano. 
 
Figura 2: Plano de execução estimado da query Q1 do Benchmark TPC-H em Oracle. 
 
Verifica-se, no entanto, que a informação apresentada pelas funções, no seu nível máximo de detalhe, 
não apresenta, na íntegra, a informação armazenada na PLAN_TABLE6. Valores como CPU_COST e 
IO_COST que são utilizados pela função de custo (1) e que representam, respetivamente, o número 
                                               
6 http://docs.oracle.com/cd/B28359_01/server.111/b28274/ex_plan.htm#i18300 
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de ciclos de CPU e o número de blocos de dados lidos estimados que cada operação necessita para 
concluir a sua tarefa, podem ser analisados diretamente a partir da PLAN_TABLE. Também é 
disponibilizado pelo módulo DBMS_XPLAN uma outra função - DBMS_XPLAN.DISPLAY_CURSOR7 - que 
em tudo é idêntica às apresentadas, mas que permite a análise da informação relativa ao plano de 
execução de uma query anteriormente executada no sistema.  
No SQL Server, da Microsoft, estão disponíveis várias formas de apresentação, tanto dos planos 
estimados pelo seu otimizador como dos planos utilizados aquando da execução de uma query. Assim, 
é possível ao utilizador escolher entre três formatos de apresentação: gráfico, texto ou XML, variando 
obviamente o nível de detalhe conforme a escolha realizada. O mais utilizado e de melhor leitura é o 
formato gráfico. A versão gráfica do plano estimado e do plano utilizado pode, facilmente, ser obtida a 
partir das ferramentas “Display Estimated Execution Plan“ ou “Include Actual Execution Plan“ 
disponíveis no SQL Server Management Studio. A Figura 3 apresenta uma parte da versão gráfica de 
um plano de execução estimado pelo otimizador do SQL Server, sobre o Benchmark TPC-H. 
 
Figura 3: Plano de execução estimado da query Q1 do Benchmark TPC-H em SQL Server Management 
Studio. 
 
A leitura do plano de execução apresentado é, usualmente, feita da direita para a esquerda e de cima 
para baixo, onde as setas indicam os dados passados entre os operadores que são, por sua vez, 
representados por ícones. A espessura que as setas apresentam indicam o volume de dados - quanto 
mais largas as setas, maior é o volume de dados passado entre os operadores. Se posicionarmos o 
rato num dos ícones, é possível ter acesso à informação detalhada sobre o operador (Figura 4). 
                                               
7 http://docs.oracle.com/cd/E11882_01/appdev.112/e25788/d_xplan.htm#ARPLS70136 
O Processamento de Queries 
 
19 
 
Figura 4: Detalhes do operador em SQL Server Management Studio.  
Nesta imagem, são apresentados alguns detalhes como custos e número de linhas estimados. 
Estimated Operator Cost, Estimated CPU Cost e Estimated I/O Cost, refletem, respetivamente, os 
valores obtidos a partir das funções (3), (4) e (2) apresentadas anteriormente. De salientar que, o 
valor indicado em Estimated Subtree Cost compreende o custo do operador em análise, adicionado ao 
custo dos operadores executados antes deste, isto é, todos os operadores que se encontram à direita 
e acima deste. Neste caso particular, este valor é igual ao custo estimado do operador uma vez que 
este é o primeiro a entrar em execução.  
Outra das possibilidades de visualização dos planos de execução é a versão textual, que pode ser 
ativa recorrendo à instrução “SET SHOWPLAN_ALL ON“. Posteriormente à execução do comando, e 
até ser desativado o modo de texto, todas as consultas submetidas não são executadas e terão como 
resultado um conjunto de linhas (uma por cada operador que compõe o plano de execução estimado), 
compostas cada uma por todos os detalhes do operador, incluindo todos os custos estimados. Para 
que a query seja executada e, posteriormente seja apresentada a versão textual do plano de 
execução utilizado, à semelhança do processo apresentado anteriormente, deve ser ativo o modo 
textual próprio, recorrendo-se à instrução “SET STATISTICS PROFILE ON“. Analogamente, com base 
nas instruções “SET SHOWPLAN_XML ON” ou “SET STATISTICS XML ON”, pode-se obter, 
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respetivamente, a versão XML do plano estimado e do plano utilizado para a execução de uma querie. 
Esta versão é bastante útil para os casos em que se pretenda analisar os planos no futuro ou 
comparar mais que um plano, já que o SQL Server Management Studio possui mecanismos capazes 
de interpretar os planos acondicionados em ficheiros XML e produzir a respetiva representação gráfica 
dos mesmos. As versões textual e XML, comparativamente à versão gráfica, apresentam maior 
complexidade na leitura do plano, sendo estas, habitualmente, utilizadas como meios de produção de 
planos que são, posteriormente, utilizados como input em outras ferramentas.  
 
À semelhança dos SGBD referidos até agora, o DB2 possui também mais que uma abordagem para 
exibir os planos gerados pelo seu otimizador. Semelhante ao processo adotado pelo SGBD Oracle, no 
DB2 o processo de visualização dos planos começa por, recorrendo a instruções SQL (alteração para 
modo Explain e posterior submissão da consulta a analisar), povoar um conjunto de tabelas auxiliares 
com os dados que detalham o plano de execução produzido pelo otimizador. A ferramenta db2exfmt 
(disponível via linha de comandos), usufruindo do acesso a essas tabelas é capaz de produzir, em 
formato textual, um ficheiro de fácil leitura contendo toda a informação do plano e respetivos 
detalhes. Utilizando as configurações por omissão8 da ferramenta db2exfmt é possível usufruir de um 
ficheiro que compreende vários grupos de informação, tanto aquela que é utilizada como aquela que 
é produzida pelo otimizador na construção do plano. Na parte inicial desse ficheiro é apresentada 
informação relativa aos parâmetros de sistema e da base de dados que o otimizador utiliza na 
construção e seleção do plano ótimo. Seguidamente é exposta informação sobre o plano estimado, 
nomeadamente, uma representação da árvore de execução onde é possível conferir, de forma 
minimalista, os custos, o número de linhas e a ordem de execução de cada operador, seguindo a 
ordem de leitura da árvore, de baixo para cima e da direta para a esquerda. Terminada a 
representação da árvore é, para cada operador envolvido, apresentado um conjunto de detalhes nos 
quais se incluem custos acumulados (I/O, CPU e Total), custo de produção do primeiro registo e o 
número estimado de buffers relativos à tarefa a realizar pelo operador. Dependendo do operador 
pode também ser apresentada informação acerca dos predicados envolvidos (por exemplo condição 
de junção num operador de junção) e informação relativa aos fluxos de entrada e saída de dados. Por 
ultimo, o ficheiro é rematado com informação estatística das tabelas e índices acedidos pelo plano.  
 
                                               
8 mais detalhes sobre a sintaxe e respetivas opções podem ser obtidas seguindo o endereço 
 http://publib.boulder.ibm.com/infocenter/db2luw/v9r5/topic/com.ibm.db2.luw.admin.perf.doc/doc/c0005137.html 
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Este conjunto de informação pode ser igualmente observado graficamente, no entanto para ter 
acesso à versão gráfica dos planos de execução é necessário recorrer a uma aplicação cliente, ou 
seja, ao Data Studio disponibilizado pela IBM. A aplicação permite, dada uma query, apresentar 
graficamente o respetivo plano de execução estimado e seus detalhes. A Figura 5 ilustra a versão 
gráfica do plano de execução estimado pelo otimizador do DB2, utilizando o mesmo caso de estudo 
(Benchmark TPCH) dos exemplos apresentados anteriormente para outros SGBD.  
 
 
Figura 5: Versão gráfica do plano de execução estimado da query Q1 do Benchmark TPC-H no Data 
Studio 4.1. 
 
Aqui, importa ressalvar que os custos apresentados são expressos em timeron, unidade que não pode 
ser representada em unidades de tempo real, uma vez que reflete valores que dependem do 
hardware no qual o SGBD se insere. Servindo estes valores apenas como meio comparativo entre 
planos estimados num mesmo ambiente computacional. 
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No que toca ao acesso a planos de execução, o PostgreSQL disponibiliza o comando EXPLAIN9. Este 
comando permite a visualização dos diferentes planos, sejam eles os estimados pelo otimizador ou os 
utilizados na construção da solução da query, em diferentes formatos como texto, XML, JSON ou 
YAML. Para tal, o comando segue uma sintaxe bem definida “EXPLAIN [ ( opção [, ...] ) ] sql_query”, 
onde várias opções podem ser acionadas. Utilizando o comando com as suas configurações por 
defeito “EXPLAIN sql_query“ é possível ter acesso, em formato textual, ao plano de execução 
estimado para a query sql_query. Como resultado, é apresentado o conjunto de operadores que, 
seguindo a ordem de leitura de baixo para cima da direita para a esquerda, permite observar a ordem 
da sua execução. Para cada operador é exibido o nome, seguido de quatro valores. Valores que 
representam, respetivamente, o custo de obtenção do primeiro registo, o custo total para produzir o 
resultado do operador, o número estimado de linhas produzidas e o tamanho médio em bytes de cada 
linha produzida. De notar, que ao contrário de alguns dos planos apresentados por outros SGBD, o 
EXPLAIN do PostgreSQL, não disponibiliza informação discriminada sobre os custos de CPU e I/O 
envolvidos. No entanto, partindo das fórmulas de cálculo do custo total de cada operador (Tabela 2) é 
possível repartir e obter esses valores, uma vez que todas as fórmulas levam em consideração estes 
dois componentes. 
Recorrendo-se a uma das opções (ANALYZE), disponibilizada pelo comando EXPLAIN, é possível 
visualizar o plano de execução utilizado para responder à query. Esta opção leva, inicialmente, à 
execução da query e só no final é que é disponibilizada, de forma idêntica ao comando por defeito, a 
informação do plano utilizado. Este comando, além da informação dos valores estimados, apresenta 
os valores reais (em unidades de tempo) que cada operador gastou para concluir a sua tarefa. Caso 
se pretenda acrescentar a esta, informação relativa ao número de blocos lidos, escritos ou 
modificados de disco ou cache por cada operador, a opção BUFFERS deve também ser adicionada. 
Na Figura 6 está retratada a versão textual do comando EXPLAIN, utilizando as duas opções sobre o 
Benchmark TPC-H. Aqui cada operador é apresentado em linhas distintas e identificado pelos 
carateres “->“, representando os detalhes do operador, caso eles existam, nas linhas imediatamente a 
baixo destas. Neste caso em específico, sabe-se que o operador “Seq Scan” faz uso de um filtro sobre 
o campo l_shipdate que permite reduzir 102382 linhas e que leu 121454 blocos de disco e 97 de 
cache. Em planos de execução mais complexos, que envolvam um maior número de operadores, a 
visualização dos planos, em modo textual, pode tornar-se de difícil interpretação. Como tal, a 
                                               
9 http://www.postgresql.org/docs/9.3/static/sql-explain.html 
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ferramenta de administração e desenvolvimento pgAdmin10, desenvolvida pela comunidade 
PostgreSQL, possibilita a visualização desses mesmos planos de forma gráfica e bem mais legível. 
 
 
Figura 6: Versão textual do plano de execução da query Q1 do Benchmark TPC-H em PostgreSQL. 
2.6      Resumo 
Neste capítulo pretendeu-se dar uma panorâmica geral sobre a forma como os diferentes SGBD lidam 
com o processo de obtenção de resposta a uma query. É importante perceber como é 
tradicionalmente abordado, pelos SGBD, o processo de otimização das suas queries e ainda como 
disponibilizam informação sobre tais otimizações. De um modo geral, é possível apurar que grande 
parte dos SGBD atuais recorrem ao mesmo método de processamento de queries, método esse que 
compreende três fases essenciais: a decomposição, a otimização e a execução de uma query. Note-
se, no entanto, que neste processo de otimização, todos os SGBD utilizam diferentes modelos para 
avaliar o desempenho dos próprios planos de execução que geram. Todavia, importa realçar que, em 
todos os casos estudados, os modelos de estimação tiveram em consideração o hardware no qual o 
SGBD está instalado, o que permitiu ter uma noção mais precisa da quantidade de recursos 
computacionais envolvidos no processo de satisfação de uma query, em particular os relacionados 
com a realização de tarefas de processamento (CPU) ou de entrada e saída de dados (I/O). Uma 
análise sobre a forma como os SGBD disponibilizam a informação referente aos planos de execução 
                                               
10 http://www.pgadmin.org/ 
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que constroem, permitiu ainda conhecer os formatos e informação disponibilizada por cada um. A 
Tabela 3 apresenta de forma resumida as diferentes características de cada SGBD estudado.  
 
Características Oracle SQL Server DB2 PostgreSQL 
SO suportados:     
Windows Sim Sim Sim Sim 
Unix Sim Não Sim Sim 
Otimização de Queries:     
Modelo Cost-Based Cost-Based Cost-Based Cost-Based 
Funções de custo Conhecidas Conhecidas Desconhecidas Conhecidas 
- Calibração 
de variáveis 
de Sistema 
 
Manual/ 
Automático 
Desconhecido Manual/ 
Automático 
Manual 
Visualização de planos:     
Plano estimado Sim Sim Sim Sim 
Plano utilizado Sim Sim Não Sim 
Custo total Sim Sim Sim Sim 
Custo CPU  
Não(acessível via 
PLAN_TABLE) Sim Sim Não 
Custo I/O 
Não(acessível via 
PLAN_TABLE) 
Sim Sim Não 
Custo StartUp Não Não Sim Sim 
N ˚de linhas Sim Sim Sim Sim 
N˚ de Buffers Não Não Sim 
Apenas no 
plano utilizado 
Formato 
Texto, XML, 
HTML 
Texto, Gráfico, 
XML Texto, Gráfico 
Texto, Gráfico, 
XML, JSON, 
YAML 
Tabela 3: Tabela comparativa das características dos SGBD. 
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Capítulo 3. 
 
Definição de Planos de Consumo Energético 
Como foi demonstrado no capítulo anterior, até ao momento, o modelo padrão adotado pelos 
principais SGBD, tem por finalidade maximizar o desempenho, ou seja, minimizar o tempo de resposta 
das queries. Contudo, o desempenho não é mais o único ponto de preocupação no mundo da 
tecnologia. A atualidade aponta para novas necessidades em torno da energia que é despendida em 
todo e qualquer processo tecnológico. Exemplo disso são os data centers que, para melhorar a sua 
eficiência energética, utilizam hoje em dia várias técnicas de economia de energia, como é o caso do 
uso de mecanismos que permitem que os seus sistemas operem em modo económico, quando pouco 
solicitados (Barroso & Hölzle, 2007), de ajustes nos sistemas de refrigeração (Schmidt et al., 2005), 
entre outros, que quando combinadas entre si permitem poupanças de energia muito significativas. 
Desta forma, e em contraste com a abordagem anteriormente apresentada dos atuais SGBD, o 
principal alvo de discussão, neste capítulo, foi definido sobre a construção de planos de consumo 
energético, com o objetivo de alcançar uma maior eficiência energética no processo de obtenção de 
resposta a uma dada query. 
3.1      Cálculo da energia consumida num sistema 
Para que se possa entender até que ponto se pode chegar na economia de energia, é importante, 
numa fase inicial, perceber como esta é calculada e quais os componentes que, num sistema de 
suporte a um SGBD, estão envolvidos em tal processo de consumo. Percebendo que a potência 
elétrica de um qualquer componente elétrico indica a quantidade de energia gasta por unidade de 
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tempo, para calcular a Energia (joules) consumida por um componente deste tipo, é necessário 
apenas conhecer o intervalo de tempo (segundos) que o componente esteve em funcionamento e a 
Potência (watts) que se verifica nesse mesmo intervalo de tempo. Assim sendo, tem-se que: 
Energia (J) = Potência (W) * Tempo (s) 
(6) 
Segundo a fórmula 6, será então necessário encontrar métodos que permitam obter a potência ativa 
dos componentes do sistema no momento da execução de uma query. Uma vez que, no sistema que 
suporta o SGBD existem outras fontes de consumo de energia, como por exemplo o próprio sistema 
operativo, para obter a potência ativa é necessário ter conhecimento da diferença de potência entre o 
estado de repouso, isto é, quando não existe nenhuma query em execução, e o estado em execução, 
quando a query é executada. Desta forma, é possível isolar o consumo da query do consumo das 
restantes aplicações a executar no sistema. Este princípio é válido uma vez que a potência ativa de 
um componente, num sistema deste tipo, é proporcional à carga a que este está sujeito (Lang and 
Patel, 2009). 
Nos tradicionais SGBD, o custo associado à obtenção de resposta a um query, está, em geral, 
associado ao trabalho realizado por quatro componentes: processador, disco, memória e 
comunicação. Considerando, no âmbito deste trabalho, uma tipologia simples na qual existe apenas 
um sistema de suporte a um SGBD, o trabalho realizado pelo último componente é inexistente uma 
vez que não existe transmissão de dados para fora do sistema. Alguns trabalhos realizados 
anteriormente, por exemplo (Xu, 2013), (Lang, 2009) e (Tsirogiannis, 2010), comprovaram que em 
termos energéticos, os principais responsáveis pelo consumo de energia na obtenção de resposta a 
uma dada query são o processador e o disco. Xu et al. (2013) demonstraram ainda que o consumo 
energético das operações de processamento de dados, por parte do processador, são superiores 
relativamente as operações de leitura e escrita de dados de disco (Figura 7). Tal facto havia sido 
também comprovado no trabalho de Poes e Nambiar (2008). A partir da análise da Figura 7 também é 
possível concluir que o consumo de energia das operações de disco não sofre grande variação com o 
aumento da intensidade de trabalho, ao contrário daquilo que sucede com as operações de 
processamento. 
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Figura 7: Consomo energético de CPU e Disco sobre diferentes níveis de intensidade de trabalho – 
figura extraída de (Xu et Al., 2013). 
3.1.1      Modelos e soluções existentes 
Encontrada a fórmula que traduz o consumo energético de um componente bem como os diversos 
componentes envolvidos, a obtenção da potência ativa de cada um desses componentes levanta, 
agora, um novo obstáculo no cálculo da energia utilizada no processo de obtenção de resposta de 
uma query. No universo das soluções de monitorização da potência de um sistema, poucas são as que 
põem de parte o uso de hardware externo na medição de potência. Como um dos objetivos desta 
dissertação é possibilitar a otimização de queries em termos energéticos a qualquer utilizador, o uso 
de hardware extra não é de todo viável. Olhando ainda na perspetiva dos SGBD que se encontram 
alojados em data centers, o uso de qualquer hardware externo inviabilizaria, à partida, a solução não 
só por questões monetárias, uma vez que este tipo de hardware apresenta um custo significativo, 
mas também devido à logística que seria necessária utilizar para fazer a instalação do hardware num 
data center. Dados estes pressupostos, as soluções que se seguem para o processo de medição da 
potência consumida pelos componentes que compõem um sistema não utilizaram qualquer hardware 
externo. 
A primeira solução encontrada neste universo foi dada a conhecer pelo nome de PowerAPI 
(Noureddine et al., 2012). Trata-se de uma solução open source desenvolvida por membros de várias 
universidades em França, que implementa uma ferramenta de monitorização de consumo energético 
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em tempo real. Esta ferramenta possibilita obter, mais em concreto, a estimativa da potência 
consumida por um determinado processo, em execução, segundo diferentes dimensões, tais como 
processador, disco, comunicação e/ou memória. O PowerAPI estima o consumo energético de 
processos em tempo real, baseando-se apenas na informação disponibilizada pelo sistema operativo 
sobre os componentes de hardware (unidade de processamento (CPU), disco, placa de Rede, etc.). A 
fórmula adotada pela ferramenta no cálculo da potência consumida por um processo é dada pelo 
somatório da potência consumida pelos diferentes componentes de hardware. De uma forma geral 
têm-se que: 
PProcesso = PCPU + PDisco + PRede + ...  
(7) 
em que, para cada componente, é implementado o seu próprio modelo de estimativa.  
Mantendo o foco dentro dos SGBD, e segundo os pressupostos obtidos no início desta secção, a 
fórmula 7 pode ser reduzida a dois componentes: 1) unidade de processamento e 2) disco (principais 
consumidores de recursos nos SGBD). O modelo de estimativa da potência consumida por um 
processo (identificado pelo seu PID11) por parte da unidade de processamento (CPU) durante um 
determinado período (!) adotado pela ferramenta é dado por: !!"#!"#(!) = !!"! ! ∗ !!"#!"# (!)  
(9) 
Onde !!"# !  representa a potência total consumida pelo CPU durante o período ! e !!"#!"# (!) 
representa a utilização de CPU por parte do processo durante o mesmo período !. A parte do modelo 
referente à potência global consumida pelo CPU (!!"# ! ) é dada pela fórmula universal 10 que 
fornece a potência consumida pela maioria dos processadores mais modernos12.  !!"#!,! = ! ∗ ! ∗ !2  
(10) 
                                               
11 Número único que é atribuído pelo sistema operativo quando um processo é executado. De notar que uma aplicação pode 
conter mais que um processo em execução.   
12 Segundo Rabaey et al. (Rabaey et al.,2004), a fórmula assume que o chip de processamento segue os padrões CMOS 
(Complementary Metal Oxide Semiconductor).   
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na qual!! representa a frequência, ! a voltagem e ! a constante da capacitância. Desta forma, 
calcular a potência global consumida pelo CPU fica dependente do cálculo de uma parte estática 
(capacitância) e uma outra dinâmica (frequência e respetiva voltagem). A capacitância ! que 
representa uma característica física do processador, concretamente, a quantidade de energia elétrica 
que pode ser acumulada no processador numa determinada tensão pela quantidade de corrente 
alternada que atravessa o processador numa dada frequência, nem sempre é fornecida pelos 
fabricantes de hardware. No entanto, estes disponibilizam o que designam de “Thermal Design 
Power“ (TDP), que representa a potência máxima que um sistema de refrigeração necessita para 
dissipar o calor gerado pelo processador. Segundo o artigo (Rivoire et al., 2007) a potência consumida 
pelo processador no estado TDP (estado máximo do sistema de refrigeração) é de apenas 70% do 
valor do TDP. Assim sendo, tem-se que: 
 
(11) 
Quanto à frequência e voltagem, estas encontram-se normalmente interligadas, isto é, para uma dada 
voltagem existe uma ou mais frequências associadas. Sendo estas combinações disponibilizadas pelos 
próprios fabricantes de hardware. Recorrendo ao que os autores designam de sensores - módulos 
responsáveis por obter informações sobre a utilização dos recursos através das Applications 
Programming Interfaces (API) do sistema, como PROCFS (Mouw, 2001) e SIGAR (Morgan and 
MacEachern, 2010) -, a frequência em cada instante é obtida e, assim, calculado o consumo total de 
potência do CPU dado pela fórmula 10. 
Alcançada a potência total consumida pelo CPU durante o período !, falta agora determinar o valor 
de !!"#!"# (!) que representa a utilização de CPU por parte do processo durante o mesmo período !. 
Para tal, a ferramenta calcula o rácio entre o tempo total de CPU (!!"#) e o tempo de CPU gasto pelo 
!!"#!!"#,!!"# ≃ 0,7 ∗ !"# ⟺ !0,7 ∗ !!"# ≃ !! ∗ !!"# ∗ !!"#! 
⟺ ! ≃ ! 0,7 ∗ !"#!!"# ∗ !!"#! 
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processo a monitorizar (!!"#!"# ). Dado isto, a potência consumida por um processo na unidade de 
processamento (!!"#!"#(!) na fórmula 9 é traduzido em: 
!!"#!"#(!) = !,!∗!"#!!"#∗!!"#! ∗ ! ∗ !! ∗ !!"#!"#!!"# (!)  
(12) 
Para o modelo que procura estimar a potência da unidade de armazenamento consumida por um 
processo, a ferramenta recorre a um modelo mais simples seguindo, no entanto, a abordagem 
utilizada no modelo anterior. O modelo adotado foi: !!"#$%!"# ! = !!"#$%&' ∗ !!"#$%&'!"# (!)+ !!!"#$%&' ∗ !!"#$%&!!"# (!)  
(13) 
no qual as constantes !!"#$%&' e !!"#$%&' representam a energia da unidade de armazenamento 
necessária para efetuar a leitura e escrita de um byte, respetivamente. Em geral, estes valores não 
são fornecidos pelos fabricantes de hardware, no entanto o mesmo não acontece com a potência 
consumida no processo de leitura e escrita de disco, bem como as respetivas velocidades máximas, 
que são disponibilizadas. Desta forma, as constantes !!"#$%&' e !!"#$%&' são facilmente obtidas pela 
divisão da potência consumida ! pela velocidade máxima ! expressa em bytes/segundo.  
!!"#$%&' = ! !!"#$%&'!!"#$%&'!   e   !!"#$%&' = ! !!"#$%&'!!"#$%&' 
(14) 
A parte dinâmica do modelo !!"#$%&'!"# (!) e !!"#$%&'!"# (!), que representa, respetivamente, o número 
de bytes lidos e bytes escritos em disco pelo processo (PID) durante o período !, é obtida, à 
semelhança do modelo de consumo da unidade de processamento, recorrendo a sensores que 
disponibilizam esses valores a partir das APIs do sistema. 
Outra das soluções existentes no universo da medição do consumo energético em computadores é o 
pTop (Do et al., 2009). O pTop, à semelhança da solução apresentada anteriormente, é uma 
ferramenta de monitorização da potência consumida pelos componentes de um sistema ao nível do 
processo. Similar ao já conhecido top dos sistemas Linux (Warner, 2013?), a ferramenta pTop 
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apresenta um monitor no qual é possível visualizar a energia consumida de qualquer processo em 
execução, nos diferentes componentes (unidade de processamento, placa de rede, memória e disco). 
Tratando-se, esta, de uma versão disponível apenas para sistemas Unix, uma versão para os sistemas 
Windows, com as mesmas funcionalidades, foi também desenvolvida pelos autores sendo dada a 
conhecer pelo nome de pTopW para este sistema. 
O modelo de consumo de energia, por parte de um processo, adotado por estas duas soluções, é 
apresentado como o somatório da energia consumida pelo processo em cada componente individual, 
mais a energia consumida indiretamente pelo processo na interação entre os recursos do sistema. A 
fórmula que se segue apresenta a energia consumida por um processo !: 
!!"#!! = ! !!" ∗ !!"#$!%!! + !!!"#$%&çã!!! 
(15) 
Na fórmula 15,! !" representa o uso por parte do processo ! do recurso !, !!"#$!%!! a quantidade de 
energia consumida pelo recurso ! e !!"#$%&çã!!! a quantidade de energia consumida indiretamente 
pelo processo ! na interação entre os recursos do sistema. Para a energia consumida por um recurso !!"#$!%!!, os autores utilizam um modelo geral que é descrito em função dos estados (leitura, 
escrita, etc.) e transições do recurso: !!"#$!%!! = ! (!! !!!)!!!"!! + ! (!! !!!)!!!"!!  
(16) 
em que ! define o conjunto de estados possíveis do recurso !, ! as transições, !! a potência 
consumida pelo recurso no estado !, !! intervalo de tempo no estado !, !! o número de transições ! e !! a energia consumida pela transição !. 
A partir do modelo geral foram então obtidos os modelos de cada recurso. No caso do consumo de 
energia da unidade de processamento (CPU), o modelo foi transposto em: 
 !!"# = ! (!! !!!)! + ! (!! !!!)!!  
(17) 
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sendo que !! e !! representam, respetivamente, a potência consumida e o tempo que o processador 
laborou numa determinada frequência. Porém, para a estimativa do consumo de energia por parte da 
unidade de disco, os autores optaram por um modelo mais simplificado, que está representado na 
seguinte fórmula: !!"#$%!! = !!!"#$%&' ∗ !!!"#$%&'!!! + !!!"#$%&' ∗ !!"#$%&'!!!! 
(18) 
na qual !!"#$%&'!! e !!"#$%!"!! são a quantidade de tempo que o processo i está a ler e escrever de 
disco e !!"#$%&' e !!"#$%&' a potência consumida pelo disco nos estados de leitura e escrita de dados. 
Como é visível, neste modelo não perdura a parte referente às transições, isto porque essa 
informação não é disponibilizada pelo sistema operativo. Quanto à forma como a ferramenta obtém os 
valores de utilização dos recursos e respetivas potências, os autores apenas referem que recorrem às 
APIs do sistema operativo, como o PROFS (Mouw, 2001) e informação da potência dos componentes 
disponibilizada pelos vendedores, informação essa que deve constar num dos ficheiros de 
configuração da ferramenta. 
De salientar que, as soluções apresentadas, para além da estimativa da energia consumida, 
implementam APIs que permitem aos programadores de software incluir estes mecanismos no seio da 
sua aplicação, tanto para monitorização de energia, como para a construção de soluções de software 
energeticamente mais vantajosas. 
3.2      Desenho da solução  
Por forma a disponibilizar aos utilizadores e administradores de um SGBD, formas para a poupança de 
energia nos processos de satisfação de queries, a próxima secção tem como objetivo encontrar 
métodos que permitam obter informação sobre a energia despendida em tais processos. Como efeito, 
foi desenvolvida uma nova abordagem para definir o que se designa por planos de consumo 
energético, com o objetivo de estabelecer, em cada uma das fases de processamento de uma query, 
o seu consumo energético, identificando, sempre que possível, os consumos verificados em cada uma 
das etapas realizadas. O modelo aqui construído foi posteriormente validado e utilizado como suporte 
à ferramenta que permite aos utilizadores e administradores de um SGBD ter acesso aos planos de 
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consumo energético de uma query - tal ferramenta é apresentada mais em detalhe no capítulo 
seguinte. 
Com o propósito de obter uma estimativa do consumo energético no processo de satisfação de 
queries, a solução desenvolvida tem por motivação a abordagem usualmente realizada pelos 
otimizadores de queries em processos de estimativa do seu tempo de execução, apresentada ao longo 
do segundo capítulo da presente dissertação e os modelos de estimativa de consumo energético 
utilizados nas ferramentas de monitorização de consumo energético apresentadas na secção anterior. 
Assim sendo, o método adotado procura, em tempo de compilação da query e reutilizando os modelos 
de estimação do tempo de execução da própria query, estimar o consumo energético de cada 
operador que compõe um dado plano de execução de uma query e, assim, construir o correspondente 
plano de consumo energético da query, tendo também em conta as características específicas do 
sistema computacional em utilização. Para tal, na primeira vez que o SGBD é colocado em execução 
no sistema, deve ser utilizado um módulo que permita calibrar as diversas variáveis utilizadas pelos 
modelos e que procuram traduzir o fator de consumo energético de cada operação básica utilizada na 
construção da resposta a uma query. Na figura 8 apresenta-se um esquema geral do processo de 
geração de planos de consumo energético desenvolvido, bem com os diferentes tipos de objetos 
envolvidos e respetivas interações. 
  
Figura 8: Esquema exemplificativo da geração de um plano de consumo energético. 
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De uma forma geral, e tendo em conta os SGBD estudados anteriormente no capítulo 2, o modelo 
utilizado pelos SGBD na estimativa do custo dos operadores, que compõem um plano de execução de 
uma query em termos de duração, é dado pelo somatório da quantidade de recursos necessários 
(!!"#$) multiplicado pelo respetivo fator de desempenho (!!"#$) de cada componente que esteja 
envolvido na realização da tarefa do operador: 
!!"!# = ! !(!!"#$ ∗ !!"#$)!"#$  
(19) 
tendo em consideração que a quantidade de recursos utilizados por um operador é obtida através de 
estatísticas que os próprios SGBD vão mantendo, ao longo do tempo, sobre os dados que armazenam 
e os fatores de desempenho definidos pelos utilizadores ou administradores destes sistemas. 
Assim, pressupõe-se que a energia consumida por um componente é proporcional à sua utilização, 
contudo este pressuposto, para o caso da unidade de processamento, só é válido quando se assume 
que a unidade de processamento irá laborar no seu estado máximo de desempenho. Pois, recordando 
a fórmula 10, sabe-se que o consumo da unidade de processamento não é apenas dependente da 
carga a que este está sujeito mas também da sua frequência e voltagem de funcionamento. No 
entanto, tal assunção é passível de realização uma vez que, quando uma query é lançada ao sistema, 
este procura realizar a tarefa o mais depressa possível, operando sempre na frequência e voltagem 
máxima de CPU. Assumindo tal pressuposto e tirando partido do facto de o SGBD já efetuar o cálculo 
da quantidade de recursos necessários, o modelo exposto pela fórmula 19 pode facilmente ser 
reutilizado na obtenção de uma estimativa da energia consumida pelo operador na realização da sua 
tarefa. Para tal, é apenas necessário encontrar uma forma de obter os valores que descrevem o fator 
de consumo energético de cada componente. 
Tais valores podem ser obtidos das especificações dos fabricantes de hardware, contudo esta solução 
não é a mais viável visto que, nos seus modelos de consumo, os SGBD utilizam em norma um grau 
mais fino para estimar a utilização de recursos. Veja-se, por exemplo, no PostgreSQL, as operações 
que requerem a utilização da unidade de processamento são divididas em: processamento de uma 
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linha, processamento de uma linha indexada e processamento do operador (Tabela 1), que 
apresentam diferentes necessidades do recurso. No caso de ser atribuído o fator de consumo 
energético, fornecido pelos fabricantes de hardware, de igual forma, às três operações básicas, o 
modelo de estimativa pode levar a erros significativos. No entanto, pode ser feita uma aproximação 
recorrendo aos fatores de desempenho que descrevem o tempo necessário para realizar cada uma 
das operações básicas e que, em geral, já se encontram calibrados para o sistema no qual se está a 
executar o SGBD. É também conhecido que o fator de consumo energético facultado pelos fabricantes 
de hardware é dado em watts que representa a quantidade de energia (em joules) consumida por 
unidade de tempo (em segundos). Posto isto, se por exemplo a operação de processamento de uma 
linha tiver um fator de desempenho de 0,2 segundos e o fator de consumo da unidade de 
processamento ser de 10 watts, é possível alegar que, segundo a fórmula 6, o fator de consumo 
energético para a operação de processamento de uma linha é, neste caso, de 2 joules. Apesar de esta 
ser uma aproximação viável é, no entanto, um pouco grosseira. Como tal, uma nova alternativa foi 
estudada. A solução alcançada passa agora pelo uso de um módulo de calibração de variáveis, 
módulo esse que tem a responsabilidade de, no momento da instalação do SGBD, num dado sistema, 
correr um conjunto de testes que permitam obter os fatores que descrevem o consumo energético de 
cada operação básica que o SGBD utiliza na construção da resposta as queries que recebe. De realçar 
que a implementação deste módulo está, de todo, dependente do SGBD sobre o qual se pretende 
efetuar a medição do consumo energético. Pois, como referido anteriormente, é necessário ter 
conhecimento das operações básicas e dos modelos utilizados na estimativa do tempo de execução. 
Contudo a solução base é aplicável a todo e qualquer SGBD que efetue, no seu processo de 
otimização, a estimativa do tempo de execução recorrendo a modelos de custo. Para iniciar tal 
calibração é então necessário, numa primeira fase, reunir um conjunto de queries de pesquisa de 
dados sobre tabelas. Queries essas que devem apresentar um plano de execução simples. Quer-se 
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com isso dizer, que para a obtenção da resposta à query é apenas utilizado um operador, como por 
exemplo o “Sequencial Scan” ou “Index Scan”. Nas queries construídas, não deve existir a 
preocupação com a eficiência das mesmas, contudo os modelos utilizados na estimativa do consumo 
energético das queries devem cobrir todos os fatores de consumo existentes no SGBD em causa. 
Obtido o conjunto de queries estas devem agora passar por um conjunto de testes que permitam 
obter dados sobre o consumo real de cada uma. Como tal, neste processo é necessário recorrer ao 
uso de hardware específico que permita efetuar a medição do consumo real do sistema no momento 
da execução da query (por exemplo, uma solução providenciada pelo Watts UP?13 que será abordada 
mais tarde com mais pormenor). Reunindo a informação proveniente de tais medições com os dados 
estatísticos de cada tabela e os modelos de estimativa de cada operador, é possível, recorrendo a um 
qualquer Solver14 obter os fatores de consumo energético que minimizam o erro entre os valores 
estimados e os valores reais, procurando-se, desta forma, minimizar a percentagem do erro15. Esta 
pode ser dada através da seguinte expressão: 
!!""# = ! |!"#$%!!"#$%&'(!–!"#$%!!"#$|!"#$%!!"#$ ∗ 100  
(20) 
3.2.1      Análise da utilidade da solução  
Para uma mudança na eficiência energética entre duas alternativas, segundo a fórmula 6 é evidente 
que uma das partes, potência ou tempo, tem que ser alterada. Por forma, a demonstrar a utilidade da 
solução descrita anteriormente, na obtenção de queries energeticamente mais vantajosas, foi utilizada 
como exemplo uma query com seletividade de 0,2 sobre uma tabela com 500 000 registos (26 500 
páginas de disco), perspetiva-se com isso, que a query seja capaz de devolver 100 000 registos. A 
query integra uma condição de filtragem sobre uma coluna que pode ser processada segundo um 
                                               
13 https://www.wattsupmeters.com/secure/products.php?pn=0 
14 Termo genérico utilizado para indicar um pedaço de software que soluciona um problema matemático. 
15 http://en.wikipedia.org/wiki/Relative_change_and_difference 
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índice existente que, por sua vez, ocupa cerca 3 300 páginas em disco. Por forma a facilitar os 
cálculos, os dados da tabela e do índice encontram-se sequencialmente distribuídos em disco. 
Assumindo o PostgreSQL como SGBD de suporte à demostração que pretendemos fazer, a construção 
da resposta para a query apresentada pode ser obtida recorrendo a dois operadores distintos: 1) o 
“Sequencial Scan”, em que todos os registos são lidos de disco e processados sequencialmente para 
verificar a condição, ou 2) o operador “Bitmap Heap Scan”, em que é utilizado o índice para identificar 
o local em disco dos registos que satisfazem a condição. Estes, posteriormente, são lidos do disco e 
verificados novamente. Desta forma, os custos dos operadores em causa podem ser estimados pelos 
seguintes modelos (obtidos a partir dos modelos apresentados na Tabela 2): 
• Sequencial Scan – ! = !!"# ∗ !!"#+ !!!"# ∗ !!!"# 
• Bitmap Heap Scan – ! = (!!"# ∗ !!!"# + !!!"# ∗ !!"#) + (!!"# ∗ !!!"# + !!!"# ∗ !!"#) 
em que !!"# representa o número de páginas lidas sequencialmente de disco, !!"# o número de 
linhas processadas pela unidade de processamento, !!"# o número de linhas indexadas a processar 
pela unidade de processamento e !!"#$ os respetivos fatores de desempenho.  
 
type !!"#$ 
(milissegundos) 
!!"#$  
(joules) 
Processamento de uma linha tup 0.0002 0,00002 
Processamento de uma linha indexada idx 0.0001 0,00001 
Leitura de uma página sequencial seq 0,01 0,000229 
Tabela 4: Operações básicas e respetivos fatores de desempenho e consumo energético. 
 
Considerando os fatores de desempenho !!"#$ apresentados na Tabela 4, é possível obter uma 
estimativa do tempo de execução de cada operador, tal como está apresentado na Tabela 5. 
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 Tempo de execução (milissegundos) Total 
Sequencial Scan 26500*0,01 + 500000*0,0002 365 
Bitmap Heap Scan (500000*0,0001 + 3300*0,01) + 
(100000*0,0002 + 26500*0,01) 
368 
Tabela 5: Estimativa do tempo de execução. 
 
Assumindo um sistema em que os fatores de consumo energético, disponibilizados pelos fabricantes, 
são de 22,9 Watts para o processo de leitura de disco e 142,9 Watts para o TDP da unidade de 
processamento (potência consumida pelo processador é de 142,9*0,7=100 Watts, conforme (Rivoire 
et al., 2007)) foi possível obter os fatores de consumo energético !!"#$ expostos na Tabela 4, 
seguindo a técnica de aproximação apresentada anteriormente. Reutilizando os modelos anteriores, 
substituindo os fatores de desempenho (!!"#$) pelos fatores de consumo energético (!!"#$) para 
efetuar a estimativa do consumo energético da query em questão, foi possível obter os resultados 
apresentados na Tabela 6.  
 
 Consumo energético (joules) Total 
Sequencial Scan 26500*0,000229 + 500000*0,00002 16,07 
Bitmap Heap Scan (500000*0,00001 + 3300*0,000229) + 
(100000*0,00002 + 26500*0,000229) 
13,82 
Tabela 6: Estimativa do consumo energético. 
 
A partir dos resultados alcançados, é reconhecível que o operador “Sequencial Scan” apresenta um 
custo inferior ao operador “Bitmap Heap Scan” em termos de desempenho. O PostgreSQL, como 
qualquer outro SGBD, tem como principal objetivo a obtenção de planos de execução de alto 
desempenho e, como tal, a sua escolha recai sobre o operador “Sequencial Scan”. No entanto, como 
pode ser comprovado pelos valores apresentados na Tabela 5, o operador “Sequencial Scan” 
apresenta um custo energético superior ao do operador “Bitmap Heap Scan”. Tal situação deve-se ao 
facto de o operador “Sequencial Scan” requerer uma utilização maior da unidade de processamento 
comparativamente ao operador “Bitmap Heap Scan”, utilização essa que é energeticamente mais cara 
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que as operações de leitura de dados. De notar que, os valores !!"#$ apresentados na Tabela 3 
podem induzir o leitor em erro, isto porque, o fator de consumo energético da operação de leitura de 
uma página sequencial de disco (!!"#) é, aproximadamente, dez vezes superior às operações de 
processamento de dados !!"# e !!"#. No entanto, os fatores de consumo das operações de disco 
representam o consumo por página, enquanto que, os fatores de consumo das operações de 
processamento representam o consumo por linha (registo da tabela), sendo que, uma página de disco 
é formada, em regra, por um conjunto de linhas. 
Possuindo, o utilizador, acesso às estimativas do consumo energético, este tem a possibilidade de 
otimizar o processo de obtenção de resposta em termos energéticos identificando e contornando 
zonas, num plano, que apresentem um consumo energético excessivo e selecionando queries 
energeticamente mais vantajosas em detrito de outras. 
3.2.2      Possíveis fontes de erro para a solução 
Qualquer abordagem que reutilize modelos de estimativa do tempo de execução para o cálculo do 
consumo energético, padece dos mesmos problemas dos modelos utilizados pelos otimizadores na 
estimativa do tempo de execução. Assim sendo, a primeira fonte de erros na estimativa do consumo é 
dada pela existência de erros na estimativa da quantidade de recursos necessários para a construção 
da resposta a uma query. Tais erros surgem, em geral, devido à existência de estatísticas 
desatualizadas, sendo necessário que o administrador do SGBD, de tempos em tempos, utilize os 
métodos disponibilizados para a sua atualização. Outra das possíveis fontes de erros é a utilização de 
fatores de consumo energético que não traduzam a realidade aplicacional. Este último obstáculo é 
facilmente contornado recorrendo a um dos dois métodos apresentados anteriormente para o 
processo de calibração de variáveis. Por se tratar de uma solução que recorre a modelos estáticos e 
efetua a sua estimativa em tempo de compilação (sem que a query seja executada), esta não tem a 
capacidade de ver refletida, nos valores estimados, certas situações que influenciam o consumo, como 
níveis de sobrecarga e concorrência sobre o sistema, dados em memória principal, entre outros. Por 
forma a colmatar este último ponto foi apresentado em (Xu et al., 2013) uma proposta que recorre a 
modelos dinâmicos na estimativa do consumo energético. A solução implementada pelos autores faz 
uso de um modelo de feedback que em tempo real ajusta os fatores de consumo energético, 
permitindo que os modelos anteriormente estáticos produzam, agora, estimativas tendo em conta as 
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últimas tendências de consumo. A solução providenciada pelos autores requer contudo, 
obrigatoriamente, o uso de hardware externo de medição de consumo energético para efetuar tais 
ajustes ao longo do tempo. Uma vez que, um dos objetivos desta dissertação é possibilitar, a 
qualquer utilizador, o acesso às estimativas de consumo, esta solução não se torna de todo viável 
como ficou patente anteriormente. No entanto como a principal finalidade desta dissertação é a 
construção de planos de consumo energético para que o utilizador possa construir queries 
energeticamente mais económicas e não o fornecimento de uma estimativa exata do consumo da 
query, esta situação pode, no horizonte desta dissertação, ser desconsiderada. 
3.3      Resumo  
Ao longo deste capítulo foram abordas as noções de modelação de consumo energético em sistemas 
aplicacionais, tendo sido identificados os principais clientes de recursos e respetivos modelos de 
consumo de energia. Algumas soluções de monitorização de potência, já existentes, foram 
apresentadas sucedendo-se a caracterização dos métodos de estimativa utilizados por cada uma. As 
soluções apresentadas caracterizam-se, em geral, por não recorrerem a hardware extra na obtenção 
da potência ativa de cada componente, o que é considerado essencial no âmbito desta dissertação. 
Conjugada a informação sobre o processo de otimização de queries (apresentado ao longo do 
segundo capítulo) e os modelos propostos pelas soluções de monitorização da potência, seguiu-se a 
apresentação da solução traçada para a disponibilização de informação sobre o consumo de energia 
no processo de satisfação de queries. A solução proposta apresenta a forma como se consegue obter 
o plano de consumo energético de uma query, reutilizando os modelos de estimativa do tempo de 
execução e estatísticas sobre os dados, utilizados anteriormente no processo de otimização de 
queries. Os resultados permitem também comprovar já a possibilidade de fazer a análise e, se 
necessário, o ajustamento (reestruturação) de uma qualquer query a executar num ambiente de um 
sistema de dados no sentido de se obter uma maior eficiência energética na execução e, 
consequentemente, reduzir o consumo de energia. Apesar da solução não se encontrar ainda validada 
foi possível, desde logo, identificar algumas das limitações que poderão influenciar os resultados. Em 
geral, tais limitações são herdadas dos modelos de estimativa do tempo de execução que foram 
reutilizados. 
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Capítulo 4.  
 
Testes e Validações ao Modelo de Consumo 
Energético 
Construído o modelo de consumo energético e comprovada a utilidade do mesmo no processo de 
obtenção de resposta a uma query, este capítulo apresenta a validação do modelo num ambiente 
típico de um sistema de data warehousing. Como tal, numa primeira secção, apresenta-se a 
ferramenta desenvolvida para a disponibilização dos planos de consumo energético de uma query aos 
utilizadores deste tipo de sistemas, seguindo-se depois a identificação do sistema de testes e a análise 
dos resultados obtidos.  
4.1      Visualização de planos de consumo energético 
4.1.1      Contextualização prática 
Apresentando como objetivo desta dissertação, a disponibilização de ferramentas que permitam aos 
utilizadores e gestores de sistemas de data warehousing, a otimização, em termos energéticos, das 
suas queries, foram desenvolvidos e apresentados, no capítulo anterior, os mecanismos utilizados na 
construção dos planos de consumo energético de uma query, ficando em aberto a forma como os 
utilizadores teriam acesso a este tipo de informação. De notar que os sistemas de data warehousing, 
assim como os típicos sistemas operacionais orientados ao processo (Inmon, 2005), são sistemas que 
se encontram assentes em bases de dados relacionais apresentando apenas esquemas de dados 
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orientados à decisão. Tratando-se de sistemas que necessitam de um elevado número de recursos 
para poderem gerir os volumes de dados envolvidos e fazerem a consequente disponibilização da 
informação, os utilizadores e os gestores deste tipo de sistemas necessitam, por vezes, de recorrer às 
ferramentas de visualização de planos de execução, por forma a otimizar o tempo de resposta das 
suas queries. A solução idealizada para a disponibilização do plano de consumo energético de uma 
query passa então por reformular a já existente ferramenta de visualização do SGBD para que, a par 
do plano de execução, seja disponibilizada informação sobre o consumo energético de cada etapa do 
plano. Esta solução permite, assim, sem necessidade de recorrer a ferramentas distintas, obter 
informação sobre os custos de uma query quer a nível temporal quer a nível energético. 
4.1.2      Descrição e funcionamento da ferramenta desenvolvida 
Como foi brevemente referenciado, a ferramenta a desenvolver visa a disponibilização, aos 
utilizadores e gestores de sistemas de data warehousing, de informações sobre o consumo energético 
de cada etapa que compõe o processo de obtenção de resposta a uma query. A primeira fase de 
produção da ferramenta consiste na definição de um SGBD de suporte ao trabalho. Nesta escolha, a 
particularidade mais valorizada foi a possibilidade de acesso ao código fonte que suporta as tarefas do 
SGBD. Esta opção prende-se com o facto das abordagens apresentadas, tanto na obtenção da 
estimativa de consumo de energia, como na disponibilização do plano de consumo energético, 
requererem o acesso a informação e reutilização de código já implementado, o que não é de todo 
possível em soluções fechadas como as dos sistemas Oracle, SQL Server ou DB2. 
Por se tratar de um dos SGBD open source mais utilizado e desenvolvido, o sistema PostgreSQL, foi 
então o sistema escolhido. Selecionado o SGBD, parte do kernel, foi então modificado por forma a 
implementar a solução desenhada para o cálculo da estimativa de consumo energético, apresentada 
no capítulo anterior, e que passa pela reutilização dos já existentes modelos de estimativa do tempo 
de execução. Implementada a solução, e tendo conhecimento das características, limitações e modo 
de funcionamento da ferramenta de análise dos planos de execução do PostgreSQL - o comando 
EXPLAIN (apresentado no final do capítulo 2) – tivemos que a reformular, para que, a par da 
informação já disponibilizada sejam também apresentados os valores de consumo energéticos 
estimados pela solução implementada. Assim sendo, recorrendo-se ao “novo” comando EXPLAIN, com 
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as suas configurações por omissão “EXPLAIN sql_query“, foi possível ter acesso, em formato textual, 
ao plano de execução e ao plano de consumo energético estimados para a query em questão. 
 
Figura 9: Versão textual do plano de execução e energético da query Q1 do Benchmark TPC-H no 
reformulado PostgreSQL. 
 
Como resultado é então apresentado um conjunto de operadores ordenados (segundo a ordem de 
execução) que permitem obter a resposta à query (Figura 9). Para cada um desses operadores é 
exibido o seu nome, acompanhado de seis valores distintos, que representam, respetivamente, a 
estimativa do tempo necessário à obtenção do primeiro registo (1), a estimativa do tempo total 
necessário para produzir o resultado do operador (2), a estimativa da energia necessária à obtenção 
do primeiro registo (3), a estimativa da energia total necessária para produzir o resultado do operador 
(4), o número estimado de linhas da resposta (5) e o tamanho médio em bytes de cada linha 
produzida (6). De notar que, as estimativas de tempo são expressas em milissegundos e as 
estimativas do consumo energético em joules. Para que estas estimativas traduzam a realidade 
aplicacional onde o SGBD está inserido é necessário, por parte do utilizador, definir os fatores que 
descrevem tanto o tempo, como a energia gasta por cada operação básica utilizada na realização da 
tarefa dos diferentes operadores. Tais valores devem ser definidos na secção QUERY TUNING do 
ficheiro de configuração do PostgreSQL (“postgresql.conf“) existente na raiz do diretório onde foi 
inicializada a base de dados (Figura 10). 
Aqui é necessário que se definam os valores do consumo de energia das operações básicas de leitura 
de uma página sequencial de disco, da leitura de uma página aleatória de disco, do processamento de 
uma linha, do processamento de uma linha indexada e do processamento de um operador lógico (ou 
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função). Como tal, devemos utilizar um dos dois métodos apresentados no capítulo anterior. O 
primeiro recorrendo a valores de consumo disponibilizados pelos fabricantes de hardware ou, um 
segundo, recorrendo a um módulo de calibração de variáveis. 
 
Figura 10: Excerto do ficheiro de configuração do PostgreSQL. 
 
O primeiro método referido requer que os fatores que descrevem o tempo necessário à realização de 
cada operação básica se encontrem já calibrados e que sejam conhecidos, quer os valores de 
consumo energético da operação de leitura de dados de disco, quer o valor do TDP da unidade de 
processamento, valores estes que são normalmente fornecidos pelos fabricantes do hardware. 
Sabendo que, segundo Rivoire et al. (2007), o consumo da unidade de processamento representa 
apenas 70% do TPD e aplicando os passos descritos na secção 3.2, é possível obter o consumo das 
restantes operações básicas. Este primeiro método, apesar de permitir uma aproximação viável não o 
faz de forma muito precisa. Porém, caso o utilizador pretenda valores mais precisos, é possível 
recorrer ao segundo método com esse objetivo. No entanto tal método requer alguma 
instrumentalização. 
Para empregar o segundo método referido foi desenvolvido um programa em Java, que tendo acesso 
em tempo real ao consumo de energia total do sistema, providenciado pelo medidor de energia Watts 
UP? (o qual se descreve mais em detalhe na próxima secção), e ao conjunto de queries a testar 
segundo as regras estabelecidas na secção 3.2, permite efetuar repetidamente um conjunto de testes 
e povoar um ficheiro Excel com os valores de consumo energético de cada query. De notar que, no 
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caso do SGBD PostgreSQL, o conjunto de queries necessárias para cobrir todos os fatores de consumo 
existentes compreende queries que façam uso dos operadores “SeqScan”, “SeqScan (with Filter)” e 
“Index Scan”. Utilizando um segundo ficheiro Excel, seguindo o modelo apresentado no Apêndice A, 
povoado com estes valores e respetivas estatísticas das tabelas envolvidas (obtidos através da query 
“Select reltuples, relpages from pg_class where relname = NOME_TABELA“), recorrendo ao método 
GRG Nonlinear do Solver do Excel configurado para minimizar o somatório dos erros ( !!""#), 
ajustando os diferentes fatores de consumo energético da operações básicas 
(!!"# ,!!"# ,!!"#,!!"! ,!!"), é possível obter então os valores do consumo de energia de cada operação 
básica, calibrados para o sistema aplicacional onde está instalado o SGBD. 
4.2      Identificação do sistema de testes 
Tendo por objetivo a validação do modelo de estimativa de consumo energético, houve a necessidade 
de construir um ambiente específico para testes. Para tal, foi utilizado um sistema aplicacional que 
fosse capaz de suportar o SGBD a testar e um medidor de energia que permitisse obter, em tempo 
real, a potência consumida desse mesmo sistema aplicacional. Dado o tema desta dissertação, todos 
os testes realizados tiveram como alvo um sistema típico de data warehousing. Como tal, foi também 
idealizado um caso de estudo que disponibilizasse todas as características de um ambiente de data 
warehousing. 
4.2.1      Caracterização do sistema de suporte 
Como sistema aplicacional de suporte foi utilizado um simples computador portátil composto por um 
processador Intel Core 2 Duo 2,4GHz com um TDP máximo de 25 Watts (Intel Corporation, 2014), 
com 4GB 1067MHz DDR3 de memória, e um disco “Solid State Drive“ (SSD) Samsung 840 EVO de 
250GB, com um consumo médio de 0.1 Watts (Samsung Electronics Co., Ltd, 2014). Neste foi 
instalado o sistema operativo OS X Mavericks 10.9.4 da Apple e o SGBD PostgreSQL 9.4 por nós 
reformulado. A potência elétrica consumida pelo sistema aplicacional foi monitorizada recorrendo a 
um medidor de energia WattsUP? PRO. Este, ligado à fonte de alimentação do sistema permite, com 
um grau de precisão de +/- 1,5% (Electronic Education Devices, 2014), obter o valor da potência total 
consumida em cada instante pelo sistema, podendo essa mesma informação ser lida em tempo real a 
partir da interface USB que possui. Neste medidor é ainda possível ajustar o intervalo de medição. 
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Porém, o intervalo mínimo disponibilizado pelo medidor é de 1 segundo. Esta limitação, no panorama 
das queries, introduz uma dificuldade acrescida na medição do consumo energético de queries que 
apresentem uma duração inferior a 1 segundo. Por forma a contornar esta limitação, todas as 
medições efetuadas seguem um padrão de repetições.  
 
Figura 11: Algoritmo de medição do consumo de uma query. 
 
Assim, cada medição de uma query atravessa um processo em que é executada n vezes, em que 
durante esse processo são registados, a cada segundo, os valores do consumo lido do medidor. 
Terminadas as n execuções é calculado o consumo médio da query. Todo este processo é repetido n 
vezes, sendo no final calculado a média e desvio de padrão das n repetições. Nos testes realizados, 
cada query foi executada 100 vezes e o processo repetido 10 vezes. Uma vez que o medidor apenas 
disponibiliza a potência total consumida pelo sistema, em cada instante, e que no sistema além do 
SGBD existem outras fontes de consumo de energia, é assim necessário isolar esses consumos. Como 
tal, a cada repetição, o sistema é adormecido durante x segundos e os valores da potência consumida 
registados. O menor valor registado nesse intervalo é, então, considerado como a potência consumida 
pelo sistema antes da query entrar em execução. Este valor é posteriormente subtraído ao valor 
registado da potência total consumida durante a execução da query. Obtido o valor médio da potência 
consumida pela query, este é multiplicado pelo tempo médio de execução da mesma sendo então 
obtido o valor da energia consumida pela query. 
!
for!!(nRepetições)!
idleWattsConsumed(x);!
start_log();!
for!(nExecuções)!
execute_query();!
stop_log();!
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4.2.2      O caso de estudo 
Por forma a implementar um sistema típico de data warehousing no sistema aplicacional descrito 
anteriormente, recorreu-se a um dos já conhecidos Benchmark’s TPC16: o TPC-H. Estes benchmarks 
caracterizam-se por, de forma simplificada, permitir a que qualquer pessoa com conhecimentos 
básicos de base de dados possa reproduzir e testar (em diferentes escalas), num qualquer ambiente 
computacional, um dos sistemas de dados que disponibilizam, desde os típicos sistemas operacionais, 
utilizados por empresas no seu processo de registo de dados das suas operações, até aos sistemas 
analíticos, nos quais se incluem os data warehouses, utilizados no processo de análise dos dados 
produzidos pelos sistemas operacionais. O TPC-H é então o benchmark que permite reproduzir um 
sistema típico de análise de dados. Este procura retratar um sistema de suporte à tomada de decisão 
de uma empresa de fornecimento de produtos com atividade em todo o mundo. 
 
Figura 12: Esquema de dados do TPC-H – figura extraída de (Transaction Processing Performance 
Council, 2013). 
                                               
16 http://www.tpc.org/ 
TPC BenchmarkTM H Standard Specification Revision 2.17.0 Page 13 
1.2 Database Entities, Relationships, and Characteristics 
The components of the TPC-H database are defined to consist of eight separate and individual tables (the Base 
Tables). The relationships between columns of these tables are illustrated in Figure 2: The TPC-H Schema. 
 
Figure 2: The TPC-H Schema 
 
Legend: 
x The parentheses following each table name contain the prefix of the column names for that table; 
x The arrows point in the direction of the one-to-many relationships between tables; 
x The number/formula below each table name represents the cardinality (number of rows) of the table. Some 
are factored by SF, the Scale Factor, to obtain the chosen database size. The cardinality for the LINEITEM 
table is approximate (see Clause 4.2.5). 
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Segundo este modelo de dados, é então possível analisar as seguintes classes de negócio: 
• preços e Promoções; 
• fornecimento e gestão de procura; 
• lucros e gestão de receitas; 
• estudo de satisfação do Cliente; 
• estudo de quota de Mercado; 
• gestão de expedições. 
Além do esquema de dados, o TPC-H disponibiliza também um conjunto de 22 queries (Q1 - Q22) que 
retratam interrogações típicas efetuadas neste tipo de negócio (mais detalhes sobre estas podem ser 
encontrados no documento de especificação do Benchmark TPC-H (Transaction Processing 
Performance Council, 2013)). Neste caso de estudo em particular, foi utilizado o Benchmark TPC-H 
com um fator de dimensão SF=1, o que significa que a tabela de factos utilizada foi povoada com 
cerca de 6.000.000 linhas. 
4.3      Análise de resultados 
Uma vez que os fatores de consumo energético representam um dos principais pontos na estimativa 
do consumo energético e respetiva construção do plano de consumo energético de uma query, a 
primeira validação realizada recaiu sobre os métodos de calibração de variáveis. Tendo em 
consideração o sistema aplicacional descrito anteriormente, que apresenta uma unidade de 
processamento com um consumo de 17,5 Watts (70 % do TDP do processador), um consumo médio 
de 0,1 Watts por processo de leitura de dados de disco e os fatores de desempenho apresentados na 
coluna !!"#$ da Tabela 7, aplicando o primeiro método de calibração, é possível obter os fatores de 
consumo energéticos !!"#$ apresentados na Tabela 7. 
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type !!"#$ 
(milissegundos) 
!!"#$  
(joules) 
Processamento de uma linha tup 0,0002 0,0000035 
Processamento de uma linha indexada idx 0,00005 0,000000875 
Processamento do operador op 0,000065 0,00000114 
Leitura de uma página sequencial Seq 0,01 0,000001 
Leitura de uma página aleatória Rnd 0,045 0,0000045 
Tabela 7: Fatores de desempenho e consumo energético das operações básicas do PostgreSQL, 
utilizando o primeiro método de calibração. 
 
Aplicando agora o segundo método de calibração de variáveis e utilizando quatro queries sobre 
diferentes tabelas para cada operador “SeqScan”, “SeqScan (with Filter)” e “Index Scan” 
(apresentadas no primeiro conjunto do Apêndice B), os fatores que minimizaram a percentagem do 
erro da fórmula 20 foram os apresentamos de seguida na Tabela 8. 
 
type !!"#$  
(joules) 
Processamento de uma linha tup 0,000003984702 
Processamento de uma linha indexada idx 0,000003831722 
Processamento do operador op 0,000002713859 
Leitura de uma página sequencial Seq 0,000000032264 
Leitura de uma página aleatória Rnd 0,000000590827 
Tabela 8: Fatores de consumo energético das operações básicas do PostgreSQL, utilizando o segundo 
método de calibração. 
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Com uma primeira análise é possível verificar, como esperado, que as operações realizadas pela 
unidade de processamento, ao contrário do que se tinha vindo a verificar com os fatores de 
desempenho, passaram a representar um custo, em termos energéticos, superior às operações de 
disco. Comparando o valor medido e os valores estimados pelos dois métodos para o primeiro 
conjunto de queries do Apêndice B, é possível verificar, a partir da Figura 13, para as operações 
básicas de leitura de dados sobre as tabelas, segundo os diferentes operadores, que o método 2 se 
mostrou mais preciso em 75% dos casos, apresentando erros entre os 0,40% e os 21,3% enquanto 
que o método 1 apresentou erros entre os 0% e os 52%.  
 
Figura 13: Erros entre o valor medido e valor estimado do consumo energético pelos dois métodos, 
em operações básicas de leitura de dados. 
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Considerando agora o segundo conjunto de queries do Apêndice B, que são representativas do tipo de 
interrogações que são efetuadas aos sistemas de data warehousing, e realizando o mesmo tipo de 
testes do caso anterior, foi possível verificar que o método 2 continua a mostrar melhorias (em 95,5% 
dos casos) nas estimativas que produz, comparativamente ao método 1. 
 
Figura 14: Erros entre o valor medido e valor estimado do consumo energético pelos dois métodos, 
em queries típicas de data warehousing. 
 
Fazendo-se uma análise mais detalhada da Figura 14 é possível verificar que os erros na estimativa do 
consumo energético das queries são ainda significativos, apresentando uma percentagem média de 
erro de cerca de 43%. Em busca de uma justificação para tais discrepâncias, foram comparados, para 
o segundo conjunto de queries, o tempo de execução de cada query com as estimativas do tempo de 
execução produzidas pelo PostgreSQL.  
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Figura 15: Erros entre o valor medido e valor estimado do tempo de execução pelos dois métodos, em 
queries típicas de  data warehousing. 
 
Da análise de tais resultados é possível verificar que a discrepância entre valores medidos e estimados 
permanece, também, no caso do tempo de execução, existindo uma percentagem média de erro de 
45,5%. Tais dados permitem concluir que os modelos implementados pelo PostgreSQL no cálculo das 
estimativas não são os mais ajustados. Como descrito no final do terceiro capítulo os modelos 
implementados pelo PostgreSQL possuem, ainda, algumas limitações e que se podem apresentar 
como a principal causa de erros nestes casos.  
Estas limitações e erros encontrados não inviabilizam, de todo, a oportunidade de otimização de 
queries em termos energéticos. Considere-se, por exemplo, que se pretende otimizar, em termos 
energéticos, a query 21 que permite obter os 100 fornecedores do PERU com maior número de 
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encomendas por satisfazer em tempo útil, existentes na base de dados alvo e que possui o plano de 
consumo energético e de execução apresentado na Figura 16.  
 
Figura 16: Plano de execução e plano energético da query 21 na sua versão original. 
 
Com o intuito de encontrar uma query energeticamente mais vantajosa, a primeira alteração efetuada 
(a utilização de um subselect para efetuar a junção entre as tabelas “Lineitem1” e “Orders”) e 
identificada na Figura 17, permitiu ao compilador construir um novo plano de execução e, 
consequentemente, um novo plano de consumo energético (Figura 18). Observados esses planos, é 
possível constatar que o plano construído para responder à nova versão da query utiliza o operador 
“Index Scan” (em vez do “SeqScan” utilizado no plano da versão original) (Figura 18a)) para percorrer 
a tabela “Orders” e ainda o operador “Nested Loop Semi Join” (em vez do “Hash Join”) (Figura 18b)) 
para realizar a junção entre “Lineitem” e “Orders”. 
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Figura 17: Query 21 reformulada (Versão 2). 
 
Tais alterações permitiram, segundo os valores estimados pelo PostgreSQL, obter um ganho de 12,17 
joules no consumo de energia entre a versão original e a versão 2. 
 
Figura 18: Plano de execução e plano energético da versão 2 da query 21. 
Query 21 – Versão 2: 
SELECT s_name, count(*) AS numwait 
FROM supplier, nation, 
(SELECT * FROM lineitem l WHERE l.l_receiptdate > l.l_commitdate AND l.l_orderkey IN 
(SELECT o_orderkey FROM orders WHERE o_orderstatus = 'F') 
) AS l1 
WHERE s_suppkey = l1.l_suppkey AND s_nationkey = n_nationkey AND n_name = 'PERU'  
AND EXISTS (SELECT * FROM lineitem l2 WHERE l2.l_orderkey = l1.l_orderkey AND 
l2.l_suppkey <> l1.l_suppkey) 
 AND NOT EXISTS (SELECT * FROM lineitem l3 WHERE l3.l_orderkey = l1.l_orderkey 
AND l3.l_suppkey <> l1.l_suppkey AND l3.l_receiptdate > l3.l_commitdate) 
GROUP BY s_name 
ORDER BY numwait desc, s_name 
LIMIT 100; 
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Seguindo a mesma linha de pensamento, foi introduzido um novo subselect (Figura 19) para efetuar a 
junção entre as tabelas “Supplier” e “Nation”. 
 
Figura 19: Query 21 reformulada (Versão 3). 
 
Apesar do PostgreSQL gerar um novo plano, este não trouxe melhorias como se esperava. A utilização 
de um algoritmo de junção diferente entre as tabelas (“Hash Semi Join”) permitiu um ganho de 0,01 
joules relativamente aos restantes casos (Figura 20a). No entanto, o PostgreSQL também realizou 
alterações noutras partes do processo de obtenção de resposta. A primeira alteração, na forma como 
efetua a leitura da tabela “Lineitem2”, passando a utilizar o operador “Seq Scan” (Figura 20b) e a 
segunda, na junção entre “Lineitem1” e “Lineitem2” passando a utilizar o operador “Hash Semi Join” 
(Figura 20c). Estas alterações traduziram-se num aumento significativo da quantidade de energia, 
57,04 joules relativamente a versão 2 que representa o melhor caso. 
Query 21 – Versão 3: 
SELECT s_name, count(*) AS numwait 
FROM supplier, nation, 
(SELECT * FROM lineitem l WHERE l.l_receiptdate > l.l_commitdate AND l.l_orderkey IN 
(SELECT o_orderkey FROM orders WHERE o_orderstatus = 'F') 
) AS l1 
WHERE s_suppkey = l1.l_suppkey  
AND s_nationkey IN (SELECT n_nationkey FROM nation WHERE n_name= 'PERU')  
AND EXISTS (SELECT * FROM lineitem l2 WHERE l2.l_orderkey = l1.l_orderkey AND 
l2.l_suppkey <> l1.l_suppkey) 
 AND NOT EXISTS (SELECT * FROM lineitem l3 WHERE l3.l_orderkey = l1.l_orderkey 
AND l3.l_suppkey <> l1.l_suppkey AND l3.l_receiptdate > l3.l_commitdate) 
GROUP BY s_name 
ORDER BY numwait desc, s_name 
LIMIT 100; 
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Figura 20: Plano de execução e plano energético da versão 3 da query 21. 
 
Com o intuito de validar os valores estimados do consumo energético de cada versão foram realizadas 
medições apropriadas, medições estas semelhantes às anteriormente realizadas. Os resultados 
obtidos permitiram comprovar que, apesar de o PostgreSQL apresentar erros nas suas estimativas, a 
versão 2 representa, de facto, a versão mais económica em termos energéticos, conseguindo-se com 
ela obter um ganho total de 33,24 joules relativamente à versão original. 
 
Figura 21: Valores medidos e valor estimados do consumo energético das diferentes versões. 
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4.4      Resumo 
Neste capítulo começou-se por descrever e apresentar o modo de funcionamento da ferramenta 
desenvolvida na disponibilização de planos de consumo energético de queries aos utilizadores de 
sistemas de data warehousing. A ferramenta desenvolvida, que passou pela reformulação do 
comando EXPLAIN do próprio PostgreSQL, permite agora aos seus utilizadores ter acesso à 
informação relativa aos planos de consumo energético a par dos planos de execução das queries, 
bastando para isso seguir um dos métodos para a configuração dos parâmetros de consumo 
energético. Após apresentar a ferramenta desenvolvida, realizaram-se num ambiente típico de data 
warehousing os testes para a sua validação, recorrendo-se a um simples computador portátil, um 
medidor de potência e um benchmark de referência, que permitiu reproduzir um sistema de data 
warehousing e, assim, verificar que os modelos utilizados pelo SGBD PostgreSQL, na estimativa do 
consumo energético e do tempo de execução de uma query, não apresentam um grande grau de 
precisão. Foram, assim, comprovadas as limitações que tinham sido referidas no final do terceiro 
capítulo. Contudo, no final deste capítulo, recorrendo a um exemplo prático, a utilidade da ferramenta 
no processo de otimização de uma query em termos energéticos foi por fim comprovada. 
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Capítulo 5. 
 
Conclusões e Trabalho Futuro 
5.1      Notas finais teóricas 
No decurso da presente dissertação procurou-se estabelecer a ligação entre as diferentes questões 
inerentes ao estabelecimento de planos de consumo energético no processo de obtenção de dados 
armazenados pelos SGBD. Assim, esta dissertação representa mais um elemento de alerta para as 
vantagens da introdução de mecanismos para o controlo do consumo de energia nos atuais SGBD, 
com vista a alcançar-se melhores elementos de gestão e, consequentemente, reduzir o consumo de 
energia. 
Nos últimos anos, o termo energia foi a palavra de ordem no mundo das tecnologias de informação, 
envolvendo cada vez mais profissionais do mundo das tecnologias da informação e da comunicação, 
abrangendo programadores, fabricantes de hardware e, mesmo, governos de países. Neste mundo, 
os SGBD não são, obviamente, uma exceção. O crescente aumento das necessidades de 
armazenamento e de análise de informação, provenientes dos processos que são realizados 
diariamente no meio empresarial tornam, hoje em dia, os SGBD indispensáveis em qualquer processo 
de persistência ou de consulta de dados. Ao longo do segundo capítulo foi possível comprovar que os 
atuais (e principais) SGBD comerciais dividem o método de processamento de queries (interrogações 
efetuadas ao SGBD com o intuito de recolher informação presente nos dados armazenados) em três 
fases essenciais: a decomposição, a otimização e a execução. Apresentando-se a etapa de otimização 
assente no modelo de custos, sendo suportada pelas estatísticas que os SGBD mantêm sobre os 
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dados que armazenam e sobre os modelos de estimativa, com o objetivo de reduzir o tempo de 
resposta da query. Esta etapa, nos principais SGBD, não expõe contudo, ainda, qualquer indício de 
otimização ou disponibilização de informação relativa ao consumo de energia. Tendo estudado os 
componentes envolvidos no consumo de energia nos SGBD e os modelos de consumo já adotados por 
algumas soluções de estimativa de consumo de energia em sistema aplicacionais, foi possível concluir 
que o consumo de energia de um componente é diretamente proporcional à sua utilização. Sabendo-
se de antemão que os modelos de custo implementados pelos principais SGBD no cálculo do tempo 
necessário à obtenção de resposta a uma query consideram a utilização dos recursos nas estimativas 
que produzem, foi assim possível implementar uma solução. Essa solução reutilizou os modelos de 
estimativa já existentes, configurando-se apenas os fatores que anteriormente representavam o 
tempo para os que agora representam o consumo de energia, permitindo obter o consumo energético 
de cada etapa envolvida na obtenção da resposta a query e construir o respetivo plano de consumo. 
O acesso a este tipo de informação, em tempo de compilação, permite aos utilizadores e responsáveis 
pela monitorização e otimização do sistema idealizar o consumo de energia que a query terá, sem 
necessidade de execução da mesma. Referi ‘idealizar’ uma vez que neste tipo de abordagem não há 
forma de prever o estado de carga do sistema ou mesmo até os dados existentes em memória central 
no momento da execução da query. Contudo, esta abordagem torna-se especialmente vantajosa 
quando se lida com a otimização de queries mais complexas que possuam um tempo de execução 
longo. Acresce que, esta abordagem, no que respeita ao tempo de compilação, permite ajustar o 
modelo de seleção do plano ótimo, por forma a que, tenha em consideração o custo energético do 
plano no momento de selecionar o plano mais apropriado a executar. 
5.2      Apreciação prática e trabalho futuro 
A componente prática apresentada nesta dissertação compreendeu a realização de um conjunto de 
testes e validações ao modelo de consumo energético que foi desenhado. Para tal, houve necessidade 
de projetar e implementar uma ferramenta que permitisse visualizar os valores estimados e respetivos 
planos de consumo energético. Pretendendo que a ferramenta se torne útil para os gestores de SGBD 
no seu processo de otimização de queries, a reformulação da ferramenta de visualização de planos de 
execução, que os SGBD já disponibilizam, pareceu ser a melhor opção, uma vez que, além da 
possibilidade de análise dos dois planos em simultâneo, evita que o utilizador tenha que se adaptar a 
novas ferramentas. Estes tipos de abordagem (reutilização de modelos de estimativa e reformulação 
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da ferramenta de visualização), que necessitam de acesso ao código fonte, limitaram contudo os 
testes ao único SGBD de código aberto estudado, o PostgreSQL. No entanto, espera-se que num 
futuro próximo, motivados por este trabalho, proprietários e programadores de SGBD de código 
fechado se sensibilizem para a componente energética e incluam este tipo de solução nos seus 
sistemas. 
Os sistemas de data warehousing apresentam-se como uma mais valia no meio empresarial para os 
agentes de decisão que procuram ferramentas que suportem as decisões que têm de tomar no 
decorrer do seu negócio. Devido aos enormes volumes de dados envolvidos neste tipo de sistemas e à 
complexidade das interrogações efetuadas, faz com que estes sistemas sejam bastante exigentes em 
termos de recursos aplicacionais e energéticos. Dado o tema desta dissertação, tais características 
fizeram destes sistemas os sistemas alvo adotados nos testes e validação do modelo de consumo. Os 
resultados alcançados, mostraram que no caso do SGBD PostgreSQL, existem ainda elevadas 
percentagens de erro entre os valores estimados e os medidos, quer para o tempo, quer para a 
energia. Isto demonstra que a principal limitação dos modelos de estimativa do PostgreSQL reside na 
incapacidade de se prever o estado do sistema no momento da execução da query. No entanto, foi 
possível comprovar a utilidade da ferramenta no processo de análise e reestruturação de queries no 
sentido de uma maior eficiência energética na execução. Pois, considerando a estimativa do consumo 
energético das queries para um mesmo estado do sistema, a que apresentar uma estimativa mais 
baixa, em geral, será sempre a mais económica mesmo quando o estado do sistema é alterado. O 
recurso a este tipo de ferramenta poderá apresentar um maior impacto quando aplicado em 
ambientes de centros de dados nos quais o número de queries (e transações) que são executadas por 
minuto é deveras grande. Como tal, a mais pequena poupança de energia que se possa realizar ao 
nível da query tem um significado maior quando “multiplicado“ pelo número total de queries a 
executar num qualquer centro de dados. 
De forma geral, o projeto decorreu dentro da normalidade, sem grandes sobressaltos que tenham 
influenciado ou prejudicado a planificação inicial. No entanto, o facto de a minha especialização se 
direcionar para a área de engenharia de sistemas e sistemas de suporte a decisão e os meus 
conhecimentos em torno da energia em sistemas aplicacionais serem escassos revelou-se um 
verdadeiro desafio. Ao longo do projeto surgiram, contudo, alguns obstáculos no que respeita à 
medição do consumo energético do sistema. Inicialmente o grande entrave prendeu-se com a 
dificuldade em encontrar hardware que de forma simples (sem grande instrumentalização) permitisse 
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monitorizar o consumo de energia de cada um dos componentes que compõe o sistema aplicacional. 
Não se tendo encontrado tal hardware, partiu-se para uma solução mais simples que incidiu no uso de 
um medidor de potência que ligado à fonte de alimentação do sistema permitiu obter a potência 
consumida em cada instante pelo sistema. Mais tarde, e por limitação do medidor, no intervalo 
mínimo entre as medições (1 segundo) houve necessidade de ajustar os algoritmos de medição. Isto 
porque, no universo das queries sob teste, existiam algumas com um tempo de execução inferior a 1 
segundo. Apesar de tais ocorrências, estas acabaram por ser ultrapassadas sem que se 
apresentassem como prejuízo para a realização do projeto. No final, os objetivos inicialmente 
propostos foram alcançados, tendo a ferramenta desenvolvida correspondido às expectativas. O 
trabalho mostrou-se interessante tendo-se verificado um parecer favorável em eventos científicos a 
nível nacional e internacional, com uma aceitação para comunicação na “INFORUM 2014” realizada no 
Porto, Portugal (Gonçalves et al., 2014a), um artigo na “SustainCom’2014” realizada em Sydney, 
Austrália (Gonçalves et al., 2014b) e um artigo na “ATICA’2014” realizada em Alcalá, Espanha 
(Gonçalves et al., 2014c). Deixa-se a nota que englobado neste projeto existem outras vertentes de 
estudo que despoletaram também interesse como é o caso da deteção de consumos excessivos em 
aplicações móveis (Couto et al., 2014). 
Perspetiva-se que haja ainda muito trabalho para fazer, devido à importância do tema e à crescente 
necessidade que existe em torno da economia de energia nos sistemas de dados. O estudo de 
heurísticas, a aplicar pelos gestores dos SGBD no seu processo diário de otimização de queries em 
termos energéticos, poderá apresentar-se como um caminho a seguir. Uma outra vertente de 
investigação poderá passar pela inclusão, nos modelos de estimativa, da capacidade de previsão do 
estado do sistema. Permitindo desta forma obter um grau de precisão superior no momento da 
estimativa do consumo de energia de uma query. Um outro caminho interessante a percorrer seria a 
adaptação da abordagem apresentada aos sistemas distribuídos. Este tema é especialmente relevante 
quando direcionado a SGBD que albergam quantidades de dados astronómicas e que necessitam de 
mais que um sistema aplicacional de suporte para realizar as suas tarefas. Em termos práticos seria 
importante ultrapassar as barreiras burocráticas do código fechado e poder aplicar e validar a 
abordagem noutros SGBD de uso comercial. Ainda em termos práticos seria também aliciante poder 
quantificar a poupança de energia num qualquer sistema de data warehousing real, podendo o 
resultado servir como motivação para que os programadores incluam este tipo de solução noutros 
SGBD. 
  
 
63 
 
 
 
 
 
Bibliografia 
 
Rick Abbott. The green data warehouse, how to save money – and the environment., January 2009. 
URL http://www.b-eye-network.com/view/9409. 
Rakesh Agrawal, Anastasia Ailamaki, Philip A. Bernstein, Eric A. Brewer, Michael J. Carey, Surajit 
Chaudhuri, Anhai Doan, Daniela Florescu, Michael J. Franklin, Hector Garcia-Molina, Johannes 
Gehrke, Le Gruenwald, Laura M. Haas, Alon Y. Halevy, Joseph M. Hellerstein, Yannis E. Ioannidis, 
Hank F. Korth, Donald Kossmann, Samuel Madden, Roger Magoulas, Beng Chin Ooi, Tim O’Reilly, 
Raghu Ramakrishnan, Sunita Sarawagi, Michael Stonebraker, Alexander S. Szalay, and Gerhard 
Weikum. The claremont report on database research. Commun. ACM, 52(6):56–65, June 2009. 
ISSN 0001-0782. doi: 10.1145/1516046.1516062. URL 
http://doi.acm.org/10.1145/1516046.1516062. 
Alfred V. Aho, Yehoshua Sagiv, and Jeffrey D. Ullman. Equivalences among relational expressions. 
SIAM J. Comput., 8(2):218–246, 1979. 
Luiz André Barroso and Urs Hölzle. The case for energy-proportional computing. Computer, 
40(12):33–37, December 2007. ISSN 0018-9162. doi: 10.1109/MC.2007.443. URL 
http://dx.doi.org/10.1109/MC.2007.443. 
Joe Chang. The sql server query optimizer - query optimizer and performance tuning, 2010. URL 
http://sqlbits.com/Sessions/Event6/Inside_the_SQL_Server_Query_Optimizer. 
Surajit Chaudhuri. An overview of query optimization in relational systems. In Proceedings of the 
Seventeenth ACM SIGACT-SIGMOD-SIGART Symposium on Principles of Database Systems, PODS 
 Bibliografia 
 
64 
’98, pages 34–43, New York, NY, USA, 1998. ACM. ISBN 0-89791-996-3. doi: 
10.1145/275487.275492. URL http://doi.acm.org/10.1145/275487.275492. 
Maria Colgan. Understanding Optimizer Statistics with Oracle Database 12c. Oracle, June 2013. URL 
http://www.oracle.com/technetwork/database/bi-datawarehousing/twp-statistics-concepts-12c-
1963871.pdf. 
Thomas M. Connolly and Carolyn E. Begg. Database Systems: A Practical Approach to Design, 
Implementation and Management (5th Edition). Pearson Addison Wesley, 2010. ISBN 0321523067. 
Marco Couto, Tiago Carção, Jácome Cunha, João Paulo Fernandes and João Saraiva. Detecting 
anomalous energy consumption in android applications. In Fernando Magno Quintão Pereira, 
editor, Programming Languages, volume 8771 of Lecture Notes in Computer Science, pages 77–
91. Springer International Publishing, 2014. ISBN 978-3-319- 11862-8. doi: 10.1007/978-3-319-
11863-5 6. URL http://dx.doi.org/10.1007/ 978-3-319-11863-5_6. 
Conor Cunningham. Inside the sql server query optimizer, 2008. URL 
http://sqlbits.com/Sessions/Event6/Inside_the_SQL_Server_Query_Optimizer. 
Thanh Do, Suhib Rawshdeh, and Weisong Shi. pTop: A Process-level Power Profiling Tool. In 
HotPower ’09: Proceedings of the Workshop on Power Aware Computing and Systems, New York, 
NY, USA, October 2009. ACM. 
Watts Up? Plug Load Meters. Electronic Education Devices, 2014. URL 
https://www.wattsupmeters.com/secure/products.php?pn=0&wai=270&spec=4. 
Institute Energy Efficiency. Greenscale home page, February 2013. URL 
http://iee.ucsb.edu/greenscale. 
Andrew Fanara, Evan Haines, and Arthur Howard. Performance evaluation and benchmarking. chapter 
The State of Energy and Performance Benchmarking for Enterprise Servers, pages 52–66. 
Springer-Verlag, Berlin, Heidelberg, 2009. ISBN 978-3-642- 10423-7. doi: 10.1007/978-3-642-
10424-4 5. URL http://dx.doi.org/10.1007/978-3-642-10424-4_5. 
 Bibliografia 
 
65 
Richard Foote. The cbo cpu costing model and indexes – another introduction, September 2009. URL 
http://richardfoote.wordpress.com/2009/09/16/the-cbo-cpu-costing-model-and-indexes-another-
introduction/.  
Hector Garcia-Molina, Jeffrey D. Ullman, and Jennifer Widom. Database Systems: The Complete Book. 
Prentice Hall Press, Upper Saddle River, NJ, USA, 2 edition, 2008. ISBN 9780131873254. 
Peter Gassner, Guy M. Lohman, K. Bernhard Schiefer, and Yun Wang. Query optimization in the ibm 
db2 family. IEEE Data Eng. Bull., pages 4–18, 1993. 
Ricardo Gonçalves, João Saraiva, and Orlando Belo. Em prol do estabelecimento de planos de 
consumo energético para queries em ambientes de centro de dados. In INForum - Simpósio de 
Informática, INFORUM ’2014, Porto, Portugal, 2014a. 
Ricardo Gonçalves, João Saraiva, and Orlando Belo. Defining energy consumption plans for data 
querying process. In Proceedings of 4th IEEE International Conference on Sustainable Computing 
and Communications, SustainCom ’2014, Sydney, Austrália, 2014b. 
Ricardo Gonçalves, João Saraiva, and Orlando Belo. Definição de planos de consumo energético para 
queries em sistemas de bases de dados. In VI Congreso Internacional sobre Aplicación de 
Tecnologías de la Información y Comunicaciones Avanzadas, ATICA’2014, Alcalá, España, 2014c. 
Connie Dialeris Green. Oracle9i Database Performance Tuning Guide and Reference, Release 2 (9.2). 
Oracle, October 2002. URL http://docs.oracle.com/cd/B10500_01/server.920/a96533.pdf . p. 9-22. 
Dayong (Microsoft) Gu, Ashit (Microsoft) Gosalia, Wei (NetApp) Liu, and Vinay (IBM) Kulkarni. Using 
star join and few-outer-row optimizations to improve data warehousing queries. White paper, 
Microsoft, December 2010. 
Chamara Gunaratne, Kenneth Christensen, Bruce Nordman, and Stephen Suen. Reducing the energy 
consumption of ethernet with adaptive link rate (alr). IEEE Trans. Comput., 57(4): 448–461, April 
2008. ISSN 0018-9340. doi: 10.1109/TC.2007.70836. URL 
http://dx.doi.org/10.1109/TC.2007.70836. 
 Bibliografia 
 
66 
Hyuck Han, Hyungsoo Jung, Hyeonsang Eom, and Heon Young Yeom. Scatter-gather-merge: An 
efficient star-join query processing algorithm for data-parallel frameworks. 14, 2011. URL 
http://dblp.uni-trier.de/db/journals/cluster/cluster14.html#HanJEY11. 
Stavros Harizopoulos, Mehul A. Shah, Justin Meza, and Parthasarathy Ranganathan. Energy efficiency: 
The new holy grail of data management systems research. In CIDR, 2009. 
Catalog statistics. IBM Corporation, 2013. URL 
http://publib.boulder.ibm.com/infocenter/db2luw/v9r7/topic/com.ibm.db2.luw.admin.perf.doc/doc/
c0005067.html. 
W.H. Inmon. BUILDING THE DATA WAREHOUSE (4th Ed.). Wiley India Pvt. Limited, 2005. ISBN 
9788126506453. URL http://books.google.pt/books?id=urNjcN2ZU20C. 
Specifications: Intel Core 2 Duo Processor P8600 (3M Cache, 2.40GHz, 1066MHz FSB). Intel 
Corporation, 2014. URL http://ark.intel.com/products/35568/Intel-Core2-Duo-Processor-P8600-3M-
Cache-2_40-GHz-1066-MHz-FSB?q=P8600#@specifications. 
Rakesh Kumar. Data center power, cooling and space: A worrisome outlook for the next two years. 
March 2010. 
Willis Lang and Jignesh M. Patel. Towards eco-friendly database management systems. January 2009. 
Willis Lang, Ramakrishnan Kandhan, and Jignesh M. Patel. Rethinking query processing for energy 
efficiency: Slowing down to win the race. 34, 2011. URL 
http://sites.computer.org/debull/A11mar/eopt.pdf. 
Jonathan Lewis. Cost-Based Oracle Fundamentals (Expert’s Voice in Oracle). Apress, Berkely, CA, USA, 
2005. ISBN 1590596366. 
Xiaowei Liu, Jinbao Wang, Haijie Wang, and Hong Gao. Generating power-efficient query execution 
plan. In International Conference on Advances in Computer Science and Engineering, CSE’13, 
2013. ISBN 978-90786-77-70-3. doi: 10.2991/cse.2013.64. 
Justin Meza, Mehul A. Shah, Parthasarathy Ranganathan, Mike Fitzner, and Judson Veazey. Tracking 
the power in an enterprise decision support system. In Proceedings of the 14th ACM/IEEE 
International Symposium on Low Power Electronics and Design, ISLPED ’09, pages 261–266, New 
 Bibliografia 
 
67 
York, NY, USA, 2009. ACM. ISBN 978-1-60558-684-7. doi: 10.1145/1594233.1594295. URL 
http://doi.acm.org/10.1145/1594233.1594295. 
Ryan Morgan and Doug MacEachern. SIGAR - System Information Gatherer And Reporter, 2010. URL 
https://support.hyperic.com/display/SIGAR/Home. 
Erik Mouw. Linux Kernel Procfs Guide, 2001. URL 
http://www.compsoc.man.ac.uk/~moz/kernelnewbies/documents/kdoc/2.5/procfs-guide.pdf . 
Adel Noureddine, Aurelien Bourdon, Romain Rouvoy, and Lionel Seinturier. A preliminary study of the 
impact of software engineering on greenit. In Proceedings of the First International Workshop on 
Green and Sustainable Software, GREENS ’12, pages 21–27, Piscataway, NJ, USA, 2012. IEEE 
Press. ISBN 978-1-4673-1832-7. URL http://dl.acm.org/citation.cfm?id=2663779.2663783. 
Meikel Poess and Raghunath Othayoth Nambiar. Energy cost, the key challenge of today’s data 
centers: A power consumption analysis of tpc-c results. Proc. VLDB Endow., 1(2):1229–1240, 
August 2008. ISSN 2150-8097. doi: 10.14778/1454159.1454162. URL 
http://dx.doi.org/10.14778/1454159.1454162. 
Meikel Poess and Raghunath Othayoth Nambiar. A power consumption analysis of decision support 
systems. In Proceedings of the First Joint WOSP/SIPEW International Conference on Performance 
Engineering, WOSP/SIPEW ’10, pages 147–152, New York, NY, USA, 2010. ACM. ISBN 978-1-
60558-563-5. doi: 10.1145/1712605.1712629. URL http://doi.acm.org/10.1145/1712605.1712629. 
Jan M. Rabaey, Anantha Chandrakasan, and Borivoje Nikolic. Digital integrated circuits- A design 
perspective. Prentice Hall, 2ed edition, 2004. 
Neil Rasmussen. Determining total cost of ownership for data center and network room infrastructure. 
2012. URL http://apcpartnercentral.com/assets/2012/07/CMRP-5T9PQG_R4_EN.pdf. Revision 4. 
Suzanne Rivoire, Mehul A. Shah, Parthasarathy Ranganathan, and Christos Kozyrakis. Joule-sort: A 
balanced energy-efficiency benchmark. In Proceedings of the 2007 ACM SIGMOD International 
Conference on Management of Data, SIGMOD ’07, pages 365–376, New York, NY, USA, 2007. 
ACM. ISBN 978-1-59593-686-8. doi: 10.1145/1247480.1247522. URL 
http://doi.acm.org/10.1145/1247480.1247522. 
 Bibliografia 
 
68 
Samsung SSD 840 EVO. Samsung Electronics Co. Ltd, 2014. URL 
http://www.samsung.com/global/business/semiconductor/minisite/SSD/uk/download/Samsung_SS
D_840_EVO_Brochure_2.pdf. 
R.R. Schmidt, E.E. Cruz, and M. Iyengar. Challenges of data center thermal management. IBM Journal 
of Research and Development, 49(4.5):709–723, July 2005. ISSN 0018-8646. doi: 
10.1147/rd.494.0709. 
P. Griffiths Selinger, M. M. Astrahan, D. D. Chamberlin, R. A. Lorie, and T. G. Price. Access path 
selection in a relational database management system. In Proceedings of the 1979 ACM SIGMOD 
International Conference on Management of Data, SIGMOD ’79, pages 23–34, New York, NY, USA, 
1979. ACM. ISBN 0-89791-001-X. doi: 10.1145/582095.582099. URL 
http://doi.acm.org/10.1145/582095.582099. 
Kurt Stockinger, Kesheng Wu, and Arie Shoshani. Strategies for processing ad hoc queries on large 
data warehouses. In Proceedings of the 5th ACM International Workshop on Data Warehousing 
and OLAP, DOLAP ’02, pages 72–79, New York, NY, USA, 2002. ACM. ISBN 1-58113-590-4. doi: 
10.1145/583890.583901. URL http://doi.acm.org/10.1145/583890.583901. 
Matthew E. Tolentino, Joseph Turner, and Kirk W. Cameron. Memory miser: Improving main memory 
energy efficiency in servers. IEEE Trans. Comput., 58(3):336–350, March 2009. ISSN 0018-9340. 
doi: 10.1109/TC.2008.177. URL http://dx.doi.org/10.1109/TC.2008.177. 
TPC Benchmark H Standard Specification Revision 2.17.0. Transaction Processing Performance 
Council, 2013. URL http://www.tpc.org/tpch/spec/tpch2.17.0.pdf. 
Dimitris Tsirogiannis, Stavros Harizopoulos, and Mehul A. Shah. Analyzing the energy efficiency of a 
database server. In Proceedings of the 2010 ACM SIGMOD International Conference on 
Management of Data, SIGMOD ’10, pages 231–242, New York, NY, USA, 2010. ACM. ISBN 978-1-
4503-0032-2. doi: 10.1145/1807167.1807194. URL http://doi.acm.org/10.1145/1807167.1807194. 
C. Jim/James Warner. Top - display Linux tasks, 2013? URL http://linux.die.net/man/1/top. 
Zichen Xu, Yi-Cheng Tu, and Xiaorui Wang. Exploring power-performance tradeoffs in database 
systems. In ICDE, pages 485–496, 2010. 
 Bibliografia 
 
69 
Zichen Xu, Yi-Cheng Tu, and Xiaorui Wang. Dynamic energy estimation of query plans in database 
systems. In Proceedings of the 2013 IEEE 33rd International Conference on Distributed Computing 
Systems, ICDCS ’13, pages 83–92, Washington, DC, USA, 2013. IEEE Computer Society. ISBN 978-
0-7695-5000-8. doi: 10.1109/ICDCS.2013.21. URL http://dx.doi.org/10.1109/ICDCS.2013.21. 
  
 Bibliografia 
 
70 
 
 Apêndice A 
 
71 
Apêndice A - Modelo Excel de Calibração 
Eseq= 0,000000032264 Joule
Ernd= 0,000000590827 Joule
Etup= 0,000003984702 Joule
Eidx= 0,000003831722 Joule
Eop= 0,000002713859 Joule
Database Operator Query Table NumberETuplesE(Ntup) NumberEPagesE(Npag) Model EstimatedEJoules AVGEEnergyE(J) StandardEDeviationE(J)
SeqEScan 1 Orders 1500000 27625 (Npag*Eseq)+(Ntup*Etup) 5,98 6,06 0,93 0,013 1,30%
2 Part 200000 4097 (Npag*Eseq)+(Ntup*Etup) 0,8 0,7 0,11 0,143 14,30%
3 PartSupp 800000 18242 (Npag*Eseq)+(Ntup*Etup) 3,19 3,36 0,18 0,051 5,10%
4 Customer 150000 3694 (Npag*Eseq)+(Ntup*Etup) 0,6 0,54 0,06 0,111 11,10%
SeqEScan(Filter) 5 Orders 1500000 27625 (Npag*Eseq)+(Ntup*Etup)+(Ntup*Eop) 10,05 10,09 0,3 0,004 0,40%
6 Part 200000 4097 (Npag*Eseq)+(Ntup*Etup)+(Ntup*Eop) 1,34 1,6 0,07 0,163 16,30%
7 PartSupp 800000 18242 (Npag*Eseq)+(Ntup*Etup)+(Ntup*Eop) 5,36 4,42 0,17 0,213 21,30%
8 Customer 150000 3694 (Npag*Eseq)+(Ntup*Etup)+(Ntup*Eop) 1 1,06 0,13 0,057 5,70%
IndexEScan 9 Orders 1500000 27625 (Ntup*Etup)+Ernd+((NpagW1)*Eseq) 11,73 12,77 0,24 0,081 8,10%
Orders_pKey 1500000 4116 (Npag*Eseq)+(Ntup*Eidx)
10 Part 200000 4097 (Ntup*Etup)+Ernd+((NpagW1)*Eseq) 1,56 1,54 0,13 0,013 1,30%
Part_pKey 200000 551 (Npag*Eseq)+(Ntup*Eidx)
11 PartSupp 800000 18242 (Ntup*Etup)+Ernd+((NpagW1)*Eseq) 6,25 7,42 0,17 0,158 15,80%
PartSupp_pKey 800000 3083 (Npag*Eseq)+(Ntup*Eidx)
12 Customer 150000 3694 (Ntup*Etup)+Ernd+((NpagW1)*Eseq) 1,17 1,1 0,17 0,064 6,40%
Customer_pKey 150000 414 (Npag*Eseq)+(Ntup*Eidx)
TotalE(PEerror)= 1,069
EnergyE
PEerror
Model TestsE(10ErepetitionsE,E100Eexecutions)StatisticsEfromEPostgreSQL
TPCHEWESF1
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Apêndice B - Queries TPC-H 
Conjunto 1 
1 - SELECT * FROM Orders; 
2 - SELECT * FROM Part; 
3 - SELECT * FROM PartSupp; 
4 - SELECT * FROM Customer; 
5 - SELECT * FROM Orders WHERE o_totalprice > 1000; 
6 - SELECT * FROM Part WHERE p_retailprice > 1000; 
7 - SELECT * FROM PartSupp WHERE ps_availqty > 1000; 
8 - SELECT * FROM Customer WHERE c_acctbal > 2000; 
9 - SELECT o_orderkey FROM Orders; 
10 - SELECT p_partkey FROM Part; 
11 - SELECT ps_partkey, ps_suppkey FROM PartSupp; 
12 - SELECT c_custkey FROM Customer; 
 
Conjunto 2 
--Q1 
SELECT l_returnflag, l_linestatus, sum(l_quantity) AS sum_qty, 
sum(l_extendedprice) AS sum_base_price, sum(l_extendedprice * (1 - 
l_discount)) AS sum_disc_price, sum(l_extendedprice * (1 - l_discount) * 
(1 + l_tax)) AS sum_charge, avg(l_quantity) AS avg_qty, 
avg(l_extendedprice) AS avg_price, avg(l_discount) AS avg_disc, count(*) 
AS count_order 
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FROM lineitem WHERE l_shipdate <= date '1998-12-01' - interval '84' day 
GROUP BY l_returnflag, l_linestatus  
ORDER BY l_returnflag, l_linestatus 
LIMIT 1; 
--Q2 
SELECT s_acctbal, s_name, n_name, p_partkey, p_mfgr, s_address, s_phone, 
s_comment 
FROM part, supplier, partsupp, nation, region WHERE p_partkey = ps_partkey 
AND s_suppkey = ps_suppkey AND p_size = 46 AND p_type like '%BRASS' AND 
s_nationkey = n_nationkey AND n_regionkey = r_regionkey AND r_name = 
'AFRICA' AND ps_supplycost = (SELECT min(ps_supplycost) FROM partsupp, 
supplier, nation, region WHERE p_partkey = ps_partkey AND s_suppkey = 
ps_suppkey AND s_nationkey = n_nationkey AND n_regionkey = r_regionkey 
AND r_name = 'AFRICA') 
ORDER BY s_acctbal DESC, n_name, s_name, p_partkey 
LIMIT 100; 
--Q3 
SELECT l_orderkey, sum(l_extendedprice * (1 - l_discount)) AS revenue, 
o_orderdate, o_shippriority 
FROM customer, orders, lineitem WHERE c_mktsegment = 'HOUSEHOLD' AND 
c_custkey = o_custkey AND l_orderkey = o_orderkey AND o_orderdate < date 
'1995-03-03' AND l_shipdate > date '1995-03-03' 
GROUP BY l_orderkey, o_orderdate, o_shippriority 
ORDER BY revenue DESC, o_orderdate 
LIMIT 10; 
--Q4 
SELECT o_orderpriority, count(*) AS order_count 
FROM orders WHERE o_orderdate >= date '1993-06-01' AND o_orderdate < date 
'1993-06-01' + interval '3' month AND exists (SELECT * from lineitem 
WHERE l_orderkey = o_orderkey AND l_commitdate < l_receiptdate ) 
GROUP BY o_orderpriority 
ORDER BY o_orderpriority 
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LIMIT 1; 
--Q5 
SELECT n_name, sum(l_extendedprice * (1 - l_discount)) AS revenue 
FROM customer, orders, lineitem, supplier, nation, region WHERE c_custkey = 
o_custkey AND l_orderkey = o_orderkey AND l_suppkey = s_suppkey AND 
c_nationkey = s_nationkey AND s_nationkey = n_nationkey AND n_regionkey = 
r_regionkey AND r_name = 'MIDDLE EAST' AND o_orderdate >= date '1993-01-
01' AND o_orderdate < date '1993-01-01' + interval '1' year 
GROUP BY n_name 
ORDER BY revenue desc 
LIMIT 1; 
--Q6 
SELECT sum(l_extendedprice * l_discount) AS revenue 
FROM lineitem WHERE l_shipdate >= date '1993-01-01' AND l_shipdate < date 
'1993-01-01' + interval '1' year AND l_discount between 0.07 - 0.01 AND 
0.07 + 0.01 AND l_quantity < 24 
LIMIT 1; 
--Q7 
SELECT supp_nation, cust_nation, l_year, sum(volume) AS revenue 
FROM ( select n1.n_name AS supp_nation, n2.n_name AS cust_nation, 
extract(year from l_shipdate) AS l_year, l_extendedprice * (1 - 
l_discount) AS volume FROM supplier, lineitem, orders, customer, nation 
n1, nation n2 WHERE s_suppkey = l_suppkey AND o_orderkey = l_orderkey AND 
c_custkey = o_custkey AND s_nationkey = n1.n_nationkey AND c_nationkey = 
n2.n_nationkey AND ( (n1.n_name = 'MOROCCO' AND n2.n_name = 'IRAQ') OR 
(n1.n_name = 'IRAQ' AND n2.n_name = 'MOROCCO') ) AND l_shipdate between 
date '1995-01-01' AND date '1996-12-31' ) AS shipping 
GROUP BY supp_nation, cust_nation, l_year 
ORDER BY supp_nation, cust_nation, l_year 
LIMIT 1; 
--Q8 
SELECT o_year, sum(case when nation = 'IRAQ' then volume else 0 end) / 
sum(volume) AS mkt_share 
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FROM ( SELECT extract(year FROM o_orderdate) AS o_year, l_extendedprice * 
(1 - l_discount) AS volume, n2.n_name AS nation FROM part, supplier, 
lineitem, orders, customer, nation n1, nation n2, region WHERE p_partkey 
= l_partkey AND s_suppkey = l_suppkey AND l_orderkey = o_orderkey AND 
o_custkey = c_custkey AND c_nationkey = n1.n_nationkey AND n1.n_regionkey 
= r_regionkey AND r_name = 'MIDDLE EAST' AND s_nationkey = n2.n_nationkey 
AND o_orderdate BETWEEN date '1995-01-01' AND date '1996-12-31' AND 
p_type = 'PROMO BURNISHED BRASS' ) AS all_nations 
GROUP BY o_year 
ORDER BY o_year 
LIMIT 1; 
--Q9 
SELECT nation, o_year, sum(amount) AS sum_profit 
FROM (SELECT n_name AS nation, extract(year FROM o_orderdate) AS o_year, 
l_extendedprice * (1 - l_discount) - ps_supplycost * l_quantity AS amount 
FROM part, supplier, lineitem, partsupp, orders, nation WHERE s_suppkey = 
l_suppkey AND ps_suppkey = l_suppkey AND ps_partkey = l_partkey AND 
p_partkey = l_partkey AND o_orderkey = l_orderkey AND s_nationkey = 
n_nationkey AND p_name LIKE '%snow%' ) AS profit 
GROUP BY nation, o_year 
ORDER BY nation, o_year DESC 
LIMIT 1; 
--Q10 
SELECT c_custkey, c_name, sum(l_extendedprice * (1 - l_discount)) AS 
revenue, c_acctbal, n_name, c_address, c_phone, c_comment 
FROM customer, orders, lineitem, nation WHERE c_custkey = o_custkey AND 
l_orderkey = o_orderkey AND o_orderdate >= date '1993-12-01' AND 
o_orderdate < date '1993-12-01' + interval '3' month AND l_returnflag = 
'R' AND c_nationkey = n_nationkey 
GROUP BY c_custkey, c_name, c_acctbal, c_phone, n_name, c_address, 
c_comment 
ORDER BY revenue desc 
LIMIT 20; 
--Q11 
SELECT ps_partkey, sum(ps_supplycost * ps_availqty) AS value 
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FROM partsupp, supplier, nation WHERE ps_suppkey = s_suppkey AND 
s_nationkey = n_nationkey AND n_name = 'INDIA' 
GROUP BY ps_partkey HAVING sum(ps_supplycost * ps_availqty) > (SELECT 
sum(ps_supplycost * ps_availqty) * 0.0001000000 FROM partsupp, supplier, 
nation WHERE ps_suppkey = s_suppkey AND s_nationkey = n_nationkey AND 
n_name = 'INDIA' ) 
ORDER BY value DESC 
LIMIT 1; 
--Q12 
SELECT l_shipmode, sum(case when o_orderpriority = '1-URGENT' or 
o_orderpriority = '2-HIGH' then 1 else 0 end) AS high_line_count, 
sum(case when o_orderpriority <> '1-URGENT' and o_orderpriority <> '2-
HIGH' then 1 else 0 end) AS low_line_count 
FROM orders, lineitem WHERE o_orderkey = l_orderkey AND l_shipmode IN 
('TRUCK', 'AIR') AND l_commitdate < l_receiptdate AND l_shipdate < 
l_commitdate AND l_receiptdate >= date '1997-01-01' AND l_receiptdate < 
date '1997-01-01' + interval '1' year 
GROUP BY l_shipmode 
ORDE BY l_shipmode 
LIMIT 1; 
--Q13 
SELECT c_count, count(*) AS custdist 
FROM ( SELECT c_custkey, count(o_orderkey) FROM customer LEFT OUTER JOIN 
orders ON c_custkey = o_custkey AND o_comment NOT LIKE 
'%special%deposits%' GROUP BY c_custkey ) AS c_orders (c_custkey, 
c_count) 
GROUP BY c_count 
ORDER BY custdist DESC, c_count DESC 
LIMIT 1; 
--Q14 
SELECT 100.00 * sum(case when p_type like 'PROMO%' then l_extendedprice * 
(1 - l_discount) else 0 end) / sum(l_extendedprice * (1 - l_discount)) AS 
promo_revenue 
FROM lineitem, part 
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WHERE l_partkey = p_partkey AND l_shipdate >= date '1997-03-01' AND 
l_shipdate < date '1997-03-01' + interval '1' month 
LIMIT 1; 
--Q15 
CREATE VIEW revenue0 (supplier_no, total_revenue) AS 
 SELECT l_suppkey, sum(l_extendedprice * (1 - l_discount)) FROM lineitem 
WHERE l_shipdate >= date '1996-05-01' AND l_shipdate < date '1996-05-01' 
+ interval '3' month GROUP BY l_suppkey; 
 
SELECT s_suppkey, s_name, s_address, s_phone, total_revenue 
FROM supplier, revenue0 WHERE s_suppkey = supplier_no AND total_revenue = ( 
SELECT max(total_revenue) FROM revenue0 ) 
ORDER BY s_suppkey 
LIMIT 1; 
--Q16 
SELECT p_brand, p_type, p_size, count(distinct ps_suppkey) AS supplier_cnt 
FROM partsupp, part WHERE p_partkey = ps_partkey AND p_brand <> 'Brand#31' 
AND p_type NOT LIKE 'ECONOMY POLISHED%' AND p_size IN (21, 6, 36, 2, 49, 
17, 34, 31) AND ps_suppkey NOT IN ( SELECT s_suppkey FROM supplier WHERE 
s_comment LIKE '%Customer%Complaints%' ) 
GROUP BY p_brand, p_type, p_size 
ORDER BY supplier_cnt DESC, p_brand, p_type, p_size 
LIMIT 1; 
--Q17 
SELECT sum(l_extendedprice) / 7.0 AS avg_yearly 
FROM lineitem, part, (SELECT l_partkey AS agg_partkey, 0.2 * 
avg(l_quantity) AS avg_quantity FROM lineitem GROUP BY l_partkey) 
part_agg 
WHERE p_partkey = l_partkey AND agg_partkey = l_partkey AND p_brand = 
'Brand#14' AND p_container = 'MED CASE' AND l_quantity < avg_quantity 
LIMIT 1; 
--Q18 
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SELECT c_name, c_custkey, o_orderkey, o_orderdate, o_totalprice, 
sum(l_quantity) 
FROM customer, orders, lineitem WHERE o_orderkey IN ( SELECT l_orderkey 
FROM lineitem GROUP BY l_orderkey HAVING sum(l_quantity) > 315 ) AND 
c_custkey = o_custkey AND o_orderkey = l_orderkey 
GROUP BY c_name, c_custkey, o_orderkey, o_orderdate, o_totalprice 
ORDER BY o_totalprice DESC, o_orderdate 
LIMIT 100; 
--Q19 
SELECT sum(l_extendedprice* (1 - l_discount)) AS revenue 
FROM lineitem, part 
WHERE ( p_partkey = l_partkey AND p_brand = 'Brand#31' AND p_container IN 
('SM CASE', 'SM BOX', 'SM PACK', 'SM PKG') AND l_quantity >= 7 AND 
l_quantity <= 7 + 10 AND p_size BETWEEN 1 AND 5 AND l_shipmode IN ('AIR', 
'AIR REG') AND l_shipinstruct = 'DELIVER IN PERSON' ) 
 OR ( p_partkey = l_partkey AND p_brand = 'Brand#41' AND p_container IN 
('MED BAG', 'MED BOX', 'MED PKG', 'MED PACK') AND l_quantity >= 16 AND 
l_quantity <= 16 + 10 AND p_size BETWEEN 1 AND 10 AND l_shipmode IN 
('AIR', 'AIR REG') AND l_shipinstruct = 'DELIVER IN PERSON' ) 
 OR ( p_partkey = l_partkey AND p_brand = 'Brand#52' AND p_container IN 
('LG CASE', 'LG BOX', 'LG PACK', 'LG PKG') AND l_quantity >= 29 AND 
l_quantity <= 29 + 10 AND p_size BETWEEN 1 AND 15 AND l_shipmode IN 
('AIR', 'AIR REG') AND l_shipinstruct = 'DELIVER IN PERSON' ) 
LIMIT 1; 
--Q20 
SELECT s_name, s_address 
FROM supplier, nation WHERE s_suppkey IN ( SELECT ps_suppkey FROM partsupp, 
( SELECT l_partkey agg_partkey, l_suppkey agg_suppkey, 0.5 * 
sum(l_quantity) AS agg_quantity FROM lineitem WHERE l_shipdate >= date 
'1996-01-01' AND l_shipdate < date '1996-01-01' + interval '1' year GROUP 
BY l_partkey, l_suppkey ) agg_lineitem WHERE agg_partkey = ps_partkey AND 
agg_suppkey = ps_suppkey AND ps_partkey IN ( SELECT p_partkey FROM part 
WHERE p_name LIKE 'blue%' ) AND ps_availqty > agg_quantity ) AND 
s_nationkey = n_nationkey AND n_name = 'ARGENTINA' 
ORDER BY s_name 
LIMIT 1; 
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--Q21 
SELECT s_name, count(*) AS numwait 
FROM supplier, lineitem l1, orders, nation WHERE s_suppkey = l1.l_suppkey 
AND o_orderkey = l1.l_orderkey AND o_orderstatus = 'F' AND 
l1.l_receiptdate > l1.l_commitdate AND EXISTS ( SELECT * FROM lineitem l2 
WHERE l2.l_orderkey = l1.l_orderkey AND l2.l_suppkey <> l1.l_suppkey ) 
AND NOT EXISTS ( SELECT * FROM lineitem l3 WHERE l3.l_orderkey = 
l1.l_orderkey AND l3.l_suppkey <> l1.l_suppkey AND l3.l_receiptdate > 
l3.l_commitdate ) AND s_nationkey = n_nationkey AND n_name = 'PERU' 
GROUP BY s_name 
ORDER BY numwait DESC, s_name 
LIMIT 100; 
--Q22 
SELECT cntrycode, count(*) AS numcust, sum(c_acctbal) AS totacctbal 
FROM ( SELECT substring(c_phone FROM 1 for 2) AS cntrycode, c_acctbal FROM 
customer WHERE substring(c_phone from 1 for 2) IN ('11', '34', '17', 
'26', '25', '32', '33') and c_acctbal > ( SELECT avg(c_acctbal) FROM 
customer WHERE c_acctbal > 0.00 AND substring(c_phone from 1 for 2) IN 
('11', '34', '17', '26', '25', '32', '33') ) AND NOT EXISTS ( SELECT * 
FROM orders WHERE o_custkey = c_custkey ) ) AS custsale 
GROUP BY cntrycode 
ORDER BY cntrycode 
LIMIT 1; 
