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...Denn es ist zuletzt doch nur der Geist, der jede Technik lebendig macht. ...“
J. W. v. Goethe
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Die hohen Zuwachsraten der letzten Jahre auf den M¨arkten der Informations– und Kommu-
nikationsdienste (Internet, Mobilkommunikation) w¨aren ohne die optische Nachrichtentech-
nik nicht möglich gewesen, ebenso wird sie ein tragender Baustein der Informations– und
Kommunikationsgesellschaft des neuen Jahrtausends sein. Ihre prinzipielle Funktionswei-
se ist ebenso einfach wie ihre Aufgabe fundamental, dabei wirkt sie im Verborgenen und
unsichtbar.
Die haupts¨achliche Anwendung der optischen Nachrichtentechnik ist dieÜb rtragung
binär codierter Informationsstr¨ome großer Kapazit¨a von einem Sendeort zu einem Emp-
fangsortüber eine fest installierte Glasfaser–Kabelstrecke. Durch Ein– und Ausschalten
einer Lichtquelle im Takt der bin¨ar codierten Daten am Anfang einer Glasfaser und der De-
tektion dieser Lichtimpulse am Ende der Faser werden die Informationen ¨ub rtragen.
Der Einsatz eines optischen̈Ubertragungssystems ist typischerweise erst f¨ur hohe Da-
tenraten wirtschaftlich, n¨amlich dann, wenn anderëUbertragungsarten (Kupferkabel, Hohl-
leiter, Richtfunk oder parallele Bussysteme in Rechner-Backplanes) teurer, schlechter oder
sogar ungeeignet sind. Dies gilt insbesondere f¨ur die Verbindung der Knotenpunkte inner-
halb von Informations– und Telekommunikationsnetzen, zwischen denen geb¨und lt große
Informationsmengen zub̈ertragen und Distanzen von einigen 100 km bei Datenraten von
einigen Gbit/s zu ¨uberbrücken sind.
Der Telekommunikations–Endverbraucher sieht heute von alledem nichts, da Glasfa-
seranbindungen bis ins Haus noch nicht Standard sind. Die der Informations¨ubertragung
zugrunde liegende optische Nachrichtentechnik bleibt ihm deshalb verborgen.
Selbst wenn der Telekommunikations–Endverbraucher zuk¨unftig eine Glasfaseranbin-
dung bis in sein Wohnzimmer h¨atte: Das Licht im Wellenl¨angenbereichλ  1;55µm ist
unsichtbar. Man muss gerade diese Wellenl¨ange ausnutzen, da das Kabel–Grundmaterial
Quarz–Glas dort die geringste D¨ampfung aufweist und es außerdem optische Verst¨arker in
diesem Wellenl¨angenbereich gibt. Kommt es nicht auf die D¨ampfung an, kann man auch
den Wellenlängenbereich umλ  1;3µm verwenden, hier hat man den Vorteil der geringeren
Dispersion. EinÜbertragungssystem muss nicht zwingend nur eine Wellenl¨angeübertragen,
bei Wellenlängenmultiplex (Wavelength Division Multiplex, WDM) werden mehrere Wel-
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lenlängen gleichzeitig ¨ubermittelt, die Kapazit¨at wird dadurch vervielfacht. Mittels wel-
lenlängenselektiver Ein– und Auskoppelelemente k¨onnen auf dem Streckenverlauf einzelne
Wellenlängen zugeschaltet oder abgezweigt werden und somit Datenstr¨ome selektiv gelenkt
werden. Dieser knappe Ausblick zeigt schon, dass optischeÜbertragungssysteme trotz des
einfachen Grundprinzips beliebig un¨bersichtlich sein k¨onnen. Außerdem steckt auch hier
der Teufel im Detail: Die einzelnen Komponenten sind nicht–ideal und ergeben im gemein-
samen Zusammenwirken ein h¨ochst komplexes Verhalten.
Als Lichtquellen sind Halbleiter–Laserdioden Schl¨usselkomponenten der optischenÜber-
tragungssysteme. Rekord–Modulationsbandbreiten von 40GHz [81] zeigen, dass diese Bau-
elemente effizient zur hochbitratigen Informations¨ubertragung eingesetzt werden k¨onnen. In
einem digitalen Direktsystem wird der Injektionsstrom der Laserdiode und damit die emit-
tierte optische Leistung zwischen zwei Werten umgeschaltet, entsprechend den zu ¨ubertra-
genden logischen Nullen und Einsen. Die vom Photodetektor empfangene Lichtleistung wird
je nach Pegel wiederum als logische Null oder Eins interpretiert. Die Laserdiode wird dabei
in einer alsGroßsignalmodulationbezeichneten Betriebsart verwendet.
Hochbitratige optischëUbertragungssysteme werden beim Entwurf numerisch simuliert,
da die komplexen und un¨bersichtlichen Eigenschaften der Teilkomponenten einen ein-
satzreifen Entwurf nach Faustformeln verbieten. Alle Komponenten m¨ussen deshalb in
ihrem Verhalten zuverl¨assig und genau simuliert werden k¨onnen. Jede Komponente wird
dabei durch ein spezifisches Modell und den zugeh¨origen charakteristischen Parametersatz
beschrieben. Die Dynamik von Halbleiter–Laserdioden (HL–LD) wird mathematisch mit
zeitabhängigen Differenzialgleichungssystemen formuliert. Diese Differenzialgleichungs-
systeme sind auch f¨ur einfache Laserdioden–Modelle nichtlinear und besitzen keine allge-
meine analytische L¨osung.
Bei den Modellen muss zwischen zwar numerisch aufw¨ndigen, aber physikalisch be-
gründbaren Modellen und solchen, die numerisch effizient sind und sich f¨ur eine Systemsi-
mulation im obigen Sinn eignen, aber nur ph¨anomenologisch begr¨undet sind, unterschieden
werden (z. B. [73]). Die aufw¨andigen Modelle dienen dabei als Referenz und Basis f¨ur die
vereinfachten.
Zur Extraktion der f¨ur die Dynamik von Laserdioden verantwortlichen Parameter wer-
denüblicherweise Messungen in der Kleinsignaldom¨ane vorgenommen und analytisch dar-
stellbare Kleinsignalcharakteristiken an die Messkurven angepasst (z. B. [80]). Die Kleinsi-
gnalcharakteristiken (elektrooptischeÜbertragungsfunktion und Impedanz) werden aus den
linearisiertenzeitabhängigen Differenzialgleichungssystemen gewonnen und im Fourierbe-
reich dargestellt. Die bei verschiedenen Arbeitspunkten gewonnenen Parameter konstituie-
ren dann die Datenbasis f¨ur Simulationen im Großsignalbereich.
Eine effiziente Parameterextraktion aus den Kurven von Strom, Spannung und optischer
Leistung ist im Großsignalbereichnicht auf einfache Art und Weise durch iterative Kur-
venanpassung m¨oglich. Bei Großsignalaussteuerung k¨onnen die Modelle nicht linearisiert
werden, und es existieren keine analytisch darstellbarenÜb rtragungscharakteristiken mehr.
Dies bedeutet u. a., dass die Bauteilantwort nicht mehr als Faltung der vom Stimulus un-




pulsantwort“ ist vom Stimulussignal abh¨angig. Die Lösungen f¨ur einen gegebenen Parame-
tersatz m¨ussen numerisch mit den zeitabh¨angigen Differenzialgleichungssystemen berechnet
werden. Großsignalmessungen und Großsignalsimulationen k¨onnen nunmehr nur mit hohem
numerischen Aufwand verglichen werden.
Die zugrunde liegenden Modelle m¨ussen auf ihre Großsignaltauglichkeit ¨uberprüft wer-
den. Der Aufwand der Simulation mit einem ausgefeilten Modell, das akribisch physika-
lische Details berechnet, lohnt nur, sofern entsprechende pr¨aziseGroßsignalmessverfahren
im Zeitbereichzum Vergleich der Ergebnisse zur Verf¨ugung stehen. Prinzipiell gibt also ein
Großsignalmessverfahren nur im Zusammenhang mit einer Großsignalmodellierung Sinn,
wobei sich die Großsignalmodellierung auf die Parameterextraktion mit der Kleinsignalmo-
dellierung und den Kleinsignalmessungen st¨utzen muss. Die Zul¨assigkeit dieses Vorgehens
kann im Nachhinein ¨uberprüft werden.
Während für die Kleinsignalcharakterisierung von Laserdioden im Frequenzbereich ka-
librierte Netzwerkanalysatoren zur Verf¨ugung stehen, gibt es im Zeitbereich keine kommer-
ziell verfügbaren Messger¨ate mit Korrekturverfahren entsprechender Genauigkeit (s. Ab-
schn. 2.3). Unter
”
Genauigkeit“ soll hier verstanden werden:
1. Genaue Messbarkeit des tats¨achlichen Messobjekt–Stimulussignals (Strom, Spannung),
2. Genaue Messbarkeit des tats¨achlichen optischen Signals,
3. Möglichst genau bekannte zeitliche Relation des Messobjekt–Stimulus und des opti-
schen Signals.
Im Zeitbereich arbeitende Digitalsystem–Analysatoren erlauben keine Messung des tats¨ach-
lichen Stimulussignals, und die zeitliche Relation zwischen Stimulus und optischem Signal
ist nicht bekannt. Die Arbeit [11] verwendet bei der Simulation f¨ur den Stimulusstrom
zwar Messdaten, bei diesen handelt es sich aber lediglich um das Signal der Quelle ohne
Berücksichtigung der spezifischen Belastung durch die Laserdiode. Die tats¨achliche Ampli-
tude an der Laserdiode und der genaue Zeitverlauf sind also nicht bekannt. Als Zeitbereichs-
reflektometer ausgestattete Oszilloskope k¨onnen zwar (indirekt) das Stimulussignal messen,
aber die Signalamplitude ist typischerweise nicht f¨ur Großsignaluntersuchungen von nieder-
ohmigen Bauteilen geeignet.
Das Ziel der Arbeit ist daher der Aufbau eines Messsystems zur genauen Bestimmung
von Strom, Spannung und optischer Leistung an einer Laserdiode als Zeitfunktionen mit gu-
ter absoluter Genauigkeit und definierter zeitlicher Relation. Ausgehend von einem kommer-
ziellen Zeitbereichsmesssystem mit Zeitbereichs–Netzwerkanalyse–F¨ahigkeiten (HP 54124
T) und einem schnellen Impulsgenerator wird ein Großsignalmesssystem aufgebaut, opti-
miert und charakterisiert, das den obigen Forderungen gerecht wird. Das System wird durch
angepasste numerische Kalibrations– und Korrekturverfahren vervollst¨andig .
Zunächst wird in Kap. 2 ein̈Uberblicküber Zeitbereichs–Netzwerkanalyseverfahren und
die damit verbundenen Probleme gegeben. Die Brauchbarkeit von kommerziellen Systemen
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und in der Literatur beschriebenen Verfahren wird vor dem Hintergrund der Aufgabenstel-
lung diskutiert.
Kap. 3 formuliert die Anforderungen an den Messaufbau: Es werden ein koplanares elek-
trisches Stimulus– und Messtor und ein optisches Messtor als Bezugsebenen ben¨otigt. Wei-
tere Anforderungen betreffen die Anpassung des Stimulustores, die Stimulus–Signalform
und die Transmissionseigenschaften der Signalpfade. Der Messaufbau wird in mehreren
Schritten optimiert, um alle Anforderungen zu erf¨ullen. Abschließend wird die Endversion
des apparativen Aufbaus in allen Details und mit allen Eckdaten vorgestellt.
In Kap. 4 wird die ausf¨uhrliche Modellierung des gesamten Systems vorgestellt. Speziel-
le Eigenschaften des apparativen Aufbaus werden diskutiert und mit Modellgleichungen for-
muliert. Dabei werden sowohl Kalibrations– und Korrekturverfahren der Frequenzbereichs–
Netzwerkanalyse als auch spezielle Zeitbereichsmethoden angewandt. Anhand der Teilmo-
delle kann das System sukzessive charakterisiert und damit die Kalibration durchgef¨hrt
werden. Die Modellstruktur gibt gleichzeitig die Struktur der Korrektur vor.
Die zur Korrektur der gemessenen Rohdaten ben¨otigten numerischen Verfahren werden
in Kap. 5 vorgestellt. Die Korrekturrechnung wird im Fourierbereich durchgef¨uhrt. Dabei
müssen Daten aus Messungen im Frequenzbereich und Daten aus Messungen im Zeitbereich
verknüpft werden. Die linearen Standard–Korrekturgleichungen der Frequenzbereichs–Netz-
werkanalyse m¨ussen hierf¨ur mit zusätzlichen Algorithmen und Methoden erg¨anzt werden.
Weiterhin sind spezielle Algorithmen f¨ur die Korrektur der speziellen nichtlinearen Proble-
me der Zeitbereichs–Netzwerkanalyse erforderlich. Die Korrekturschritte werden in der Rei-
henfolge ihrer Anwendung besprochen.
Um die Genauigkeit des Messsystems einschließlich der numerischen Korrektur zu cha-
rakterisieren, werden in Kap. 6 die Resultate von Messungen an bekannten Standards vor-
gestellt. Dabei werden die Korrekturen mit unterschiedlichen Korrekturmodellen berechnet
und die Verbesserung der Ergebnisse durch die jeweilige methodische Korrektur–Erweite-
rung aufgezeigt.
In Kap. 7 schließlich werden Strom, Spannung und optische Leistung, die in verschiede-
nen Messreihen an einer schnellen Laserdiode gemessen wurden, dargestellt. Die Ergebnisse
der Spannungsmessung werden qualitativ diskutiert. Eine detaillierte Analyse und Diskus-
sion der Messkurven ist nicht Gegenstand dieser Arbeit und w¨ur e den Rahmen der Arbeit
sprengen (erheblicher zus¨atzlicher Aufwand f¨ur Kleinsignalcharakterisierung und Großsi-
gnalsimulation).
Schließlich fasst Kap. 9 die Arbeit zusammen.
Kapitel 2
Reflektometrie und Transmittometrie im
Zeitbereich
2.1 Überblick





werkanalyse“ (Time Domain Network Analysis, TDNA) allgemein alle Verfahren verstan-
den, die den zeitlichen Verlauf des Ausgangs– bzw. Reaktionssignals eines Bauteils mit ei-
nem oder mehreren Anschlusstoren als Reaktion auf ein Stimulussignal messen. Das Signal
des stimulierten Tores wird als
”
Reflexions“–Signal, das Signal eines zus¨atzlichen (ande-
ren) Tores als
”
Transmissions“–Signal bezeichnet. Die zugeh¨origen Messmethoden werden
als
”
Zeitbereichs–Reflektometrie“ (Time Domain Reflection, TDR), bzw. als
”
Zeitbereichs–
Transmittometrie“ (Time Domain Transmission, TDT) bezeichnet. Zeitbereichsverfahren
sind nicht beschr¨ankt auf kabelgebundene elektrische Signale, sondern kommen auch f¨ur
freie elektromagnetische Strahlung (z. B. RADAR), optische Signale (z. B. optische Ab-
standsmessung, LIDAR) und akustische Signale zum Einsatz (z. B. Echolot, Seismologie,
Geologie etc.)
Zeitbereichsverfahren kommen ¨uberall da zur Anwendung, wo entweder die Datenin-
terpretation sowieso eine Zeit– bzw. Ortsaufl¨osung verlangt (signalpropagierende Bauteile
wie z. B. inhomogene Medien oder Wellenleiter), oder die zu untersuchenden Bauteile Ei-
genschaften besitzen, die im Frequenzbereich (mittels Kleinsignal–Netzwerkanalyse) nicht
vollständig erfasst werden k¨onnen (z. B. weil nichtlineares Verhalten vorliegt). Ein weiterer
Grund für die Anwendung von Zeitbereichsverfahren ist die Verf¨ugbarkeit von extrem kurz-
en Pulsen (s. Abschn. 2.4). Diese erlauben eine sehr breitbandige Anregung von Bauteilen,
die mit herkömmlichen Methoden im Frequenzbereich nicht zu erzielen ist.
Im Gegensatz zu den Zeitbereichsverfahren messen die Frequenzbereichsverfahren die
Frequenzabh¨angigkeit der auf die Anregung bezogenen, komplexen Amplitude der Antwort
eines Bauteils auf eine sinusf¨ormige Anregung (vektorielle Netzwerkanalyse, VNWA). Ist
das Bauteil linear, dann liefern beide Verfahren theoretisch die gleichen Resultate f¨r R fle-
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xion und Transmission, wenn die Ergebnisse mittels der Fouriertransformation umgerechnet
werden (auch als CW–TDNA bezeichnet [33]). Bei der vektoriellen Netzwerkanalyse wer-
den Reflexion und Transmission ¨ublicherweise in den dimensionslosen S-Parametern aus-
gedrückt, die aus den relativen Amplituden an den jeweiligen Messtoren bestimmt werden.
Die Zeitbereichsverfahren liefern zun¨achst absolute Zeitsignale, die als mit der Bauteilant-





regung ist die Interpretation einfach, die Ergebnisse k¨onnen quasi
”
von Hand“ interpretiert
werden [35][27, App. E][24] (Dies ist auch der Grund, warum Zeitbereichsverfahren in
vielen Anwendungen schnelle Ergebnisse bringen). Liegt ein linear wirkendes Bauteil vor,
dann können analog zum Frequenzbereich die gemessenen Signale durch Bezug auf das Sti-
mulussignal als dem Bauteil zuzuordnende Eigenschaft angesehen werden. Dar¨uber hinaus
ist die Messbarkeit von absoluten Ausgangs– (und auch Stimulus–)Signalen die kennzeich-
nende Eigenschaft von Zeitbereichsverfahren, die bei der Untersuchung von nichtlinearen
Bauteilen von besonderer Bedeutung ist, wie in der vorliegenden Arbeit gezeigt wird. Die
weitere Diskussion ist auf die elektrische (leitungsgebundene) Hochfrequenz–Messtechnik
eingeschr¨ankt, betrachtet werden hierbei jedoch sehr breitbandige Systeme (f3dB 50GHz).
Im Folgenden werden wesentliche Sachverhalte der Zeitbereichsnetzwerkanalyse–Verfahren
rekapituliert.
2.2 Klassische Zeitbereichs–Netzwerkanalyse–Verfahren
Prinzipiell besteht ein TDR– oder TDT–Messsystem aus einem Stimulussignalgenerator und
einem synchron laufenden Signalabtaster (Oszilloskop). Bei einem TDR–System werden der
Signalausgang des Generators und der Signaleingang des Abtasters entweder mit einem Kop-
pelnetzwerk oder ¨uber Leitungselemente so zusammengeschaltet, dass an einem Tor sowohl
der Stimulus verf¨ugbar ist als auch der Signalverlauf an diesem Tor gemessen werden kann.
Damit kann die Reflexion eines Tores des Bauteils bestimmt werden. In [35, S. 26] werden
drei unterschiedliche, klassische Konfigurationen f¨ur ein TDR–System genannt. Abb. 2.1
zeigt diejenige Konfiguration, die verwendet werden muss, wenn sowohl Generator als auch
Abtaster interne Wellenleiterabschl¨usse besitzen. Das Leitungselement L3 dient zur zeitli-
chen Separation der Signalbestandteile und zur Definition des Bezugswellenwiderstands der
Messung.
Der am Abtaster registrierte Spannungsverlauf ist die additiveÜb rlagerung des Stimu-
lussignals des Generators und der durch L3 verzögerten Reflexion des Bauteils. Ist der Sti-
mulus eine Sprung–¨ahnliche Zeitfunktion (Rechteckimpuls), dann wird die L¨ange des Recht-
eckimpulses (unter Ber¨ucksichtigung der Verz¨ogerung durch L3) üblicherweise so gew¨ahlt,
dass beide Signalkomponenten zeitlich vollst¨andigüberlappen. Die Interpretation der dabei
typischerweise entstehenden Oszillogramme wird z. B. in [35] erl¨autert. Dagegen wird im
Fall von impulsförmigen Stimulussignalen die L¨ange von L3 in der Regel so gew¨ahlt, dass
keineÜberlappung auftritt.
Bei einem TDT–System werden der Generator mit dem Signaleingang des Bauteils und
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Abbildung 2.1: Struktur einer klassischen TDR–Konfiguration (BezugswellenwiderstandZ0,
1–Tor–Messobjekt X, 6–dB–Leistungsteiler T, Leitungen L1, L2, L3 mit Wellenwiderstand
Z0). Pfeile bezeichnen die Laufrichtung von Wellenanteilen aufgrund des Generatorsignals
(g !) und der Reflexion (rX !).
der Abtaster mit dem Ausgang des Bauteils verbunden, hiermit kann die Transmission ge-
messen werden. Abb. 2.2 zeigt die Konfiguration eines TDT–Systems. Die Leitungselemen-
te L4 und L5 dienen wiederum zur zeitlichen Separation der Signalbestandteile von Stimu-
lus und dessen Sekund¨ar–Reflexionen (L4) und des Ausgangssignals und dessen Sekund¨ar–
Reflexionen (L5), sowie zur Definition der Bezugswellenwiderst¨ande.
Abbildung 2.2: Struktur der klassischen TDT–Konfiguration (BezugswellenwiderstandZ0,
2–Tor–Messobjekt X, Leitungen L4, L5 mit WellenwiderstandZ0). Pfeile bezeichnen
die Laufrichtung von Wellenanteilen aufgrund des Generatorsignals (g !), der Reflexion
(rX !) und der Transmission (tX !).
Der am Abtaster registrierte Spannungsverlauf ist die Transmission des Stimulussignals
des Generators durch das Bauteil, verz¨ogert durch L4 und L5. Grundsätzliche Forderungen
für beide Konfigurationen sind:
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 kurze Stimulusimpulse bzw. steilflankige Stimulusspr¨unge (eigentlich Rechtecksigna-
le), um eine gute Orts– bzw. Zeitaufl¨osung zu erhalten (dies entspricht einer hohen
Sweep–Bandbreite bei der VNWA)
 vernachlässigbare D¨ampfung der hinreichend breitbandigen Systemkomponenten
 hohes Signal–zu–Ger¨ausch–Leistungsverh¨altnis
Für beide Konfigurationen folgt daraus, dass die Leitungselemente L3 bzw. L4 und L5
folgende Eigenschaften besitzen m¨ussen:
 bekannte Wellenwiderst¨ande
 sehr homogene Wellenleiter
 dämpfungs– und dispersionsarm
In der Regel erf¨ullen nur Leitungen mit Luftdielektrikum (sog.
”
Air-Lines“) diese An-
forderungen; diese Bauteile sind mechanisch steif und im Umgang unpraktisch. Zus¨atzlich
müssen folgende Bedingungen f¨ur die Laufzeiten der Leitungen ber¨ucksichtigt werden:
 Bei rechteckf¨ormiger Anregung mit Signal¨uberlappung stehen Impulsdauer, Verz¨o-
gerung durch L3 und die Länge des Reflexionssignals in einer Relation: Die Hin–
und Rückverzögerung durch L3 plus der Länge des Reflexionssignals des Bauteils
(aufgrund der Anfangsflanke des Rechteckimpulses) muss kleiner als die L¨ange des
Rechteckimpulses sein, damit die Reflexion eindeutig interpretiert werden kann. An-
dererseits kann L3 auch so lang sein, dass gar keineÜberlappung auftritt; dann gibt es
keine Einschr¨ankung bez¨uglich der Impulslängen.
 Die Hin– und Rückverzögerung durch L3 muss länger sein als die Reflexionsantwort
des Bauteils, damit Mehrfach–Reflexionen (Sekund¨ar–Reflexionen etc.) aufgrund er-
neuter Stimulation mit der am Teiler T reflektierten WellerX (vgl. Abb. 2.1) zeitlich
separiert und damit eindeutig interpretiert werden k¨o nen.
 Die Laufzeiten von L4 und L5 sind entsprechenden Bedingungen unterworfen.
Oft können aufgrund der Anforderungen des Messobjekts Air–Lines nicht verwendet
werden (z. B. notwendige mechanische Flexibilit¨at, Leitungslänge). Die ersatzweise ver-
wendeten flexiblen oder halbstarren Leitungen sind nicht d¨ampfungs– und dispersionsarm
und stehen damit im Widerspruch zu den prim¨aren Forderungen. DerÜbergang in immer
höhere Frequenzbereiche erschwert die Erf¨ullung dieser Forderungen zus¨atzlich.
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2.3 Kalibrierte Zeitbereichs–Netzwerkanalyse–Verfahren
Vergleicht man die Publikationen ¨uber Kalibrationsverfahren f¨ur die (CW–)VNWA und die
TDNA, dann stellt man fest, dass die TDNA–Kalibrationsverfahren der Entwicklung etwas
”
hinterherhinken“. Dies liegt sicherlich darin begr¨undet, dass Oszilloskope in der ¨uberwie-
genden Mehrzahl der Anwendungen immer noch als
”
klassische Oszilloskope“ eingesetzt
werden, und dass VNWA–Messsysteme in immer h¨ohere Frequenzbereiche vordringen.
Ausgehend von der Idee, das Zeitbereichs–Messsystem als Netzwerkanalysator anzu-
sehen, das bei gleicher Bandbreite billiger als ein VNWA–System ist, werden die Zeit-
bereichsmessdaten einer numerisch durchgef¨uhrten Fouriertransformation unterworfen, um
die äquivalenten S–Parameter zu berechnen [2]. Dabei k¨onnen nun Korrektur– und Ka-
librationsverfahren analog zur vektoriellen Netzwerkanalyse (VNWA) im Frequenzbereich
angewendet werden, um die o. g. Forderungen an das Messsystem abzumildern, das Mess-
system darf nunmehr nichtideal sein. Es liefert die Rohdaten an ein numerisches Korrek-
turverfahren ab, das aus vorhergehenden Referenzmessungen und den Bauteilmessungen die
eigentlichen Bauteileigenschaften berechnet. Regul¨ar werden bei der VNWA f¨ur die Refle-
xion 3–Term–Fehlermodelle und f¨ur die Transmission 12–Term–Fehlermodelle verwendet
[74], andere Verfahren mit h¨oherer Fehlerkoeffizientenzahl existieren ebenfalls [7]. Obwohl
bei der VNWA genaue und brauchbare Verfahren in kommerziellen Messger¨aten implemen-
tiert sind (sogar f¨ur den Fall nicht direkt durchverbindbarer Bezugsebenen, z. B. f¨ur elek-
trisch/optische Messungen und umgekehrt [32][26]), gilt dies nicht im gleichen Maße f¨ur
kommerzielle TDNA–Ger¨ate1.
Die Korrektur– und Kalibrationsverfahren f¨ur die TDNA können in folgende Kategorien
eingeordnet werden (unter dem Begriff
”
System“ sollen sowohl der Messaufbau als auch die
zugehörigen numerischen Verfahren und Kalibrationsdaten verstanden werden):
Kategorie 1: Das TDNA–System soll in einer gegebenen Messkonfiguration und f¨r ein
einmalig gemessenes Bauteil die zu erwartenden Antworten des Bauteils berechnen,




1Hewlett–Packard bietet f¨ur sein 50–GHz–Abtast–System HP54124T lediglich ein 2–Term–Fehlermodell
für die Reflexion und ein 2–Term–Fehlermodell f¨ur die Transmission als eingebaute Korrekturverfahren an
und bezeichnet dies als
”
Normalization“[27, App. D-11][33, S. 11]. Damit k¨onnen die spektrale Bandbreite
des Stimulus ( reziproke Impulsbreite bzw. Anstiegszeit) virtuell vergr¨oßert und die Systemfrequenzg¨ange
für die direkten Signalpfade ad¨quat ber¨ucksichtigt werden. Die Fehler durch Reflexionen der Bauteilsignale
an den Messsystemtoren (Sekund¨ar–Reflexionen) k¨onnen hiermit nicht korrigiert werden. In [27, App. D-12]
werden hierf¨ur wiederum
”
Air-Lines“ vorgeschlagen. Entsprechendes gilt f¨ur das modernere modulare System
HP83480A [29]. F¨ur das aktuelle System Agilent 86100A infiniium DCA (Weiterentwicklung von HP83480A)
sind noch keine TDR/TDT–Spezifikationen verf¨ugbar, aber es ist zu vermuten, dass die TDR/TDT–Kalibration
wie zuvor realisiert ist [1]. Die Systeme HP83480A und Agilent 86100A bieten zus¨at lich kalibrierte optische
Empfängermodule an. Die Frequenzg¨ange verschiedener Module sind hardwarem¨aßig an die spezifizierten
Frequenzg¨ange verschiedener digitaler Kommunikationsnormen bis 10 Gbit/s angepasst. Zus¨a zlich können
auch ungefilterte Frequenzg¨ange bis 40 GHz Bandbreite gew¨ahlt werden. Die zeitliche Relation zwischen
elektrischen und optischen Kan¨len ist jedoch nicht exakt spezifiziert.
10KAPITEL 2. REFLEKTOMETRIE UND TRANSMITTOMETRIE IM ZEITBEREICH
Kategorie 2: Das TDNA–System soll in einer gegebenen Messkonfiguration die absoluten
Signale an den definierten Bezugsebenen des Bauteils bestimmen [65].
Kategorie 3: Das TDNA–System soll als billiges Breitband–Netzwerkanalyse–System ein-
gesetzt werden, wobei die Ergebnisse als spektrale S–Parameter f¨ur die definierten
Bezugsebenen des Bauteils bestimmt werden sollen [2][70][21].
Die Vorteile des billigeren und einfacheren Messsystems werden um den Preis spezifi-
scher Probleme von TDNA–Kalibrationsverfahren erkauft. Die folgende Aufstellung gibt
einenÜberblicküber die damit zusammenh¨angenden Probleme.
2.3.1 Kalibrationsstandards
Alle Kalibrationsverfahren, die eine Selbstkalibration des TDNA–Messsystems durchf¨uh en,
benötigen gut definierte breitbandige Kalibrationsstandards wie z. B. Kurzschl¨u se, Leerl¨au-
fe, Abschlüsse, Durchverbindungen und Leitungselemente. F¨ur die VNWA sind diese Bau-
teile problemlos herzustellen, da nicht das gesamte Frequenzband mit einer Instanz des je-
weiligen Referenztyps abgedeckt werden muss. F¨ur bestimmte Frequenzbereiche gibt es ent-
sprechend optimierte Standards, die bei der Kalibration selektiv gemessen werden k¨onnen.
Im Zeitbereich wird das gesamte Frequenzband
”
gleichzeitig“ mit einem Referenzbauteil ge-
messen, was dem TDNA–Messsystem Genauigkeitsgrenzen auferlegt, sofern die ben¨otigten
breitbandigen Standards ¨uberhaupt verf¨ugbar sind.
2.3.2 Signal–zu–Geräusch–Leistungsverhältnis
Es ist von zentraler Bedeutung f¨ur die Qualität der Ergebnisse, dass f¨ur jede Frequenzkom-
ponente (TDNA) bzw. bei jedem Frequenzpunkt (VNWA) tats¨achlich auch eine
”
nennens-
werte Signalamplitude“ am Bauteileingang anliegt (sowohl bei den Kalibrationsstandards
als auch beim Messobjekt). Nennenswerte Signalamplitude bedeutet ausreichendes Signal–
zu–Geräusch–Leistungsverh¨altnis (Signal to noise ratio, SNR). Bei der VNWA ist dies in
der Regel problemlos zu gew¨ahrleisten, da der Generator ¨uber die gesamte Wobbelbandbrei-
te bei jedem Frequenzpunkt einen sehr viel h¨oheren Signalpegel liefert, als Rauschen bei
der Detektion im schmalbandigen Zwischenfrequenzfilter anf¨allt. Bei der TDNA hingegen
möchte man in einem sehr breiten Frequenzband messen. Das Amplitudenspektrum des Ge-
nerators ist von der Signalform abh¨angig und ist stets bandbegrenzt. Verwendet man z. B.
eine Sprunganregung (die Einh¨ullende des Amplitudenspektrum nimmt bei hohen Frequen-
zen stärker als mit 1= f ab) und setzt ein weißes Rauschleistungsspektrum voraus, dann ist
verständlich, dass das spektrale Signal–zu–Ger¨ausch–Leistungsverh¨altnis mit zunehmender
Frequenz kontinuierlich abnimmt. Die Sprungamplitude kann nicht beliebig groß gemacht
werden, da nicht alle Bauteile beliebig große Amplituden erlauben. Als Konsequenz ergibt
sich ein absolut geringeres Signal–zu–Ger¨ausch–Leistungsverh¨altnis als bei der VNWA mit
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einem deutlichen Abfall ¨uber der Frequenz. Dieser Sachverhalt gilt f¨ur alle realen (band-
begrenzten) TDNA–Stimulussignale. Die nutzbare Bandbreite f¨ur TDNA–Anwendungen ist
somit abhängig von der zul¨assigen Zeitbereichsstimulusamplitude, der Form des Stimulus-
signals (bzw. Stimulusspektrums) und der im Messsystem empfangenen spektralen Rausch-
leistung. Über die punktweise Signalmittelung (engl.
”
Averaging“) kann der Einfluss des
Rauschens reduziert werden. Zuf¨allige Abweichungen der Lage der Abtastzeitpunkte (s. Ab-
schn. 2.3.5), insbesondere die Zeitdrift, begrenzen den Zugewinn von SNR durch Mittelung.
Methoden zur Signalmittelung k¨onnen in gewissen Grenzen diese Effekte ber¨ucksichtigen,
vgl. Abschn. 4.3.2, 4.3.4. Selbst in einem relativ stabilen System kann bei großen Mitte-
lungszahlen das Messsignal noch verf¨alscht werden: [83, 5.1.2] f¨uhrt eine hochfrequente,
sinusförmige Störspannung auf internes̈Ubersprechen zurc̈k, s. Abschn. 4.3.1.
2.3.3 Korrektur– und Kalibrationsverfahren
Die prinzipielle Anwendung von Korrektur– und Kalibrationsverfahren auf die TDNA und
die VNWA ist gleich: Die Kalibrationsstandards werden gemessen und daraus die Fehler-
koeffizienten des zugrunde gelegten Fehlermodells bestimmt; anschließend wird das Bau-
teil gemessen und die Rohdaten mit den Korrekturgleichungen und den Fehlerkoeffizienten
korrigiert. Die numerische Berechnung wird im Fourierbereich frequenzpunkteweise durch-
geführt, d.h. alle Gleichungen werden f¨ur einen diskreten Satz von Frequenzen berechnet.
Die jeweiligen Signalamplituden werden bei der VNWA direkt gemessen und bei der TDNA
durch die diskrete Fouriertransformation (DFT) bestimmt. Da die numerische Berechnung
der S–Parameter mittels der Korrekturgleichungen letzlich immer auf der Verh¨altnisbildung
(
”
spektrale Division“) von Bauteilausgangsignal zu Bauteileingangsignal beruht (auch bei
der Bestimmung der Fehlerkoeffizienten!), wird einEi gangs ignal mit einem hinreichenden
Signal–zu–Ger¨ausch–Leistungsverh¨altnis ben¨otigt (Nennerterm!). Bei der TDNA wird das
SNR jedoch mit zunehmender Frequenz geringer, und die Korrekturgleichungen m¨ussen mit
einem zus¨atzlichen mathematischen Modell f¨ur die Berücksichtigung der nutzbaren Band-
breite versehen werden. Dies l¨aßt die Korrekturrechnung recht un¨bersichtlich werden, da
die entsprechenden Modellparameter nicht a priori bekannt sind und im schlimmsten Fall
iterativ zu bestimmen sind.
2.3.4 Entfaltung
In der Literatur wird die Aufgabe der spektralen Division unter dem Begriff
”
Entfaltung“
(Deconvolution) diskutiert [58]. Entfaltung bedeutet im Frequenzbereich die Division zwei-
er Grössen, als direkte Umkehrung zur Multiplikation derÜbertragungsfunktionen linea-
rer Systeme. Analog zu den oben definierten Kategorien f¨ur kalibrierte TDNA–Systeme
präsentiert sich das Problem der nutzbaren Bandbreite in zwei verschiedenen Formen:
Bestimmung einer Übertragungsfunktion: Aus zwei zeitlichen Signalkurven soll eine
spektraleÜbertragungsfunktion bestimmt werden, dabei bedeuten die Kurven Ein–
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und Ausgangssignal des als linear wirkend angenommenen Systems (Kategorie 3 aus
Abschn. 2.3 und alle Selbstkalibrationsverfahren). Im Eingangssignal nicht vorhande-
ne Frequenzen k¨onnen auch nicht im Ausgangssignal des Systems auftreten, bei diesen
Frequenzen ist die gesuchteÜbertragungsfunktion undefiniert. In der Realit¨t werden
diese Bereiche nur Rauschen enthalten, die numerischen Ergebnisse der spektralen
Division sind dort Zufallswerte.
Bestimmung eines Signals: Aus einer zeitlichen Signalkurve am Ausgang eines linearen
Systems und dessen bekannter spektralerÜb rtragungsfunktion soll die zeitliche Ein-
gangssignalkurve bestimmt werden (Kategorie 2 aus Abschn. 2.3). Das realeÜber-
tragungssystem hat eine endliche Bandbreite, deshalb k¨onnen im Ausgangssignal be-
stimmte Frequenzen nicht auftreten. Sowohl im Ausgangssignal als auch in derÜber-
tragungsfunktion werden die leeren Bereiche Rauschen enthalten, die numerischen
Ergebnisse der spektralen Division sind dort Zufallswerte.
Fasst man die Entfaltung nicht als ein rein numerisches Problem, sondern als allgemei-
nes Problem des Umgangs mit stochastisch gest¨orten Signalen auf, dann wird die enge Ver-
knüpfung der Entfaltung mit der Optimal–Filterung (Wiener–Filterung) deutlich [57, Kap.
12.6] [22, Kap. 7.3.5][39, Kap. 2].
Die TDNA–Systeme der Kategorie 1 (Abschn. 2.3) bewerkstelligen die numerische Ent-
faltungsoperation mit der Kombination von spektraler Division und Multiplikation mit einem
bandbegrenzten virtuellen Stimulusspektrum. Der Anwender kann ¨uber die Bandbreite des
virtuellen Spektrums (bzw. der Anstiegszeit des virtuellen Stimulussignals) die spektrale An-
hebung bzw. D¨ampfung von
”
unsicheren Frequenzpunkten“ beeinflussen [27, App. D][33,
App. D][13]. Das TDNA–System aus [65] (Kategorie 2, Abschn. 2.3) umgeht die Probleme
der Entfaltung, indem die Systemcharakterisierung haupts¨chlich im Frequenzbereich mit-
tels VNWA vorgenommen wird. Das System beschr¨ankt sich außerdem auf die Messung von
ganzzahligen Harmonischen des sinusf¨ormigen Stimulus. In [21] wird ein System der Ka-
tegorie 3 vorgestellt, die Problematik der Entfaltung einerÜbertragungsfunktion wird leider
außer Acht gelassen. [70] verwendet implizit die
”
Normalization“ der Kategorie–1–Systeme
und setzt sich somit ebenfalls nicht explizit mit der Entfaltungsproblematik auseinander.
Allgemeine Techniken zur Entfaltung werden in [48][14][5][4][46] diskutiert. In [48][14]
werden verschiedene Filterfunktionen mit mehreren Parametern im Frequenzbereich de-
finiert, deren Parameter einer iterativen Optimierung unterworfen werden, um bestimmte
vorab definierte G¨utekriterien im Frequenzbereich optimal zu erf¨ullen. Der Ansatz von
[4][46] ist ähnlich, die Filterfunktion hat aber nur einen Parameter, der f¨ur im Frequenz-
bereich definierte G¨utekriterien [4] und f¨ur im Zeitbereich definierte G¨utekriterien [46] op-
timal bestimmt wird. Der allgemeinste Ansatz zur Filterung eines stochastisch gest¨orten
Signals ist sicherlich die Anwendung von Optimal–(Wiener–)Filtern. Diese Filter orientie-
ren sich an den spektralen Leistungsdichten von Signal und Rauschen und definieren damit
die Übertragungsfunktion des Optimalfilters. Da kausale Optimal–(Wiener–)Filter nur sehr
umständlich zu berechnen sind, sofern keine analytischen Beschreibungen der Leistungs-
dichten der beteiligten Signale vorliegen [39], beschr¨ankt man sich in der Praxis auf akausale
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Filter. Je nach Anwendung gibt es Methoden, die Akausalit¨at in der Praxis zu kompensieren
(Echtzeitanwendungen) [39]. Der allgemeinste Fall der Entfaltung von gest¨ort n Signalen
wird in [22, Kap. 7.3.5] diskutiert: Man erg¨anzt die Filter¨ubertragungsfunktion noch um die
Eigenschaften des zu entfaltendenÜbertragungssystems.
2.3.5 Zeitbasis
Die Zeitbasis eines TDNA–Systems hat maßgeblichen Einfluß auf die Genauigkeit von Mess-
ergebnissen. Bereits [2][62] weisen auf die damit verbundenen Genauigkeitsprobleme von
TDNA–Systemen hin. BeïAquivalenzzeit–Abtastoszilloskopen liefert die Zeitbasis im Ide-
alfall eine exakte und einstellbare Verz¨ogerung zwischen einem Triggerereignis und einem
Abtastvorgang des periodischen Eingangssignals. Durch Variation der Verz¨ogerung kann
das Eingangssignal ¨uber den gew¨unschten Zeitbereich abgetastet werden. Abweichungen
von der Idealität können in folgende Kategorien eingeteilt werden:
Jitter: Zufällige, nicht–deterministische Abweichungen der Verz¨ogerung, unkorreliert f¨ur
aufeinanderfolgende Abtastvorg¨ange, unkorreliert mit der Verz¨ogerungszeit
Zeitdrift, zeitliches Wandern: Driftartige, nicht–deterministische Abweichungen der Ver-
zögerung, gut korreliert w¨ahrend sehr vieler aufeinanderfolgender Abtastvorg¨ange,
unkorreliert mit der Verz¨ogerungszeit
Zeitbasis–Nichtlinearität: Deterministische Abweichungen der Verz¨ogerung, korreliert mit
der Verzögerungszeit
Abweichungen durchJitter sorgen für zusätzliche Rauschen im Signalpfad, allerdings ist
das hierdurch hervorgerufene Rauschen nicht additiv, sondern korreliert mit der Ableitung
des Signals. Wird das Messsignal gemittelt (
”
Averaging“), dann resultiert dies in einer Ver-
schmierung (Tiefpassfilterung) des Signals [2], die n¨aherungsweise korrigiert werden kann
[19][66]. Die Standardabweichung des Jitters nimmt in der Regel mit der Verz¨og ungszeit
zu [27, Kap. 19]. Ursachen sind Rauschen im Triggerpfad und die Phasenschwankungen des
Zeitbasis–Oszillators.
Abweichungen durchZeitdrift haben ihre Ursachen in thermischen Einfl¨ussen im Trig-
gerpfad bzw. im Zeitbasis–Oszillator, die auch nach l¨angerer Aufwärmzeit nicht ganz abge-
klungen sind [83, 5.1.2]. Um diese Einfl¨usse klein zu halten, wird beim vorliegenden Abtast-
system zu mindestens 4 h Aufw¨armzeit geraten [27, Kap. 19]. Sofern es eine M¨oglichkeit
gibt, Signalkurven (die z. B. einer exakten zeitlichen Relation unterliegen m¨ussen) anhand
einer Referenzflanke im Signal zeitlich zu korrelieren, bestehen gute Chancen, diese Fehler
durch entsprechende
”
numerische Zeitverschiebung“ zu kompensieren.
Abweichungen aufgrund vonZeitbasis–Nichtlinearit¨atenresultieren aus der technischen
Struktur der Zeitbasis und der spezifischen Eigenschaften der darin verwendeten Bauteile-
exemplare. Die Arbeit [12] stellt ein Oszilloskop–Kalibrationssystem vor, mit dem genaue
Sprungantworten von Oszilloskopeing¨angen für Bandbreiten bis 20 GHz ermittelt werden
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können. Die zugeh¨origen Auswerteverfahren f¨uhren eine Zeitbasiskorrektur durch. Dies
zeigt die Notwendigkeit dieser Korrektur.
Unabhängig von der internen Struktur der Zeitbasis basieren g¨angige Charakterisierungs-
verfahren [61][68][69] auf der Analyse der Messdaten eines sinusf¨ormigen Referenzsignals
mit genau bekannter Frequenz. Die Arbeit [68] gibt eineÜbersichtüber die verschiede-
nen Methoden und vergleicht zwei davon in numerischen Simulationen. In [61] wird auf
das Modell der
”
Phasenmodulation“ des Messsignals gesetzt, wobei ein parametrisches Si-
gnalmodell mit teilweise bekannten Parametern angenommen wird und daraus die Zeitba-
siseigenschaften bestimmt werden. Hingegen nimmt [69] eine direkte Berechnung ¨uber eine
”
Sinus–Anpassung“ vor, d. h. die Korrektur der Zeitpunkte ¨ub r die Amplitudenfehler und
die gesch¨atzte Tangente im Abtastpunkt, verwendet dabei aber eine ausgefeilte Gewichtung
und Datenmittelung. Beide Modelle haben Vor– und Nachteile [68]: Das erste Verfahren
muss prinzipiell auf Messpunkte an den R¨andern der Messfenster verzichten und eignet sich
nur gut für stetigenichtlineare Verzerrungen der Zeitbasis, w¨ahrend das letztere Verfahren
diese Einschr¨ankung nicht besitzt. Jedoch bedeutet die Modellierung der Nichtlinearit¨at des
letztgenannten Verfahrens [69] mittels einerFourierreiheaber, dass Diskontinuit¨a en nur mit
sehr vielen Reihengliedern behandelbar sind. Das in der vorliegenden Arbeit verwendete
Verfahren versucht die Nachteile der angegebenen Verfahren zu vermeiden und weicht in
entscheidenden Punkten erheblich von den zitierten Verfahren ab.
Sofern die interne Struktur der Zeitbasis bekannt ist und wesentliche Parameter f¨ur ein
Modell gegeben sind, bestehen gute Chancen, durch entsprechende Charakterisierungsmes-
sungen die Modellparameter bzw. –kennlinien zu bestimmen und die Signalkurven zu korri-
gieren, s. Abschn. 4.2.5, 5.1.
2.4 Zeitbereichs–Netzwerkanalyse mit extrem kurzen Pul-
sen
Durch nichtlineare Leitungselemente (Nonlinear Transmission Lines, NLTL) k¨onnen auf ko-
planaren Strukturen Impulse im ps–Bereich erzeugt werden. Ein damit aufgebautes Reflek-
tometer wird z. B. in [85] vorgestellt. Die gezeigte Anordnung eignet sich aber nur f¨ur die
reflektometrische Untersuchung von Bauteilen, die einen koplanaren Wellenleiteranschluss
haben und damit direkt am Ende des koplanaren Wellenleiters angeschlossen werden k¨onnen.
Ebenfalls mit nichtlinearen Leitungselementen erzielt die Struktur von [79] Fallzeiten von
880fs, allerdings bei der Temperatur vonT = 77K, die dann f¨ur eine Freiraum–̈Ubertragung
von 3–THz–Signalen eingesetzt wird.
Größere Flexibilität besitzt eine neue Klasse von TDNA–Systemen, die mit optischen
Mitteln Stimulus– und Abtastimpulse erzeugen und zudem bei der Abtastung eine ¨ortl che
und zeitliche Auflösung elektrischer Felder erlauben [17][50][59]. Dabei werden moden-
gekoppelte Festk¨orperlaser mit speziellen Methoden zur Emission von periodischen, kur-
zen Impulsen mit Halbwertsbreiten im Bereich 100: : :150 fs (Femtosekunden, 10 15 s)
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gebracht. Diese Impulse werden verwendet, um photoleitende Schalter kurzzeitig in den
leitfähigen Zustand zu bringen und ¨uber eine nichtlineare Optik das elektrische Feld an
einer bestimmten Position auf dem Bauteil zeitlich abzutasten. Gegenw¨artig ist man in
der Lage, optische Impulse im Bereich 6fs zu erzeugen [36], in Kombination mit den
genannten Techniken k¨onnten zuk¨unftig bisher unerreichte Netzwerkanalyse–Bandbreiten
bzw. Zeitauflösungen erreicht werden. Den genannten Techniken ist gemeinsam, dass kei-
ne sprungf¨ormigen Anregungen mit kurzer Anstiegszeit bzw. sehr hoher Sprungamplitude
möglich sind.
2.5 Zusammenfassung
Die Bedingungen f¨ur das in Kap. 1 definierte TDNA–Messsystem werden von keinem kom-
merziell erhältlichen System erf¨ullt. Das in der vorliegenden Arbeit behandelte System ver-
sucht die Lücke zu schließen, in dem ein speziell auf die gegebenen Bedingungen zuge-
schnittenes System optimiert und um die ad¨aquaten Kalibrations– und Korrekturverfahren
ergänzt wird.
[Ergänzung in der Druckfassung: Einordnung der Arbeit [16]
Die Arbeit [16] zeigt, dass kalibrierte TDNA–Systeme eine Alternative zu VNWA–
Systemen sein k¨onnen, da die S–Parameter–Ergebnisse vergleichbar gut sind, jedoch mit
den zu erwartenden Einschr¨ankungen beim Signal–Ger¨ausch–Leistungsverh¨altnis. Es wer-
den Kalibrationsmethoden vorgestellt, die speziell auf das verwendetezweiseitig messen-
de Tektronix TDNA–Systemzugeschnitten sind. Es wird ein
”
Diodenzustandsfehler“ ein-
geführt, dessen Nutzen aber nicht ganz klar wird. Weiterhin wird die langsame Zeitdrift als
systematische Fehlerquelle modelliert und korrigiert. St¨orprozesse wie Jitter und eine nicht
näher erklärte, quasi–deterministische,
”
harmonisch oszillierende“ Zeitbasisfluktuation er-
fordern eine punktweise Mittelung. Der Mittelungsparameter wird in Bezug auf die genann-
ten Störprozesse optimal gew¨ahlt, um die Zeitdrift als frequenzproportionalen Phasenfehler
darstellen zu k¨onnen (reine Zeitverschiebung, keine Signalverzerrung). Dies ist in [16] des-
halb von Bedeutung, da die Zeitdriftrate mit1;4ps/minrecht hoch ist (vgl. Abschn. 4.1.1.2).
Abgesehen von der̈Ubereinstimmung bez¨uglich der gezeigten Notwendigkeit der Zeitdrift-
korrektur und derÄhnlichkeit der diesbez¨uglichen Verfahrensweise k¨onnen keine Konzepte
auf die in dieser Dissertation definierten Problemstellungen ¨ubertragen werden. Insbesonde-
re erlaubt die dort verwendete Fensterungsmethode zur Separation von St¨orungen aufgrund
der Speise– und Lasttor–Fehlanpassung keinen Einsatz von zus¨atzlichen Komponenten im
Signalpfad (wie z. B. unabdingbar notwendige Vorspannungsnetzwerke). Konzepte wie ab-
solute Messgr¨oßen, Entfaltung oder Zeitbasiskorrektur werden nicht angesprochen.]
Kapitel 3
Optimierung des Messsystems
3.1 Anforderungen an das System und Vorarbeiten
In den Arbeiten [76][83] werden die in Kap. 2 dargelegten Messsystem–Grundstrukturen ab-
gewandelt und verschiedene Teilaspekte von Korrekturverfahren bearbeitet, um die in Kap. 1
definierten Randbedingungen an das Zeitbereichsmesssystem zu erf¨ullen. Die Arbeit [76]
wendet die klassischen TDNA-Verfahren f¨ur Reflexion und Transmission auf Bauteile mit
elektrischer, koplanarer Stimulusbezugsebene und optischer Ausgangssignalebene (Laserdi-
oden) im Rahmen der Kleinsignalanalyse von Laserdioden an. Die Arbeit [83] f¨uhrt die Un-
tersuchungen fort und setzt erstmals Korrektur– und Kalibrationsverfahren ein, ebenfalls im
Rahmen der Kleinsignalanalyse von Laserdioden. Die Kalibrationsverfahren erfordern die
Kompensation der Langzeit–Zeitdrift, die in dieser Arbeit erfolgreich eingesetzt wird. Beide
Arbeiten untersuchen verschiedene Verfahren zur optischen Einkopplung, die besonders f¨ur
die Kleinsignalanalyse von großer Bedeutung ist.
Die Analyse der in [76][83] durchgef¨uhrten Untersuchungen zeigt, welche Punkte bei
einem Zeitbereichsmesssystem kritisch sind. Im Folgenden sind alle Anforderungen an das
benötigte Messsystem zusammengestellt:
1. Es wird ein elektrisches Tor mit koplanarer Bezugsebene zur streufeldarmen On–
wafer–Kontaktierung der zu untersuchenden Bauteile mittels einer kommerziellen ko-
planaren Mikrowellen–Messspitze ben¨otigt. Dieses Tor soll sowohl das Stimulussignal
liefern als auch die elektrische Reflexion messen k¨o nen.
2. Es wird ein optisches Tor zur Messung des optischen Ausgangssignals des Bauteils
benötigt. Die Einkopplung des optischen Ausgangsfelds der Laserdioden in einen
Photodetektor soll einen hohen Wirkungsgrad haben, um ein hinreichendes Signal–
zu–Geräusch–Leistungsverh¨altnis zu bekommen. Die Beleuchtung des Photodetektors
muss bei hohen Signalbandbreiten ¨uber eine Standard–Einmodenfaser erfolgen1. Das
1Bei hohen Bandbreiten kommen nur Photodetektoren mit kleiner Sperrschichtkapazit¨at und schneller int-
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Ausgangsfeld der Laserdioden muss also in jedem Fall verlustarm in eine Einmoden-
faser eingekoppelt werden. Da jedoch verschiedene Laserdioden untersucht werden
sollen, deren Fernfelder unterschiedliche Geometrien haben, gibt es keine einheitliche
optische Konfiguration, die ein Optimum des Einkoppelwirkungsgrads erlaubt. So-
wohl [76] als auch [83] probieren verschiedene Konfigurationen, u. a. auch eine Kor-
rektur der Strahlelliptizit¨at mit einem anamorphotischen Prismenpaar [83], um zwar
gute, aber spezifische Einkopplungen zu bekommen. Bei einer Freistrahloptik ist der
Justageaufwand h¨o er, außerdem l¨asst sich bei einer direkten Einkopplung in eine Ein-
modenfaser die Laufzeit einfacher bestimmen (Abschn. 4.1.3).
3. Das elektrische Tor soll gut angepasst sein, d. h. ein schlecht angepasstes Messobjekt
soll das Stimulussignal nicht sehr stark verf¨alschen. Die Forderung nach einer hinrei-
chend langen Laufzeit der Leitung L3 (vgl. Abschn. 2.2) ist kontraproduktiv, da eine
lange Leitung die Flankensteilheit reduziert, s. Text vor Gl. (4.27) auf Seite 41. Der Sti-
muluspfad enth¨alt ein Vorstromnetzwerk (
”
Bias–T“), um den DC–Vorstrom zufḧren
zu können. Lokalisierte St¨orungen im Stimuluspfad wurden in [83] dem Vorstrom-
netzwerk zugeschrieben.
4. Die TDNA–Signalform soll ein Rechtecksignal mit kurzer Anstiegszeit, geringem
Überschwingen und konstant gehaltenem Endwert sein. Die Impulsdauer soll meh-
rere Nanosekunden betragen. Die Forderung nach kurzer Anstiegszeit ist allgemein
für ein hinreichendes Signal–zu–Ger¨ausch–Leistungsverh¨altnis bei der Untersuchung
linearer Bauteile von Bedeutung. Zus¨atzlich kommt es bei Bauteilen mit nichtlinearer
Dynamik darauf an, Prozesse mit unterschiedlichen Zeitskalen beobachten zu k¨o nen.
Diese ben¨otigen jedoch auch entsprechende Stimuli.
5. Die Amplitude des TDNA–Stimulus soll mehrere zehn mA betragen (variabel), zus¨atz-
lich soll in das zu untersuchende Bauteil ein vom Hochfrequenz–Pfad unabh¨a giger
Gleichstrom eingepr¨agt werden k¨onnen, der ebenfalls einige zehn mA betragen soll.
Die TDNA–Amplitude sollwährend der Messung, d. h. im kontaktierten Zustand des
Messobjets, ge¨andert werden k¨onnen. Die systematische Untersuchung von Laser-
dioden erfordert variable Anregungsamplituden, um nichtlineare Eigenschaften be-
obachten zu k¨onnen.
6. Die elektrische Reflexion und das optische Ausgangssignal sollengleichzeitig in einer
Messkonfigurationgemessen werden k¨onnen, da der effektive Stimulusstrom in die
rinsischer Impulsantwort in Frage. Diese Forderungen begrenzen bei Detektoren mit senkrechter Beleuchtung
die erlaubte Detektorfl¨ache (Einfluss auf Kapazit¨at) und erzwingen deshalb die Beleuchtung mit einem Ein-
modenwellenleiter. Bei Wanderwellen–Photodetektoren unterliegt die Wellenleiterdicke den Einschr¨ankungen
der Schichtstrukturierung (Einfluss auf intrinsische Impulsantwort), die Wellenleiterbreite und -l¨ange hingegen
definieren die Kapazit¨at. In der Regel wird eine vern¨u ftige, stabile Lichteinkopplung ebenfalls nur mit einem
Einmodenwellenleiter zu erreichen sein.
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Laserdiode mit der Reflexionsmessung bestimmt wird, und die optische Antwort im-
mer in Bezug zum elektrischen Stimulusstrom zu sehen ist. Dies ist in den Vorarbeiten
[76] [83] aus Gründen der einfacheren Handhabung nicht ber¨ucksichtigt.
7. Im Gegensatz zu Messungen in der Kleinsignaldom¨ane ist bei Großsignaluntersuchun-
gen die Signalform von Bedeutung, also auch die Polarit¨at. Um Einschaltvorg¨ange
bei Laserdioden untersuchen zu k¨onnen, bei denen von Stromwerten unterhalb der
Schwelle auf Stromwerte oberhalb der Schwelle geschaltet wird, ist ein Sprung mit der
gleichen Polarit¨at wie der des Vorstroms notwendig. Je nach Technologie der Laser-
diode erfordert dies entweder positive oder negative TDNA–Stimuli bzw. Vorstr¨ome
am koaxialen bzw. koplanaren Innenleiter der koplanaren Messspitze. Die Polarit¨at
von DC–Strömen läßt sich leicht anpassen, jedoch bedarf es zur Anpassung der Po-
larität von hochfrequenten Stimulussignalen zumindest eines passiven, HF–tauglichen
Impulsinverters (Transformator).
8. Im Transmissionspfad ist ein Vorverst¨arker unumg¨anglich, um das Signal–zu–Ge-
räusch–Leistungsverh¨altnis auf praktikable Werte anzuheben. Die Ger¨auschspannung
des Oszillokops betr¨agt typischuR,RMS 1;2mV [27, 19-6]. Ohne Vorverst¨arker gilt
für die Signalspannung am Oszilloskop∆u= GPDη∆popt mit der Photodetektor–Kon-
versionsverst¨arkungGPD, dem Einkoppelwirkungsgradη und der optischen Signal-
amplitude∆popt. Mit den typischen Werten f¨ur GPD = 11mV=mW, η = 5% und
∆popt = 1mW folgt ∆u 0;5mV. Damit also bei Kleinsignalanregung ein optisches
Ausgangssignal auf dem Oszilloskop ¨uberhaupt sichtbar wird, sind mindestens 20 dB
Vorverstärkung notwendig. In [76] werden zwei Verst¨arker NF 1422 (Hersteller New
Focus, USA) mit je 18 dB Verst¨arkung eingesetzt, [83] kaskadiert einen Verst¨a ker
SHF 105P (Hersteller SHF–Design, Berlin) und einen NF 1422 Verst¨arker mit insge-
samt 43 dB Verst¨arkung.
9. Alle HF–Komponenten, die sich im elektrischen und optischen Signalpfad des Mess-
systems befinden, m¨ussen entweder DC–koppelnd sein, oder wenn AC–Kopplung un-
umgänglich ist, eine untere Grenzfrequenz besitzen, die deutlich kleiner als einige
MHz ist, s. Abschn. 5.2.1.
3.2 Struktur der optimierten Konfiguration
Die optimierte Konfiguration des Messsystems ist in Abb. 3.1 dargestellt. Gegen¨uber den in
[76][83] verwendeten Konfigurationen wurden folgende Ver¨anderungen vorgenommen:
1. Aus dem urspr¨unglichen negativen Sprung des Generators wird ein positiver Sprung
mittels des Impulsinverters PSPL 5100 erzeugt. Der Impulsinverter ist ein Transfor-
mator, der keine DC–Komponenten ¨ubertragen kann, deshalb kann auch kein
”
la g“
andauernder Rechtecksprung transformiert werden. Auf großen Zeitskalen wird das
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Abbildung 3.1: Blockdiagramm des optimierten Messsystems (DAO Digitales Abtastos-
zilloskop, DCQ Anschluß f¨ur DC–Stromquelle, K1/TDR TDR–Taktgenerator, K3 TDR–
Eingangskanal, K4 TDT–Eingangskanal)
exponentielle Abklingen des invertierten
”
Sprungs“ sichtbar. Die Zeitkonstante ist
jedoch ausreichend groß (τ  800ns [53]), so dass in den hier interessierenden Zeit-
fenstern der Abfall praktisch nicht sichtbar ist.
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2. Der Stimuluspfad enth¨alt sowohl feste D¨ampfungsglieder HP 8490D (50 GHz) als
auch einen variablen Stufenabschw¨acher HP 84904L (40 GHz), um w¨ahrend der Mes-
sung (d. h. w¨ahrend das Bauteil mechanisch koplanar On–wafer–kontaktiert ist) die
Stimulusamplitude ¨andern zu k¨onnen.
3. Um die elektrische Reflexion bestimmen zu k¨onnen, wird ein Koppler ben¨otigt. Der
Stimuluspfad enth¨alt deshalb einen resistiven 3–Tor–Teiler (6–dB–Leistungsteiler HP
11667 C). Ein Leitungskoppler kommt aufgrund des begrenzten Frequenzbereichs der
frequenzabh¨angigen Kopplung nicht in Frage. Außerdem ist die hohe Richtwirkung
eines Leitungskopplers nicht erw¨unscht. Als Teiler wird die Variante mit zwei 50–Ω
Serienwiderst¨anden verwendet, da hierbei die Summe der Transmissionsd¨ampfungen
von Tor 2 nach Tor 1 und Tor 1 nach Tor 3 gleich der Isolation von Tor 2 nach Tor 3 von
12 dB ist und somit Stimulussignale und Reflexionssignale der TDR–Konfiguration
von Abb. 2.1 nominell die gleiche Amplitude haben.
4. Das Vorstromnetzwerk wird bewusst im Signalpfad vor dem Leistungsteiler angeord-
net, um die Anpassung zu verbessern (s. o. Punkt 3). Dadurch werden Reflexionen
des Vorstromnetzwerks um nominell 12 dB ged¨ampft. Die Anpassung k¨onnte mit
zusätzlichen Dämpfungsgliedern weiter verbessert werden. Allerdings m¨usste der
DC–Vorstromüber diese D¨ampfungsglieder fliessen. Die Nachteile w¨aren unn¨otige
Verluste und ein nicht exakt bestimmbarer DC–Strom im Messobjekt (Die D¨ampfung
des Leistungsteilers resultiert aus den 50–Ω–Serienwiderst¨anden, die keinen Strom
nach Masse abzweigen).
5. Zwischen dem Knotenpunkt des 6–dB–Leistungsteilers und dem Reflexionsmesstor
(Messspitze f¨ur die koplanare On–wafer–Kontaktierung) befindet sich lediglich ein
50–GHz–Elbow, dieser ist allein aus mechanisch–geometrischen Gr¨u den erforder-
lich, weitere Leitungselemente werden nicht verwendet. Eine wesentlich k¨urzere Ver-
bindung zwischen Leistungsteiler und Messspitze ist praktisch nicht mehr m¨oglich,
zumindest nicht mit kommerziellen Bauteilen. Die Laufzeit–Verz¨ogerung zwischen
Leistungsteiler–Knotenpunkt und Messspitzen–Kontaktebene betr¨agt ca. 500ps.
6. Am dritten (zur Stimulus–Zufḧrung symmetrischen) Tor des 6 dB–Leistungsteilers
folgt ein weiteres Vorstromnetzwerk, um den DC–Anteil aus dem Reflexionssignal
abzutrennen. Dies ist notwendig, da das Oszilloskop keine interne AC–Kopplung be-
sitzt und keine hohen absoluten Aussteuerungen verarbeiten kann. Außerdem w¨urde
bei einem DC–gekoppelten 50–Ω Abschluss ein nicht exakt bestimmbarer DC–Strom
durch das Messobjekt fliessen.
7. Im Transmissionspfad befindet sich ein breitbandiger, rauscharmer Vorverst¨a k SHF
105 P (f3dB  30GHz). Dieser Vorverst¨arker besitzt eine gr¨oßere Bandbreite und
höhere Verst¨arkung als einer der zuvor eingesetzten NF 1422–Verst¨arker. Zudem liegt
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die untere Grenzfrequenz mitfu 50 kHz [63] deutlich niedriger als die der NF 1422–
Verstärker (fu 50MHz [43]). Damit wird die Forderung nach einer niedrigen unteren
Grenzfrequenz erf¨ullt, s. Abschn. 5.2.1.
8. Im Transmissionspfad wird eine flexible 50–GHz–Leitung verwendet, um den Vor-
verstärker und den Detektor von den Anschl¨ussen der Abtasteinheit des Oszilloskops
zu dislozieren. Aus mechanischen Gr¨unden ist es nicht m¨oglich, sowohl die HF–
Komponenten des Stimulus– und Reflexionspfads als auch Vorverst¨arker und Detek-
tor nebeneinander zu montieren. Die flexible Leitung wird in den Transmissionspfad
eingebaut, vgl. Text vor Gl. (4.27) auf Seite 41.
9. Die Versorgung des Messobjekts mit Gleich–Vorstrom wird vereinfacht. In [76][83]
wurde der Gleich–Vorstrom der Laserdioden gepulst, um die thermische Belastung
der Messobjekte zu reduzieren. Da hierzu der Vorstrom mit dem Trigger synchroni-
siert werden musste, war ein Abgriff des Triggersignals aus dem Triggerpfad n¨otig.
Aufgrund der zus¨atzlichen Elemente wie Leitungen, Verst¨arker und Leistungsteiler
wurde die Laufzeit des Impulsgenerator–Triggersignals verl¨angert. Um St¨oreinflüsse




Die Frage der Kalibration des Messsystems wurde bei der Diskussion der Optimierung des
Messaufbaus bisher nicht ber¨ucksichtigt. Die grunds¨atzliche Struktur w¨urde eine Kalibra-
tion der Reflexionsmessung ohne zus¨atzliche Messinstrumente (Selbstkalibration) erlauben.
Hierzu würde man Referenzmessungen an bestimmten Kalibrationsstandards in der kopla-
naren Ebene durchf¨uhren, die dann zur Kalibration des Messsystems verwendet werden
könnten. Der Transmissionspfad hingegen kann nicht auf einfache Weise kalibriert werden,
da eine Transmissions–Referenzmessung des optischen Tores einen exakt bekannten elek-
trooptischen Standard mit entsprechender Bandbreite ben¨otigt, z. B. eine sehr breitbandige
HL–Laserdiode mit koplanaren Anschl¨ussen. In der Regel steht ein solches
”
Standard“–
Bauteil nicht zur Verf¨ugung. Außerdem ist eine direkte Charakterisierung des Photodetek-
tors günstiger, s. Abschn. 4.1.3.2, da die Entfaltung mit dem Frequenzgang eines elektro-
optischen Standard–Bauteils entf¨allt. Abgesehen vom fehlenden Transmissions–Referenz–
Standard bleiben die Schwierigkeiten der Kalibration im Zeitbereich, die in Abschn. 2.3.1
bis 2.3.5 angesprochen wurden.
Daher werden die Signalpfade in einzelne Abschnitte zerlegt und im Frequenzbereich
charakterisiert. Um die Zerlegung auf ein Minimum zu beschr¨anken, werden die Signalpfade
zuerst modelliert, um die Einfl¨usse einzelner Komponenten abzusch¨atzen. Die Forderung
nach der Zerlegbarkeit in separat charakterisierbare Abschnitte erfordert eine g¨unstige Wahl
von Anschlussbezugsebenen sowie Konnektoren–Typen1, dies wurde im optimierten System
bereits ber¨ucksichtigt.
Die Darstellung der Signalpfade erfolgt mit Signalflussdiagrammen f¨ur Leistungswellen
a, b und Streu–ParameterS. Die Frequenzabh¨angigkeit der Parametera( f ), b( f ) und S( f )
1Die Charakterisierung im Frequenzbereich erfordert Transmissionsmessungen von Bauteilgruppen. Da-
bei ist die Messung von Bauteilen mit Steckverbindern gleichen Typs und unterschiedlichen Geschlechts am




wird im folgenden nicht explizit angeschrieben, alle Parameter, ausgenommen der Bezugs-
wellenwiderstandZ0 = 1=Y0, gelten implizit als frequenzabh¨angig.
4.1.1 Stimulusimpulserzeugung
Der Stimulusimpuls wird mit dem Impulsgenerator PSPL 4015B (Hersteller Picosecond Pul-
se Labs. Inc., USA) erzeugt. Der Generator ist speziell f¨ur die Verwendung mit den Oszil-
loskopen der Modellfamilie HP 54120 ausgelegt und wird direkt vom TDR–Sprung des Os-
zilloskops (Kanal 1) getriggert. Das Ausgangssignal des Generators wird im sog.
”
Remote
Pulse Head“ (RPH) erzeugt, der ¨uber ein 30cm langes Semi–rigid–Kabel am Grundger¨at des
Generators angeschlossen ist. Der Impulskopf RPH liefert ein negativen Rechteck–Sprung
mit einer Amplitude vonu0 = 9;1V, einer Fallzeit vontf = 15;9ps und einer Dauer von
TSprung= 10ns [52].
4.1.1.1 Signalform
Abb. 4.1 zeigt den Stimulus– und Reflexionspfad mit allen HF–Komponenten im Detail. Die
Bezugsebenen A bis H dienen zur Modellierung des Signalflusses. Die Bezugsebene A kenn-
zeichnet den realen Ausgang des Impulskopfs und die Ebene X das reale elektrische Messtor.
Die detaillierte Form des Stimulussignals am elektrischen Messtor h¨angt sowohl vom ur-
sprünglichen Generatorsignal als auch von der Reflexion dieses Signals am Messobjekt ab.
Für die Modellierung wird die Annahme gemacht, dass aufgrund der D¨ampfung zwischen
A (Impulskopf) und X (elektrischem Messtor) die Signalform in bestimmten Bereichen in
guter Näherung unabh¨angig vom Messobjekt ist. Die zum Messtor n¨achstgelegene Grenze
diese Bereichs kennzeichnet denÜbergang zwischen Stimulus– und Reflexionspfad. An die-
ser Ebene ist es m¨oglich, ein vom Messobjekt unabh¨angiges Stimulussignal zu definieren.
Somit kann der reale Stimulusgenerator im Modell durch einen fiktiven Stimulusgenerator
mit dem Reflexionsfaktorr = 0 in dieser Ebene ersetzt werden, s. Abschn. 4.1.2.
In [83, 5.2] wird über eineÄnderung der Stimulussignalform w¨ahrend eines Zeitin-
tervalls von 2 h berichtet. Da der Impulskopf offensichtlich auf Temperatur–Änderungen
reagiert, muss die Signalform des Impulsgenerators als zeitvariante Gr¨oße angesehen wer-
den, sofern keine Temperaturstabilisierung vorgenommen wird. Da die temperaturbedingte
Änderung der Zeitfunktion mit∆u=u < 1% recht klein ausf¨allt, wurde auf eine (unhandli-
che) Temperaturstabilisierung des Impulskopfs verzichtet. Im Modell wird die Signalform
des fiktiven Stimulusgenerators alszeitinvariantangenommen.
4.1.1.2 Zeitdrift
Bei der messtechnischen Untersuchung von Zeitsignalen spielt die exakte zeitliche Lage im-
mer dann eine Rolle, falls mehrere Signale miteinander verglichen werden sollen. Bereits
in Kap. 2.3.5 wurde der Begriff
”
Zeitdrift“ eingeführt. Zeitdrift soll im Folgenden ein durch
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unbekannte Einfl¨usse verursachtes
”
langsames“, stetiges Wandern der zu messenden Signa-
le auf der Zeitachse bezeichnen. Da trotz unge¨anderter Messsystem–Konfiguration, trotz
ungeänderten Messobjekts und unge¨anderter Parameter die Zeitsignale einer Ver¨anderung
unterliegen, ist dies eine zeitvariante Eigenschaft des Messsystems. In [83, Kap. 5] wurde
dieser Effekt im vorhandenen Messsystem quantifiziert: Nach einer Aufw¨armzeit von 4 h ist
der Betrag der ZeitdriftratejrtDrift j  4ps=h, wobei die Zeitdriftrate selbst zeitlich variiert.
Die Zeitdrift hat eine relative Verschiebung zweier Messsignale um
∆tDrift = rtDrift TExp (4.1)
zur Folge, die mit dem zeitlichen AbstandTExp im Experimentablauf gemessen wurden. In
diesem Zusammenhang bedeutet der
”
zeitliche Abstand“TExp die für eineÄnderung der
experimentellen Konfiguration ben¨otigte Zeit zuz¨uglich der Zeit, die das digitale Abtastos-
zilloskop (DAO) für die Aufnahme der jeweiligen Messkurve ben¨otigt, s. Abschn. 4.3.4 und
5.2.2.
Obwohl, wie bereits in Abschn. 2.3.5 angedeutet wurde, auch die Oszilloskopzeitbasis
als mitverantwortlich f¨ur die Zeitdrift angesehen werden kann, soll f¨ur die Modellbildung
die
”
Zeitdriftquelle“ als konzentriertes Element im Triggerpfad zwischen Oszilloskop und
Impulsgenerator angesetzt werden. Damit k¨onnen die Zeitbasis und der Stimulusgenerator
als zeitinvariante Systeme angesehen werden. Tats¨achliche zeitvariante Eigenschaften der
Zeitbasis werden weder explizit modelliert noch charakterisiert, s. Abschn. 4.2.5. Damit
wird für das Zeitsignal der Stimuluswelle angesetzt:
aS(t) = aS,0(t ∆tDrift ) (4.2)
mit der zeitinvarianten, zeitfesten GeneratorwelleaS,0(t) und der Zeitdrift∆tDrift . Jede Auf-
nahme einer Messung hat einen assoziierten∆tDrift –Wert.
4.1.2 Stimulus- und Reflexionspfad
Abb. 4.1 zeigt den Stimulus– und Reflexionspfad im Detail. Eingezeichnet sind die Bezugs-
ebenen A bis H und die Ebene des Messtors X. Der Stimuluspfad umfasst den Impulskopf
bei Ebene A und geht bis zur Ebene C, daran schließt sich der Reflexionspfad von Ebe-
ne C bis Ebene H mit dem Messtor X an. Der Signalfluss durchl¨auft die Komponenten
im Wesentlichen im Uhrzeigersinn. Die Bauteile im Stimuluspfad erzeugen das ben¨otigt
TDR/TDT–Stimulussignal und stellen es dem Reflexionspfad an der Ebene C zur Verf¨gung.
Der Reflexionspfad teilt einerseits das Stimulussignal zur Messung und zur Stimulation des
Messobjekts in Ebene X auf und kombiniert andererseits den zu messenden Teil des Stimu-
lussignals mit dem vom Messobjekt reflektierten Signal.
Von der vektoriellen Netzwerkanalyse ist bekannt, dass das Fehlermodell zur Korrektur
einer Anordnung zur Bestimmung des Reflexionsfaktors eines Bauteils mit nur drei Feh-
lerkoeffizienten auskommt, da die vier Parameter des sog.Fehlerzweitorsauf drei reduziert
werden können [74, 8.2.3.2]. Die Voraussetzungen hierf¨ur sind, dass bei der VNWA die
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Abbildung 4.1: Stimulus– und Reflexionspfad mit allen Komponenten im Detail (ACP Air
coplanar probe; Ad. Adapter; DAO Digitales Abtastoszilloskop; DCQ Anschluß f¨ur DC–
Stromquelle; DG D¨ampfungsglied; K1/TDR TDR–Taktgenerator; K3 TDR–Eingangskanal;
A, B, C, D, E, F, G, H Bezugsebenen f¨ur die Modellierung; X koplanares Refl.–Messtor;
A– weibl. Stecker; — m¨annl. Stecker; Steckverbindungstyp: ohne Symbol SMA, 3;5 mm,
2;92 mm,  2;4 mm).
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Abbildung 4.2: Stimulus– und Reflexionspfad als Signalflussdiagramm mit allen Kom-
ponenten im Detail (ACP Air–coplanar–probe; Ad. Adapter;aS Urleistungswelle
Sprunggenerator;bOR gemessene Leistungswelle; DAO Digitales Abtastoszilloskop; DG
Dämpfungsglied; A, B, C, D, E, F, G, H, I Bezugsebenen f¨ur die Modellierung;Si j S-
Parameter; X koplanares Refl.–Messtor). Dicke Linien: wesentliche Anteile des Signal-
flusses.
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tatsächlichen Signalamplituden nicht von Interesse sind, sondern lediglich dasVerhältnisvon
einlaufender und reflektierter Welle, und dass die Relation der Signalamplitude am Messob-
jekt und derjenigen an der internen, fiktiven Messebene des idealen Analysators ebenfalls
nicht von Interesse ist.
Weil die absoluten Signalamplitudender einlaufenden und reflektierten Welle am Mess-
objekt bestimmt werden sollen, ist die Kenntnis von zwei weiteren spektralen Gr¨oßen erfor-
derlich:
1. Statt des Verh¨altnisses zweier Wellen m¨ussen jetzt die einlaufende und reflektierte
Welle an der Ebene des idealen Analysators absolut gemessen werden.
2. Das Fehlerzweitor muss mit allen vier Fehlerkoeffizienten bekannt sein, um die Rela-
tion zwischen den absoluten Amplituden an der Analysator– und Messebene korrekt
wiederzugeben.
Hieraus folgt, dass der Reflexionspfad mit vier Fehlerkoeffizienten beschrieben werden
muss (und kann), und dass zur Bestimmung der Signalamplituden zwei Signalwellen ge-
messen werden m¨ussen. Diese vier Fehlerkoeffizienten k¨onnten theoretisch ohne Zerlegung
des Stimulus– und Reflexionspfads messtechnisch bestimmt werden. Um das Messsystem
jedoch modular zu halten, wird der Stimulus– und Reflexionspfad zerlegt und in geeigneten
Bauteilgruppen modelliert und charakterisiert. Aus den ermittelten Parametern werden die
benötigten Fehlerkoeffizienten berechnet.
4.1.2.1 Zerlegung und Charakterisierung
Jede reale Komponente im Signalfluss vom Impulskopf bis zum Oszilloskop kann durch ein
S–Parameter–Zweitor dargestellt werden, mit Ausnahme des Teilers, der als Dreitor darge-
stellt werden muss. Man erh¨alt daraus das vollst¨andige Signalflussdiagramm, indem man
die Komponentendiagramme entsprechend dem Schaltbild verkettet. Der resultierende Si-
gnalfluss ist aber un¨ubersichtlich und umst¨andlich zu berechnen. Um ein aussagekr¨aftiges
Signalflussdiagramm anschreiben zu k¨onnen, werden deshalb Bauteile zu Gruppen zusam-
mengefasst. Das zusammengefasste Signalflussdiagramm ist in Abb. 4.2 dargestellt. Das
Signalflussnetzwerk des Stimulus– und Reflexionspfads kann allgemein als Dreitor–Bauteil
aufgefasst werden. Da nur in einer Richtung gespeist wird, entfallen zwei von allgemein
sechs Knotenpunkten in den Anschlusstoren. Am Impulskopf gibt es nur einen Speisekno-
ten mit der WelleaS, das Messtor X hat zwei Knoten und das Oszilloskop hat nur einen
Eingangsknoten mit der WellebOR. Dabei werden der Leistungsteiler, die zwei Adapter
HP 11900A, der Ellbogen und die Messspitze als ein Dreitor–Bauteil behandelt. Eine weite-
re Zergliederung dieser Bauteilegruppe ist nicht notwendig, da sie stets als Einheit verwendet
wird und in dieser Konfiguration auch vollst¨andig charakterisiert werden kann. Die Darstel-
lung in Abb. 4.2 ist unter den folgenden weiteren Annahmen erlaubt:
 Die Adapter haben nur sehr geringe Eingangsreflexionsfaktoren, sie werden deshalb
vernachlässigt.
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 Die Adapter haben nur sehr geringe D¨ampfungen, d. h. die Transmissionsfaktoren
haben Betr¨age, die nur sehr wenig von 1 abweichen. Diese D¨ampfungen werden ver-
nachlässigt. Da die Signallaufzeiten im Messaufbau ber¨ucksichtigt werden m¨ussen,
werden den Adaptern komplexe Transmissionsfaktoren der FormSi j = exp(  jωtGi j )
zugeordnet, mit der GruppenlaufzeittGi j des Adapters.
 Die Dämpfungsglieder haben nur geringe Eingangsreflexionsfaktorenr < 17dB (f =
50GHz) [30], sie werden deshalb vernachl¨assigt.
Mit den folgenden zus¨atzlichen Annahmen kann der Signalflusspfad weiter vereinfacht wer-
den:
 Wird ein Signal in eine Kette von D¨ampfungsgliedern eingespeist und dahinter reflek-
tiert, dann ist die resultierende Reflexionsamplitude am Eingang der D¨ampfungsglie-
derkette um die doppelte D¨ampfung verkleinert, d. h. D¨ampfungsglieder verbessern
die Anpassung. Ist die ged¨ampfte Reflexion hinreichend klein, dann kann sie ver-
nachlässigt werden.
 Alle Signalwellen, die den Teiler von D nach E und umgekehrt passieren, erleiden eine
Dämpfung von 12 dB. Alle Signalwellen die den Teiler von X nach E oder X nach F
und umgekehrt passieren, erleiden eine D¨ampfung von 6 dB.
 Der Eingangsreflexionsfaktor des Oszilloskops ist gering (<  15 dB) und kann auf-
grund der vorgeschalteten D¨ampfung vernachl¨assigt werden.
Diese Annahmen f¨uhren auf den mit dicken Linien gekennzeichneten Signalflusspfad in
Abb. 4.2. Der Signalfluss vom Impulskopf bis zur Bezugsebene C ist vom Signalfluss an Tor
X in guter Näherung unabh¨angig und kann nunmehr durch eine fiktive Leistungswellenquel-
le vor Bezugsebene C ersetzt werden, die die hier vorhandene StimuluswelleaF erz ugt, vgl.
Abb. 4.3. Bezugsebene C ist eine fiktive Bezugsebene, die im Ortsraum nicht lokalisierbar
ist, da sie im Inneren eines Bauteils liegt. Ebenso kann auf der linken Seite der Signalfluss
oberhalb von Bezugsebene F bis I durch einen einzigen aufw¨arts gerichteten Pfad gen¨ahert
werden. Die WellebOR ist die Knotensumme im Eingangsknoten des in der Ebene I ange-
nommenen idealen Oszilloskops (idealer Leitungsabschluss, Dirac–f¨ormige Impulsantwort).
Der reale Messaufbau wird an den realen Bezugsebenen B, D, F, G, und H zerlegt (vgl.
Abb. 4.1, 4.2). Dabei werden folgende Bauteile zu Gruppen zusammengefasst:
 das Bias–T (Hersteller PSPL) und die zwei Adpater davor und dahinter zwischen den
Bezugsebenen B und D
 der Leistungsteiler und die zwei Adapter HP 11900A, der Ellbogen und die Messspitze
zwischen den Bezugsebenen D, F und X (
”
Teiler–Gruppe“)
 das Bias–T (Hersteller SHF) und die zwei Adapter davor und dahinter zwischen den
Bezugsebenen F und G
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4.1.2.2 Charakterisierung
Die benötigten Fehlerkoeffizienten m¨ussen aus Charakterisierungsmessungen bestimmt wer-
den. Üblicherweise werden die Fehlerkoeffizienten durchSelbstkalibrationim gegebenen
Messaufbau bestimmt, d. h. am Messtor X werden mehrere verschiedene Typen von bekann-
ten Kalibrationsstandards angeschlossen und aus den bekannten Eigenschaften der Standards
und den damit an KnotenbOR erhaltenen Messergebnissen die Fehlerkoeffizienten rechne-
risch bestimmt. Um die in Abschn. 2.3.1, 2.3.2 angesprochenen Probleme zu umgehen,
sollen alle Charakterisierungmessungen im Frequenzbereich mittels VNWA durchgef¨uhrt
werden. Im Frequenzintervall von 62;4MHz: : :50GHz werden die in Tab. 4.1 aufgef¨uhrten
Charakterisierungsmessungen durchgef¨uhrt.
S–Par. Bauteil Messung Messbedingungen
SD1 Bias-T (PSPL) +2 Adap. Eing.–Refl. D Abschluss Tor B
SFD,50 Teiler–Gruppe Transm. DF koplan. Abschluss Tor X
SFD,KS Teiler–Gruppe Transm. DF koplan. Kurzschl. Tor X
SFD,LL Teiler–Gruppe Transm. DF koplan. Leerlauf. Tor X
SD2 Teiler–Gruppe Eing.–Refl. D Abschluss Tor F, koplan. Tor X
SF1 Teiler–Gruppe Eing.–Refl. F Abschluss Tor D, koplan. Tor X
SFE Adapter Gruppenlaufzeit In Serie mit inversem Adapter
SGF Bias-T (SHF) +2 Adap. Transm. FG –
SF2 Bias-T (SHF) +2 Adap. Eing.–Refl. F Abschluss Tor G
SHG Dämpfungsglied Transm. GH –
Tabelle 4.1: Übersicht der Charakterisierungsmessungen des Stimulus– und Reflexions-
pfads: Parameter, Bauteil, Bezugsebenen und Messbedingungen
Die Transmissions–Parameter der Teilergruppe zum bzw. vom Tor X k¨nnen nicht direkt aus
Transmissionsmessungen bestimmt werden, da es nicht m¨oglich ist, die Transmission zwi-
schen einem koaxialen und einem koplanaren Tor direkt zu messen. Stattdessen werden diese
Parameter indirekt aus den Transmissionsmessungen zwischen Tor D und F bestimmt. Die
Bestimmung der S–Parameter der Teilergruppe erfordert die Kenntnis der Reflexionsfakto-
ren der bei den Messungen verwendeten koplanaren Standards. Diese werden entsprechend
[34, S. 14] modelliert:
1. koplanarer 50–Ohm–Abschluss: ReflexionsfaktorrX,50 = 0
2. koplanarer Kurzschluss: ReflexionsfaktorrX,KS = 1
3. koplanarer Leerlauf: Bei einem idealen Leerlauf w¨are der ReflexionsfaktorrX,LL = 1.
Tatsächlich wirkt der Leerlauf kapazitiv. Da die Messspitze am vorderen Ende ein
koplanarer Wellenleiter ist, dem eine verlustbehaftete Streukapazit¨t zugeschrieben
werden muss, weicht die Modellierung des Leerlaufs von der ¨ublichen Modellierung
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bei koaxialen Standards ab. Die Streukapazit¨at der Messspitze ist immer vorhanden
und wirkt bei allen Messungen. Bei den Charakterisierungsmessungen ist sie deshalb
dem Bauteil
”
Teilergruppe“ zuzuschreiben und damit nicht explizit zu modellieren, da
sie gemessen wird. Es ist aber zu beachten, dass die Streukapazit¨at sich bei der Mes-
sung des Standards
”
Leerlauf“ (über das Kalibrationssubstrat angehobene Messspitze)
verringert, da der dielektrische Einfluss des Substrats fehlt [34, S. 14]. Diese Verrin-







; YLL = jωCkor,LL mit Ckor,LL < 0: (4.3)
Für die eingesetzte Messspitze betr¨agt der vom Hersteller spezifizierte WertCkor,LL =
 9;4fF.
Da die Anzahl der gemessenen Parameter kleiner als die Anzahl der Parameter der Teiler-
gruppe ist, werden noch zus¨atzliche Informationen ¨uber dieses Bauteil ben¨otigt. Alle Bau-
teile der Teilergruppe sind reziproke Bauteile. Damit folgt f¨ur die Transmissionsparameter
[40, Kap. 5.1]:
SEX = SXE; SDX = SXD; SDE = SED: (4.4)
SFD wird aus dem Signalfluss von Abb. 4.2 berechnet und je nach StandardrX mit SFD,50,











SFD,LL + rX,LL SFD,KS SFD,50(1+ rX,LL )
rX,LL (SFD,LL SFD,KS)
: (4.7)
Weiterhin wird angenommen, dass der eigentliche Leistungsteiler HP 11667C ein n¨ah ru gs-
weise symmetrisches Bauteil ist. Deshalb wird f¨ur die Transmissionsparameter
SEX = SXD (4.8)
gesetzt. Durch Quadratwurzelbildung2 kann der ParameterSEX = SXD bestimmt werden:
SEX = SXD =
p
SEXSXD : (4.9)
2Die numerische Berechnung der Quadratwurzel gemessener, komplexer Transmissionsparameter erfor-
dert hinreichend dichte Messpunkte auf der Frequenzachse und ein Modell des Allpassanteils (Sch¨atzung der
Gruppenlaufzeit). Unter der Annahme eines stetigen Phasenverlaufs kann ein einfacher Algorithmus die Ein-
deutigeit der Phasenwerte bei der (mehrdeutigen) Wurzelberechnung wiederherstellen. Hierzu werden die
Phasenspr¨ungeüber die Blattgrenze bei π bzw. π ausgewertet und dabei die Phasenwerte den Bl¨attern der
Riemannschen Fl¨ache des komplexen Logarithmus [6, 3.4.10.2] eindeutig zugeordnet. Hieraus kann die kor-
rekte Phase der Wurzel berechnet werden.
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Die ReflexionsfaktorenSD2 und SE1 werden separat bestimmt, um die Genauigkeit zu ver-





Der Adapter zwischen den Ebenen F und E wird nur durch einen Gruppenlaufzeitterm be-
schrieben:
SFE = exp(  jωtG,FE): (4.11)
Zwischen Ebene H und der nicht zug¨anglichen Ebene I (vgl. Abb. 4.2) wird der Fre-
quenzgang–Fehlerterm3 des Oszilloskops angesetzt. Dieser wird nicht explizit gemessen,
sondern mit einer RC–Tiefpass–Charakteristik ph¨anomenologisch beschrieben:
SO =
1
1+ j f = f3dB,O
: (4.12)
Damit sind alle Parameter bekannt, die f¨ur die Berechnung der Fehlerkoeffizienten ben¨otigt
werden.
4.1.2.3 Bestimmung der Fehlerkoeffizienten
Unabhängig von den obigen Annahmen ¨uber Eigenschaften der realen Bauteile im Signal-
flusspfad gilt, dass f¨ur ein Netzwerk mit einem Eingangsknoten, einem Ausgangsknoten und
einem weiteren Tor mit Ein– und Ausgangsknoten ein Signalflussdiagramm mit nur vier Ter-
men angschrieben werden kann. Das entsprechende Diagramm ist in Abb. 4.3 gezeigt und









XX . In Kap. 5.2.3 wird gezeigt,
wie man mit diesen vier Fehlertermen die Rohdaten korrigieren kann. Die FaktorenSO und
SHG werden aus Gr¨unden der Modularit¨at separat angeschrieben.
Mittels der
”
Masonschen Regel“ [40, S. 32] kann der Signalfluss der in Abb. 4.2 dick
eingezeichneten Pfade zwischen den Bezugsebenen C, G und X in Abh¨a gigkeit von den an
den realen Bezugsebenen gemessenen S–Parametern bzw. modellierten Parametern berech-
net werden. Die Graphendeterminante ergibt sich zu
N00 = 1  (SD1SD2+SE1SF2(SFE)2+SD1SF1(SED)2(SFE)2)+SD1SD2SE1SF2(SFE)2: (4.13)






3Die Bestimmung dieses Terms ist umst¨andlich. Man könnte verschiedene Frequenzen mit bekannter Am-
plitude messen und die angezeigte Amplitude auswerten. Hierzu ben¨otigt man jedoch wiederum einen sehr
breitbandigen CW–Generator und eine verl¨assliche Messm¨oglichkeit für die Amplitude. Eine sehr trickreiche
Möglichkeit wird in [77] beschrieben, bei derzwei typ–identische Oszilloskope
”
Nase–zu–Nase“ geschaltet
werden und die Kick–out–Impulse des Abtasters zur Bestimmung der Impulsantwort ausgewertet werden.
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Abbildung 4.3: Vereinfachtes Signalflussdiagramm des Stimulus– und Reflexionspfads (bOR
Welle am Eingangsknoten des idealen Oszilloskops;aF Welle am Ausgangsknoten des fikti-
ven Generators; C, G Bezugsebenen;STi j ”



















Die Gleichungen k¨onnen durch N¨aherungen vereinfacht werden (ungestrichene Gr¨oßen),
wenn man die Gr¨oßenordnungen der einzelnen Faktoren ber¨ucksichtigt. In manchen Ter-
men kann der Nenner durch 1 gen¨ahert werden, da der Z¨ahler so klein ist, dass die absolute
Änderung durch die N¨aherung des Nenners wiederum hinreichend klein ist (Ableitung in
Anhang A). Berücksichtigt man noch Gl. (4.8), dann ergibt sich:
N00  1  (SD1SD2+SE1SF2(SFE)2)+SD1SD2SE1SF2(SFE)2
= (1 SD1SD2)(1 SE1SF2(SFE)2) = L1L2 = N; (4.18)

































XX werden für die Korrekturrech-
nung verwendet. Die Betragsg¨ange sind in den Abbildungen 4.4 bis 4.7 dargestellt. Der
FehlerkoeffizientSTXX ist der Reflexionsfaktor, den man an der koplanaren Bezugsebene X
”
in das Messsystem hineingesehen“ messen w¨urde. Er enth¨alt sowohl den Reflexionsfaktor
der MessspitzeSX1 als auch Eigenschaften des Teilers und der Vorstromnetzwerke. Ein klei-
nesSXX bedeutet, dass die tats¨chliche Impulsform der WellebX an der Ebene X von der
Reflexion des Messobjekts unabh¨angig ist.


















   
→
Abbildung 4.4: Betragsgang FehlerkoeffzientSTOF
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→
Abbildung 4.5: Betragsgang FehlerkoeffzientSTOX


















   
→
Abbildung 4.6: Betragsgang FehlerkoeffzientSTXF
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→
Abbildung 4.7: Betragsgang FehlerkoeffzientSTXX
4.1.3 Transmissionspfad
Abb. 4.8 zeigt den Transmissionspfad mit allen HF–Komponenten und optischen Bauteilen
im Detail und das zugeh¨orige Signalflussdiagramm. Eingezeichnet sind die Bezugsebenen
L bis R und die Messbezugsebene Y. Die Bezugsebenen L bis R dienen zur Modellierung
und Charakterisierung des Signalflusses. Jede reale elektrische Komponente im Signalfluss
vom Messtor bis zum Oszilloskop kann durch ein S–Parameter–2–Tor dargestellt werden. In
der Abbildung durchl¨auft der Signalfluss die Komponenten im Wesentlichen von unten nach
oben.
Weiterhin fällt auf, dass daslineare Schaltungenbeschreibende Signalflussdiagramm so-
wohl optische als auch elektrische Pfade und Transmissionen enth¨alt. Insbesondere wird
durch die linearëUbertragungsfunktionKNM’ die formale Konversion der Leistung des opti-
schen Signals in eine elektrische Leistungswelle beschrieben (Der Photodetektor ist ein qua-
dratischer Detektor, d. h. die elektrischen Wellengr¨oßen sind proportional zur optischenLeis-
tung). Die Pfadabschnitte von Ebene Y bis M’ sind deshalb als Leistungs¨ubertragungsfunk-
tionen für das optische Feld zu interpretieren. Sieht man von nichtlinearen Eigenschaften der
Glasfaser als optischer Wellenleiter ab, was bei den hier verwendeten geringen Lichtleistun-
gen erlaubt ist, kann man allgemein f¨ur dasoptische Wellenfeldin der Faser einëUbertra-
gungsfunktion anschreiben. Da aber die L¨ange der optischen Elemente so klein ist, dass die
resultierende Impulsverbreiterung aufgrund der Dispersion im Vergleich zur Signalform zu
vernachlässigen ist, ist die Verzerrung der optischen Leistung ebenfalls zu vernachl¨assigen.
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Abbildung 4.8: Transmissionspfad mit allen HF–Komponenten und optischen Bautei-
len im Detail (a) und zugeh¨origes Signalflussdiagramm (b) (Ad. Adapter; BB–V.
Breitband–Verst¨arker; bOT Welle am Eingangsknoten des idealen Oszilloskops; DAO
Digitales Abtastoszilloskop; FC/PC opt. Konnektor; IDC DC–Ausgang Detektor;Hi j
Übertragungsfunktionen; K4 TDT–Eingangskanal;Ki j opt./el. Konversions–̈UF.; L, M, M’,
N, O, P, Q, R Bezugsebenen f¨ur die Modellierung;Popt opt. Ausgangsknoten Messobjekt;
Si j S–Parameter; Y optisches Messtor; Symbolik Steckverbindungen s. Abb. 4.1). Dicke
Linien: wesentliche Anteile des Signalflusses.
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Deshalb ist es m¨oglich, für dieLeistung des optischen Wellenfelds(Betragsquadrat der Feld-
größen) eineÜbertragungsfunktion anzuschreiben. Aufgrund der geringen L¨a ge ist die
Streckend¨ampfung sehr gering und wird deshalb nicht explizit modelliert (Die tats¨achlich
vorhandene D¨ampfung wird aber automatisch im Einkoppelwirkungsgrad mit ber¨ucksichtigt
und somit korrigiert). Auftretende Koppeld¨ampfungen an optischen Steckverbindern sind
gering und werden nicht explizit modelliert. Lediglich die Gruppenlaufzeit des optischen Si-
gnals muss in der̈Ubertragungsfunktion ber¨ucksichtigt werden (s. [20, Gl. 2.185], Gl. 2.190
mit σ1;m = 0, σ2;m = 0). Dies bedeutet, dass sowohl die optische Leistung als auch die elek-
trischen Wellengr¨oßen ineinem SignalflussdiagrammdurchlineareÜbertragungsfunktionen
beschrieben werden k¨onnen, wobei die optischen Signale durch Einwegpfade mit Transmis-
sionsfaktoren beschrieben werden d¨urfen.
Man erhält das vollständige Signalflussdiagramm, indem man die Komponentendiagram-
me entsprechend dem Blockschaltbild verkettet. Im so erhaltenen Signalflussdiagramm sind
alle S–Parameter und Transmissionsfaktoren messbaren Gr¨oßen direkt zuzuordnen. Der re-
sultierende Signalfluss l¨aßt sich durch einen einzigen TransmissionsfaktorSTT zwischen Ebe-
ne Y und R darstellen. Unter den folgenden Bedingungen l¨aßt sich der Signalfluss durch
Näherungen vereinfachen:
1. Der Ausgangsreflexionsfaktor des Detektors ist gering (< 10dB).
2. Der Eingangsreflexionfaktor des Breitbandvorverst¨arkers ist gering.
3. Das flexible 50–GHz–Kabel ist gut angepasst, Reflexionsfaktoren sind vernachl¨assig-
bar.
4. Der Eingangsreflexionsfaktor des Oszilloskops ist gering (< 15 dB).
5. Die dominanten Einfl¨usse auf den Frequenzgang der Transmission von Y nach R sind
der Vorverstärker–Frequenzgang und die Kabeld¨ampfung sowie die Laufzeiten aller
Elemente.
Damit können die Schleifen im elektrischen Signalflusspfad vernachl¨assigt werden.̈Ubrig
bleibt der in Abb. 4.8 b) dick eingezeichnete Signalfluss, der durch die Multiplikation der
einzelnen Transmissionen berechnet werden kann. Der Fehlerkoeffizient f¨ur den Transmis-




= SOSQPSPOSONKNM’ HM’M HML HLY : (4.24)
4.1.3.1 Optische Komponenten
Der FaktorHLY repräsentiert den Leistungs–Koppelwirkungsgrad des vom Messobjekt ab-
gestrahlten optischen Feldes in die Faser zum Photodetektor. Das Faserende wird so nah wie
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möglich an der Endfl¨ache des Laserresonators positioniert und die Einkopplung durch trans-
versale Justage optimiert. Aus technischen Gr¨unden verbleibt ein kleiner Abstand von ca.
dLY  20µm. Die Laufzeit ist vernachl¨assigbar klein (∆t  dLY=c= 67fs). Der tats¨achliche
Einkoppelwirkungsgrad schwankt von Messobjekt zu Messobjekt und auch von Messung
zu Messung und ist w¨ahrend der Messung des Messobjekts mittels geeigneter Methoden zu
bestimmen, s. Abschn. 5.2.6.
Der FaktorHML = exp(  jωtG,ML) stellt die Verzögerung des Signals aufgrund der Fa-
serlänge dar, D¨ampfung und Dispersion werden vernachl¨assigt, s. o. Zur Charakterisierung
ist lediglich die Gruppenlaufzeit bei der Betriebswellenl¨ange zu bestimmen. Diese Faser hat
an der Ebene L eine ebene, winklige Endfl¨ache und an der Ebene M einen konfektionierten
FC/PC–Faserstecker. Die Laufzeit kannicht mit einer optischen, kalibriertenTransmis-
sionsmessung durchgef¨uhrt werden (z. B. mit dem optischen Lichtwellen–Komponenten–
Analysator HP 8703A [32]), da die Faser aufgrund der unterschiedlich pr¨aparierten Faseren-
dennicht einfügbar ist. Die Laufzeit kann jedoch mit einer optischenReflexionsmessung
bestimmt werden. Da das Faserende winklig ist, hat der Reflexionsfaktor gerade die Gr¨oß
der Fresnel–Reflexion einer ebenen Welle mit senkrechter Inzidenz an der Grenze von Glas
nach LuftRFresnel= 3;5%= 14;6dBo4. Diese Reflexion ist mit dem optischen Analysator
HP 8703A gut messbar und mittels der numerischen Zeitbereichstransformation ¨ortlich loka-
lisierbar im Rahmen der Ortsaufl¨osung. Praktischerweise wird diese Charakterisierungsmes-
sung unmittelbar nach den Messungen am Messobjekt durchgef¨u rt, um exakt die L¨ange der
Einkoppelfaser zu charakterisieren, die bei den Messungen verwendet wurde. Die Einweg–
Laufzeitverzögerung der verwendeten Faser betr¨ag tG,ML = 34;59ns.
Ähnliches gilt für den LaufzeitfaktorHM’M = exp(  jωtG,M’M ), der die Faser im Photo-
detektormodul beschreibt. Diese Faser hat an der Ebene M einen konfektionierten FC/PC-
Stecker und ist am anderen Ende mit der Detektordiode fest verbunden (fiktive Ebene M’).
Die Laufzeit kann also nur mit einer optischen Reflexionsmessung aus der R¨uck eflexion der
Übergangsstelle zwischen Glasfaser und Halbleiter–Detektorchip bestimmt werden. Aller-
dings besitzt diese Faser detektorseitig eine sehr geringe R¨uckreflexion von der Endfl¨ache
(Die Endfläche ist schr¨ag angeschliffen, der Hersteller spezifiziert:opt. Return Loss typ.
<  35 dBo [42, S. 89]). Der Dynamikbereich des eingesetzten HP 8703A betr¨agt bei opti-
schen Reflexionsmessungen nur 35dBo [32] und daher wird die schwache R¨uckreflexion
nicht sichtbar, auch nicht nach der Zeitbereichstransformation, die es erlaubt, lokalisier-
te diskrete Reflexionen ¨ortlich aufzulösen. Es gelingt jedoch durch eine Modifikation des
Messaufbaus5 den Dynamikbereich wesentlich zu erh¨ohen, dadurch wird die R¨uckreflexion
4Die Einheit dBo ist ¨uber die optischen Felder bzw. Leistungen definiert. Vergleicht man zwei unterschied-
liche Signalpegel im optischen BereichP1, P2, aopt=dBo= 10log10(P2=P1) und die resultierenden elektrischen
SignalpegelI1, I2 nach dem direkten Empfang mit einem quadratischen Detektor, dann ist der in dBe gemes-
sene Unterschied der elektrischen Pegelael=dBe= 20log10(I2=I1) um den Faktor Zwei gr¨oßer (Photostrom
I optische LeistungP) [25, S. 57].
5Vor dem Photodetektor des optischen Analysators HP 8703A wird ein Erbium–dotierte–Faser–Verst¨a ker
eingefügt. Damit wird der tats¨achliche optische Signalpegelbereich am Detektor nach oben verlagert, und das
Rauschen des elektronischen Vorverst¨a kers im Analysator erscheint in der Messanzeige nach unten verscho-
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sichtbar. Der bei den Messungen verwendete Photodektor New Focus 1014 hat eine diskrete
Rückreflexion von 41dBo im Reflektogramm nach einer Einweg–Laufzeit vontG,M’M =
1;02ns, welche als Position des Detektorchips angesehen wird.
4.1.3.2 Elektrische Komponenten
Der FaktorKNM’ beschreibt den Frequenzgang der Konversion eines amplitudenmodulier-
ten optischen Signals in die Amplitude einer elektrischen Leistungswelle im Photodetek-
tor, bezogen auf die Modulationsamplitude. Mit dieser Gr¨oße werden s¨amtliche frequenz-
abhängigen Eigenschaften, die dem Photodetektor zuzuschreiben sind, modelliert. Dem Si-
gnalflussdiagramm Abb. 4.8 b) kann man entnehmen, dassKNM’ unter der Bedingung eines
idealen Abschlusses des Photodetektors definiert wird. IstHPD,i( f ) = I( f )=Popt( f ) der int-






mit der AdmittanzYPD des Photodetektormoduls, gemessen an der Bezugsebene O, exklu-
sive des LaufzeitfaktorsSON. Die messtechnische Bestimmung dieser Gr¨oße ist nicht ein-
fach. Der Analysator HP 8703A bietet die M¨oglichkeit, die sog. ResponsivityR= ∆i=∆Popt
eines Detektors nach Betrag und Phase zu bestimmen, unter Korrektur von Stehwellen zwi-
schen Detektor und Analysator, allerdings lediglich im Frequenzbereich vonf = 130MHz
: : : 20GHz. Darüberhinaus m¨usste noch mittels der dabei ermittelten Detektor–Impedanz
auf die Urleistungswelle bei einem fiktiven, idealen Abschluss–LeitwertYPD,ideal= Y0 um-
gerechnet werden, was vom Analysator nicht gemacht wird. Der Amplitudengang der Re-
sponsivity kann auch mittels eines optischen Heterodyn–Messverfahrens ermittelt werden
[42], allerdings liefert ein Heterodynverfahren keine Referenzinformation f¨ur die Messung
des Phasengangs des Detektors. Methodisch scheint die Bestimmung des Photodetektor–
Frequenzgangs im Zeitbereich am einfachsten zu sein: Stehen sehr kurze Lichtimpulse mit
Halbwertsbreiten von∆tFWHM  7ps 0;35= f3dB,PDund ein schnelles, elektrisch kalibrier-
tes Zeitbereichsmesssystem entsprechender Bandbreitef3dB,Mess> f3dB,PD zur Verfügung,
kann der Frequenzgang mittels der Fouriertransformation aus der Impulsantwort ermittelt
werden.
Da der verwendete Photodetektor jedoch sehr breitbandig ist (f3dB,PD 45GHz [44]),
und sowohl Vorverst¨arker als auch Kabel weit gr¨oßere Einfl¨usse auf den Frequenzgang
haben, wird in der vorliegenden Arbeit der Photodetektor–Frequenzgang durch eine RC–
Charakteristik ph¨anomenologisch modelliert:
YPD =Y0; KNM’ = HPD,i,0
1






ben. Die Untergrenze des Dynamikbereich kann dadurch von 35dBo auf 60dBo verbessert werden, die
Obergrenze liegt bei> 14dBo (höhere reflektierte Signalpegel kommen weder bei der Messung noch bei der
Kalibration vor), abgelesen im Zeitbereichs–Reflektogramm.
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mit der Photodetektor–Bandbreitef3dB,PD und der DC–DetektorempfindlichkeitHPD,i,0 in
A/W.
Zusätzlich zur RC–Impedanz des Photodetektormoduls, die den Frequenzgang beein-
flusst, muss davon unabh¨angig noch ein als ideal angenommenes Leitungselement zwischen
Photodetektorchip und elektrischer Anschlussbezugsebene ber¨ucksichtigt werden. Dieses
Leitungselement wird durch den Laufzeitfaktor
SON = exp(  jωtG,ON)
modelliert. Die Bestimmung der Laufzeit erfolgt am einfachsten durch die Messung der
elektrischen Reflexion an der Ebene O im Frequenzbereich und numerische Transformation
in den Zeitbereich. Man erh¨alt eine (aufgrund der Messung) bandbegrenzte Impulsantwort,
die anhand von Standard–TDR–Methoden interpretiert werden kann. F¨ur impulsförmige
Stimulussignale gibt z. B. [32, Fig. 10–8] Aufschluss ¨uber die Interpretation. Als Marke f¨ur
das Leitungsende dient die zeitl. Mitte der kapazitiven St¨orung im Reflektogramm. Daraus
wurde eine Einweg–Laufzeit vontG,ON= 171;5ps ermittelt.















   
→
Abbildung 4.9: Betragsgang FehlerkoeffzientSPO
Der FaktorSPO beschreibt den Vorverst¨arker–Frequenzgang des eingesetzten Vorverst¨ar-
kers SHF 105P. Dieser wird zwischen den Bezugsebenen O und P unter Zuhilfenahme eines




bestimmt. Der zus¨atzliche Adapter wird als Laufzeitelement mit der LaufzeittG,Adapt. an-
gesehen und nachtr¨aglich durch eine Zeitverschiebung der Messkurven ber¨ucksichtigt. Die
Laufzeit des Adapters wird durch die Transmissionsmessung zusammen mit einem komple-
mentären Adapter mit gleicher Laufzeit bestimmt,tG,Adapt.= 39;75ps. Abb. 4.9 zeigt den
Betragsgang vonSPO.
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Abbildung 4.10: Betragsgang FehlerkoeffzientSQP
Der FaktorSQP beschreibt den Transmissionsfaktor des flexiblen 50–GHz–Kabels. Abb.
4.10 zeigt den Betragsgang vonSQP. Die Harmlosigkeit des Frequenzgangs darf nicht
darüber hinwegt¨auschen, dass das Kabel betr¨achtliche Dämpfung und Dispersion aufweist.
In [76, Tab. 4.3] wurde die Anstiegszeit des Kabels zu 43;3ps nach der RSS–Formel ermittelt
[51]. Der Einfluss kann zwar korrigiert werden, jedoch bringt der Einsatz eines Kabels mit
einer derartig hohen Anstiegszeit eine betr¨achtliche Flankenverschleifung steiler Zeitsignale
mit sich. Würde man dieses Kabel im Reflexionszweig verwenden (dies h¨atte mechanische
Vorteile), wäre dies von erheblichem Nachteil f¨ur die Korrektur der Zeitdrift, da die Genau-
igkeit von der Steilheit der Referenzflanke abh¨ngt, vgl. Abschn. 5.2.2.
Der FaktorSO beschreibt ph¨anomenologisch den Oszilloskopfrequenzgang, vgl. Gl. (4.12).
Für die numerische Datenkorrektur ist es vorteilhaft, den gesamten Fehlerkoeffizienten
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werden entfaltet (Abschn. 5.2.4). Der Faktor
StT = SONHM’M HML
1
exp(  jωtG,Adapt.)
= exp(  jωtG,T); (4.29)
tG,T = tG,ON+ tG,M’M + tG,ML  tG,Adapt.
repräsentiert die Gruppenlaufzeit der Laufzeitelemente, die noch durch die Zeitverschiebung
des Zeitsignals ber¨ucksichtigt werden m¨ussen, und der Wirkungsgrad
η = HLY (4.30)
wird zum Schluss bei der Kurvenskalierung ber¨ucksichtigt.
4.2 Oszilloskop
4.2.1 Frequenzgang
Der Frequenzgang des Oszilloskops wird im wesentlichen durch die Schaltzeit der Abtast-
dioden bestimmt. Die Spezifikationen des eingesetzten Systems HP 54124T weisen eine
10%–90%–Anstiegszeit vontr  7ps aus, berechnet nach dem Zeitbandbreiteprodukt eines
RC–Tiefpassestr f3dB = 0;35 und einer Bandbreite vonf3dB = 50GHz [27, 19-2][84]. Der
Gerätefrequenzgang ist in den Fehlerkoeffizienten der Abschn. 4.1.2, 4.1.3 bereits ber¨uck-
sichtigt durch den FaktorSO. Der tatsächliche Frequenzgang wurde nicht charakterisiert
(z. B. Abweichungen des Frequenzgangs von der RC–Charakteristik aufgrund interner Lei-
tungsdiskontinuit¨aten o.ä.).
4.2.2 Vertikalgenauigkeit und Auflösung
Die Spezifikation der Vertikalgenauigkeit des Systems [27, 19-2] von bestenfalls0;4%
des Vollausschlagwerts bezieht sich auf die Anzeigeaufl¨os ng von 256 Pixel. Die numeri-
sche Datenkorrektur hat jedoch Zugriff auf die internen, genauer aufgel¨osten Daten. F¨ur die
Zwecke der Datenkorrektur sind DC–Fehler ohne Bedeutung, da bei der Korrektur die DC–
Komponenten nicht ber¨ucksichtigt werden. Der analog/digital–Wandler (AD–Wandler) hat
12 Bit Auflösung bei einer LSB–Wertigkeit von∆uAD = 250µV [27, 19-14]. Für Mittelun-
gen (
”
Averaging“) steht im Gerät die Auflösung von minimal∆uAver = 32µV zur Verfügung6
und stellt eine ger¨ateinterne, numerische Begrenzung dar. Dieser Wert kann deshalb durch
externe Mittelung noch verbessert werden. Die Linearit¨at des AD–Wandlers ist prinzipiell
gut, da es sich um einen
”
successive–approximation–converter“ handelt. Diese arbeiten in-
tern mit einem digital/analog–Wandler, der eine gute Linearit¨at aufweist, und vergleichen
die Eingangsspannung mit einer Sequenz von intern erzeugten Werten, solange bis der Ein-
gangswert diskriminiert wurde.
6Dieser Wert wird in [27, 19-6, 19-14] als
”
System limitation“ bezeichnet. Es gilt∆uAver  ∆uAD=8, d. h.
die geräteinterne numerische Aufl¨osung ist gerade um 3 Bit besser als die LSB–Wertigkeit des AD–Wandlers,
was gut mit der Annahme eines ger¨ateinternen 16 Bit–Wort–Kurvenspeichers ¨ubereinstimmt.
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4.2.3 Anschlussbezugsebenen und Laufzeitdifferenzen
Die Eingangskan¨ale des DAO haben, bedingt durch die Konstruktionsweise, inh¨arent unter-
schiedliche Laufzeiten der Eingangssignale von den Bezugsebenen der koaxialen Anschl¨usse
bis zu den Abtastdioden. Zus¨atzlich ist anzunehmen, dass die interne Ansteuerung der Ab-
tastdioden der unterschiedlichen Kan¨ale nicht mit der gleichen Verz¨ogerung bezogen auf das
Triggerereignis TE erfolgt, ebenfalls beg¨undet durch interne Signallaufzeiten. Die Differen-
zen im effektiven Abtastzeitpunkt stellen aber i. Allg. keine tats¨achliche Einschr¨ankung dar,
weil durch eine Vergleichsmessung eines steilflankigen Testsignals die Differenzen zu ermit-
teln sind und die ermittelten Differenzen als Kanalversatz-Korrekturwerte bei der Bauteil–
Messung im Ger¨at berücksichtigt werden k¨onnen (,,Channel Skew Cal“ [27, 18-5]). Model-
lierung und Korrektur dieser Signallaufzeiten werden in Abschn. 4.2.5.2 und Abschn. 5.1.3
besprochen.
4.2.4 Rauschen
Das Rauschen des Messsystems wird haupts¨chlich durch das Rauschen des Oszilloskops
bestimmt. Laut Spezifikation [27, 19-2] giltuR,RMS,Spez. 2mV, was durch Messungen mit
uR,RMS = 980µV bei voller Bandbreite best¨a igt wird. Der Vorverst¨arker SHF 105P und
der in Sperrrichtung vorgespannte Photodetektor liefern einen zus¨atzlichen Beitrag (ohne
Beleuchtung), die resultierende Rauschamplitude betr¨agt dannuR,RMS,VVPD= 2;5mV. Durch
punktweise Mittelung kann das Rauschen reduziert werden, s. Abschn. 4.3.1.
4.2.5 Zeitbasismodellierung
Der Hersteller Hewlett–Packard spezifiziert in [27] f¨ur die Genauigkeit der Zeitmarken im
nominellen Abstand von∆t̄ einen Fehler
∂t  10ps0;1%∆t̄: (4.31)
Diese Fehlerspezifikation erscheint im Hinblick auf die Datenkorrektur als unzul¨assig groß.
Ausgehend von der grundlegenden Funktionsstruktur des DAO, die in den mitgelieferten
Handbüchern hinreichend dokumentiert ist [28], wird ein Modell f¨ur die Zeitbasis, ein-
schließlich Ausl¨osung (,,Triggerung“) und Abtastung, entwickelt. Mit diesem Modell ist es
möglich, die Ergebnisse von am DAO vorgenommenen Charakterisierungs–Messungen zu
verstehen und zu analysieren. F¨ur die Datenkorrektur kann hieraus eine Methode zur Kor-
rektur von Zeitbasisfehlern entwickelt werden, s. Abschn. 5.1. Das Modell f¨ur die Zeitbasis
beruht auf folgenden grundlegenden Annahmen:
1. Die Zeitbasiseigenschaften haben auf alle Eingangskan¨ale die gleiche Wirkung. Cha-
rakterisiert man die Zeitbasis mit Messungen an einem Kanal, so sind auch alle ande-
ren Kanäle bez¨uglich der Zeitbasis charakterisiert. Laufzeitunterschiede zwischen den
Kanälen sind damit noch nicht charakterisiert.
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2. Die Zeitbasiseigenschaften sind unabh¨ngig davon, ob das Oszilloskop ¨uber den Trig-
gereingang extern ausgel¨ost wird oder ob es vom freilaufenden internen Oszillator
periodisch ausgel¨ost wird (TDR–Betriebsart). Eine periodische Ausl¨osung des Os-
zilloskops für TDR–Zwecke kann auch ¨uber einen externen, periodisch arbeitenden
Signal–Generator erfolgen. Unter der weiteren Annahme, dass in beiden Betriebsar-
ten der gleiche, extern ausgel¨oste Impulsgenerator zur Signalformung verwendet wird,
besteht lediglich ein Unterschied im Anfangszeitpunkt des Stimulussprungs, bezogen
auf den Triggerzeitpunkt. Der Unterschied entsteht durch verschiedene Leitungs–
Laufzeiten in und außerhalb des Oszilloskops.
3. Die Zeitbasiseigenschaften unterliegen keinen langsam variierenden Ver¨a derungen.
Alle festgestellten Eigenschaften sind zeitlich stabil. Zusammen mit der Modellan-
nahme von Abschn. 4.1.1.2 wird der mit vern¨unftigem Aufwand korrigierbare Teil der
allgemein in Abschn. 2.3.5 dargelegten Fehler abgdeckt.
Die Diskrepanz zwischen idealen bzw. scheinbaren Eigenschaften und tats¨achlichen Ei-
genschaften der Oszilloskopzeitbasis wird in der Bezeichnungsweise dadurch kenntlich ge-
macht, indem explizit zwischenscheinbaren Gr¨oßen (mit Überstrich) undtatsächlichen
Größen(ohneÜberstrich) unterschieden wird.
4.2.5.1 Messfenster, Messraster und Abtastung
DasMessfensterist definiert durch die Grundverz¨ogerung des Messfenstersτ̄MF, die Länge
des MessfenstersTMF und die Anzahl der diskreten Abtastpunkte im MessfensterNAP. Die
scheinbare zeitliche Lagēτi eines Punktsi im Messfenster ergibt sich aus der ¨aquidistanten
Unterteilung des Messfensters (Messraster):
τ̄i = τ̄MF +
TMF
NAP
i; 0 i  NAP 1: (4.32)
Ein Eingangssignal wird in einem Zeitfenster abgetastet, indem sequentiell die dem
Messraster entsprechenden Verz¨ogerungen̄τi an der Zeitbasis eingestellt werden und je-
weils nach erfolgter Abtastung eines Messpunkts der Spannungswert im Datenspeicher ab-
gelegt wird. Diese Methode (,,Äquivalenzzeit–Abtastung“) ist nur f¨ur periodische Signale
geeignet, da dieZeit zwischen zwei Abtastvorg¨angenmindestens der Verz¨ogerung zwischen
Triggerereignis und Abtastzeitpunkt (s. u.) zuz¨uglich der Zeitspanne f¨ur die analog–digital–
Umsetzung entspricht und somit sehr lang im Vergleich zu charakteristischen Details des
Signals ist. Zur Abtastung eines ganzen Kurvenzugs muss das als station¨ar und periodisch
angenommene Signal ¨uber sehr viele Perioden am Ger¨at anliegen. Tats¨achlich wird die
Abtastrate durch die interne Datenverarbeitungszeit diktiert, wobei die Zeitspanne f¨ur die
analog–digital–Umsetzung des vorliegenden Spannungswerts im AD–Wandler dominiert.
Das Raster der Abtastunghingegen wird durch die Feinheit der Aufl¨osung der Zeitbasis
bestimmt und ist sehr klein im Vergleich zur Datenverarbeitungszeit.
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4.2.5.2 Triggerereignis, Abtastimpuls und effektive Abtastzeitpunkte
Abbildung 4.11: Schematische Darstellung der Signallaufzeiten im Trigger- und Signalpfad
des Abtastoszilloskops (ADC Analog-Digital-Wandler;K Kanalindex; LZ Laufzeitelement
(Leitung etc.); V&H Verfolge- und Halteschaltung)
Abb. 4.11 zeigt schematisch den zeitlichen Ablauf im DAO. Das Messsignal muss so-
wohl am Signaleingang des KanalsK als auch am Triggereingang des DAO anliegen und
periodisch sein. Es l¨ost beimÜber– bzw. Unterschreiten des Triggerpegels (je nach Flan-
kenauswahl) periodisch den Start der Zeitbasis zum ZeitpunkttTr,0 aus (TriggerereignisTE).
Der Triggereingang hat eine (unbekannte) Signalverz¨ogerungτTr von der Anschlussbezugs-
ebene bis zur internen Ausl¨osung des TE zur ZeittTr,0 (symbolisiert durch die ansteigende
Signalflanke in Abb. 4.11):
tTr,0 = tTr + τTr; (4.33)
d.h. das eigentliche TE passierte die Anschlussbezugsebene schon zur ZeittTr.
Die Zeitbasis sorgt f¨ur eine definierte Verz¨ogerung um die ZeitspanneτZBV zwischen TE
und internemAbtastimpuls(AI) zur Zeit tAI :
tAI = tTr,0+ τZBV: (4.34)
Die Signallaufzeit von der Anschlussbezugsebene bis zu den Abtastdioden im KanalK
(K =R für Reflexion, bzw. K3 in Abb. 3.1 bzw.K =T für Transmission, bzw. K4 in Abb. 3.1)
betrageτK . Der Abtastimpuls schaltet w¨ahrend einer sehr kurzen Zeit die Abtastdioden ein,
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danach bleiben in den Verfolge– und Halteschaltungen (V&H) die abgetasteten Spannungs-
werte konstant erhalten und werden anschließend digitalisiert. Daraus folgt, dass das effektiv
abgetastete Signal bereits um die ZeitspanneτK vorher amäußeren Anschluss des KanalsK
anlag. Die Verz¨ogerung des internen Abtastimpulses von seinem Ursprung bis zu den Ab-
tastdioden des KanalsK betrageτA,K. Mit einer geeigneten Definition f¨ur Schaltpegel f¨ur
jedes interne Signal und einem Abtastimpuls zur ZeittAI kann man f¨ur dieeffektiven Abtast-
zeitpunkte tK des KanalsK schreiben:
tK = tAI + τA,K  τK = tAI   τK,eff
= tTr + τTr  τK;eff + τZBV; mit τK,eff = τK  τA,K; (4.35)
wobei dieτK,eff die effektive Signalverz¨ogerung bis zu den Abtastdioden bezeichnet.
Die Zeitbasisverz¨ogerung (ZBV)τZBV wird an der Zeitbasis programmiert alsschein-
bare Zeitbasisverz¨ogerungτ̄ZBV,K. Sie setzt sich additiv zusammen aus der Verz¨ogerunḡτi
für einen Abtastzeitpunkt im Messfenster und dem individuell eingestelltenKanalversatz–
Korrekturwertτ̄Skew,K, s. Abschn. 4.2.3:
τ̄ZBV,K = τ̄K;i + τ̄Skew,K: (4.36)
Der Wertτ̄Skew,K dient zum Ausgleich von unterschiedlicher und zus¨atzlicher Kabellaufzeit
in einer gegebenen Messkonfiguration. Je nachdem, welcher Kanal gerade abgetastet wird,
wird der entsprechende kanalspezifischeτ̄Skew,K–Wert für die Steuerung der Zeitbasis ver-
wendet. Bei der Durchf¨uhrung der Kalibrationsprozedur zum Laufzeitausgleich werden am
DAO die numerischen Sch¨atzwerteb̄τSkew,K abgelesen und eingestellt [27].
4.2.5.3 Technische Struktur der Zeitbasis
Beim vorliegenden DAO wird die ZBVτZBV durch ein heterogenes Verfahren erzielt [28]:
Die Zeitbasis wird gestartet, indem ein
”
startbarer“ Oszillator zun¨achst einen definierten
Anschwingvorgang ausf¨uhrt mit einer Dauer, die kleiner ist als seine Schwingungsperi-
odendauer, und danach frei schwingt. Die freie Schwingung mit der PeriodendauerT̄G =
4ns= (250MHz) 1 taktet programmierbare digitale Z¨ahler–Kaskaden, und deren letztes
Glied steuert einen durch Software realisierten Z¨ahler. Wurde von einem vorgegebenen
Zählerstand auf Null herunter gez¨ahlt, dann wird ein Abtastimpuls synchron zum Oszilla-
tortakt ausgel¨ost. Der Anschwingvorgang wird in seiner L¨ange durch einen programmier-
baren analogen Spannungswert definiert und dient, aufgrund hinreichend kleiner Aufl¨osung
der Spannungswerte, zur Einstellung derZ itbasis–Feinverz¨ogerungτZBV,F. Die Zähler–
Kaskaden sind f¨ur die Zeitbasis–Grobverz¨ogerungτZBV,G in ganzzahligen Vielfachen von
T̄G zuständig. Beide Verz¨ogerungsvorg¨ange sind technisch fest verkettet und addieren sich
zur tatsächlichen Zeitbasisverz¨ogerungτZBV:
τZBV = τZBV,F+ τZBV,G; bzw. τ̄ZBV = τ̄ZBV,F+ τ̄ZBV,G: (4.37)
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Zur Einstellung der Zeitbasis auf die ZBVτZBV wird im Gerät zunächstrechnerischdie
Aufteilung in den Fein– und den Grob–Anteil vorgenommen, und diese internen Gr¨oßen
werden dann in der Elektronik geeignet programmiert. Die Elektronik realisiert aber nur
die tatsächlichenGrößen (die im Idealfall mit den scheinbaren Gr¨oßen identisch sind). Die
Güte derÜbereinstimmung h¨angt vom Konstruktionsprinzip, vom Einstellzustand der in-
ternen Justageregler und von Umgebungsbedingungen ab. Daher ist zwischenscheinba-
ren (überstrichenen) undtatsächlichenGrößen zu unterscheiden. Die scheinbare Zeitbasis-






wobeibxc die größte ganze Zahl x bedeutet und
τ̄ZBV,G = TGnZBV,G; (4.39)
τ̄ZBV,F = τ̄ZBV  τ̄ZBV,G: (4.40)
Aus der gew¨unschten Verz¨ogerunḡτZBV werden mit Gln. (4.38)–(4.40) die Werte vonτ̄ZBV,F
undτ̄ZBV,G bestimmt. Die Verz¨ogerunḡτZBV,G ist dasnZBV,G-fache Vielfache der scheinbaren
PeriodendauerTG, der Rest entf¨allt auf die Feinverz¨ogerungτ̄ZBV,F. Die Verzögerungτ̄ZBV
muss größer sein als ein ger¨atespezifischer Mindestwertτ̄ZBV,min.
4.2.5.4 Zeitbasis–Frequenzfehler, Zeitbasis–Nichtlinearität und Zeitbasisfehler
Die tatsächliche Grobverz¨ogerungτZBV,G kann durch die Zeitbasis nur im Rahmen der Ge-
nauigkeit der tats¨achlichen Schwingfrequenz(TG) 1 des Oszillators realisiert werden, nicht
beachtet werden Phasenfluktuationen, die zus¨atzlichen Jitter verursachen, und Chirp (=zeit-
variante Frequenz), dessen Charakterisierung und Korrektur eine weitergehende Modellie-
rung erfordert. Die Anzahl der SchrittenZBV,G, um die verz¨ogert wird, kann exakt ganzzahlig
eingestellt werden. Die tats¨achliche Grobverz¨ogerung wird damit zu
τZBV,G = nZBV,G TG: (4.41)
Die scheinbare Feinverz¨ogerunḡτZBV,F wird intern von einer Zeit auf eine Steuerspannung,
die am Oszillator anliegt, umgerechnet. F¨ur die tatsächliche Verz¨ogerungτZBV,F ist aber
die tatsächliche Kennlinie des verwendeten DA–Wandlers von Bedeutung (im Idealfall line-
ar), ebenfalls die tats¨achliche Dynamik des Oszillators im Anschwingvorgang, so dass hier
inhärent Bauteiletoleranzen direkten Einfluß auf die tats¨achliche Genauigkeit der Verz¨oge-
rung haben. Dieser Einfluß schl¨agt sich auch in den spezifizierten Ger¨atedaten nieder [27,
19-4]: ∆t  10ps0;1%τ̄ZBV. Die Abweichung dertatsächlichen Feinverz¨ogerungτZBV,F
von dergewünschten Feinverz¨ogerungτ̄ZBV,F äußert sich in einernichtlinearen Funktion
τZBV,F = TZBV,F(τ̄ZBV,F): (4.42)
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Die tatsächliche ZBV ergibt sich mit Frequenzfehler und Nichtlinearit¨at zu
τZBV = TZBV,F(τ̄ZBV  τ̄ZBV,G)+nZBV,G TG: (4.43)
Die quasi–stetige, analog gesteuerte Feinverz¨ogerung sollte im Idealfall exakt die Peri-
odendauerTG ausfüllen. In der Realit¨at ist eine Abweichung m¨oglich, so dass hierdurchDis-
kontinuitäten (Lücken bzw.Überlappungen) im tats¨achlichen Zeitraster entstehen k¨onnen.
Die Abgleichprozeduren f¨ur das DAO sehen explizit die Minimierung dieser Effekte vor. Al-
lerdings kann man zwar die Diskontinuit¨at minimieren, die Nichtlinearit¨at über das Zeitin-
tervall TG müsste jedoch ¨uber eine punktweise zu vermessende Kennlinie korrigiert werden,
was nicht vorgesehen ist. Mit den spezifizierten Abgleichprozeduren kann das Ger¨t seine
Spezifikationen erf¨ullen, will man jedoch eine h¨ohere Genauigkeit erreichen, sind weiterge-
hende Korrekturmaßnahmen unumg¨an lich. Es wird einZeitbasisfehler∆τZBV definiert:
∆τZBV = τZBV  τ̄ZBV = TZBV,F(τ̄ZBV,F)  τ̄ZBV,F+nZBV,G (TG  T̄G): (4.44)
4.2.5.5 Scheinbare und tatsächliche Abtastverzögerung
Dasscheinbare Zeitrasterdes KanalsK soll zusätzlich zum in Gl. (4.32) definierten Messras-
ter noch die Kanalversatz–Korrekturwerteτ̄Skew,K berücksichtigen, mit unterschiedlichen
Einstellungen f¨ur die einzelnen Kan¨aleK:
∆t̄K,i = τ̄ZBV,K;i = τ̄K,i + τ̄Skew,K = τ̄MF,K +
TMF,K
NAP;K
i+ τ̄Skew;K; 0 i NAP;K 1; (4.45)
die Größen∆t̄K,i werden alsscheinbare Abtastverz¨ogerungdes KanalsK im Abtastpunkti
bezeichnet.
Im Gegensatz hierzu ergibt sich dast tsächliche Zeitrasterdes KanalsK aus den bishe-
rigenÜberlegungen mit Gln. (4.35), (4.33), (4.34) und (4.43) zu
nZBV,G,K = b(τ̄K,i + τ̄Skew,K)=T̄Gc ; (4.46)
∆tK,i = tK  tTr = τTr + τZBV,K;i  τK,eff
= τTr +TZBV,F(τ̄K;i + τ̄Skew,K nZBV,G,K T̄G) (4.47)
+nZBV,G,K TG  τK,eff:
Mit Gln. (4.44) und (4.45) folgt noch
∆tK,i = ∆t̄K,i + τTr  τK,eff+∆τZBV,K;i: (4.48)
Die Größen∆tK;i werden alstatsächliche Abtastverz¨ogerungdes KanalsK im Abtastpunkt
i bezeichnet. Das im KanalK registrierte Signal wird mit dem tats¨achlichen Zeitraster ab-
getastet, und den Datenpunkten wird das Messrasterτ̄K,i des Messfensters zugeordnet (Die
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Kanalversatz–KorrekturwertēτSkew,K bleiben im Messraster̄τK,i unsichtbar, da sie ja gerade
die VerzögerungenτTr undτK,eff kompensieren sollen). Die tats¨chliche Abtastverz¨ogerung
∆tK;i des Messpunktsi beschreibt den zeitlichen Unterschied zwischen demjenigen Signal-
punkt, der das Triggerereignis ausl¨o te und dem urs¨achlich danach abgetasteten Signalpunkt.
Dabei ist vorausgesetzt, dass sowohl an der Triggeranschlussbezugsebene als auch an der
Anschlussbezugsebene des Signaleingangs des Kanals K identische, synchrone Kopien des
Signals anliegen (vgl. Abb. 4.11).
Eine vorzunehmende Datenkorrektur muss den punktweise ermittelten Spannungswerten
die tatsächlichen Abtastverz¨ogerungen zuordnen, die aber a priori nicht bekannt sind. Falls
notwendig, m¨ussen durch Interpolation Spannungswerte bei den eigentlich gew¨unschten
Zeitpunkten berechnet werden. Hierbei ist zu beachten, dass die ¨aqu distanten, scheinba-
ren Abtastverz¨ogerungen auf eine m¨oglicherweise nicht monotone Folge von tats¨achlichen
Abtastverz¨ogerungen abzubilden sind. Monotonieverletzungen sind insbesondere an den
Diskontinuitätsstellen zu erwarten. Die scheinbare Lage der Diskontinuit¨aten im Messraster
ergibt sich aus Gl. (4.46) oder (4.47) zu
τ̄Disk,nD = nDT̄G  τ̄Skew,K (4.49)
für alle in Frage kommenden Werte vonnD. Gilt für zwei aufeinanderfolgende scheinbare
Abtastzeitpunkte
τ̄K;i < τ̄Disk,nD  τ̄K;i+1; (4.50)
dann liegt zwischen̄τK;i undτ̄K;i+1 eine mögliche Diskontinuität, d.h. eine m¨ogliche Sprung-
stelle der Folge∆tK,i. Dabei kann sowohl eine L¨ucke (tats¨achlicher Abstand zweier scheinbar
aufeinanderfolgender Zeitpunkte viel gr¨oßer als im Mittel) oder einëUberlappungτi  τi+1
auftreten. Die numerische Behandlung wird in Abschn. 5.1.1 dargestellt.
4.2.6 Zeitbasischarakterisierung
4.2.6.1 Bestimmung der Lage der Abtastverzögerungen
Zur Charakterisierung der Zeitbasis des Messsystems muss ein bekanntes Referenzsignal
vermessen werden. Aus den
”
gemessenen“ Eigenschaften und den
”
bekannten“ Modell–
Eigenschaften des Signals wird auf die Eigenschaften der Zeitbasis geschlossen. Damit die
Fehler der Zeitbasis m¨oglichst genau bestimmt werden k¨onnen, muss das Signal steile Flan-
ken besitzen, denn dann ist die Unsicherheit, die durch Rauschen verursacht wird, gering.
Zur Abschätzung der Genauigkeit kann man eine Korrektur der Zeitpunkte in erster Ord-
nung versuchen [69, Gln. (2), (3), (4)]: Das gemessene Signal seiuM;i und das angepasste
ModellsignaluRef(∆t) sei die bestm¨ogliche Sch¨atzung des tats¨achlichen Signalsu(∆t). Bei
der Messung im Abtastpunkti ritt Rauschenri auf:
uM;i = u(∆ti)+ ri : (4.51)
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Für den Zusammenhang zwischen der scheinbaren Abtastverz¨ogerung∆̄ti , der tats¨achlichen
Abtastverz¨ogerung∆ti und dem lokalen Zeitbasisfehler∆τZBV gilt mit dem Jitternt;i:
∆ti = ∆t̄i +∆τZBV +nt;i: (4.52)
Der gemessene SignalwertuM;i trat tatsächlich zur Zeit∆ti auf und kann mit der Modell-
funktion uRef(∆ti) und deren Ableitungu0Ref(∆ti) in erster Ordnung gen¨ahert werden (Jitter
vernachlässigt):





Für ein sinusf¨ormiges Signal mit der AmplitudeA, der KreisfrequenzωRef und einer Span-
nungsunsicherheitδu aufgrund des Rauschens folgt f¨ur die Zeitunsicherheitδ∆τZBV im





Mit A= 280mV ( 1dBm),ωRef= 2π2;5GHz undδu= uR,RMS,Spez.= 2mV gilt δ∆τZBV
= 0;45psan den steilsten Stellen des Signals. Diese einfache Absch¨atzung der Zeitbasisfeh-
ler zeigt, dass zur Charakterisierung der Zeitbasisfehler ein Referenzsignal mit m¨ogl chst
hoher FrequenzωRef = 2πfRef verwendet werden muss, damitδ∆τZBV klein bleibt und da-
mit im ganzen Messfenster m¨oglichst
”
überall“ steile Flanken auftreten. Nur an denjenigen
Stellen des Referenzsignals, an denenu0Ref(∆t̄i) große Werte annimmt, gelingt eine genaue
Schätzung∆τZBV. Die höchstmögliche FrequenzfRef,max, bei der zuverl¨assig und stabil ab-
getastet wird, wird durch die Triggerelektronik des DAO bestimmt, sie kann eventuell sogar
höher sein als die garantierte maximale Triggerfrequenz (experimentell zu ¨uberprüfen). In
der Regel ist die Bandbreite der Triggerelektronik jedoch geringer als die 3–dB–Bandbreite
des Oszilloskops, d. h. es ist praktisch nicht m¨oglich, die für die Charakterisierung der Abtas-
tung ben¨otigte Genauigkeit aufgrund der Beschr¨ankung der Triggerfrequenz zu bekommen.
Abhilfe bringen Verfahren, die mehrere Phasenlagen und Frequenzen messen und analysie-
ren und die die gemessene Information Punkt f¨ur Punkt bestm¨oglich auswerten [61][68][69].
Als hochfrequente periodische Signale stehen im GHz–Bereich ¨ublicherweise
”
sinusför-
mige“ Signale zur Verf¨ugung. Je nach G¨ute des Generators sind Oberschwingungen vorhan-
den, die dann bei der Analyse zu ber¨ucksichtigen sind. Idealerweise sollten Amplitude und
Phase der Harmonischen bekannt sein, es gen¨u t jedoch, wenn nur die relativen Amplituden
in Bezug zur Grundschwingung bekannt sind. Die Amplitudenverh¨altnisse lassen sich leicht
mit einem Spektrumanalysator bestimmen.
4.2.6.2 Verbessertes Verfahren zur Bestimmung der Abtastverzögerungen
Einerseits ist die genaue Bestimmung des Fehlers der Zeitbasis–Feinverz¨ogerung von In-
teresse. Hierzu muss das Referenzsignal mit hoher zeitlicher Aufl¨osung gemessen werden,
4.2. OSZILLOSKOP 51
dies bedeutet in der Regel ein Messfenster von wenigen Nanosekunden. Zur Bestimmung
des Zeitbasis–Frequenzfehlers mit hoher Genauigkeit ist andererseits eine Analyse ¨uber ein
längeres Zeitintervall wichtig (einige zehn Nanosekunden), da die absolute Genauigkeit fest-
liegt und die relative Frequenzmessgenauigkeit mit der L¨ange des Beobachtungsintervalls
skaliert. Rechentechnisch bedeutet ein langes Beobachtungsintervall mit hoher zeitlicher
Auflösung eine sehr große Punktezahl. Wenn m¨oglich, sollten große Punktezahlen wegen
des erh¨ohten numerischen Rechenaufwands bei der Analyse vermieden werden. Außerdem
ist die Information redundant, falls die L¨ange des Intervalls gr¨oßer ist als einigēTG. Teilt
man das gew¨unschte Beobachtungsintervall in ein Anfangsfenster, eine große L¨ucke und ein
Endfenster auf, wobei die Fenster jeweils eine L¨ange von einigen Nanosekunden und einen
zeitlichen Abstand von einigen zehn bis hundert Nanosekunden haben, und kombiniert die
Analyse beider Fenster, so kommt man mit ertr¨aglichem Aufwand zu genauen Ergebnissen.
Das skizzierte Verfahren ist aber noch nicht robust: ist der Zeitbasis–Frequenzfehler so





vorbeigelassen“ werden, dann ist das Verfahren unbrauchbar. Um dieses Problem zu
umgehen, muss sichergestellt sein, dass der grobe Frequenzfehler eindeutig bestimmt wird,
hierzu muss dann aber eine niedrigere Frequenz verwendet werden. Zwischen zwei weit
auseinanderliegenden Abtastpunkten mit der gleichen Zeitbasis–Feinverz¨ogerung und dem
scheinbaren Abstand∆t̄ liegt der tats¨achliche Abstand










(1+ r); TG T̄G(1  r): (4.57)
Für den Zeitfehler∆τZBV folgt dann
j∆τZBV j = jTG(nZBV,G,2 nZBV,G,1)  T̄G(nZBV,G,2 nZBV,G,1)j (4.58)
= ∆t̄ jrj : (4.59)







damit die verschobenen Abtastpunkte noch eindeutig zur
”
richtigen“ Periode der Vergleichs-
frequenz f1 zugeordnet werden k¨onnen. Mit den Werten∆t̄ = 100ns,T̄G = 4ns undr =
1=1000 folgt f1 1GHz.
Das Verfahren wird also dadurch robust, dass Referenzsignale bei zwei Frequenzen in
jeweils zwei Fenstern A und B mit festgelegtem Messrasterτ̄K;i gemessen werden: mit
Frequenzf1 zur Bestimmung des Aufpunkts der Modell–Referenzfunktion unter korrek-
ter Berücksichtigung der (nicht beobachteten!) Periodenzahl vonf1, und mit Frequenzf2
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zum Erreichen einer guten Genauigkeit. Die aus den Messungen mit der niedrigen Frequenz
f1 geschätzten Aufpunkte werden als Startwerte f¨ur die genauere Parametersch¨atzung bei
der hohen Frequenzf2 verwendet. Dabei d¨urfen die extrahierten Aufpunkte um nicht mehr
als eine Periode vonf2 verschoben werden. Weiterhin werden zur genaueren Bestimmung
der ∆τZBV mehrere unterschiedliche Frequenzenf2k verwendet, um die Korrelation des
Schätzfehlers mit der Signalform zu reduzieren. Die Auswertung der Aufpunkte von Fenster
A und B ergibt genaue Informationen ¨uber den Frequenzfehler der Zeitbasis. Die Details
der Auswertung der Zwei–Fenster–Methode werden in Abschn. 4.2.6.5 beschrieben.Kei-
nes der in Abschn. 2.3.5 erw¨ahnten Verfahren wendet diese
”
Zwei–Fenster–Multifrequenz–
Methode“ an, um die Taktgenerator–Frequenz genau zu bestimmen.
Die Bestimmung der tats¨achlichen Abtastverz¨ogerungen aus den gemessenen Daten der
Referenzsignale kann allgemein alsParameterextraktionsaufgabeangesehen werden. Die di-
rekte Bestimmung nach Gl. (4.54) sollte durch eine iterativ arbeitende Kurvenanpassung er-
setzt werden, deren Ergebnisse die korrekten Abtastverz¨og ungen sind. Der Anpassvorgang
für die tatsächlichen Abtastverz¨ogerungen sollte dabei letztlich nur dem Angleichen von Or-
dinatenwerten dienen, wobei die Ableitung der Modellreferenzfunktionu0Ref(∆ti) nur ”an-
treibenden“ Charakter haben und nicht direkt in den Wert der Abtastverz¨og ung eingehen
soll. Außerdem sind unbekannte Parameter der hierzu ben¨otigten Modell-Referenzfunktion
zu finden, so dass eine Kurvenanpassung zur Parameterextraktion unumg¨anglich ist. Die
Details der Parameterextraktion durch iterative Kurvenanpassung werden in Abschn. 4.2.6.4
beschrieben.
4.2.6.3 Modell des Referenzsignals
Vom Referenzsignal wird ein mathematisch hinreichend genaues Modell ben¨otigt. Der Ver-
gleich der tats¨achlichen Messdaten mit dem Modell des Referenzsignals liefert ja gerade
die Information für die Zeitbasisfehler. Die Parameter des Referenzsignals werden einer-
seits mit zus¨atzlichen Messger¨aten zuvor genau gemessen, andererseits werden Parameter
erst im Verlauf des Parameterextraktionsprozesses durch iterative Anpassung bestimmt. Das
periodische Referenzsignal wird durch dieR ferenzfunktion
u0Ref(t) = aRef(sin(ωRef(t  tRef))+a2 cos(2ωRef(t  tRef)+φ2) (4.61)
+a3cos(3ωRef(t  tRef)+φ3))+uDC
modelliert. Dabei bedeuten:aRef die näherungsweise bekannte Amplitude,ωRef = 2πfRef
die bekannte Referenzkreisfrequenz,tRef der unbekannte zeitliche Aufpunkt,a2, a3 die ge-
nau bekannten relativen Amplituden der Harmonischen,φ2, φ3 die unbekannten Phasen der
Harmonischen unduDC der unbekannte Gleichanteil als zus¨atzlichen Freiheitsgrad, um einen
eventuellen DC–Fehler des DAO auszugleichen. Die ReferenzkreisfrequenzωRef kann mit-
tels eines Frequenzz¨ahlers recht genau bestimmt werden, ebenso k¨onnena2unda3 mit einem
Spektrumanalysator genau bestimmt werden. Aus einer Maximalwert–/Minimalwertbestim-
mung des gemessenen Referenzsignals im Zeitbereich kann der ParameterRef g schätzt
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werden, damit ist ein guter Startwert bekannt. Die ParametertRef, φ2, φ3 können erst bei
der Anpassprozedur iterativ bestimmt werden, außerdem sind die ParameterRef, a2, a3 zu
einer leichten Variation freigegeben. Da der verwendete Generator nur zwei nennenswerte
höhere Harmonische zeigte, werden im Modell auch nur zwei Oberschwingungen angesetzt.
Prinzipiell kann das Modell auf die festgestellte relevante Anzahl von Oberschwingungen
erweitert werden.
Die gemessenen Spannungsabtastwerte sind eine geordnete Folge von Wertepaaren(∆̄ti;
ui), i = 0: : :NAP 1. Die Messwerteui sollen mit den Werten der Referenzfunktion zu den
Zeitpunkten
ti = ∆ti + tTr (4.62)
mit den in Gl. (4.47) definierten tats¨achlichen Abtastverz¨ogerungenen∆ti beschrieben wer-
den. Aus Gln. (4.61) und (4.62) ist ersichtlich, dass absolute ZeitpunktetRef, tTr ohne Be-
deutung sind, lediglich die DifferenztRef  tTr ist wichtig. Gl. (4.61) wird umgeschrieben
zu
uRef(∆ti) = u0Ref(∆ti + tTr) = aRef(sin(ωRef(∆ti  ta))+a2cos(2ωRef(∆ti  ta)+φ2)
+a3cos(3ωRef(∆ti  ta)+φ3))+uDC; (4.63)
ta = tRef  tTr = φTr=ωRef: (4.64)
Die PhaseφTr wird als Triggerphase7 bezeichnet, da f¨ur den scheinbaren Triggerzeitpunkt
∆t̄i = 0 das periodische Signal die PhaseφTr in der Grundschwingung hat:
uRef(0) = aRef(sin(φTr)+a2cos(2φTr +φ2)
+a3cos(3φTr +φ3))+uDC: (4.65)
Die TriggerphaseφTr bzw. der Aufpunkta sind a priori nicht exakt bekannt und sind deshalb
als ein weiterer zu extrahierender Parameter aufzufassen.ta muss zusammen mit den anderen
oben erklärten Parametern der Referenzfunktion extrahiert werden, da die Phasenlage ein
Grundparameter der Referenzfunktion ist.
4.2.6.4 Parameterextraktion
Die Parameterextraktion soll aus den diskreten St¨utzpunkten der Referenzsignale, die nach
dem in Abschn. 4.2.6.2 definierten Schema gemessenen wurden, einerseits unbekannte Pa-
rameter der Referenzfunktion ermitteln und andererseits die genaue Lage der Abtastzeit-
verzögerungen∆ti bestimmen. Als Aufgabenstellung gilt
juRef(∆ti) ui j
!
= Minimum; i = 0: : :NAP 1: (4.66)
Diese Parameterextraktionsaufgabe wird in zwei separate Optimierungsaufgaben aufgeteilt,
um passende Kostenfunktionen f¨ur das jeweilige Teilproblem definieren zu k¨onnen.
7Die Triggerphase repr¨asentiert die sich aus der tats¨chlichen Signalform und dem eingestellten Trigger-
pegel ergebende effektive Startphasenlage des Signals. Sie muss als signalformabh¨angige bzw. frequenz-
abhängige Gr¨oße betrachtet werden.
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4.2.6.4.1 Parameter der Referenzfunktion Zur Anpassung der Modellreferenzfunkti-
on an das gemessene Referenzsignal wird eine quadratische Kostenfunktion definiert, die






(∆ui)2+EH; mit ∆ui = uRef(∆ti) ui : (4.67)
Die Kostenfunktion bewertet also die Ordinatendifferenzen∆ui , um die sechs Parameter
aRef, a2, a3, ta, φ2, φ3 zu justieren. Bei dieser Anpassung sind die Abtastverz¨ogerungen∆ti
mit sinnvollen Werten vorbelegt und festgehalten (s.u.). Der TermEH enthält zusätzliche
Kostenfunktionsbeitr¨age, die zur Stabilisierung der Anpassung angesetzt werden und die



















mit den GewichtungsfaktorengA, gDC, grel, dem SkalierungsfaktoraSkal und den Start– und
BezugswertenaRef,0, a2;0 und a3;0. Die zusätzlichen Kosten vonEH bewirken, dass die
AnpassparameteraRef, a2 und a3 durch das Optimierungsverfahren nicht beliebig weit von
den StartwertenaRef,0, a2;0 und a3;0 entfernt werden k¨onnen, wobei der Einfluss aufgrund
der vierten und sechsten Potenzen in der N¨ahe der Bezugswerte klein ist und mit zuneh-
mendem Abstand groß wird. Die Gewichtungs– und Skalierungsfaktoren werden empirisch
so bestimmt, dass das Verfahren z¨ugig und robust konvergiert. Die Kostenfunktion wird
in den Parametern analytisch differenziert und einem Gradient–gest¨utzten Optimierungsver-
fahren unterworfen. Da gute Startwerte im Einzugsbereich des globalen Minimums bekannt
sind, kann von einem nahezu parabolischen Verlauf der Kostenfunktion ausgegangen wer-




4.2.6.4.2 Parameter der Messpunkte Die numerische Anpassung der Abtastverz¨oge-
rungen der einzelnen Messpunkte∆ti, i = 0: : :NAP  1, wird nicht simultan mit der Para-
meteranpassung der Referenzfunktion durchgef¨uhrt, da hierzu eine andere Kostenfunktion
verwendet werden soll. Die iterative Anpassung zur Bestimmung der Abtastzeitpunkte op-
timiert jedes∆ti separat, dabei bleiben die Parameter der Referenzfunktion fest. Die hierzu
verwendete quadratische Kostenfunktion misst nicht allein die Ordinatendifferenz∆ui des
gemessenen Abtastpunktes und des Punktes auf der Referenzfunktion (s.o.), sondern ver-
wendet eine Kombination aus Ordinatendifferenz∆ui undAbszissendifferenz
∂ti = ∆tSi  ∆ti (4.69)
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Abbildung 4.12: Schematische Darstellung des
”
Quasi–Phasenraums“ zur Bestimmung der
Zeitdifferenz∂ti (dMR Differenzvektor;gR(∆t) Ableitung der Trajektorie im PunktrR; rM
Messpunkt;rR(∆t) Referenzpunkt auf der Trajektorie T der Referenzfunktion (Pfeilrichtung
zeigt wachsendes∆t); rS Punkt auf der Tangente an die Trajektorie im PunktrR; u Spannung;
u0=ωRef normierte Ableitung der Spannung).
vom aktuellen Sch¨atzwert∆tSi und vom Referenzwert∆ti . Um die Abszissendifferenz n¨ahe-
rungsweise zu bestimmen, wird ein zweidimensionaler
”
Quasi–Phasenraum“ mit dem Koor-
dinatenvektor(x1;x2)T definiert:x1 ist die Ordinate der Referenzfunktion bzw. die gemesse-




















Abb. 4.12 zeigt schematisch ein Beispiel f¨ur die Trajektorie T einer Referenzfunktion: Sie ist
stets eine geschlossene Kurve f¨ur Werte von∆t innerhalb eines Intervalls der L¨ange 2π=ωRef.
In diesem Raum wird nun die relative Lage zweier Punkte verglichen: Der Referenzpunkt
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u1 u0 i = 0
1
2 (ui+1 ui 1) 0< i < NAP 1
uNAP 1 uNAP 2 i = NAP 1
; (4.72)
wobei die Koordinateu0i die numerisch gesch¨atzte Steigung der Messkurve am Punkti ist.
Für den PunktrM;i wird diejenige Abtastverz¨ogerung∆tSi gesucht, die im Modell der Refe-
renzfunktion (mit den korrekten Parametern der Referenzfunktion) den Messwertui r pro-
duziert.
Durch eine Reihenentwicklung ist es m¨oglich, die FunktionrR(∆ti) umzukehren und die
zeitliche Lage des MesspunktsrM;i zu schätzen: Mit der Tangente am PunktrR(∆ti) wird die












wird die TangenterS berechnet:
rS(∆tSi ) = rR(∆ti)+gR(∆ti)(∆t
S
i  ∆ti): (4.74)
Der PunktrS der Tangente beschreibt n¨aherungsweise den Trajektorienpunkt f¨ur den ver-
besserten Sch¨atzwert der Abtastverz¨ogerung∆tSi . Der MesspunktrM;i liegt aber h¨ochst-
wahrscheinlich nicht genau auf der Trajektorie, da seine Koordinaten aus zuf¨allig gestörten
Messwerten bestimmt worden sind. Es wird aber davon ausgegangen, dass er in der N¨ahe
des Aufpunkts der TangenterR(∆ti) und in geringem Abstand zur Tangente liegt. Deshalb
ist es sinnvoll,rM;i senkrecht auf die Tangente in den TangentenpunktrS(∆tSi ) zu projizieren.
Mit dem Differenzvektor von Messpunkt und Referenzpunkt
dMR = rM;i  rR(∆ti) (4.75)
und dem Differenzvektor von Tangentenpunkt und Referenzpunkt
dSR= rS  rR(∆ti) (4.76)
soll also gelten:
gR(∆ti) dMR != gR(∆ti) dSR; (4.77)
wobei das Symbol das Vektorinnenprodukt bezeichnet. Mit Gln. (4.74), (4.69) und (4.77)
folgt
∂ti =





jgR(∆ti)j  aRefωRef (4.79)













Die Größe∂ti gibt also den n¨aherungsweise gesch¨atzten Unterschied zwischen der tats¨achli-
chen Abtastverz¨ogerung∆tSi und der Referenz–Abtastverz¨ogerung∆ti an.
Damit kann nun eine passende Kostenfunktion definiert werden. Die Kosten
E2;i = (∆ui)2+gdt(∂ti)2 (4.81)
für die Anpassung von∆ti am Messpunkti bestehen aus einem Anteil, der die Ordinatendif-
ferenz∆ui berücksichtigt, und einem Anteil, der die Abszissendifferenz∂ti berücksichtigt.
Im iterativen Anpassverfahren werden die Parameter∆ i und u0i justiert und damit∂ti durch
Verschieben des Referenzpunkts zum Verschwinden gebracht. Der Gewichtungsfaktorgdt
sorgt für eine günstige Gewichtung der zu optimierenden Gr¨oße∂ti , um die Konvergenz
zu beschleunigen.E2;i wird in den Parametern∆ti und u0i analytisch differenziert und dem
Gradient–gest¨utzten konjugierten–Gradienten–Verfahren (s. o.) zur Optimierung unterwor-
fen. Dabei wird jeder MesspunktrM;i separat ausgewertet. Die numerischen Ergebnisse der
Optimierung der∆ti sind die Sch¨atzwerte∆t̂i .
Es muss noch begr¨undet werden, warum gerade mit der durch Gl. (4.81) definierten Ko-
stenfunktion die Parameter∆ti extrahiert werden sollen. Die Bestimmung der∆ti kann ver-
standen werden als Umkehrung der Referenzfunktion
∆ti = u 1Ref(ui) (4.82)
an der Stelle des Messwertsui . Die Referenzfunktion kann weder trivial umgekehrt werden,
noch ist sie im interessierenden Intervall eindeutig. Deshalb muss man auf eine Startwert–
gesteuerte, iterative Bestimmung zur¨uckgreifen. Leider k¨onnen die F¨alle eintreten, dass
das Argumentui nicht im Wertebereich vonuRef(∆ti) liegt oder dass der Startwert derart
ungünstig liegt, dass eine Entscheidung ¨uber die Richtung der∆ti–Variation nicht m¨oglich
ist (u0Ref 0), vgl. Gl. (4.54). Auch wenn man eine KostenfunktionE = (∆ui)2 minimieren
würde, bleibt das Problem der schlechten bzw. unm¨oglichen Konvergenz f¨ur u0Ref 0. Ori-
entiert man den Iterationsprozess jedoch an der oben definierten Distanz∂ti von Gl. (4.80),
dann liegt zus¨atzlich Information der zweiten Ableitungu00Ref(∆ti) (Kurvenkrümmung) in den
Kosten vor. Zusammen mit der gesch¨atzten Ableitung der Messpunkteu0i kann dann selbst
an Extrempunkten der Referenzfunktion eine gezielte Verbesserung der Abtastverz¨ogerung
∆ti bestimmt werden. Jetzt liegt schlechte bzw. unm¨ogliche Konvergenz lediglich dann vor,
falls sowohlu0Ref 0 als auchu0i  0.
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Zum Vergleich: eine einfachere Kostenfunktion der Form
E2;i = (∆ui)2+g0(u0Ref(∆ti) u0 i)2 (4.83)
würde zwar die Ableitung der Messpunkte ber¨ucksichtigen. Sie erscheint aber nicht geeig-
net, da die Kurvenkr¨ummung nicht in die Kosten eingeht, außerdem bedeutet eine Optimie-
rung des Abstands im(x1;x2)T–Raum keinesfalls eine korrekte Anpassung der∆ti an die
Messwerte.
Die Anpassung der Werteu0i ist notwendig, da die numerische Sch¨atzung nach Gl. (4.72)
zu ungenau ist. Indem der MesspunktrM;i im Verlauf der Anpassung auf einer Geraden
ui =konstant auf die TrajektorierR(∆ti) zu läuft, kann∂ti in Gl. (4.81) zu Null optimiert
werden.
4.2.6.4.3 Iterationsverfahren Zur Extraktion aller Parameter werden die Kostenfunk-
tionen E1 (Gln. (4.67), (4.68)) undE2;i (Gl. (4.81)) benutzt. Nach dem Schema in Ab-
schn. 4.2.6.2 werden im ersten Schritt mit den Daten der Frequenzf1 u d der Kostenfunktion
E1 die ParameteraRef, a2, a3, t̂a, φ2, φ3 für beide Messfenster A und B getrennt extrahiert.
Die interessierenden numerischen Anpassergebnisse sind die Sch¨atzwertêta,1A und t̂a,1B.
Im zweiten Schritt werden abwechselnd mit den KostenfunktionE1 und E2;i mit den
Daten der Frequenzenf2k die ParameteraRef, a2, a3, t̂a, φ2, φ3 und ∆t̂i für jede Frequenz
und für beide Messfenster A und B getrennt extrahiert. Als Startwerte f¨ur t̂a werden die
Werte aus dem ersten Schritt ¨ubernommen. Bei jeder Iteration werden die∆t̂i über alle
Frequenzen punktweise gemittelt, um die Korrelation zur jeweiligen Frequenz zu vermin-
dern. Am Ende jeder Iteration folgt noch eine Gl¨attung der∆t̂i . Die Glättung sorgt unter
anderem zur Verminderung des Einflusses des Rauschens im gemessenen Referenzsignal,
weitere Gründe werden im n¨achsten Abschnitt erl¨autert. Die numerischen Anpassergebnisse
sind die Sch¨atzwerte∆t̂i , t̂a,2kA und t̂a,2kB.
4.2.6.5 Zusammenhang der Modell– und Schätzparameter und Auswertung
Es ist zu beachten, dass die Eigenschaften der Zeitbasis alle Eingangskan¨ale K des DAO
gleichermaßen beeinflussen, aber unterschiedliche effektive Signalverz¨ogerungenτK;eff auf-
treten, die gesondert ber¨ucksichtigt werden m¨ussen. Im Folgenden werden die Symbole ohne
Hinweis auf den betrachteten Kanal indiziert. Weiterhin ist zu beachten, dass es keine Rolle
spielt, ob bei den Messungen nun dieerforderlichenKanal–Versatz–Korrekturwerteb̄τSkew,K
im KanalK eingestellt wurden oder nicht, s. Abschn. 4.2.6.6, es kommt nur darauf an, dass
die tatsächlich eingestelltenWerte τ̄Skew,K bekannt sind. Die rohen Messdaten haben das
Messraster̄τK;i. Die scheinbare ZBV betr¨agt dann laut Gl. (4.36)
τ̄ZBV,K;i = τ̄K;i + τ̄Skew,K: (4.84)
Die ermittelten Zeitbasiseigenschaften beziehen sich stets auf dieseτ̄ZBV–Werte.
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Zur Ermittlung der Parameter der Referenzfunktion Gl. (4.63) mit KostenfunktionE1
sind die Messwerteui mit den zugeh¨origen Abtastverz¨ogerungen∆̂ti in Gl. (4.67) einzuset-
zen. Zu Anfang sind jedoch lediglich die scheinbaren Abtastverz¨ogerungen∆̄ti bekannt.
Das Gleiche gilt f¨ur die Ermittlung der gesch¨atzten tats¨achlichen Abtastverz¨ogerungen∆̂ti
durch Anpassung mit KostenfunktionE2;i: als gute Startwerte sind lediglich die∆t̄i bekannt.
Gl. (4.48) beschreibt die Beziehung zwischen∆ti und ∆t̄i. Es treten neben dem interessie-
renden Zeitbasisfehler∆τZBV;i noch die unbekannten Gr¨oßenτTr und τK;eff auf, diese sind
wie die Triggerphase a priori unbekannt (F¨ur den jeweiligen KanalK sind sie jedoch feste
Größen!). Infolgedessen werden die Anpassprozeduren versuchen, die hierdurch entstehen-
den Fehler durch entsprechende Justage vont̂a auszugleichen.
Im gegebenen Fall, in demNAP Abtastverz¨ogerungen∆t̂i und der Aufpunkt̂ta aus nur
NAP Messpunkten zu sch¨atzen sind, k¨onnen Beziehungen abgeleitet werden, die diese spezi-
elle Unterbestimmtheit beschreiben. F¨ur die folgenden Betrachtungen gilt, dass es nureinen
korrekten Minimumsraumder Kostenfunktion gibt, diskrete L¨osungsmannigfaltigkeiten auf-
grund der Periodizit¨at der Referenzfunktion werden nicht zugelassen (Dies muss schon beim
Entwurf des numerischen Anpassverfahrens ber¨ucksichtigt werden). Mit einer quadratischen
Näherung der Kostenfunktion f¨ur die zu sch¨atzenden Parameter∆̂ti, t̂a in der Nähe des Mini-
mumsraums der Kostenfunktion kann man leicht best¨atigen, dass gilt:








= < ∆t̂i ∆t̂i,LR >g; (4.86)
wobei der Operator< :: : >g die gewichtete Mittelung bedeutet. Die Koeffizientenci sind
in komplizierter Weise von der Referenzfunktion, deren Parametern und den Messdaten
abhängig. Die Größent̂a,LR, ∆t̂i,LR sind eine m¨ogliche optimale L¨osung des Anpassver-
fahrens, sie repr¨asentieren den (willk¨urlichen) Aufpunkt des eindimensionalen optimalen
Lösungsraums im (N+1)–dimensionalen Parameterraum der∆t̂i , t̂a. Sind alle Gln. (4.85)
erfüllt, dann ist automatisch Gl. (4.86) erf¨ullt. Für die Extraktion der Parameter der Refe-
renzfunktion wird das Anpassverfahren so modifiziert, dass nurt̂a angepasst werden kann
und die∆t̂i in der Nähe des L¨osungsraums fest vorgegeben sind (s.o.). In diesem Fall kann
der Minimumsraum der Kostenfunktion nicht erreicht werden und es giltnur Gl. (4.86). Da-
mit können jetzt die Zusammenh¨ange zwischen den Modellparametern∆ti, ta und den nume-
rischen Sch¨atzwerten∆t̂i, undt̂a hergestellt werden. F¨ur die in Abschn. 4.2.6.4.3 definierten
Schritte gelten unterschiedliche Beziehungen:
Schritt 1: Die Anpassung soll f¨ur fRef = f1 den Aufpunktt̂a,1 bestimmen. Die Abtast-
verzögerungen∆t̂i;1 werden nicht angepasst, da die Aufl¨osung schlecht ist und wegen
der niedrigen Frequenz keine gute Genauigkeit zu erwarten ist. Die beste Information
für die∆t̂i;1 sind die Abtastverz¨ogerungen von Gl. (4.45):
∆t̂i;1 = ∆t̄i : (4.87)
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Die Aufpunkte∆t̂i,LR, t̂a,LR des Lösungsraums sollen jedoch genau mit den Modellpa-
rametern ¨ubereinstimmen. Man setzt also gem¨aß Gl. (4.48):
∆t̂i,LR = ∆ti = ∆t̄i + τTr  τeff+∆τZBV,i (4.88)
und den Aufpunkt̂a,LR entsprechend Gl. (4.64)
t̂a,LR= ta = tRef  tTr = φTr,1=ω1: (4.89)
Da die ∆t̂i;1 nicht angepasst werden und mit nicht–optimalen Vorgabewerten belegt
werden, gilt nur Gl. (4.86). Mit Gln. (4.87) bis (4.89) folgt f¨ur t̂a,1:
t̂a,1= φTr,1=ω1  (τTr  τeff+< ∆τZBV,i >g): (4.90)
Der numerisch ermittelte Aufpunkt erfasst also additiv mehrere unbekannte Teilpara-
meter: die unbekannte tats¨chliche Triggerphase, die unbekannte Triggerverz¨ogerung,
die unbekannte Kanalverz¨ogerung und einen mittleren Zeitbasisfehler. Mittels Modu-
lo–Operationen wird sichergestellt, dass sich die f¨ur beide Fenster numerisch ermit-
telten Werte von̂ta,1 auf die”
gleiche“ Signalperiode beziehen (Dies ist aufgrund der
Voraussetzung Gl. (4.60) zul¨assig).
Schritt 2: Im Fall fRef = f2k sind alle Zeitparameter anzupassen.Insbesondere ist es da-
durch sehr leicht m¨oglich, Diskontinuitäten direkt und genau zu bestimmen.I die-
sem Fall werden die Anpassverfahren f¨ur die Frequenzenf2k iterativ und sequentiell
durchgeführt. Die bei jeder Frequenzf2k und jedemi erhaltenen Abtastverz¨ogerungen
∆t̂i;2 werden am Ende eines Iterationsschritts ¨uber alle Frequenzenf2k gemittelt und
sind dann gemeinsame Startparameter im n¨achsten Iterationsschritt.Keines der in
Abschn. 2.3.5 erw¨ahnten Verfahren gibt zur Anpassung direkt die∆̂ti;2 frei. Da das Ex-
traktionsproblem unterbestimmt ist (sechs unbekannte Parameter der Referenzfunkti-
on), muss noch ein weiteres Kriterium f¨ur die∆t̂i;2 eingeführt werden. Durch die oben
erwähnte Glättung der∆t̂i;2 wird eine Kopplung zwischen den∆t̂i;2 hergestellt. Diese
Kopplung bewirkt eine Steifheit der∆t̂i;2–Anpassung gegen¨uber der Referenzfunkti-
ons–Parameteranpassung. Die
”








wird hierdurch effektiv kompensiert. Die Gl¨attung arbeitet mit abnehmender Gl¨at-
tungsbreite, um einerseits zu Anfang eine gute Steifheit gegen¨uber den Referenzfunkti-
onsparametern aufzuweisen, und andererseits im weiteren Verlauf Feinheiten der∆̂ti;2–
Kurve zuzulassen.
Im Gegensatz zu [69] ist man nicht von vorneherein auf eine bestimmte Anzahl von
Fourierkoeffizienten zur Darstellung der∆t̂i beschränkt, die implizit Einfluss auf die
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Darstellbarkeit von Diskontinuit¨aten hat. Diskontinuit¨aten, die mit einer Fourierrei-
he dargestellt werden, haben automatisch Einfluss auf die lokale Umgebung der Dis-
kontinuität. Das verwendete Gl¨attungsverfahren gl¨attet die Umgebungvon Diskonti-
nuitäten, ohne die Diskontinuit¨a selbst zu gl¨atten.
Die Anpasswerte werden jetzt interpretiert alsAbtastverz¨ogerung plus Zeitbasisfehler
(vgl. Gl. (4.48)),τTr undτeff werden mangels Kenntnis nicht angesetzt:
∆t̂i;2 = ∆t̄i +∆τ̂ZBV,2,i: (4.92)
Die Aufpunkte∆t̂i,LR, t̂a,LR des Lösungsraums sollen wiederum mit den Modellpara-
meternübereinstimmen. Es gilt also ebenfalls Gl. (4.88) und f¨ur t̂a,LR schreiben wir
jetzt entsprechend zu Gl. (4.64):
t̂a,LR= ta = tRef  tTr = φTr,2k=ω2k: (4.93)
Mit Gln. (4.85), (4.86), (4.88), (4.92), (4.93) und der Definition
τ∆ =< ∆τ̂ZBV,2,i >g < ∆τZBV,i >g (4.94)
folgt dann für den im 2. Schritt gesch¨atzten Zeitbasisfehler
∆τ̂ZBV,2,i = ∆τZBV,i + τ∆; (4.95)
und den Aufpunkt
t̂a,2= φTr,2k=ω2k  (τTr  τeff)+ τ∆: (4.96)
Der Parameterτ∆ stellt die unabh¨angige Variable des eindimensionalen L¨osungsraums
der gesch¨atzten Parameter∆τ̂ZBV,2,i und t̂a,2 dar und nimmt im Verlauf des Anpass-
prozesses unbestimmte Werte an. Er verschiebt alle Werte∆τ̂ZBV,2,i gleichmäßig ge-
genüber den physikalischen Parametern∆τZBV,i, wird aber im Effekt durcĥta,2 bei
der Darstellung der Messpunkte mit der Referenzfunktion Gl. (4.63) ausgeglichen.
Gln. (4.90), (4.95) und (4.96) verkn¨upfen die numerischen Sch¨atzwerte mit den un-
bekannten physikalischen Parametern∆τZBV,i, φTr,1, φTr,2k, τTr undτeff.
Zu Beginn von Schritt 2 werden die Anpass–Startwerte
∆t̂i;2,S= ∆t̄i (4.97)
und
t̂a,2;S = t̂a,1 (4.98)
verwendet. Es folgt mit Gln. (4.90), (4.92), (4.94) und (4.96)
τ∆ = < ∆τZBV,i >g; (4.99)
und für die Abweichung des optimalen Anpasswertst̂a,2 vom Startwert̂a,2;S gilt
t̂a,2  t̂a,2;S = φTr,2k=ω2k+φTr,1=ω1; (4.100)
d. h. lediglich der Unterschied der Triggerphasen muss int̂a,2 durch das Anpassverfah-
ren korrigiert werden.
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Frequenz Fenster ,,A“ Fenster ,,B“
f1 t̂a,1A t̂a,1B
f2k; k= 1: : :M
t̂a,2kA
∆τ̂ZBV,2A,i; i = 0: : :NAP 1
t̂a,2kB
∆τ̂ZBV,2B,i; i = 0: : :NAP 1
Tabelle 4.2: Auflistung der formal aus der numerischen Parameterextraktion resultierenden
Parameter
Aus der Anpassung der Messdaten, die nach dem Schema von Abschn. 4.2.6.2 in zwei
zeitlich versetzten Fenstern ,,A“ und ,,B“ bei unterschiedlichen Frequenzen gewonnnen wer-
den, können die in Tab. 4.2 aufgelisteten sechs Arten von Parametern bestimmt werden. Die
Auswertung der Messdaten der Referenzfunktion bei den Frequenzenf2k, k = 1: : :M, er-
gibt für jeden scheinbaren Abtastzeitpunktτ̄i eine assoziierte Sch¨atzung des Zeitbasisfehlers
∆τ̂ZBV,2(A,B),i und zusätzlich einen genauen Aufpunktt̂a,2k(A,B) der Referenzfunktion, g¨ultig
nur für dieses Messfenster. Aus diesen Daten k¨o nen nun die physikalischen Parameter
bestimmt werden. Durch Differenzbildung der Daten der Fenster A und B bei gleicher Fre-
quenzf2k können die unbekannten ParameterφTr,2k, τTr undτeff eliminiert werden.
Die Bestimmung des ParametersTG benötigt Paare von Abtastzeitpunktenτ̄i, τ̄ j mit
gleicher Zeitbasisfeinverz¨ogerungτ̄ZBV,F,i = τ̄ZBV,F, j und ungleicher SchrittzahlnZBV,G,i 6=
nZBV,G, j. Mit dieser Voraussetzung folgt aus Gln. (4.38) bis (4.44):
∆τZBV, j ∆τZBV,i = (TG  T̄G)(nZBV,G, j nZBV,G,i): (4.101)
Der Abtastzeitpunkt̄τi liegt im Fenster A,τ̄ j im Fenster B. Durch das Einbeziehen der
Information der Aufpunkte k¨onnen die unbekannten Parameterτ∆,(A,B) eliminiert werden:
Gl. (4.96) wird in Gl. (4.95) eingesetzt und f¨ur beide Fenster A und B angeschrieben. Davon
wird die Differenz B A gebildet:
∆τ̂ZBV, j  ∆τ̂ZBV,i = ∆τZBV, j  ∆τZBV,i + t̂a,2kB  t̂a,2kA : (4.102)
Setzt man noch Gl. (4.101) ein, kann nachTG aufgelöst werden. Da nur noch Sch¨atzwerte





∆τ̂ZBV, j  ∆τ̂ZBV,i  (t̂a,2kB  t̂a,2kA)

: (4.103)
Da die messtechnisch erfassten Punkteτ̄i , τ̄ j möglicherweise unterschiedlichēτZBV,F,(i; j)
haben, werden ben¨otigte Zwischenpunkte interpoliert. Zus¨atzlich wird über alle bekannten
Messpunkte f¨ur konstantenZBV,G,i undnZBV,G, j gemittelt, um die Varianz des Sch¨atzfehlers























wobeiNP die Anzahl der Abtastpunkte innerhalb eines ununterbrochenenT̄G–Fensters inner-
halb der Messfenster bedeutet und IP(∆τ̂ZBV; τ̄ZBV) einen geeigneten Interpolationsoperator8
repräsentiert, der in der diskreten Punktemenge∆τ̂ZBV der extrahierten Zeitbasisfehler an der
Stelleτ̄ZBV interpoliert.
Die Bestimmung der FunktionTZBV,F(τ̄ZBV,F) benötigt Paare von Abtastzeitpunktenτ̄i , τ̄ j
mit ungleicher Zeitbasisfeinverz¨ogerunḡτZBV,F,i 6= τ̄ZBV,F, j und gleicher SchrittzahlnZBV,G,i =
nZBV,G, j. Beide Abtastzeitpunktēτi , τ̄ j liegen im Fenster A und es sollτ̄ZBV,F,i = 0 sein.
Zunächst folgt aus Gln. (4.44) und (4.95):
TZBV,F(τ̄ZBV,F,i) = ∆τ̂ZBV,i + τ̄ZBV,F,i nZBV,G,i(TG  T̄G)  τ∆,A; ebenso f¨ur j: (4.105)
Per Definition giltTZBV,F(0) = 0. Damit folgt aus der Differenz der beiden Gln. (4.105):
TZBV,F(τ̄ZBV,F, j) = ∆τ̂ZBV, j  ∆τ̂ZBV,i + τ̄ZBV,F, j : (4.106)
Entsprechend wird mit dem Interpolationsoperator IP f¨ur benötigte Zwischenpunkte interpo-
liert:
T̂ZBV,F(τ̄ZBV,F, j) = IP(∆τ̂ZBV,A ; τ̄ZBV,F, j)  IP(∆τ̂ZBV,A ;0)+ τ̄ZBV,F, j: (4.107)
Damit sind die Parameter der Zeitbasis bekannt und die Nichtlinearit¨at der Zeitpunktfolge
kann korrigiert werden, s. Abschn. 5.1.
Zur Bestimmung von̂TZBV,F(τ̄ZBV,F, j) werden zun¨achst vier unterschiedlich positionierte
Zeitfenster bei den drei Frequenzenf1= 1 GHz, f21= 2;5GHz undf22= 3;0GHz gemessen.
Die Fensterl¨ange betr¨agt in allen Fällen T̄MF = 8ns, die PunktezahlNAP = 4096 und die
MittelungszahlnMittel = 128, s. Abschn. 4.3.1. Jeweils zwei aufeinanderfolgende Fenster
werden zusammen ausgewertet, so dass drei Auswertungen F12, F23 und F34 zur Verf¨ugung
stehen. In Tabelle 4.3 sind die Anfangszeitenτ̄MF der Messfenster und in der letzten Spalte
die entsprechend Gl. (4.104) gesch¨atztenT̂G–Werte der drei Auswertungen aufgelistet, sowie
in jeder Spalte die mit den DateninesFensters gesch¨atzten Werte von̂TG (in Gl. (4.104) gilt
dann Fenster B=A undnZBV,G, j   nZBV,G,i = 1). Für die Korrektur wirdT̂G = 4;0024 ns
verwendet, da die sp¨ater zu korrigierenden Zeitfenster im Bereich von Messfenster 1 und 2
liegen. Dies bedeutet, dass jedes Taktgeneratorintervall umT̂G  T̄G = 2;4ps zu lange ist.
In Abb. 4.13 ist die Abweichung der gesch¨atzten tats¨achlichen Zeitbasisfeinverz¨ogerung
vom idealen linearen Verlauf∆TZBV,F = T̂ZBV,F  τ̄ZBV,F von den Fenstern”A“ der drei Aus-
wertungen dargestellt. Die Funktion∆TZBV,F kehrt am Ende nicht zur Nulllinie zurc̈k,
daraus resultiert eine zus¨atzliche Diskontinuit¨at im Abtastraster nach jedemTG–Intervall.
Die Übereinstimmung der verschiedenen Auswertungen ist gut und das Ger¨t liegt inner-
halb der Spezifikation Gl. (4.31). Weiterhin ist zu erkennen, dass die Unterschiede der
drei Auswertungen und die Welligkeit der Kurven einen Fehler vonjδ∆τZBVj< 0;5ps nicht
überschreiten.
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Messfenster 1 2 3 4
Fensteranfang 16ns 66ns 116ns 166ns Gl. (4.104)
T̂G T̂G T̂G T̂G T̂G
Auswert. F12 4;00134ns 4;00250ns 4;00234 ns
Auswert. F23 4;00250ns 4;00252ns 4;00254ns
Auswert. F34 4;00252ns 4;00281ns 4;00275ns
Tabelle 4.3: Auswertungen F12, F23 und F34 der Charakterisierungs–Messfenster und be-
rechnete Werte von̂TG





















Abbildung 4.13: Abweichung der gesch¨atzten tats¨achlichen Zeitbasisfeinverz¨ogerung vom
idealen linearen Verlauf∆TZBV,F = T̂ZBV,F  τ̄ZBV,F. Dargestellt sind drei verschiedene Aus-
wertungen: - - - F12,   F23, — F34 (nur jeder vierte berechnete Punkt ist dargestellt).
4.2.6.6 Bestimmung des tatsächlichen Kanalversatzes
Im Vorgriff auf Abschn. 5.1.3 sollen hier noch die effektiven Kanalverz¨ogerungen diskutiert
werden. Bei der Kalibrationsprozedur wird an beide Kan¨ale R und T nacheinander ein iden-
tisches Testsignal angelegt. Dabei werden die Parameterb̄τSkew,R, b̄τSkew,T so eingestellt, dass
die Referenzflanke sowohl in R als auch T zu dem scheinbaren Zeitpunktb̄τRef auftritt. In
diesem Referenzpunkt gilt also f¨ur die tatsächliche Abtastverz¨ogerung von R und T:
∆tR,Ref= ∆tT,Ref: (4.108)
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Mit Gl. (4.47) folgt weiter für die Differenz der effektiven Kanalverz¨ogerungen:
τT,eff  τR,eff = τZBV,T,Ref  τZBV,R,Ref= ∆τTR,eff: (4.109)
Mit den messtechnisch bestimmten Parameternb̄τSkew,R = 0ns, b̄τSkew,T = 13ps,b̄τRef = 34;095ns und den extrahierten ParameternT̂G und T̂ZBV,F(τ̄ZBV,F) können nach dem
Verfahren in Abschn. 5.1.1 die Sch¨atzwerte der korrespondierenden tats¨achlichen Zeitba-
sisverzögerungen̂τZBV,R,Ref, τ̂ZBV,T,Ref berechnet werden. Mit Gl. (4.109) ergibt sich f¨ur
∆τ̂TR,eff = τ̂ZBV,T,Ref  τ̂ZBV,R,Ref= 12;9ps.
4.2.6.7 Jitter
Zur Beurteilung des Jitters werden keine detaillierten Untersuchungen vorgenommen. Der
Jitter des Systems wird in den Spezifikationen mitσ∆t  2;5ps+5 10 5 τ̄ZBV angegeben
[27, 19-2]. Für Werte von̄τZBV  100ns folgt darausσ∆t  7;5ps.
4.3 Datenaufnahme und Mittelung
4.3.1 Rauschen
Die Mittelung dient in erster Linie zur Verbesserung des Signal–zu–Ger¨ausch–Verh¨altnisses.








ui(∆tk); ui(∆tk) = u(∆tk)+ rk: (4.110)
Der additive, station¨are Rauschprozessrk ist mittelwertsfrei und hat die Standardabweichung






Es handelt sich hierbeinicht um eine laufende Mittelung im Sinne einer Gl¨attung eines
Zeitsignals, d. h. das Spektrum des Eingangssignals wird nicht ver¨and t. Diese Methode
reduziert allerdings nur stochastische St¨oranteile im Signal. Alle St¨orsignale, die mit dem
Abtastvorgang zeitlich korreliert sind, werden bei der Mittelung wie das Messsignal koh¨rent
aufaddiert. Im ung¨unstigsten Fall kanngeräteinternesÜbersprechendamit nicht reduziert
werden, sondern wird gerade dann deutlich sichtbar.Übersprechen aus digitalen Steuerbau-
gruppen des Ger¨ates kann zeitlich mit dem Abtastvorgang korreliert sein. Das entstehende
Störsignal kann eine ganz andere, sehr viel niederere Frequenz haben als die resultieren-
de angezeigte St¨orspannung, da diëAquivalenzzeitabtastung einen Mischvorgang darstellt,
durch den Frequenzkomponenten auf der Frequenzachse periodisch fortgesetzt werden. [83,
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5.1.2] führt eine hochfrequente sinusf¨ormige Störspannung beif  1;8GHz auf internes
Übersprechen zurc̈k.
Ein interessanter Nebeneffekt des Rauschens ist, dass bei nachfolgender numerischer
Mittelung mehrerer
”
gleicher“ Messwerte die Aufl¨osung des AD–Wandlers virtuell ver-
größert wird, sofern die Rauschamplitude nennenswert gr¨oßer als die AD–Wandler–Quanti-
sierung ist (
”
Dithering“) [47][8][23][78][9]. Damit wird das Quantisierungsrauschen verrin-
gert und die Quantisierungsaufl¨osung des AD–Wandlers im Effekt verbessert. Die Signal–
zu–Geräusch–Leistungsverh¨altnisse lassen sich deshalb auf Werte anheben, die besser sind,
als man aufgrund der AD–Wandler–Quantisierung erwarten w¨urde.
4.3.2 Einfluss des Jitters
Der Einfluss stochastischer Schwankungen des Abtastzeitpunkts (Jitter) ¨außert sich in zu-
sätzlichem Rauschen des Messsignals. Wird das Messsignal gemittelt, Gl. (4.110), dann
wird unvermeidlich ein gewichtetes Mittel ¨uber die Signalwerte in der Umgebung des ei-
gentlichen Abtastzeitpunkts berechnet. Die Gewichtungsfunktion ist gerade die Wahrschein-
lichkeitsdichteverteilung des Jitters [19][66]. Diese gewichtete Mittelung kann als eine Fal-
tung der Signalzeitfunktion mit der Wahrscheinlichkeitsdichtefunktion aufgefasst werden,
im Frequenzbereich entspricht dies einer Tiefpassfilterung. Ist die Wahrscheinlichkeitsdich-
tefunktion bekannt, kann man sie aus der Signalzeitfunktion entfalten [19][66]. Nimmt man
eine normalverteilte stochastische Schwankung der Abtastzeitpunkte mit der Standardab-









=2σ2∆t ; H( f ) = e 2(πσ∆t f )
2
: (4.112)




; ta = 2;56σ∆t : (4.113)
Für die in Abschn. 4.2.6.7 angegebenen Werte vonσ∆t = 2;5ps bzw. 7;5ps ergeben sich
Bandbreiten vonf3dB = 52GHz bzw. 17;3 GHz undäquivalente Anstiegszeiten vonta =
6;25ps bzw. 18;75ps. Dieser Tiefpassfiltereffekt muss in der System¨ubertragungsfunktion
SO berücksichtigt werden, die jetzt unterschiedlich f¨ur Kanal R und T als
SO,R( f ) = SO( f )HR( f ) (4.114)
und
SO,T( f ) = SO( f )HT( f ) (4.115)
bezeichnet wird mitHR, HT als zeitbasisverz¨ogerungsabh¨angigen Tiefpassfiltern.
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4.3.3 Länge der Messfenster
Das messtechnische Problem definiert sowohl die minimale AbtastratefA,min < fA als auch
die benötigte Zeitfensterl¨angeTMF der Zeitbereichsmessung, vgl. Abschn. 5.2.1. Die Para-





sind voneinander abh¨angig und unterliegen messger¨atespezifischen Einschr¨ankungen. F¨ur





mit der gerätespezifischen maximalen AbtastratefA,max und der maximalen Punktezahl
NAP,max. Bei langen ZeitfensternTMF wird die AbtastratefA typischerweise durch die ma-
ximale Punktezahl eingeschr¨ankt, wobei die Zeitfensterl¨angeTMF praktisch beliebig groß
gewählt werden kann. Um in diesem Fall die Abtastrate zu erh¨ohen, kann man bei festem
TMF insgesamtNF Teil–Messfenster mit der L¨angeT̄TF auf der Zeitachse hintereinander set-
zen, um die Punktezahl zu erh¨o en:










Die Anzahl der ZeitfensterNF ist nur durch die Speicherkapazit¨at der externen Datenverar-
beitung begrenzt. Durch passende Wahl vonNF und NAP,F kann man die AbtastratefA auf
einen günstigen Wert einstellen. Bei der Messung werden alsoNF auf der Zeitachse hin-
tereinander liegende Teil–Messfenster aufgenommen, um einen kompletten Kurvenzug zu
registrieren. Soll nun zus¨atzlichüber mehrere Stichproben des gleichen Kurvenzugs gemit-
telt werden, dann ist dieser Vorgang mehrfach zu wiederholen.
4.3.4 Einfluss der Zeitdrift
Da die Messung eines Kurvenzugs und dessen mehrfache Mittelung eine nicht vernachl¨assig-
bare Zeitdauer ben¨otigen, muss der Einfluss der Zeitdrift w¨ahrend der Messung ber¨ucksich-
tigt werden. Die Zeitdrift w¨ahrend der Aufnahme eines Messfensters wird vernachl¨assigt,
denn die Aufnahme eines Messfensters geht schnell im Vergleich zu einer Dauer, der eine
Drift um einen Abtastpunkt entsprechen w¨urde. Mehrere Messungen von Zeitfenstern ha-
ben aber unterschiedliche Driftwerte bez¨uglich einer festen Referenz, so dass die Zeitfenster
in einer Abfolge gemessen werden m¨ussen, bei der die Driftwerte
”
gleichmäßig“ auf die
Zeitfenster verteilt sind. Wird ¨uber mehrere Proben des gleichen Zeitfensters gemittelt und
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sind die Driftwerte gleichm¨aßig verteilt, d. h. ¨aquidistant, dann kann man analog zur Model-
lierung des Jitters von einer Faltung mit einer Verteilungsfunktion ausgehen, die in diesem
Fall näherungsweise durch eine Gleichverteilung gegeben ist. Es resultiert wiederum eine
Tiefpassfilterung, deren Grenzfrequenz von der effektiven ZeitdriftTDr eines bestimmten











; H( f ) = si(πTDr f ) (4.120)





Für eine mittlere Zeitdriftrate vonrtDrift  4ps=h [83, Kap. 5] und einer Messdauer von
6 min pro Kurve ergibt sich eine Zeitdrift w¨ahrend des Messvorgangs vonTDr  0;4ps ent-
sprechend einer Bandbreite von 1100 GHz. Der Einfluss der Drift auf die Aufnahmeeiner
Kurve kann also vernachl¨assigt werden.
Kapitel 5
Numerische Datenkorrektur
Die Fehler, die in den Messdaten durch das nichtideale Messsystem auftreten, werden durch
numerische Methoden korrigiert. Da die verschiedenen Fehlereinfl¨usse des realen Messsys-
tems nicht alle durch lineare Elemente beschrieben werden k¨on en, spielt die Reihenfolge
ihres Auftretens eine wichtige Rolle. Die Fehler m¨ussen in umgekehrter Reihenfolge ihres
Auftretens korrigiert werden, um die interessierenden Daten zu erhalten. Damit ergibt sich
die in Tab. 5.1 aufgelistete Reihenfolge der Datenkorrekturschritte.
Korrekturen für die Reflexionsdaten Korrekturen für die Transmissionsda-
ten









4. Kreuzkorrelation der Referenzflanken,
Driftzeit
—
5. Fehlerterme, Berechn. Wellen an Tor
X
Fehlerterme, Berechn. opt. Signal
6. — Driftzeit und zusätzliche Laufzeiten
7. Addition DC–Offsets Addition DC–Offset, Einkoppelwir-
kungsgrad
Tabelle 5.1: Reihenfolge der Korrekturschritte
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5.1 Korrektur der Zeitbasisfehler
5.1.1 Tatsächliche Abtastzeitpunkte
Mit den Charakterisierungsdaten der Zeitbasis kann f¨ur beliebige scheinbare Zeitpunkteτ̄i
die tatsächliche Zeitbasisverz¨ogerung bestimmt werden. Beim Messvorgang wird der Si-
gnalwertfolge die Wertefolge der scheinbaren Zeitskalaτ̄K;i zugeordnet. Die scheinbare
ZBV beträgt
Gl. (4.84): τ̄ZBV,K;i = τ̄K;i + τ̄Skew,K:
Ordnet man nun den gemessenen Signalwerten stattdessen die tats¨achlichen ZBV–Werte zu,
dann erh¨alt man Datenpunkte, die auf der tats¨chlichen Signalkurve liegen. Mit den Parame-
tern T̂G undT̂ZBV,F(τ̄ZBV,F), eingesetzt in Gln. (4.38), (4.39) und (4.43), kann die gesch¨atzte






τ̂ZBV,K;i = T̂ZBV,F(τ̄K;i + τ̄Skew,K  T̄GnZBV,G,K;i)+TGnZBV,G,K: (5.2)
5.1.2 Interpolation für äquidistantes Zeitraster
Die Wertefolgeτ̂ZBV,K;i wird von eventuell auftretenden”Überlappungen“ befreit, d.h. von
allen Punktenj mit
τ̂ZBV,K;i  τ̂ZBV,K; j; i < j; i; j = 0: : :NAP,K 1: (5.3)
Die verbleibende FolgêτZBV,K;ik mit der Indexfolgeik, k = 0: : :N0AP,K   1  NAP,K   1
ist dann streng monoton. Mittels einer kubischen Interpolation wird die neue Datenfolge
(τ̂ZBV,K;ik; uK;ik) in die Folge(τZBV,K;m; uK;m) der gewünschten Abtastverz¨ogerungen umge-
rechnet, wobei gilt:
τZBV,K;m= τZBV,K;0+mτ inkr,K; m= 0: : :NIP 1; (5.4)
und der Wertebereich der FolgeτZBV,K;m von der FolgêτZBV,K;ik gut überdeckt werden soll.
In der FolgêτZBV,K;ik enthaltene”Lücken“ werden durch die kubische Interpolation automa-
tisch aufgef¨ullt. Die resultierende FolgeuK;m wird im Folgenden als Signalu0K(τZBV,K;m)
bezeichnet.
5.1.3 Kanalversatz
Die systematische Datenanalyse ben¨otigt die SignaleuR(∆tR) und uT(∆tT) auf der tats¨ach-
lichen, physikalischen Zeitskala∆tR, ∆tT, vgl. Gl. (4.47). Die Signaleu0R(τZBV,R) und
u0T(τZBV,T) sind die”linearisierten“ Signale vom vorigen Abschnitt auf der linearisierten
Zeitskala. Die Differenz der Abtastverz¨ogerungen aus Gln. (4.47) und (4.109)
∆tT ∆tR = τZBV,T  τZBV,R ∆τTR,eff (5.5)
5.2. ENTFALTUNG DER LINEAREN FEHLERTERME 71
gibt lediglich Auskunftüber den relativen zeitlichen Versatz der Kan¨ale R und T. Die sepa-
rate Bestimmung der ParameterτR,eff, τT,eff würde die Kenntnis der unbekannten Trigger-
verzögerungτTr erfordern. Damit ist klar, dass mit diesem Kalibrationsverfahren nur die
relative Lage korrigiert werden kann1. Die eigentliche Messaufgabe ben¨otigt aber lediglich
eine genauerelative Korrekturder Kanäle R und T. Es wird deshalb willk¨urlich ∆tR = τZBV,R
gesetzt (es wird also die Triggerverz¨ogerung und die effektive Kanalverz¨ogerung für Kanal
R auf der absoluten Zeitskala vernachl¨assigt). F¨ur ∆tT gilt dann:
∆tT = τZBV,T ∆τTR,eff: (5.6)
Für Kanal T wird deshalb eine Verschiebung durchgef¨uhrt, um den Zeitversatzrelativ aus-
zugleichen, w¨ahrend Kanal R als
”
richtig“ angenommen wird:
uR(∆tR) = u0R(τZBV,R) = u
0
R(∆tR);
uT(∆tT) = u0T(τZBV,T) = u
0
T(∆tT+∆τTR,eff): (5.7)
Numerisch bedeutet dies, dass die Datenwertfolge des Signalsu0T(τZBV,T,m) zur Datenwert-
folge des SignalsuT(∆tT,m) wird, indem die Zeitwerte um den Wert des Parameters∆τTR,eff
reduziert werden.
5.2 Entfaltung der linearen Fehlerterme
5.2.1 Möglichkeiten der numerischen Fouriertransformation
Die Entfaltung der Fehlerkoeffizienten stellt eine Division im Frequenzbereich dar. Die Zeit-
signale müssen deshalb in den Frequenzbereich transformiert, entfaltet und r¨ucktransformiert
werden. Die numerische Fouriertransformation von zeitdiskreten, endlichen Zeitsignalfol-
gen wird
”
Diskrete Fouriertransformation“ (DFT) genannt, die resultierenden Spektren sind
frequenzdiskret. Die Transformationsbeziehungen sind endliche Summen, die mittels der
schnellen Fouriertransformation (Fast Fourier Transform, FFT) effizient berechnet werden
können [45, Kap. 9]. Im Gegensatz zur kontinuierlichen Fouriertransformation gelten aber
folgende Einschr¨ankungen:
1. Die zeitdiskrete Darstellung der Zeitsignale stellt die erste Einschr¨ankung dar: die Ab-
tastfrequenzfA = 1=∆tDFT muss ausreichend hoch gew¨ahlt werden (Nyquist–Rate),
1Dies bedeutet, dass man keine genaue Kenntnis dar¨uber besitzt, wieviel Zeit zwischen dem Passieren des
Triggerereignisses durch die Triggerbezugsebene und des Passierens des Messsignals durch die Bezugsebene
vergangen ist, nur relative Aussagen zwischen R und T sind m¨oglich. Wird die absolute Zeitdifferenz ben¨otigt,
kann man mit einem umst¨andlichen Vergleichsverfahren eine absolute Zeitkorrektur durchf¨hren: Man teilt das
Signal eines Generators dreifach auf (1, 2, 3). Im ersten Schritt werden wie oben die Vers¨atze zwischen R und
T bestimmt, z. B. mit Abgriff 1 an Trigger und Abgriff 2 an R, danach an T. Dann misst man mit 2 an R und 3
an T und kann dann den exakten Laufzeitunterschied zwischen 2 und 3 bestimmen. Im letzten Schritt schließt
man 2 an Trigger an und 3 an Kanal R und bestimmt den gemessenen Laufzeitunterschied. Aus der Differenz
kann manτTr  τR,eff bestimmen.
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und zwar mindestens doppelt so hoch wie die h¨ochste im Signal vorkommende Fre-
quenz. Die Länge des abgetasteten ZeitfenstersTDFT = T̄MF gibt auch die Abst¨ande











In der vorliegenden Arbeit liegt die Abtastrate beifA  500GHz (∆tDFT 2ps). Die
höchste Signalfrequenz darffMax = fA=2 250GHz sein. Damit steht ausreichend
Spielraum für die numerische Bearbeitung im Fourierbereich zur Verf¨ugung, ohne dass
nennenswertes Aliasing bef¨urchtet werden muss.
2. Alle wesentlichen Anteile der Zeitsignale m¨ussen innerhalb des ZeitfenstersTDFT dar-
stellbar sein. Alle Zeitsignale werden implizit als periodische Zeitsignale mit der Pe-
riode TDFT aufgefasst. Insbesondere die zu entfaltenden Fehlerkoeffizienten m¨ussen
eine Impulsantwort haben, die innerhalb des ZeitfenstersTDFT abgeklungen ist. F¨ur
die Übertragungsfunktionen der Fehlerkoeffizienten bedeutet dies, dass die verwende-
te Frequenzaufl¨osung hinreichend klein sein muss, um alle Details im Frequenzbereich
beschreiben zu k¨onnen. Dies ist gleichbedeutend damit, dass dieÜb rtragungsfunkti-
onen mit einer sin(x)/x–Interpolation auf dem diskreten Frequenz–Punktraster korrekt
dargestellt werden k¨onnen.
In der Praxis stellen sich diese Einschr¨ankungen auf verschiedene Arten dar. Zun¨achst
hat man das Problem, dass die sprungf¨ormigen Messsignale innerhalb des Mess–Zeitfensters
T̄MF noch nicht auf Null abgeklungen2 sind, dadurch entsteht ein unphysikalischerÜbergang
am Ende des Fensters. Die Entfaltung versucht implizit, die entstandene scharfe Flanke
ebenfalls zu entfalten, und da die Entfaltungsfilter akausal sind, hat dies Auswirkungen auf
Zeitent < TDFT im entfalteten Signal. Dieses Problem kann man n¨herungsweise dadurch
lösen, indem man die gemessene Kurve zeitlich fortsetzt im Sinne eines eingeschwungenen
Systems. Hierzu nimmt man an, dass sowohl das Stimulussignal als auch die Antwort des
Messobjekts am Ende des Zeitfensters eingeschwungen sind und einen station¨aren E dwert
erreicht haben. Ein verl¨angertes ZeitfensterTDFT > T̄MF der Messung w¨urde dann unter
diesen Annahmen den letzten Kurvenpunkt horizontal fortsetzen. Sinnvollerweise verl¨angert
man um die Länge der akausalen Impulsantwort des zu entfaltenden Fehlerkoeffizienten,
dann wird der eigentlich interessierende Bereich 0 t  T̄MF bei der Entfaltung nicht mehr
durch die Abschneideflanke beeintr¨achtigt.
Für die Akausalität der Entfaltungsfilter gibt es mehrere Gr¨unde. Die Filter sollen in
erster Linie den Frequenzgang korrigieren, hierzu m¨ussen sie aber im Durchlassbereich die
konjugierte Phase des Fehlerkoeffizienten haben. Hieraus w¨urde eine
”
zeitinvertierte“ Im-
pulsantwort resultieren, w¨are der Amplitudengang konstant. Die a priori beliebige Beein-
flussung der̈Ubertragungsfunktion des Fehlerkoeffizienten durch das Entfaltungsfilter ¨andert
2Die Endflanke des rechteckf¨ormigen Stimulus– und Messsignals wird nicht verwendet, da der Generator
nur eine saubere Anfangsflanke liefert.
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zusätzlich deren Eigenschaften. Die Gruppenlaufzeit der Koeffizienten bewirkt eine Verlage-
rung des Schwerpunkts der Entfaltungsimpulsantwort nacht < 0 und das Entfaltungsergeb-
nis wandert nach links und damit von rechts wieder in das DFT–Zeitfenster hinein (Dieser
Effekt lässt sich sehr leicht beheben: ein zus¨atzlicher Gruppenlaufzeit–Phasenfaktor stellt
eine günstige Position am Fensteranfang wieder her).
Weiterhin ist zu beachten, dass die Begrenzung der L¨ange der Impulsantworten der Feh-
lerkoeffizienten in der Praxis zu einem unsch¨onen Problem f¨uhrt: wechselspannungskop-
pelnde Komponenten in den HF–Signalpfaden d¨urfen entweder nur eine sehr niedrige untere
Grenzfrequenz haben (fu  ∆ fDFT) oder der Hochpassabfall muss ausreichend detailliert
mit dem DFT–Frequenzraster darstellbar sein, vgl. Einschr¨ankung Punkt 2. Ist die untere
Grenzfrequenz sehr niedrig, dann kann man diese Komponente f¨ur die Entfaltung als gleich-
spannungskoppelndes Bauteil ansehen. HF–Komponenten mitfu  ∆ fDFT können so nicht
entfaltet werden, da die Impulsantwort nicht im ZeitfensterTDFT darstellbar ist. In der vor-
liegenden Arbeit wird numerisch korrigiert mit∆ fDFT 30MHz.
Die Faltungs– bzw. Entfaltungsoperationen der Signalkorrektur sind alslineareFaltungs-
operationen zu verstehen, d. h. die inh¨arente Periodizit¨at der DFT–Darstellung der Signale
ist unerwünscht. Die Multiplikation im Bildbereich der DFT berechnet aber stets zyklische
Faltungen. Sollen lineare Faltungen mit endlichen Zeitsignalabschnitten der L¨angeT1 und
T2 durchgeführt werden, dann m¨ussen diese Signale erst mit Nullen auf die Fensterl¨ange
T = T1+T2 verlängert werden, damit keine durch die Periodizit¨at bedingten̈Uberlappungen
auftreten. Zusammen mit der obigenÜberlegung und der Tatsache, dass Zweier–Potenzen
als Punktezahlen sehr effiziente Transformations–Berechnungen der FFT erlauben, wird die
Arbeitsfensterl¨ange auf das vierfache der Messfensterl¨ange festgelegt, damit ist gen¨ugend
Platz, um sowohl die Verl¨angerung des Signals, als auch die notwendige Nullen–Erg¨anzung
für die lineare Faltung durchf¨uhren zu k¨onnen. In der vorliegenden Arbeit betr¨agt die Ar-
beitsfensterl¨ange somitTDFT = 32ns.
In Abschn. 4.1 wurde die Charakterisierung im Frequenzbereich mittels VNWA be-
gründet. Die Systemfehlerkoeffizienten liegen als Messdaten im Frequenzraster des VNWAs
mit NP,VNWA Punkten vor. Die durch das Messger¨at definierten Frequenzen stimmen a priori
nicht mit dem DFT–Frequenzraster ¨uberein, wobei jedoch die Forderung nach einem Raster
der Form
fMess,i = i ∆ fMess; i = i0 : : : i0+NP,VNWA 1; i; i0 2 N (5.9)
erfüllt wird. Die Interpolation derÜbertragungsfunktionen mittels der DFT ist zwar ¨uber
den Umweg ¨uber den Zeitbereich und Nullen–Erg¨anzung (engl. Zero–Padding) m¨oglich,
aber es k¨onnen nur bestimmte Punktezahlen bzw. rationale Verh¨altnisse für ∆ fDFT=∆ fMess
eingestellt werden [39, S. 165]. Als L¨osung bietet sich eine rechenaufwendigere sin(x)=x–
Interpolation der̈Ubertragungsfunktionen im Frequenzbereich an.
Bisher wurde außer Acht gelassen, dass die Zeitfensteranfangspositionen ebenfalls eine
Rolle spielen, da die zeitliche Relation der Signale von physikalischem Interesse ist.Über
die Fensteranfangspositionen muss sowohl bei der Messung als auch bei der Datenkorrektur
Buch geführt werden (Die Zeitbasiskorrektur–Interpolation ¨ubernimmt für den neuen Fen-
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steranfang den Wert des scheinbaren Fensteranfangs; bei St¨utzpunktverschiebungen mittels
Phasenfaktoren muss der Fensteranfang gegenl¨aufig korrigiert werden, damit die absolute
Kurvenposition auf der Zeitachse erhalten bleibt).
Die systematische Korrektur im Frequenzbereich ist nicht im Stande, genaue Korrektu-
ren für den f = 0–Anteil der Signalspektren durchzuf¨uhren, da viele Fehlerkoeffizienten bei
f = 0 nicht exakt bekannt sind, sondern nur n¨aherungsweise ¨uber Extrapolationen. Außer-
dem ist derf = 0–Anteil kein wirklicher Gleichspannungs/–strom–Wert, sondern nur der
Mittelwert der Signalkurven im Arbeitszeitfenster. Trotzdem muss w¨ahrend der Korrektur
ein sinnvoller Wert f¨ur f = 0 berechnet werden, damit die Signalkurven am Fensteranfang
bei Null beginnen, was von einer vern¨u ftigen Korrektur für ein wechselspannungsgekoppel-
tes, innerhalb des Zeitfensters startendes Signal zu erwarten ist. Hierzu wird jede korrigierte
Kurve am Anfang in den ersten paar hundert ps gemittelt und dieser Mittelwert von der
Kurve abgezogen, damit hat jede Kurve automatisch einen passendenf = 0–Anteil.
Der in vielen Arbeiten angesprocheneL ckeffektdurch das Abschneiden der sprung-
förmigen Messkurven hat zwarglobale Auswirkungenauf das numerisch berechnete Si-
gnalspektrum, ist jedoch trotzdemzeitlokalund hat deshalb auch nur lokale Auswirkungen
bei Faltungsoperationen. Wird mit einer kausalen Impulsantwort gefaltet, dann wird das Fal-
tungsergebnis korrekt bis kurz vor der Sprungstelle berechnet. Im hier vorliegenden Fall von
akausalen Entfaltungsimpulsantworten gen¨ugt es, das Signal auf
”
neutrale“ Art und Weise
zu verlängern, s. o., wobei eine Verl¨angerung nach der Nahman–Gans–Methode o. ¨a. nicht
erforderlich ist [49].
5.2.2 Kreuzkorrelation der Referenzflanken und Korrektur der Drift-
zeit
Die Betrachtungen in den folgenden Abschnitten zeigen, dass vor allem f¨ur die Analyse
der elektrischen Reflexion eine Korrektur der Zeitdrift erforderlich ist. Dabei kann die im
Reflexionssignal vorhandene erste Flanke als zeitliche Marke ausgenutzt werden und an-
hand dieser Flanke die Kurven ¨ubereinander geschoben werden. In Abschn. 5.2.3 wird ge-
zeigt, wie Strom und Spannung zu berechnen sind, hierzu sind zwei Signalkurven erforder-
lich: Referenzkurve und Reflexion des Messobjekts. Da diese Kurven nur nacheinander in
verschiedenen Messvorg¨angen gemessen werden k¨onnen, zwischen denen erfahrungsgem¨aß
Zeiten in der Gr¨oße vonTExp  2 h liegen, ist die Zeitdrift nicht mehr vernachl¨assigbar:
∆tDrift = rtDrift TExp 8ps, vgl. Abschn. 4.1.1.2. F¨ur die Referenzkurve wird∆tDrift = 0 fest-
gelegt.
Es wird davon ausgegangen, dass die jeweils interessierende Information trotz Zeitdrift
im vorgegebenen Messfenster vorhanden ist. Dies erfordert m¨oglicherweise eine Anpas-
sung des Messfensters zwischen den jeweiligen Messungen. Von der ReferenzkurveuR,50(t)
(gemessen mit koplanarem 50–Ω Abschluss) und der ReflexionuR,X(t) (Messobjekt) wird
jeweils ein kleiner Zeitabschnitt herauskopiert, der die initiale Sprungflanke des Stimulus-
signals (Referenzflanke) enth¨alt. Die Referenzflanke tritt in beiden Kurven auf und ist vom
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Messobjekt unbeeinflußt. Die Kreuzkorrelation der beiden Kurvenabschnitte wird ¨uber die
Multiplikation im Frequenzbereich numerisch berechnet. Aus dem Maximum der Kor-
relationsfunktion wird die Zeitdifferenz der Referenzflanke in beiden Kurven abgelesen,
dies ist die gesuchte Zeitdrift∆tDrift (∆tDrift positiv bedeutet eine Rechtsdrift, Gl. (4.2)).
Die SignalkurveuR,X(t) wird dann um diese Zeit∆tDrift in der Gegenrichtung verschoben
und alsu R,X(t) bezeichnet. Es ist zu beachten, dass die SignaleuR,50(t) und uR,X(t) trotz
Driftkorrektur–Verschiebung das gleiche Zeitpunkteraster haben m¨ussen, da sonst keine Sub-
traktion durchgef¨uhrt werden kann. Die Zeitverschiebung kann daher nur mittels eines Grup-
penlaufzeitfaktors im Frequenzbereich durchgef¨uhrt werden.
5.2.3 Korrektur der Fehlerterme und Berechnung der Wellen an Tor X
Zur Bestimmung von Strom und Spannung an Tor X des Reflexionspfads werden zun¨achst
die auslaufende WellebX und die einlaufende WelleaX bestimmt. Dazu m¨ussen die Welle







XX folgt aus Abb. 4.3:
bOR( f ) = SO,R( f )SHG( f )

STOF( f )aF( f )+S
T
OX( f )aX( f )

; (5.10)
bX( f ) = STXF( f )aF( f )+S
T
XX ( f )aX( f ): (5.11)
Die fiktive StimuluswelleaF wird nicht direkt gemessen, sondern aus der Messung mit dem
koplanaren 50–Ω–Abschluss an Tor X im Frequenzbereich erhalten (Referenzmessung:aX
!
=
0), daraus wird die SpannunguR,50(t) bestimmt:




aF( f ) =
bOR,50( f )
SO,R( f )SHG( f )STOF( f )
: (5.13)
Wird nun das Messobjekt an Tor X angeschlossen und daraus die Spannungu R,X(t) be-
stimmt, erhält man für aX undbX im Frequenzbereich aus Gln. (5.10), (5.11) und (5.13):
bOR,X( f ) =
U R,X( f )p
Z0
; (5.14)
aX( f ) =
bOR,X( f ) bOR,50( f )
SO,R( f )SHG( f )STOX( f )
; (5.15)
bX( f ) = S
T
XF( f )aF( f )+S
T
XX ( f )aX( f ): (5.16)
Der StromiX(t) an Tor X,der in das Messobjekt hineinfließt, und die am Messobjekt
anliegende SpannunguX(t) sind im Frequenzbereich durch
IX( f ) =
1p
Z0
(bX( f ) aX( f )); (5.17)
UX( f ) =
p
Z0(bX( f )+aX( f )) (5.18)
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gegeben (Hinweis: die WellenaX undbX beziehen sich auf das Messsystem!).
Die in den Gln. (5.13) und (5.15) auftretenden Divisionen sind nichts Anderes als die in
Abschn. 2.3.4 angesprochenen Entfaltungen. Die SignalebOR,50undbOR,X enthalten unver-
meidlicherweise Rauschen, das in seiner Gr¨oße nicht zu vernachl¨assigen ist. Weiterhin sind
die Fehlerkoeffizienten nur in einem endlichen Frequenzbereich messtechnisch bestimmt
worden, außerhalb sind sie unbekannt und werden zu Null gesetzt. Diese
”
hart “ Fenste-
rung im Frequenzbereich definiert die h¨ochstmögliche zeitliche Aufl¨osung des Systems, vgl.
Abschn. 6.3. In den Frequenzbereichen, in denen das Rauschen in Relation zur Nutzsi-
gnalamplitude sehr viel gr¨oßer ist, bzw. in denen das System nicht bekannte Fehlerkoef-
fizienten besitzt, sind die Quotienten von Gln. (5.13) und (5.15) undefiniert. Die Wiener–
Entfaltung [22, Kap. 7.3.5] bietet in einheitlicher Form eine L¨osung für beide Probleme:
Sind die Leistungsspektren des Signals vor den zu entfaltenden linearen Systembl¨ocken
und des effektiven Rauschens des tats¨achlich gemessenen Signals bekannt, kann hiermit ein
akausales Filter im Frequenzbereich definiert werden, welches bei dominierender spektraler
Signalamplitude im Messsignal dieses
”
durchlässt“ und im umgekehrten Fall
”
sperrt“, un-
ter Berücksichtigung der̈Ubertragungsfunktion der zu entfaltenden linearen Systembl¨ocke.
Die ÜbertragungsfunktionGF( f ) stellt die Gesamtheit der zu entfaltenden linearen System-
blöcke dar, vgl. Gl. (5.13):
GF( f ) = SO,R( f )SHG( f )S
T
OF( f ): (5.19)
Entsprechend [22, Kap. 7.3.5] wird als Modell f¨ur das SignalaF und das additive Rauschen
n angesetzt:
bOR,50( f ) = GF( f )aF( f )+n: (5.20)
Das akausale Optimalfilter f¨ur das SignalaF von Gl. (5.13) wird durch
aF( f ) = bOR,50( f )
pSNR( f )GF( f )
pSNR( f ) jGF( f )j2+1
: (5.21)
definiert. Der FaktorpSNR( f ) beschreibt das Verh¨altnis der LeistungsspektrenPa( f ) des
gesuchten SignalsaF undPn( f ) des Rauschensn im SignalbOR,50:




Setzt man in Gl. (5.21)pSNR( f ) jGF( f )j2 1, was ein sehr gutes SNR im gemessenen Signal
voraussetzt, dann ergibt sich f¨ur das Entfaltungsfilter gerade Gl. (5.13).
Zur Bestimmung vonpSNR( f ) ist die Kenntnis des LeistungsspektrumsPa( f ) des (un-
bekannten) SignalsaF und der spektralen RauschleistungPn( f ) im MesssignalbOR,50erfor-
derlich. Ein gute Sch¨atzung für Pa( f ) und Pn( f ) ist jedoch umst¨andlich und bringt keine
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praktischen Vorteile3. Für die Anwendung ist es ausreichend,pSNR phänomenologisch mit
einem parametrischen Modell zu definieren, diese Methode erbringt brauchbare Ergebnisse.
Da die Rauschleistung in guter N¨aherung ¨uber das ganze Spektrum als konstant angese-
hen werden kann, w¨ahrend die Signalleistung mit zunehmender Frequenz abnimmt, ist ein
Tiefpassfilter ein brauchbares Modell f¨ur pSNR( f ). Der Stimulussprung kann z. B. mit ei-
nem durch einen Gauss–Tiefpass gefilterten, idealen Sprung modelliert werden. Bei nied-
rigen Frequenzen nimmt die Amplitude mit 1= f ab, bei hohen Frequenzen hingegen do-
miniert der exp( 12 ln2( f= f3dB)2)–Abfall des Gauss–Filters. Da das Optimalfilter bei den
”
Durchlassfrequenzen“ unabh¨angig von der absoluten Gr¨oße vonpSNR ist, s. Gl. (5.21) für
pSNR( f ) jGF( f )j2 1, brauchen die niedrigeren Frequenzen nicht genau modelliert zu wer-
den. Als Modell für pSNR( f ) wird deshalb nur ein Gauss–Tiefpass genommen:
HGTP( f ) = e
( 12 ln2( f= f3dB)
2)
; (5.23)
pSNR( f ) = pSNR,0jHGTP( f )j2 : (5.24)
Der Faktor pSNR,0 gibt das”
Signal–zu–Ger¨ausch–Leistungsverh¨altnis“ bei der Frequenz
f = 0 an, und die Frequenzf3dB definiert die Bandbreite des Spektrums des modellierten
Stimulussprungs (z. B. hat ein Stimulussprung mit einer idealen Gauss–Sprung–Form und
einer Anstiegszeit vontr  30ps eine Bandbreite vonf3dB = 11;3GHz). Diese beiden Pa-
rameter werden interaktiv variiert, um m¨oglichst geringes Rauschen bei m¨oglichst großer
Bandbreite zu bekommen.
Für Gl. (5.15) wird das Optimalfilter analog zu Gl. (5.21) definiert, denn dasaX entspre-
chende Zeitsignal ist ebenfalls ein Sprung mit vergleichbarer Anstiegszeit und Amplitude:
GX( f ) = SO,R( f )SHG( f )S
T
OX( f ); (5.25)
aX( f ) = (bOR,X( f ) bOR,50( f ))
pSNR( f )GX( f )
pSNR( f ) jGX( f )j2+1
: (5.26)
5.2.4 Korrektur der Fehlerterme und Berechnung des optischen Si-
gnals
Die Fehlerterme f¨ur den Transmissionspfad wurden in Abschn. 4.1.3 abgeleitet. Zur Entfal-
tung wird nur der TermSfT( f ) verwendet, die notwendige Skalierung und zeitliche Verschie-
bung wird nicht in diesem Schritt durchgef¨uhrt. Das SignalbOT wird als ZeitsignaluT(t)
3Zur Schätzung von Leistungsspektren gibt es verschiedene Methoden, s. z. B. [39, Kap. 7][45, Kap. 11].
Zunächst wurde das Leistungsspektrum vonbO,R,50auf einfache Weise gesch¨atzt: Betragsquadrat der Fourier-
transformierten des Signals. Es zeigt sich jedoch, daß das Optimalfilter empfindlich auf die deterministischen
”
Lücken“ im Spektrum des Signals reagiert: es entstehen Echos im gefilterten Signal. Da die L¨uckenkeine
Schätzfehler des Leistungsspektrums sind, erbringen verbesserte Methoden zur Reduktion der Sch¨atzvarianz
keine weiteren Vorteile.
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nach der Kanalversatz–Korrektur erhalten. Im Frequenzbereich schreibt man die Entfaltung
zunächst entsprechend Gl. (4.24) an:
bOT( f ) =
UT( f )p
Z0
; SfT( f ) = SQP( f )SPO( f )KNM’ ( f ); (5.27)






Popt,η( f ) ist das Spektrum des optischen Signalspopt,η(t), in dem der Einkoppelwirkungs-
grad, Signal–Laufzeiten sowie die Zeitdrift noch nicht ber¨ucksichtigt wurden. Aus den im
vorstehenden Abschnitt genannten Gr¨unden wird die Entfaltung mit einem Filter analog zu
Gl. (5.21) angeschrieben:
GT( f ) = SO,T( f )SQP( f )SPO( f )KNM’ ( f ); (5.29)








Der Faktorp0SNR( f ) beschreibt wieder das Verh¨altnis der LeistungsspektrenPPopt( f ) des
gesuchten SignalsPopt,η undPn( f ) des Rauschensn im SignalbOT:




Um das Verh¨altnis der Leistungsspektren dimensionslos anschreiben zu k¨onnen, wird Gl.
(5.30) normiert mitGT(0):





GT( f )GT(0) 2+1: (5.32)
Der FaktorpSNR( f ) ist jetzt als Verh¨altnis der LeistungsspektrenPPopt( f ) jGT(0)j2 des ge-
suchten Signals nach einem fiktiven System mitG( f ) = GT(0) undPn( f ) des Rauschens im
SignalbOT zu verstehen,




Als Modell für pSNR( f ) dient wieder der Gauss–Tiefpass von Gl. (5.24) mit entsprechend
gewählten Parametern.
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5.2.5 Korrektur der Driftzeit und der zusätzlichen Laufzeiten im Trans-
missionspfad
Im gleichen Maße, wie die Reflexionsantwort des Messobjekts sich auf der Zeitachse durch
die zeitliche Drift verlagert, verlagert sich auch die Transmissionsantwortpopt,η(t), da im
vorliegenden Messsystem Reflexionsantwort und Transmissionsantwort gleichzeitig gemes-
sen werden. Die Korrektur der Zeitdrift∆tDrift , die in Korrekturschritt Nr. 4 f¨ur das Refle-
xionssignal durchgef¨uhrt wurde, ist deshalb auch auf das Transmissionssignal anzuwenden.
Beide Signale haben dann einen definierten zeitlichen Bezug zur Position der Referenzflanke
des Stimulussignals.
In Abschn. 4.1.3 wurde der systematische LaufzeitfehlertG,T abgeleitet, der als Links-
verschiebung des Zeitsignals ber¨ucksichtigt werden muss. Die gesamte Linksverschiebung
ergibt sich dann zu
tG,ges= ∆tDrift + tG,T: (5.34)
Die Linksverschiebung wird in der Zeitfenster–AnfangspositionFenst,0der Zeitsignaldaten
popt,η(t) verrechnet:
tFenst,0,Kor.= tFenst,0  tG,ges; (5.35)
damit wird das Zeitdrift–korrigierte Signalp opt,η(t) erhalten.
5.2.6 Addition der Gleichanteile und Berücksichtigung des Einkoppel-
wirkungsgrads
Die Entfaltung der Systemfehlerkoeffizienten im Frequenzbereich kann die korrekten Gleich-
strom– bzw. Gleichspannungsanteilenicht berücksichtigen, da der Stimulus– und Refle-
xionspfad, der Vorverst¨arker und der Photodetektor an das Oszilloskop nur wechselspan-
nungsgekoppelt sind. Die Gleichanteile werden separat erfasst: Der Gleichspannungsaus-
gang des Photodetektors liefert eine zum Photogleichstrom proportionale Spannung, die in
den Gleichanteilpopt,0 umgerechnet wird. Die Gleichspannungu0 am Messtor X wird ¨uber
den Gleichspannungsanschluss eines Vorspannungsnetzwerks im Reflexionspfad ermittelt,
während der Gleichstromi0 an Messtor X durch den am Anschluss DCQ (Abb. 4.1) ein-
gespeisten und bekannten Gleichstrom vorgegeben ist. Damit ergibt sich f¨ur die absoluten
Signale an Tor X:
iX,abs(t) = iX(t)+ i0; (5.36)
uX,abs(t) = uX(t)+u0: (5.37)
Zur Lichteinkopplung in den schnellen Photodetektor (vgl. Abschn. 4.1.3) wird eine
Faser mit einer pr¨aparierten Endfl¨ache, einem konfektionierten Faserstecker und bekann-
ter Laufzeit verwendet. Der Gleich– bzw. Niederfrequenz–Photostrom des Detektors wird
über einen Transimpedanzverst¨arker gemessen. Um das Rauschen bei der Justage der Ein-
kopplung zu verringern, wird mit Lock–in–Technik beif  1kHz gearbeitet, dabei wird
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die Halbleiterlaserdiode direkt mit der Lock–in–Markierungsfrequenz moduliert. Vor den
eigentlichen Messungen werden folgende Schritte durchgef¨u rt:
1. Zunächst wird ein Arbeitspunkt oberhalb der Laserschwelle und eine Lock–in–Klein-
signal–Modulation eingestellt. Diese Parameter werden im Weiteren beibehalten.
2. Mit einem großfl¨achigen Photodetektor D1 wird die gesamte optische Leistung detek-
tiert und die resultierende Lock–in–SpannungUD1,gesermittelt.
3. Die präparierte Endfl¨ache der Faser, die zur Verbindung mit dem schnellen Photo-
detektor (mit kleiner Detektorfl¨ache) verwendet wird, wird vor dem Messobjekt posi-
tioniert. Das mit einem Faserstecker konfektionierte Ende der Faser wird vor dem
großflächigen Photodetektor positioniert und die resultierende Lock–in–Spannnung
UD1,Fasergemessen. Die pr¨aparierte Endfl¨ache wird in ihrer Position ver¨andert und ein






4. Bei unge¨andertem Arbeitspunkt und unge¨anderter Position der Faserendfl¨ache wird
der schnelle Photodetektor D2 am konfektionierten Faserende angeschlossen. Es wird









Vor und nach jeder Zeitbereichs–Messung wird der Einkoppelarbeitspunkt und die Lock–
in–Kleinsignal–Modulation (s. o.) an die Laserdiode gelegt und die jeweilige Lock–in–




















Sollte sich die Einkopplung w¨ahrend der Datenaufnahme einer Messung leicht ver¨andert
haben, dann wird diesëAnderung durch die Datenmittelung ebenfalls gemittelt, insofern ist
die Verwendung von̄ηMessgerechtfertigt.





als vollständig korrigiertes, absolutes optisches Signal an Tor Y.
Kapitel 6
Wirkung und Genauigkeit der Korrektur
Zur Beurteilung der Genauigkeit und der Wirkung der Datenkorrektur auf die Rohdaten wer-
den Messungen an Standards (Kurzschluss und Leerlauf) durchgef¨uhrt und die Ergebnisse
mit den zu erwartenden Werten verglichen. Zun¨achst werden sowohl f¨ur den Reflexionspfad
als auch den Transmissionspfad vereinfachte
”
Korrekturmethoden“ vorgeschlagen, die kei-
ne Frequenzgangkorrekturen oder Zeitbasiskorrekturen enthalten. Die Ergebnisse der ver-
einfachten
”




Die vereinfachte Korrektur des Reflexionspfads nimmt an, dass der Reflexionspfad aus d¨amp-
fenden und verz¨ogernden Elementen besteht und die Stimulusspannung und die reflektierte
Spannung sich im Teiler addieren. Die Umweglaufzeit vom Knotenpunkt des Teilers bis zum
Tor X und zurück betragetG,U. Weitere Laufzeiten zwischen Oszilloskop und Teilerknoten-
punkt brauchen nicht beachtet zu werden. Der Teiler d¨ampft die einfallende Stimuluswelle
bis zum Tor X um Faktor Zwei und um Faktor Vier bis zum Oszilloskop. Weitere d¨ampfende
Elemente sind bei den Messungen der Standards nicht verwendet worden, in Abweichung
zur Konfiguration in Abb. 4.1. Die Referenzspannung ist die mit einem koplanaren Ab-
schluss am Tor X gemessene ZeitfunktionuR,50(t). Mit einem Messobjekt (Standard) ergibt
sich die gemessene ZeitfunktionuR,X(t) aus der additiven̈Uberlagerung vonuR,50(t) und
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Die am Messobjekt einfallende WelleubX(t) ergibt sich aus der Stimuluswelle, die gleichzei-







Berechnet man nun SpannunguX(t) und StromiX(t) an Tor X analog zu Gln. (5.17) und
(5.18) ausuR,50(t), uR,X(t), dann erh¨alt man
uX(t  tG,U=2) = uaX(t  tG,U=2)+ubX(t  tG,U=2)








[ (uR,X(t) uR,50(t))+uR,50(t  tG,U)] : (6.4)
Diese Beziehungen erlauben zwar eine formale Berechnung von Strom und Spannung an Tor








Die Messung eines koplanaren Kurzschlusses wird mit Gl. (6.4) ausgewertet. Die ver-
wendete Messkonfiguration unterscheidet sich von der optimierten Konfiguration aus Abb.
4.1 durch ein zus¨atzliches 10–dB–D¨ampfungsglied vor dem Stufenabschw¨acher und fehlen-
de Dämpfung vor dem Oszilloskop. Außerdem ist der Impulskopf 4015 RPH ¨uber ein langes,
flexibles SMA–Kabel am Impulsgenerator–Treiber angeschlossen, in Abweichung zum kur-
zen halb–starren Kabel der Konfiguration Abb. 4.1. Die D¨ampfung des Stufenabschw¨achers
beträgt aSA = 0dB. Die Umweglaufzeit ergibt sich aus der Zeitdifferenz der 50%–Punkte
der ansteigenden und abfallenden Flanke vonuR,X(t) zu tG,U = 1;08 ns. Abb. 6.1 zeigt
die Messdaten und die Berechnung von StromiX(t) und SpannunguX(t). In Strom und
Spannung sind beit  0;8ns Spitzen zu erkennen, die auf die fehlende Driftzeitkorrektur
zurückzuführen sind. Die Qualit¨at der vereinfachten Korrektur ergibt sich aus dem Ver-
gleich der SpannunguX(t) mit dem SollwertuX,Soll(t) = 0. Wertet man die Differenz
∆u= uX(t) uX,Soll(t) abt > 2ns, so ergibt sich eine auf die AmplitudeUbX der einfallenden
WelleubX(t) =
p
Z0bX(t) bezogene maximale Betragsabweichung vonj∆ujmax=UbX = 10%
und eine RMS–Abweichung von
p
∆u2=UbX = 4%, mitUbX = 500 mV. Die fehlende Drift-
zeitkorrektur bewirkt in der Spannung eine weitere Spitze beit  1;9 ns mit einer relativen
Amplitude von 35%. Die St¨orungen in der Spannung im Bereich 2ns< t < 3;5ns sind auf
die internen Reflexionen im Reflexionspfad (haupts¨achlich durch die Vorstromnetzwerke be-
dingt) zurückzuführen.
Abb. 6.2 zeigt die Anstiegsflanke des Stromsprungs aus Abb. 6.1 (b) in zeitlicher Ver-
größerung. Die Bezugsamplituden f¨ur 0% und 100% werden im ganzen Zeitfenster von
8ns gemittelt. Die aus den Daten der vereinfachten Korrektur ermittelte Anstiegszeit betr¨agt
tr = 36;6ps.
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Abbildung 6.1: Vereinfachte Korrektur: (a) ReferenzmessungR,50(t), KurzschlussuR,X(t);
(b) Auswertung des StromiX(t); (c) Auswertung der SpannungenuX(t), ubX(t) (Nur jeder
vierte berechnete Punkt ist dargestellt).
6.1.2 Vollständige Korrektur
Die Messung des Kurzschlusses aus Abschn. 6.1.1 wird der vollst¨andigen Korrektur unter-
worfen, jedoch ohne Zeitbasiskorrektur. Abb. 6.3 zeigt die Auswertung des Kurzschlus-
ses. Zun¨achst sieht man, dass die Spitzen am Anfang der Kurven beit  0;8 ns fehlen.
Dies ist die direkte Auswirkung der Korrektur der Zeitdrift. Wertet man analog zu Ab-
schn. 6.1.1 die Differenz∆u = uX(t)  uX,Soll(t) = uX(t) ab t > 2ns, so ergibt sich ei-
ne auf die AmplitudeUbX der einfallenden WelleubX(t) bezogene maximale Betragsab-
weichung vonj∆ujmax=UbX = 2;1% und eine RMS–Abweichung von
p
∆u2=UbX = 1;2%,
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Abbildung 6.2: Anstiegszeit der Flanke des Stromsprungs an Tor X, vereinfachte Korrektur.
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Abbildung 6.3: Vollständige Korrektur der Messung eines Kurzschlusses: (a) berechne-
ter StromiX(t), (b) berechnete einfallende WelleubX(t) =
p
ZobX(t) und SpannunguX(t).
ubX(t) ist aus Gründen der Darstellung nach links verschoben. Nur jeder vierte berechnete
Punkt ist dargestellt.
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Abbildung 6.4: Vollständige Korrektur der Messung eines Leerlaufs: (a) berechnete Span-
nunguX(t), (b) berechnete einfallende WelleibX(t) = bX(t)=
p
Zo und StromiX(t). ibX(t) ist
aus Gründen der Darstellung nach links verschoben. Nur jeder vierte berechnete Punkt ist
dargestellt.
mit UbX = 550 mV. Durch die Driftzeitkorrektur hat sich inuX(t) die Höhe der Spitze bei
t 1;8ns ebenfalls verringert auf 18%. Die St¨orungen im Bereich 2ns< t <3;5ns sind prak-
tisch nicht mehr sichtbar. Schließlich ist zu sehen, dass die Amplitude des Stromsprungs um
ca. 10% h¨oher ist als in Abb. 6.1 (b), da jetzt auch D¨ampfungseigenschaften der Vorstrom-
netzwerke korrigiert werden.
Die Messung eines Leerlaufs entsprechend der Konfiguration von zuvor wird der voll-
ständigen Korrektur unterworfen, ebenfalls ohne Zeitbasiskorrektur. Ein Leerlauf entspricht
einer abgehobenen Messspitze, vorbehaltlich einer geringen negativen Streukapazit¨at, s.
Text vor Gl. (4.3). Abb. 6.4 zeigt die Auswertung des Leerlaufs. Wiederum f¨allt auf,
dass die Spitzen am Anfang der Kurven beit  0;8 ns fehlen. Die Analyse der Differenz
∆i = iX(t)  iX,Soll(t) = iX(t) abt > 2ns ergibt eine auf die Amplitude der einfallenden Wel-
le ibX(t) bezogene maximale Betragsabweichung vonj∆ijmax=IbX = 1;7% und eine RMS–
Abweichung von
p
∆i2=IbX = 1;0%, mit IbX = 11 mA. Die Höhe der Spitze iniX(t) bei
t  1;8ns beträgt 17%. Im Bereich 2ns< t < 3;5ns sind nur sehr geringe St¨orungen zu
sehen. Sowohl beim Kurzschluss als auch beim Leerlauf ist dies auf die Ber¨ucksichtigung
der Reflexion des Messtors XSTXX in der Korrektur zur¨uckzuführen.
Abb. 6.5 zeigt die Anstiegsflanke des Stromsprungs aus Abb. 6.3 (a) in zeitlicher Ver-
größerung. Die Bezugsamplituden f¨ur 0% und 100% werden im ganzen Zeitfenster von 8ns
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Abbildung 6.5: Anstiegszeit der Flanke des Stromsprungs an Tor X (Kurzschluss),
vollständige Korrektur.
gemittelt. Die ermittelte Anstiegszeit betr¨agttr = 34;3ps.
6.1.3 Vollständige Korrektur mit Zeitbasiskorrektur
Die Messung des Kurzschlusses aus Abschn. 6.1.1 wird sowohl mit als auch ohne Zeitbasis-
korrektur ausgewertet. In Abb. 6.6 sind die am Messobjekt
”
Kurzschluss“ einfallende Welle
bX(t) als SpannungubX(t) und die berechneten SpannungenuX(t) an Tor X dargestellt. Im
Fall ohne Zeitbasiskorrektur ist an der Stelle, an der die einfallende Flanke reflektiert wird,
in der Spannung eine Spitze zu sehen mit einer auf die einfallende WelleubX(t) bezogenen
Amplitude von 18%. Die Spitze resultiert aus der Subtraktion zweier Kurven, wobei die
eine die auf das Tor X umgerechnete einfallende Flanke und die andere die Reflexion der
einfallenden Flanke enth¨alt, s. Abschn. 5.2.3, Gl. (5.17) und Gl. (6.3). Sind die Kurven zeit-
lich leicht verschoben (wenige ps gen¨ugen!), entsteht eine Spitze genau an der Stelle der
Flanke. Wird die Spannung jedoch mit der Zeitbasis–Korrektur berechnet1, verringert sich
die Amplitude dieser Spitze auf 9%. Die anderen St¨orungen haben sich nicht erkennbar
verschlechtert oder verbessert.
Die Messung des Leerlaufs von Abschn. 6.1.2 wird sowohl mit als auch ohne Zeitba-
siskorrektur ausgewertet. In Abb. 6.7 sind die am Messobjekt
”
Leerlauf“ einfallende Welle
bX(t) als StromibX(t) und die berechneten Str¨omeiX(t) an Tor X dargestellt. Im Fall ohne
Zeitbasiskorrektur ist an der Stelle, an der die einfallende Flanke reflektiert wird, im Strom
eine Spitze zu sehen mit einer auf die einfallende WelleibX(t) bezogenen Amplitude von


















Abbildung 6.6: Einfluss der Zeitbasis–Korrektur auf die berechnete SpannunguX(t) an ei-
nem Kurzschluss am Tor X. Die auf den Kurzschluss einfallende WellebX ist in der Ab-
bildung als SpannungswelleubX(t) =
p
ZobX(t) dargestellt und nach links verschoben zur
besseren̈Ubersicht.
 17%, Begründung wie oben. Wird der Strom jedoch mit der Zeitbasis–Korrektur berech-
net2, reduziert sich die Amplitude dieser Spitze auf 5;4%.
Abb. 6.8 zeigt die Anstiegsflanke des Stromsprungs am Kurzschluss in zeitlicher Ver-
größerung. Die Bezugsamplituden f¨ur 0% und 100% werden im ganzen Zeitfenster von
8ns gemittelt. Die ermittelte Anstiegszeit betr¨agt tr = 33;4ps. Die Verbesserung ist auf die
Zeitbasiskorrektur zurc̈kzuführen.
2Der zeitliche Abstand der korrespondierenden Flanken reduziert sich von 5ps auf 1ps.
















Abbildung 6.7: Einfluss der Zeitbasis–Korrektur auf den berechneten StromiX(t) an ei-
nem Leerlauf am Tor X. Die auf den Leerlauf einfallende WellebX ist in der Abbildung als
StromwelleibX(t) = bX(t)=
p
Zo dargestellt und auf der Zeitachse nach links verschoben zur
besseren̈Ubersicht.





















Abbildung 6.8: Anstiegszeit der Flanke des Stromsprungs an Tor X (Kurzschluss),
vollständige Korrektur mit Zeitbasiskorrektur.
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6.1.4 Vollständige Korrektur an realem Messobjekt





















Abbildung 6.9: Anstiegszeit der Flanke des Stromsprungs an Tor X (Messobjekt: Laserdi-
ode, vgl. Abschn. 7.2.1, Parameter DC–VorstromIDC = 0;5mA, HF–DämpfungaSA = 0dB).
Es wird auf eine Messung an einer Laserdiode aus Abschn. 7.2.1 vorgegriffen. Auf die ge-
messene Reflexion wird die vollst¨andige Korrektur angewendet, einschließlich Zeitbasiskor-
rektur. Abb. 6.9 zeigt diejenige Stromzeitfunktion der Messreihe mit der gr¨oßten Sprungam-
plitude in zeitlich hoher Aufl¨osung im Bereich der Stimulusflanke. Die Bezugsamplituden
für 0% und 100% werden im ganzen Zeitfenster von 8ns gemittelt. Die damit ermittelte An-
stiegszeit betr¨agttr = 29;3ps. Die Reduktion der Anstiegszeit ist sowohl auf die verringerte
Anzahl von Dämpfungselementen als auch die leicht ge¨anderte Konfiguration (kurzes, halb-
starres Kabel zwischen Impulsgenerator–Treiber und Remote–Pulse–Head) zur¨uckzuführen.
6.1.5 Überblick
Tabelle 6.1 gibt einen̈Uberblicküber die diskutierten Ergebnisse f¨ur die verschiedenen Kor-
rekturmethoden der Referenz–Messung an einem koplanaren Kurzschluss. Die Korrektur
verbessert die Ergebnisse deutlich. Die letzte Zeile zeigt, welche (korrigierte) Anstiegszeit
bei einer ver¨anderten Impulsgenerator–Konfiguration und mit weniger D¨ampfungselementen
möglich ist.
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Korrekturmethode Referenzmessung Kurzschluss
Betragsfehler RMS-Fehler Spitze Anstiegszeit
vereinfachte Methode 10% 4% 35% 36;6ps
vollständig, ohne Zeitbasiskorr. 2;1% 1;2% 18% 34;3ps
vollständig, mit Zeitbasiskorr. 2;1% 1;2% 9% 33;4ps
reales Messobjekt
vollständig, mit Zeitbasiskorr. 29;3ps
Tabelle 6.1:Überblicküber die relativen Spannungsfehler und Anstiegszeiten
6.2 Transmissionspfad
6.2.1 Vereinfachte und vollständige Korrektur
Auch für den Transmissionspfad kann der Unterschied zwischen einer vereinfachten Kor-
rektur, die nur den nominellen̈Ubertragungsfaktor des Transmissionspfads ber¨ucksichtigt
(inklusive Einkoppelwirkungsgrad, nicht jedoch Frequenzgang) und der vollst¨andigen Kor-
rektur betrachtet werden. In Abb. 6.10 (a) ist das Ergebnis der vereinfachten Korrektur ei-
ner Messung aus Abschn. 7.2.1 und der vollst¨andigen Korrektur (b) dargestellt. Die Ein-
schwingüberhöhung ist in Kurve (b) sehr viel ausgepr¨agter. Weiterhin ist der langsame
Anstieg im Bereich von 2;5ns < t < 3;5ns verschwunden. Beide Verbesserungen sind
besonders auf die in (b) korrigierten Frequenzg¨an e des elektrischen Kabels und des Vor-
verstärkers zur¨uckzuführen.
6.2.2 Zeitliche Synchronität von angezeigtem Strom und optischer Leis-
tung
Die Korrektur soll im Idealfall zwischen Strom und optischer Leistung die korrekte zeit-
liche Relation herstellen, d. h. die ausgewerteten zeitlichen Verl¨aufe sollen auf ein und
derselben Zeitachse dargestellt die realen zeitlichen Verh¨altnisse zwischen Strom, Span-
nung und optischem Signal wiederspiegeln. Bei einem idealen elektrooptischen Wand-
ler ohne Verz¨ogerung sollten die Anstiegsflankensynchronim Stimulusstrom und im op-
tischen Signal auftreten. Um die zeitliche Genauigkeit der Korrektur zu ¨uberprüfen, wer-
den die Zeitfunktionen des ausgewerteten Stroms und der ausgewerteten optischen Leistung
übereinandergelegt. Als Beurteilungskriterium dient dabei die impulsf¨ormige Störung3 im
Stimulusstrom im eingeschwungenen Zustand von Stimulus und Messobjekt. Im Vorgriff
3Diese impulsf¨ormige Störung ist ein Produkt des Impulsgenerators. In der verwendeten (vom Herstel-
ler vorgesehenen) Konfiguration erzeugt eine zwischen Impulskopf und Treiber pendelnde Reflexion eine
zusätzliche impulsf¨ormige
”
Kleinsignalanregung“ bei∆t  3;5ns nach der Hauptflanke. Diese Reflexion ist
nur dann sichtbar, wenn man das kurze, halb–starre Kabel des Herstellers gem¨aß Abb. 4.1 verwendet. Setzt
man ein längeres SMA–Kabel als Verbindung ein, dann wird die St¨orung durch die l¨angere Laufzeit unter-
drückt. Die Anstiegszeit vergr¨oßert sich vontr = 31;5ps auf 33;4ps.
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Abbildung 6.10: Optisches Signal: (a) vereinfachte Korrektur, (b) vollst¨andige Korrektur
(ohne Gleichanteil). Parameter: DC–VorstromIDC = 26;5mA, HF–DämpfungaSA = 5dB,
vgl. Abschn. 7.2.1. Nur jeder vierte berechnete Punkt ist dargestellt.
auf Abschn. 7.2.2 zeigt Abb. 6.11 ausgewertete Kurven f¨ur Strom und optische Leistung.
In der Einfügung ist zu erkennen, dass die impulsf¨ormige Störung im optischen Signal ca.
50psfrüherals im elektrischen Signal auftritt. Da das Messobjekt keine akausale Transmis-
sion besitzen kann, ist dies als Laufzeitfehler der Korrektur anzusehen, dieser betr¨agt also
mindestensjtG,T,Fehlerj ' 50ps im Sinne einer geringeren Laufzeit im Transmissionspfad.
Andererseits hat die Laserdiode als Messobjekt aufgrund ihrer Kompaktheit keine reinen
Laufzeitanteile in der̈Ubertragung, sodass der Fehler zujtG,T,Fehlerj  50ps gesch¨atzt wer-
den kann. Ursachen f¨ur den Zeitfehler sind in der Laufzeitbestimmung des optischen Kabels
und der zeitvarianten Taktgeneratorperiode der Oszilloskopzeitbasis zu suchen.
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Abbildung 6.11: Strom (ohne Marker) und optische Leistung (Marker). Einfügung: Deh-
nung der Zeitachse und vertikale Justage des Bereichs um 5;5ns. Parameter: DC–Vorstrom
IDC = 50mA, HF–DämpfungaSA = 4dB, vgl. Abschn. 7.2.2.
6.3 Zeitauflösung der Korrektur
Die Zeitauflösung der Korrektur wird durch die Bandbreite der Korrekturrechnung bestimmt.
In Abschn. 4.1.2 wurde bereits auf die Charakterisierung der Komponenten eingegangen.
Das Charakterisierungsmessfenster hat die obere Grenzefo = 50GHz, dar¨uber hinaus sind
die Eigenschaften der Komponenten nicht bekannt und die Frequenzg¨ange werden f¨ur f > fo
zu Null gesetzt. Die Entfaltungsfilter reagieren auf starke frequenzlokale D¨mpfung der
Entfaltungsfrequenzg¨ange mit entsprechender frequenzlokaler D¨ampfung, d. h. die korri-
gierten Signale haben oberhalbB= fo vernachlässigbare Spektralkomponenten. Ein idealer
Sprung mit einem unendlich breiten Spektrum w¨urde durch die Entfaltungsfilter auf den Be-
reich f  B= fo beschränkt, der resultierende Sprung h¨atte die Form einer Integral–Sinus–
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; B= 50GHz ! tr = 8;9ps. (6.5)
Die ist die bestm¨ogliche Anstiegszeit, die die Korrektur im Fall einer sehr breitbandigen,
sprungförmigen Anregung zul¨asst. Die zugeh¨orige sin(x)=x–förmige Impulsantwort des fre-




; B= 50GHz ! tFWHM = 12ps. (6.6)
Zeitliche Details der Reflexion und der Transmission k¨nen nicht genauer als mit der zeit-
lichen AuflösungtFWHM wiedergegeben werden.
Das reale Stimulussignal steht in der CharakterisierungsbandbreiteB= fo nicht mit aus-
reichendem Rauschabstand zur Verf¨ugung. Die Entfaltungsfilter reduzieren die Bandbrei-
te aufgrund des Modells des Signal-zu-Ger¨ausch-Leistungsverh¨altnisses aufB < fo, vgl.
Gl. (5.23), (5.24). Die optimale Einstellung der Parameter gewinnt man interaktiv: Sobald
keine Verbesserung der Anstiegszeit durch eine Erh¨ohung der Bandbreite erreicht werden





Die mit dem vorgestellten Messsystem an einer Laserdiode vorgenommenen beispielhaften
Messungen werden ausgewertet und bez¨uglich des Großsignalverhaltens diskutiert.
7.1 Laserdioden
Halbleiterlaserdioden sind Dioden, die bei FlussstromIF > 0 Licht emittieren. Liegt der
Flussstrom oberhalb des sogenannten SchwellenstromsIS, setzt der Laserprozess ein und es
wird kohärente Strahlung erzeugt. Ist der Strom kleiner als der Schwellenstrom, wird nur
inkohärente Strahlung (spontane Emission) erzeugt. Die Differenz der Quasiferminiveaus
erreicht oberhalbIS die Größe des Bandabstandes, wird aber dann durch den Laserprozess
nominell festgehalten. Die Quasiferminiveaus k¨onnen sich dann nur noch schwach mit dem
Flussstrom ¨andern. Die resultierende differenzielle Spannungs¨a derung∂UF = Zi ∂IF ist des-
halb oberhalb der Schwelle sehr gering,Zi ist die differenzielle intrinsische Impedanz. Da
die äußere Flussspannung durch die Summe der Differenz der Quasiferminiveaus und den
Spannungsabf¨allen an kleinen Bahnwiderst¨andenRS gegeben ist, ist die ¨außere differenzi-
elle ImpedanzZLD = RS+Zi oberhalb der Schwelle sehr klein, typischerweise im 5: : :15–
Ω–Bereich. Deshalb erscheinen Laserdioden hochfrequenztechnisch als Bauteile mit niedri-
ger dynamischer ImpedanzZLD < Z0 = 50Ω. Für Ströme unterhalb der Schwelle folgt die
Flussspannung einer typischen Diodenkennlinie, und die differenzielle ImpedanzZi ist höher
als oberhalb der Schwelle [20, Kap. 3][80][15], da die Differenz der Quasiferminiveaus stark
mit dem Flussstrom variiert.
Betrachtet man Laserdioden im Großsignalbetrieb, d. h. mit Strom¨anderungen in der
Größenordnung des Schwellenstroms und gr¨oßer, dann ¨andert sich die Flussspannung ent-
sprechend der nichtlinearen Kennlinie der Laserdiode. BeiÄnderungen des Flussstroms
über die Schwelle hinweg ist die Annahme einer bestimmten differenziellen Impedanz nur
wenig hilfreich, um die Flussspannung zu beschreiben. Hinzu kommt, dass das dynamische
94
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Verhalten des intrinsischen Lasers ebenfalls Einfluss auf die anliegende Spannung hat [80]
[15].
Wie in Kap. 1 bereits dargelegt wurde, liegt das haupts¨achliches Interesse bei der Model-
lierung jedoch auf der Dynamik der abgegebenen optischen Leistung bei Großsignalbetrieb
und der Relation der Zeitfunktionen von Strom und optischer Leistung.
Für die Untersuchungen wurden vom Institut f¨r angewandte Festk¨orperphysik der Fraun-
hofergesellschaft in Freiburg (FhG IAF) Mehrfach–Quantenfilm–Laserdioden im Material-
system InGaAs/InAlGaAs/InP zur Verf¨ugung gestellt. Eine ausf¨uhrliche Beschreibung der
Laserstruktur gibt [11, Kap. 4]. Diese Laserdioden wurden speziell zur Untersuchung der
Eignung des Materialsystems bzw. der angewandten Schichtstruktur f¨r die hochfrequente
Modulation angefertigt, deshalb ist die laterale Struktur der Laserdioden speziell f¨ur ine
seitliche Kontaktierung mit koplanaren Mikrowellenmessspitzen angelegt. Die Laserreso-
natoren sind als Rippenwellenleiter aufgebaut, teils als Fabry–Perot–Laser (FP), teils als
Distributed–feed–back–Laser (DFB). Mehrere Laserdioden befinden sich in Gruppen ne-
beneinander auf schmalen Streifen (Barren) mit einer Breite, die der L¨ange des Laserreso-
nators entspricht. Die Resonator–Endfl¨achen sind die Spaltfl¨achen, die sich beim Bruch der
Barren aus dem angeritzten Wafer ergeben. Sie wurden teilweise noch mit einer Antireflex–
Beschichtung versehen. Tabelle 7.1 listet die wichtigsten Daten der untersuchten DFB–
Laserdiode auf.
Länge des Resonators1) l 210µm
Breite des Rippenwellenleiters1) b 3µm
Typ der Endflächen1) S. 1 AR–Beschichtung, S. 2 Spaltfl¨ache
Schwellenstrom2) IS 33;5mA
ohmscher Serienwiderstand1) RS 12;5Ω
differenzielle intrinsische Impedanz1) jZij ca. 5Ω
einseitige elektrooptische Steilheit2) R1S 0;22W/A
nominelle Emissionswellenl¨ange2) λ 1;535µm
1) Nach Angaben von FhG IAF und [11, Kap. 4]
2) Messungen zur statischen Charakterisierung
Tabelle 7.1: Daten der untersuchten Laserdiode
7.2 Messreihen
Es wurden zwei Messreihen gemessen: Einschalten auf einen bestimmten hohen Strom ober-
halb der Schwelle bei Variation des Anfangsstroms und gleichbleibende Sprungamplitude
bei Variation des Anfangsstroms. Der Anfangsstrom ist durch den DC–Vorstrom gegeben.
Die Mittelungszahl betr¨agt bei allen MessungennMittel = 128.
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7.2.1 Einschalten auf hohen Stromendwert über der Schwelle
Bei dieser Messreihe wird versucht, durch die Wahl der D¨ampfung des einstellbaren D¨amp-
fungsgliedes im HF–Pfad und die Wahl des Gleichvorstroms einen etwa gleichbleibenden
Stromendwertfür alle Messungen zu erreichen. Die Sprungamplitude kann nominell in 1–
dB–Schritten gew¨ahlt werden, und der Vorstrom ist kontinuierlich variabel. Die tats¨achliche
Amplitude des Stromsprungs ist jedoch erst mit Hilfe der Auswertung zu bestimmen. Es
zeigt sich, dass die eingestellten Parameter der Messreihe den vorgegebenen Endwert nicht
exakt erreichen1. Die variierten Parameter dieser Messreihe sind in Tabelle 7.2 aufgelistet.















Abbildung 7.1:Übersichtüber die ausgewerteten absoluten Anregungsstr¨ome iX(t) an der
Laserdiode (Punktedichte in der Darstellung um Faktor 4 reduziert).
Abb. 7.1 zeigt die ausgewerteten absoluten Zeitfunktionen der Str¨ome der Messreihe.
Die ersten f¨unf Vorströme liegen unterhalb der Schwelle, die letzten zwei oberhalb. Die
1Wünschenswert w¨are eine interaktive Messauswertungs– und Parametereinstellung.
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Marker +      4
Gleichvorstrom / mA 0;5 6;6 12;6 17;9 26;7 36;8 43;9
DämpfungaSA / dB 0 1 2 3 5 8 11
Tabelle 7.2: Vorstr¨ome und Dämpfungen der Messreihe und die Markersymbole der Abb. 7.1
bis 7.4.
stationären Endwerte liegen im Bereich von 55: : :60mA. Auf der Zeitskala von 0: : :8ns lie-
gen die Anstiegsflanken der Str¨ome scheinbar genau ¨ubereinander. In Wirklichkeit sind die
Kurven leicht verschoben, da einerseits die umgeschalteten D¨ampfungsstufen im schaltbaren
Stufenabschw¨acher die Laufzeiten geringf¨ugig beeinflussen und außerdem die Referenzflan-
ke eine leichte Zeitdrift aufweist. Beit  5;5ns erzeugt eine Reflexion im Impulsgenerator
eine zus¨atzliche impulsf¨ormige Kleinsignalanregung.

















Abbildung 7.2:Übersichtüber die ausgewerteten absoluten SpannungenuX(t) an der Laser-
diode (Punktedichte in der Darstellung um Faktor 4 reduziert).
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Abb. 7.2 zeigt die ausgewerteten absoluten Zeitfunktionen der zugeh¨ori n Spannungen
an der Laserdiode. Es ist zu beachten, dass nach der Sprungflanke sich die Reihenfolge der
Kurven bez¨uglich der Ordinatenachse umkehrt: Die Kurven mit h¨oherem Vorstrom haben
niedrigere Spannungsendwerte2.

































Abbildung 7.3:Übersichtüber die ausgewerteten absoluten optischen Leistungenpopt(t) an
der Laserdiode (Punktedichte in der Darstellung um Faktor 4 reduziert). In der Einf¨ugung
ist der Bereich umt = 7ns vergr¨oßert dargestellt.
Abb. 7.3 zeigt die ausgewerteten absoluten Zeitfunktionen der optischen Leistung der
Laserdiode imÜberblick. Mit zunehmendem Vorstrom wird die Einschaltverz¨ogerung ge-
ringer. Auch hier ist zu erkennen (Einf¨ugung), dass sich die vertikale Reihenfolge der Kur-
ven umkehrt (ausgenommen die mit
”
+“ markierte Kurve): Die Kurven mit h¨oherem Vor-
2Es ist zu ber¨ucksichtigen, daß die Vorstr¨ome einen Einfluss auf die Temperatur haben (Verlustleistung),
und die Temperatur sich auf die Flussspannung des pn–Übergangs auswirkt. Allgemein verringert sich die
Flussspannung einer Diode mit zunehmender Temperatur, hierdurch wird die Umkehrung der Reihenfolge der
Kurvenschar verst¨andlich.
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strom bzw. h¨oherem staton¨aren Endwert des Sprunges haben niedrigere optische Leistungen
im stationären Zustand. Beit  5;5ns ist die optische Reaktion der Laserdiode auf die
impulsförmige Störung im Stimulusstrom zu erkennen. Da die St¨orung bei allen Kurven
offensichtlich an der gleichen Stelle liegt, handelt es sich bei den Verz¨og ungen in den
Einschwingvorg¨angen nicht um Messartefakte.





























Abbildung 7.4: Detaildarstellung der ausgewerteten optischen Leistungenpopt(t) im Be-
reich vont = 1;5: : :4;5 ns (Punktedichte in der Darstellung um Faktor 2 reduziert). In der
Einfügung ist der Bereich umt = 4ns vergr¨oßert dargestellt.
Abb. 7.4 zeigt die ausgewerteten absoluten Zeitfunktionen der optischen Leistung der
Laserdiode in zeitlicher Dehnung. Die zuvor genannten Tendenzen sind deutlicher zu er-
kennen. Die Reihenfolge der Kurven bez¨uglich der Ordinatenachse entspricht der vorigen
Abbildung (siehe Einf¨ugung).
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7.2.2 Gleichbleibende Sprungamplitude
Bei dieser Messreihe soll die Sprungamplitude des hochfrequenten Stimulussprungs kon-
stant gehalten werden, unter Variation des Gleichvorstroms. Wiederum ist die tats¨achliche
Amplitude des Stromsprungs erst bei der Auswertung zu bestimmen. Tabelle 7.3 zeigt die
Vorströme dieser Messreihe. Die HF–D¨ampfung des einstellbaren D¨ampfungsgliedes be-
trägt aSA = 4dB für alle Messungen, woraus eine Sprungamplitude von∆i  35: : :40mA























Abbildung 7.5:Übersichtüber die ausgewerteten absoluten Anregungsstr¨ome iX(t) an der
Laserdiode (Punktedichte in der Darstellung um Faktor 4 reduziert).
Abb. 7.5 zeigt die ausgewerteten absoluten Zeitfunktionen der Str¨ome der Messreihe.
Die ersten vier Vorstr¨ome liegen unterhalb der Schwelle, die letzten drei oberhalb. Die sta-
tionären Endwerte liegen im Bereich von 34: : :98mA. Auf der Zeitskala von 0: : :8ns lie-
gen die Anstiegsflanken der Str¨ome wiederum scheinbar genau ¨ubereinander. Zumindest die
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Marker +      4
Gleichvorstrom / mA 0;5 10 20 30 40 50 60
Tabelle 7.3: Vorstr¨ome der Messreihe und die Markersymbole der Abb. 7.5 bis 7.8.
Zeitdrift bewirkt eine leichte, nicht sichtbare Verschiebung der Referenzflanke. Beit  5;5ns
erzeugt die Reflexion im Impulsgenerator wieder die impulsf¨ormige Kleinsignalanregung.













Abbildung 7.6:Übersichtüber die berechneten absoluten SpannungenuX(t) an der Laserdi-
ode (Punktedichte in der Darstellung um Faktor 4 reduziert).
Abb. 7.6 zeigt die ausgewerteten absoluten Zeitfunktionen der zugeh¨ori n Spannungen
an der Laserdiode. Die Anordnung der Kurven ist wegen der ungef¨ahr gleichbleibenden
Sprungamplitude erhalten geblieben. Jedoch ist deutlich der Einfluss der Diodenkennlinie
zu erkennen, der die Spannungsunterschiede zwischen den Kurven vor und nach der Stimu-
lusflanke reduziert.
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→
Abbildung 7.7: Übersichtüber die berechneten absoluten optischen Leistungenpopt(t) an
der Laserdiode (Punktedichte in der Darstellung um Faktor 4 reduziert).
Abb. 7.7 zeigt die ausgewerteten absoluten Zeitfunktionen der optischen Leistung der La-
serdiode imÜberblick. Auch hier wird mit zunehmendem Vorstrom die Einschaltverz¨ogerung
geringer. Beit 5;5ns ist wieder die optische Reaktion der Laserdiode auf die impulsf¨ormige
Störung im Stimulusstrom zu erkennen. Die St¨orung liegt bei allen Kurven wieder an der
gleichen Stelle, deshalb sind die Verz¨ogerungen in den Einschwingvorg¨angen also wiederum
keine Messartefakte.
Abb. 7.8 zeigt die ausgewerteten absoluten Zeitfunktionen der optischen Leistung der
Laserdiode in zeitlicher Dehnung.
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Abbildung 7.8: Detaildarstellung der berechneten optischen Leistungenpopt(t) im Bereich
von t = 1;5: : :4;5 ns (Punktedichte in der Darstellung um Faktor 2 reduziert).
7.3 Diskussion der Messergebnisse
7.3.1 Qualitative Betrachtung
Die Messergebnisse der optischen Leistung haben ein qualitatives Verhalten, das den erwar-
teten Ergebnissen im Fall der Großsignalmodulation entspricht. Sowohl die Einschwing–
Resonanzfrequenz, Einschwingd¨ampfung als auch die Einschaltverz¨ogerung der optischen
Leistung sind vom Vorstrom abh¨angig. Mit zunehmendem Vorstrom wird die Einschwing–
Resonanzfrequenz h¨o er und die D¨ampfung der Resonanzschwingung nimmt zun¨achst ab,
dann wieder zu. Diese Eigenschaften sind aus der Kleinsignalmodellierung bekannt und
plausibel. Die Betrachtung der zeitlichen Entwicklung in einem einfachen Modell (z. B.
[20, S. 214]) erklärt, warum mit zunehmendem Vorstrom die Einschaltverz¨ogerung geringer
wird. Aufgrund der allm¨ahlichen Anhäufung von Ladungstr¨agern im Kernbereich bei fe-
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stem Injektionsstrom dauert es eine gewisse Zeit, bis die Schwellentr¨ag rdichte dynamisch
erreicht wird und die Laseremission einsetzt. Eine weitergehende Diskussion kann nur mit
Bezug auf konkrete Modelle gef¨uhrt werden, dies ist jedoch nicht Bestandteil der Arbeit.
Die Messergebnisse der Klemmenspannung der Laserdiode hingegen verdienen eine ge-
nauere Betrachtung, denn es f¨allt ein unerwartetes Verhalten auf: In Abb. 7.2 und 7.6 zeigen
einige Kurven ein offensichtlich
”
induktives“ Verhalten, da die Spannung im Bereich bis zu
1ns nach der steilen Einschaltflankehöher ist als danach und ein
”
exponentiell“ abklingen-
des Verhalten aufweist. Besonders ausgepr¨agt ist dieses Verhalten bei den mit
”
+“ markierten
Kurven, denen jeweils der kleinste Gleich–Vorstrom entspricht. DieÜb rhöhungsamplitude
nimmt tendenziell mit h¨oherem Gleich–Vorstrom ab.
Dieses Verhalten ist insofern unerwartet, als sich die Diodenspannung haupts¨achlich aus
den Übergangsspannungen und den Spannungsabf¨allen an den Bahnwiderst¨anden zusam-
mensetzt. Spannung und Strom an der Diode sollten daher gut korreliert sein. Die Strom-
kurven zeigen zwar ebenfalls eine kleineÜberhöhung mit einer Amplitude von ca. 2mA
und ca. 500ps Dauer. Jedoch ist der Verlauf qualitativ unterschiedlich: dieÜberhöhung im
Strom hat ein abruptes Ende und kein exponentielles Abklingen. Zudem ist das abrupte Ende
der Stromüberhöhung in den Spannungsverl¨aufen zu erkennen, und die relative Amplitude
ist deutlich geringer als die eigentliche Spannungs¨uberhöhung. Die Spannungs¨uberhöhung
kann alsonicht durch den Verlauf des Stroms im Zusammenspiel mitÜbergangsspannungen
und Bahnwiderst¨anden erkl¨art werden.
Die Überhöhungsamplituden liegen im Bereich von ca. 10% der Amplitude des Span-
nungssprungs (vgl. Abb. 7.2, Kurve
”
+“) und sind damit deutlich gr¨oßer als die Meßunge-
nauigkeit des Messsystems. Geht man davon aus, dass die Messungen korrekt sind, ist also
nach einem
”
induktiven Effekt“ in den Laserdiodenmodellen zu suchen. Eine Zuleitungsin-
duktivität der Laserdiode als Serienelement kommt nicht in Frage, da durch die koplanare
Kontaktierung parasit¨are Elemente weitgehend ausgeschlossen sind. Außerdem w¨urde bei
nicht verschwindenden Stromquellenleitwert (YQ = 1=(50Ω)) eine große Zuleitungsinduk-
tivit ät ein langsames Ansteigen des Stroms bewirken, was aber nicht der Fall ist. Aus den
Kurven liest man eine Zeitkonstante von ca.τ = 800ps ab. Man kann versuchen, mit einer
Serienschaltung eines Widerstands und einer Kombination aus einer Parallelschaltung von
Widerstand und Induktivit¨at das Verhalten der Spannung bei einem idealen Stromsprung
(YQ = 0) zu modellieren. Mit einem angenommenen Widerstand vonR= 10Ω parallel zu
der fiktiven Induktivität lässt sich der Wert vonL = 8nH absch¨atzen. Dies ist ein recht
großer Wert3 in Anbetracht der Tatsache, dass die Laserdiode ein sehr kleines Bauteil ist. Ei-
ne Erklärung des induktiven Verhaltens durch eine physikalische Induktivit¨at kann deshalb
ausgeschlossen werden.
Die Ersatzschaltbildelemente zur Modellierung der Kleinsignalimpedanz von Laserdi-
oden (z. B. [15]) enthalten zwar eine Ersatzinduktivit¨at, allerdings nur im festen Zusam-
3In [80, S. 76] wurde f¨ur Laserdioden mit nahezu gleicher Geometrie versucht, die Hochfrequenzeigen-
schaften derLeitungsstruktur auf der Diodenmesazu messen. Die Parameterextraktion ergab eine Serienin-
duktivität von ca. 100pH.
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menspiel mit einer Ersatzkapazit¨at. Die Gesamtwirkung beider Elemente ist die eines Re-
sonanzkreises, der den in der Impedanz messbaren Teil der dynamischen Wechselwirkung
des elektrischen und des optischen Energiereservoirs in der Laserdiode beschreibt. Jedoch
ergibt sich im Zusammenhang mit den restlichen Elementen keinesfalls eine rein induktive
Wirkung.
Die Erklärung des Effekts ergibt sich aus der Betrachtung des Zeitverhaltens der Tr¨a-
gerverteilung einer pin–Struktur (bzw. psn–Struktur) bei einem Strom–Einschaltvorgang mit
Hochinjektion in die i–Zone (bzw. s–Zone) [38, S. 68 ff.][56, S. 159] [10]. Zu Beginn des
eingeprägten Stromsprungs ist die mittlere Zone schlecht leitf¨ah g, da noch keine Ladungs-
träger aus den hochdotierten Gebieten eingedrungen sind. Zur Aufrechterhaltung des Strom-
flusses (ohmscher Feldstrom) wird also eine h¨ohere Spannung als im eingeschwungenen
Zustand ben¨otigt. Treten nun im weiteren Verlauf Ladungstr¨ager aus dem p– und n–Gebiet
in die i–Zone ein, erh¨oht sich ausgehend von den Randbereichen in der mittleren Zone die
Leitfähigkeit und die Spannung ¨uber der mittleren Zone sinkt. Aufgrund der schlechten
Leitfähigkeit der mittleren Zone ist die dielektrische Relaxationszeit dort zun¨achst h¨oher
als in den Randgebieten. Vernachl¨assigt man die Anfangsphase in der Gr¨oßenordnung der
dielektrischen Relaxationszeit, innerhalb derer Quasineutralit¨at in der mittleren Zone her-
gestellt wird, dann kann zur Beschreibung der transienten Ladungstr¨agerverteilung das Mo-
dell derambipolaren Diffusionverwendet werden [67, Kap. 15][10]. In der mittleren Zo-
ne baut sich durch die beidseitige Ladungstr¨agerinjektion eine Speicherladung auf, deren
örtliche Verteilung im station¨aren Endzustand wie eine
”
Hängekurve“[67, S. 113] aussieht
[56, S. 142][38, S. 25], w¨ahrenddessen herrscht ¨uberall Quasineutralit¨at. Der eingepr¨agte
Flussstrom wird in diesem Modell einerseits durch Diffusion, andererseits durch Drift (Feld-
strom)örtlich und zeitlich aufrechterhalten. Die Diffusionsanteile k¨onnen nur dann und dort
Beiträge liefern, wo Konzentrationsgradienten mit Vorzeichen entsprechend der Polarit¨at de
jeweiligen Ladungstr¨ager vorliegen. Dies setzt aber voraus, dass bereits hinreichende Kon-
zentrationen ¨ortlich gespeichert wurden. Die Differenz zum eingepr¨agten Flussstrom muss
vom Feldstrom aufgenommen werden. Dies trifft haupts¨achlich auf den inneren Bereich der
mittleren Zone zu, er verkleinert sich im Verlauf der Injektion. Selbst im station¨re Zustand
wird ein Feldstrom ben¨otigt, da die Gradienten der von den Seiten injizierten Ladungstr¨a er
durch die Quasineutralit¨a stets auch Diffusionsanteile der anderen Sorte erzwingen. Diese
Diffusionsströme der
”
falschen Polarit¨at“ werden durch die Driftanteile und das zugeh¨orige
elektrische Feld kompensiert. Die Zeitkonstante der zeitlichen Dynamik wird durch die ef-
fektive Ladungstr¨ager–Lebensdauer beschrieben [38, S. 25]. Diese Modellannahme stimmt
mit den Messungen ¨uberein: die oben gesch¨atzte Zeitkonstante vonτ = 800ps wird durch
die Ergebnisse der Lebensdauerbestimmung in [11, S. 47] belegt. In [10] sind f¨ur exempla-
rische pin– und psn–Strukturen die ortsabh¨ngigen, transienten Ladungstr¨agerverteilungen
berechnet worden. Nach der Einschaltflanke nimmt die Spannung ¨uber der mittleren–Zone
ab bis auf einen Wert, der f¨ur die Aufrechterhaltung des der station¨aren Verteilung entspre-
chenden Feldstroms notwendig ist. Dieser Wert ist gegen¨ub r den Diffusionsspannungen an
denÜbergängen jedoch vernachl¨assigbar. Allgemein wird der Spannungsabfall ¨uber einem
neutralen Halbleiter–Raumgebiet mit zeitlich stark variabler Leitf¨ah gkeit aufgrund variabler
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Ladungsträgerkonzentration als
”
Leitfähigkeitsmodulation“[38, S. 28] bezeichnet.
Laserdioden besitzen zwar eine kompliziertere Schichtenfolge als einfache pin–Dioden,
jedoch sind die Randzonen stets h¨oher dotiert als der Kernbereich und im Einschaltzustand
herrscht Hochinjektion im mittleren Bereich. Bis zum dynamischen Erreichen der Schwel-
lenträgerdichte in der bei Laserbetrieb lichtemittierenden aktiven Zone kann die genannte
Modellvorstellung direkt ¨ubertragen werden. F¨ur spätere Zeitpunkte bzw. h¨ohere station¨are
Flussströme sorgt die stimulierte Emission in der aktiven Zone f¨ur eine lokal erh¨ohte Rekom-
bination. Durch die erh¨ohte Rekombination in der aktiven Zone wird die lokale Ladungs-
trägerkonzentration geklemmt, es sind keine starke Erh¨ohungen mehr m¨oglich. Oberhalb der
Schwelle ist deshalb der Einfluss der Leitf¨ahigkeitsmodulation nicht mehr so groß. Das Mo-
dell der ambipolaren Diffusion in der pin– bzw. psn–Struktur muss somit modifiziert werden,
siehe z. B. die Arbeiten [72] [18][71].
7.3.2 Einordnung
Das induktive Verhalten der Klemmenspannung aufgrund der Leitf¨ahigkeitsmodulation fin-
det in der Literatur zu Laserdioden keine Erw¨ahnung, da die Impedanzen stets im Klein-
signalbereich gemessen werden (vgl. [37] [80] [64] [15]) und mit analytisch l¨osbaren Mo-
dellen ohne Ber¨ucksichtigung ¨ortlicher Verteilungen analysiert werden. Da der Effekt der
Leitfähigkeitsmodulation nur deutlich bei Schaltvorg¨an en mit großer Amplitude auftritt, ist
er bei der Kleinsignalanalyse von geringerer Bedeutung. Außerdem erfordert die Sichtbar-
machung eine genaue Großsignalmesstechnik.
Die Laserdioden–Modellierung versucht haupts¨achlich, numerisch rechenaufwendige,
aber physikalisch begr¨undbare Modelle mit numerisch effizienten und ph¨anomenologisch
formulierten Modellen in brauchbarëUbereinstimmung zu bringen [41] [73]. Dabei geht es
u. a. um die Frage, inwieweit die tats¨chliche Ladungstr¨agerverteilung entlang der Strom-
flussachse (Schichtenfolge) innerhalb des i–Gebiets (Kernbereichs) der Laserdiode Einfluss
auf die Dynamik hat. Die ¨ortliche Ladungstr¨agerverteilung ist eine zeitabh¨angige Funktion,
die, wie oben bereits angesprochen, einerseits durch die am Rand festgelegte Tr¨agerinjektion
und andererseits durch Diffusionsstrom und Feldstrom (in Abh¨angigkeit von lokal unter-
schiedlichen Feldst¨arken und Bandverl¨aufen im Halbleiter) bestimmt wird. Die Simulation
und Verifikation dieser verteilten Modelle ist aufgrund der r¨aumlichen Diskretisierung und
auch der selbstkonsistenten Berechnung sehr rechenaufwendig. Dass die Diffusion der La-
dungsträger durch den Kernbereich Einfluss auf die Dynamik hat, kann auch mit analyti-
schen Modellen in einer Kleinsignaln¨aherung gezeigt werden [72] [18] [71]: Der Transport
der Ladungstr¨ager zum Quantenfilm wirkt wie ein Tiefpass. Je nachdem, ob der Arbeits-
punkt unterhalb oder oberhalb der Schwelle liegt, sind die Werte der den Tiefpasseinfluss
beschreibenden Zeitkonstanten unterschiedlich.
Gängige Großsignalmodelle abstrahieren von der kontinuierlichen Tr¨agerverteilung auf
wenige diskrete Tr¨agerreservoire (2 oder 3) und versuchen durch die entsprechenden Zeit-
konstanten das Transportverhalten zu modellieren [82] [75] [60]. Diese Modelle sind in er-
ster Linie auf die Anwendung in Systemsimulationen ausgerichtet. Insofern ist die Impedanz
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von untergeordneter Bedeutung, deshalb fehlt der Anspruch der genauen Beschreibung und
Berechnung der Klemmenspannung, die in diesen vereinfachten Modellen gar nicht ad¨aquat
berechnet werden kann. Die Spannung muss allerdings mit einem einfachen Dioden–Modell
mitsimuliert werden, um eine sinnvolle Simulation der Speisung zu erhalten [75].
Das Messverfahren liefert recht genaue Messergebnisse f¨ur Strom, Spannung und opti-
sche Leistung an der Laserdiode. Eine sinnvolle Anwendung des Messverfahrens besteht
allein schon darin, die Ergebnisse f¨ur die optische Leistung aus Messungen und von Groß-
signalsimulationen zu vergleichen. Dabei besteht die M¨oglichkeit, die Simulationen mit
demtatsächlichen Strom im Messobjektals realer physikalischer Eingangsgr¨oße berechnen
zu können. Darüberhinaus bietet es die M¨oglichkeit, im Rahmen der Simulation mit ver-
teilten Großsignalmodellen, die die Klemmenspannung auf physikalisch korrekte Art und
Weise berechnen, die zugrunde liegenden Modelle zu verifizieren. Insbesondere f¨ur das Stu-
dium der Dynamik von Transporteffekten kann die Klemmenspannung von Bedeutung sein,
da die Spannung eine stets messbare Gr¨oße ist, w¨ahrend die optische Leistung erst dann
Informationen liefert, wenn innerhalb des Lasers bereits die wesentlichen Transporteffekte
abgeschlossen sind und der Laser in einen Betriebszustand oberhalb der Schwelle gelangt
und Licht emittiert.
7.4 Vergleich mit herkömmlichen Methoden
Zum Vergleich wird noch betrachtet, mit welcher Genauigkeit der Stimulusstrom von Laser-
dioden mit herk¨ommlichen Messverfahren bestimmt und ber¨ucksichtigt wird.
7.4.1 Genauigkeit der impliziten Strombestimmung im Frequenz-
bereich
Die Messung der̈Ubertragungsfunktion im Frequenzbereich kann leicht mit vektorieller
Netzwerkanalyse durchgef¨uhrt werden. Es wird dabei von der Amplitudenunabh¨ngigkeit
derÜbertragungsfunktion bei Kleinsignalmodulation ausgegangen. Die Amplitude des Sti-
mulusstroms kann hierbei nicht konstant vorgegeben werden, sondern ergibt sich aus dem
realen Generatorinnenwiderstand, der realen Laserimpedanz und der realen Generator–Quel-
lenspannung. Die Korrekturverfahren ermitteln die Transmissionin Relation zu den bei der
Kalibration gemessenenSignalamplituden, d. h. der Stimulusstrom wird nicht explizit ermit-
telt.
In der Literatur wird nur selten darauf hingewiesen, dass die messtechnisch zwischen den
Toren eines vektoriellen Netzwerkanalysators ermittelteÜb rtragungsfunktion einer Laser-
diode (zuz¨uglich Photodetektor) noch bez¨uglich der Impedanz zu korrigieren ist, um die
eigentlich gesuchteRelation zwischen Strom und optischer Leistungzu erhalten [64][3]. Wir
gehen davon aus, dass die gemesseneÜbertragungsfunktionS21( f ) zwischen zwei kalibrier-
ten Bezugsebenen mit dem WellenwiderstandZ0 gemessenen wurde, und der Einfluss des
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nichtidealen Netzwerkanalysators somit bereits korrigiert ist4. Die erhaltene Kleinsignal–
Übertragungsfunktion
H 0Kl ( f ) =
Popt( f )




gibt das Verh¨altnis zwischen der zum Laser hinlaufenden Leistungswellea1 und der vom
Photodetektor gelieferten Leistungswelleb2 an (Frequenzgangeigenschaften des Detektors
sollen bereits durch spektrale Division korrigiert worden sein). Die Leistungswellea1 r -
präsentiert nur bei einem ideal angepassten Laser den hineinfliessenden Strom
I 0LD( f ) = a1=
p
Z0: (7.2)
Tatsächlich fliesst der Strom
ILD( f ) = a1(1 S11( f ))=
p
Z0 (7.3)
in die Laserdiode, bei der die Reflexion




aufgrund der nicht angepassten dynamischen ImpedanzZLD( f ) festgestellt wird. Die kor-
rekte Darstellung der Kleinsignal–Übertragungsfunktion lautet also









Ändert sichZLD( f ) mit steigender Frequenz z. B. vonZLD( f ) = 10: : :1Ω (z. B. [15]), dann
variiert S11( f ) zwischen 0;6: : :  0;96. Für jHKl ( f )=HKl ( f = 0)j ergibt sich damit eine
Betragsänderung im Bereich von 0: : :  1;4dB über der Frequenz im Vergleich zur nicht
korrigierten Bestimmung. Diese Abweichung hat Auswirkungen auf die Bestimmung der
Grenzfrequenz bzw. D¨ampfungskonstante. Demgegen¨uber ist der Aufwand zur korrekten
Bestimmung des Laserstroms vergleichsweise gering (gleichzeitigeS11( f )–Messung).
Ist nur der Laserstrom von Interesse, und soll die Impedanz nicht gemessen werden,
dann kann mittels eines ohmschen Serien–Vorwiderstands (z. B. in der Zuleitung oder in der
Messspitze) die Anpassung verbessert werden. Es wird angenommen, dass die Laserdiode
ideal durch den VorwiderstandZV an den InnenwiderstandZ0 des idealen Generators ange-
passt ist und ohmsches Verhalten aufweist (ZLD +ZV = Z0). Der angenommene Laserstrom
I 0LD( f ) wird dann mit der GeneratorspannungUG( f ):




4Die vollständige Zweitor–Korrektur mit zw¨olf Fehlertermen ber¨ucksichtigt zwar implizit die Reflexi-
on der Laserdiode, um stehende Wellen herauszukorrigieren. Dies hat jedoch nichts mit der korrekten
Berücksichtigung des Laserstroms zu tun.
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Der tatsächliche LaserstromILD( f ) hingegen wird durch den Vorwiderstand und die tats¨ach-
liche Laserimpedanz beeinflusst:
ILD( f ) =
2UG( f )
Z0+ZV( f )+ZLD( f )
: (7.7)


















Setzt man z. B. die Werte aus [11, S. 66,67] f¨ur Vorwiderstand (ZV = 45Ω), Serienwiderstand
(RS = 12;5Ω) und dynamischer Impedanz (Zi = 5Ω) ein und vernachl¨assigt die Frequenz-












 ILD( f )I 0LD( f )
= 0;89=̂ 1dB. (7.10)
Die Abweichung zwischen tats¨achlichem und angenommenen dynamischen Laserstrom ist
in diesem Beispiel nicht vernachl¨assigbar. In der Praxis ist die Abweichung frequenzvaria-
bel. Die Abweichung kann durch zus¨atzliche Dämpfungsglieder im Versorgungszweignicht
verbessert werden, da hiermit die Quellenimpedanz nicht ver¨andert wird. Die tats¨achliche
Abweichungkanngering sein, jedoch muss der VorwiderstandZV genau passend (eventuell
frequenzabh¨angig) gewählt werden. Aufschluss ¨uber den notwendigen Vorwiderstand gibt
die Messung der Impedanz.
Wiederum folgt, dass es einfacher und besser ist, nach dem in der vorliegenden Arbeit
beschriebenen Verfahren die Fehlanpassung bewusst in Kauf zu nehmen, die Reflexion zu
messen und auf den tats¨chlichen Strom zu schließen. Selbst bei einer Ber¨ucksichtigung der
Fehlanpassung durch Messung der Reflexion ist es besser, auf einen Vorwiderstand zu ver-
zichten, da die Reflexion dann mit einem h¨oheren Signal–zu–Ger¨ausch–Leistungsverh¨altnis
gemessen werden kann.
7.4.2 Genauigkeit der Strombestimmung im Zeitbereich
Bei Messungen im Zeitbereich werden typischerweise Großsignalamplituden f¨r den Sti-
mulusstrom verwendet, um die nichtlinearen dynamischen Eigenschaften zu untersuchen,
vgl. Kap. 1. Aus Gr¨unden der Einfachheit wird eine nominelle Anpassung mit einem Vor-
widerstand f¨ur das dynamische Verhalten oberhalb der Schwelle durchgef¨u rt. Zuvor wird
die Zeitfunktion der Generatorspannung mit einem Oszilloskop gemessen [11, S. 70]; die
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tatsächliche Reflexion der Laserdiode wird w¨ahrend der Messung aber nicht ber¨ucksichtigt.
Die Abweichung des angenommenen Stroms vom tats¨achlichen Strom entspricht gerade der
zuvor diskutierten Abweichung im Fall mit Vorwiderstand. Im Allgemeinen lassen sich
keine Aussagen f¨ur die Änderungen von Zeitfunktionen angeben, die durch betragsm¨ßig
begrenzteÄnderungen der zugeh¨origen Spektren entstehen. Zur Absch¨atzung des Fehlers
der Zeitfunktion des Stroms wird deshalb vereinfachend angenommen, dass sich die auf-
tretenden Impedanzen durch frequenzkonstante Bauelemente beschreiben lassen k¨onnen.
Auch wird angenommen, dass sich die Laserdiode f¨ur Großsignalaussteuerng oberhalb der
Schwelle durch eine differenzielle Impedanz beschreiben l¨asst. Die Gln. (7.6) bis (7.10) sind
dann auch f¨ur Zeitfunktionen g¨ultig. Mit den Werten des Beispiels erh¨alt man wieder einen
geschätzten relativen Fehler von 12% f¨ur die Stromamplitude. Diese Abweichung ist enorm,
wenn es darum geht, Augendiagramme zu simulieren mit Lasermodellen, deren Parameter
aus Messdaten gewonnen wurden.
Kapitel 8
Steckbrief des Messsystems —
Characteristics of the Measurement
System
8.1 Eckdaten
Messsystemtyp: Großsignal–Zeitbereichsnetzwerkanalysesystem hoher Bandbreite mit
Korrekturverfahren zur Bestimmung absoluter zeitlicher elektrischer Stimulus– und
Reflexionsgr¨oßen und einer zeitlichen optischen Antwortgr¨oße
Abtastverfahren:̈Aquivalenzzeitabtastung
Messtore: Ein elektrisches Tor und ein optisches Tor
Elektrisches Tor:Koplanare Mikrowellenmessspitze f¨ur On–wafer–Kontaktierung mit
Masse–Signal–Masse–Konfiguration und 100µm Pitch, 50Ω Impedanz, keine flexiblen
Leitungselemente zwischen Impulsgenerator, Messspitze und Abtasteinheit
Optisches Tor:senkrechte Stirnfl¨ache einer Standard–Einmodenfaser
Messbare Größen: Rohdaten:unkorrigierte Zeitfunktionen des Stimulus– und Reflexions-
signals und der optischen Antwort, Referenzmessung an koplanarem Abschluss
Korrigierte Daten: Zeitfunktion des Stroms am elektrischen Tor, Zeitfunktion der
Spannung am elektrischen Tor und Zeitfunktion der optischen Leistung in zeitlich de-
finierter Relation zu Strom und Spannung
Messobjekte: System optimiert f¨ur koplanar kontaktierbare Halbleiterlaserdioden im Wel-
lenlängenbereichλ = 0;9: : :1;6nm
Eigenschaften des elektrischen Tors: Stimulussignalform:Gleichvorstrom und ¨uberlager-
ter Sprung mit steiler Flanke, Polarit¨at wählbar
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Speisung mit Vorstromnetzwerk:
 für f < 80kHz: Quellenleitwert 0, Speisung ¨uber Stromquelle, beliebige
GleichvorströmejIDCj  60mA
 für f > 80kHz: Impedanz: 50Ω, Speisung ¨uber HF–Sprunggenerator, geringe
EingangsreflexionSTXX am koplanaren elektrischen Tor (vgl. Abb. 4.7 auf Sei-
te 35): STXX /
8<:
 20dB f < 14GHz
 15dB f < 25GHz
 10dB f < 47GHz
Amplitude der Sprunganregung:∆I  130mA, erreichbar (koplanare Ebene) beiZLD 
5Ω und Flussspannungen vonUF & 0;8V (entsprechend dem Abstand der Quasifer-
miniveaus bei einer Emissionswellenl¨a ge vonλ  1;55µm). Die Amplitudenstufung
ist in 1–dB–Schritten m¨oglich, der Maximalwert wird durch feste D¨ampfungsglieder
vorgegeben.
Stimulussprungform (koplanare Ebene):Anstiegszeit (berechnet)r  30ps (positi-
ver Sprung), bei negativer Polarit¨at wird die Fallzeit geringf¨ugig kleiner, Sprungl¨ange
10 ns, geringes̈Uberschwingen (<6%)
Abtastbandbreite: f3dB = 50GHz
Eigenschaften des optischen Tores: Einkopplung:Faserstirnfl¨achenkopplung, hierbei er-
reichbarer Wirkungsgradη  10%
Photodetektor:Bandbreitef3dB 45GHz, Wellenlängenbereichλ = 0;9: : :1;6nm
Bandbreite des Vorverst¨arkers: f3dB 30 GHz (Die Bandbreite wird durch die Kor-
rektur im Effekt erh¨oht.)
Abtastbandbreite: f3dB = 50GHz
Typisches Format der Messdaten: Messfenster̄TMF = 8 ns,NAP = 4096 Punkte, Abtast-
raster 2ps,äquivalente AbtastratefA = 512 GHz
Signalquelle: Impulsgenerator PSPL 4015B [52] mit 9;1V Sprungamplitude und nomi-
nell 15 ps Fallzeit bei 10 ns Sprungl¨ange. Triggersignaleingang abgestimmt auf meh-
rere Familien von HP–Oszilloskopen [53].
Korrekturverfahren: Frequenzgang– bzw. Laufzeitkorrektur linearer Systemkomponenten
(numerische Korrekturrechnung im Fourierbereich):Vier–Term–Fehlermodell f¨ur Sti-
mulus– und Reflexionspfade, Ein–Term–Fehlermodell f¨ur Transmission
Korrektur Zeitdrift: Korrelation der Referenzflanke der Messdaten des Referenzsi-
gnals und der Messdaten des Messobjekts und Zeitverschiebung der Kurven
Korrektur der Zeitbasisnichtlinearit¨at: kubische Interpolation der Messdaten basie-
rend auf den zus¨atzlich ermittelten Zeitvers¨atzen der Zeitbasis
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Kalibration: Bestimmung der Fehlerkoeffizienten im Frequenzbereich mittels konventionel-
ler vektorieller Netzwerkanalyse (Netzwerkanalysator HP8510C):für Stimulus– und
Reflexionspfade indirekt durch Messungen an Kalibrationsstandards; f¨ur den Trans-
missionspfad direkt; gemessener Frequenzbereich 62 MHz: : :50GHz, Amplituden–
Genauigkeit besser als 0;2dB[31], Phasengenauigkeit besser als 3Æ bei 50 GHz[31]
Bestimmung von Laufzeiten:bei elektrischen Komponenten durch Transmissionsmes-
sung im Frequenzbereich, bei optischen Komponenten sowohl durch Transmissions–
als auch durch Reflexionsmessungen; gemessener Frequenzbereich 130 MHz: : :
20GHz
Bestimmung der Zeitbasisfehler:Messungen von periodischen Referenzsignalen und
numerische Parameterextraktion
Genauigkeit: Elektrische Daten (Anregung: Sprungf¨ormiges Stimulussignal mit Anstiegs-
zeit tr = 34;3ps):
Betrag maximaler relativer Spannungs–Fehler: 2;1% der nominellen Sprungamplitu-
de an 50Ω; relativer RMS–Spannungs–Fehler: 1;2% der nominellen Sprungamplitude
an 50Ω (Messbedingung: Kurzschluss)
Betrag maximaler relativer Strom–Fehler: 1;7% der nominellen Sprungamplitude an
50Ω; relativer RMS–Strom–Fehler: 1;0% der nominellen Sprungamplitude an 50Ω
(Messbedingung: Leerlauf)
Optische Daten:
Genauigkeit abh¨angig von:Angabe der Empfindlichkeit der zwei verwendeten Detek-
toren; Modellfehler durch RC–Modellannahme f¨ur Detektor–Frequenzgang; Genauig-
keit Charakterisierung Frequenzbereich (Fehler< 0;2dB)
Zeitliche Genauigkeit:
Zeitbasiskorrektur:Fehler der Abtastzeitpunkte in einem Fensterjδ∆τZBVj< 0;5ps;
Messdaten:Genauigkeit Zeitbasis zuz¨glich Phasenmessfehler der Frequenzbereichs–
Charakterisierung
Fehler der zeitlichen Relation der elektrischen und optischen Kurven:
jtG,T,Fehlerj< 50ps
Zeitliche Auflösung:
Halbwertsbreite der Impulsantwort des breitesten Filters im Frequenzbereich:
tFWHM = 12ps
Rauschen: Abschätzung mit Gln. (5.17), (5.18) und (5.27), (5.28), wobei die Fehlerkoeffi-
zienten als betragskonstant mit Werten entsprechend Tabelle A.1 angenommen wer-
den; außerdem sind die Summenterme aufgrund der Laufzeiten unkorreliert und die





rameter:fFilt = 50GHz, fA=2 250GHz,uR,RMS,Spez= 2mV, uR,RMS,VVPD= 2;5mV,
20logjSQPj= 5dB, 20log
S0PO= 20dB,HPD,i,0= 0;45A/W, η = 0;1, Z0 = 50Ω):
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Hinzu kommt die Rauschunterdr¨uckung durch die Mittelung mit dem Faktor1pnMittel .
Messzeiten (Zeitbereich): Pro Zeitbereichskurve ca. 6min (Parameter: 8ns Fensterl¨ange,
4096Punkte, 128Mittelungen pro Punkt), Anzahl der Kurven entspricht Anzahl der
Messungen am Messobjekt plus eine Referenzkurve von koplanarem 50-Ω-Abschluss
pro Stimuluseinstellung
Messzeiten für Kalibrationsdaten (VNWA): ca. 2h insgesamt: Messzeit im Frequenzbe-
reich (wenige Minuten pro Kurve) multipliziert mit der Anzahl der Messungen (vgl.
Abschn. 4.1 und Tabelle 4.1), plus Kalibration VNWA (ca. 20min), plus Montagezeit
(ohne Vorwärmzeit!)
Rechenzeiten der Korrektur: Rechenzeit pro Zeitbereichskurve ca. 20s (PC 400MHz P
II), hauptächlich ben¨otigt von Datenein-/Ausgabeoperationen
Rechenzeit der Zeitbasischarakterisierung: ca. 15min insgesamt (PC 100MHz Pentium)
für die in Abschn. 4.2.6.5 definierten Datens¨atze
8.2 Key data
Typ of measurement system: Large signal time domain network analysis system with high
bandwidth with correction procedures for the determination of absolute temporal elec-
trical stimulus and reflection quantities and of a temporal optical response quantity
Sampling method: equivalent–time sampling
Measurement ports: One electrical and one optical port
Electrical port: coplanar microwavemeasurement probe for on–wafer contacting with
ground–signal–ground configuration and 100µm pitch, 50Ω impedance, no flexible
lines between pulse generator, microwaveprobe and sampling unit
Optical port: perpendicular face of a standard mono–mode fibre
Measurable quantities: Raw data:uncorrected time–function of the stimulus and response
signal and of the optical response, reference measurement with coplanar 50–Ω termi-
nation
Corrected data:time–function of the current at the electrical port, time–function of
the voltage at the electrical port and time–function of the optical power with defined
temporal relation with respect to current and voltage
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Measurement objects: System ist optimized for coplanar contactable semiconductor laser
diodes in thewavelength–rangeλ = 0;9: : :1;6nm
Properties of the electrical port: Stimulus signal shape:DC bias–current and superim-
posed step with steep edge, polarity selectable
Feed with bias network:
 for f < 80kHz: source conductance 0, feed via current source, arbitrary DC
bias–currentsjIDCj  60mA
 for f > 80kHz: impedance: 50Ω, feed via RF step–generator, low input reflec-
tion STXX at the coplanar electrical port (ref. Fig. 4.7 on page 35):
STXX /
8<:
 20dB f < 14GHz
 15dB f < 25GHz
 10dB f < 47GHz
Amplitude of step–stimulation:∆I  130mA, achievable (coplanar plane) atZLD 
5Ω and forward voltages ofUF& 0;8V (corresponding to the difference of the quasi–
fermi levels for an emissionwavelength ofλ  1;55µm). The amplitude is selectable
in 1–dB–steps, the maximum value is defined by fixed attenuators.
Shape of stimulation–step (coplanar plane):rise time (calculated)tr  30ps (positive
step), the fall time decreases slightly with negative polarity, step–length 10 ns, small
overshoot (<6%)
Sampling bandwidth (analogue): f3dB = 50GHz
Properties of the optical port: Coupling:fibre butt–coupling, thereby achievable efficiency
η  10%
Photodetector:bandwidth f3dB 45GHz,wavelength rangeλ = 0;9: : :1;6nm
Bandwidth of preamplifier: f3dB 30 GHz (the bandwidth is effectively increased by
the use of the correction procedures.)
Sampling bandwidth (analogue): f3dB = 50GHz
Typical format of measurement data: Measurement windowT̄MF = 8 ns, NAP = 4096
points, sampling grid 2ps, equivalent sampling ratefA = 512 GHz
Signal source: Puls generator PSPL 4015B [52] with 9;1V step amplitude and nominal
15 ps fall time at 10 ns step–length. Its trigger–signal–input is designed for several
families of HP(Agilent)–oscilloscopes [53].
Correction procedure: Frequency response, resp. delay time correction of linear system
components (numerical computation of the correction in the Fourier domain):Four–
term–error–model for the stimulus and reflection paths, one–term–error–model for the
transmission path
Correction of the time drift:Correlation of the reference–edge of the measurement
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data of the reference signal and the measurement data of the measurement object and
time–shift of the curves
Correction of time base nonlinearity:Cubic spline–interpolation of measurement data
basing on additionally characterised offset values of the time base sampling grid
Calibration: Determination of the error coefficients in the frequency domain with con-
ventional vectorial network analysis (network analyser HP8510C):For stimulation–
and reflection–paths indirectly through measurements of calibration standards; for the
transmission–path directly; measured frequency range 62 MHz: : : 50GHz, amplitude
accuracy better than 0;2dB[31], phase accuracy better than 3Æ at 50 GHz[31]
Determination of delay times:For electrical components through transmission mea-
surements in the frequency domain, for optical components through both transmission
measurements and reflection measurements; measured frequency range 130 MHz: : :
20GHz
Determination of time base errors:Measurements of periodic reference signals and
numerical parameter extraction
Accuracy: Electrical data (stimulation: step like stimulus signal with rise timetr =34;3ps):
Absolute value of maximum relative voltage error: 2;1% of nominal step amplitude at
50Ω; relative RMS voltage error: 1;2% of nominal step amplitude at 50Ω (measure-
ment condition: coplanar short circuit termination)
Absolute value of maximum relative current error: 1;7% of nominal step amplitude at
50Ω; relative RMS current error: 1;0% of nominal step amplitude at 50Ω (measure-
ment condition: coplanar open loop termination)
Optical data:
Accuracy depends on:Specification data of both used photo detectors; model error of
assumed RC–model for the frequency response of the photo detector; accuracy of the
characterisation in the frequency domain (error< 0;2dB)
Temporal Accuracy:
Time base correction:Error of sampling points in one windowjδ∆τZBVj< 0;5ps;
Measurement data:Accuracy of time base plus phase error of frequency domain char-
acterisation
Error of temporal relation of electrical and optical curves:jtG,T,Fehlerj< 50ps
Temporal Resolution:
Full width half maximum of pulse response of broadest filter in frequency domain:
tFWHM = 12ps
Noise: Estimation with eqn. (5.17), (5.18) and (5.27), (5.28), thereby assuming the error
coefficients being frequency independent with values corresponding to table A.1; fur-
thermore the terms under the sum are uncorrelated due to different delays and filter-





eters: fFilt = 50GHz, fA=2  250GHz,uR,RMS,Spez= 2mV, uR,RMS,VVPD= 2;5mV,
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20logjSQPj= 5dB, 20log
S0PO= 20dB,HPD,i,0= 0;45A/W, η = 0;1, Z0 = 50Ω):
















Further noise suppresion by a factor of1pnMittel comes along with the averaging.
Measurement duration (time domain): Approx. 6min per time domain curve (parameter:
8ns window length, 4096points, 128averages per point), number of curves corre-
sponds to number of measurements of device being examined plus one reference curve
of the coplanar 50-Ω-termination per stimulus setting
Measurement duration for calibration data (VNWA): Approx. 2h total: measurement
duration in the frequency domain (few minutes per curve) times number of measure-
ments (ref. sect. 4.1 and tab. 4.1), plus calibration of VNWA (approx. 20min), plus
time for assembly (w/o warmup!)
Computation duration of correction: Approx. 20s computation duration per time domain
curve (PC 400MHz P II), mainly caused by data input/output
Computation duration of time base characterisation: Approx. 15min total (PC 100MHz
Pentium) for the data defined in sect. 4.2.6.5
8.3 Skalier– und Erweiterbarkeit
Messtore: Elektrisches Tor: Andere Konfigurationen von Mikrowellenmessspitzen sind
möglich (Signal–Masse, Masse–Signal, andere Pitches). Eine koaxiale Bezugsebene
(ohne Messspitze) ist nur bei Existenz eines breitbandigen koaxialen 50–Ω–Standards
sinnvoll.
Optisches Tor: Einfachste Variante mit Stirnfl¨achenkopplung gen¨ugt, selbst-
verständlich sind auch Taper oder gelinste Faserschw¨anze m¨oglich, sofern die Faser-
laufzeit genau bestimmbar ist. Freistrahloptiken zur Fasereinkopplung (Kugel/GRIN–
Linsenkombinationen) mit/ohne Isolator sind aufw¨andiger bez¨uglich der Laufzeit zu
kalibrieren.
Messobjekte: koplanar (oder koaxial) kontaktierbare Eintor– bzw. Zweitor–Bauteile: be-
liebige nichtlineare elektrische Ein– und Zweitore, die ein Stimulussignal ben¨otigen
(Dioden, Transistoren, Halbleiterlaserdioden etc.) und an 50–Ω–Abschlüssen stabil
sind.
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Signalquelle: Der Hersteller PSPL wirbt im aktuellen Katalog [55] damit, den weltweit
schnellsten Generator 4015C zu bauen. Das Nachfolgemodell 4015C des in der vor-
liegenden Arbeit verwendeten Modells 4015B unterscheidet sich nur im eingebauten
Taktgenerator, die Impulsspezifikationen bleiben gleich. Generatoren mit langsameren
Anstiegszeiten sind je nach zu untersuchendem Bauteil ebenfalls tauglich.
Genauigkeit: Verbesserung der Korrekturgenauigkeit:Erweiterung der Charakterisierung
auf weitere Systemkomponenten und entsprechend verfeinerte Berechnung der Feh-
lerterme; Charakterisierung des Photodetektors mittels elektrooptischer Verfahren
Verbesserung der zeitlichen Genauigkeit:Charakterisierung der zeitlichen Relation
zwischen elektrischem und optischen Tor mittels elektrooptischer Verfahren
Rauschen: Verbesserung des Signal–zu–Ger¨ausch–Leistungsverh¨altnisses des elektrischen
Tores:höhere Mittelungszahl (mit Einschr¨ankungen)
Verbesserung des Signal–zu–Ger¨ausch–Leistungsverh¨altnisses des optischen Tores:
besserer Einkoppelwirkungsgrad durch abbildende Optiken
8.4 Scalability and extensibility
Measurement ports: Electrical port: Other configurations of microwaveprobes are pos-
sible (signal–ground, ground–signal, other pitches). A coaxial reference plane (w/o
microwaveprobe) is reasonable only with the existence of a broadband coaxial 50–Ω–
standard.
Optical port: most simplest variant with butt–coupling is sufficient, of course taper or
lensed fibre–pigtails are usable, if the group delay is exactly determined. Free space
optics for the fibre coupling (ball/GRIN–lens combinations) w/ or w/o isolator need
much more efforts for the delay calibration.
Measurement objects: coplanar (or coaxial) contactable one–port resp. two–port devices:
arbitrary nonlinear electrical one–ports or two–ports, which need a stimulus (diodes,
transistors, semiconductor laser diodes etc.) and which are stable at 50–Ω–terminations.
Signal source: The manufacturer PSPL claims in its most recent catalog [55] to build the
world’s fastest generator 4015C. The successor model 4015C of the model 4015B
which was herein used differs only in the built–in clock–generator, the pulse specifica-
tions remain the same. Generators with slower rise time are also suitable, depending
on the device being examined.
Accuracy: Improvement of the accuracy of correction:Extension of the characterisation
covering further system components and refined calculation of error coefficients; Char-
acterisation of the photo detector with electro–optic techniques
Improvement of temporal accuracy:Characterisation of temporal relation between
electrical and optical port with electro–optic techniques
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Noise: Improvement of signal–noise–ratio of the electrical port:higher number of averages
(with restrictions)




In der vorliegenden Arbeit wurderstmals ein kalibriertes Großsignal–Zeitbereichs–Netz-
werkanalyse–Messsystem f¨ur koplanar kontaktierbare Laserdiodenvorgestellt. Das Mess-
system erlaubt die Bestimmung deszeitlichen Verlaufs von Strom und Spannung am Mess-
objekt mit geringen Amplitudenfehlern. Strom und Spannung stehen dabei zwangsl¨aufig in
der richtigen zeitlichen Relation. Weiterhin erlaubt das Messverfahren die Bestimmung des
Zeitverlaufs der optischen Leistung in zeitlich definierter Relation zu Strom und Spannung.
Ausgehend von der klassischen Konfiguration wurde ein kommerzielles Zeitbereichs–
Netzwerkanalysesystem mit zus¨atzlichen Komponenten erweitert. Der optimierte Messauf-
bau wurde zur Bestimmung der relevanten Fehlerterme modelliert, in einzelne Komponen-
ten zerlegt und im Frequenzbereich charakterisiert. Durch diese Fremdkalibration wird ei-
ne höhere Genauigkeit als durch Selbstkalibration im Zeitbereich erzielt. Die gemessenen
Rohdaten werden angepassten Korrekturalgorithmen unterworfen, die die interessierenden
Größen im Fourierbereich unter Zuhilfenahme der Messsystem–Charakterisierungsdaten be-
rechnen.Mit einem Korrelationsverfahren wird die Zeitdrift des Stimulussignals korrigiert.
Zusätzlich wird die Zeitbasisnichtlinearit¨a des Oszillokops modelliert, charakterisiert und
korrigiert. Die Zeitbasischarakterisierung ist aufgrund spezieller Methoden in der Lage,
die Charakterisierungsdaten effizient auszunutzen und Unstetigkeiten in der tats¨achlichen
Abtastverz¨ogerung der Zeitbasis aufzudecken. Insbesondere kann mit der Zwei–Fenster–
Multifrequenz–Methode die Taktgenerator–Frequenz genau bestimmt werden. Mit Mes-
sungen an koplanaren Standards wird die Genauigkeit des gesamten Systems (Messauf-
bau, Charakterisierungsdaten und Korrekturverfahren) evaluiert. Der Fehler der Strom– und
Spannungsbestimmung liegt im 1–%–Bereich. Der Fehler der zeitlichen Relation zwischen
Strom und optischer Leistung konnte aufjtG,T,Fehlerj  50ps gesch¨atzt werden. Als Ursachen
für diesen Zeitfehler sind die Laufzeitbestimmung des optischen Kabels und die zeitvari-
ante Taktgeneratorperiode zu sehen. Trotz Laufzeit–Fehler in der Korrektur des Transmis-
sionspfads ist diezeitliche Relation von Strom und optischer Leistung verifizierbar.Das
Messverfahren eignet sich somit alsReferenz f¨ur den Test der Großsignaltauglichkeit von
Laserdiodenmodellen in Bezug auf Einschwingverhalten, optische Pulsform und Einschalt-
verzögerung. Die Eigenschaften des Messsystems sind vollst¨andig in Kap. 8 angegeben.
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Zwei Messreihen an einer Laserdiode demonstrieren den Einsatz des Messsystems. Die
Eigenschaften der Klemmenspannung der Laserdiode werden qualitativ beurteilt.Der bis-
her in der Literatur nicht erw¨ahnte Effekt der Leitf¨ahigkeitsmodulation an Laserdioden im
Großsignalbetrieb konnte damit an der untersuchten Laserdiode nachgewiesen werden, dies
ist mit herkömmlichen Kleinsignal–Impedanzmessverfahren nicht m¨oglich. Die Messung der
Leitfähigkeitsmodulation erlaubt Einblicke in den Ladungstr¨agertransport in der Laserdiode.
Darüberhinaus ist das Messsystem mit geringen Modifikationen zur Untersuchung von
elektrischen Ein– und Zweitorbauelementen mit Sprunganregung im Großsignalbetrieb ge-
eignet, sofern die Bauelemente an 50–Ω–Abschlüssen stabil sind.
Die Genauigkeit des Messsystems kann noch weiter erh¨oht werden, indem die Fremd-
kalibration mit den in Abschn. 2.4 genannten elektrooptischen Verfahren durchgef¨uhrt wird.
Damit sollte es m¨oglich sein, die harte Bandbreitenbegrenzung der Komponenten–Charakte-
risierung zu h¨oheren Frequenzen zu verschieben und damit die Begrenzung der Zeitaufl¨osung
etwas zu verbessern. Es sollte damit weiterhin m¨oglich sein, den Oszilloskopfrequenzgang
zu charakterisieren, die Zeitbasis genauer zu charakterisieren, den Laufzeitfehler im Trans-




Tabelle A.1 gibt einëUbersichtüber die Gr¨oßenordnung derS–Parameter der Komponenten




 10dB f < 25GHz









 10dB f < 35GHz
 5dB f < 45GHz
SGF  3: : : 2dB f < 35 GHz
SHG  10dB
Tabelle A.1: Größenordnung der S–Parameter
Zur Berechnung der Fehlerkoeffizienten wird die GraphendeterminanteN00 benötigt.
Vergleicht man die Beitr¨age der einzelnen Summanden, die sich aus den Werten in Ta-
belle A.1 ergeben, dann k¨onnen in Gl. (4.13) N¨aherungen durchgef¨uhrt werden. Da der Fak-
tor SD1SF1(SED)2(SFE)2 klein ist gegen¨uber den anderen Summanden, wird er vernachl¨assigt.
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Der Nenner kann dann zu einem Produkt zusammengefasst werden:
N00 = 1  (SD1SD2+SE1SF2(SFE)2+SD1SF1(SED)2(SFE)2)+SD1SD2SE1SF2(SFE)2
 1  (SD1SD2+SE1SF2(SFE)2)+SD1SD2SE1SF2(SFE)2
= (1 SD1SD2)(1 SE1SF2(SFE)2) = L1L2 = N; (4.18)
L1 = 1 SD1SD2; L2 = 1 SE1SF2(SFE)2: (4.19)




































XX können die Summanden mitN im Nenner noch
weiter genähert werden: Da die Summanden mitN im Nenner klein sind im Vergleich zu den
anderen Summanden undN nur wenig von 1 abweicht, kann der Nenner durch 1 gen¨ah rt
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dB, dBe dB elektrisch
dBo dB optisch, siehe Fußnote auf Seite 38, bzw. [25, S. 57]






FFT Schnelle (Fast) Fourier–Transformation
IDC Messanschluss am Photodetektor f¨ur Gleichanteile
K1 Kanal 1 des Oszilloskops und TDR–Triggerausgang
K3 Kanal 3 des Oszilloskops
K4 Kanal 4 des Oszilloskops









TDNA Time Domain Network Analysis
TDR Time Domain Reflection
TDT Time Domain Transmission
TE Triggerereignis
V&H Verfolge– und Halteschaltung
VNWA Vektorielle Netzwerk–Analyse
bzw. Vectorial Network Analysis
ZBV Zeitbasisverz¨ogerung
Mathematische Symbole
bxc Größte ganze Zahl x
A Amplitude, Gl. (4.55)
a einlaufende Leistungswelle allgemein, S. 22
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a( f ) einlaufende Leistungswelle, spektrale Darstellung, S. 22
a2 Amplitude der 1. Oberschwingung des Referenzsignals, Gl. (4.61)
a3 Amplitude der 2. Oberschwingung des Referenzsignals, Gl. (4.61)
aF fiktive Generatorleistungswelle, S. 28, Gl. (5.10)
aRef Amplitude des Referenzsignals, Gl. (4.61)
aS(t) Stimulusleistungswelle, verschoben, Gl. (4.2)
aS,0(t) Stimulusleistungswelle, zeitinvariant, Gl. (4.2)
aSA nominelle Dämpfung des Stufenabschw¨achers HP84904L, Kap. 7
aX einlaufende Welle an Messtor X, Abb. 4.3, Gl. (5.10)
b geometrische Breite, Abschn. 7.1
b, b( f ) auslaufende Leistungswelle, spektrale Darstellung, S. 22
bOR fiktive Leistungswelle im Oszilloskop (Reflexionspfad), S. 28, Abb. 4.3,
Gl. (5.10)
bOR,50 = bOR, Messung eines koplanaren 50Ω–Abschlusses, Gl. (5.12)
bOR,X = bOR, Messung des Messobjekts, Gl. (5.14)
bOT fiktive Leistungswelle im Oszilloskop (Transmissionspfad), Gln. (4.24),
(5.27)
bX auslaufende Welle an Messtor X, Abb. 4.3, Gl. (5.11)
Ckor,LL Korrekturwert der Streukapazit¨at der Messspitze, Gl. (4.3)
c Lichtgeschwindigkeit im Vakuum
dLY nomineller Abstand der Faserendfl¨ache zum Laserspiegel, S. 37
dMR Differenzvektor, Gl. (4.75)
dSR Differenzvektor, Gl. (4.76)
∂ti Abszissendifferenz von Referenz– und Sch¨atzpunkt, Gl. (4.69)
E1 Kostenfunktion für Parameterextraktion, Gl. (4.67)
E2;i Kostenfunktion für Parameterextraktion, Gl. (4.81)
EH Kostenfunktion für Parameterextraktion, Gl. (4.68)
f Frequenz
f1 Frequenz zur Zeitbasischarakterisierung, Abschn. 4.2.6.1
f2, f2k Frequenz zur Zeitbasischarakterisierung, Abschn. 4.2.6.1
f3dB 3dB–Grenzfrequenz allgemein
f3dB,PD 3dB–Grenzfrequenz des Photodetektors, Gl. (4.26)
fA Abtastrate, Nyquistrate, Gl. (4.116)
fA,max maximale Abtastrate, Gl. (4.117)
fA,min minimale Abtastrate, Abschn. 4.3.3
fMax maximale Frequenz im Messsignal, Nyquistfrequenz, Abschn. 5.2.1
fMess,i Frequenzst¨utzpunkt einer VNWA-Messung, Gl. (5.9)
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fo obere Grenze des Charakterisierungsmessfensters, Abschn. 6.3
fRef Frequenz zur Zeitbasischarakterisierung, Gl. (4.61)
fRef,max maximale Frequenz zur Zeitbasischarakterisierung, Abschn. 4.2.6.1
fu untere 3dB–Grenzfrequenz eines Hochpasses allgemein, Abschn. 7, 5.2.1
GF( f ) Gesamtheit der zu entfaltenden linearen Systembl¨ocke, Gl. (5.19)
GPD Photodetektor–Empfindlichkeit in V/W an definierter Lastimpedanz 25Ω, S. 18
GT( f ) Gesamtheit der zu entfaltenden linearen Systembl¨ocke, Gl. (5.29)
GX( f ) Gesamtheit der zu entfaltenden linearen Systembl¨ocke, Gl. (5.25)
gR(∆ti) Tangentensteigung anrR, Gl. (4.73)
H( f ) Übertragungsfunktion, Gl. (4.112)
Übertragungsfunktion, Gl. (4.120)
HGTP( f ) Modellfilter, Gausstiefpass, Gl. (5.23)
HKl ( f ) tatsächliche Kleinsignal¨ubertragungsfunktion der Laserdiode, Gl. (7.5)
H 0Kl ( f ) scheinbare Kleinsignal¨ubertragungsfunktion der Laserdiode, Gl. (7.1)
HLY Leistungs–Einkoppelwirkungsgrad, S. 37
HML Frequenzgang der Faser, S. 38
HM’M Frequenzgang der Faser im Photodetektor, S. 38
HPD,i intrinsischer Frequenzgang der Detektorempfindlichkeit in A/W, Gl. (4.25)
HPD,i,0 DC–Detektorempfindlichkeit, Gl. (4.26)
h(t) Impulsantwort, Gl. (4.112)
Impulsantwort, Gl. (4.120)
IbX nominelle Amplitude des Stromsprungs, Abschn. 6.1.1
IF Flussstrom der Laserdiode, Abschn. 7.1
ILD( f ) komplexe Amplitude des tats¨achlichen Laserstroms, Gl. (7.3)
I 0LD( f ) komplexe Amplitude des scheinbaren Laserstroms, Gl. (7.1)
IS Schwellenstrom der Laserdiode, Abschn. 7.1
IX( f ) Spektrum voniX(t), Gl. (5.17)
i Strom allgemein
i ganzzahliger Index
i0 Strom an Tor X, Gleichanteil, Gl. (5.36)
ibX(t) am Messobjekt einfallende Welle (als Strom), Abschn. 6.1.3
iX(t) Strom an Tor X, ohne Gleichanteil, Abschn. 5.2.3
iX,abs(t) absoluter Strom an Tor X, Gl. (5.36)
iX,Soll(t) theoretisch erwarteter Strom an Tor X, ohne Gleichanteil, Abschn. 6.1.1
j ganzzahliger Index
j komplexe Einheit
KNM’ intrinsischer Frequenzgang des Photodetektors, Gl. (4.25)
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K Oszilloskop–Kanal,K = R, T (HP54124T: R=Kanal 3, T=Kanal 4)
k ganzzahliger Index
L1 Abkürzung in Gl. (4.18)
L2 Abkürzung in Gl. (4.18)
l geometrische L¨ange, Abschn. 7.1
m ganzzahliger Index, Gl. (5.4)
N, N0, N00 Graphendeterminante, Gl. (4.13)
NAP Anzahl der Abtastpunkte im ganzen MessfensterT̄MF, Gln. (4.32), (4.116)
NAP,F Anzahl der Abtastpunkte im Teil–MessfensterT̄TF, Gl. (4.118)
NAP,K Anzahl der Abtastpunkte im ganzen Messfenster im KanalK, Gln. (4.45), (5.3)
NAP,max Maximale Zahl von Abtastpunkten f¨ur Messfenster̄TMF, Gl. (4.117)
NF Anzahl der Messfenster, Gl. (4.118)
NP Anzahl der Abtastpunkte innerhalb eines ununterbrochenenTG–Fensters in-
nerhalb des Messfensters, Gl. (4.104)
NP,VNWA Anzahl der Messpunkte einer VNWA–Messung, Gl. (5.9)
nD Index einer Diskontinuit¨at im Messraster, Gl. (4.49)
nMittel Anzahl von Werten f¨ur die Mittelung, Gl. (4.110)
nt,i Jitter, Gl. (4.52)
nZBV,G Anzahl der Taktgeneratorperioden, Gl. (4.38)
nZBV,G,1, nZBV,G,2 = nZBV,G für Fenster 1, 2, Gl. (4.56)
nZBV,G,i nZBV,G für Abtastpunkti, Gl. (4.101)
nZBV,G,K;i nZBV,G für Abtastpunkti im KanalK, Gl. (5.1)
Pa( f ) Leistungsspektrum des SignalsF, Gl. (5.22)
Pn( f ) Leistungsspektrum des Rauschensn, Gl. (5.22) ff.
Popt( f ) komplexe Amplitude der Einh¨ullenden der optischen Leistung, Gl. (7.1)
p opt(t) absolutes optisches Signal, Gl. (5.42)
Popt,η( f ) Spektrum des optischen Signalspopt,η(t), Abschn. 5.2.4
popt,η(t) optisches Signal, ohne Gleichanteil, ohne Laufzeit und Zeitdrift–Korr., ohne
Einkoppl.–Korr., Abschn. 5.2.4
p opt,η(t) optisches Signal, ohne Gleichanteil, ohne Einkoppl.–Korr., Gl. (5.35)
PPopt( f ) Leistungsspektrum des optischen Signals, Gl. (5.31)
pSNR( f ) Verhältnis der Leistungsspektren, Gln. (5.22), (5.32)
p0SNR( f ) Verhältnis der Leistungsspektren, unnormiert, Gl. (5.30)
pSNR,0 = pSNR(0), Modellkonstante, Gl. (5.24)
R1S Steilheit an einem Spiegel∆popt=∆i, Abschn. 7.1
RFresnel Leistungsreflexionsfaktor eines Fresnelreflexes an einem winkligen Faseren-
de, S. 38
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RS Bahnwiderstand, Abschn. 7.1
r relativer Frequenzfehler des Taktgenerators, Gl. (4.57)
ri Rauschen, Gl. (4.51)
rk Rauschen, Gl. (4.110)
rM;i Messpunkti im Quasi–Phasenraum, Gl. (4.72)
rR(∆ti) Referenzfunktion im Quasi–Phasenraum, Gl. (4.71)
rS(∆tSi ) Tangente anrR, Gl. (4.74)
rtDrift Zeitdriftrate, Gl. (4.1)
rX,50 Reflexionsfaktor eines koplanaren Abschlusses, S. 29
rX,KS Reflexionsfaktor eines koplanaren Kurzschlusses, S. 29
rX,LL Reflexionsfaktor eines koplanaren Leerlaufs, Gl. (4.3)
S Streuparameter, S–Parameter
SD1 Charakterisierungsmessung, Eing.–Refl.–Faktor Vorstromnetzwerk PSPL,
Bezugsebene D, Tabelle 4.1
SD2 Charakterisierungsmessung: Eing.–Refl.–Faktor Teiler–Gruppe (Bezugs-
ebene D), Tabelle 4.1
SDE = SED
SDX interner S–Parameter der Teiler–Gruppe, Gl. (4.4), Abb. 4.2
SE1 interner S–Parameter der Teiler–Gruppe, Gl. (4.10), Abb. 4.2
SED interner S–Parameter der Teiler–Gruppe, Gl. (4.5), Abb. 4.2
SEX interner S–Parameter der Teiler–Gruppe, Gl. (4.4), Abb. 4.2
SF1 Charakterisierungsmessung: Eing.–Refl.–Faktor Teiler–Gruppe (Bezugs-
ebene F), Tabelle 4.1
SF2 Charakterisierungsmessung: Eing.–Refl.–Faktor Vorstromnetzwerk SHF (Be-
zugsebene F), Tabelle 4.1
SFD,50 Charakterisierungsmessung: Transmission Teiler–Gruppe (Bezugsebenen
DF), Tabelle 4.1
SFD,KS Charakterisierungsmessung: Transmission Teiler–Gruppe (Bezugsebenen
DF), Tabelle 4.1
SFD,LL Charakterisierungsmessung: Transmission Teiler–Gruppe (Bezugsebenen
DF), Tabelle 4.1
SFE Charakterisierungsmessung: Transmission Adapter (Bezugsebenen EF), Ta-
belle 4.1
SGF Charakterisierungsmessung: Transmission Teiler–Gruppe (Bezugsebenen
DF), Tabelle 4.1
SHG Charakterisierungsmessung: Transmission D¨ampfungsglied (Bezugseb. GH),
Tabelle 4.1
SO Oszilloskopfrequenzgang, Gl. (4.12)
STOF System–Fehlerkoeffizient (Transmission FO), S. 31, Abb. 4.3
SON Laufzeitfaktor für elektrisches Leitungselement, S. 40
SO,R Oszilloskopfrequenzgang, Gln. (4.114), (5.10)
SO,T Oszilloskopfrequenzgang, Gln. (4.115), (5.28)
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STOX System–Fehlerkoeffizient (Transmission XO), S. 31, Abb. 4.3
SPO, S0PO Vorverstärker–Frequenzgang, S. 40








SX1 interner S–Parameter der Teiler–Gruppe, Gl. (4.7), Abb. 4.2
SXD = SDX
SXE = SEX
STXF System–Fehlerkoeffizient (Transmission FX), S. 31, Abb. 4.3
STXX System–Fehlerkoeffizient (Reflexion des Messtors X), gen¨ah rte Darstellung,
S. 31, Abb. 4.3
ST0XX System–Fehlerkoeffizient, gen¨aherte Darstellung, Anhang A




XX , Gl. (4.17)
T Temperatur
TDFT Fensterlänge der DFT, Gl. (5.8)
TDr Driftzeit während der Messung eines Teil–Messfensters, Gl. (4.120)
TExp Zeitdauer eines Experiments, gleichzeitig Abstand zwischen zwei Messun-
gen, Gl. (4.1)
TG tatsächliche Taktgeneratorperiode der Zeitbasis, Gl. (4.41)
T̄G scheinbare Taktgeneratorperiode der Zeitbasis, Gl. (4.38)
T̂G geschätzte Taktgeneratorperiode der Zeitbasis, Gl. (4.103)
T̄MF scheinbare L¨ange des Messfensters, Gln. (4.32), (4.116)
TSprung Impulsdauer eines rechteckf¨ormigen Signals, S. 23
T̄TF scheinbare L¨ange des Teil–Messfensters, Gl. (4.118)
TZBV,F(τ̄ZBV,F) nichtlineare Funktion der Zeitbasis–Feinverz¨ogerung, Gl. (4.42)
T̂ZBV,F(τ̄ZBV,F,i) stützpunktweise definierte Sch¨atzung für TZBV,F, Gl. (4.107)
ta auf den Triggerzeitpunkt bezogener Aufpunkt des Referenzsignals, Gl. (4.64)
t̂a numerischer Sch¨atzwert für ta, Gl. (4.85)
t̂a,1 numerischer Sch¨atzwert für ta in Schritt 1, Gl. (4.90)
t̂a,1A, t̂a,1B t̂a für Frequenz 1, Fenster A, B, Tabelle 4.2
t̂a,2 numerischer Sch¨atzwert für ta in Schritt 2, Gl. (4.96)
t̂a,2kA, t̂a,2kB t̂a für Frequenz 2k, Fenster A, B, Tabelle 4.2
t̂a,2,S Startwert für t̂a,2, Gl. (4.100)
t̂a,LR Aufpunkt des Lösungsraums von̂ta, Gl. (4.85)
tAI Zeitpunkt des Abtastimpulses, Gl. (4.34)
tf Fallzeit eines sprungf¨ormigen Signals, gemessen zwischen den 10 %– und
90 %–Punkten
tFenst,0 Zeitfenster–Anfangsposition vonpopt,η(t), Gl. (5.35)
tFenst,0,Kor. Zeitfenster–Anfangsposition vonpopt,η(t), korrigiert, Gl. (5.35)
tFWHM Halbwertsbreite einer impulsf¨ormigen Zeitfunktion
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tG Gruppenlaufzeit eines Bauteils allgemein
tG,Adapt. Adapterlaufzeit, S. 40
tG,ges tG,T ergänzt um Driftzeit–Korrektur, Gl. (5.34)
tG,ML Laufzeit der Faser, S. 38
tG,M’M Laufzeit der Faser im Photodetektor, S. 38
tG,ON Laufzeit der elektrischen Leitung im Photodetekor, S. 40
tG,T gesamte Laufzeit im Transmissionspfad, die nicht in Frequenzgang–
Phasenfaktoren enthalten ist, Gl. (4.29)
tG,U Umweglaufzeit Knotenpunkt 6 dB–Teiler—Ebene X und zur¨uck, Gl. (6.2)
ti tatsächlicher Abtastzeitpunkt, Gl. (4.62)
tK effektiver Abtastzeitpunkt f¨ur KanalK, Gl. (4.35)
tr Anstiegszeit eines sprungf¨ormigen Signals, gem. zw. den 10 %– und 90 %–
Punkten
tRef zeitl. Aufpunkt des Referenzsignals, Gl. (4.61)
tTr Zeitpunkt, zu dem das Triggerereignis die Anschlussbezugsebene passiert,
Gl. (4.33)
tTr,0 Zeitpunkt, zu dem das Triggerereignis intern die Triggerung ausl¨ost, Gl. (4.33)
UbX nominelle Amplitude des Spannungssprungs, Abschn. 6.1.1
UD1,Faser Lock–In–Spannung, großfl. Detektor nach Einkoppelfaser, Gl. (5.38)
UD1,ges Lock–In–Spannung, großfl. Detektor hinter Laserdiode (gesamte Leistung),
Gl. (5.38)
UD2,Faser,0 Lock–In–Spannung, schneller Detektor nach Einkoppelfaser, Gl. (5.39)
UD2,Faser,Mess Lock–In–Spannung, schneller Detektor, Messung der von Fall zu Fall
eingekoppelten Leistung, Gl. (5.40)
UD2,ges Lock–In–Spannung, schneller Detektor, fiktive Messung der gesamten Leis-
tung, Gl. (5.39)
UR,50( f ) Spektrum vonuR,50(t), Gl. (5.12)
UR,X( f ) Spektrum vonu R,X(t), Gl. (5.14)
UX( f ) Spektrum vonuX(t), Gl. (5.18)
u(∆t) tatsächliches Signal, Gl. (4.51)
ū(∆tk) gemittelter Signal–Messwert, Gl. (4.110)
u0 Spannung an Tor X, Gleichanteil, Gl. (5.37)
uaX(t) vom Messobjekt reflektierte Welle (als Spannung), Gl. (6.1)
ubX(t) am Messobjekt einfallende Welle (als Spannung), Gl. (6.2)
ui(∆tk) zufällig gestörte Probei des Signal–Messwerts, Gl. (4.110)
uDC numerische DC–Fehler–Kompensation im Referenzsignal, Gl. (4.61)
uK;m interpoliertes Signal von KanalK, Punktm, Abschn. 5.1.2
u0K(τZBV,K;m) = uK;m
uM,i gemessenes Signal, Gl. (4.51)
uR(∆tR) = u0R(τZBV,R)
u0R(τZBV,R) Reflexionsmesssignal, interpoliert, vgl.uK;m, Abschn. 5.1.3
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uR,50(t) = uR(∆tR), Messung eines koplanaren 50Ω–Abschlusses, Abschn. 5.2.2
uR,RMS Rauschspannung des Oszilloskops, S. 8, S. 43
uR,RMS,Spez.spezifizierte Obergrenze der Rauschspannung des Oszilloskops, S. 43
uR,RMS,VVPD Rauschspannung des Oszilloskops mit Vorverst¨arker und Photodetektor,
S. 43
uR,X(t)x = uR(∆tR), Messung des Messobjekts, Abschn. 5.2.2
u R,X(t) = uR(∆tR), Messung des Messobjekts, korrigiert bez¨uglich der Zeitdrift, Ab-
schn. 5.2.2
uRef(∆t) Modell (bestmögliche Sch¨atzung) des Messsignals, Gl. (4.53)
u0Ref(∆t) Ableitung des Modellsignals, Gl. (4.53)
uRef(∆t), u0Ref(t) Referenz– und Modellsignal der Zeitbasischarakterisierung,
Gl. (4.61), Gl. (4.63)
u00Ref(∆t) Zweite Ableitung des Modellsignals, Gl. (4.73)
uT(t) = uT(∆tT), Abschn. 5.2.4
uT(∆tT) Transmissionsmesssignal, interpoliert, Kanalversatz–korrigiert, Gl. (5.7)
u0T(τZBV,T) Transmissionsmesssignal, interpoliert, vgl.uK;m, Abschn. 5.1.3
uX(t) Spannung an Tor X, ohne Gleichanteil, Abschn. 5.2.3
uX,abs(t) absolute Spannung an Tor X, Gl. (5.37)
uX,Soll(t) theoretisch erwartete Spannung an Tor X, ohne Gleichanteil, Abschn. 6.1.1
x1, x2 Koordinaten, Gl. (4.70)
Y0 = 1Z0
YPD Admittanz des Photodetektormoduls, gemessen an der Bezugsebene O in
Abb. 4.8, Gl. (4.25)
Z0 = 50Ω, nomineller Bezugswellenwiderstand (=Impedanz des Standards”Ab-
schluss“)
Zi intrinsische differenzielle dynamische Impedanz, Abschn. 7.1
ZLD Äußere differenzielle dynamische Impedanz, Abschn. 7.1
ZV ohmscher Vorwiderstand, Gl. (7.7)
∆i Stromänderung, Stromdifferenz
∆ fDFT Frequenzabstand der DFT, Gl. (5.8)
∆ fMess Frequenzinkrement einer VNWA-Messung, Gl. (5.9)
∆popt Änderung der optischen Leistung
∆TZBV,F Abweichung vonT̂ZBV,F vom linearen Verlauf, S. 63
∆t tatsächlicher Abstand zweier Abtastpunkte, Gl. (4.56)
∆t̄ scheinbarer Abstand zweier Abtastpunkte, Gl. (4.56)
∆tDFT = 1= fA, Abstand der Abtastpunkte im Zeitbereich, Gl. (5.8)
∆tDrift Driftzeit, zeitliche Verschiebung zweier Signale, Gl. (4.1)
∆ti = ∆tK,i, tatsächliche Abtastverz¨ogerung, Gl. (4.62)
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∆t̄i = ∆t̄K,i, scheinbare Abtastverz¨ogerung, Gl. (4.87)
∆t̂i numerischer Sch¨atzwert für ∆ti , Abschn. 4.2.6.4.2, 4.2.6.4.3, Gl. (4.85)
∆t̂i;1 numerischer Sch¨atzwert für ∆ti in Schritt 1, Gl. (4.87)
∆t̂i;2 numerischer Sch¨atzwert für ∆ti in Schritt 2, Gl. (4.92)
∆t̂i;2;S Startwert für ∆t̂i;2 in Schritt 2, Gl. (4.97)
∆t̂i,LR Aufpunkt des Lösungsraums f¨ur ∆t̂i, Gl. (4.85)
∆tSi aktueller Sch¨atzwert der Abtastverz¨ogerung, Gl. (4.69)
∆tK,i tatsächliche Abtastverz¨ogerung,K = R, T, Gl. (4.47)
∆t̄K,i scheinbare Abtastverz¨ogerung,K = R, T, Gl. (4.45)
∆tk Zeitversatz, Gl. (4.52)
∆tR,Ref, ∆tT,Ref = ∆tK,i für Kanalversatz–Referenzflanke, Gl. (4.108)
∆u Spannungs¨anderung, Spannungsdifferenz, S. 18
∆uAD LSB–Wertigkeit des Analog/Digital–Wandlers, S. 42
∆uAver geräteinterne, numerische Messwertaufl¨osung, S. 42
∆τ̂TR,eff Differenz der effektiven Kanalverz¨ogerungen, Gl. (4.109)
∆τZBV Zeitbasisfehler, Gl. (4.44)
∆τZBV,i Zeitbasisfehler am Abtastpunkti, Gl. (4.88)
∆τ̂ZBV,i numerischer Sch¨atzwert für ∆τZBV,i, Gl. (4.92)
∆τ̂ZBV,2A,i, ∆τ̂ZBV,2B,i ∆τ̂ZBV,i für Frequenz 2, Fenster A, B, Tabelle 4.2
δu Spannungsfehler, Gl. (4.55)
δ∆τZBV Fehler der Sch¨atzung des Zeitbasisfehlers, Gl. (4.55)
η optischer Einkoppelwirkungsgrad, S. 18, Gl. (4.30)
η0 optischer Einkoppelwirkungsgrad, Referenzmessung, Gl. (5.38)
ηMess optischer Einkoppelwirkungsgrad, tats¨chlicher Wert, Gl. (5.40)
η̄Mess optischer Einkoppelwirkungsgrad, gemittelt, Gl. (5.41)
ηMess,vor optischer Einkoppelwirkungsgrad, tats¨chlicher Wert vor der Messung,
Gl. (5.41)
ηMess,nach optischer Einkoppelwirkungsgrad, tats¨chlicher Wert nach der Messung,
Gl. (5.41)
λ optische Wellenl¨ange allgemein
σEin Standardabweichung des Messsignals an einem Messpunkt, Gl. (4.111)
σMittel Standardabweichung des gemittelten Messsignals an einem Messpunkt,
Gl. (4.111)
σ∆t Standardabweichung des zuf¨alligen Zeitbasisfehlers (Jitter), S. 65
τ Zeitkonstante, Zeitdifferenz
τA,K = τA,R;τA,T
τA,R Laufzeit des internen Abtastimpulses zu den Abtastdioden Kanal R, Gl. (4.35)
τA,T Laufzeit des internen Abtastimpulses zu den Abtastdioden Kanal T, Gl. (4.35)
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τ̄Disk,nD scheinbare Lage einer Diskontinuit¨at im Messraster, Gl. (4.49)
τeff = τK;eff, Gl. (4.88)
τ̄i scheinbare zeitliche Lage eines Abtastpunkts, Gl. (4.32)
τinkr,K Abtastraster f¨ur Interpolation, Gl. (5.4)
τK = τR;τT
τK,eff effektive Signalverz¨ogerung bis zu den Abtastdioden in KanalK, Gl. (4.35)
τ̄K;i τ̄i für KanalK, Gl. (4.36)
τ̄MF Grundverz¨ogerung des Messfensters, Gl. (4.32)
τ̄Skew,K eingestellter Kanalversatz–Korrekturwert zum Ausgleich der Laufzeitdiffe-
renzen mitK = R, T, Gl. (4.36)
τ̄Skew,K bei den Messungen eingestellter Kanalversatz–Korrekturwert (nicht notwen-
digerweise der ben¨otigte Ausgleichswert),K = R, T, Gl. (4.36)b̄τSkew,K erforderlicher Wert von̄τSkew,K, K = R, T, Abschn. 4.2.6.1, 4.2.6.6
τR Laufzeit von der Anschlussbezugsebene des Kanals R bis zu den Abtastdi-
oden, Gl. (4.35)b̄τRef gemessene scheinbare zeitl. Lage der Kanalversatz–Referenzflanke, Ab-
schn. 4.2.6.6
τT Laufzeit von der Anschlussbezugsebene des Kanals T bis zu den Abtastdi-
oden, Gl. (4.35)
τTr Laufzeit von der Anschlussbezugsebene des Triggers bis zur Ausl¨osung des
Triggerereignisses, Gl. (4.33)
τZBV tatsächliche Zeitbasisverz¨ogerung, Gl. (4.37)
τ̄ZBV scheinbare Zeitbasisverz¨ogerung, Gl. (4.38)
τZBV,F tatsächliche Zeitbasis–Feinverz¨ogerung, Gl. (4.37)
τ̄ZBV,F scheinbare Zeitbasis–Feinverz¨ogerung, Gl. (4.40)
τ̄ZBV,F,i τ̄ZBV,F für Abtastpunkti, Gl. (4.104)
τZBV,G tatsächliche Zeitbasis–Grobverz¨ogerung, Gl. (4.37)
τ̄ZBV,G scheinbare Zeitbasis–Grobverz¨ogerung, Gl. (4.39)
τ̄ZBV,K scheinbare Zeitbasisverz¨ogerung für KanalK, Gl. (4.36)
τZBV,K;0 Startwert gew¨unschte tats¨achliche Zeitbasisverz¨ogerung, Gl. (5.4)
τ̂ZBV,K;i geschätzte tats¨achliche Zeitbasisverz¨ogerung, Gl. (5.2)
τZBV,K;m gewünschte tats¨achliche Zeitbasisverz¨ogerung, Gl. (5.4)
τZBV,R,Ref, τZBV,T,Ref τZBV–Werte für den Referenzpunkt in Kanal R, T, Gl. (4.109)
τ̂ZBV,R,Ref, τ̂ZBV,T,Ref Schätzwerte für τZBV,R,Ref, τZBV,T,Ref, Abschn. 4.2.6.6
τ∆ Hilfsparameter, zus¨atzlicher Freiheitsgrad der Anpassung, Gl. (4.94)
τ∆,A, τ∆,B τ∆ für Fenster A, B, S. 62
φ2 Phase der 1. Oberschwingung des Referenzsignals, Gl. (4.61)
φ3 Phase der 2. Oberschwingung des Referenzsignals, Gl. (4.61)
φTr Triggerphase des Referenzsignals, Gl. (4.64)
φTr,1 Triggerphase des Referenzsignals, Frequenzf1, Gl. (4.89)
φTr,2k Triggerphase des Referenzsignals, Frequenzf2k, Gl. (4.93)
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ωRef = 2πfRef, Referenzfrequenz, Gl. (4.63)
ω1 = 2πf1, Referenzfrequenz, Gl. (4.89)
ω2k = 2πf2k, Referenzfrequenz, Gl. (4.93)
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