Abstract: Serial data transmission accounts for a considerable share of the overall communication involved in real-time embedded systems. Although there are some standard serial protocols, many systems still use ad-hoc serial protocols for communication between a control computer and a serial peripheral device. Such protocols may have flaws in them which cannot be revealed by computer simulations or testing only. To complement testing, formal methods are now widely used and have proved effective in the verification of various communication protocols. However, for serial communication specifically, most of the previous research is focused on applying formal methods for the verification of standard serial interfaces. In the current work instead, we use formal methods to verify an ad-hoc serial communication protocol between a control computer and an echo sounder. Through our case study, we show how we integrated formal modeling and model-checking methods in an existing system and as a result, we were able to discover a fault in the protocol design, which could have gone unnoticed without formal software verification.
Introduction
Serial data transmission, being simple and cost effective, marks a considerable share of the overall communication involved in embedded systems. There are a number of safety critical applications that rely on the use of wired or wireless serial communication for the exchange of data between various components of the system. NMEA-0183 standard, for example, is used in GPS receivers for the transmission of positioning data to the host computer [1] , radar altimeters communicate serially with the aircraft control computer via wired interfaces such as RS-232/422 [2] . Similarly, LIN provides a cheap serial alternative to CAN bus for communication between components in automobiles.
While there are a few standard serial communication protocols, many others are custom designed by different manufacturers that produce serial peripheral devices. These protocols provide very similar functionalities but may involve different processes required for successful software interfacing between the specific communicating devices. To guarantee the correctness and reliability of the critical information that is exchanged through such serial communication links, it is therefore very important to ensure the correctness of the design and implementation of the serial communication protocols. Static reviews and testing (including computer simulations and HILS) are the most common methods used for the verification of software. However, it has been concluded through research that such methods of verification are limited to detecting specific classes of fault [3] . Therefore to expose subtle concurrency and algorithmic errors, formal verification methods are needed. Moreover, serial devices such as those mentioned earlier are often deployed in harsh onboard environments, where attenuation of signals and interference from neighboring devices can cause the corruption of data on the serial links. To ensure that only correct and reliable information is conveyed to the destination device, the designed protocols must be able to deal with faults and continue error free functioning. This requires that the protocol be tested against all the relevant behaviors of the system including the effects of the onboard environment. Unfortunately, exhaustive testing of such systems with reasonable time and effort is not feasible.
Formal methods, such as model-checking, provide valuable support to verify the correct functioning of a system design model [3] - [5] . In contrast to traditional verification approaches, model-checking permits systematically and exhaustively examining the behavior of any system through its formal model. Over the last two decades, model-checking has proven to be effective for hardware verification [6] , [7] , analysis of real-time embedded systems [8] , [9] , and validation of data communication protocols [10] - [12] . However, to our knowledge, very few papers have been published on model-checking of serial communication protocols [13] , [14] and those that do, focus on verifying data and control logic of the standard serial interfaces. In the current work, we aim to analyze and verify an ad-hoc serial communication protocol at the packet transfer level, using model-checking. We develop a formal model of the protocol with the aid of protocol state diagrams and/or event-sequence diagrams and derive specification properties for the model from the system requirements. To ensure the fault tolerant behavior of the protocol in a noisy environment, we integrate the system design model with an environment model. This environment model injects faults into the communication, emulating the effect of data corruption in a noisy onboard environment. The integrated model is then analyzed and verified through the automatic model-checker UPPAAL. If a specification property is not satisfied, a counter-example is generated by the model-checker. Since abstractions are involved in developing a formal model, it may sometimes lead to incorrect conclusions or false-positives. Therefore, we validate the counter-example through computer simulations to confirm the fault and fix it. Following the same procedure, the improved protocol design model is verified again, until all the faults have been removed.
The remainder of this paper is organized as follows. Section 2 gives a brief overview of the conventional serial protocols. Section 3 presents the proposed framework for the verification of such protocols, and Section 4 describes a case study on the serial interfacing of an echo sounder with a control computer where we used our proposed framework based on model-checking to reveal faults in the serial protocol design. Section 5 includes some of the research work related to the topic and we conclude with Section 6.
Review of Conventional Serial Communication Protocols
In many safety critical systems, serial communication at relatively low baud rates occurs between two modules that exchange data through asynchronous medium such as RS-232, RS-422 or RS-485 serial cables [15] . The smallest information unit that is exchanged in asynchronous serial communication is a data frame. Each data frame consists of start bits, data bits, stop bits and optional parity bits as indicated in Fig. 1 . 
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The information exchanged between two modules occurs in the form of packets consisting of multiple data frames as defined by a protocol. An example of a typical data packet is shown in Table 1 . In this regard, a communication protocol is a well-designed agreement of data transmission between any two communicating entities that must be implemented to successfully comprehend the information. This protocol is often defined by the serial peripheral manufacturers and includes information, such as the rate of data transmission, types of packets, packet length, contents of packets, format of data included in the packets, and other handshaking mechanisms.
Serial communication protocols are generally verified through debugging, simulation, and testing [16, 17] . Initially, debugging tools help in revealing errors during the coding phase. Later, computer simulations are used to create a representation of the behavior of the protocol under consideration and to verify that it meets the desired requirements, but in the absence of the actual working environment. Finally, the implemented protocols in the communicating entities are subject to testing in an integrated working environment. It is worth noting that the effectiveness and the cost of the simulation and testing phase depends upon how well the test cases are designed to verify the functional requirements (black-box testing) and to cover the space of execution of the protocol (white-box testing). The goal is to analyze and verify the design of a serial communication protocol in the presence of faults induced by channel noise. The method adopted to analyze serial communication protocols is shown in Fig. 2 . (a). The protocol state model is a semi-formal definition of the protocol expressed as event sequence diagrams, flow charts, and the format of packets exchanged between two devices. To be more specific, this protocol state model is a skeleton of the modules that need to be implemented in each communicating Packet Length Byte 2~Byte n-3 Data Byte n-2~n-1
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Check word for Packet entity for the successful exchange of data on the serial communication link. This protocol state model is refined to generate a high-level and a low-level model. The high level model is transformed into a formal model and specification properties are defined to check the presence of any faults or bugs present in the protocol. The properties included basic sanity checks (confirmation that the model possesses some fundamental properties, debugging checks, etc.), the reachability checks (confirmation that all part(s) of the code are reachable), the liveness checks (something good will eventually occur) and the safety checks (nothing bad ever occurs). In case a property fails, the formal model-checker automatically generates a trace providing the reason as to how a bug occurred in the protocol. The low-level model is used to implement the protocol in a low-level simulator such as Matlab Simulink and also in actual communicating entities for verification through empirical testing methods. The formal framework, shown in Fig.2.(b) , is comprised of four main parts: a control computer (CC) model, a serial peripheral device (SD) model, an event generator (EG) model, and a channel model. The CC model represents the host device, which may be performing some control operations based upon the information received from the serial peripheral device. CC is therefore, a collection of the formal models of all the modules that need to be implemented on the control computer side as defined by the protocol specifications. Similarly, the SD model is a collective representation of the formal models of every module on the peripheral side. The channel model represents the properties of the communication medium. All modules on each side communicate with one another through this channel model. To enable fault-injection based testing, a fault generator is used to introduce reception faults into this channel model. Finally, the event generator model is used to generate the different events required in the protocol that are external to the communicating devices. These events are basically triggers to enable devices to perform tasks such as sense data from the environment, generate a timer's timeout, or finish a particular phase. In UPPAAL, sometimes, instead of using quantized time (clocks), an event generator is employed to generate timeouts to indicate that a phase has been completed. In the current context, readers may object to employing a timed-automata model-checker, UPPAAL, rather than using a simpler one such as SPIN. However, we prefer UPPAAL because of its rich graphical user interface that helps in constructing an abstract model of embedded system and simulating its dynamic behavior.
In the next section, we describe a case study to explain how we use the abovementioned framework to verify the serial communication protocol between the control computer and an echo sounder.
Case Study on Interfacing the Echo Sounder with a Control Computer
The current case study involves measurement of distance/depth under water by an echo sounder (a type of sonar). An echo sounder is mounted beneath or over the side of a boat, "pinging" a pulse of sound downward at the seafloor. The pulse travels down through the water, bounces off the seafloor, and then travels upwards until the reflection is heard by the echo sounder. To calculate the distance, the echo sounder measures the time that the pulse takes to travel to the seafloor and back to the ship. Such echo sounders are generally interfaced to a control computer that helps in correcting the attitude of the boat during the surveying exercise. The echo sounder under consideration provides data to the control computer through an RS-422 serial interface. To ensure that the design of the serial communication protocol between the control computer and echo sounder is free of flaws and that correct data is guaranteed with each reading, we verified the protocol using the proposed framework.
The subsections provide the details.
The Protocol State Model
The serial communication protocol was designed by the echo sounder manufacturer. This particular echo sounder generates an echo signal every 20 ms, and the corresponding undersea depth is transmitted to the control computer's receiving port at a baud rate of 20.833 kbps. The data transmission is realized in the form of data packets where a lower significant byte comes first, followed by a higher byte. Each packet is saved in the receiving port's FIFO until it is read by the control computer. The echo sounder transmits packets in the form of the following message:
(H, L, DAT A M SB,LSB , C S H,L,Data )
In this message 'H' is a one byte message header usually 0xF8 or 0xFB. 'L' is the length of data in bytes and is 0x02. The 'DATA' is a two byte sensed depth. The valid range of the depth is from 0 to 2000 m. Finally 'CS' is the 2's complement of the sum of data bytes. The sequence of tasks for the successful acquisition of data from the echo sounder is depicted by the event sequence diagram shown in Fig.3 (a) .
Before acquiring the data from the echo sounder, it is necessary to ensure its correct operation and the health status of its internal circuitry. The first command, therefore, sent by the control computer is self-check. Upon receiving this command, the echo sounder undergoes a pre-defined self-check procedure, and the result is dispatched serially to the control computer. On receiving the desirable self-check response, a command to turn ON the echo sounder transmitter is initiated. The feedback of this command is obtained through a digital input signal on the control computer. Once the transmitter is turned ON, the echo sounder starts sending the current under water depth, which is periodically received by the control computer and stored in some non-volatile memory. The data acquisition may be stopped at any time by sending the transmitter OFF command which again can be confirmed through the same digital input signal.
The entire event sequence can be considered consisting of different modules that need to be implemented on each side of the transmission. The modules on the echo sounder side were pre-programmed by the manufacturer. The receiving modules on the control computer were implemented and tested using the proposed framework. Due to the lack of space, it is not possible to show the details for each module; therefore, we shall discuss here only one module called "ReceiveESData()" and also present its results.
Formal Modeling and Model Checking using UPPAAL
Based upon the event sequence diagram and the details of the packet information provided by the manufacturer, a flow chart of the ReceiveESData() is constructed, as shown in Fig.3 (b) .This serves as a high-level model used to develop a formal model of the ReceiveESData() module using UPPAAL. The resulting formal model for the module and its event generator model are shown in Fig.4 . The environment model is made a part of the event generator illustrated by Fig.4.(b) . The state ADD_ERROR in the event generator model induces faulty bytes in a transmitted packet based upon an allowable threshold, ERROR_PERCENTAGE. The bytes to be replaced by faulty bytes in a packet are selected non-deterministically between indexes 0 to MAXBYTES-1, where MAXBYTES is the maximum number of bytes contained in a packet. 
S4) Theorem: The function always reads the MSB of the data when the received packet's first data byte has been read
This test confirms that the function will read the data MSB byte when the first two bytes of the received packet are correct and the first data byte has been read. The property used is A[](Function.READ_DATA_LSB == LSB⇒ Function.READ_DATA_MSB)
S5) Theorem: When received Packet's header and data length bytes are correct the function always reads checksum byte of data and calculates checksum
This test confirms that function will read data checksum byte to calculate checksum when first two bytes of the received packet are correct. The property used is 
S7) Theorem: When the checksum of a packet has been calculated, the function will always read the port for next packet
This test confirms that function will always check the receiving port for the availability of the next packet when a complete packet has already been received and its checksum computed. The property used is This test confirms that in all paths, the event generator will be able to write desired data on the port, and consequently the corresponding function will be called to read the data from port. The property used is: A EventGen.FINISH
Results
In the abovementioned tests, Theorem S2 stating that "The software function will always read the correct depth" has failed. The trace has confirmed two special cases in which a single header byte corruption in a packet can cause an incorrect interpretation of the data bytes not only in the current packet but also in subsequent packets. The ReceiveESData() module according to protocol state model identifies the start of a packet by comparing the first two bytes received against a predefined header value. In this case, if the first byte is 0xF8 or 0xFB and the second byte is 0x02, the ReceiveESData() considers it as a valid header, calculates the check sum of packet, and reads the next two bytes from the header as the depth provided by the echo sounder. Consider a situation where the echo sounder is sending depth of 760 m for some consecutive readings, i.e. 0x2F8 as shown in Fig.5.(a) . The LSB in that case is 0xF8, and MSB is 0x02. The complete packet is (F8 02 F8 02 06)H, if now a header byte is lost, the function will join bytes from the next packet and consider data as header as indicated by the red rectangle. Note that in this particular case the check sum will also be valid. The same problem arises in cases where the depth is 763, as shown in Fig.5.(b) . Therefore, if the echo sounder is continuously sending these two values after the first header byte error, the code will never report the correct depth value unless the value is changed from 760 m or 763 m. This is shown below in Fig.5.(c) where a change in depth will eventually synchronize the software with the header byte. Such a fault is impossible to be revealed by simulation or HILS testing as it requires exploring the behavior of the protocol using all the possible input values and in various faulty scenarios. 
Validation through Simulation
In order to validate the error case suggested by the formal verification exercise, a real time simulation setup was established. The control computer has a dedicated RS-422 serial port for data acquisition from the echo sounder. A Simulink model was designed on a real-time computer to simulate the echo sounder. The true data stream from the echo sounder model was perturbed using the fault injection case suggested by model-checking. The underwater depth data is shown in Fig.6 , where the blue graph was actually generated by the model. An injected header byte loss at the instant of 82 seconds, caused the next reading to be misinterpreted as the header. Thus, the depth reported at that particular instant and also in the subsequent frames is 1784 m (0x6F8) as indicated by the red graph. Note that when the depth is changed from 760 the frames are automatically synchronized by the protocol, and a correct depth is registered.
The results of the simulation exercise are consistent with those obtained through model-checking, thus confirming that the problem was not due to any modeling artifact but because of a deficiency in the protocol. The communication protocol between the echo sounder and control computer is weak in this regard as the value of the header and data length 0x2F8 overlaps with the range of depth being provided by the echo sounder. The fault was reported to the echo sounder manufacturer so that the header could be changed to some other reasonable value.
Related Work
Use of formal modeling and model-checking to verify communication protocols is not a new practice. A number of different protocols have been verified using formal modeling. Camara et al. [18] applied formal methods using SPIN to verify the design bugs in protocols for MANET networks such as LAR, DREAM and OLSR. Fehnker et al. [19] and Henderson et al. [20] used UPPAAL to identify flaws in the WSN protocols. However, we see only a little evidence of the adoption of such approaches when ad-hoc serial communication protocols are in question. Most existing work in protocol design and verification in the serial communication domain is based upon computer simulations and testing [16, 17, 21] . However, we believe that such protocols, especially in safety critical systems, should be verified and tested three times: initially by formal verification through model checking, followed by a software simulator, and finally using a hardware prototype.
Similar to our approach, Bergenhem and Karlsson [22] also proposed a framework for fault-injection based testing of protocols that implement fault tolerance and redundancy management in safety-critical distributed real-time systems.
Saghar et al. [23] have also used a fault injection based formal framework to analyze the effect of Denial of Service (DoS) attacks on routing protocols in WSNs.
Conclusion
This paper presents a case study of modeling and analysis of a serial communication protocol for an echo sounder using the UPPAAL model checker. The use of formal modeling into our existing testing framework helped us in detecting the vulnerability of the protocol against faults induced by channel noise. We later use simulations to confirm the presence of this vulnerability by injecting the faulty scenario as directed by the trace information obtained from model-checking. The improvements done in order to remove the fault were further analyzed by the model-checker, as a feedback process to reach a qualified model and implementation.
In the future, we intend to apply this approach to the analysis of other ad-hoc protocols used in our setup to interface sensors to the control computer and employ the results to develop more robust protocol(s).
