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Abstract
We present three provably accurate, polynomial time, approximation algorithms for the Sparse
Principal Component Analysis (SPCA) problem, without imposing any restrictive assumptions on the
input covariance matrix. The first algorithm is based on randomized matrix multiplication; the second
algorithm is based on a novel deterministic thresholding scheme; and the third algorithm is based on a
semidefinite programming relaxation of SPCA. All algorithms come with provable guarantees and run in
low-degree polynomial time. Our empirical evaluations confirm our theoretical findings.
1 Introduction
Principal Component Analysis (PCA) and the related Singular Value Decomposition (SVD) are fundamental
data analysis tools. They return a set of orthogonal vectors of decreasing importance that are often thought
of as fundamental latent factors that underlie the observed data. Even though the vectors returned by
PCA and SVD have strong optimality properties, they are notoriously difficult to interpret in terms of the
underlying processes generating the data [25], since they are linear combinations of all available data points
or all available features. The concept of Sparse Principal Components Analysis (SPCA) was introduced in
the seminal work of [12], where sparsity constraints were enforced on the singular vectors in order to improve
interpretability. A prominent example where sparsity improves interpretability is document analysis, where
sparse principal components can be mapped to specific topics by inspecting the (few) keywords in their
support [12, 25, 28].
Formally, given a positive semidefinite (PSD) matrix A ∈ Rn×n, SPCA can be defined as follows:1
Z∗ = maxx∈Rn, ‖x‖2≤1 x>Ax, subject to ‖x‖0 ≤ k. (1)
In the above formulation, A is a covariance matrix representing, for example, all pairwise feature or object
similarities for an underlying data matrix. Therefore, SPCA can be applied for either the object or feature
space of the data matrix, while the parameter k controls the sparsity of the resulting vector and is part of the
input. Let x∗ denote a vector that achieves the optimal value Z∗ in the above formulation. Then, intuitively,
the optimization problem of eqn. (1) seeks a sparse, unit norm vector x∗ that maximizes the data variance.
It is well-known that solving the above optimization problem is NP-hard [26] and that its hardness is due
to the sparsity constraint. Indeed, if the sparsity constraint was removed, then the resulting optimization
problem can be easily solved by computing the top left or right singular vector of A and its maximal value
Z∗ is equal to the top singular value of A.
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1Recall that the p-th power of the `p norm of a vector x ∈ Rn is defined as ‖x‖pp =
∑n
i=1 |xi|p for 0 < p <∞. For p = 0,
‖x‖0 is a semi-norm denoting the number of non-zero entries of x.
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Notation. We use bold letters to denote matrices and vectors. For a matrix A ∈ Rn×n, we denote its (i, j)-th
entry by Ai,j ; its i-th row by Ai∗ and its j-th column by A∗j ; its 2-norm by ‖A‖2 = maxx∈Rn, ‖x‖2=1 ‖Ax‖2;
and its (squared) Frobenius norm by ‖A‖2F =
∑
i,j A
2
i,j . We use the notation A  0 to denote that the
matrix A is symmetric positive semidefinite (PSD) and Tr(A) =
∑
iAi,i to denote its trace, which is also
equal to the sum of its singular values. Additional notation will be introduced as needed. Finally, given an
PSD matrix A ∈ Rn×n, its Singular Value Decomposition is given by A = UΣUT , where U is the matrix of
left/right singular vectors and Σ is the diagonal matrix of singular values.
1.1 Our Contributions
We present three algorithms for SPCA and associated quality-of-approximation results (Theorems 2.2, 3.1,
and 4.1). All three algorithms are simple, intuitive, and run in O (n3.5) or less time. They return a vector
that is provably sparse and, when applied to the input covariance matrix A, provably captures a fraction of
the optimal solution Z∗. We note that in all three algorithms, the output vector has a sparsity that depends
on k (the target sparsity of the original SPCA problem of eqn. (1)) and  (an accuracy parameter between
zero and one).
The first algorithm is based on randomized, approximate matrix multiplication: it randomly (but non-
uniformly) selects a subset of O (k/2) columns of A1/2 (the square root of the PSD matrix A) and computes
its top right singular vector. The output of this algorithm is precisely this singular vector, padded with zeros
to become a vector in Rn. It turns out that this simple algorithm, which, surprisingly has not been analyzed
in prior work, returns an O (k/2) sparse vector y ∈ Rn that satisfies (with constant probability that can be
amplified as desired, see Section 2 for details):
y>Ay ≥ 1
2
Z∗ − 
√
Z∗ ·
√
Tr(A)
k
.
Notice that the above bound depends on both Z∗ and it square root and therefore is not a relative error
bound. The second term scales as a function of the trace of A divided by k, which depends on the properties
of the matrix A and the target sparsity.
The second algorithm is a deterministic thresholding scheme. It computes a small number of the top
singular vectors of the matrix A and then applies a deterministic thresholding scheme on those singular
vectors to (eventually) construct a sparse vector z ∈ Rn that satisfies
z>Az ≥ (1/2)Z∗ − (3/2)Tr(A).
Our analysis provides unconditional guarantees for the accuracy of the solution of this simple thresholding
scheme. To the best of our knowledge, no such analyses have appeared in prior work (see Section 1.2 for
details). The error bound of the second algorithm is weaker than the one provided by the first algorithm, but
the second algorithm is deterministic and does not need to compute the square root (i.e., all singular vectors
and singular values) of the matrix A.
Our third algorithm provides novel bounds for the following standard convex relaxation of the problem of
eqn. (1).
max
Z∈Rn×n, Z0
Tr(AZ) s.t. Tr(Z) ≤ 1 and
∑
|Zi,j | ≤ k. (2)
It is well-known that the optimal solution to eqn. (2) is at least the optimal solution to eqn. (1). We present
a novel, two-step rounding scheme that converts the optimal solution matrix Z ∈ Rn×n to a vector z ∈ Rn
that has expected sparsity2 O˜ (k2/2) and satisfies
z>Az ≥ (1− )σmin(Z) · Z∗ − .
2For simplicity of presentation and following the lines of [17], we assume that the rows and columns of the matrix A have
unit norm; this assumption was not necessary for the previous two algorithms and can be removed as in [17]. We are also hiding
a poly-logarithmic factor for simplicity, hence the O˜(·) notation. See Theorem 4.1 for a detailed statement.
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Notice that the above relative-additive error bound depends on the smallest singular value σmin(Z) of the
solution matrix. To the best of our knowledge, this is the first analysis of a rounding scheme for the convex
relaxation of eqn. (2) that does not assume a specific model for the covariance matrix A.
1.2 Prior work
SPCA was formally introduced by [12]; however, previously studied PCA approaches based on rotating [18]
or thresholding [7] the top singular vector of the input matrix seemed to work well, at least in practice,
given sparsity constraints. Following [12], there has been an abundance of interest in SPCA. [19] considered
LASSO (SCoTLASS) on an `1 relaxation of the problem, while [35] considered a non-convex regression-type
approximation, penalized similar to LASSO. Additional heuristics based on LASSO [3] and non-convex `1
regularizations [35, 36, 30, 29] have also been explored. Random sampling approaches based on non-convex
`1 relaxations [17] have also been studied; we highlight that unlike our approach, [17] solved a non-convex
relaxation of the SPCA problem and thus perhaps relied on locally optimal solutions. Additionally, [27]
considered a branch-and-bound heuristic motivated by greedy spectral ideas. [20, 28, 21, 33] further explored
other spectral approaches based on iterative methods similar to the power method. [33] specifically designed
a sparse PCA algorithm with early stopping for the power method, based on the target sparsity.
Another line of work focused on using semidefinite programming (SDP) relaxations [12, 11, 2]. Notably, [2]
achieved provable theoretical guarantees regarding the SDP and thresholding approach of [12] in a specific,
high-dimensional spiked covariance model, in which a base matrix is perturbed by adding a sparse maximal
eigenvector. In other words, the input matrix is the identity matrix plus a “spike”, i.e., a sparse rank-one
matrix.
Despite the variety of heuristic-based sparse PCA approaches, very few theoretical guarantees have been
provided for SPCA; this is partially explained by a line of hardness-of-approximation results. The sparse
PCA problem is well-known to be NP-Hard [26]. [24] shows that if the input matrix is not PSD, then
even the sign of the optimal value cannot be determined in polynomial time unless P = NP, ruling out any
multiplicative approximation algorithm. In the case where the input matrix is PSD, [8] shows that it is
NP-hard to approximate the optimal value up to multiplicative (1 + ) error, ruling out any polynomial-time
approximation scheme (PTAS). Moreover, they show Small-Set Expansion hardness for any polynomial-time
constant factor approximation algorithm and also that the standard SDP relaxation might have an exponential
gap.
We conclude by summarizing prior work that offers provable guarantees (beyond the work of [2]), typically
given some assumptions about the input matrix. [10] showed that the SDP relaxation can be used to find
provable bounds when the covariance input matrix is formed by a number of data points sampled from
Gaussian models with a single sparse singular vector. [28] presented a combinatorial algorithm that analyzed
a specific set of vectors in a low-dimensional eigenspace of the input matrix and presented relative error
guarantees for the optimal objective, given the assumption that the input covariance matrix has a decaying
spectrum. [4] gave a polynomial-time algorithm that solves sparse PCA exactly for input matrices of constant
rank. [8] showed that sparse PCA can be approximated in polynomial time within a factor of n−1/3 and
also highlighted an additive PTAS of [5] based on the idea of finding multiple disjoint components and
solving bipartite maximum weight matching problems. This PTAS needs time npoly(1/), whereas all of our
algorithms have running times that are a low-degree polynomial in n.
2 Sparse PCA via Randomized Matrix Multiplication
Our first algorithm for SPCA leverages primitives and ideas from randomized matrix multiplication [13, 14,
15, 16, 32]. Let P ∈ Rm×n and Q ∈ Rn×p and recall that their product PQ equals
PQ =
n∑
i=1
P∗iQi∗.
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Recall that P∗i denotes the i-th column of P and Qi∗ the i-th row of Q. A well-known approach to
approximate the product PQ is to sample a subset of columns of P (we will do this without replacement) and
the corresponding rows of Q [16]. Formally, let the random variables Zi
iid∼ Bernoulli(pi), i = 1 . . . n, denote
whether the i-th column of P and the i-th row of Q are sampled. Define the diagonal sampling-and-rescaling
matrix S ∈ Rn×n as follows:
S , diag {Z1/√p1, . . . , Zn/√pn} . (3)
The sampling probabilities {pi}ni=1 do not have to sum up to one. The number of sampled column/row pairs,
denoted by s, satisfies E [s] =
∑n
i=1 pi. (See Algorithm 1 for details.) The next lemma (see Appendix A.1 for
Algorithm 1 Construct sampling-and-rescaling matrix S
Input: Probabilities p˜i, i = 1 . . . n and integer s n.
Output: Diagonal sampling-and-rescaling matrix S ∈ Rn×n.
1: for i = 1 to n do
2: Sii ←
{
1/√pi, with probability pi = min{sp˜i, 1}
0, otherwise
its proof) presents accuracy bounds when Algorithm 1 is used to approximate matrix multiplication.
Lemma 2.1 Given matrices P ∈ Rm×n and Q ∈ Rn×p, let S ∈ Rn×n be constructed using Algorithm 1 with
p˜i = ‖P∗i‖
2
2/‖P‖2F , for i = 1 . . . n. Then,
E
[‖PS2Q−PQ‖2F ] ≤ 1s ‖P‖2F ‖Q‖2F . (4)
Our SPCA algorithm uses the above primitive to approximate the product of the (square root) of the input
matrix A and its top right singular vector v. Thus, the proposed SPCA algorithm sparsifies the top right
singular vector of v of A without losing too much of the variance that is captured by v. Interestingly, this
conceptually simple algorithm has not been formally analyzed in prior work. Algorithm 2 details our approach.
Algorithm 2 SPCA via randomized matrix multiplication
Input: A ∈ Rn×n, sparsity parameter k, accuracy parameter  ∈ (0, 1).
Output: y ∈ Rn satisfying E [‖y‖2] ≤ 1 and E [‖y‖0] ≤ k/2.
1. X← A1/2;
2. Use Algorithm 1 to construct S ∈ Rn×n with p˜i = ‖X∗i‖22/‖X‖2F and s = 4k/2;
3. Let v ∈ Rn be the top right singular vector of XS;
4. y← Sv;
Theorem 2.2 Let k be the sparsity parameter and  ∈ (0, 1] be the accuracy parameter. Let S ∈ Rn×n be the
sampling matrix of Lemma 2.1 with s = 4k/2. Then, Algorithm 2 returns a vector y with expected sparsity at
most s (i.e., E [‖y‖0] ≤ s) and expected two norm at most one (i.e., E
[‖y‖22] ≤ 1) such that
y>Ay ≥ 1/2Z∗ − 
√
Z∗ ·
√
Tr(A)/k (5)
holds with probability at least 1/4.
Proof : In Lemma 2.1, let P = X and Q = x∗ to get
E
[‖XS2x∗ −Xx∗‖22] ≤ 1s ‖X‖2F · ‖x∗‖22 ≤ 1s ‖X‖2F . (6)
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The last inequality follows from ‖x∗‖2 ≤ 1. Moreover, by Markov’s inequality, with probability at least 3/4,
‖XS2x∗ −Xx∗‖22 ≤
4
s
‖X‖2F =
2
k
‖X‖2F . (7)
Let x˜ = Sx∗. Taking square roots of both sides of the above inequality, and applying the triangle inequality
on the left hand side of the above inequality, we get:
|‖Xx∗‖2 − ‖XSx˜‖2| ≤ √
k
‖X‖F
⇒ ‖XSx˜‖2 ≥
√
Z∗ − √
k
‖X‖F
⇒ ‖XSx˜‖22 ≥ Z∗ +
2
k
‖X‖2F −
2√
k
√
Z∗ · ‖X‖F . (8)
Note that Z∗ = ‖Xx∗‖22. Ignoring the non-negative term in eqn. (8), we conclude
‖XSx˜‖22 ≥ Z∗ −
2√
k
√
Z∗ · ‖X‖F . (9)
Next, using sub-multiplicativity on the left hand side of eqn. (9),
‖XSx˜‖22 ≤ ‖XS‖22‖x˜‖22 = ‖XSv‖22 ‖x˜‖22 , (10)
where v ∈ Rn is the top right singular vector of XS. Letting x∗i be the i-th entry of x∗, we have,
E(‖x˜‖22) = E
(
n∑
i=1
x∗2i Z
2
i
pi
)
=
n∑
i=1
x∗2i pi
pi
= ‖x∗‖22 = 1 , (11)
since E
[
Z2i
]
= pi. Using Markov’s inequality, with probability at least 1/2,
‖x˜‖22 ≤ 2. (12)
Conditioning on this event, we can rewrite eqn. (10) as follows:
‖XSx˜‖22 ≤ 2‖XSv‖22 = 2 (Sv)>X>X(Sv) = 2 y>X>Xy. (13)
Combining eqns. (9) and (13), we conclude
y>X>Xy ≥ 1
2
Z∗ − √
k
√
Z∗ · ‖X‖F .
Using X>X = A and Tr(A) = ‖X‖2F concludes the proof of eqn. (5). Finally, following the lines of eqn. (11),
we can prove
E(‖y‖22) = E(‖Sv‖22) = 1.
To conclude the proof of the theorem, notice that the failure probability is at most 1/4 + 1/2 = 3/4 from a
union bound on the failure probabilities of eqns. (7) and (12). 2
We note that the success probability of Algorithm 2 can be trivially amplified by repeating the algorithm t
times and keeping the vector y that maximizes y>Ay. Then, the failure probability of the overall approach
diminishes exponentially fast as a function of t to at most (3/4)
t
. Finally, the running time of Algorithm 2 is
dominated by the computation of a square root of the matrix A in the first step, which takes O (n3) time
via the computation of the SVD of A.
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3 SPCA via thresholding
Our second algorithm is based on a thresholding scheme using the top ` right singular vectors of the PSD
matrix A. Given A and an accuracy parameter , our approach first computes Σ` ∈ R`×` (the diagonal
matrix of the top ` singular values of A) and U` ∈ Rn×` (the matrix of the top ` right singular vectors of
A), for ` = 1/. Then, it deterministically selects a subset of O (k/2) columns of Σ1/2` U>` using a simple
thresholding scheme based on the norms of the columns of Σ
1/2
` U
>
` . (Recall that k is the sparsity parameter
of the SPCA problem.) In the last step, it returns the top right singular vector of the matrix consisting of the
chosen columns of Σ
1/2
` U
>
` . Notice that this right singular vector is an O
(
k/2
)
-dimensional vector, which is
finally expanded to a vector in Rn by appropriate padding with zeros. This sparse vector is our approximate
solution to the SPCA problem of eqn. (1).
This simple algorithm is somewhat reminiscent of prior thresholding approaches for SPCA. However,
to the best of our knowledge, no provable a priori bounds were known for such algorithms without strong
assumptions on the input matrix. This might be due to the fact that prior approaches focused on thresholding
only the top right singular vector of A, whereas our approach thresholds the top ` = 1/ right singular vectors
of A. This slight relaxation allows us to present provable bounds for the proposed algorithm.
In more detail, let the SVD of A be A = UΣUT . Let Σ` ∈ R`×` be the diagonal matrix of the
top ` singular values and let U` ∈ Rn×` be the matrix of the top ` right (or left) singular vectors. Let
R = {i1, . . . , i|R|} be the set of indices of rows of U` that have squared norms at least /k and let R¯ be its
complement. Here |R| denotes the cardinality of the set R and R ∪ R¯ = {1, . . . , n}. Let R ∈ Rn×|R| be a
sampling matrix that selects3 the columns of U` whose indices are in the set R. Given this notation, we are
now ready to state Algorithm 3.
Algorithm 3 SPCA via thresholding
Input: A ∈ Rn×n, sparsity k, error parameter  > 0.
Output: y ∈ Rn such that ‖y‖2 = 1 and ‖y‖0 = k/2.
1: `← 1/;
2: Compute U` ∈ Rn×` (top ` left singular vectors of A) and Σ` ∈ R`×` (square roots of the top ` singular
values of A);
3: Let R = {i1, . . . , i|R|} be the set of rows of U` with squared norms at least /k and let R ∈ Rn×|R| be
the associated sampling matrix (see text for details);
4: y ∈ R|R| ← argmax‖x‖2=1
∥∥Σ`U>` Rx∥∥22;
5: return z = Ry ∈ Rn;
Notice that Ry satisfies ‖Ry‖2 = ‖y‖2 = 1 (since R has orthogonal columns) and ‖Ry‖0 = |R|. Since R
is the set of rows of U` with squared norms at least /k and ‖U`‖2F = ` = 1/, it follows that |R| ≤ k/2.
Thus, the vector returned by Algorithm 3 has k/2 sparsity and unit norm.
The main quality-of-approximation result for Algorithm 3 is Theorem 3.1.
Theorem 3.1 Let k be the sparsity parameter and  ∈ (0, 1] be the accuracy parameter. Then, the vector
z ∈ Rn (the output of Algorithm 3) has sparsity k/2, unit norm, and satisfies
z>Az ≥ (1/2)Z∗ − (3/2)Tr(A). (14)
The running time of Algorithm 3 is dominated by the computation of the top ` singular vectors and singular
values of the matrix A. In practice, any iterative method such as subspace iteration using a random initial
subspace or the Krylov subspace of the matrix, can be used towards this end. However, our current analysis
does not account for the inevitable approximation error incurred by such methods, which run in O (nnz(A)`)
3Each column of R has a single non-zero entry (set to one), corresponding to one of the |R| selected columns. Formally,
Rit,t = 1 for t = 1, . . . , |R|; all other entries of R are set to zero.
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time. One could always use the SVD of the full matrix A (O (n3) time) to compute the top ` singular vectors
and singular values of A.
Next, we state and prove the following intermediate lemma which is very much at the heart of our
proof of Theorem 3.1 and, unlike prior work, allows us to provide provably accurate bounds for the
thresholding Algorithm 3.
Lemma 3.2 Let A ∈ Rn×n be a PSD matrix and let Σ ∈ Rn×n (respectively, Σ` ∈ R`×`) be the diagonal
matrix of all (respectively, top `) singular values and let U ∈ Rn×n (respectively, U` ∈ Rn×`) be the matrix
of all (respectively, top `) singular vectors. Then, for all unit vectors x ∈ Rn,∥∥∥Σ1/2` U>` x∥∥∥2
2
≥
∥∥∥Σ1/2U>x∥∥∥2
2
− Tr(A).
Proof : Let U`,⊥ ∈ Rn×(n−`) be a matrix whose columns form a basis for the subspace perpendicular to
the subspace spanned by the columns of U`. Similarly, let Σ`,⊥ ∈ R(n−`)×(n−`) be the diagonal matrix of the
bottom n− ` singular values of A. Notice that U = [U` U`,⊥] and Σ = [Σ` 0; 0 Σ`,⊥]; thus,
UΣ1/2U> = U`Σ
1/2
` U
>
` + U`,⊥Σ
1/2
`,⊥U
>
`,⊥.
By the Pythagorean theorem,∥∥∥UΣ1/2U>x∥∥∥2
2
=
∥∥∥U`Σ1/2` U>` x∥∥∥2
2
+
∥∥∥U`,⊥Σ1/2`,⊥U>`,⊥x∥∥∥2
2
.
Using invariance properties of the vector two-norm and sub-multiplicativity, we get∥∥∥Σ1/2` U>` x∥∥∥2
2
≥
∥∥∥Σ1/2U>x∥∥∥2
2
−
∥∥∥Σ1/2`,⊥∥∥∥2
2
∥∥U>`,⊥x∥∥22 .
We conclude the proof by noting that
∥∥Σ1/2U>x∥∥2
2
= x>UΣU>x = x>Ax and
∥∥∥Σ1/2`,⊥∥∥∥2
2
= σ`+1 ≤ 1
`
n∑
i=1
σi =
Tr(A)
`
.
The inequality above follows since σ1 ≥ σ2 ≥ . . . σ` ≥ σ`+1 ≥ . . . ≥ σn. We conclude the proof by setting
` = 1/. 2
Finally, we are ready to prove Theorem 3.1. For notational convenience, let σ1, . . . , σn be the diagonal
entries of the matrix Σ ∈ Rn×n, i.e., the singular values of A.
Proof of Theorem 3.1. Let R = {i1, . . . , i|R|} be the set of indices of rows of U` (columns of U>` ) that
have squared norms at least /k and let R¯ be its complement. Here |R| denotes the cardinality of the set R
and R∪ R¯ = {1, . . . , n}. Let R ∈ Rn×|R| be the sampling matrix that selects the columns of U` whose indices
are in the set R and let R⊥ ∈ Rn×(n−|R|) be the sampling matrix that selects the columns of U` whose
indices are in the set R¯. Thus, each column of R (respectively R⊥) has a single non-zero entry, equal to one,
corresponding to one of the |R| (respectively |R¯|) selected columns. Formally, Rit,t = 1 for all t = 1, . . . , |R|,
while all other entries of R (respectively R⊥) are set to zero; R⊥ can be defined analogously. The following
properties are easy to prove: RR> + R⊥R>⊥ = In; R
>R = I; R>⊥R⊥ = I; R
>
⊥R = 0. Recall that x
∗ is the
optimal solution to the SPCA problem from eqn. (1). We proceed as follows:∥∥∥Σ1/2` U>` x∥∥∥2
2
=
∥∥∥Σ1/2` U>` (RR> + R⊥R>⊥)x∥∥∥2
2
≤ 2
∥∥∥Σ1/2` U>` RR>x∗∥∥∥2
2
+ 2
∥∥∥Σ1/2` U>` R⊥R>⊥x∗∥∥∥2
2
≤ 2
∥∥∥Σ1/2` U>` RR>x∗∥∥∥2
2
+ 2σ1
∥∥U>` R⊥R>⊥x∗∥∥22 . (15)
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The above inequalities follow from the Pythagorean theorem and sub-multiplicativity. We now bound the
second term in the right-hand side of the above inequality.
∥∥U>` R⊥R>⊥x∗∥∥2 = ‖ n∑
i=1
(U>` R⊥)∗i(R
>
⊥x
∗)i‖2 ≤
n∑
i=1
‖(U>` R⊥)∗i‖2 · |(R>⊥x∗)i|
≤
√

k
n∑
i=1
|(R>⊥x∗)i| ≤
√

k
‖R>⊥x∗‖1 ≤
√

k
√
k =
√
. (16)
In the above derivations we use standard properties of norms and the fact that the columns of U>` that have
indices in the set R¯ have squared norm at most /k. The last inequality follows from ‖R>⊥x∗‖1 ≤ ‖x∗‖1 ≤
√
k,
since x∗ has at most k non-zero entries and Euclidean norm at most one.
Recall that the vector y of Algorithm 3 maximizes ‖Σ1/2` U>` Rx‖2 over all vectors x of appropriate
dimensions (including Rx∗) and thus
‖Σ1/2` U>` Ry‖2 ≥
∥∥∥Σ1/2` U>` RR>x∗∥∥∥
2
. (17)
Combining eqns. (15), (16), and (17), we get
1
2
∥∥∥Σ1/2` U>` x∗∥∥∥2
2
≤ ‖Σ1/2` U>` z‖22 + Tr(A). (18)
In the above we used z = Ry (as in Algorithm 3) and σ1 ≤ Tr(A). Notice that
U`Σ
1/2
` U
>
` z + U`,⊥Σ
1/2
`,⊥U
>
`,⊥z = UΣ
1/2U>z,
and use the Pythagorean theorem to get
‖U`Σ1/2` U>` z‖22 + ‖U`,⊥Σ1/2`,⊥U>`,⊥z|22 = ‖UΣ1/2U>z‖22.
Using the unitary invariance of the two norm and dropping a non-negative term, we get the bound
‖Σ1/2` U>` z‖22 ≤ ‖Σ1/2U>z‖22. (19)
Combining eqns. (19) and (18), we conclude
1
2
∥∥∥Σ1/2` U>` x∗∥∥∥2
2
≤ ‖Σ1/2U>z‖22 + Tr(A). (20)
We now apply Lemma 3.2 to the optimal vector x∗ to get∥∥∥Σ1/2U>x∗∥∥∥2
2
− Tr(A) ≤
∥∥∥Σ1/2` U>` x∗∥∥∥2
2
.
Combining with eqn. (20) we get
z>Az ≥ 1
2
Z∗ − 3
2
Tr(A).
In the above we used ‖Σ1/2U>z‖22 = z>Az and
∥∥Σ1/2U>x∗∥∥2
2
= (x∗)>Ax∗ = Z∗. 
4 SPCA via a Semidefinite Programming Relaxation
Our third algorithm is based on the semidefinite programming relaxation of eqn. (2). Recall that solving
eqn. (2) returns a PSD matrix Z∗ ∈ Rn×n that, by the definition of the semidefinite programming relaxation,
satisfies Tr(AZ∗) ≥ Z∗, where Z∗ is the true optimal solution of SPCA in eqn. (2).
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We now need to convert the matrix Z∗ ∈ Rn×n into a sparse vector that will be the output of our
approximate SPCA algorithm and will satisfy certain accuracy guarantees. Towards that end, we employ a
novel two-step rounding procedure. First, a critical observation is that generating a random Gaussian vector
g ∈ Rn and computing the vector Z∗g ∈ Rn results in an unbiased estimator for the trace of (Z∗)>AZ∗ in
the following sense:
E
[
g>(Z∗)>AZ∗g
]
= Tr((Z∗)>AZ∗).
Using von Neumann’s trace inequality, we can prove that
E
[
g>(Z∗)>AZ∗g
]
= Tr((Z∗)>AZ∗) ≥ σmin(Z∗) · Tr(AZ∗) ≥ σmin(Z∗) · Z∗. (21)
Here σmin(Z
∗) denotes the smallest singular value of the matrix Z∗. The above inequality implies that,
at least in expectation, we could use the vector Z∗g as a “rounding” of the output of the semidefinite
programming relaxation. However, there is absolutely no guarantee that the vector Z∗g is sparse. Thus,
in order to sparsify Z∗g, we employ a separate sparsification procedure, where each entry of Z∗g is kept
(and rescaled) with probability proportional to its magnitude. This procedure is similar to the one proposed
in [17] and guarantees that larger entries of Z∗g are more likely to be kept, while smaller entries of Z∗g are
more likely to be set to zero, without too much loss in accuracy. We also note that to ensure a sufficiently
high probability of success for the overall approach, we generate multiple Gaussian vectors and keep the one
that maximizes the quantity g>(Z∗)>AZ∗g. See Algorithm 4 and Algorithm 5 for a detailed presentation of
our approach.
Algorithm 4 Sparsify
Input: y ∈ Rn and sparsity parameter s.
Output: z ∈ Rn with E [‖z‖0] ≤ s.
1: for i = 1 . . . n do
2: zi :=
{
1
pi
yi, with probability pi = min
{
1, s|yi|‖y‖1
}
,
0 otherwise.
Algorithm 5 Rounding-based SPCA
Input: PSD matrix A ∈ Rn×n, error tolerance  > 0, and sparsity parameter k.
Output: x ∈ Rn with E [‖x‖0] = s.
1: Let Z∗ be the optimal solution to the relaxed SPCA problem of eqn. (2);
2: M ← 80/2 and s← O
(
k2 log5/2(1/)
2
)
; .See Theorem A.10 for the exact value of s.
3: Generate M random Gaussian vectors g1, . . . , gM in Rn;
4: y← Z∗gj , where j ← argmaxi=1...M g>i (Z∗)>AZ∗gi;
5: z← Sparsify(y, s);
The running time of the algorithm is dominated by the time needed to solve the semidefinite programming
relaxation of eqn. (2), which, in our setting, is O (n3.5) [1]. We do note that SDP solvers such as the one
in [1] return an additive error approximation to the optimal solution. However, the running time dependence
of SDP solvers on the additive error γ is logarithimic in 1/γ and thus highly accurate approximations can be
derived without a significant increase in the number of iterations of the solver. Thus, for the sake of clarity,
we omit this additive error from the rest of the analysis.
Our main quality-of-approximation result for Algorithm 5 is Theorem 4.1. For simplicity of presentation,
and following the lines of [17], we assume that all rows and columns of A have been normalized to have unit
norms. This assumption can be relaxed as in [17].
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Theorem 4.1 Given a PSD matrix A ∈ Rn×n, a sparsity parameter k, and an error tolerance  > 0, Al-
gorithm 5 outputs a vector z ∈ Rn that, with probability at least 5/8, satisfies E [‖z‖0] = O
(
k2 log5/2(1/)/2
)
,
‖z‖2 = O
(√
log 1/
)
, and
z>Az ≥ (1− )σmin(Z) · Z∗ − .
Here σmin(Z) is the smallest singular value of Z, the solution matix of eqn. (2).
The proof of Theorem 4.1 is delegated to Appendix A.2 (as Theorem A.10), but we outline here a series of
lemmas that lead to the final bound in order to highlight the technical challenges of our approach. We start by
bounding the difference between y>Ay and z>Az, showing that the sparsification procedure of Algorithm 4
does not significantly distort the optimal value. Our strategy is reminiscent of the approach of [17]. We start
with the following consequence of the triangle inequality, e.g., Lemma 3 from [17].
Lemma 4.2 Let y and z be defined as in Algorithm 5. Then
|y>Ay − z>Az| ≤ 2|y>A(y − z)|+ |(y − z)>A(y − z)|.
We now proceed to upper bound the two terms in the above lemma separately. The following lemma bounds
the first term.
Lemma 4.3 Let y and z be defined as in Algorithm 5. If ‖y‖1 ≤ α and ‖y‖2 ≤ β, then, with probability at
least 15/16, |y>A(y − z)| ≤ 4αβ/√s.
Proof : Recall that we set zi = yi/pi with probability pi and zero otherwise, for all i = 1 . . . n. Then,
E
[
(y>A(y − z))2] = n∑
i=1
(
1
pi
− 1
)
y2i (Ai∗y)
2.
Using |Ai∗y| ≤ ‖Ai∗‖2 ‖y‖2 ≤ β (from our assumption on the `2 norm of y as well as our assumption that
the rows/columns of A have unit norm), it follows that
E
[
(y>A(y − z))2] ≤ β2 n∑
i=1
y2i
pi
≤ β
2 ‖y‖21
s
≤ α
2β2
s
.
The lemma follows from Markov’s inequality. 2
The next lemma provides an upper bound for the second term in the right hand side of Lemma 4.2.
Lemma 4.4 Let y and z be defined as in Algorithm 5. If ‖y‖1 ≤ α and ‖y‖2 ≤ β, then, with probability at
least 15/16,
|(y − z)>A(y − z)| ≤
√
64α4
s2
+
96αβ3
s
.
Proof : Let ζi =
1
pi
with probability pi and zero otherwise for all i = 1 . . . n. Then,
E
[(
(y − z)>A(z− y))2] = ∑
a,b,c,d
Aa,cAb,dyaybycyd · E [(1− ζa)(1− ζb)(1− ζc)(1− ζd)] .
We immediately have E [1− ζi] = 0. Thus, if any of the indices a, b, c, d appears only once in the above
summation, then
E [(1− ζa)(1− ζb)(1− ζc)(1− ζd)] = 0.
Let
B1 =
∑
a 6=b
A2a,by
2
ay
2
bE
[
(1− ζa)2(1− ζb)2
]
,
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B2 =
∑
a 6=b
Aa,aAb,by
2
ay
2
bE
[
(1− ζa)2(1− ζb)2
]
,
B3 =
∑
a 6=b
Aa,bAb,ay
2
ay
2
bE
[
(1− ζa)2(1− ζb)2
]
,
B4 =
n∑
a=1
A2a,ay
4
aE
[
(1− ζa)4
]
.
It now follows that
E
[(
(y − z)>A(z− y))2] = 4∑
i=1
Bi.
Using |Ai,j | ≤ 1 for all i, j, we can bound B1, B2, and B3 by
max
i=1,2,3
{Bi} ≤
n∑
a=1
y2aE
[
(1− ζa)2
] n∑
b=1
y2bE
[
(1− ζb)2
]
.
Using E
[
(1− ζi)2
]
= 1pi − 1 for all i, we get
max
i=1,2,3
{Bi}) ≤
(∑
a=1
(
1
pa
− 1
)
y2a
)2
≤
(
‖y‖21
s
)2
≤ α
2
s2
,
where the inequality follows by ‖y‖1 ≤ α. To bound B4, use ‖y‖1 ≤ α and ‖y‖2 ≤ β, to get
B4 =
n∑
a=1
A2a,ay
4
aE
[
(1− ζa)4
] ≤ n∑
a=1
y4aE
[
(1− ζa)4
]
=
n∑
a=1
y4a
(
1
p3a
− 4
p2a
+
6
pa
− 4 + pa
)
≤
n∑
a=1
y4a
(
‖y‖31
|y3a|s3
+
6 ‖y‖1
|ya|s
)
≤ ‖y‖
4
1
s3
+
6 ‖y‖3 ‖y‖32
s
≤ α
4
s3
+
6αβ3
s
.
The last inequality follows from properties of norms, namely that ‖y‖33 ≤ ‖y‖32. Thus,
E
[(
(y − z)>A(z− y))2] ≤ α4
s3
+
3α4
s2
+
6αβ3
s
≤ 4α
4
s2
+
6αβ3
s
.
Using Markov’s inequality, we conclude
Pr
[
|(z− y)>A(z− y)| ≥ 4
√
4α4
s2
+
6αβ3
s
]
≤ 1
16
.
2
Lemma 4.3 and Lemma 4.4 allow us to bound |y>Ay − z>Az| using Lemma 4.2, after proving bounds
for the quantities α and β. Towards that end, we show that setting
α = k(1 + 2
√
logM) and β = 2
√
logM
guarantees that both ‖y‖1 ≤ α and ‖y‖2 ≤ β hold with sufficiently high probability (Lemma A.4
and Lemma A.7 in Appendix A.2). We can now bound y>Ay using z>Az and  as shown in the fol-
lowing lemma:
Lemma 4.5 Let M = 80/2, α = k(1 + 2
√
logM), and β = 2
√
logM . If the sparsity parameter s is set to
s = 450α
2β3/2, then, with probability at least 3/4, y>Ay ≤ z>Az + .
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Proof : Using Lemma A.4 and Lemma A.7, we conclude that ‖y‖1 ≤ α and ‖y‖2 ≤ β both hold with
probability at least 1− 2M . Using Lemma 4.2, we get
|y>Ay − z>Az| ≤ 2|y>A(y − z)|+ |(y − z)>A(y − z)|.
Since |y>A(y − z)| ≤ 4αβ√
s
with probability at least 1516 (by Lemma 4.3) and
|(y − z)>A(y − z)| ≤
√
64α4
s2
+
96αβ3
s
with probability at least 1516 (by Lemma 4.4), setting s =
450α2β3
2 , we get
y>Ay ≤ z>Az + ,
with probability at least 14/16− 2/M ≥ 3/4, since M ≥ 16.  2
Letting y = Z∗g, we now conclude the proof by combining eqn. (21) with the above lemma to bound (at least
in expectation) the accuracy of Algorithm 5. To get a high probability bound, we leverage a result by [6] on
estimating the trace of PSD matrices. This approach allows us to properly analyze step 4 of Algorithm 5,
which uses multiple random Gaussian vectors to achieve measure concentration (see Appendix A.2 for details).
Finally, we can bound the `2 norm of the vector z of Algorithm 5 by proving that, with probability at least
3/4, ‖z‖2 = O
(√
log 1/
)
. Notice that this slightly relaxes the requirement that z has unit norm; however,
even for accuracy  close to machine precision,
√
log 1/ is a small constant.
5 Experiments
We demonstrate the empirical performance of our algorithms on real-world datasets as well as on a synthetic
dataset, similar to [17] (see Appendix B.2). We use human genetic data from the HGDP [9] and HAPMAP [23]
(22 matrices, one for each chromosome). In addition, we also use a lung cancer gene expression dataset
(107×22, 215) from [22] and a sparse document-term matrix (2, 858×12, 427) created using the Text-to-Matrix
Generator (TMG) [34] (see Appendix B.1).
Comparisons and metrics. We compare our Algorithm 2 (spca-r), Algorithm 3 (spca-d), and Algorithm 5
(spca-sdp) with the solutions returned by the elasticnet R-package (using spca() function) based on [36],
as well as the simple MaxComp heuristic [7]. We define the quantity f(y) = y
>Ay/‖A‖2 to measure the quality
of an approximate solution y ∈ Rn to the SPCA problem. Notice that 0 ≤ f(y) ≤ 1 for all y with ‖y‖2 ≤ 1.
As f(y) gets closer to one, the vector y captures more of the variance of the matrix A that corresponds to its
top singular value and corresponding singular vector. Our goal is to identify a sparse vector y with f(y) ≈ 1.
In our experiments, for spca-d, spca-r, and spca-sdp, we fix the sparsity s to be equal to k, so that all
algorithms return the same number of non-zero elements as spca and maxcomp. In addition, note that the
outputs of Algorithm 2 and Algorithm 5 may not have unit norms and we normalize them by keeping the
rows and the columns of A corresponding to the nonzero elements of the output vectors and then getting the
top singular vector of the induced matrix and padding it with zeros. The above two considerations make
our comparisons fair in terms of function f(y). For Algorithm 3, we fix the threshold parameter ` to 30
for human genetic data, as well as for the text data; we set ` = 10 for the gene expression data. Finally,
for Algorithm 5, we fix M (the number of random Gaussian vectors) to 300 and we use Python’s cvxpy
package to solve eqn. (2). All the experiments were implemented on a single-core Intel(R) Xeon(R) Gold
6126 CPU @ 2.60GHz.
Results. In Figure 1, we evaluate the performance of the different SPCA algorithms by plotting f(y) against
‖y‖0/n, i.e., the sparsity ratio of the output vector, on data from chromosome 1, chromosome 2, the gene
expression data, and the synthetic data. All our methods are better than or at least comparable to both
spca and maxcomp. In particular, for the sparser output vectors, spca-sdp performs much better than both
spca and maxcomp. However, in practice, the running time of the SDP relaxation is substantially higher
than the other methods, which highlights the interesting trade-offs between the accuracy and computation
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(a) Chr 1, n = 37, 493 (b) Chr 2, n = 40, 844
(c) Gene expression data (d) Synthetic data
Fig. 1: Experimental results on real data: f(y) vs. sparsity ratio.
k pca spca maxcomp spca-d spca-r spca-sdp
100 0.4597 0.0774 0.0309 0.1385 0.0247 0.1644
500 0.4597 0.1874 0.2140 0.2948 0.1683 0.3266
1,000 0.4597 0.2737 0.3625 0.3650 0.2892 0.4128
2,000 0.4597 0.4056 0.4380 0.4334 0.3935 0.4396
5,000 0.4597 0.4257 0.4441 0.4422 0.4276 0.4413
10,000 0.4597 0.4462 0.4512 0.4505 0.4412 0.4485
Table 1: Text data: f(y) vs. the sparsity parameter k for various SPCA algorithms.
discussed in [2]. In Figure 1d, notice that the performance of the maxcomp heuristic is worse than spca as
well as our algorithms. This is quite evident from the way we constructed the synthetic data. In particular,
turning the bottom n4 elements of V˜ into large values guarantees that these would not be good elements to
retain in the construction of the output vector in maxcomp, as they fail to capture the right sparsity pattern
(see Appendix B.2 and Figure 2). In Table 1, we report the variance f(y) captured by the output vectors
of different methods for the text data, which again validates the accuracy of our algorithms. Additional
experiments can be found in Appendix B.3.
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6 Conclusion and Open Problems
We present three provably accurate, polynomial time, approximation algorithms for SPCA, without imposing
restrictive assumptions on the input covariance matrix. Future directions include: (i) extend the proposed
algorithms to handle more than one sparse singular vector by deflation or other strategies; (ii) explore
matching lower bounds and/or improve the guarantees of Theorems 2.2, 3.1, and 4.1; (iii) explore whether
the proposed algorithms can approximately recover the support of the vector x∗ (see eqn. (1)) instead of the
optimal value Z∗.
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Appendix to
Approximation Algorithms for Sparse Principal
Component Analysis
A Appendix
A.1 SPCA via randomized matrix multiplication: Proofs
First, we prove two lemmas that are crucial in proving Lemma 2.1.
Lemma A.1 Given matrices P ∈ Rm×n and Q ∈ Rn×p, let S ∈ Rn×n be constructed using Algorithm 1.
Then,
E
[
(PS2Q)ij
]
= (PQ)ij
var (PS2Q)ij =
n∑
k=1
P2ikQ
2
kj
pk
−
n∑
k=1
P2ikQ
2
kj .
for any indices i, j ∈ {1, . . . , n}.
Proof : For any i, j ∈ {1, . . . , n}, we have that
E
[
(PS2Q)ij
]
= E
[
n∑
k=1
PikS
2
kkQkj
]
= E
[
n∑
k=1
Pik
(
Z2k
pk
)
Qkj
]
=
n∑
k=1
(
PikQkj
pk
)
E
[
Z2k
]
=
n∑
k=1
PikQkj = (PQ)ij ,
since Z2k
d
= Zk ∼ Ber(p) and thus E
[
Z2k
]
= E [Zk] = pk, where
d
= denotes equality in distribution. By the
independence of the Zk’s, and noting that var (Zk) = pk(1− pk), we have that
var (PS2Q)ij = var
n∑
k=1
Pik
(
Z2k
pk
)
Qkj
=
n∑
k=1
(
PikQkj
pk
)2
varZ2k =
n∑
k=1
(
1− pk
pk
)
P2ikQ
2
kj
=
n∑
k=1
P2ikQ
2
kj
pk
−
n∑
k=1
P2ikQ
2
kj .
2
Lemma A.2 Given matrices P ∈ Rm×n and Q ∈ Rn×p, let S ∈ Rn×n be constructed using Algorithm 1.
Then,
E
[‖PS2Q−PQ‖2F ] = n∑
i=1
‖P∗i‖22 · ‖Qi∗‖22
pi
−
n∑
i=1
‖P∗i‖22 ‖Qi∗‖22 . (22)
Here P∗i and Qi∗ are the i-th column of P and i-th row of Q respectively.
Proof : Using Lemma A.1, we have that
E
[‖PQ−PS2Q‖2F ] = m∑
i=1
p∑
j=1
E
[(
(PQ)ij − (PS2Q)ij
)2]
=
m∑
i=1
p∑
j=1
var (PS2Q)ij
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=m∑
i=1
p∑
j=1
[
n∑
k=1
P2ikQ
2
kj
pk
−
n∑
k=1
P2ikQ
2
kj
]
=
n∑
k=1
(
1
pk
− 1
)( m∑
i=1
P2ik
) p∑
j=1
Q2kj

=
n∑
k=1
‖P∗k‖22 ‖Qk∗‖22
pk
−
n∑
k=1
‖P∗k‖22 ‖Qk∗‖22 .
2
Proof of Lemma 2.1: From Lemma A.2,
E
[‖PS2Q−PQ‖2F ] = n∑
i=1
‖P∗i‖22 · ‖Qi∗‖22
pi
−
n∑
i=1
‖P∗i‖22 ‖Qi∗‖22
=
∑
{i:p˜i≤1/s}
‖P∗i‖22 · ‖Qi∗‖22
sp˜i
+
∑
{i:p˜i>1/s}
‖P∗i‖22 · ‖Qi∗‖22 −
n∑
i=1
‖P∗i‖22 ‖Qi∗‖22
≤
∑
{i:p˜i≤1/s}
‖P∗i‖22 · ‖Qi∗‖22
sp˜i
≤
n∑
i=1
‖P∗i‖22 · ‖Qi∗‖22
sp˜i
.
We conclude the proof by setting p˜i = ‖P∗i‖
2
2/‖P‖2F . 
A.2 SPCA via a Semidefinite Programming Relaxation: Proofs
We start with a lemma arguing that the sparsification procedure of Algorithm 5 does not significantly distort
the `2 norm of the input/output vectors.
Lemma A.3 Let y and z be defined as in Algorithm 5. If ‖y‖1 ≤ α, then, with probability at least 15/16,
‖z− y‖22 ≤
16α2
s
.
Proof : Notice that
E
[
‖z− y‖22
]
=
n∑
i=1
(
1
pi
− 1
)
y2i ≤
n∑
i=1
y2i
pi
≤ ‖y‖1
n∑
i=1
yi
s
=
‖y‖21
s
,
which is at most α
2
s from our assumptions. The lemma follows by Markov’s inequality. 2
The next two lemmas bound the `2 and `1 norms of the vectors yi for all i = 1 . . .M . We will bound the
norm of a single vector yi (we will drop the index) and then apply a union bound on all M vectors.
Lemma A.4 Let y be defined as in Algorithm 5. Then,
Pr
[
‖y‖2 ≥ 2
√
logM
]
≤ 1
M2
.
Proof : Let Z = UΣV> be the singular value decomposition of Z and let σi = Σi,i, for i = 1 . . . n, be
the singular values of Z. Since Tr(Z) = 1, it follows that
∑n
i=1 σi = 1 and also σi ≤ 1 for all i = 1 . . . n.
Additionally,
n∑
i=1
σ2i ≤
n∑
i=1
σi ≤ 1. (23)
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Then,
‖y‖22 = ‖Zg‖22 = g>Z>Zg = g>VΣ2V>g =
∥∥ΣV>g∥∥2
2
.
The rotational invariance of the Gaussian distribution implies that y2 ∼ h2, where h is a random vector
whose i-th entry hi satisfies hi ∼ N (0, σ2i ). Hence,
E
[
‖y‖22
]
= E
[
‖h‖22
]
=
n∑
i=1
σ2i ≤ 1.
Now, from Markov’s inequality, for any C > 0,
Pr
[
‖y‖2 ≥ t+
logM
t
]
= Pr
[
eC‖y‖2 ≥ eCt+C logM/t
]
≤ E
[
eC‖y‖2
]
eCtMC/t
.
Then,
E
[
eC‖y‖2
]
= E
[
eC‖h‖2
]
≤
n∏
i=1
2√
2piσi
∫ ∞
0
eCxe−x
2/2σ2i dx
=
n∏
i=1
(
2√
2piσi
eC
2σ2i /2
∫ ∞
0
e
−
(
x√
2σi
−Cσi√
2
)2
dx
)
=
n∏
i=1
(
2√
pi
eC
2σ2i /2
∫ ∞
0
e−t
2
dt
)
=
n∏
i=1
eC
2σ2i /2 = exp
(
n∑
i=1
C2σ2i /2
)
.
Using eqn. (23), we get
E
[
eC‖y‖2
]
≤ eC2/2.
Setting C = 2t and  ≤ 1, we get
Pr
[
‖y‖2 ≥ t+
logM
t
]
≤ e
C2/2
eCtMC/t
=
1
M2
.
Setting t =
√
logM concludes the proof. 2
Prior to bounding the `1 norm of y, we present a measure concentration result that will be useful in our
proof. First, recall the definition of L-Lipschitz functions.
Definition A.5 Let f : Rn → R be any function. If ‖f(x)− f(y)‖2 ≤ L ‖x− y‖2 for all x,y ∈ Rn, then f
is L-Lipschitz.
Theorem A.6 (Gaussian Lipschitz Concentration) [31] Let f be an L-Lipschitz function and let g ∈
Rn be a vector of i.i.d. Gaussians. Then f(x) is sub-Gaussian with variance L2 and, for all t ≥ 0,
Pr [|f(x)− E [f(x)] | ≥ t] ≤ 2e−t2/2L2 .
Lemma A.7 Let y be defined as in Algorithm 5. Then,
Pr
[
‖y‖1 ≥ k(1 + 2k
√
logM)
]
≤ 1
M2
.
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Proof : Since gj ∼ N (0, 1) for all j = 1 . . . n, the 2-stability of the Gaussian distribution implies that
E [‖Zg‖1] =
n∑
i=1
∣∣∣∣∣∣
n∑
j=1
Zi,jgj
∣∣∣∣∣∣ =
n∑
i=1
√
2
pi
‖Zi∗‖2 =
√
2
pi
‖Z‖1,2 .
Let f(x) = ‖Zx‖1. The triangle inequality implies that
| ‖Zx‖1 − ‖Zy‖1 | ≤
n∑
i=1
|Zi∗x− Zi∗y| =
n∑
i=1
|Zi∗(x− y)| .
Thus, by Cauchy-Schwarz,
| ‖Zx‖1 − ‖Zy‖1 | ≤
n∑
i=1
‖Zi∗‖2 ‖x− y‖2 ,
and f(x) is ‖Z‖1,2-Lipschitz4. Using Theorem A.6,
Pr
[∣∣∣∣∣‖y‖1 −
√
2
pi
‖Z‖1,2
∣∣∣∣∣ ≥ t
]
≤ 2e−t2/2‖Z‖21,2 ,
for all t ≥ 0. Setting t = 2√logM and noting that ‖Z‖1,2 ≤ ‖Z‖1,1 ≤ k, we get
Pr
[
‖y‖1 ≥ k(1 + 2
√
logM)
]
≤ 1
M2
.
2
We now prove an inequality that was used in eqn. (21) to compare y>Ay and Tr(AZ).
Lemma A.8 Let Z be a PSD matrix. Then,
σmin(Z) · Tr(AZ) ≤ Tr
(
Z>AZ
)
.
Proof : By the definition of the Moore-Penrose pseudoinverse, we get Z = ZZ†Z>. Using the cyclic
property of the trace and von Neumann’s trace inequality, we get
Tr(AZ) = Tr(AZZ†Z>) = Tr(Z†Z>AZ) ≤
n∑
i
σi
(
Z†
)
σi
(
Z>AZ
)
≤ σ−1min(Z)
n∑
i=1
σi(Z
>AZ) ≤ σ−1min(Z) · Tr
(
Z>AZ
)
.
2
To finalize our proof, we use the following result of [6] for estimating the trace of PSD matrices.
Theorem A.9 [6] Given a PSD matrix A ∈ Rn×n, let M = 80/2. Let gi (for i = 1 . . .M) be standard
Gaussian random vectors. Then with probability at least 7/8,∣∣∣∣∣Tr(A)− 1M
M∑
i=1
g>i Agi
∣∣∣∣∣ ≤  · Tr(A).
We are now ready to prove the correctness of Algorithm 5 by establishing Theorem A.10.
4Recall that the Lp,q norm of A is ‖A‖p,q =
(∑n
i=1
(∑n
j=1 |Ai,j |q
) p
q
) 1
p
, e.g., ‖A‖F = ‖A‖2,2.
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Theorem A.10 There exists an algorithm that takes as input a PSD matrix A ∈ Rn×n, an approximation
parameter  > 0, and a parameter k, and outputs a vector z such that with probability at least 5/8,
E [‖z‖0] ≤ s =
450α2β3
2
, ‖z‖2 ≤ β +
α√
s
, z>Az ≥ (1− )σmin(Z) · Z∗ − .
In the above, Z is an optimal solution to the relaxed SPCA problem of eqn. (2), α = k(1 + 2
√
logM),
β = 2
√
logM , and M = 80/2.
Proof : Consider Algorithm 5 and let Z∗ be an optimal solution to the SPCA semidefinite relaxation of
eqn. (2). Then, as already discussed, (x∗)>Ax∗ ≤ Tr(AZ∗), where x∗ is the optimal solution to the SPCA
problem of eqn. (1). Then, using Lemma A.8, it follows that
σmin(Z
∗) Tr(AZ∗) ≤ Tr ((Z∗)>AZ∗) .
Applying Theorem A.9 to the matrix (Z∗)>AZ∗ and using our choice of y in Algorithm 4, we get
y>Ay ≥ 1
M
M∑
i=1
g>i (Z
∗)>AZ∗gi ≥ (1− ) Tr
(
(Z∗)>AZ∗
)
,
with probability at least 7/8. By Lemma 4.5, we have y>Ay ≤ z>Az +  with probability at least 3/4. Thus,
with probability at least 5/8,
(1− )σmin(Z∗) · Z∗ = (1− )σmin(Z∗) · (x∗)>Ax∗ ≤ z>Az + .
To conclude the proof, we need to bound the `2 norm of the solution vector z. Let E be the event that
‖Zgi‖1 ≤ k(1 + 2
√
logM) and ‖Zgi‖2 ≤ 2
√
logM for all i = 1 . . .M . From Lemma A.4 and Lemma A.7 and
the union bound, we have Pr [E ] ≥ 1− 2M . Conditioned on E , Lemma A.3 implies that, with probability at
least 15/16,
‖y − z‖22 ≤
16k2(1 + 2
√
logM)2
s
.
Therefore, with probability at least 1516 − 2M ≥ 34 (since M ≥ 16), an application of the triangle inequality gets
‖z‖2 ≤ ‖y‖2 + ‖z− y‖2 ≤ 2
√
logM +
4k(1 + 2
√
logM)√
s
.
Using our chosen values for α and β concludes the proof. 2
B Additional Notes on Experiments
B.1 Real Data
Population genetics data. We use population genetics data from the Human Genome Diversity Panel [9]
and the HAPMAP [23]. In particular, we use the 22 matrices (one for each chromosome) that encode all
autosomal genotypes. Each matrix contains 2,240 rows and a varying number of columns that is equal to
the number of single nucleotide polymorphisms (SNPs, well-known biallelic loci of genetic variation across
the human genome) in the respective chromosome. The columns of each matrix were mean-centered as a
preprocessing step. See Table 2 for summary statistics.
Gene expression data. We also use a lung cancer gene expression dataset (GSE10072) from from the
NCBI Gene Expression Omnibus database [22]. This dataset contains 107 samples (58 cases and 49 controls)
and 22,215 features. Both the population genetics and the gene expression datasets are interesting in the
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context of sparse PCA beyond numerical evaluations, since the sparse components can be directly interpreted
to identify small sets of SNPs or genes that capture the data variance.
Text classification data. We also evaluate our algorithms on a text classification dataset used in [17].
This consists of two publicly available standard test collections for ad hoc information retrieval system
evaluation: the Cranfield collection that contains 1, 398 abstracts of aerodynamics journal articles and
the CISI (Centre for Inventions and Scientific Information) data that contains 1, 460 information science
abstracts. Finally, using these two collections, a sparse, 2, 858× 12, 427 document-term matrix was created
using the Text-to-Matrix Generator (TMG) [34], with the entries representing the weight of each term in the
corresponding document. See Table 3 for summary statistics.
B.2 Synthetic Data
We also use a synthetic dataset generated using the same mechanism as in [17]. Specifically, we construct
the m × n matrix X such that X = UΣV> + Eσ. Here, Eσ is a noise matrix, containing i.i.d. Gaussian
elements with zero mean and we set σ = 10−3; U ∈ Rm×m is a Hadamard matrix with normalized columns;
Σ = (Σ˜ 0) ∈ Rm×n such that Σ˜ ∈ Rm×m is a diagonal matrix with Σ˜11 = 100 and Σ˜ii = e−i for i = 2, . . . ,m;
V ∈ Rn×n such that V = Gn(θ)V˜, where V˜ ∈ Rn×n is also a Hadamard matrix with normalized columns
and
Gn(θ) = G(i1, i1 + 1, θ) G(i2, i2 + 1, θ) . . .G(in/4, in/4 + 1, θ),
is a composition of n4 Givens rotation matrices with ik =
n
2 +2k−1 for k = 1, 2, . . . , n4 . Here G(i, j, θ) ∈ Rn×n
be a Givens rotation matrix, which rotates the plane i− j by an angle θ. For θ ≈ 0.27pi and n = 212, the
matrix Gn(θ) rotates the bottom
n
2 components of the columns of V˜, making half of them almost zero and
the rest half larger. Figure 2 shows the absolute values of the elements of the first column of the matrices V
and V˜.
B.3 Additional Experiments
In Figure 3, we demonstrate how our algorithms perform on Chr 3 and Chr 4 of the population genetics
data. We see a similar behavior as observed for Chr 1 and Chr 2 in Figures 1a-1b. Results on the other 18
chromosomes (i.e., Chr 5-Chr 22) are also qualitatively very similar and therefore, we only highlight results
on Chr 1-Chr 4 here.
Fig. 2: Experimental results on synthetic data with m = 27 and n = 212: the red and the blue lines are the
sorted absolute values of the elements of the first column of matrices V and V˜ respectively.
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(a) Chr 3, n = 34, 258 (b) Chr 4, n = 30, 328
Fig. 3: Experimental results on real data: f(y) vs. sparsity ratio.
Table 2: Statistics of the population genetics data.
Dataset # Rows (m) # Columns (n) Density
Chr 1 2,240 37,493 0.986
Chr 2 2,240 40,844 0.987
Chr 3 2,240 34,258 0.986
Chr 4 2,240 30,328 0.986
Table 3: Statistics of gene expression and text data.
Dataset # Rows (m) # Columns (n) Density
Gene expression 107 22,215 0.999
Text classification 2,858 12,427 0.004
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