Artificial immune network (AIN) as a branch of artificial immune system has been widely used in many application fields, and shows good ability of global optimization, especially in parameters optimization of the pharmacokinetic models. The search process of AIN for global optimum is based on the principles of clonal selection and immune network. However, as one of the heuristic-based optimal algorithms, the evolution of memory cells in the AIN is more time consuming compared with gradient-based optimal algorithms. In this paper, an AIN with distributed clonal selection strategy is proposed to improve the efficiency of the AIN. Then the distributed AIN is implemented with MATLAB Distributed Computing Engine (MDCE). One of the advantages of MDCE is that it is convenient to run optimal algorithms programmed with MATLAB platform. In the experiments, parameters of the [ 18 F] Fluoro-2-deoxy2D-glucose (FDG) tracer kinetic model are optimized with the distributed AIN algorithms, theory analysis and experiments results indicate the algorithm is capable of improving search speed significantly in successful rate and algorithm stability.
INTRODUCTION
Biological immune system is a highly parallel and distributed adaptive system [1] , its adaptive, self-learning, noise tolerance, etc. are attracting more and more attention of researchers in the field of artificial intelligence. They learn the mechanism of biological immune system model and construct a highperformance, self-organization, robust and good artificial immune system (AIS) that bridges the disciplines of immunology, computer science and engineering. In 1974, Jerne [2] proposed an immune network theory suggesting that immune system is capable of achieving immunological memory by the existence of a mutually reinforcing network of B cells. However, though such AINs were later re-defined and re-implemented by Timmis et al. [3] and further enhanced in [4] , the AIN as a branch of artificial immune system produces the interaction mechanism between network cells. That is primarily because theoretical studies have thus far concentrated on these aspects of AIN which has been proven to work in various multi-modal function optimization [5] and dynamic environment optimization [6] .
An AIN for parameter optimization of pharmacokinetics (PKAIN) algorithm has been proposed by Liu and Zhou, etc in 2008 [7] , to optimize parameters of both linear and nonlinear pharmacokinetic compartmental models. Compared with other AIS algorithms, the PKAIN is based on clonal selection [8] and the simplex updates of the memory cells for immune evolution. However, the clonal selection which was proposed by Bumet [9] in 1958 is one of the most time-consuming steps in each iterative updates of the new generations. In order to obtain global optimizations in PKAIN, many more memory cells should be generated in the network. As a result, it costs much more time compared with those gradient-based optimal algorithms. Currently the research on the parallel and distributed model of AISs is applied to solve more complex problems. Existing models are: the masterslave model, the coarse-grained model and fine-grained model [10] . In 2010, a parallelized AIN is designed and applied to fuzzy clustering [11] . In [11] , the PAINFCM algorithm is proposed for parallel affinity calculation of antibodies according to time complexity of AIN algorithm on the MPI interferes, and the running time can be improved. In [12] it proposes a distributed model termed as Tower-like Master-Slave Model(TMSM) for the AIS. The TMSM can obtain better solution with less computational cost and fewer communications cost, but the procedure of analytic simulation was unable to be used in real applications.
In this paper, a distributed clonal selection evolutionary strategy for PKAIN is proposed to save working time for optimizing parameters of the compartment model function. The tracer kinetics model is to be done as the aim function solution of the distributed PKAIN to evaluate the efficiency of the distributed strategy. The MDCE is setting as the experimental platform. The advantage of
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A Distributed Artificial Immune Network for Optimizing Tracer Kinetic Models with MATLAB Distributed Computing Engine the MDCE is that it integrates both simple distributed function interfaces and the MATLAB programming functions. Experimental results show that the distributed PKAIN with MDCE can improve the efficiency of the artificial immune network. It keeps the accuracy and reduces time consuming when using for parameters optimization.
TRACER KINETIC MODELING
Tracer kinetic models in quantitative PET provide a set of mathematical frameworks to calculate the concentration of reactants and products, and the rate of biological process. It requires measurements of the time activity curves in both plasma and tissue to estimate physiological parameters [13] . Dynamic PET images are evaluated visually or quantified by tracer kinetic modeling, which uses a tracer plasma time-activity curve (PTAC) as an input function in order to characterize the target tissue time-activity curve (TTAC) on a predefined region of interest (ROI). This characterization is achieved using physiological parameters to solving tracer kinetic model for fitting the curve of TTAC.
Compartmental model is the most commonly used model to describe the uptake and clearance of radioactive tracers in tissue [14] . In general, the body is considered to be a system, and the distribution kinetics of the tracer can be described as many compartments, which refer to organs or tissues where the rates of absorption and transportation are similar. So, an appropriate model to fit PTAC and TTAC are most important. Firstly, a mathematical tracer kinetic model is selected based on the principle of pharmacokinetics. Then parameters of the model are optimized to fit the TTAC, PTAC curve. Currently fluorine generation of deoxidizing glucose (FDG) kinetic model [15] is relatively commonly used, as shown in Fig. 1 . The three-compartment [16] model which is originally proposed by Phelps et al is used to describe metabolic process of FDG [13] . The equations to describe the kinetics of FDG are displayed in Eq. plasma, FDG concentration in the tissue, and FDG-6-phosphate (FDG-6-P) concentration in the tissue, respectively. There are four parameters (called rate constants) k 1 ∼ k 4 in the compartment model and they represent the tracer transport rate between compartments which are k 1 (min −1 ) for forward transport of the FDG to tissue, k 2 (min −1 ) for reverse transport of FDG from the tissue to plasma, k 3 (min −1 ) for phosphorylation of FDG to FDG-6-P in tissue and k 4 (min −1 ) for dephosphorylation of FDG-6-P to FDG in tissue. In addition, in tracer dynamics research this model has another parameter f, it represents the image in the PET that the influenced coefficients by the radioactivity in the plasma of the surrounding tissue imaging factor.
The actual tissue activity measured by PET can be expressed as (1) where
is the function of tissue tracer time-activity curve (TTAC). Through calculate and optimize this model, we can get the following equation:
The represents convolution, and
PTAC curve function C B (t) and TTAC curve function C T (t) are expressed as input function and output function respectively.
PKAIN: AN AIN FOR PHARMACOKINETICS
The PKAIN is the optimization algorithm for solving the parameters of drug concentration function according to the principles of clone selection [17] and immune network [18] . The framework of PKAIN is based on the opt-aiNet [19] . It includes four key steps: network cells coding, fitness calculation and network suppression. In addition, a new mutation operator, partition-based concurrent simplex mutation, is designed to improve local searching ability of the AIN. 
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In the first step, the AIN is initialized by randomly generating network cells in solution space. Given a tracer kinetic model, parameter solution spaces such as low-bound and upper-bound of output parameters are defined. To solve FDG kinetic model it has been mentioned in Section 2, parameters of k 1 ∼ k 4 and f are required to be optimized simultaneously. The solution of these parameters is encoded into a memory cell of the AIN. Given a drug concentration function 
For each cell m of M (n) , it is cloned and then selected with concurrent simplex mutation steps [19] . According to the PKAIN, cloned antibodies proportionally to their affinity values at first, in the process of clonal selection, antibodies are sorted in descending order according to their affinity values. The clonal number of antibody is inversely proportional to its order, that is, antibodies with higher affinity will have more offspring. After the simplex mutation steps the new M * population is done to generate. Then m cell is replaced by the cell that is calculated with the highest affinity in M * which represents five parameters of pharmacokinetics.
In the network suppression, similar cells with lower affinity are deleted to maintain a relatively smaller network scale. The new generation M (n+1) of memory cells is generated. If the stop criterion is met, the evolution and adaption network of memory cells stops. Finally, the memory cell with the highest affinity is expressed as an optimal parameter solution. Details of the PKAIN algorithm can be referred in the literature [5] .
The procedure of the PKAIN artificial immune network is described as follows:
Step 1 Initialize artificial immune network and randomly generate network cells M (0) .
Step 2 For each network cell m of M (n) , do clonal selection with concurrent simplex mutation.
Step 2.1 Do clone and mutation steps to generate new partition cells C.
Step 2.2 Do concurrent simplex mutation to C, and update with new cells M * Step 2.3 Replace the m network cell with the cell whose fitness is highest in the M *
Step 3 Evaluate similarities of network cells, and do network suppression.
Step 4 Dynamically update d% network cells with lower fitness, and generate new generation M (n+1) . If the stop criterion is not met, go to step 2.
Step 5 Decode the network cell with the highest fitness, and output an optimal set of parameters.
DISTRIBUTED AIN BASED ON DISTRIBUTED CLONAL SELECTION WITH
CONCURRENT SIMPLEX MUTATION The main aim of the distributed PKAIN is to propose an efficient method to accelerate PKAIN algorithm executing speed. According to the [11] and [12] , there were two models presented to improve efficiency of AIN. One was the parallelized affinity calculation of the mutated antibodies. Based on the masterslave model, the AIN evolved in the master processor, and distributed affinity calculation of antibodies to slaves' processors. The other one is coarse-grained model, it is based on the multi-species model, sub-populations are independent evolution, and start to the individual's migration in certain time intervals.
For a traditional AIN, the clonal selection evolution of an AIN is a computational implementation of the clonal selection principle [5] to solve optimization problems, especially multimodal and combinatorial optimization [20] . The process of clonal selection is composed of clone expansion, affinity mutation and elite selection steps: firstly, memory cells are sorted in their affinity values decadently; in the second step, the clonal number of each memory cell is inversely proportional to its order, that is, memory cells with higher affinity will have more offspring; after clone expansion, antibodies of population undergo affinity maturation.
The reference [8] shows that the AIN optimization of data analysis became to run slowly with the increase in the size of data processing. By the time complexity of algorithm increased, the memory cell of algorithm clones large population, the affinity calculation determined the rate of change in population variability situation. It is the main reason for the speed of algorithm execution. Therefore, based on the independent clonal selection evolution, we can use independent computing unit to complete the clonal selection. The distributed units take part of clonal selection tasks in the AIN according the master-slave model, and finally the AIN receive the cloned cells to update the memory cells. In PKAIN, it has a new clonal selection with concurrent simplex mutation. That is after affinity mutation of traditional clonal selection process, antibodies are considered as a natural partition group to do simplex mutation. The number of cells of X is denoted as Nc, Nc > L + 1. After executing concurrent simplex to X, there are Nc−L number of new cells that have been updated. These new cells together compose the new generation of cells X. Then, the cell with the highest affinity is selected to substitute for the network cell m.
For the distributed PKAIN strategy, the only constraint of mutation is that mutation rate is proportional to normalized affinity value. To solve this problem, normalized affinity should be distributed to processors. So, a new method with distributed clonal selection with concurrent simplex mutation is proposed. The
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A Distributed Artificial Immune Network for Optimizing Tracer Kinetic Models with MATLAB Distributed Computing Engine distributed PKAIN reflects the natural characteristics of artificial immune network. Master-slave models set a sub-population and of memory population antibody with one by one mapping, the clonal selection strategy enables the subdivision of populations to search in different regions of the solution space in each assigned computing unit. Clonal population corresponding to the memory population turn the diversity of clonal selection extends to the memory population. This distributed search and distributed memory mechanism helps to maintain the diversity of antibody population. In the distributed PKAIN the various computing nodes are interconnected but independent of each other, the failure of a sub-population process will not lead to the suspension of the entire algorithm. The distributed PKAIN is a master-slave parallelism, communication more but cost less. Between the antibodies the interaction limit amount of information within the computing units, and save communication overhead. The procedure of the PKAIN with distributed clonal selection with concurrent simplex mutation is described by the following pseudocodes. 
Initialize artificial immune network M (0) . While stopping criterion is not met, do Affinity calculation of each cell m in M (n) , where n is the iteration number Distribute
p = 1… np M (n) (p) to M (n) processors
EXPERIMENTS AND RESULTS

A. Data acquisition
Dynamic FDG studies are performed on three mice (specific pathogen free) subjects. Each one has been recorded its sex and weigh. In experiment the researcher injected these mice with the trace 18 F-FDG which performed at Siemens Invent Micro-the PET nuclear medicine for molecular imaging equipment in a period of time. For the purpose of this study, the data acquisition soft called Invent Acquisition workplace was implemented to dispose images from PET, the target time points are the TTAC points, there are 29 scanning intervals, consisting of 5 × 1-s scans, 5 × 5-s scans, 7 × 10-sec scans, 12 × 50-s scan. Totally the time is 700s. The regions of interest (ROIs) selected for modeling with the proposed method were based on visual identification of their corresponding TAC.
B. MATLAB distributed computing engine
MATLAB Distributed Computing Environment is a software platform: one Intel Xeon server platform, four Lenovo Intel Core TM 2.0 computers and network composition. Development software is the MATLAB R2009a, the MATLAB Distributed Computing Server 4.3, and the MATLAB Distributed Computing Toolbox 4.3. The MDCE is running with MATLAB distributed server and its toolbox program interface. It starts after the software installation services of distributed computing. The MDCE and parallel computing toolbox can be used to run on cluster computers for distributed and parallel MATLAB applications. Distributed algorithm tasks, including separate tasks, have no communication between them. They integrate the technical standards-based MPI functions in the MATLAB environment to support development of distributed applications. They can also create a distribution array of applications, support FOR loops and global array. This application does not require message passing, distributed computing or parallel through the implementation of the algorithm can improve the efficiency and save system development time.
The client-job manager-workers architecture of the distributed computing configuration is described as follows.
According to the Fig. 2 , the MDCE enables us to coordinate and execute independent MATLAB operations simultaneously on a cluster of computers (various computing units), speeding up the execution of large MATLAB jobs. A job is some large operation that you need to perform in your MATLAB session. The MATLAB session in which the job and its tasks are defined is called the client session. Often, this is on the machine where you program MATLAB. The
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A client uses MDCE server to perform the definition of jobs and tasks. The job manager is the part of the server software that coordinates the execution of jobs and the evaluation of their tasks. The job manager distributes the tasks for evaluation to the server's individual MATLAB sessions called workers.
In the experiment, we use the distributed master-slave model. Master-slave model sets to host management of distributed PKAIN network encoding and cell population regeneration steps. As in the Fig. 2 , the client is the host management through the job-manager which divides the distribution tasks to each worker. Then the slave workers take the responsibility for the clonal selection and affinity calculation. The job-manager is the MDCE scheduling program and deployed in distributed computing server. The distributed PKAIN clonal selection evolution is the process of independent of sub-populations. Therefore, the end of the distribution of each sub-population affinity calculation results are brought together, MDCE provides a computing interface (PAFOR), can be achieved through PKAIN with the distributed clonal selection strategy.
C. Speed ratio and efficiency analysis
In order to evaluate the performance of distributed PKAIN algorithm, using Amdahl law [21] According to the Table I below, cloned cells population become to influence the speedup ratio as an important factor with its numbers increased. As can be seen from Table I, this table gives to quantify the cloned population number compared with the increase of population and processor computing unit, the running time speedup goes up, and ultimately the number of species in 800 is that its running time is running single-core the 1/7.67 times. At this time population has reached a relatively high running speed of executing operation (Fig. 3) .
Based on the master-slave mode, with the number of processors and clonal population are increasing in the MDCE platform. The speedup ratio of the running time is linear gradually upgrade in distributed program. Clonal population is average distributed in the processor unit, so the theoretical computing time to accelerate the upgrading is proportional to the processor unit, but it is inevitable that the program runs in the overhead for communication is time consuming, so maintaining an appropriate clonal population for the distributed PKAIN can obtain the effectiveness, and not be guaranteed the infinite speedup in the MDCE platform. According to the results for the given algorithm obtained in the table I, the speedup ratio compared to verify the efficiency (called the speedup of a processor unit) of distributed algorithm performance equation is: (6) where TC(p) is work time of the different processors for executing algorithm, TC(1) is work time of unit processor for executing algorithm, and p = 1, 2, ≡, N which is the number of the processor core, the results are described by the following Table II. From the above equation (5) and (6), the efficiency of distributed PKAIN algorithm with a variable number of parameters of cloning, mutation step has nothing to do with a variable number of parameters of cloning, but only the number of processors involved in the algorithm. However, the distributed process as only the distribution of clone selection does not affect the accuracy of parameter optimization algorithms, and as can be seen from Table II well as to check whether the effectiveness of processor speed to run with the best quality, so it can be shown to achieve the purposes that improved the improving search speed significantly in effective processors of parameter optimization of tracer kinetics model to avoid the time-consuming and overhead for communication.
CONCLUSIONS
In this paper, the PKAIN algorithm is to be accelerated to solve tracer kinetics modeling in a distributed way. The method to acquire distributed clonal solutions is described in details and be implemented to optimization parameters for the FDG tracer kinetic model. While the accuracy results of the distributed algorithm kept, it can obtain higher speed. As the distributed clonal selection speed up the algorithm, however, the communication time lead to reduce the use efficiency of processors. The distributed master-slave unit shows that distribution computing can save much more time in solving tracer kinetics problems, the cells population of AIN are taken into the computing unit on suitable processors with the natural immune mechanism deeply on the MDCE. For the future work, this strategy is also appropriate for problems of other tracer kinetic models.
