1 Introduction.
The aim of this paper is to give a multiplicative asymptotics for the deviation of ergodic averages for certain classes of suspension flows over Vershik's automorphisms [10, 11] .
Informally, Vershik's automorphisms (also sometimes called "adic transformations") are dynamical systems whose orbits are leaves of the asymptotic foliation of a Markov chain. Two cases are considered in this paper: that of a time-homogeneous Markov chain (when the corresponding automorphisms are called "periodic") and that of a Markov chain whose adjacency matrices are given by a stationary law. A particular instance of the second situation is given by generic interval exchange transformations, whereas, if an interval exchange transformation is a periodic point of the Rauzy-Veech-Zorich induction map, then we find ourselves in the first situation. By the Vershik-Livshits Theorem [11] , another example of periodic Vershik's automorphism is furnished by subshifts corresponding to primitive substitutions.
We consider suspension flows over Vershik's automorphisms, whose roof functions only assume finitely many values, and whose orbits are leaves of the asymptotic foliation of a bi-infinite Markov chain. A particular case of these suspension flows is given by translation flows on flat surfaces of higher genus. The case of a time-homogeneous Markov chain includes flows along the stable foliations of pseudo-Anosov automorphisms.
To study the asymptotics of ergodic averages, we introduce the space of additive continuous holonomy-invariant functionals on the orbits of our flows. Informally, these functionals are dual objects to invariant distributions of G. Forni [3, 4] . The space of these functionals is finite-dimensional, and they are given by an explicit construction.
The main result of the paper states that the time integrals of Lipschitz functions can be approximated by these functionals up to an error which grows slower than any power of the time.
This work continues the investigations of A.Zorich [12] for interval exchange maps and of G. Forni [4] for translation flows. In fact, as G. Forni pointed out to me, in the case of flat surfaces, the functionals of this paper are projections of the arcs of the flow onto G. Forni's space of invariant distributions [3, 4] . In Now assume that in each Γ n there is a linear order on the set of edges starting from a given vertex. This partial order on E(Γ n ) extends to a partial order on Y : we write y < y ′ if there exists l ∈ N such that y l < y ′ l and y n = y ′ n for n > l. Finally, following Vershik and Livshits [11] , introduce an automorphism T Y : Y → Y by setting T Y y = min
We shall always assume that for any l ∈ N, there exists a vector λ For a matrix A ∈ M at m (C), its corresponding norm will be denoted ||A||.
We normalize the vectors λ (l) in such a way that |A T (Γ 1 )λ (1) | = 1 and A T (Γ l )λ (l+1) = λ (l) . We set λ (0) = A T (Γ 1 )λ (1) .
A finite sequence of edges (e 1 , . . . , e k ), e i ∈ E(Γ i ), will be called admissible if I(e i ) = F (e i+1 ).
Introduce a measure µ Y on Y as follows: for an admissible sequence (e 1 , . . . , e k ), set µ({y : y 1 = e 1 , . . . , y k = e k }) = λ (k−1)
I(e k ) . The map T Y is well-defined and bijective almost surely with respect to the measure µ Y , which is invariant under T Y .
3 Suspension flows.
3.1 Construction of a suspension flow.
We now consider a bi-infinite sequence Γ n , n ∈ Z, of graphs on m vertices. Here and below, for brevity we shall write A n = A(Γ n ). The sequence {Γ n } will always satisfy the following
For any l ∈ Z, there exists a vector h
The vectors λ (l) and h (l) are defined up to a multiplicative constant, and we shall impose the normalization conditions:
We assign to the sequence Γ n , n ∈ Z, the corresponding Markov compactum X of bi-infinite sequences:
We have two foliations on X, namely, the folation F − , corresponding to the infinite past and the foliation F + corresponding to the infinite future. Formally, for x ∈ X, we introduce the set
the corresponding leaf of the foliation F + as well as the set
the corresponding leaf of the foliation F − . For any n ∈ Z, we also introduce the sets
We consider two sequences of measurable partitions F + n , F − n of the space X defined as follows: we write γ ∈ F
We introduce a measure ν X on X as follows. Given a finite admissible sequence of edges (e k , e k+1 , . . . , e k+n ), k ∈ Z, n ∈ N, we set
Each leaf of either foliation F + , F − carries a well-defined sigma-finite holonomyinvariant conditional measure of the measure ν X . These measures are denoted by ν + , ν − . They measures are uniquely defined by the conditions:
These measures satisfy the property of invariance under holonomy: if x,x are such that
. We shall now construct a ν-preserving flow h t on X whose orbits will be leaves of the foliation F + . First consider the one-sided sequence (Γ n ), n ≥ 1. Let Y be the corresponding Markov compactum and let T Y be the corresponding Vershik's automorphism. Consider a suspension flowh t over T Y on Y with roof functionτ
Denote by Y (τ ) the phase space of the flow:
The measure µ Y on Y naturally lifts to a measureμ on Y (τ ), invariant under the flowh t . For x ∈ X, set x + = x 1 x 2 . . . x n . . . and introduce a function
. Now define a map Ψ : X → Y (τ ) by the formula
By definition, we have Ψ * ν =μ; moreover, the map Ψ is ν-almost surely surely bijective. We thus obtain a flow h t on X, defined by the formula:
By definition, the flow h t preserves the measure ν; orbits of the flow h t are exactly leaves of the foliation F + ; and for any bounded measurable function f on X, any arc γ = [x, h T x] of the flow h t , we have
Holonomy Invariant Functionals.
We fix a Markov compactum X corresponding to a sequence of graphs Γ n , n ∈ Z. We shall be interested in continuous additive functionals Φ defined on arcs of the flow h t . For any arc γ of the form γ = [x, h t x], we shall denote the value of the functional Φ on that arc by Φ(γ), or, sometimes, by Φ[x, t].
We shall be interested in functionals satisfying the following assumptions.
is a continuous function both in x and in t.
(Additivity
The linear space of all such functionals will be denoted by Y(X).
Remark. Assuming that the first two conditions hold, the last condition can be equivalently formulated as follows: if n 0 ∈ Z and two arcs
The sequence of vectors v (n) will be called equivariant if for all n ∈ Z we have A(Γ n )v (n) = v (n+1) . For instance, the sequence h (l) from the previous subsection is equivariant.
then there exists a unique functional Φ v ∈ Y(X) such that for all n ∈ Z and x ∈ X with F (x n ) = i, we have
For instance, the functional corresponding to the equivariant sequence h
is just the measure ν + . In the proof of Proposition 1, we need the following auxiliary Proposition, which immediately follows from the definitions.
Proposition 2 Let n ∈ Z and let x ∈ X be such that F (x n+1 ) = i. Let e(l), l = 1, . . . , H (n) i , be all edges of Γ n starting at the vertex i . Let points x(l) ∈ X, l = 1, . . . , H (n)
i , be such that x t (l) = x t for t ≥ n + 1 and x n (l) = e(l). Then
We return to the proof of Proposition 1. Indeed, define the functional Φ v by the formula (4) on all arcs of the form γ + n (x), n ∈ Z, x ∈ X. The cocycle identity for arcs of this type follows from Proposition 2 and equivariance of the sequence v (n) . Now we extend the functional to all other arcs by continuity, using the convergence of the series |v (n) |.
Proposition 3 To every functional
Indeed, the sequence is defined by the formula
Transversally Lipschitz Functions.
A bounded measurable function f : X → R is called transversally Lipschitz there exists a constant C such that for any x and any x(1), x(2) ∈ γ
. If C is the smallest such constant, then the quantity C + sup X f will be called the transversally Lipschitz norm of f and denoted by ||f || Lip . We denote by Lip(X) the space of all transversally Lipschitz functions on X and by Lip 0 (X) the space of all transversally Lipschitz functions of integral zero.
Let f 1 , . . . , f m ∈ C. Introduce a function f : X → C by the formula f (x) = f F (x1) . Such functions will be called piecewise constant and the space of all such functions will be denoted by KΠ(X). By definition,
Interval Exchange Maps and Translation Flows.
First we explicitly describe the representation of interval exchange transformations as Vershik's automorphisms and then we show that translation flows on flat surfaces may be represented as suspension flows from the previous section.
Let I be the unit interval. Let π be an irreducible permutation on m symbols and let T be an interval exchange transformation of m intervals with permutation π. Assume T satisfies the infinite distinct orbit condition of Keane. Then it is possible to find a sequence of intervals I (n) , n = 0, . . . , whose lengths go to 0 as n → ∞, such that I (n+1) ⊂ I (n) , and such that the induced map of T on I (n) is again an interval exchange of m subintervals. Denote by T n the induced map of T on I (n) ; the map T n is minimal by the Oseledets-Keane Theorem. Let
m be the subintervals of the interval exchange T n , and let r
m be the return times of the subintervals I (n)
Then, by minimality of T n , we may represent I n−1 as a disjoint union of subintervals
Moreover, by construction, for each subinterval T k n I
(n) j occurring in the above decomposition, there exists a unique l ∈ {1, . . . , m} such that T
We also introduce the return time R
Let π n be the resulting partition on the interal I. Since the length of I (n) tends to 0 as n → ∞, the increasing sequence of partitions π n tends (in the sense of Rohlin) to the partition into points. Now introduce a sequence of graphs Γ n on m vertices in the following way. The edges of Γ n are pairs (j, k), where j = 1, . . . , m, k = 0, . . . , r (n) j − 1. The initial vertex of (j, k) is j, whereas the terminal vertex is given by
. Let Y be the Markov compactum corresponding to the sequence of graphs Γ n . Given an admissible word w = (y 1 , . . . , y n ), y n ∈ E(Γ n ), we assign to w an interval J(w) of the partition π n by induction on n. If n = 1,
j . Now assume the construction is carried out for n and let w = (y 1 , . . . , y n+1 ). Let w(n) = (y 1 , . . . , y n ), y n = (j n , k n ),
By definition, p(T Y y) = T p(y). Our next step is to represent uniquely ergodic translation flows on flat surfaces as flows from the previous section. Let g ≥ 2, let M be a compact Riemann surface of genus g and let ω be a holomorphic form of unit area on M .
We assume that the foliations corresponding to the forms ℜω, ℑω are uniquely ergodic. We call the first foliation vertical, the second horizontal. Let h + t be the vertical flow corresponding to ℜω, h − t the horizonal flow corresponding to ℑω. Let p be a zero of the form ω; choose a saddle separatrix of the horizontal foliation starting at p and take a sequence of intervals I (n) of lengths l n , n ∈ Z, on the separatrix in such a way that i , we obtain a representation of M as a disjoint union of rectangles:
where, by definition, the rectangles Π (n) i may only contain zeros of the form ω on their boundary. We now construct a bi-infinite sequence of graphs Γ n , n ∈ Z, on m vertices as follows. The edges of Γ n are identified with connected components of intersections Π
For an edge e, we denote the corresponding connected component by Π e . By definition, we set I(e) = i, F (e) = j. Given two edged e, e ′ with the same initial vertex, we have, by construction, that there exists t 0 ∈ R such that h + t0 Π e = Π e ′ . We write e < e ′ if t 0 > 0. We have thus obtained a sequence of graphs Γ n on m vertices and an ordering on edges emanating from a given vertex of a given graph. Let X be the corresponding Markov compactum and h t the corresponding suspension flow (note that Assumption 1 is verified for X by unique ergodicity of the flow h + t ). It is immediately clear from the definitions that the flow h + t on M is isomorphic to the flow h t on X.
5 Periodic Vershik's Automorphisms. Now we fix a graph Γ on m vertices and suppose that all entries of the matrix A(Γ) are positive (in fact, we only need that that all entries of the matrix A(Γ) n be positive for some n ∈ N, but then, we may consider the graph Γ n of all paths of length n in Γ).
As above, we assume that all edges starting at a given vertex of Γ are linearly ordered. We set Q = A(Γ). Denote by Y Γ the Markov compactum corresponding to the sequence (Γ, Γ, Γ, . . . ) and by T Γ the corresponding Vershik's automorphism. Let λ Γ = (λ Γ 1 , . . . , λ Γ m ) be the Perron-Frobenius eigenvector of the matrix Q T and let e θ1 be the corresponding eigenvalue. The measure µ Γ on Y Γ is defined as follows. For an admissible finite sequence (e 1 , . . . , e k ), e i ∈ E(Γ), I(e i ) = F (e i+1 ), set
Now consider the bi-infinite sequence (. . . , Γ, . . . , Γ, . . . ), let X Γ be the corresponding Markov compactum of bi-infinite admissible sequences of edges of Γ, and let σ Γ be the right shift on X Γ , defined by the formula (σ Γ x) n = x n+1 . The measure ν Γ on X is defined as follows. Let h Γ = (h Γ 1 , . . . , h Γ m ) be the Perron-Frobenius eigenvector of the matrix Q. Given an admissible sequence (e k , . . . , e k+n ), k ∈ Z, n ∈ N, we set
Finally, let h Γ t be the suspension flow over T Γ corresponding to the sequence (. . . , Γ, . . . , Γ, . . . ). Observe that the measure ν Γ is invariant both under σ and under h Γ t . Note also that we have
Holonomy Invariant Functionals and Ergodic Sums.
As before, we shall be interested in the space Y Γ of continuous additive holonomyinvariant functionals defined on arcs of the flow h Γ t . The space Y Γ admits the following explicit characterization in terms of the action of Q on C m . Let E + be the subspace spanned by Jordan cells of eigenvalues whose absolute value is greater than 1. By definition, the subspace E + is Q-invariant and Q is invertible on E + ; we have furthermore that |Q −n v| → 0 exponentially fast as n → ∞. Let E − be the subspace spanned by Jordan cells corresponding to eigenvalues of absolute value at most 1; for v ∈ E − , the norm |Q n v| grows at most polynomially as n → ∞. We have the decomposition
Proposition 4 There exists a linear isomorphism
For instance, the functional corresponding to the Perron-Frobenius vector h is just the measure ν + .
Theorem 1 Assume that Q has at least two eigenvalues beyond the unit circle.
There exist a continuous mapping Ξ : Lip(X Γ ) → Y Γ and a constant C = C Γ depending only on Γ such that for any f ∈ Lip(X Γ ), any x ∈ X Γ and any T > 0 we have
If, additionally, it is assumed that Q has no eigenvalues on the unit circle, then
Corollary 1 Assume that Q in restriction to
Then there exist functionals Φ 1 , . . . , Φ r ∈ Y(X Γ ), continuous mappings α 1 , α 2 , . . . , α r : Lip(X Γ ) → C and a constant C Q depending only on Q such that for any f ∈ Lip 0 (X), any x ∈ X and any n ∈ N we have
The functionals
Indeed, just let Φ i be the functionals corresponding to the eigenvectors of Q (in particular, Φ 1 = ν + ). Remark. The following observation is due to G.Forni: by their definition, the functionals α i satisfy α i • h t = α i . In other words, the functionals Φ i are dual objects to G.Forni's invariant distributions [3, 4] . 
Remark. Non-degeneracy of the measure η c means here that for any c the measure η c is not concentrated in a single point. The proofs of Proposition 4 and of Theorem 1 are given in the following three subsections.
Proof of Proposition 4.
Let v ∈ E + . Then, observing that Q is invertible on E + , introduce, for n ∈ Z,
i , and then extend Φ to all other arcs by additivity and continuity, using the fact that |v (n) | decays exponentially fast as n → −∞. Note that our functional Φ has all the desired properties, and that the equality σ Γ • I Γ = I Γ • Q is clear from the definitions.
Conversely, let Φ ∈ Y and introduce vectors v (n) in the following way. If
. By continuity, we have |v (n) | → 0 as n → −∞. We shall now use the following clear 
In particular, v 0 ∈ E + , and Proposition 4 is proved completely. Take a vector v ∈ E + and consider its representation in the Jordan decomposition of the matrix Q. Let θ 
A Functional Corresponding to a Piecewise Constant
Function.
We first prove Theorem 1 for piecewise-constant functions. For f ∈ KΠ(X) given by the vector of its values (f 1 , . . . , f m ) (i.e., f (x) = f F (x1) ), introduce a vector v f whose components are defined by the formula (v f ) i = f i h i . Observe that this correspondence between functions and vectors is bijective and that if
, and then decompose
By definition, for any Q there exists a constant C depending only on Q such that for any x ∈ X we have
whereas, if Q has no eigenvalues on the unit circle, then there exists θ > 0 such that
This implies, in particular, that for any x ∈ X, T > 0 we have
and, if Q has no eigenvales on the unit circle, then
All of the above implies the following
Proposition 7 For any T > 0, and any piecewise constant f , we have
whereas, if Q has no eigenvalues on the unit circle, then
Thus, Theorem 1 is established for piecewise constant functions.
Approximation of transversally Lipschitz functions.
Set Π i (n) = {x ∈ X : F (x n+1 ) = i}. Let f be a transversally Lipschitz function. For any n, introduce a vector f (n) by the formula
The transversal Lipschitz property ensures that for any x ∈ Π i (n) we have
where C only depends on the matrix Q.
In particular, we have
We shall now use the following Lemma.
Lemma 1 Let V be a finite-dimensional complex linear space, and let S : V → V be a linear operator. Assume that the vectors
for some constant C > 0. Then there existC > 0 and v ∈ V such that for all n ∈ N we have
Proof of Lemma 1. Let V + be the subspace spanned by Jordan cells of those eigenvalues of S whose absolute value is greater than 1. By definition, the subspace V + is S-invariant and S is invertible on V + ; we have furthermore that |Q −n v| → 0 exponentially fast as n → ∞. Let V − be the subspace spanned by Jordan cells corresponding to eigenvalues of absolute value at most 1; for v ∈ E − , we have |Q n v| < Cn dimV as n → ∞. We have the decomposition
By definition, |v − (n + 1)| is bounded above by Cn dimV +1 and there existsC such that |S n v − v + (n)| <C for all n ∈ N, whence the Lemma follows. Finally, observe that the mapping Φ : Lip(X Γ ) → Y(X Γ ), which assigns to a transversally Lipschitz function f the corresponding functional Φ f , is continuous by construction. Theorem 1 is therefore proved completely.
6 Spaces of suspension flows.
Definitions and notation.
Let G be the set of all oriented graphs on m vertices. Let Ω ⊂ Z be the space of all sequences of oriented graphs on m vertices satisfying Assumption 1 of Section 2. The positive vectors λ (l) , h (l) , whose existence is guaranteed by Assumption 1, will sometimes be denoted λ (l,ω) , h (l,ω) , to underline their dependence on ω. We write Ω = {ω = . . . ω −n . . . ω n . . . , ω i ∈ G, i ∈ Z}, and for ω ∈ Ω, we denote by X(ω) the corresponding Markov compactum, by h ω t the corresponding flow on X(ω). Also, for convenience, we sometimes write A n (ω) = A(ω n ). The right shift σ on the space Ω is defined by the formula (σω) n = ω n+1 . We have a natural map t σ : X(ω) → X(σω) which to a point x ∈ X assigns the pointx ∈ X(σω) given byx n = x n+1 . Let G + ⊂ G be the set of all such graphs Γ that all entries of the matrix A(Γ) are positive. Let P be a σ-invariant ergodic probability measure on Ω. For a sequence Γ 1 , . . .
We have a natural cocycle A on the system (Ω, σ −1 , P) defined by the formula
The cocycle A will be called the tautological cocycle. We shall impose the following
Assumption 2
The matrices A n (ω) are almost surely invertible with respect to P. There exists Γ ∈ G + such that P(Γ) > 0.
Under this assumption, we also have the inverse of the tautological cocycle, which is now a cocycle over (Ω, σ, P) and which we denote by A −1 . The cocycle A −1 will be called the inverse cocycle. We shall assume that the logarithms of both the tautological and the inverse cocycles are integrable, so that the Oseledets Theorem is applicable to either of them.
Let (θ 1 , θ 2 , . . . , θ r ) be the Lyapounov exponents of A in decreasing order, with multiplicities. The Lyapounov exponents of A −1 are then (−θ r , . . . , −θ 1 ). By the Oseledets Theorem, for almost every ω we have the decomposition
where E 
By Lemmas 3, 4 below, it will develop that for almost all ω the Hölder property for Φ[x, T ] as a functon of T is equivalent to the assumption (6) .
By Proposition 1, the space Y + ω admits the following characterization.
Proposition 8 For P-almost every ω ∈ Ω there exists an isomorphism
Take v ∈ E + ω and denote by θ v the Lyapounov exponent correspnding to v:
The construction of Proposition 1 yields the following Proposition 9 For P-almost every ω ∈ Ω, for any v ∈ E + ω , v = 0, for any x ∈ X(ω) and any ε > 0, the functional Φ v = I ω (v) satisfies:
the function Φ v [x, T ] is Hölder in T with exponent
θv θ1 − ε. Now, for time averages of transversally Lipschitz functions we have the following theorem.
Theorem 2 For almost every ω ∈ Ω there exists a contnuous map Ξ ω : Lip(X(ω)) → Y + ω , and, for any ε > 0, a constant C ε = C ε (ω) such that for any T > 0, any f ∈ Lip(X(ω)), and any x ∈ X(ω), we have
Simple Lyapounov exponents.
Introduce the space
The space X(Ω) admits foliations
, defined as follows: the leaf of F + X(Ω) containing the point (ω, x) is given by
whereas the leaf of F − X(Ω) containing the point (ω, x) is given by
Now assume θ i is a simple positive Lyapounov exponent for the inverse cocycle A −1 . We may consider the corresponding bundle bundle of one-dimensional subspaces E ω i . For almost every ω and any n > 0 the shift σ induces a linear map from
; this map is multiplication by a number; denote the asolute value of that number by H i (n, ω). By definition, H i (n, ω) is a positive multiplicative cocycle over the shift σ. For example, 1.
Proposition 10
is a measurable function of the triple (ω, x, t);
Assume that all positive Lyapounov exponents θ 1 , ...θ q of the cocycle A −1 are simple. Let Φ θ1 , . . . , Φ θq , be the functionals given by Proposition 10. Theorem 2 now admits the following Corollary 4 For almost every ω ∈ Ω there exist continuous maps α 1 , . . . , α q : Lip(X(ω)) → R, and, for any ε > 0, a positive constant C ε , such that for any x ∈ X(ω), any f ∈ Lip(X(ω)), and any T > 0 we have
Remark. G. Forni pointed out to me that, as in the periodic case, the functionals α i clearly satisfy For almost all ω, ω ′ ∈ Ω there exists a sequence of moments l n = l n (ω, ω ′ ) such that for any real-valued f ∈ Lip 0 (X(ω)) satisfying α 2 (f ) = 0, the sequence of random variables 6.3 A Functional corresponding to a piecewise constant function.
As in the periodic case, we first establish the Theorem 2 for piecewise-constant functions.
As above, to a function f ∈ KΠ(X) with vector of values (f 1 , . . . , f m ), we assign a vector v f ∈ R m by the formula
Again, observe that this correspondence between functions and vectors is bijective.
and then decompose also f = f
We have thus assigned to a function f ∈ KΠ(X) the functional Φ f . Observe that, by definition, if γ ∈ F + n , then
Since there exists a constant C depending only on ω such that any arc γ of the foliation F + may be represented in the form of the disjoint union γ = γ 1 ∪γ 2 ∪γ 3 , where γ 1 is a union of arcs from F + 1 , while ν + (γ 2 ) < C, ν + (γ 3 ) < C, it follows that for any arc γ of the flow h t we have
It remains to establish the following Lemma.
Lemma 2 For almost any ω, any ε > 0 there exists a constant C ε , depending only on ω and such that for any T > 0, any x ∈ X(ω) and any f ∈ KΠ(X(ω)) we have
Decomposition of Arcs and Proof of Lemma 2.
Lemma 3 For almost any ω there exists a constant C, depending only on ω, and, for any ε > 0, a constant C ε , depending only on ω, such that any arc γ of the flow h t can be represented as a disjoint union of arcs
in such a way that
Remark. Some of the arcs in the decomposition above may be empty.
Observe that, by definition of the function f − , Lemma 3 immediately implies Lemma 2.
The proof of Lemma 3 necessitates the following Lemma.
Lemma 4 There exists a constant β > 0 depending only on P such that for almost any ω there exists a constant C > 0 and, for any ε > 0, a constant C ε > 0, and an infinite sequence of moments of time k 1 , . . . , k n , . . . satisfying the following.
2. For any n and any two arcs γ 1 , γ 2 ∈ F kn we have
Note that Lemma 4 immediately implies Proposition 9. Proof of Lemma 4. Assume Γ is such that all entries of the matrix A(Γ) are positive and that P(Γ) > 0.
Then k i may simply be taken as consecutive moments such that ω ki = Γ. Our first requirement follows from the Ergodic Theorem; our second, from positivity of the matrix A(Γ); while all the remainaing ones follow from the Oseledets Theorem applied to the tautological cocycle A induced to the set {ω : ω 0 = Γ}.
Approximation of transversally Lipschitz functions.
Here we consider ω fixed and omit it from notation. Let k 1 , . . . , k n , . . . be the moments of time given by Lemma 4.
As before, let Π i (n) = {x ∈ X : F (x n+1 ) = i}. Let f be a transversally Lipschitz function. For any n, introduce a vector f (n) by the formula
The transversal Lipschitz property ensures that for any x ∈ Π i (k n ) we have
where C ε only depends on ε.
In particular, if we denote Q n = A(Γ kn ) . . . A(Γ kn+1 ), then we have
Lemma 5 Let Q 1 , . . . , Q n , · · · : R m → R m be invertible linear operators. Assume that for any n we have a decomposition
. Assume furthermore that there exists α > 0 such that
Finally, assume that we have a sequence of vectors v 1 , . . . , v n , . . . such that
Then there exists a vector v ∈ E + 1 such that
Proof: Denote u n+1 = v n+1 − Q n v n and decompose u n+1 = u
. By our assumptions we have |v − n+1 | ≤ C ε exp(εn). Now introduce a vector
By our assumptions, the series defining v converges exponentially fast, and, moreover, we have
Observe that our mapping from Lip(X(ω)) to Y + (X(ω)) is continuous by construction.
This concludes the proof of the Lemma and of Theorem 2.
7 Applications to translation flows on flat surfaces.
Let g ≥ 2 and let κ = (κ 1 , . . . , κ σ ) be a nonnegative integer vector such that
Denote by M κ the moduli space of Riemann surfaces of genus g endowed with a holomorphic differential of area 1 with singularities of orders k 1 , . . . , k σ (the stratum in the moduli space of holomorphic differentials), and let H be a connected component of M κ . Denote by g t the Teichmüller flow on M κ (see [4] , [5] ). The flow g t preserves a natural absolutely continuous probability measure on M κ ( [7] , [8] , [5] ). We denote that measure by µ κ . Let A KZ be the Kontsevich-Zorich cocycle over g t [5] .
For X ∈ H, X = (M, ω), denote by E + X the space spanned by the negative Lyapounov exponents of the Kontsevich-Zorich cocycle. Now fix X ∈ H, X = (M, ω), and let h Φ(x, t 0 ) = Φ(h − s x, t 0 ). As before, we denote the linear space of all such functionals by Y + (X). Let P be a g t -invariant ergodic probability measure on H such that the top Lyapounov exponent of the Kontsevich-Zorich cocycle is simple, and the second exponent is positive. For the smooth measure µ κ more can be said in virtue of the Avila-Viana Theorem [2] . Namely, we let R be a Rauzy class of irreducible permutations and consider Veech's space Ω 0 (R), the space of zippered rectangles corresponding to the Rauzy class R. We denote by µ R the lift of the smooth measure µ κ on Ω 0 (R). We consider also the space X(Ω 0 (R)) of pairs (X, x), where X ∈ Ω 0 (R), x ∈ X. Let P t be the Teichmüller flow on Ω 0 (R). As before, we introduce the foliations F + X(Ω) and F − X(Ω) on X(Ω 0 (R)). For every X ∈ Ω 0 (R) and every t > 0 we have a canonical map τ t : X → P t X (such a map only exists in the space of zippered rectangles, but does not exist in the moduli space itself; which is why we must consider zippered rectangles here). We define a map G t : X(Ω 0 (R)) → X(Ω 0 (R)) by the formula G t (X, x) = (P t X, τ t x). After multiplication by the Lebesgue measure on each fibre, the measure µ κ lifts to a G t -invariant measure µ X on X(Ω 0 (R)).
To the Rauzy class R there corresponds a unique connected component of a stratum of abelian differentials of compact Riemann surfaces. Let κ be the corresponding vector of singularities and let g be the genus of the surfaces. By the Avila-Viana Theorem [2] , the Kontsevich-Zorich cocycle has g distinct positive Lyapounov exponents. Let H i be the corresponding multiplicative cocycles over the Teichmüller flow P t (namely, H i (X, t) is equal to the growth of the norm of the i-th Lyapounov vector under the action of P t ). Corollary 4 now implies the following • τ t x]) = 1 Hi(X,s) Φ i (X, [x, h t x]). Furthermore, for µ R -almost every X ∈ Ω 0 (R), there exist continuous maps α 1 , . . . , α g : Lip(X) → R, and, for any ε > 0, a constant C ε , such that for any x ∈ X, any f ∈ Lip(X), and any T > 0, we have
Remark. G.Forni made the following observation: by their definition, the functionals α i satisfy α i (f • h t ) = α i (f ). In other words, the functionals Φ i may be interpreted as projections of the flow arcs [x, h t x] onto G.Forni's space of invariant distributions [3, 4] .
