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Abstract
Metal–Insulator Transition in Fe3O4 Nanocrystals
Jisoo Lee
Chemical and Biological Engineering
The Graduate School
Seoul National University
Nanocrystals are particles that are at least 100 nm wide in one 
direction. Nanocrystals, unlike their bulk counterparts, contain very few 
atoms that make up a single particle, leading to very different physical 
and chemical properties. In order to utilize the desired nanocrystals, 
nanocrystals must be able to be synthesized in a uniform and desired 
shape. 
In the first chapter of this thesis, I will discuss how 
nanocrystals can be synthesized in a uniform and desired shape. These 
synthesized nanocrystals allow us to study their unusual properties. In 
the second chapter, I studied size-dependent metal-insulator transition
phenomena on uniform-sized iron oxide (magnetite) nanocrystals with
various sizes. The smaller the nanocrystals, the greater the change in 
metal-insulator transition phenomena. In the third chapter, I synthesized 
core/shell Fe3O4/ferrite nanocrystals and investigated their metal-
insulator transition phenomena. As the types and thickness of the shell 
materials are varied, changes in the metal-insulator transition
phenomena were observed.
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Nucleation and growth of inorganic nanoparticles
1.1 Introduction
In the past two decades, a tremendous interest in nanoscience 
and nanotechnology has promoted a rapid development in the synthesis 
and characterization of various kinds of nanomaterials [1-8]. The novel 
characteristics of these nanomaterials, and the resulting potential for 
applications, derive from the fact that their properties lie between those 
of molecules and crystalline solids. As the size of a particle increases 
from the angstrom to the nanometer and micrometer scale, several 
fundamental changes occur. The molecular symmetry changes to a 
crystal lattice with periodic long range order [9], discrete energy levels 
turn into a continuous band structure [10] and electrons confined in the 
molecular orbitals become delocalized [11]. Advanced synthetic 
methods have made it possible to manipulate these changes to develop 
nanomaterials with designed functionalities. For example, nowadays, 
routine protocols are available to prepare monodisperse single-
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component nanoparticles, as well as multicomponent nanoparticles 
with various shapes and compositions. The impact of nanotechnology 
has propagated from fundamental nanoscience to many applications, 
including electronics [5, 12], photonics [13, 14], plasmonics [15, 16], 
energy conversion and storage [17-20], catalysis [21, 22] and 
biomedical engineering [23-25]. In turn, the performances of the 
nanomaterials required for these applications impose new challenges on 
nanoscience. In particular, there is a gap between the need for 
purposely designed nanoparticles and our current understanding of their 
formation mechanism. Until the early 2000s, size uniformity was the 
biggest issue in nanoparticle synthesis, because it is critical for the 
production of ensembles of nanoparticles with homogeneous 
physicochemical properties [1, 2, 4]. At the time, various synthetic 
protocols for the synthesis of monodisperse nanoparticles were 
developed by empirical approaches. Nowadays, the synthesis of 
multicomponent nanoparticles is rapidly gaining importance, motivated 
by the demand for enhanced performance and/or multifunctionality for 
various applications [26-29]. However, with increasing reaction 
complexity, conventional trial-and-error approaches become very 
inefficient; synthetic methods should instead be based on a clear 
3
understanding of the formation mechanism of particles, which has yet 
to be achieved. Recently, the current state of nanochemistry was 
described as similar to that of organic chemistry in the early twentieth 
century, when it was transitioning from an empirical art to a science 
[30]. In a similar way, we believe that the development of 
nanochemistry will become increasingly dependent on fundamental 
understanding.
The characterization of nanomaterials constitutes both a 
challenge and an opportunity for chemistry and materials science. 
Characterization techniques optimized for molecules or solids are often 
not sufficient to fully characterize nanoparticles, thus a combination of 
multiple techniques is required [31]. On the other hand, studying the 
formation mechanisms of nanoparticles can provide unique 
opportunities to explore the ‘forbidden’ region of the molecule-to-solid 
transition, in which molecular chemistry meets solid state science. In 
this Review, we discuss recent advances in the study of the formation 
mechanisms at work during nanoparticle synthesis. In its early times, 
the theory of nucleation and growth of nanoparticles was largely 
borrowed from classical colloid chemistry [1, 32]. However, with the 
development of nanochemistry, many nonclassical behaviours were 
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identified, revealing new aspects of crystallization at the nanometer
scale.
We summarize the formation mechanisms of nanoparticles by 
organizing them into four sections. First, stable nanoclusters 
representing the ‘missing link’ between molecules and solids are 
discussed. Second, various nonclassical nucleation models in which the 
nucleation kinetics is altered by the presence of intermediate species 
are presented, followed by the growth of nanoparticles via the assembly 
and merging of primary particles. Last, heterogeneous nucleation 
models for multicomponent nanoparticles are presented.
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1.2 Molecule-to-solid transition
1.2.1 Structure of molecular clusters
In the classical crystallization theory, there is a clear boundary 
dividing a crystal from its monomeric building units. However, in 
nanoscale materials, it becomes evident that this boundary is not abrupt 
but rather a broad spectrum that spans intermediate structures between 
molecules and solids. The study of ‘missing links’ connecting these two 
categories aids our understanding of how a molecular structure evolves 
into a crystal [33-35].
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Figure 1.1 Structures of cluster molecules and their size-
dependent properties. Structure of an Au25RS18 cluster. Sulfur and gold 
atoms of staple motifs are in yellow and blue, respectively, and the Au13
core is in purple. Panel is adapted with permission from Ref. [36], 
American Chemical Society. 
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The development of synthesis and characterization techniques
for ligand-passivated metal clusters has allowed a generalization of the 
geometric closed-shell theory, leading to the concept of ‘super atoms’ 
[37], which are clusters that exhibit some of the properties of elemental 
atoms. For example, the structure of [Au25(RS)18]
−, where RS is a thiol 
ligand, can be described as an Au13 core protected by six Au2(SR)3
‘staple’ motifs [36, 38-43] (Figure 1.1). The Au13 core corresponds to a 
closed-shell structure with K = 2, which gives the cluster good 
structural rigidity. In addition, this cluster molecule has a full-shell 
configuration of electronic energy levels, which is analogous to the 
electronic configuration of noble gas atoms. Indeed, excluding 18 
thiolate gold ions, there are 7 gold atoms donating a valence electron 
from the 6s1 orbital, plus one electron from the negative charge of the 
cluster. These 8 electrons fill the molecular orbitals, so that the overall 
electron configuration resembles the valence shell of neon, 2s22p6 [37]. 
The same principle applies to other structures. The structure of Au102(p-
MBA)44 (p-MBA, p-mercaptobenzoic acid) was reported with atomic 
precision [43], and it was shown that, although the geometric structure 
of Au102 clusters is not consistent with the closed-shell model, these 
clusters have good chemical stability because they satisfy the full 
8
electron shell condition with 58 (102 Au − 44 thiolated Au) valence 
electrons [44]. Notably, not all clusters satisfy either geometric or 
electronic full-shell conditions, as shown in the case of Au68 clusters, 
which suggests that other stabilization factors are at work [45].
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1.3 Prenucleation and nucleation periods
1.3.1 Nucleation models
Nucleation is the beginning of condensation and is one of the 
most ubiquitous phenomena in the universe: stars and planets condense 
from the interstellar medium [46], clouds and rain drops condense from 
water vapour, and nanoparticles condense from supersaturated solutions. 
If the condensed phase is crystalline, nucleation is not only 
accompanied by an abrupt increase in local density, but it also causes 
an increase in local order. Therefore, the study of nucleation processes 
can shed light on the general tendency towards self-organization in 
nature [47].
In solution, there are three possible nucleation models: 
classical nucleation, spinodal decomposition and nonclassical 
nucleation (Figure 1.2) [48, 49]. In the classical nucleation theory, 
homogeneous nucleation has a high thermodynamic energy barrier that 
originates from the high surface-to-volume ratio of the nucleus. Given 
that the surface energy per area, γ, and the bulk energy per volume, 
ΔGv, are constant, the free energy change, ΔG, resulting from 
homogeneous nucleation is written as 
10
∆    ( ) = 4π 
   + 4/3π  ∆   (1)
where r is the radius of a spherical nucleus [50]. From the condition 
d[ΔGhom(r)]/dr = 0, the critical radius, r
* = −2γ/ΔGv, is derived. Only 
the nuclei with r ≥ r* can spontaneously grow into larger particles 
(d[ΔGhom(r)]/dr < 0), whereas those with r < r
* will dissolve in the 
solution. This energy barrier is important in the synthesis of uniformly 
sized nanoparticles because it suppresses the random formation of 
particles in the course of the reaction and induces short bursts of 
nucleation under high supersaturation [51, 52]. By contrast, spinodal 
decomposition has practically no energy barrier [53]. In this model, the 
surface energy of the nuclei is negligible compared with their bulk free 
energy [54], thus spinodal decomposition can spontaneously occur and 
a phase separation takes place all over the reaction medium. The 
energetics of nonclassical nucleation are somewhere in between these 
two extremes of high energy barrier and no barrier [30, 55, 56]. In 
nonclassical nucleation, unlike what is assumed in classical nucleation 
theory, γ and ΔGv are not constant with respect to particle size. Instead, 
there are intermediate structures with lower surface and/or bulk energy, 
which provide alternative pathways to circumvent the high energy 
barrier of homogeneous nucleation.
11
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Figure 1.2 Plots of free energy change as a function of nucleus 
size in the classical nucleation (left), spinodal decomposition (middle) 
and nonclassical nucleation (right) models. 
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1.3.2 Stepwise phase transitions
In addition to the geometric full-shell and electronic superatom 
configurations, which require specific conditions in terms of the 
number of atoms and electrons, other structural properties can stabilize 
prenucleation clusters, resulting in a decrease of the classical nucleation 
energy barrier. In particular, structural variances, such as amorphism 
and polymorphism, can contribute to the nonclassical nucleation 
pathway. Model studies of the 2D crystallization of colloidal 
microparticles and numerical simulations show that, under low 
supersaturation conditions, two-step nucleation through an amorphous-
to-crystalline transition is energetically favoured over direct 
crystallization (classical nucleation) [57-61] (Figure 1.3a). In the first 
step, amorphous nuclei are formed — their surface energy is lower than 
that of crystalline nuclei as a consequence of their disordered interfaces 
with the solution. In the second step, an amorphous-to-crystalline 
transition takes place in the middle of the amorphous phase; this 
transition has to overcome a much lower free energy barrier compared 
with direct crystallization from solution. In other words, the amorphous 
phase can mediate the nucleation of the crystalline phase by buffering 
the large entropy difference between solution and crystal. Similarly, a 
14
two-step nucleation mechanism has been observed in protein 
crystallization, in which crystalline nuclei are formed inside a 
metastable dense liquid phase [62].
15
Figure 1.3 Stepwise phase transitions and aggregation of nuclei.
(a) Optical microscope images showing the multistep crystallization of 
colloidal polystyrene particles. A dilute liquid phase is initially 
observed (left), followed by an amorphous dense phase (middle) and by 
the formation of crystalline nuclei (right). (b) Chemical potential plots 
illustrating the transition from phase 1 (orange curve) to phase 2 (blue 
curve). (c) Nucleation by aggregation of prenucleation clusters. r*, 
critical radius. Panel a is adapted with permission from Ref. [57], 
American Chemical Society.
16
Stepwise phase transitions in the crystallization of polymorphic 
solids can also induce nonclassical nucleation [63-65]. In equation (1), 
when the particle is very small (r << −3γ/ΔGv), its free energy is 
dominated by the surface energy term (4πr2γ). On the other hand, as the 
size of the particle increases, its thermodynamic stability becomes more 
dependent on the bulk free energy term (4/3πr3ΔGv). As a result, in the 
initial stages, the nucleus tends to have the structure with the lowest 
surface energy but is transformed to the structure with the lowest bulk 
free energy as it grows, as conjectured in the Ostwald step rule [66]. 
For example, ZrO2 nanoparticles have a tetragonal structure, whereas 
bulk ZrO2 is monoclinic under ambient conditions [67, 68]. A stepwise 
phase transition occurring because of the difference between the 
surface and bulk energies of the two phases is illustrated in Figure 1.3b. 
The chemical potential function, Δμ(r), shown in the figure is derived 
from equation (1) using the relationship Δμ = [d(ΔGhom)/dV] × Vm, 
where Vm is the molar volume and Δμo = ΔGv × Vm. When the particle 
radius is smaller than a value rt, phase 1, which has the lower surface 
energy (γ1), is energetically favoured. However, as the size increases 
above rt, a phase transition takes place at the cross point indicated by 
the arrow, after which phase 2, with lower bulk energy (Δμ2
o), becomes 
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more stable. Overall, in nucleation via amorphism and polymorphism, 
the nuclei are thermodynamically stabilized by their strong tendency to 
minimize their surface energy.
Structural disorder is observed in various nuclei and very small 
nanoparticles. In the 1980s, high resolution transmission electron 
microscopy studies revealed that various metal nanoparticles as small 
as a few nanometres are in a ‘quasi-molten’ state, in which their 
structure and shape are fluctuating from one state to another [69]. It 
was also theoretically shown that 1.4-nm-sized Au55 clusters are more 
stable in the amorphous phase than when they form ordered structures 
[70]. In 2005, it was reported that the growth of CdSe nanoparticles 2 
nm in size, consisting of ∼160 atoms, is accompanied by 
crystallization and shape reconstruction of the nanoparticles, which are 
initially amorphous [71]. According to a detailed analysis of the 
structural disorder in 3.4-nm ZnS and 2–4-nm CdSe nanoparticles 
using atomic pair distribution function analysis [72, 73], these 
nanoparticles consist of a highly disordered shell and a crystalline core, 
resembling the crystalline core/amorphous shell structure of the 
condensed microparticles shown in Figure 1.3a. In the synthesis of 
CdTe nanoparticles with sizes <2 nm, a nucleation energy barrier lower 
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than that expected in the classical model was observed, which is 
attributed to the ‘molten’ state of the nanoparticles [74]. Transmission 
electron microscopy (TEM) studies of the early stage of the 
crystallization of minerals, including calcium carbonate, calcium 
phosphate and iron oxide, indicate that nucleation of these materials is 
initiated by the formation of amorphous nanoparticles that are 
transformed into crystalline nanoparticles during growth [54, 75-78]. 
Notably, nucleation from amorphous precursors is commonly observed 
in biological crystallization, in which cells actively transport and 
concentrate mineral ions to form the amorphous solid phase from 
which crystalline nuclei are formed [79]. Biomimetic model systems, 
including the polymer-induced liquid-precursor process, show a similar 
mechanism, in which an amorphous liquid-like phase or a dense liquid 
phase is formed first, and crystal nucleation takes place within it [80]. 
Overall, the formation of amorphous nuclei followed by a stepwise 
phase transition during growth is commonly observed in various 
reaction systems.
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1.3.3 Aggregation of nuclei 
Another important pathway of nonclassical nucleation is 
aggregation [30]. Compared with stepwise nucleation, which involves 
thermodynamic stabilization via structural change, the role of 
aggregation in the nucleation reaction has a more kinetic origin. As 
mentioned above, the subcritical nuclei with r < r* are unstable and 
supposed to dissolve. However, if their dissolution rate is much slower 
than their collision rate, it is possible that two or more subcritical nuclei 
bind together to form a stable post-critical nucleus (r > r*) before total 
dissolution. Of course, this process does not only happen for the 
subcritical nuclei; stable nanoparticles can also aggregate to form larger 
ones, as we discuss in detail in the following section. Nevertheless, 
aggregation has a unique role in prenucleation and nucleation periods, 
because it makes the reaction system deviate far from the classical 
nucleation model [55, 81, 82]. Nucleation is a self-limiting process 
because the formation of nanoparticles lowers supersaturation and, as 
the supersaturation level decreases, part of the nuclei disappears by a 
ripening process [50]. Aggregation can stabilize the nuclei under 
ripening by abruptly increasing their size, which is equivalent to 
‘tunnelling’ through the free energy barrier — this happens even at low 
20
supersaturation, in which growth through atom-by-atom addition to 
reach the critical radius, r*, is not possible (Figure 1.3c). As a result, 
when the nanoparticle number concentration is high and 
supersaturation is low, aggregation can be the main nucleation pathway.
The development of liquid-cell TEMs has enabled the direct, 
real-time in situ observation of the aggregation of nanoparticles in 
solution [83-88]. An in situ measurement shows that the merging of 2 
platinum nanoparticles and the subsequent shape reconstruction take 
place in timescales of hundreds of milliseconds and of less than 20 
seconds, respectively [83, 86]. It was also found that there is a 
threshold nanoparticle number concentration below which aggregation 
does not occur [83]. High resolution electron tomography shows further 
evidence of the aggregation of nuclei [45, 89-93]. 3D atomic structures 
reconstructed using computed tomography reveal that a single metal 
nanoparticle is made of multiple crystal domains, which originate from 
the aggregation and merging of smaller nanoparticles in the early stages 
of the nanoparticle formation process [92].
In many cases, stepwise nucleation and aggregation work 
together in a complementary way. Easy formation of amorphous 
nanoparticles leads to a high number concentration and to more 
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frequent collisions among nanoparticles. Upon aggregation, the small 
amorphous nanoparticles, because of the abrupt size increase, reach the 
size regime in which the lower bulk energy is favoured (Figure 1.3b), 
and the amorphous-to-crystalline phase transition takes place. For 
example, during the precipitation of iron oxide in aqueous solution, 
amorphous prenucleation clusters of ∼2 nm in size are formed first 
and subsequently aggregate into larger branched network structures 
[54]. As the reaction proceeds, crystalline nanoparticles 5–15 nm in 
size are formed from the denser part of the aggregates. Similar 
observations were made in the nucleation and growth of calcium 
phosphate, calcium carbonate and silica [75-77, 94-96].
22
1.4 Growth by assembly and merging
In classical crystallization theory, crystal growth is described as 
the addition of atoms or ions to the crystal lattice. This idea is 
expressed by the change of Gibbs free energy by crystallization, ΔG = 
kT ln (a/ao), where a and ao are the activity of the solute and bulk solid, 
respectively [49]. In reality, however, this classical model reflects only 
part of the picture. In the previous section, we discussed how 
aggregation of prenucleation clusters can contribute to the nucleation 
process. In a similar way, nanoparticle growth can proceed not only by 
atom-by-atom addition, but also by the assembly of smaller particles 
into larger particles [30, 48, 56, 97, 98]. The concept of crystal growth 
by assembly and merging of primary particles complements the
classical theory by extending the definition of the building units from 
atoms and ions to clusters and nanoparticles. In this section, we 
examine emerging evidence for nonclassical crystal growth in the 
synthesis of various nanomaterials and discuss the mechanism behind 
the nanoparticle assembly and merging processes.
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1.4.1 Oriented attachment
Oriented attachment is a well-recognized process for crystal 
growth from primary nanoparticles [99-103]. If two nanoparticles are 
attached to each other but their crystallographic orientations are not 
perfectly aligned parallel to each other, defects such as grain boundaries, 
twinning, or misfit dislocations are formed at the interface [99, 101]. 
However, in many nanostructures formed by the attachment of primary 
particles, it was observed that the primary particles are oriented so that 
they share the same crystal lattice and constitute a single domain [99, 
102, 104-107] (Figure 1.4a). Considering that the probability of two
colliding nanoparticles being perfectly oriented by chance is very low, 
this indicates that the crystal lattices of the nanoparticles become 
aligned, in some way, during attachment. Recent in situ liquid-cell 
TEM studies reveal that there are two underlying mechanisms in the 
assembly and merging processes (Figure 1.4b). First, if two 
nanoparticles are in close proximity before collision, then there is a 
strong interaction between them, favouring the alignment of their 
crystallographic orientations. This interaction is strong enough to 
induce the rotational and translational motions required to align the 
nanoparticles before collision. Once the alignment is complete, the 
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nanoparticles immediately merge together by an attractive force [83, 86, 
103]. For semiconductor nanoparticles, such as CdS, CdTe and ZnS, it 
was suggested that this mutual alignment is induced by the dipole–
dipole interaction between the nanoparticles [105, 106, 108]. However, 
this theory is not applicable to metal and other nanoparticles that have 
no permanent dipole moment, and the reason for their alignment has 
not yet been elucidated [83, 86]. Second, if two misaligned 
nanoparticles are attached, spontaneous reconstruction of the imperfect 
lattice takes place during the merging process to remove the defects 
[103]. Even after attachment, the nanoparticles can undergo multiple 
rotational motions to minimize the misalignment of their lattices 
(Figure 1.4c) [109]. These mechanisms show that the thermodynamic 
driving force for the reduction of the defect-free energy becomes 
significant at the nanometre scale, where it induces the lattice 
reconstruction and the motion of the primary particles.
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Figure 1.4 Oriented attachment of nanoparticles. (a) Transmission 
electron microscopy (TEM) image of aggregated ferrihydrite 
nanoparticles (top). In the inset (right), a domain of aligned 
nanoparticles is magnified; the fast Fourier transform image shows that 
the nanoparticles share the same crystallographic axes. A TEM image 
of oriented attached titania nanoparticles is shown below. (b) Two 
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attached PbSe nanoparticles with slight lattice misalignment. The 
lattice structure changes at the interface with passing time from top to 
bottom (right) — the total intercurring time is 23 minutes. The number 
of dislocations decreases as the mistilt angle becomes zero; eventually 
the two particles become a single crystal. (c) Schematic representation 
of the rotational motion around three axes that a nanoparticle can 
perform to align its lattice with that of the nanoparticle it is attached to. 
Panel a is adapted with permission from Ref. [99], AAAS, and Ref. 
[102], Elsevier. Panels b and c are adapted with permission from Ref. 
[109], American Chemical Society.
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The spontaneous alignment of approaching nanoparticles 
during oriented attachment reflects the complexity of interparticle 
interactions at the nanometre scale, which is not fully understood [110, 
111]. In a recent Review article, various nonclassical behaviours of 
nanoparticle assemblies that are not consistent with the classical theory 
developed for colloidal microparticles were introduced [112]. It was 
shown that the assumptions made for microparticles to simplify the 
effects of solvent molecules, non-van der Waals interactions and the 
particle shape-dependent potentials cannot be extended to nanoparticles. 
At the nanometre scale, these effects become as important as those 
produced by the other forces, which makes the interactions between 
nanoparticles very difficult to analyse. Some interparticle interactions, 
which are negligibly weak at larger scales, such as the hydrophobic 
interaction of surface ligands, can have a significant role in 
nanoparticle assembly [113, 114]. As a consequence of the complexity 
of interparticle interactions, nanoparticle self-assembly often leads to
unpredictable results, as in the case of quasicrystalline spherical 
nanoparticle superlattices [115, 116]. Usually, the self-assembly of 
spherical particles is an entropy-driven process that maximizes space-
filling efficiency, which leads to the formation of Bravais lattice 
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structures with translational symmetry. However, quasicrystalline 
structures have no translational symmetry and cannot be understood in 
the frame of this entropy model.
In crystal growth by nanoparticle assembly, complex 
interparticle interactions can result in highly anisotropic nanostructures. 
Interestingly, different interactions can lead to very similar 
morphologies, as exemplified by the following three 2D nanostructures 
with differing compositions. First, it was reported that 3.4-nm-thick 
CdTe 2D nanosheets are formed by monolayer assembly of the primary 
CdTe nanoparticles160. In a simulation model study, it was shown that 
the truncated tetrahedral shape of CdTe nanoparticles and their 
unidirectional electric dipole moment are determinant for their 2D self-
assembly (Figure 1.5a) [117, 118]. Second, in the synthesis of 2.2-nm-
thick PbS nanosheets, it was observed that truncated cubic-shaped 
primary nanoparticles assemble into a nanosheet by preferential 
attachment of the highly reactive {110} facets, rather than through 
dipole–dipole interactions (Figure 1.5b) [119, 120]. Last, another 2D 
assembly mechanism was revealed in wurtzite CdSe nanostructures 
[121-124] that have a fixed thickness of 1.4 nm (Figure 1.5c). In this 
system, ligand-passivated (CdSe)13 clusters assemble into lamellar 
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structures owing to the hydrophobic interaction between the ligands, 
and then the lamellar cluster assembly structures transform to CdSe 
nanocrystals [122, 124-128]. Interestingly, zinc blende CdSe 
nanosheets with thicknesses < 2 nm were synthesized using a classical
crystal growth process instead of the primary particle assembly [129-
132]. These examples illustrate the diversity of the nanoparticle 
assembly behaviours that can be used to build unique nanostructures.
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Figure 1.5 Formation of 2D nanocrystals by assembly. (a)
Simulation (top) of the 2D assembly of truncated tetrahedral CdTe 
nanoparticles, with the electric dipole moment indicated by the arrow 
and transmission electron microscopy (TEM) image of CdTe 
nanosheets (bottom). (b) Schematic representation (top) and TEM 
image (bottom) of PbS nanosheets formed by (110) attachment of PbS 
nanoparticles. (c) Schematic illustration showing the transformation of 
2D lamellar assembly of (CdSe)13 clusters (violet) into CdSe 
nanoribbons (yellow; top) and TEM image of CdSe nanoribbons 
(bottom). Panel a is adapted with permission from Ref. [118], American 
Chemical Society. Panel b is adapted with permission from Ref. [119], 




As previously discussed, there is a strong tendency to align the 
lattices of two nanoparticles upon attachment, but there are some 
exceptions. Since the 1970s, it has been known that certain specific 
misalignments or ‘twisting’ are energetically favoured at the grain 
boundary of particles in contact [56, 133]. In 2015, the corresponding 
observation [92] of grain misalignment at the nanoscale was achieved 
by electron tomography of platinum nanoparticles smaller than 2 nm 
(Figure 1.6a). The tomogram shows that a single platinum nanoparticle 
consists of three domains that form twisted grain boundaries. The 
misalignment is induced to minimize the plane defect free energy at the 
grain boundary, where the (100) and (110) planes are in contact. The 
merging of the primary nanoparticles is also accompanied by 
morphological changes. The attachment of two nanoparticles results in 
a highly negative surface curvature around the contact point, which 
makes the structure energetically unstable [134]. The surface tension 
results in a tendency to minimize the net surface area, inducing mass 
transport to fill the region around the contact point [86]. When PbSe 
nanoparticles are attached through their {100} facets, they are 
elongated in a direction parallel to their bonding axis to form a ‘neck’ 
around their contact point [135]. In the unidirectional attachment of 
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Pt3Fe nanoparticles to form nanorods, a macroscopic reconstruction 
takes place to straighten the initially rugged surface, as well as to align 
the lattices of the particles (Figure 1.6b) [87]. The presence of the 
surface ligands on the nanoparticles can be an effective barrier for 
attachment, thus ligand removal is sometimes necessary [136]. In 
addition, it is possible that the mass transport of atoms during merging 
contributes to the removal of the ligands from the contact region [135]. 
Rather than being totally removed, it was suggested that the ligand 
molecules are transported by making them ‘jump’ from one binding site 
to the next on the surface of the nanoparticle, which requires less 
energy than desorption [137].
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Figure 1.6 Multidomain structures of nanoparticles. (a) Electron 
tomogram of a face-centred cubic platinum nanoparticle consisting of 
three domains (left). Cross sectional views of the grain boundary 
between the upper and the middle domains are shown on the right. The 
(100) plane of the upper domain and the (110) plane of the middle 
domain meet with a rotation angle of 14o. The angle is measured with 
respect to {111} planes, indicated in red and blue dash lines for the 
upper and middle domain, respectively. (b) Transmission electron 
35
microscopy images show the fusion of three Pt3Fe particles into a 
single crystal. From left to right, the crystal orientation changes with 
atomic redistribution and eventually the crystal shape changes to form a 
single domain nanorod. Panel a is adapted with permission from Ref. 
[92], AAAS. Panel b is adapted with permission from Ref. [87], AAAS.
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1.4.2 Mesocrystals formation
The assembly of primary nanoparticles can also lead to the 
formation of mesocrystals, in which the nanoparticles remain as 
individual building units instead of merging into a single crystal 
domain [56, 97, 138, 139]. As a result, mesocrystals have both lattice 
structures at the atomic scale and secondary structures at the nanometre 
scale. Mesocrystals are widely observed not only as a result of the 
assembly of synthesized inorganic nanoparticles, but also in 
biominerals such as skeletons and shells [138]. Typically, mesocrystals 
consist of inorganic nanoparticles and of an organic phase filling the 
space between the nanoparticles; such unique hybrid structures provide 
the possibility to control their physicochemical and mechanical 
properties [139]. In addition, mesocrystals can be regarded as 
intermediate states in the transition from primary nanoparticles to 
single-domain crystals via assembly and merging [107, 140]. For this 
reason, we expect that kinetic studies on the transformation of 
mesocrystals into single-domain crystals will provide important 
information on the merging process of primary nanoparticles with 
different surface ligands and grain boundaries.
In a classical perspective, crystallization is a direct transition 
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from atomic building units to crystals. However, the nucleation and 
growth processes discussed so far reveal that multiple intermediate 
steps are involved in the transition [141]. In nonclassical pathways, 
crystallization proceeds from atoms to nanoclusters, to nanoparticles, to 
mesocrystals, and finally to bulk crystal solids. In this process, the 
product of each step becomes the building unit for the next, which is 
characteristic of nonclassical crystallization.
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1.5 Heterogeneous nucleation
1.5.1 Heterogeneous nucleation process
Heterogeneous nucleation takes place in a heterogeneous 
reaction medium that contains the nucleation seeds. In the synthesis of 
multicomponent nanoparticles, heterogeneous nucleation is of great 
importance. By inducing the formation of a secondary phase at the 
surface of the seed nanoparticles, this process enables the synthesis of a 
surprisingly wide variety of multicomponent nanostructures [6, 7, 26-
29, 142, 143]. However, our current understanding of heterogeneous 
nucleation at the nanometre scale is far from complete. The mechanism 
behind the synthetic methods that are based on heterogeneous 
nucleation is substantially different from that governing the formation 
of single-component nanoparticles, therefore its study requires new 
techniques and theoretical frameworks. In this section, we briefly 
discuss the heterogeneous nucleation theory and examine various 
nucleation behaviours of multicomponent nanoparticles.
In the heterogeneous nucleation process, a nucleus formed at 
the surface of a seed can be stabilized by the interface with the seed, 
which radically changes the energetics of the nucleation reaction 
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compared with that of homogeneous nucleation. To calculate the Gibbs 
free energy change of heterogeneous nucleation, ΔGhet, we assume that 
a nucleus with a critical radius, r*, is formed at the surface of a 
spherical seed with radius R (Figure 1.7a). The interface energy, γi, of 
the nucleus and the seed is related to the nucleus–seed contact angle, θc, 
through Young's equation, cos θc = (γs − γi)/γ, where γs and γ are the 
surface energy of the seed and the nucleus, respectively. The value of 
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Figure 1.7 Energetics and nucleation probability of heterogeneous 
nucleation. (a) Plots of the Gibbs free energy change for heterogeneous 
nucleation, ΔGhet, for a nucleus with a spherical surface of curvature 
radius r*. The values of ΔGhet calculated from equation (2) are 
normalized by the Gibbs free energy change for homogenous 
nucleation, ΔGhom, and plotted against x = R/r* for various values of m 
= cosθc, where R is the radius of a spherical seed and θc is the contact 
angle. (b) Temporal evolution of normalized photoluminescence (PL) 
spectra of ZnSe–CdSe core–shell nanoparticles during shell formation 
(top). As the shell thickness increases, the emission peak position is red 
shifted, whereas the shape and width of the peaks are relatively 
constant. As the peak shape roughly reflects the size distribution of the 
nanoparticles (a narrow peak indicates a uniform size distribution), 
these data indicate the formation of a uniform shell on all seed 
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nanoparticles. Transmission electron microscopy (TEM) images of 
ZnSe seeds and ZnSe–CdSe core–shells with a shell thickness of 6 
monolayers (MLs) (bottom). (c) Nucleation probability, PN, as a 
function of reaction time for CoPt3–Au nanodumbbells synthesized 
with different concentrations of the gold precursor (AuCl) (top). TEM 
images of the nanoparticles before and after the reaction of CoPt3 seeds 
in a AuCl solution with a concentration of 10.5 mM (bottom). Panel b 
is adapted with permission from Ref. [145], American Chemical 
Society. Panel c is from Ref. [146], Nature Publishing Group.
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When there is no seed (R = 0), equation (2) becomes identical 
to the Gibbs free energy for homogeneous nucleation, ΔGhom(r*) 
(equation (1)). As the contact angle decreases from 180o (which 
corresponds to a nucleus and seed in contact only at one point), the 
nucleus becomes more stable with respect to ΔGhom, and eventually the 
energy barrier goes to 0 when m = 1 (θc = 0
o is realized when the 
nucleus envelops the seed, Figure 1.7a).
When measuring the heterogeneous nucleation kinetics, it is 
convenient to use a parameter called nucleation probability, Pn = Nn/Ntot, 
where Nn and Ntot are the number of seeds that have nuclei and the total 
number of seeds, respectively [147, 148]. On the basis of the classical 
model shown in Figure 1.7a, we would expect that the nucleation 
probability of core–shell nanoparticles, for which the contact angle is 0o
(m = 1), is ∼100 % because the energy barrier for the shell formation 
is practically 0 due to the low interface energy. This is confirmed by 
data from the synthesis of semiconductor core–shell nanoparticles [145, 
149]. Photoluminescence spectra (Figure 1.7b) show that when the seed 
nanoparticles react in solution with the precursors of the shell material 
they are all converted into core–shell structures through heterogeneous 
nucleation and growth of the shell on their surface. By contrast, when 
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the shape of the heterostructures is dumbbell-like, the nucleation 
probability becomes strongly dependent on the precursor concentration. 
In the reaction of CoPt3 seed nanoparticles with a gold precursor, for 
example, the nucleation probability of CoPt3–Au nanodumbbells 
rapidly decreases from 52 % to near 0 % as the precursor concentration 
decreases (Figure 1.7c) [146]. In this case, the interface energy between 
CoPt3 and Au is relatively high, so that the contact angle is larger than 0 
(m < 1). As a result, the energy barrier, ΔGhet, can effectively block the 
heterogeneous nucleation and the nuclei can form only on part of the 
seeds (Figure 1.7c). In general, the interface energy is the main factor 
that determines the shape of the nucleus in heterogeneous nucleation 
[142, 143], as well as the height of the energy barrier of the nucleation 
reaction.
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1.5.2 Interface energy minimization and property tuning by lattice 
strain
In the section on homogeneous nucleation, we mentioned that 
the tendency to reduce the surface energy results in nonclassical 
nucleation behaviours. Correspondingly, in heterogeneous nucleation, 
there is a strong tendency to minimize the interface energy of the 
nucleus and the seed. If the nucleus and the seed form a heteroepitaxial 
interface, the interface energy increases with their lattice mismatch. As 
a result, their lattices are mechanically strained to reduce the mismatch 
at the interface. For example, in the synthesis of CoPt3–Au 
nanodumbbells mentioned above, it was observed that the lattice of the 
CoPt3 seeds is strained by a stress of 2.4 GPa when the gold phase 
nucleates on their surface [146]. This happens because both CoPt3 and 
Au have a fcc structure, but their lattice mismatch is 5.3 %. For 
wurtzite CdS–ZnS core–shell nanoparticles, which have a lattice 
mismatch of 7 %, a stress of > 4 GPa was observed for shells with a 
thickness of 7.5 monolayers [150]. Lattice strain in the overgrowth 
phase to remove the mismatch with the substrate lattice is commonly 
observed in heteroepitaxial thin film growth, a phenomenon known as 
pseudomorphism (Figure 1.8a) [151, 152]. However, unlike thin film 
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substrates, seed nanoparticles have very small finite sizes, thus the 
restoration force from the strained overgrowth phase can induce 
deformation of the seed, so that the forces in the seed and in the 
overgrowth phase are in equilibrium (Figure 1.8b). As shown in the 
case of CoPt3–Au nanodumbbells and CdS–ZnS core–shells, the 
mechanical stress induced by the formation of a heteroepitaxial 
interface can be very high. From the synthetic point of view, this 
behaviour can be exploited to control the lattice of the multicomponent 
nanoparticles by selecting seeds and overgrowth phases with 
appropriate lattice mismatch and elastic moduli.
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Figure 1.8 Lattice strain and structural properties of 
multicomponent nanoparticles. (a) Schematic illustrations of an 
unstrained overgrowth layer (blue; top) and of a pseudomorphic layer 
(bottom) on the substrate (grey). (b) Unstrained core and shell (top) and 
strained core–shell structure (bottom). The arrows indicate the direction 
of the radial stress in the core and in the shell. (c) Absorption spectra of 
CdTe–ZnSe core–shell nanoparticles with different shell thicknesses 
and corresponding band diagrams. As the shell thickness increases, 
negative and positive strain is induced in the core and the shell, 
respectively. This leads to a conversion of the band structure from type 
I to type II, as illustrated in the sketch below and as indicated by the red 
shift of the absorption peak position. (d) Plot for the catalytic activity of 
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platinum for the oxygen reduction reaction as a function of the surface 
strain of platinum atoms (top). Circles with different colours show the 
activity of simulated Cu–Pt/Pt core–shell nanoparticles with a shell 
thickness of 3–5 monolayers (MLs). Simulation of surface strain for 3 
and 5 ML-thick platinum shells on a 5 nm Cu50Pt50 core (bottom). (e)
Coincidence site (dashed box) of the interface between the γ-Fe2O3
(111) and the zinc blende CdS (111) planes. The Fe3+ lattice is 
expanded by 4.6 % to remove the mismatch with the S2− lattice. The 
transmission electron microscopy (TEM) image shows γ-Fe2O3–CdS 
nanodumbbells. (f) Schematic illustrations and TEM images showing 
sequential synthesis of Pt–Fe3O4 heterodimers, Pt–Fe3O4–Au 
heterotrimers and Pt–Fe3O4–Au–Cu9S5 heterotetramers. Panel c is from 
Ref. [153], Nature Publishing Group. Panel d is adapted with 
permission from Ref. [154], American Chemical Society. Panel e is 
adapted with permission from Ref. [155], American Chemical Society. 
Panel f is from Ref. [156], Nature Publishing Group.
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The idea of adjusting the lattice constant to modify the 
physicochemical properties of nanoparticles has been demonstrated 
both experimentally and theoretically. In general, lattice strain in 
semiconductors induces changes in the bandgap energy and in the 
charge carrier mobility. Using this property, the bandgap offset of 
semiconductor nanoparticles with heteroepitaxial core–shell structures 
can be modified [153]. By encapsulating ‘soft’ (low elastic modulus) 
CdTe cores with a shell of other II–VI semiconductors with smaller 
lattice constants, compressive stress in the core and extensional stress 
in the shell can be induced simultaneously. As the relative strain in the 
core and in the shell is determined by the shell thickness, the band 
alignment can be transformed from type I to type II, as indicated by 
optical absorption spectra (Figure 1.8c). In addition, it was shown by 
theoretical simulations that the mechanical stress within the core–shell 
structure can make a high-pressure phase stable at ambient pressure. 
For example, for bulk CdSe, the rocksalt structure is stable only under a 
pressure of ∼2 GPa. By contrast, in a simulation of CdSe–ZnS core–
shell nanoparticles, if the nanoparticle is subjected to a pressure of 20 
GPa, the rocksalt CdSe core remains metastable even after the external 
pressure is removed [157]. Similarly, in another simulation model, it 
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was shown that rocksalt CdSe can be stabilized under atmospheric 
pressure in a ZnS–CdSe–ZnS core–shell–shell structure because of 
heteroepitaxial lattice strain [158]. Lattice tuning is also relevant for the 
synthesis of nanoparticles with improved electrocatalytic activity. 
According to density functional theory calculations, there is an 
optimum lattice strain of platinum that results in enhanced catalytic 
activity in the oxygen reduction reaction compared with unstrained 
platinum [154, 159, 160]. A simulation of the catalytic activity of 
CuxPt(1 − x)–Pt core–shell nanostructures, in which the strain was 
continuously adjustable in the range between −4.5 % and 0 % by 
controlling the ratio of copper and platinum in the core [154], is shown 
in Figure 1.8d. It was also experimentally confirmed that Cu–Pt-alloy 
core/lattice-strained-Pt shell nanoparticles have high catalytic activity 
compared with pristine platinum nanoparticles [159]. A similar 
approach of lattice strain tuning to enhance the catalytic activity was 
reported for FePt–Pt core–shell nanoparticles [160].
Obviously, having similar crystal structures is not a necessary 
condition for heterogeneous nucleation, and there are other ways to 
lower the interface energy between seeds and nuclei. Among them, the 
coincidence site lattice model explains the cases in which two different 
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crystal structures have a coherent interface [161, 162]. In Figure 1.8e, 
for example, the (111) planes of γ-Fe2O3 and zinc blende CdS are 
shown together. Although their 3D structures have little resemblance, 
the 2D lattices of Fe3+ and S2− on the (111) plane can be overlapped 
with a small lattice mismatch of 4.6 %. As a result, γ-Fe2O3–CdS 
nanodumbbells can be synthesized through the formation of a 
(111)/(111) interface [155]. Note that, since the zinc blende CdS (111) 
plane and the wurtzite CdS (001) plane are equivalent, wurtzite CdS 
nanoparticles are also formed via the CdS(001)/γ-Fe2O3(111) interface. 
An interface of coincidence lattices can be formed not only between 
well-defined facets, but also between curved surfaces, as exemplified 
by the formation of γ-Fe2O3 nanoparticles at the tip of bent TiO2
nanorods [163]. High chemical affinity is another important factor that 
facilitates heterogeneous nucleation. Owing to the strong chemical 
bonds between noble metals (gold, silver and platinum) and chalcogens 
(sulfur, selenium and tellurium), it is easy to induce the deposition of 
either metals on the surface of chalcogenide nanoparticles or 
chalcogens on the surface of metal nanoparticles. Using this approach, 
various nonepitaxial multicomponent nanostructures, including gold-
tipped CdSe nanorods [164, 165], Au–CdS core–shell nanoparticles 
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[166] and FePt–CdS nanodumbbells [167], have been prepared. 
Furthermore, it was demonstrated that by using chemoselective 
deposition of metals and metal sulfides, heterotrimers and 
heterotetramers can be prepared by using Pt–Fe3O4 nanodumbbells as 
seeds [156]. As shown in Figure 1.8f, if a gold precursor is reacted with 
Pt–Fe3O4 heterodimers, gold nanoparticles exclusively nucleate on the 
surface of platinum. Then, the reaction of the heterotrimers with metal 
and sulfur precursors leads to the formation of metal sulfide 
nanoparticles attached to only gold nanoparticles to form linear 
heterotetramers.
Finally, it is also reported that coincidence lattices and 
chemical affinity can work in a complementary way to lead to the 
formation of low-energy interfaces. In the case of UO2–In2O3 and 
FePt–In2O3 nanodumbbells, the lattice of In2O3 is strained so that the 
interfaces are coherent [168]; however, the preferred nucleation sites on 
the seeds are not the facets with the minimum lattice mismatch but the 




The rapid development of nanochemistry has been, so far, 
largely sustained by knowledge coming from various traditional 
research areas. In the early times of the field, scientists working in 
nanochemistry tried to explain their observations using well-established 
classical theories. For example, many of the synthetic reactions for the 
formation of nanoparticles were adopted from organometallic and sol–
gel chemistry. The main concepts behind the formation mechanisms of 
monodisperse nanoparticles are direct extensions of the classic theory 
of colloidal chemistry, such as bursts of nucleation described by the 
LaMer diagram. Nowadays, as nanochemistry becomes a mature field, 
nonclassical phenomena that are unique to nanoscale materials are 
attracting an increasing amount of interest. In this Review, we 
discussed nucleation and growth mechanisms in nanoparticle synthesis 
that are not consistent with the classical crystallization theory. As we 
briefly mentioned in the introduction, the study of nonclassical 
crystallization of nanoparticles is of pivotal importance to establish a 
fundamental understanding of nanochemistry and to provide technical 
solutions for various applications of nanomaterials.
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With increasing evidence of nonclassical crystallization 
behaviours at the nanoscale, the modification of some aspects of the 
traditional crystallization theory is strongly required. Multistep 
nucleation and the formation of nanoclusters in the prenucleation 
period can make the reaction system deviate from the one predicted by 
classical nucleation theory, which assumes a single-step transition from 
solute to solid. At the moment, however, experimental data on the 
prenucleation and nucleation periods of the nanoparticle formation are 
still limited, which hampers the development of more realistic 
theoretical models. Despite the technical difficulties in monitoring sub-
and few-nanometre sized objects, a number of significant contributions 
have been made using in situ TEM, X-ray scattering and optical 
spectroscopy techniques. With the continuous development of 
characterization techniques, it is expected that more detailed 
information on the kinetics and on the structural changes in the 
prenucleation and nucleation periods will be available soon.
The formation of diverse intermediate structures between 
atoms and crystalline solids, which include nanoclusters, nanoparticles 
and mesocrystals, changes the traditional view of crystallization. 
Instead of the direct assembly of atoms into crystalline lattices, the 
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intermediate structures in nonclassical crystallization show various 
assembly and aggregation behaviours at different scales, from 
subnanometre up to tens of nanometres. Sometimes those behaviours 
lead to anisotropic crystal growth or superlattice structure formation, 
adding much more complexity to crystal structures than what would be 
expected from classical crystallization theory. We expect that future 
studies on multiscale assembly mechanisms will give valuable insight 
into material self-organization, as in the case of biomineralization.
The importance of the synthesis of multicomponent 
nanoparticles with desired interfaces and morphologies is rapidly 
increasing due to the technical requirements for applications, such as 
catalytic activity and efficient charge and mass transport. As mentioned 
above, nonclassical crystallization studies provide an effective 
framework for the understanding and control of the structural 
complexity of nanomaterials. In particular, the study of heterogeneous 
nucleation mechanisms of multicomponent nanoparticles is needed to 
understand the energetics of the interface formation and of structural 
changes during synthesis. We believe that the study of nanochemistry 
will not only contribute to fundamental science, but will also form the 
basis of a systematic approach for the synthesis of complex 
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nanostructures with improved performance.
Most of the contents of this chapter were published in the article 
“Nonclassical nucleation and growth of inorganic nanoparticles”
(Nature Reviews Materials 2016, 1, 16034).
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Chapter 2. Size Dependence of Metal–Insulator 
Transition in Stoichiometric Fe3O4 Nanocrystals
2.1 Introduction
Among various metal oxide materials, Fe3O4, the oldest known 
magnetic material, is one of the most actively studied materials with a 
curie temperature of 858 K. In 1939, Verwey reported that bulk Fe3O4, 
which is fairly conductive with a half-metallic character at room 
temperature, becomes electrically insulating below 123 K, which is 
now called the Verwey transition temperature (TV) [1]. Recently, it was 
reported that below the Verwey transition Fe2+ and Fe3+ in octahedral 
sites form a very unusual three-Fe-site “trimerons” ground state [2-4]. 
Meanwhile, over the last two decades, iron oxide (magnetite (Fe3O4) 
and maghemite (γ-Fe2O3)) nanocrystals (NCs) have been intensively 
investigated for their various biomedical applications including 
magnetic resonance imaging (MRI) contrast agents, magnetic 
biosensors, and heating mediators for magnetic fluid hyperthermia [5-
11]. Especially, a recent development in synthesis of uniform and size-
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controllable NCs [12-14] has enabled the size-dependent physical 
property characterization and their applications [15-24]. Despite the 
tremendous progresses in Fe3O4 NCs [15, 25-30], it is still an open 
question how the Verwey transition changes as the particle size gets 
reduced and in particular on the region of nanometer scale. The most 
critical difficulty in this size-dependent characterization of the Verwey 
transition is the synthesis of uniform and stoichiometric Fe3O4 NCs [16]
because the Verwey transition is reported to be extremely sensitive to 
oxygen stoichiometry [31]. Most previous studies on the Verwey 
transition of Fe3O4 NCs suffer from the difficult problem of oxygen off-
stoichiometry, which is an all pervasive issue of every oxide materials 
including high-temperature superconductors [32] and, more recently, 
resistive random-access memory (R-RAM) [33] and multiferroics [34]
to name only a few.
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2.2 Experimental Section
We synthesized stoichiometric and uniform-sized Fe3O4 NCs 
whose diameters ranged from 5 to 100 nm using thermal decomposition 
of iron acetylacetonate (Fe(acac)3) precursor in the presence of oleic 
acid surfactant [12]. We could synthesize Fe3O4 NCs with sizes ranging 
from 5 to 89 nm by varying the precursor-to-surfactant ratios (one-pot 
thermal-decomposition method). 
Materials. 
Iron(III) acetylacetonate (99+%) was purchased from Acros 
organics. Oleic acid (technical grade, 90%) and benzyl ether (98%) 
were purchased from Sigma-Aldrich. These chemicals are used without 
further purification.
Synthesis. 
We synthesized stoichiometric and uniform-sized Fe3O4 NCs 
whose diameters ranged from 5 to 100 nm. Magnetite NCs were 
synthesized by decomposing Fe(acac)3 thermally in benzyl ether and 
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oleic acid. We modified the previous synthetic methods to control the 
nanocrystal sizes and stoichiometry [12, 35, 36]. The particle sizes 
could be tuned by two different methods. The first is the one-pot 
thermal-decomposition method and the other is the seed-mediated 
growth method. We synthesized NCs under the reductive gas mixture of 
CO/CO2 4/96 (in mass ratio). This reductive carbon monoxide gas 
enables us to control the oxidation state of magnetite [37, 38]. In 
practice, NCs synthesized under the inert gas (Ar gas) atmosphere show 
a suppression of TV, which is caused by off-stoichiometry of magnetite 
NCs. The one-pot thermal-decomposition procedure to synthesize 36 
nm-sized magnetite NCs is as follows. 21.3 g (60 mmol) of iron(III) 
acetylacetonate and 33.9 g (120 mmol) of oleic acid were dissolved in 
312.0 g (300 ml) of benzyl ether. The mixture was degassed for 1 hr at 
room temperature. Rigorous magnetic stirring is necessary during the 
entire reaction. The mixture was heated up to 290 oC under CO/CO2
4/96 (in mass ratio) gas bubble [39]. The mixture was refluxed at 290 
oC for 30 min and cooled down. After cooling at room temperature, we 
centrifuged the mixture at 8000 rpm for 10 min to precipitate Fe3O4
NCs. Afterwards, the precipitate was washed several times using 
toluene and ethanol as solvent and non-solvent, respectively. The as-
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synthesized NCs were then stored under inert gas to avoid oxidation 
after the synthesis. The sizes of the Fe3O4 NCs could be controlled by 
varying the experimental conditions. For example, when the amount of 
iron(III) acetylacetonate was changed to 6.09 g, while keeping all the 
other reaction conditions unchanged, 5 nm-sized NCs were obtained. 
During the whole procedure of the synthesis, separation, and 
measurement, NCs were rigorously isolated from oxygen source. After 
synthesis under CO/CO2 atmosphere, NCs were washed and dried in Ar 
filled glovebox to obtain powder form. The powder of NCs was sealed 
in a gelatin capsule in the glovebox and transferred to the chamber of 
MPMS to measure magnetization under high vacuum. While 
transferring, the capsule containing NC powder was sealed in a 
secondary container filled with Ar in order to avoid air contact.
Characterization of Fe3O4 nanocrystals.
We stored and characterized the NCs in either inert atmosphere 
or high vacuum throughout the experiments so that the chance for 
oxidation after synthesis was minimal.
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TEM.
JEOL JEM-3010 electron microscope with 300 kV was used to 
take the TEM images. The sample grid was prepared by sonicating the 
NCs dispersion in toluene and by dropping onto an ultrathin carbon 
film coated with copper grid.
X-ray diffraction.
Synchrotron high resolution powder diffraction (HRPD) 
measurements were performed at the 9B beam line of Pohang 
Accelerator Laboratory (PAL, Pohang, Republic of Korea). The 
incident X-ray source was vertically collimated by mirror and 
monochromatized to λ= 1.5472 Å by a double-crystal Si(111) 
monochromator (DCM). The Rietveld refinement was performed by 
using FullProf software (http://www.ill.eu/sites/fullprof) [40]. We used 
Thompson-Cox-Hastings (TCH) pseudo-Voigt profile function to fit the 
HRPD pattern [41]. We also carried out a temperature-dependence 
study of the XRD (cryo-XRD) pattern using a Bruker D8 Discover 
system with Oxford cryosystems. Sample is exposed to air for few 
minutes when mounting for measuring the XRD data.
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Magnetic property characterization.
Magnetization measurements were performed from 5 to 300 K 
under magnetic field of 10 mT by a Quantum Design SQUID 
magnetometer MPMS 5XL.
Heat capacity measurement.
Heat capacity measurements were performed by a Quantum 
Design PPMS-14 from 5 to 150 K. Sample is exposed to air for few 
minutes when mounting for measuring the heat capacity (CP) data.
Conductance measurement.
The as-synthesized magnetite NCs are insulating because of 
insulating organic surfactant (oleic acid) on the surface of NCs. To 
remove the insulating surfactant layer, the as-synthesized NCs were 
treated with hydrazine before measuring conductance [42]. After being 
washed, the as-synthesized NCs were dispersed and sonicated in 1 M 
hydrazine (N2H2) in THF (C4H8O) solution (Sigma-Aldrich #433632) 
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in Ar atmosphere to remove the surfactant (organic layer). This 
procedure reduces contact resistance between NCs significantly. After 3 
min of dispersion, the insulating organic layer of NCs was effectively 
removed without changing TV (Figure 2.1). After the hydrazine 
treatment, NCs were washed again and dried in vacuum for 2 hr before 
pressed into pellet in Ar-filled glove box. Two copper wires were 
attached on the same side of the sample using silver epoxy (2-probe 
geometry). Sample is exposed to air for few minutes when mounting 
for measuring the conductance (G) data. The conductance of magnetite 
NC pellet was increased by about 6 orders of magnitude in comparison 
to the sample without the hydrazine treatment. Home-built transport 
measurement set-up including a Keithley 6430 sub-femtoamp remote 
sourcemeter and a Lake Shore 331 temperature controller was used to 
measure conductance. In every measurement, the current was fixed and 
the bias direction was altered at each step and averaged to avoid 
electronic offsets.
X-ray absorption spectroscopy (XAS).
The XANES and EXAFS measurements were conducted at the 
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10C beam line at Pohang Accelerator Laboratory (PAL). The incident 
X-ray beam was monochromatized by using a liquid-N2 cooled Si(111) 
double crystal monochromator (DCM). The data were taken on a 
transmission mode. Ionization chambers were used to quantify the 
incident and transmitted beams. The spectra were normalized by 
Athena program.
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Figure 2.1 Zero-field-cooled (ZFC) magnetization data measured 
with magnetic field of 10 mT for 14 nm NCs. The red line denotes the 
as-synthesized NCs and the blue line denotes NCs after the hydrazine 
treatment. NCs after the hydrazine treatment show a big increase in 
magnetic moment owing to the reduced mass ratio of non-magnetic 
surfactant. TV represented by stepwise magnetic moment change near 
120 K shows no visible difference between the two.
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2.3 Synthesis of uniform sized Fe3O4 nanocrystals
The particle sizes were determined by using transmission 
electron microscopy (TEM) (Figure 2.2). TEM images and histograms 
of NCs show that the particle size distributions are narrow (σ < 15%). 
The high-resolution TEM (HRTEM) images and the selective-area 
electron diffraction (SAED) patterns (Figure 2.3) show a highly 
crystalline structure of the Fe3O4 NCs. The oxidation state of Fe can be 
qualitatively examined by Fe K-edge X-ray absorption near edge 
structure (XANES) spectra (Figure 2.4) [13]. We measured XANES of 
NCs and compared with iron oxide standards, that is, maghemite (γ-
Fe2O3) and magnetite (Fe3O4). γ-Fe2O3 and Fe3O4 have different 
features near the edge as shown in Figure 2.4. We confirm that the Fe 




Figure 2.2 TEM images and size distribution histograms of one-
pot synthesized Fe3O4 NCs.
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Figure 2.3 TEM images (A–E) and HRTEM images (F–J) of 
Fe3O4 NCs. Particle size distribution histograms are shown in the inset 
of (A–E) with SAED patterns in the inset of (F–J): (A,F) 10 nm, (B,G) 
14 nm, (C,H), 17 nm, (D,I) 36 nm, and (E,J) 89 nm. The histograms 
show narrow particle size distributions while the HRTEM images with 
SAED patterns attest to the high crystallinity. 
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Figure 2.4 Fe K-edge XANES spectra of various-sized Fe3O4
NCs and bulk γ-Fe2O3 and Fe3O4 standard samples. The dotted line 
indicated the white line peak position of bulk Fe3O4. It is clear that all 
the NCs are magnetite (Fe3O4), not maghemite (γ-Fe2O3).
90
The HRPD patterns (Figure 2.5) show that the peak positions 
of the Fe3O4 NCs are consistent with those of bulk Fe3O4 (blue bars, 
JCPDS file, No. 19-0629) that carries no sign of other impurities, such 
as wüstite (FeO) [16]. The size and stoichiometry of NCs were 
estimated by the Rietveld refinement using the Fullprof software [40]. 
The crystal sizes estimated by Rietveld refinement are found to be 
comparable to the particle sizes measured by TEM (Table 2.1). Off-
stoichiometry parameters (δ), which is defined as Fe3(1-δ)O4, of the NCs 
are shown in (Table 2.2). The data show that the NCs are stoichiometric 
Fe3O4 within error range of 6.5% at maximum. Also, the value of δ 
does not show any size dependence, which proves that the oxidation 
state of Fe is not affected by the surface-to-volume ratio.
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Figure 2.5 HRPD patterns of Fe3O4 NCs at room temperature 
overlapped with profile functions of Rietveld refinement (black). The 
red dots are obtained from the experimentally observed patterns. The 
black lines are the refinement data obtained by the Thompson-Cox-
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Hastings (TCH) pseudo-Voigt profile function [41]. The blue curves on 
the bottom of each graph are the difference between the observed 
patterns and the refinement data. The blue vertical bars indicate the 
Bragg peak positions (JCPDS file, No. 19-0629).
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Table 2.1 Refined result of HRPD for NCs at 300 K with ideal 
stoichiometry model (Fe:O = 3:4).
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Table 2.2 Off-stoichiometry parameter δ of the Fe3O4 NCs and 
corresponding reliable factors, RB, RF, and χ
2 derived by Rietveld 
refinement of HRPD Data.
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In order to prepare stoichiometric NCs, we adjusted the 
electrochemical equilibrium condition of the synthesis by using 
CO/CO2 gas mixture (Figure 2.6) [38]. In general, there is an 
equilibrium between Fe2+ and Fe3+ in iron oxide solid that is often 
expressed in terms of oxygen fugacity     as follows [31].
4Fe3O4 + O2 ⇄ 6Fe2O3
If the reaction condition is reductive so that     is lower than 
the equilibrium value , some Fe3+ is reduced to Fe2+ to restore the 
equilibrium. In other words, the ratio of Fe2+ and Fe3+ can be adjusted 
by the electrochemical potential of oxygen that in turn is controlled by 
the ratio of CO and CO2 in the reaction atmosphere. Because we used 
Fe(acac)3 as the precursor of iron oxide NCs, there are only Fe
3+ ions in 
the solution at the start of the reaction and the exact amount of Fe3+
should be reduced to Fe2+ to yield stoichiometric Fe3O4 NCs. In 
practice, the sharp Verwey transition (Figure 2.7, Figure 2.8, Figure 2.9)
is observed in 89 nm- and 36 nm-sized NCs. Because the Verwey 
transition is extremely sensitive to off-stoichiometry, this result 
confirms that the synthesis under 4/96 CO/CO2 atmosphere ensures the 
exact ratio of Fe3+/Fe2+ and the formation of stoichiometric Fe3O4 NCs. 
It should be noted that the ratio of Fe3+/Fe2+ is determined by the 
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electrochemical equilibrium but not by the size of the NCs. 
Consequently, the NCs with various sizes synthesized under 4/96 
CO/CO2 atmosphere should have the same Fe
3+/Fe2+ ratio and 
stoichiometry as 89 and 36 nm-sized NCs.
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Figure 2.6 Magnetization data measured with magnetic field of 10 
mT for Fe3O4 NCs synthesized in Ar atmosphere. (A-C) ZFC, FC 
curves of NCs synthesized in the Ar atmosphere (synthesis scale of 2 
mmol Fe(acac)3). A magnetic moment slope near 100 K represents 
suppressed TV. (D) Suppression of TV is also clear in oxidized bulk 
Fe3O4 (black line) compare to non-oxidized bulk Fe3O4 (red line). Bulk 
Fe3O4 powder was oxidized at 200 
oC in air for 3 hr.
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Figure 2.7 Size-dependence of Metal-insulator transition. (A) 
Temperature dependence of first derivative of conductance (G). The 
sharp peaks correspond to the Verwey transition, still visible down to 
10 nm although it shifts toward lower temperature with decreasing 
particle size. (B) ZFC magnetization data measured at magnetic field of 
10 mT for various sized Fe3O4 NCs. The sharp drop in the 
magnetization near 120 K indicates the Verwey transition. The vertical 
dotted line indicates TV of bulk Fe3O4. 
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Figure 2.8 The total heat capacity divided by temperature. As the 
particle size decreases, the sharp peak of the Verwey transition moves 
toward lower temperature and gets considerably weaker.
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Figure 2.9 Heat capacity (Red) and polynomial fitted background 
(Gray). The blue lines represent the heat capacity after background 
subtraction.
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2.4 Metal-insulator transition of Fe3O4 nanocrystals
It is widely known that the Verwey transition of Fe3O4 is 
accompanied by various anomalies in the physical properties at TV, [1, 
2, 43] including magnetic moment (m), conductance (G), structural 
(space group) change, and heat capacity (CP). First, we examined the 
structural change of NCs at the Verwey transition by using a cryo-XRD 
(Figure 2.10). For bulk Fe3O4, there is a drastic change in the crystal 
symmetry from monoclinic (Cc) below TV to inverse spinel cubic 
(Fd3 m) above TV [2]. For example, the (440) peak in the cubic phase is 
split into two peaks below TV with a reduction in the peak intensity in 
the low-temperature monoclinic phase [44, 45] as shown in the data for 
bulk Fe3O4, which is absent in γ-Fe2O3 (Figure 2.10). This change is 
still visible in NCs, for example, in 22 nm-sized NCs, and becomes 
considerably weaker as the particle size decreases.
102
Figure 2.10 Thermal evolution of (440) plane XRD peak based on 
the sizes of NCs. Peak broadenings and intensity reduction are clear 
below TV. This is the evidence for the anticipated lattice distortion at 
the Verwey transition. Note that no sign is found to indicate such 
changes in the bulk γ-Fe2O3 data.
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Furthermore, an abrupt change in the conductance is the clear 
evidence of the Verwey transition, that is, a metal–insulator transition 
(MIT). In the picture of charge ordering originally put forward by 
Verwey himself and further refined by more recent researches [2, 3], 
Fe2+ and Fe3+ are ordered into a unique linear three-Fe-site unit below 
TV. These localized and charge-ordered electrons organize themselves 
making Fe3O4 electrically insulating below TV. Above TV, electrons are 
no more localized and can hop between Fe2+ and Fe3+ sites. In order to 
examine the size dependence of the MIT, we have measured the 
conductance of NCs to find that the sign of MIT gets progressively 
weaker as the particle size is reduced. In Figure 2.7A, the conductance 
(G) is plotted as d(ln G)/d(1000/T)1/4 versus (1000/T)1/4; the minimum 
is clearly visible even in the data of 10 nm although the anomaly is 
much more suppressed and much broader than the minimum of bulk 
Fe3O4.
When Fe3O4 undergoes the MIT, there is also an anomaly in 
the magnetization data with a change in the magnetic easy axis; Fe3O4
is a spinel type ferrimagnetic material with Fe3+ at the tetrahedral site 
(A) and Fe2+/Fe3+ at the octahedral site (B) having a strong 
antiferromagnetic interaction. For instance, bulk Fe3O4 shows a drastic 
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drop in the magnetization data at 123 K shown in Figure 2.7B, where 
we observed the MIT in the conductance measurement and the structure 
change, consistent with the reported results [43], which renders it 
another useful test of the Verwey transition in NCs. As clearly seen in 
our data, this anomaly in the magnetization moves only slightly toward 
lower temperatures and gets broader as the particle size decreases. 
Intriguingly, the Verwey transition disappears below 6 nm, where 
blocking temperature (TB) becomes lower than TV (Figure 2.7B, Figure 
2.11).
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Figure 2.11 ZFC, FC curves of small (< 10 nm) NCs at 10 mT. 
Below 8 nm, TB becomes lower than TV and the Verwey transition has 
disappeared.
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Although the anomalies we observed in the cryo-XRD, 
conductance, and magnetization data are conspicuous, it is the heat 
capacity data that can confirm these anomalies as a truly 
thermodynamic transition as in the bulk Fe3O4. For example, it is 
possible that TV is masked by rapid decrease in the magnetic moment in 
the temperature range below blocking temperature (TB). Thus, it is
reassuring the heat capacity data measured on NCs shows a lambda-
like anomaly just like that of bulk Fe3O4 (Figure 2.8). From this, we 
can deduce three statements. First and foremost, all the anomalies we 
observed in the NCs are a true Verwey transition on a nanometer scale, 
whose peak gets progressively broader while it moves toward lower-
temperature. Second, the total area of the peak, corresponding to the 
total entropy of the Verwey transition for a given size of samples, 
shows a reduction as the particle size gets smaller although the 
transition temperature itself has barely changed, which indicates that 
lesser entropy is released for the Verwey transition of smaller NCs. 
Third, the peak of the Verwey transition is completely absent in the 6 
nm-sized NCs (Figure 2.9), indicating that the Verwey transition 
disappears in Fe3O4 NCs smaller than 6 nm.
Thus, by combining our data in a wide-ranging size we can 
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confirm that the Verwey transition is size-independent down to 20 nm 
with a weak suppression of the transition temperature from 20 to 8 nm 
before suddenly disappearing below 6 nm (Figure 2.12). Interestingly, 
the size versus the Verwey transition temperature plot is well fitted with 
an exponential equation, TV = a exp(−D/b) + To where a, b, and To are 
fit parameters (Figure 2.13). The adjusted R2 value of 0.937 from this 
fit is statistically meaningful and it is strongly suggested that there is 
quantitative relationship between the size of the NCs and TV. There is a 
possibility that broken symmetry of the crystal structure and the 
presence of low-coordinated atoms at the surface of the NCs can affect 
the observed size-dependent behavior of the Verwey transition, which 
becomes more pronounced for the smaller NCs. Also, this result 
excludes the possibility of contribution from surface oxidation and 
disorder to the Verwey transition. If the stoichiometry of the NCs is 
changed by any effect from the surface, it is reasonable to expect that 
off-stoichiometry is proportional to the surface-to-volume ratio. That is, 
the off-stoichiometry parameter δ is proportional to 1/D where D is the 
size of the NC. Then, because the Verwey transition temperature TV is 
linearly dependent on δ [31], we should have TV ∝ 1/D, which is 
rejected by the exponential fit result in Figure 2.13.
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Figure 2.12 Size dependence of TV for Fe3O4 NCs. The contour 
plot represents the heat capacity data after removing the contribution of 
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surfactant (see Figure 2.9). The symbols mark the Verwey transition 
temperature (TV) determined from three different types of 
measurements: heat capacity (green, CP/T), conductance (blue, G), and 
magnetic moment (red, m). The size dependence of blocking 
temperature (TB) is also plotted from the same magnetization 
measurement (black). The gray line is a guide to the eye for the size 
dependence of TB.
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Figure 2.13 Size dependence of TV for Fe3O4 NCs and the fit curve 
with the fit equation and the result. The data are re-plotted from Figure 




This drastic size effect of the Verwey transition has never been 
reported before and reveals an unexpected yet intimate inner secret of 
this decades-old conundrum. As the history of seven decades-long 
researches shows, the origin of the Verwey transition is an extremely 
difficult problem and inevitably our ideas for this just uncovered 
experimental observation is bound to be speculative. Nevertheless, let 
us offer our thoughts that might well be found later useful for a full-
fledge theoretical investigation. First, a commonly accepted 
explanation is that the spin degree of freedom is irrelevant for the 
Verwey transition unlike the other two degrees of freedom like charge 
and orbital. In this regards, it is interesting to note that the Verwey 
transition appears to suffer a drastic disappearance when the line of the 
transition temperature in Figure 2.12 hits a line of blocking temperature 
(TB) (thick gray line in Figure 2.12), below which the giant magnetic 
moment of the single magnetic domain of the whole particle 
experiences a freezing of a thermally assisted over-the-barrier transition. 
Therefore, we propose with caution that after all the spin degree of 
freedom may not be that irrelevant for the Verwey transition. Second, 
we have demonstrated that the Verwey transition shows the remarkable 
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size effect that might as well prompt one to think of carrying out full 
unbiased first-principles calculations on Fe3O4 NCs with size just 
below and above the critical value of 6 nm. This new, nonetheless very 
challenging theoretical study will throw then the definite and ultimate 
light on our understanding of the seven decades long riddle.
In this work, we successfully synthesized uniform Fe3O4 NCs 
down to 5 nm, and undertook in-depth studies of the size-dependence 
of the Verwey transition. These comprehensive experimental 
investigations combined several microscopic and bulk characterization 
tools: X-ray absorption spectroscopy, conductance, X-ray diffraction, 
magnetization, and heat capacity. On the basis of these data, we 
conclude that there is a critical size for the Verwey transition at around 
6 nm. 
Most of the contents of this chapter were published in the article “Size 
Dependence of Metal–Insulator Transition in Stoichiometric Fe3O4
Nanocrystals” (Nano Lett. 2015, 15, (7), 4337-4342).
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Chapter 3. Metal–Insulator Transition of Fe3O4
Nanocrystals by Shell Formation
3.1 Introduction
A nanocrystal is a material that has a size of at least one 
dimension less than 100 nm. Due to this limited size, nanocrystals (NCs) 
often exhibit different characteristics than bulk [1]. Since pioneer 
research by M. Faraday in 1857, scientists succeeded to synthesize 
many different NCs, such as noble metal, semiconductor, metal oxide 
[2-5]. Since then, scientists have studied how to control size and shape 
of NCs to improve performance in a variety of applications such as 
catalyst, energy, and biomedical applications [6-8]. The atoms on the 
surface of the NCs have chemical bonds that are weak or deficient, as 
opposed to those located internally. As the size of the NCs decreases, 
the number of atoms located on the surface and the ratio of the atoms 
located on the surface increases, so that the physicochemical properties 
of the NCs change. For example, in the case of melting point, which is 
considered a material-specific property, NCs have different melting 
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points than bulk [9-11]. In the case of gold NCs, it is known that the 
smaller the size, that is, the higher the ratio of the atoms located on the 
surface, the lower the melting point [12]. This is because the surface 
atoms has fewer atoms around them, so they have fewer cohesive 
energy. In addition, there are characteristics that are present in the case 
of bulk, but become activated with nanoscale. There are many 
examples of catalysts showing greater activity in nanoscale [13-16]. 
When atom or molecule, materials have a defined energy level so they 
show quantum effect. Semiconductor quantum dots show size 
dependent color and luminescence quality [2, 4, 7, 17-19]. Researchers 
have found that the heterogenous complex may have another advantage. 
It also improved the performance of quantum dot by wrapping the shell 
on the surface of NCs with other materials [18-20]. Sometimes core 
and shell materials have completely different properties, but they can 
show new properties by joining them.
Oxide materials are very popular in both academics and 
industries because of their many fascinating physical properties and 
numerous important applications. One of the longest known and 
actively studied materials among the various metal oxide materials is
Fe3O4, also called magnetite. This iron oxide has the Curie temperature 
122
of 858 K. Due to its unique inverse spinel structure, magnetite coexists 
in a unit cell of Fe2+ and Fe3+ ions. In 1939, Verwey reported that bulk 
Fe3O4, which is fairly conductive with half-metallic character at room 
temperature, becomes electrically insulating below 123 K, which is 
now called the Verwey transition temperature (TV) [21]. Above TV, 
Fe3O4 has an inverse-spinel structure where half of Fe
3+ ions occupy 
tetrahedral sites, and Fe2+ and the other half Fe3+ are randomly 
distributed in the octahedral ones. Verwey suggested that this transition 
is driven by a charge ordering of Fe2+ and Fe3+ ions in octahedral sites
[21]. Recently, it was reported that, below the Verwey transition, Fe2+
and Fe3+ in octahedral sites form a very unusual three-Fe-site ‘trimerons’ 
ground state [22, 23]. 
Over the last two decades, iron oxide (magnetite (Fe3O4) and 
maghemite (γ-Fe2O3)) NCs have been intensively investigated for 
potential applications in biomedicine in various ways, including 
magnetic resonance imaging (MRI) contrast agents, magnetic 
biosensors, and heating mediators for magnetic fluid hyperthermia [24-
27]. Especially, a recent development in synthetic procedures to 
produce uniform and size-controllable iron oxide NCs [28, 29] has 
enabled the size-dependent physical property characterization and their 
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applications. Despite the tremendous progresses in Fe3O4 NCs [30-32], 
however it is still an open question how the metal-insulator transition 
changes as the other materials are attached. 
In this study, we have succeeded in synthesizing uniform-sized 
Fe3O4 NCs with precisely controlled metal-ferrite shell. We could 
synthesize Fe3O4-Ferrite core-shell NCs by two step seed-mediated 
growth method. These core-shell of Fe3O4 NCs sometimes exhibit a 
clear metal-insulator transition, and sometimes show a repressed metal-
insulator transition. Using these well-characterized Fe3O4 NCs, we 
could see the impact of metal-ferrite on the metal-insulator transition.
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3.2 Experimental Section
We synthesized stoichiometric and uniform-sized Fe3O4 NCs 
with various ferrite shell using thermal decomposition of iron 
acetylacetonate (Fe(acac)3) precursor in the presence of oleic acid 
surfactant. We could synthesize core-shell NCs by two step method.
Materials. 
Iron(III) acetylacetonate (99+%) was purchased from Acros 
organics. Manganese(II) acetylacetonate, CoCl2, Nickel(II) 
acetylacetonate, CuCl2, Zinc (II)acetylacetonate hydrate were 
purchased from Sigma-Aldrich (Merck). Oleic acid (technical grade, 
90%) and benzyl ether (98%) were purchased from Sigma-Aldrich
(Merck). These chemicals are used without further purification.
Synthesis of Fe3O4 core nanocrystals
The procedure for the synthesis of 26nm sized Fe3O4 NCs is as 
follows. 21.3g (60mmol) iron(III) acetylacetonate and 33.9g (120mmol) 
oleic acid were dissolved in 312.0g (300ml) benzyl ether. The mixture 
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was degassed for 1hr at room temperature by using rotary vacuum 
pump. Very fast stirring is essential throughout the synthesis process to 
synthesize uniform NCs. The mixture was heated up to 290 ℃ under 
CO/CO2 4/96 (in mass ratio) gas. Carbon monoxide (CO) gas is used as 
a reducing agent to control oxygen stoichiometry of Fe3O4 NCs [33]. 
Boil the solution at 290 ℃ for 30 minutes, then remove the heating 
mantle and cool it down. After cooling to room temperature, centrifuge 
the mixture at 8000 rpm for 10 minutes to precipitate Fe3O4 NCs. The 
precipitate was washed several times more using toluene and ethanol as 
solvent and nonsolvent. As-synthesized NCs were stored in inert gas to 
avoid oxidation after synthesis.
With the 5 nm-sized NCs as seeds, larger NCs up to 14 nm can 
be synthesized by seed-mediated growth method (Figure 3.1). After the 
synthesis of 5 nm NCs, more precursor, surfactant and solvent are 
injected into the crude product. For example, when 1.13 g of iron(III) 
acetylacetonate, 3.39 g of oleic acid, 31.2 g of benzyl ether were 
injected into the crude 5 nm-sized NCs product and heated up, 6 nm-
sized NCs were produced. We could get Fe3O4 NCs with diameters of 8, 
10, 14 nm by repeating the above seed-mediated growth process.
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Figure 3.1 TEM images and size distribution histograms of seed-
mediated grown Fe3O4 NCs.
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Synthesis of Fe3O4 core with metal-ferrite shell NCs
Put the manganese(II) acetylacetonate 0.5 mmol, iron(III)
acetylacetonate 1.0 mmol, the oleic acid 8 mmol, and the benzyl ether 
20 ml (20.8 g) into the round-bottom flask. Mix the mixture as quickly 
as possible with a magnetic stirrer, and use the rotary pump to degas it 
at room temperature for one hour. Change the round-bottom flask
containing this mixture to the Ar gas state and then inject 3ml of the 
crude oil of Fe3O4 NCs. Increase the mixture with Fe3O4 NCs to 290 ℃
and maintain for 30 minutes. Then, remove the heating mantle and cool 
it to room temperature. Pour some toluene and a large amount of 
ethanol into Fe3O4-MnFe2O4 core-shell NCs crude oil. And with 
centrifuge, the Fe3O4-MnFe2O4 core-shell NCs sink. Repeat this
washing process 3 times to remove as much organic matter as possible.
Vacuum dry, dusted, and later used for analysis. In order to make other 
metal-ferrite shell, only the manganese(II) acetylacetonate can be 
replaced with another precursor in the above process. You can use the 
iron(III) acetylacetonate to make Fe3O4 shell and Cobalt(II) 
acetylacetonate to make CoFe2O4 shell. You can use Nickel(II) 
acetylacetonate to make NiFe2O4 shell, or Copper(II) acetylacetonate to 
make CuFe2O4 shell. To synthesize ZnFe2O4 shell, use Zinc(II) chloride.
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Characterization
We stored and characterized the NCs in either inert atmosphere 
or high vacuum throughout the experiments so that the chance for 
oxidation after synthesis was minimal. In all measurements, the time to 
expose samples to air was minimized to reduce oxidation problems.
TEM measurement. 
JEOL JEM-2100F electron microscope with 200 kV was used 
for TEM images and EDS measurement. Before making a TEM sample 
grid, remove the organics through sufficient washing process. Sample 
grid was prepared by sonicating the NCs dispersion in toluene and 
dropping onto ultrathin carbon film coated copper grid. Remove any 
remaining organic substances by heat treatment of the TEM sample 
grid at 450 ℃ for 30 seconds just before the EDS measurement.
X-ray diffraction.
The powder X-ray diffraction (XRD) patterns were obtained 
with a Rigaku D/Max 2500 diffractometer equipped with a rotating 
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anode and a Cu radiation source (λ = 0.15418 nm). Place the NCs on 
top of the silica substrate to measure XRD.
Magnetic moment measurement.
Magnetization measurements were performed using a Quantum 
Design SQUID magnetometer MPMS 5XL. Insert the powder NCs into 
the gelatin capsule for MPMS measurement. Insert this gelatin capsule 
into the plastic straw and make a MPMS measurement.
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3.3 Fe3O4-Fe3O4 core-shell nanocrystals
First, we employed seed-mediated growth process to 
synthesize Fe3O4 NCs with sizes of 5∼14 nm (Figure 3.1) [34]. In 
seed-mediated growth experiments, we used 5 nm NCs as the seeds to 
prepare 6, 8, 10, and 14 nm NCs (Figure 3.2A) [34, 35]. In this way, we 
obtained the larger NCs with their core having the stoichiometry of the 
smaller seed NCs. If the size of the NCs affects the Fe3+/Fe2+ ratio, then 
the metal-insulator transition behaviors of the NCs prepared by seed-
mediated growth method and by the one-pot synthesis method (heating 
Fe(acac)3 solution without the seeds) should be different [36]. If the 
metal-insulator transition of the Fe3O4 core disappears due to Fe3O4
shell formation, it may be thought there is a problem with the synthetic
process. As shown in Figure 3.2B, zero-field-cooled (ZFC) 
magnetization data reveal that there are clear stepwise magnetic 
moment changes near 120 K in the 10 and 14 nm samples, which 
coincide almost perfectly with the data from the NCs with the same 
sizes but prepared by the one-pot thermal-decomposition method [36]. 
This observation confirms that the size of the NCs has nearly no effect 
on the stoichiometry of Fe3O4 NCs and the size-dependent behavior of 
the metal-insulator transition is reproducible with good reliability from 
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the samples prepared via two different synthetic methods. And of 
course, we can see that Fe3O4 shell does not adversely affect the metal-
insulator transition of the existing Fe3O4 core. Rather, It behaves as if 
the size of Fe3O4 core increased by the thickness of the shell, indicating 
that the temperature of the metal-insulator transition rises slightly as 
previously studied [36].
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Figure 3.2 Evolution of the metal-insulator transition in Fe3O4
NCs with sizes from 5 to 14 nm. (A) Fe3O4 NCs with sizes of 6, 8, 10, 
and 14 nm were synthesized using 5 nm-sized NCs as seeds. (B) Zero-
field-cooled (ZFC) magnetization data is measured under field of 10 
mT. The stepwise magnetic moment change near 120 K indicates the 
metal-insulator transition. Note that the TV of seed-mediated grown 
NCs (solid line) and one-pot synthesized NCs (dotted line) are nearly 
identical.
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3.4 Fe3O4-MFe2O4 (M= Mn, Co, Ni, CU, Zn) core-shell 
nanocrystals
Thus, the Fe3O4 shell did not cause any unusual changes in the 
metal-insulator transition. Now, the question arises as to what will 
happen if the Fe3O4 core is wrapped with a material other than Fe3O4. 
So, we decided to wrap the Fe3O4 core NC with a shell other than 
Fe3O4. However, there are several conditions to wrap the shell with 
something other than Fe3O4. In the wrapping shell process, a nucleus
formed at the surface of a core can be stabilized by the interface with 
the core, which radically changes the energetics of the nucleation 
reaction compared with that of homogeneous nucleation. In general, the 
interface energy is the main factor that determines the shape of the
nucleus in heterogeneous nucleation, as well as the height of the energy 
barrier of the nucleation reaction. Correspondingly, in heterogeneous 
nucleation, there is a strong tendency to minimize the interface energy 
of the nucleus and the seed. If the nucleus and the seed form a
heteroepitaxial interface, the interface energy increases with their 
lattice mismatch. As a result, their lattices are mechanically strained to 
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reduce the mismatch at the interface. Therefore, materials with the 
same crystal structure as Fe3O4 and not much difference in the lattice 
parameters can be considered optimal materials as a shell of Fe3O4 NCs.
Ferrite is a ferrimagnetic ceramic material that shows hard, 
brittle, and poor electrical conductivity. Many Ferrite materials have a 
spinnel structure called AB2O4. Among them, A and B represent several 
metal cations and if A and B are all Fe, it becomes magnetite (Fe3O4).
Other than Fe3O4, there are MnFe2O4, CoFe2O4, NiFe2O4, CuFe2O4, 
and ZnFe2O4. All of these ferrite materials have the same cubic close-
packed (FCC) structure, and the difference in lattice parameter values is 
not significant (Table 3.1). Because these ferrite materials have the 
same crystal structure as Fe3O4, the XRD pattern is also located in the 
same location.
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Table 3.1 Crystal structure and lattice parameter of various 
ferrite materials. It can be seen that all ferrite materials have the same 
crystal structure as Fe3O4. Also, compared to Fe3O4, the difference in 
lattice parameter values is only about 1% [37-42]. XRD peak can be 
found to be the same as the crystal structure.
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The same Fe3O4 core NCs were used in all of the synthetic
processes to clearly see the impact on the metal-insulator transition of 
the ferrite shell. Fe3O4 NCs, which play the core during seed-mediated 
growth, have a size of about 26 nm (Figure 3.3A). Core Fe3O4 NCs 
were synthesized in the same way as was shown in the previous 
reference [36]. And when we take a magnetic measurement (ZFC, Zero 
Field Cooling at 10 mT) of core Fe3O4 NCs, we can see that there is a 
distinct variation in the magnetic moment of stairs near 120 K. This 
change is proof of the metal-insulator transition (Figure 3.3B). Core 
Fe3O4 NCs are confirmed to be synthesized in stoichiometry ratio 3:4.
The reasons for using 26 nm sized Fe3O4 core NCs are as follows. First, 
the smaller Fe3O4 NCs shows the metal-insulator transition at 
temperatures below 120 K [36]. When the metal-insulator transition 
temperature changes in the hetero structure, it is not clear whether the 
core NCs' size affects or whether the hetero structure affects. Second, 
the separation line is not clearly defined when the hetero structure is 
formed, and a certain portion of a boundary line forms an alloy. This 
alloy part will be only several nm thick at the most, so by using 26 nm 
Fe3O4 core NCs, we could exclude the effects of alloy formation. XRD 
was measured to confirm composition of core-shell NCs synthesized by
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seed-mediated growth method. According to the XRD pattern, no peak 
other than the Fe3O4 Bragg peak (red line) was detected (Figure 3.4). 
The synthesized core-shell NCs are composed of Fe3O4 and MFe2O4
(M= Mn, Co, Ni, Cu, Zn) in terms of having the same Bragg peak as 
Fe3O4 (Figure 3.5). In other words, it can be confirmed that there are no 
impurities such as CoO or MnO.
A magnetic moment measurement was made to determine the 
effect of the ferrite shell on the metal-insulator transition of Fe3O4 core 
NCs (Figure 3.6). Put the synthesized core-shell NCs into the gelatin 
capsule and measure ZFC (Zero field cooling) at 10 mT. It shows 
almost the same magnetic behavior of Fe3O4-MnFe2O4 core-shell, 
Fe3O4-NiFe2O4 core-shell, Fe3O4-CuFe2O4 core-shell, Fe3O4-ZnFe2O4
core-shell NCs with that of Fe3O4 core NCs. Therefore, we can see that 
this shell material does not affect the metal-insulator transition of Fe3O4
NCs. On the other hand, core-shell NCs formed by CoFe2O4 shell show 
that unlike Fe3O4 core NCs, there is no significant variation in the 
magnetic moment at 120 K. Meanwhile, Fe3O4 with the Co atom doped 
is known to undergo metal-insulator transition at temperatures below 
120 K [43]. However, if we look at ZFC data when CoFe2O4 shell is 
present, no step-wise changes are observed around 120 K. In other 
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words, the presence of CoFe2O4 shell inhibits the metal-insulator 
transition of Fe3O4 NCs. We don't know exactly why this happens yet, 
but we can make the following guess. CoFe2O4 belongs to the ferrite 
family, but it is the only hard ferrite material among MnFe2O4, Fe3O4, 
NiFe2O4, CuFe2O4, ZnFe2O4. Hard ferrite material means that the 
crystal anisotropy is high. A crystal anisotropy is a force which tends to 
align the magnetization in a particular crystallographic direction. 
Therefore, we can guess that the high crystal anisotropy of CoFe2O4 is 
affecting the metal-insulator transition of Fe3O4 NCs.
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Figure 3.3 TEM image of Fe3O4 NCs used as core during the 
seed-mediated growth process. Core NCs have a uniform size (A). ZFC
(Zero field cooling) magnetization data of Core Fe3O4 NCs. The 
magnetization value varies greatly in the vicinity of the 120 K, just like 
the shape of a stair. The change in the magnetization of these stair 
shapes is a clear indication of the metal-insulator transition of Fe3O4
NCs (B).
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Figure 3.4 X-ray diffraction pattern of synthesized Fe3O4 NCs 
and Fe3O4-Ferrite core-shell NCs. All NCs show XRD peak like Fe3O4
Bragg peak. Given that the XRD peak position of the ferrite materials is 
the same as Fe3O4, it is shown that no other impurities were produced 
except ferrite and Fe3O4.











































































Figure 3.5 Core-shell NCs synthesized by seed-mediated growth 
method. We know that (A) was created by MnFe2O4, (B) by CoFe2O4, 
(C) by NiFe2O4, (D) by CuFe2O4, and (E) by ZnFe2O4 shell. In the 
lower left corner of each figure, there is a STEM image taken at a low 
magnification. The results of EDS mapping by selecting one of the NCs
are at the top of each figure. You can see the distribution of each metal 
atoms. The distribution of Mn, Co, Ni, Cu and Zn atoms to the surface 
of NCs indicates a core-shell structure. In the lower right corner of each 
figure, the quantitative analysis of the metallic atoms can be checked.
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Figure 3.6 The ZFC magnetic moment data of core-shell NCs 
which are synthesized by seed-mediated growth method. Core-shell 
NCs with MnFe2O4, NiFe2O4, CuFe2O4, ZnFe2O4 shell exhibit the same 
step-wise magnetic moment changes near 120 K as Fe3O4 core NCs. 
On the other hand, core-shell NCs with CoFe2O4 shell have greatly 
reduced the step-wise variation in the magnetic moment (A). By 
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making the CoFe2O4 shell thicker, you can see that the variation in the 
step-wise value is reduced. In other words, we see that the presence of 
CoFe2O4 shell has an impact on the metal-insulator transition (B).
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3.5 Conclusions
In summary, the core-shell structure was synthesized to see the 
change in the metal-insulator transition of Fe3O4 NCs. Shell materials 
used were MnFe2O4, Fe3O4, CoFe2O4, NiFe2O4, CuFe2O4, and ZnFe2O4. 
Although we could not observe any unusual changes in other materials, 
we could confirm that the metal-insulator transition was extinguished if 
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초    록
나노입자는 적어도 한쪽 방향의 너비가 100 nm, 다시
말해 천만 분의 1미터 이하의 크기를 가진 입자이다.
나노입자는 기존의 벌크 물질과는 달리, 하나의 입자를
구성하는 원자의 개수가 매우 적다. 이로 인해서 기존 벌크
물질과는 다른 물리적, 화학적 성질을 지닐 수 있다. 지난
수십 년에 걸쳐서 이러한 차이를 확인하는 연구 및
공학적으로 이용하려는 연구가 많이 진행되고 있다.
한편, 원하는 성질의 나노입자를 실질적으로 활용하기
위해서는 나노입자를 균일하면서도 원하는 모양으로 만들 수
있어야 한다. 본 논문의 첫 번째 장에서는 어떻게 나노입자를
합성해야 균일하면서도 원하는 모양으로 만들 수 있는지
알아보았다. 이렇게 합성된 다양한 종류 및 크기의 나노입자를
가지고 나노입자만이 가지는 특이한 성질을 연구할 수 있었다.
두 번째 장에서는 다양한 크기로 합성된 산화철 나노입자를
가지고 금속-절연체 전이 현상을 관찰하였다. 나노입자의
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크기가 작아질수록 금속-절연체 전이 현상에 큰 변화가
생기는 것을 알 수 있었다. 세 번째 장에서는 산화철
나노입자에 껍질구조를 만들어서 금속-절연체 전이 현상의
변화를 관찰하였다. 껍질이 되는 물질의 종류 및 껍질의
두께가 달라짐에 따라서 금속-절연체 전이 현상에도 변화가
생기는 것을 알 수 있었다.
주요어: 나노입자, 산화철, 금속-절연체 전이현상
학  번: 2010-22819
