This paper evaluates both the operational third-generation (3G) as well as the emerging fourth-generation (4G) wireless systems and investigates new technologies that might transpire and change things in the future. 2) The Reality: Once we leave home or the office, even top of the range iPhones and tablet computers fail to maintain Bflawless telepresence[ quality. They also fail to approach the theoretical performance predictions.
Since the end of the 19th century, when the feasibility of radio transmissions was demonstrated, mankind has endeavored to fulfill the dream of flawless wireless multimedia telecommunications, enabling people to communicate with anyone, anywhere, at any time, using a range of multimedia services. In fact, Bvirtually[ being with someone, anywhere, at any time at the push of a dialing keyV provided that the wireless system, the communicator device as well as the human/communicator interface are up to the associated requirementsVis a concept that ultimately leads to the impression of Btelepresence[ while communicating.
Naturally, the provision of these Btelepresence[ services requires a further quantum leap from the current state of the art represented by the popular mobile telephone.
A. Wireless Generations
Telecommunications has become one of the most vital enablers of wealth creation. While the proportion of the globe's population, who owns a fixed-line-based telephone remains limited, observe in Fig. 1 that the penetration of mobile phones far outstripped that of its fixed-line counterparts. We hasten to add, however that there is a cohort of subscribers, who rely on several mobile phones, for example for their private and business use. Since the development of wireless communications was recently detailed in [1] , in this treatise, we restrict our historical perspective to a rudimentary review of the past and concentrate more on the future.
Naturally, at the beginning of the 20th century, it was only the Brich and famous[ who enjoyed the early privilege of tetherless communications. The first land mobile radio system designed for broadcasting messages to police vehicles was installed in 1928, while in 1933, a two-way mobile radio voice system was introduced by the Bayonne New Jersey Police Department. These early mobile radio transceivers used power-hungry valves, since the transistor was not invented until 1947. An early European development was the Swedish Mobile Telephone System A (MTA) introduced in 1957, which had a 40-kg Bmobile[ terminal and supported 125 users until 1967. In 1966, the Norwegian Offentling Landmobil Telefoni (OLT) system was launched, which operated until 1990. The 1980s witnessed the development of numerous national mobile phone systems, most of which relied on analog frequency modulation (FM) and hence were unable to employ digital error correction codes.
The historic developments of the past two decades in wireless standardization are illustrated in Fig. 2 . The aforementioned first-generation (1G) systems were all based on analog FM and predominantly operated in the 450-MHz radio-frequency (RF) band. By contrast, the second-generation (2G) systems of Fig. 2 opted for digital modulation techniques and hence had the benefit of using error correction codes, which resulted in a substantially improved speech quality. The countries of the European Union (EU) developed the first digital cellular system during the 1980s, which was later adopted across the globe. Hence, it is referred to as the Global System of Mobile Communications (GSM) [2] . The system supported eight users per carrier with the aid of time-division multiple access (TDMA) in a 200-kHz band. Hence, the cost of the channel units was shared among the eight users per channel. The GSM system was launched in the 900-MHz frequency band, but later it was also rolled out in the vicinity of 2 GHz, where free spectral bands were more readily available. This had the disadvantage, however, because the typical pathloss is higher than say at 900 MHz, for example. Hence, the typical cell size had to be reduced, which made the base-station (BS) infrastructure potentially more expensive, since more BSs were required, even if they were lower power BSs.
In competition with GSM, a number of other 2G digital standards emerged, such as the TDMA Pan-American digital advanced mobile phone system (D-AMPS) and the direct sequence code-division multiple access (DS-CDMA)-based system [3] known both as IS-95 and CDMAone. The IS-95 system also had an evolved counterpart, namely the Pan-American cdma2000 system, which had three parallel CDMA carriers, leading to the first standardized multicarrier CDMA (MC-CDMA) system [3] . This development resulted in a trippled bitrate potential. However, the 2G systems had a low data throughput, which was insufficient for advanced video and wireless Internet servicesVthey were voice and text only systems, as indicated in Fig. 2 .
Hence, the research community embarked on the design of higher rate systems with the objective of enriching the range of services offered, which naturally required higher bitrates. Substantial research efforts were invested in defining the third-generation (3G) standard based on wideband CDMA (W-CDMA) [4] . The system had a bandwidth of 5 MHz and relied on a chip rate of 3.84 Mchips/s, where all users transmitted their information bits simultaneously with the aid of their unique, user-specific chip sequences. The 3G systems operate at a RF close to 2 GHz.
It was also realized already during the 2G era that it was unrealistic to expect that any fixed-rate channel coding (CC) and modulation scheme could deliver a timeinvariant quality of service (QoS). This realization led to the intensive research of adaptive modulation and coding (AMC)-aided [5] standardized systems, such as the highspeed packet access (HSPA) mode of the W-CDMA 3G systems detailed in [4] .
Despite the 40-year research history of orthogonal frequency division multiplexing (OFDM) [6] , [7] , multicarrier cellular solutions only emerged during the first decade of the 20th century as the dominant modulation technique in the context of the 3G Partnership Project's (3GPP) long-term evolution (LTE) initiative. During this decade, multicarrier solutions have found their way into all the 802.11 wireless local area network (WLAN) standards, which also rely on AMC depending on the nearinstantaneous channel quality. Observe in Fig. 2 that the family of WLANs tends to operate at higher frequencies than the cellular personal communications systems (PCS) and this trend continues, since WLAN solutions operating at 60 GHz are also becoming off-the-shelf commodities. Their limitation is however that they only operate reliably in line-of-sight (LOS) scenarios, hence the employment of cooperative solutions circumventing this problem is crucial.
OFDM is also used in the wide area coverage fixed wireless access scheme known as Worldwide Interoperability for Microwave Access (WiMAX) [7] . One of the main benefits of multicarrier solutions is their high grade of flexibility. They have a host of different parameters, which allow us to appropriately configure them and program them, whatever the circumstances areV regardless of both the propagation environment and of the QoS requirements, as facilitated by the employment of AMC.
Casting our eyes back by three decades, since the conception of the 2G GSM system, in excess of three orders of magnitude bitrate improvements were achieved. This impressive development corresponds to an order of magnitude throughput improvement for each of the past three decades, because GSM had a data rate of 9.6 kb/s, while the HSPA system is capable of communicating at 13.7 Mb/s. Without the dramatic advances in both signal processing (SP) and the achievable SP speed, this performance improvement would have been impossible to achieve. It is important to note however that if the energy required for the transmission of a single bit is assumed to be fixed, then the aforementioned throughput improvement would require a 1000-fold transmit power increase, which is clearly unrealistic.
Thanks to the advances of science and technology, fortunately the bit energy required for high-integrity communications has been substantially reduced, but regretfully not by a factor of 1000. In other words, the possible transmit power reductions remained more limited, even when using the most advanced multistage iterative receiversVthe required received signal power has not been reduced by as much as a factor of 1000 or 30 dB. This plausible observation motivates the further research of Wireless Broadband (WiBro) services provided by them portrayed in the mobility versus data-rate plane [9] .
advanced wireless access, as discussed throughout this treatise, in order to support Bflawless telepresence[ services.
B. Channel Capacity
Clearly, the increasing smartphone and tabletcomputer population resulted in substantial teletraffic growth. It is anticipated that this trend will continue until 2020, since wireless data communications has become the fabric of wealth creation. Its fiscal value is estimated by economists on the basis of predicting how much the economy as a whole would stand to lose in the absence of mobile communications. Given the current level of growth, the data traffic carried by the mobile network in 2020 might be 1000 times higher than that in 2010. As a further challenge, the bandwidth efficiency can only be improved at the cost of reduced power efficiency and vice versa, as illustrated by Shannon's channel capacity formula [10] C ¼ f B Á log 2 
This equation suggests that while a system's maximum throughput is increased linearly with the bandwidth f B , it is increased only logarithmically with the signal-to-noise ratio (SNR). Hence, increasing the bandwidth is a more Befficient[ technique of increasing the attainable throughput.
C. The Four MIMOs and Their Capacity Enhancements
In contrast to the logarithmic capacity formula (1) , the capacity of multiple-input-multiple-output (MIMO) systems was shown to be proportional to the minimum of N T ; N R , where N T and N R represent the number of transmit and receive antennas, respectively. Hence, the MIMO capacity may be deemed to increase linearly with N T ¼ N R . With the further proviso that the total transmit power is increased proportionately to the number of transmit antennas, a linear capacity increase is achieved upon increasing the transmit power, which justifies the spectacular success of MIMOs. Hence, we may argue that MIMOaided transceivers and their cooperation-assisted distributed or virtual MIMO counterparts constitute power-efficient green solutions.
Depending on the desirable MIMO function to be carried out, MIMO techniques may be classified into four broad categories, such as diversity, multiplexing, multiple access, and beamforming techniques, as shown in a stylized manner in Fig. 3 [1] , [11] . More explicitly, these four MIMO schemes were designed for achieving the following four design goals:
The family of spatial division multiplexing (SDM) [6] , [12] schemes of Fig. 3 , such as Bell Lab's space time (BLAST) scheme, aim for maximizing the attainable multiplexing gain, i.e., the throughput of a single user. This is achieved by exploiting the unique, antenna-specific channel impulse responses (CIRs) of the array elements for differentiating the antenna-specific MIMO streams, which is reminiscent of the unique, user-specific chip sequences of CDMA. Albeit the spatial division multiple access (SDMA) arrangements [6] of Fig. 3 are close relatives of the aforementioned SDM schemes, instead of maximizing a single-user's throughput, they maximize the number of users supported, while sharing the total system throughput among the users supported. Alternatively, attaining the maximum possible diversity gain is the objective of the family of space-time block coding (STBC) [13] as well as space-time trellis coding (STTC) [14] schemes of Fig. 3 [15] . They exploit the fact that the MIMO Fig. 3 . Classification of four MIMO functions [11] .
elements tend to experience independent fading, provided that they are sufficiently far apart. Hence, the chances are that if one of the antennas experiences a deep fade, the others do not. Finally, beamforming mitigates the effects of interfering users roaming in the vicinity of the desired user [4] , provided that their received signals arrive from sufficiently different angles and hence are angularly separable, as portrayed in Fig. 3 . In practice, the entire propagation and cochannel interference environment is time variant and hence the employment of the multifunctional MIMO schemes would be desirable [1] , which might be constructed within a relatively compact space at 60 GHz or a wavelength of 0.5 cm. By contrast, they might only be feasible at say 2 GHz for employment in the BS's downlink transmitter, since at 2 GHz, the wavelength is as high as 15 cm.
D. The Road to Capacity
Over the past 60 years substantial research efforts have been invested in conceiving solutions capable of approaching the capacityVat least under idealized conditions, such as perfect channel estimation, perfect synchronization, arbitrarily long tolerable delays, and unconstrained implementational complexity, just to mention a few.
This process was detailed in the context of both standardized wireless systems and with reference to a range of other potent system solutions, including MIMO systems in [1] . Owing to space limitations, we are unable to repeat all the relevant details here; suffice to say that among others, forward error correction (FEC) coding played a pivotal role in this process [15] - [20] . The aforementioned MIMO techniques were also extended to the family of MIMO solutions relying on the individual single antennas of a number of distributed but cooperating mobile stations Bsharing[ their antennas in [20] , [21] . The design of FEC schemes for cooperative systems requires special attention for the sake of avoiding avalanche-like error propagation owing to the potential decision errors of the relay stations (RSs). Another important design constraint of cooperative systems is that it is unrealistic to expect that, in addition to decoding and reencoding the source's signal, the RS would altruistically also estimate the source-RS channel. Hence, in [21] , low-complexity noncoherent detection-aided systems dispensing with channel estimation were conceived.
E. Reducing the Cell Size and Increasing the RF Carrier [2] As mentioned above, over the years, the cell size of wireless systems has been reduced in an effort to compensate for the increased pathloss, as we moved from the 1G systems operating around 450-900 MHz, then to about 2 GHz, and further to 2.4, 5, and 60 GHz. The attenuation/ pathloss versus RF carrier trends are portrayed in Fig. 4 across the range of 10-300 GHz. A further benefit of the cell-size reduction is that the propagation environment becomes more friendly, often imposing only a 20-dB/ decade pathloss in LOS scenarios, as opposed to the typical 40-dB/decade pathloss of non-LOS situations. As the RF carrier is increased, there is strong experimental evidence that the signals are absorbed by the environment in non-LOS scenarios and hence the employment of the aforementioned cooperative solutions [1] , [20] , [21] becomes more crucial. Furthermore, since the wavelength at 60 GHz is only 0.5 cm, the Bmassive[ multifunctional MIMO schemes of [1] might be constructed within a relatively compact space, which was less feasible at say 2 GHz, where the wavelength is 15 cm.
Returning to Fig. 4 for the sake of understanding the associated propagation phenomena as a function of the RF carrier, observe that the electromagnetic radiation is partially absorbed at specific frequencies by oxygen molecules in the atmosphere. So-called resonant absorption lines occur in the band 50-70 GHz [22] , [23] . They are resolvable at high altitudes where the molecular density is low, but broaden at the Earth's surface, imposing a high pathloss. The RF band spanning from 51.4 to 66 GHz is the absorption band A 1 . Another absorption band, A 2 , stretches from 105 to 134 GHz. There are peaks in the pathloss owing to water vapor absorption at 22 and 200 GHz. Fig. 4 portrays these oxygen and water vapor absorption curves. We notice that when the absorption in A 1 reaches a peak, the attenuation due to water vapor is near a minimum [24] . The oxygen absorption is lower in A 2 than in A 1 , while the water vapor attenuation is higher. These observations suggest that band A 1 is more suitable for communications than band A 2 .
A study [25] of 60-GHz propagation conducted for small cells revealed that even along corridors in buildings, free-space propagation was experienced. Satisfactory coverage was experienced without the need to align the transmitter and the receiver in offices and in lecture theaters of differing constructions. The transmissivity and the reflectivity of various materials were measured in percentages, such as those of aluminium or brass (0.06%, 99%); wood (6.3%, 2%); plasterboard (63%, 3%) and glass (25%, 16%). The attenuation in signal strength was typically 8 dB owing to pedestrians, 10-14 dB due to cars, 4 dB owing to bicycles and motorcycles, and 16 dB for buses, when the measurements were made as they crossed the LOS path between the transmitter and the receiver.
An attractive application for band A 1 is a point-to-point link, where transmitters and receivers are above the height of pedestrians but below the urban skyline. Because of the absorption properties of band A 1 , the same frequencies can be repeatedly reused across a city to give numerous pointto-point links [25] . These links can distribute signals to each dwelling, or link femtocellular BSs together. We note that these applications can also use lower frequencies, say 15-50 GHz, since the urban infrastructure will absorb the radiation and allow frequency reuse. 60-GHz transmissions are of particular value when buildings are widely spaced, e.g., in suburbia, since then the oxygen absorption will effectively truncate the path range. A plethora of attractive 60-GHz system solutions were proposed by Rappaport et al. [26] .
Again, the grave limitation imposed on Bflawless telepresence[ by (1) is that given a certain total bandwidth of f B , linearly increasing the channel capacity requires an exponentially increasing transmit power. However, given the logarithmic nature of (1), the large penetration of mobile phones across the globe seen in Fig. 1 , the 1000-fold throughput increase of HSPA over GSM, and the 1000-fold increased teletraffic predictions of the next decade, increasing the transmit power is clearly unrealistic in the light of the dramatically increased energy consumption and energy cost trends observed in Fig. 5 . Interestingly, however, it was also shown by Shannon [10] that upon increasing f B toward infinity, the capacity does not tend to infinity. The limit of (1) becomes C 1 ¼ 1:45S=N, which allows a linear throughput increase for large bandwidth with the SNRVan important justification for the beneficial properties of high-bandwidth CDMA, OFDM, and ultrawideband systems.
Our goal in this contribution is hence to seek promising techniques of resolving the aforementioned conflicting design constraints imposed on the flawless telepresence systems of the future.
With this motivation, in the rest of this contribution, we will follow a three-pronged approach.
First, in Section II, we will quantify the achievable performance of operational wireless systems under both idealized as well as realistic conditions. These deliberations allow us to spot their specific deficiencies in an effort to learn lessons from them in support of future standardization activities.
In Section III, we will turn our attention to the intricacies of optical wireless (OW) communications, since as seen in Fig. 6 , the RF band is rather limited. By contrast, there are significantly broader spectral bands in the optical domain, which could be exploited for high-rate information transmission in support of flawless short-range telepresence services. These advances are expected to become realistic within a decade or so. Finally, in Section IV, we provide a rudimentary introduction to the basic postulates of radical quantum-domain communications solutions. Furthermore, we hypothesize that its benefits will lead to off-the-shelf products in the not too distant futureVprovided of course that the business case is deemed sufficiently convincing to justify the necessary investment into its research. . Trends in energy costs and consumption rates over the last two decades [27] , [28] . Fig. 6 . The electromagnetic spectrum.
II. PRACTICAL LIMITATIONS OF EXISTING STANDARDS
In this section, we study the true throughput capabilities of the operational 3G and 4G systems. We find that for all systems currently commercially deployed, there is a substantial gap between the Shannon capacity and the throughput measured. The used measurement setup is portrayed in Fig. 7 .
A. Cellular Systems Investigated: WiMAX, HSDPA of the HSPA System, and the So-Called LTE System We analyzed the following three standardized 3G/4G cellular systems.
The WiMAX [7] physical layer, as defined in IEEE 802. 16-2004, Section 8.3 : This standard was developed to provide wireless Internet access for stationary and low-mobility users [29] . We studied this system using realistic measurements by employing the OFDM physical layer relying on 256 narrowband subcarriers. By choosing one out of seven AMC schemes at the transmitter, the data rate is adjusted according to the near-instantaneous channel conditions, thereby maximizing the available data throughput. The standard defines various channel codes and we selected the mandatory Reed-Solomon/convolutional code (RS-CC) combination as well as the optional convolutional turbo code (CTC). Furthermore, we designed a regular construction low-density parity check (LDPC) channel code, which is not defined in the standard. Unless stated otherwise, all our results refer to the CTC. In order to utilize transmit diversity, the standard recommends furthermore a simultaneous transmission using two transmit antennas relying on Alamouti's space-time coding scheme.
1
The high-speed downlink packet access (HSDPA) mode of the Universal Mobile Telecommunications System (UMTS) [30] : The first version of HSDPA was introduced in Release 5 of UMTS to provide high data rates for mobile users. This is achieved by a sophisticated amalgam of several techniques, such as a prompt link adaptation, hybrid automated repeat request (HARQ) relying on 2-ms minislots, 2 and efficient scheduling. In contrast to the pure transmit power adaptation performed in UMTS, the link adaptation in HSDPA adjusts the data rate by controlling the number of simultaneous spreading codes, the number of bits per symbol, and the channel code rate, depending on the so-called channel quality indicator (CQI) feedback. MIMO HSDPA, standardized in Release 7 of UMTS, further increases the maximum downlink (DL) data rate by spatially multiplexing two independently coded and modulated data streams. Additionally, channel-adaptive spatial precoding is implemented in the DL at the BS, which may simply assign a higher transmit power to one of the antennas, depending on their channel quality. More specifically, this may be activating the best one from a standardized set of powerallocation precoding vectors, based on a so-called precoding control indicator (PCI) feedback received at the BS from the user equipment (UE). The LTE [31] and LTE-Advanced (LTE-A) [32] mode of UMTS: While we were able to conduct measurements for characterizing the operational 3G systems, our measurements for LTE have not reached the same maturity, thus we will rely on simulations. To evaluate the throughput of LTE Release 8 and LTE-A Release 9 of UMTS, we Fig. 7 . The measurement testbed [35] . 1 Note that we employed a relatively early version of WiMAX that does not include retransmissions and precoding matrices, which is in contrast to the other two standards considered. However, it turned out during our measurements that such advances have only a modest impact on the throughput observed. 2 The rationale of using 2-ms minislots is that albeit the system has 10-ms regular slots, retransmitting for example 10-ms speech segments with a 10-ms delay within the next 10-ms transmission frame would be futile, because by then they would become obsolete, since the next 10-ms speech would have arrived.
employed the Vienna LTE-A simulator, which is freely available for academic users [33] . 3 We provide simulation results for the (4 Â 4)-element MIMO LTE closed-loop and for the (8 Â 8)-element LTE-A closed-loop scenarios including the typical performance losses imposed by channel estimation and by selecting the optimal CQI, rank indicator (RI), and precoding matrix indicator (PMI) values. 4 
B. Throughput Bounds and System Losses
In this section, we define several bounds for the achievable data throughput. The differences between the bounds and, eventually, the measured performance may be considered as system losses. More specifically, we will consider three bounds, yielding two differences, plus the difference between the most realistic bound and the measured throughput.
In 1998, Foschini and Gans [36] as well as Telatar [37] extended the Shannon capacity C to MIMO systems. For an OFDM system communicating using a set of discrete subcarrier frequencies 5 k ¼ 1 . . . K, the capacity C expressed as a function of the transmit power P Tx , of the channel matrix H k 2 N R ÂN T at the kth frequency bin having a bandwidth of B=K, a total channel bandwidth of B, the receiver noise variance 2 n , and N T transmit antennas may be shown to be given by [36] , [37] CðP Tx Þ ¼ max P
A transmission system that is designed to achieve the channel capacity CðP Tx Þ of (2) has to perform both frequency-domain and spatial-domain Bwater-filling[-based precoding according to the matrices R k , given the realizations encountered. Naturally, accurate water-fillingbased precoding is only possible, if a priori channel state information (CSI) is available at the transmitter. Hence, we refer to it as CSI at the transmitter (CSIT). Note that the CSI encapsulates both the CIR information and the noise variance or SNR observed at the receiver. Realistically, the CSI can only be estimated at the receiver, resulting in CSI at the receiver (CSIR). This information is then quantized in terms of CQI, PCI/PMI as well as RI and received as CSIT, thus being a crude and outdated approximation of the true CSI. If no CSI is available at the receiver, the best strategy is to transmit the same power from all transmit antennas and over all subcarrier frequencies. The throughput of a system following the latter strategy operating without CSI is bounded by the MI IðP Tx Þ formula of [36] , [37] 
Note, however, that without CSIT achieving this MI value is beyond our reach, especially because the knowledge of the SNR at the receiver is unavailable. Since the difference between the CSIT-based channel capacity CðP Tx Þ of (2) and the MI IðP Tx Þ of (3) is imposed by the absence of CSIT, we define the difference between them as the absolute CSI-related loss L CSI ðP Tx Þ and the relative CSI-
The above definitions of capacity and MI in (2) and (3) do not take specific practical constraints of the standardized cellular systems into account. For example, the standard systems cannot utilize the entire frequency band and/or the total transmit power for transmitting the original information bits, because a substantial fraction of the spectrum and/or of the transmit power has to be allocated to the pilot, control, and synchronization information. In efficient future systems, the corresponding spectral resource allocation is only justifiable if its effective useful throughput benefits outweigh the required resource investment itself. Suffice to say, in this context, indeed, in low-cost scenarios low-complexity asynchronous and noncoherent solutions might be preferred, as detailed, for example, in [38] . The aforementioned throughput loss imposed by pilots, control, and synchronization information will be 3 Since its early stages in 2009, we have released the DL simulator in various revision levels and experienced more than 20 000 downloads in the first two years worldwide. Thanks to the multiple responses of our users we continuously improved the quality, so that now it is even being used in the 3GPP standardization. All our simulation results of our publications are also offered for download, supporting a simple means for reproducibility [34] . 4 The RI is an estimate of how many spatial streams can be supported in the DL while the PMI is simply a fixed set of precoding vectors, very similar to the PCI in HSDPA. 5 We show the formulas in terms of discrete frequency bins k ¼ 1 . . . K, as this is very natural for multicarrier OFDM systems. In HSDPA, an equivalent discrete Fourier transform (DFT) of the CIRs has been applied to calculate the frequency-domain channel coefficients, which in turn are required to compute both the capacity and the mutual information (MI). Since the channels have approximately the same bandwidth, i.e., 5 MHz, the resultant channel capacities match.
accounted for by introducing the measure I a ðP Tx Þ, which we refer to as the achievable MI defined 6 as [43] - [45] I a ðP Tx Þ ¼ max
The parameter 1 in (6) 7 In contrast to the CSI-based channel capacity of (2) and the MI of (3) dispensing with CSI, the achievable MI may be interpreted as the practically attainable throughput, constrained by the specific cellular standard.
We define the difference between the theoretical MI IðP Tx Þ and the achievable MI I a ðP Tx Þ as a standard-specific design loss, which quantifies the throughput loss imposed by the standardized system design
More explicitly, this design loss accounts for the inherent system design losses imposed, for example, by the transmission of CSI estimation pilots and synchronization symbols, as well as quantized and outdated CSI, rather than perfect precoding, or suboptimal space-time coding. By adapting the design parameters to the specific transmission scenario considered, the design loss may be reduced. Finally, we define the measurable throughput D m ðP Tx Þ that may be measured in bits per second for a given link, allowing us to define the so-called implementation loss
as the difference between the achievable MI I a ðP Tx Þ of (6) and the measured data throughput D m ðP Tx Þ, which accounts for all the losses imposed, for example, by suboptimum receivers including a realistic channel estimator (CE), i.e., CSIR, rather than having perfect CSI knowledge at the receiver and channel decoders as well as the selected channel codes. A more detailed discussion of the individual sources of throughput erosion in WiMAX or HSDPA is provided during our further discourse. In order to complete the picture, we also define the relative effective throughput as
As expected, combining, i.e., summing up, all the relative losses and the relative throughput results in 100%.
C. Measurement Methodology and Setup
Mathematical models are commonly used for predicting the behavior of man-made or natural systems. We apply mathematical models for weather forecasting and predicting our climate in hundred years and the performance of next-generation wireless systems. Clearly, models reflect the behavior of the system under investigation. Depending on how precisely we know the behavior of a modeled system or subsystem, our prediction models may be more or less accurate. A higher modeling accuracy typically requires an increased number of parameters and complexity. Yet, the beauty of a model lies in its simplicity. If a model contains hundreds of parameters and requires many hours of simulation time for each new parameter setup, it becomes less tractable, hence less attractive. The 3G wireless systems are complex, since they literally rely on hundreds of parameters. The RF propagation channel, which constitutes a significant part of wireless systems, is the subject of intense investigations. Channel models such as that of the Pan-European WINNER Phase 2+ project [46] may contain more than a hundred parameters for the sake of 6 Note that there exist many different terms in literature describing a constrained capacity; the most prominent ones are spectral efficiency [39] , noncoherent capacity [40] , functional capacity [41] , and classic capacity without CSIT [42] . 7 The terminology of space-time coding entails that appropriately encoded replicas of the signal are mapped to both the time-domain time slots and to the spatial-domain antennas in the interest of achieving independent fading of the signal replicas. This results in a commensurate diversity gain, provided that the channel is nondispersive and hence does not Bsmear[ the orthogonal time-slot signals into each other. By contrast, in case of OFDM modems, often space-frequency coding is invoked, where the signal replicas are mapped to the OFDM subcarriers, instead of time slots.
accommodating a multitude of propagation scenarios with extreme flexibility. If not an expert in modeling, a user may arrive at spurious results, when employing such complex channel models. We therefore based our investigations on accurate and readily repeatable measurements.
Compared to simulations, measurements are tedious. On the other hand, each measurement scenario represents a true, realistic, and physically encountered scenario. When investing further efforts, the measurements may be made repeatable, although not easily reproducible. 8 In order to minimize the measurement errors on the results, we employed rather expensive, self-built bespoke measurement equipment having a high linearity, a large dynamic range of operation, and a low noise figure. In the digital domain, we employed receiver structures having the highest possible performance for real-time implementation. Our linear minimum mean square error (LMMSE) equalizer coefficients were computed using 64-b floating point Matlab calculations relying on 60 equalizer taps, which result in a significantly higher precision than what we can expect in commercial low-cost fixed-point UEs.
In HSDPA, we also applied successive interference cancellation for canceling both the effects of the synchronization preambles and CE pilot signals from the data as well as eight turbo channel decoder iterations in order to attain the best possible results. Due to cost limitations, however, such optimized receivers are unlikely to be employed in commercial 3G systems. Therefore, the measured results accurately quantify the expected performance of commercial systems.
Measurements are realistic, since they exclude idealized simplifying assumptions in general. In a realistic scenario, we do not know, for example, the channel, the frequency offset, or the noise variance, hence this is a natural scenario to be characterized by measurements, but not necessarily by simulations. Severe, realistic, and unknown impairments imposed by unknown sources only occur in practical measurements, never in simulations.
Several practical scenarios have been characterized by our measurements over the few past years, ranging between two extremes: alpine (Carinthian Alps) as well as urban (downtown Vienna, Austria). Further detailed comparisons may be found in [43] - [45] , [47] , and [48] .
The performance of wireless systems is typically evaluated by drive tests, i.e., by continuously measuring the attainable throughput in a vehicle, while driving along a road. Unfortunately, the same test repeated on another day may result in entirely different outcomes. In order to make our measurements repeatable, we applied a measurement technique employing XY positioning tables, where we automatically change the downlink receive antenna positions and characterize many locations in an area of 3 Â 3, where the wavelength is about 12 cm at 2.5 GHz. Given a specific scenario, at each antenna position, we perform repeated measurements using all transmission schemes of interest. By using this setup, we ensure that all schemes are measured under exactly the same conditions. The measurement results averaged over all antenna positions hence reflect the estimated mean value of the throughput at a given transmit power P Tx . For WiMAX, the channel's coherence time is sufficiently high for measuring all seven AMC modes, one after the other. The receiver later simply picks the best out of the seven measurement results to characterize the maximum attainable throughput. In HSDPA, however, the number of modes is higher and so is the typical vehicular speed. Here, a so-called Bminireceiver[ technique was introduced [45] , [49] , in which a Matlab routine optimized for execution speed estimates the CQI by computing the post-equalization signal-tointerference-plus-noise ratio (SINR) from the CSIR and feeds it back to the transmitter in the form of the CQI and PCI for generating the CSIT as a crude quantized and outdated estimate of the true CSI.
Similarly, the channel coefficients were also evaluated using the same method. Explicitly, we measure a set of channels at the highest possible transmit power P Tx of 36 dBm and evaluate the channel coefficients by the best CE we have available (LMMSE) utilizing all data, i.e., not only the pilots. 9 This provides us with the highest possible CE quality, which is substantially more accurate than the CE relying on the CE pilots only. In possession of these CEs, we then calculated the channel capacity according to (2) and averaged it, in order to obtain the average channel capacity for a given SNR, which is plotted in Fig. 8 . Similarly, we evaluated the MI according to (3) as well as all the other constrained metrics, such as the achievable MI of (6) . Additionally, we calculated the 99% confidence intervals to quantify the reliability of our estimates. Taking the measurement associated with the highest SNR and using all data symbols for estimating the channel ensured that the level of observed uncertainty was small. For each measurement point, we computed the 99% confidence interval using the bootstrapping method of [50] and plotted the resultant point augmented by a small tolerance bar seen, for example, in Fig. 8 , according to the size of the confidence interval achieved. In fact, most of these tolerance bars only appear as points, indicating our extremely high precision. See [49] for a more detailed description of the employed measurement procedures.
D. Throughput Results
Let us now consider here two sets of results as illustrative examples. In Fig. 8 , we depicted our measured results obtained for a (1 Â 1)-element single-input-singleoutput (SISO) link with 5-MHz bandwidth, when transmitting WiMAX signals in an urban environment. We show both the absolute and relative losses for these scenarios. The interested reader will find detailed comparisons of WiMAX and HSDPA in both urban and alpine environments in [43] - [45] , [47] , and [48] . Additionally, (1 Â 1)-, (2 Â 2)-, and even nonstandard (4 Â 4)-element MIMO-aided HSDPA transmission results can also be found in [43] - [45] and [48] .
In Figs. 9 and 10, we portray the absolute throughput values for a (4 Â 4)-element LTE system and for an (8 Â 8)-element MIMO-aided LTE-A system for transmission in a 5-MHz bandwidth over the pedestrian B channel, respectively. A detailed analysis of the various losses can be found in [45] , [51] , and [52] . Although different in terms of absolute throughput values, the relative losses of LTE and LTE-A are similar to the corresponding WiMAX and HSDPA results. Note that we did not draw the throughput achieved all the way to its maximum value of 79 Mb/s in LTE and to 158 Mb/s in LTE-A, since an unrealistic SNR of 50 dB would be required. In fact, even the depicted maximum SNR value of 25 dB would be hard to achieve. The assumption of a pedestrian B channel turns out to be quite a realistic model for the urban measurements.
In Fig. 8 , all metrics defined in (2), (3), and (6) are shown in terms of both their absolute and relative values for SISO WiMAX transmissions. In the literature, we often find the performance measures defined above to be a function of the SNR at the receiver [31] , [53] , [54] . However, this approach may be deemed somewhat obsolete. There are at least three reasons for this, the first being that we carry out the measurements by fixing the transmit power P Tx and upon comparing two different systems we should compare them at the same transmit power, not at the same receiver SNR. Once channel-adaptive precoding is introduced, the received power is effectively increased, also increasing the received SNR without changing P Tx , hence providing a second reason. Third, depending on the scenario and the construction considered, a receive antenna will receive on average a different amount of power than another. These differences might be as high as 6 dB in the mean. The reason for these differences is because the scattering propagation environment is nonsymmetric in nature, as opposed to what has been assumed in most of the earlier MIMO channel models, such as those developed during the COST actions COST 259, COST 273, and COST 2100 [55] - [58] . The Winner Phase 2+ project's channel model [46] is the first one to allow for defining such asymmetries. We thus have to plot our results as a function of the transmit power P Tx rather than versus the SNR. Nevertheless, in order to facilitate comparisons with previous simulation results found in the literature, we provide two scales in our measurement-based plots, one being P Tx , while the other one being the appropriately computed equivalent average SISO receiver's SNR. In case of a SISO receiver, this is simply the average power received over the individual SISO channels. By contrast, for a MIMO receiver, the situation is more complicated, since one antenna may consistently receive less energy than another. Hence, we averaged our results over all individual SISO channels, i.e., over four channels for a (2 Â 2)-element MIMO system, for example.
In terms of the individual losses, our findings are summarized as follows.
1) The CSIT-related loss L CSI : Comparing the CSITrelated loss to the other two losses in Fig. 8 , this may appear to be almost negligible, especially at higher transmit powers and thus at higher SNRs [59] . Note the CSIT-induced relative loss shown in the right picture of Fig. 8 ; the induced CSI appears to be monotonically decreasing with the SNR above 4 dB. However, at low transmit powers (below, say, 18 dBm) the capacity is low anyway. This behavior is clearly visible not only for SISO transmissions, but also in MIMO scenarios when utilizing polarized antennas [59] .This loss, as defined in (5) , is due to the absence of perfect CSI at the transmitter, which is entirely independent of the specific standard employed. We thus observe a similar behavior in Figs. 9 and 10. The CSIT related loss is only worth reducing by employing accurate CSI feedback, when the transmission system employs more than two antennas and it is operating at low SNRs. A potential 50% capacity improvement may sound appealing, but we note that the absolute throughput itself remains rather low in the low-SNR regime.
2) The design loss L d : The differences between the various standards expressed in terms of L d of (8) are not too pronounced. As shown in Fig. 8 , the design loss appears as a monotonically increasing function of moderate steepness with the SNR both in absolute and in relative terms. HSDPA may be deemed to be somewhat better designed and its design loss remains near-constant across the entire SNR range [43] - [45] , [48] . In WiMAX, the design loss is low for low SNRs and increases with the SNR [45] , [47] . In the case of (2 Â 2)-element MIMO-aided WiMAX, this is predominantly caused by the employment of suboptimal Alamouti space-time coding. Precoding is not expected to have an impact on the design loss, since the optimal precoding matrices are unitary and so are the proposed precoding schemes in the HSDPA and LTE standards. Note that the design loss of the considered LTE scenarios is substantially lower than for the two others (22% versus 35%). The design loss is the vehicle of the future, which may be reduced by improvements during the design stage. Once the standard is released, the design loss becomes permanent.
3) The implementation loss L i : In environments associated with a root mean square (RMS) delay spread of say 1.1 s, the implementation loss of HSDPA is high due to its high self-interference imposed by the CE pilots, while in relatively low-RMS delay spread areas such as the alpine environments associated with 260 ns, the behavior is system dependent. In WiMAX, the different delay spreads have no impact, since the cyclic prefix was selected to be sufficiently high. Both WiMAX and HSDPA suffer from SNR losses of several decibels due to suboptimal CC as well as owing to the CSIR estimation error. The higher number of AMC modes in HSDPA does not directly translate into high-performance benefits compared to WiMAX. In LTE, the implementation loss increases with the SNR, eroding the system's performance, especially at high data rates. Comparing the (8 Â 8)-element MIMO scenario to the (4 Â 4)-element one, we recognize that the situation becomes even worse for a higher number of antennas. The measured throughput D m typically increases monotonically with SNR. While the OFDM-based systems WiMAX and LTE require a distinct minimum SNR as shown in Figs. 8 and 9, for which a high-integrity transmission becomes possible at all, the CDMA-based HSDPA system offers low-bit-error-rate (BER) transmissions even for low SNR, albeit at the cost of low data rates [45] . Observe however the remarkable throughput behavior of LTE-A in conjunction with an (8 Â 8)-element MIMO, as shown in Fig. 10 . Owing to the channel hardening effect, the lower SNR threshold for which adequate transmissions become feasible has been substantially shifted to the left, hence high-rate transmissions become possible even at low SNR values. After incorporating all the losses, the measured throughput D m% ðP Tx Þ actually observed accounts for 45% of the available channel capacity in the best scenarios at high SNRs, as shown in Fig. 8 . While its absolute value D m increases, the relative throughput D m% ðP Tx Þ in fact degrades, when employing more antennas. For example, a degradation is observed from 40% for the (1 Â 1) SISO WiMAX to 30% for the (2 Â 2)-element MIMO-aided transmission [44] , [45] . This effect is clearly visible for both our WiMAX and HSDPA measurements, and it is also expected for LTE, when comparing Fig. 9 with Fig. 10 . Note that in both figures the maximum throughput is obtained at extremely high SNRs of around 50 dB. At such high SNR values, the relative throughput is degraded to values below 30%.
E. Sources of Implementation Loss
The implementation loss certainly accounts for many imperfections, for example, phase noise, IQ imbalance, asynchronous timing, and so on. The major sources of this loss were identified to be associated with CC as well as CE. Fig. 11 depicts the SNR loss of various channel estimation and CC schemes at a throughput of 5 Mb/s for WiMAX transmissions when compared to a perfect Bgenie[ channel estimator and LDPC CC. The genie channel estimator is provided with not only the 200 pilot symbols, but also with all the 9400 transmitted data symbols and used them to achieve the highest possible channel estimation quality. Fig. 11 reveals that the difference between the genie-aided knowledge of the channel in combination with highquality CC on the one hand and realistic least squares (LS) channel estimation combined with the standard mandatory RS-CC channel code of WiMAX on the other hand may be more than 6 dB.
Channel Coding: In the WiMAX measurements of Fig. 8 , we employed the standardized RS-CC as well as the convolutional turbo code (CTC). Similarly, a regular LDPC code was designed [47] , [49] to provide a highquality channel code. This code has a variable node degree d v ¼ 3 and has been constructed using the progressive edge growth algorithm [60] . The decoder at the receiver uses the sum-product algorithm [61] . Our LDPC code exhibited a limited SNR loss of 1-2 dB in an additive white Gaussian noise (AWGN) channel, which was also used for selecting the optimal AMC scheme [47] , but it was only about 0.5 dB better than the CTC defined in the standard as evidenced by Fig. 11 . Channel Estimation: In Fig. 11 , we also characterize various channel estimation techniques. Apart from the simplest LS scheme associated with the lowest complexity, we also implemented an advanced channel estimation scheme, namely the approximate linear minimum mean square error (ALMMSE) technique [62] that improves the LS scheme by taking into account the observed correlation of the subcarriers. Finally, we included the geniedriven perfect CE-based approach, employing all data symbols to provide an upper bound of what might be feasible in the future. In the case of (2 Â 2)-element MIMO transmissions, namely when Alamouti's spacetime code is employed at the transmitter, we observe a higher CE-induced performance loss, when we employ the more powerful CTC and LDPC coding schemes. The reason for this is that in the case of Alamouti's spacetime-coded transmission, the available transmit power and thus also the pilot signal power are equally shared between the two transmit antennas. Therefore, only half the pilot signal power is available per channel coefficient to be estimated. As a consequence, in a somewhat simplistic, but plausible approach, we might argue that the CE accuracy is at least 3 dB poorer than in the single transmit antenna scenario. Hence, the benefit of the increased diversity is potentially eroded by the loss imposed by the degraded CE. In order to compensate for this effect, one would have to apply a better channel estimator for MIMO scenarios than in the case of SISO transmissions.
Observe in Figs. 9 and 10 that in the HSDPA [45] and LTE scenarios we experience similar effects. Consider, for example, the results of Fig. 9 . In the two lower curves (left picture) we characterized the impact of perfectly knowing the CSI versus the estimated CSIR. A CSI-estimation loss on the order of 2-3 dB is common. LTE offers a higher grade of flexibility compared to the previous standards, since it allows, for example, the assignment of (optimal) individual pilot powers to each user. In [63] and [64] , the pilot power has been optimized with the aim of maximizing the throughput and, as a results, large SNRrequirement variations (up to 10 dB) were found, depending on the operational mode, on the number of antennas, and on the specific CSI estimation scheme employed.
F. Potential Means for Improvements
What counts at the end of the day when designing a system is the throughput actually achieved. Therefore, a system designer should take all losses into consideration, bearing in mind that the design loss imposed by the standardization bodies can never be reduced in the future by sophisticated receiver implementations. Therefore, it is clearly beneficial to standardize systems having a low design loss. As a benefit, when assuming a total affordable discrepancy with respect to the capacity, a low design loss allows us to aim for low-complexity solutions, which may impose an increased implementation loss.
Let us summarize our findings in terms of potential improvements.
The reduction of the effective useful throughput and the transmit-power loss imposed by the pilots, as well as the CSI estimation error is a substantial source of performance losses. Depending on the specific mode of operation 10 in LTE-A, there may be up to 14% throughput loss owing to the pilots. Since even the best CSI estimate causes losses of 2-3 dB, one may wonder why coherent transmission schemes are considered beneficial at all. For differentially encoded transmission schemes [65] , it is well known that typically a 2-3-dB loss 11 is observed compared to coherent detection-aided schemes under perfect CSI knowledge. Thus, lowcomplexity differentially encoded schemes may offer up to 14% higher throughput at the same SNR. In state-of-the-art OFDM-based systems such as LTE, about 25% of the carriers remain unused for data transmission, which allows the system to ensure limited spurious emissions into the neighboring frequency bands in addition to the cyclic prefix overhead, albeit both of these could be potentially eliminated. Finally, the huge capacity advantage that MIMO systems offer was eroded in Figs. 9 and 10. Although the (8 Â 8)-element MIMO system offers roughly twice the capacity of the (4 Â 4) MIMO system, the throughput recorded at 10-dB SNR is only about 29% of the capacity of an (8 Â 8)-element MIMO and it is 35% of that of the (4 Â 4) MIMO system. Similar numbers can be deduced for both WiMAX and HSDPA. Thus, upon increasing the number of antennas we employ, the measured efficiency decreases. Having quantified the practical limitations of the family of existing standardized solutions, let us turn our attention in the next section to a less explored area of wireless communications, namely to the emerging field of OW solutions.
III. INTRODUCTION TO OPTICAL WIRELESS COMMUNICATIONS
Optical wireless communications predates RF wireless by many centuries. Each culture has its own example of using signaling fires to convey the news of an invasion, victory, or other auspicious event. The pioneering work of Gfeller and Bapst [67] in the late 1970s motivated contemporary OW communications research, with the promise of gaining access to thousands of terahertz of bandwidth, which is available in the optical domain of the electromagnetic spectrum. Recall from Fig. 6 the available optical bandwidth compared to the more limited bands available in the RF regions. A substantialValbeit modest compared to RF wireless communicationsVamount of research on wireless systems operating in the infrared (IR) regions of the optical spectrum has been undertaken. The IR spectral regions used are typically between 800 and 1500 nm in wavelength, with the particular region being a function of both the available components and the encountered propagation environment. A complete survey of this work is beyond the scope of this paper, but the reader is referred to [68] and [69] for further information.
In the past decade or so the employment of solid-state lighting has grown rapidly and in parts of the globe the incandescent bulb has become obsoleteVit is no longer on sale. There are predictions that all lighting may be expected to be based on light-emitting diodes (LEDs) in the near future as a consequence of their energy efficiency and reliability compared with the alternatives.
These light sources can be modulated at a higher rate than fluorescent and incandescent sources. Hence, research on using these sources for both wireless communications as well as for advanced illumination is quite active. This research originated in Japan, with the visible light communication consortium (VLCC) [70] playing a leading role. There are already several standards associated with visible light communication (VLC) [71] , [72] , [73] , as well as a growing worldwide research activity. In this section, a brief introduction to both infrared and visible light communications is presented, outlining the prevalent techniques used and the current state of the art. A brief comparison with RF communications is also provided along with a range of key challenges for future research. Fig. 12 portrays an indoor optical propagation scenario associated with two different OW links. The transmitter consists of a radiating source, whose intensity can be modulated. Light from this transmitter propagates either via a LOS path as shown in Fig. 12(a) , or through indirect paths reflected, for example, by intermediate surfaces, as shown in Fig. 12(b) . At the receiver, a lens or other optical device focuses or concentrates light onto a receiver. This creates a signal proportional to the optical power incident on it. This is known as an intensity modulation (IM)/direct detection (DD) 12 system, and such channels constitute the basis of the vast majority of OW research. The receiver is effectively an intensity envelope detector, since the optical carrier frequency is 10 14 Hz, which is too high to be detected using DD receivers. Fig. 13 shows the schematics of both the transmitter and receiver components, and in the following sections, brief descriptions of each of the components are provided. 1) VLC Transmitter: As alluded to above, LEDs or semiconductor lasers may be used as radiation sources. For these devices, the output optical power is controlled by a drive current, and information is modulated onto their output by appropriately controlling this drive current. In optical communications, the terminology of direct detection implies that the photodetector directly detects the power of the optical signal. The alternative is coherent detection, where the received signal is optically combined with a reference signal to produce an electronic receiver output signal proportional to the amplitude (rather than power) of the received optical signal. Coherent detection can be achieved either using a local oscillator laser at the receiver, or a delayed copy of the received signal. All this is achieved in the optical domain, using beamsplitters and other optical components. LEDs are used, where low-cost, high-power sources having modest bandwidthsVtypically on the order of a few dozen megahertzVare required. For VLC, typically high-power white light sources are used. This light is usually generated by a device that uses a blue LED for exciting a yellow phosphor coating. The yellow and blue lights jointly create the white illumination. The yellow emission has a slow time constant compared to the direct modulation of the blue emitter drive current, hence using only the blue Bchannel[ for communications, and blocking the yellow component at the receiver is a commonly used technique. There is also some work on using red, green, and blue emitters, where an arbitrary color can be produced by modulating the drive currents in each, hence potentially conveying independent information on each of the emitters, or using color to convey information (as set out in the IEEE standard [73] , for instance).
A. Overview of Optical Wireless Communications
Lasers are used in high-performance applications, with most systems operating either at wavelengths between 700 and 1000 nm, where optoelectronic devices are inexpensive, or around 1500 nm, where off-the-shelf devices conceived for silicon fiber optical communications are available and eye safety can be more relaxed. Eye safety may nonetheless remain an issue [74] in the context of lasers (and increasingly LEDs), albeit diffusing elements [75] can be used to make the source safe and to control the emission pattern.
2) Receivers: Fig. 13(b) shows a typical OW receiver. Light enters the receiver through an optical filter. Both natural daylight and artificial illumination sources act as noise sources imposed on the OW signal [76] , and the optical filter passes the relatively narrowband radiation of the transmitter, while rejecting the (optically) broadband unwanted light falling outside the useful band. In the case of VLC, the filter is usually used to pass only the blue light from the LED's emission. Light is then focussed or concentrated onto a photodetector using a lens or other optical element. Photodetectors convert the optical power to a current proportional to it. This current is usually converted to a voltage with the aid of a transimpedance amplifier, and then further amplified before data recovery.
The performance of most OW systems is determined by the receiver, rather than transmitter, constraints. For the optical collection element, the aim is to maximize both the field of view, namely the range of incident angles over which the receiver is sensitive to incoming light, as well as the collection area. The product of the aforementioned field of view and collection area is a constant for any optical system [77] (known as the étendue of the system), hence the ability of the system to collect light is directly proportional to the area of the photodetector. However, increasing the area of the detector increases its (electrical) capacitance, which limits the achievable bandwidth. Clearly, the design of OW receivers is subject to a range of complex design tradeoffs, hence it requires substantial further research [78] .
3) The Channel: For LOS channels associated with a single propagation path, there are no practical channel bandwidth limitationsVthe practical limitations are imposed by the design of both the transmitter and the receiver. There are no identifiable interference effects in the context of IM/DD channels even if coherent sources such as lasers are used. Most photodetectors have a diameter of several hundred micrometers (corresponding to hundreds of wavelengths), hence any potential spatial multipath interference effects are averaged by the integrating effect of the photodetector.
By contrast, for non-LOS channels, the intersymbol interference (ISI) due to multipath propagation becomes a problem. In indoor scenarios, most surfaces are so-called Lambertian scatterers, as detailed in [79] . The light incident on them is effectively absorbed and reemitted with equal brightness (as measured by power/solid angle/unit area of the emitting surface) into all angles of emission. This omnidirectional scattering destroys any knowledge of the angle of incidence of the radiation onto the wall and the scattering of light by multiple surfaces creates a diffuse environment, where a receiver oriented in any arbitrary direction will detect a similar amount of power.
The multiple copies of the transmitted signal impinging at the receiver will have different propagation delays and the power in each of them will be summed/integrated by the photodetector at the receiver. The channel-induced dispersion results in a CIR exhibiting a number of delayed paths, hence its Fourier-transform will have a low-pass nature. The resultant bandwidth limitation may become quite severe. There is a large body of literature that models and measures this dispersion phenomenon (see, for instance, [79] - [81] ), but values on the order of a few dozen megahertz are typical for indoor spaces of 5 Â 5 Â 3 m 3 or so).
B. Link Margins and Channel Characteristics
In OW communications, the relatively poor, compared to RF wireless, link margin has been, and remains, a major challenge. The link-margin scenarios in VLC and IR are different, and are outlined below.
1) Visible Light Communications:
In VLC, most spaces will be illuminated by arrays of LEDs installed on the ceiling providing general lighting, and typical illumination levels offer very high SNR. Values of > 50 dB can be achieved at the signal recovery point in the receiver with the aid of low-cost off-the-shelf components [82] .
The bandwidth of the propagation space itself is usually in the range of hundreds of megahertz [82] , and it is limited by the different LOS path lengths spanning from the arrays of sources to the receiver. The receivers are relatively straightforward to implement at these bandwidths, hence the LED bandwidth is the major limiting factor. Maximizing the data transmission rate over this high-SNR low-bandwidth VLC channel is a highly active area of research, which is discussed in Section III-C.
2) Infrared Channels: For IR systems, the transmitter power levels are substantially lower than those of VLC and dedicated sources are used. Transmitter powers of a few dozens of milliwatts are typical, with bandwidths of up to a gigahertz (see [83] for an example). The receiver sensitivities are, however, markedly different from those available for RF systems, essentially owing to the employment of noncoherent detection and due to the different noise sources that govern the attainable receiver performance. An optical receiver having a bandwidth of several hundred megahertz, using a sensitive (Avalanche) photodetector might have a sensitivity of % À40 dBm [84] , hence a link margin of 60 dB or so would be considered excellent for IR scenarios. This link margin constraint limits the available field of view for a single-transmitter single-receiver link. Modeling studies disseminated in [83] demonstrate that achieving a 15 field of view might be feasible for a 3-m link operating at 1.25 Gb/s, with approximately 30 at 280 Mb/s [84] . The actual values are highly dependent on the specific components and system parameters employed, but broadly speaking achieving data rates in excess of 100 Mb/s with the aid of a single transmitter and receiver remains a real challenge. For the sake of achieving higher data rates, multiple-transmitter, multiple-receiver geometries have been investigated, including what might be referred to as the optical MIMO concepts. These are discussed in Section III-C 3) Modulation: Simple modulation schemes such as onoff keying (OOK) and pulse position modulation (PPM) have been extensively used for OW. The tradeoffs between bandwidth efficiency and power efficiency are different from those of RF systems however, since the optical signal is unipolar. Any bipolar scheme requires the source to be biased with the aid of a direct current (DC) offset, hence the family of more bandwidth-efficient quadrature amplitude modulation (QAM) schemes have a biasing penalty compared to OOK, which to a degree erodes the benefits of QAM schemes. The interested reader might refer to the well-cited book by Barry [69] for an excellent analysis of this.
OFDM has also been extensively studied [85] , which was shown to achieve data rates in excess of 500 Mb/s using a single LED [86] . Recently, schemes that use Bbiasfree[ OFDM have also been developed and these strike an attractive bandwidth versus power efficiency tradeoff [87] . For such schemes, the dynamic range and linearity of the emitter devices may limit the achievable performance [88] , hence this topic is actively researched for the sake of improving the attainable performance [89] .
C. Research Challenges
In the next sections, we detail some of the promising research areas. These are by no means exhaustive, but outline some important areas where future work is required, or areas that are complementary to the RF work outlined earlier in this paper, so that the promise of gaining access to an abundant supply of new bandwidth may indeed become a reality.
1) Optical MIMO:
High data-rate OW systems either require multiple transmitters and receivers, or transmitters and receivers that can track each other with the aid of high-gain beamsteering. There are a number of such architectures, including tracking-aided [90] , angle diversity assisted [91] , imaging-based [92] , [93] , cellular [94] as well as quasi-diffuse [95] , [96] examples. In VLC, multiple LEDs may be used to illuminate the target coverage area with the aid of MIMO-like architectures. This design philosophy is particularly promising for both visible and IR sources, since large arrays of sources/transmitters are relatively straightforward to fabricate. Similarly, receiver arrays constituted by hundreds of detectors become feasible in the interest of constructing massive multifunctional-MIMO (MF-MIMO) systems.
To elaborate a little further, the original RF concept of MF-MIMOs was detailed in [38] , where =2-spaced array elements were used for beamforming. Several of these beamformers were incorporated at multiples of the wavelength, so that they experienced independent fading and hence provided a substantial diversity gain. Finally, several of the aforementioned combined beamformer/transmitdiversity schemes were used for the sake of achieving a multiplexing gain. Naturally, the higher is the carrier frequency, the shorter is the wavelength, which would allow us to accommodate the aforementioned massive MFMIMOs within a confined space with substantial performance benefits, provided that these plausible principles are translated to optical frequencies. Naturally, as a proof of concept, noncoherent detection principles have to be used, but nonetheless, the adoption of this radical concept remains a long-term challenge at optical frequencies. It may be feasible to carry out noncoherent optical beamforming at the transmitter with the aid of a liquid crystal spatial light modulator. Briefly, each pixel may be used as a phase modulator and one may illuminate the entire array with the aid of a plane wave. In a LOS scenario, receiver beamforming may be carried out with the aid of a similar device under certain conditions. Optical MF-MIMOs hence constitute an attractive research topic of growing interest, particularly for VLC. When each source has a limited bandwidth, the signals of multiple sources may be combined relying on the MIMO concept for substantially increasing the overall data rate [97] - [99] . However, the IM/DD channel does not create a Brich scattering[ environment, which would result in a full-rank channel matrix, as typically experienced in RF wireless communications. In other words, as alluded to earlier, scattering from Lambertian surfaces tends to render the elements of the channel matrix similar to each other, hence no useful angle-of-arrival information is available. Therefore, the related optical MIMO-design issues require further research. Imaging LOS MIMO systems often rely on lenses and other auxiliary elements to create an approximate image of the source array on a detector array [98] , [100] . The employment of diffractive elements (that might also be adaptive) to design a particular channel matrix that might be robust to misalignment of sources and detectors, or for the sake of maximizing the attainable capacity, is a current area of research. This shows one of the benefits of optics, in that it is relatively straightforward to shape the optical field, and thus to Bengineer[ the channel matrix, rather than simply to accept the matrix generated by the Brich scattering[ environment.
In this case, the specific choice of the Bbest[ optical elements to use for the sake of achieving the best possible system performance remains an open problem, hence requiring further research. A so-called spatial-modulationbased design alternative proposed in [99] was based on modulating just one out of several MIMO transmitters in isolation, where the index of the activated transmitter itself also conveys implicit information, for example, in case of activating one out of four MIMO elements, it is capable of conveying two bits of information. A particular benefit of this design philosophy is that no MIMO-element synchronization is necessary and that low-complexity single-stream noncoherent detection may be used instead of classic MIMO-style multiple-stream detection. The whole raft of diverse MIMO solutions detailed in [38] and [101] - [103] may also be employed in this OW context, although the unipolar noncoherent nature of the channel is expected to substantially affect the performance of different schemes and their analysis. Therefore, further research is required in order to understand which schemes may be readily translated from RF to the OW domain.
2) Higher Data Rates and Link Margin Improvement: Systems operating at 1.25 Gb/s have been demonstrated [104] and partial link demonstrations also attempted transmission at 10 Gb/s [105] , hence high data rates are indeed feasible. Combining these high rates with a sufficiently large coverage area constitutes the major challenge, since the link margin requires a low pathloss for such systems to operate reliably. MIMO-aided systems are indeed capable of mitigating this impediment to a certain extent, but the basic receiver sensitivity is still orders of magnitude worse than for RF. The development of powerful coherent detection schemes is a potential candidate in the longer term; after all, coherent systems are finding favor in high data-rate optical fiber systems, where sophisticated, but increased complexity modulation schemes can be used to increase the achievable spectral efficiency. Parametric amplification 13 has also been investigated [106] , as well as optical amplification using fiber [107] and semiconductor [108] amplifiers have been conceived. Both of these require Bcollecting[ the free-space radiation into a waveguide, albeit the loss in achieving this may be almost as high as the gain of the amplifier. Designing highsensitivity and high-bandwidth receivers is likely to achieve the most significant gains in the near future.
3) Cooperative Optical Communications: Since the predominantly LOS OW systems exhibit a poor performance in the presence of obstructing objects, it is of paramount importance to develop cooperative techniques, which are capable of circumventing the problems imposed by LOS propagation.
The widespread use of wireless fidelity (WiFi) [7] and mobile broadband services means that future OW systems will coexist with established RF communications. How best to use these systems cooperatively is still a relatively open research question. The use of OW hotspots providing very high data-rate connections, combined with RF coverage for reliability, is attractive (and similar to some concepts developed by relying on 60-GHz RF communications) [109] . In the case of VLC, the ability to visually see the hotspots and move toward them is a further advantage. The analysis disseminated in [110] shows that there is advantage even if only an optical Bdownlink[ is available, which shows the potential promise of the technique.
During the early evolution of optical communications even the fastest analog-to-digital converter (ADC) and electronic SP techniques were unable to process highbandwidth, high-rate optical signals. Hence, relatively unsophisticated optical-domain SP had to be used. However, over the years, both the ADCs and the SP electronics have become significantly faster, hence potentially facilitating the electronic processing of optical signals.
Different forms of RF system cooperation have been extensively investigated, and together with increased SP power these provide a rich Breserve[ of potential techniques to apply to RF/OW cooperation. However, the different characteristics of the optical channel have to be taken into account, hence significant research efforts have to be invested in identifying the most promising approaches.
In the context of long-range outdoor point-to-point free-space links [known as free-space optics (FSO)] there has been a substantial amount of work on mitigating the effect of weather-dependent attenuation and atmospheric turbulence, which limits their transmission integrity and throughput [111] . 13 In this technique, the information signal is carried on an electrical carrier so the received photocurrent becomes similar to a carrier-based RF signal. At the same time, the bias voltage of the photodetector is modulated at a local oscillator frequency, which modifies the Btransfer function[ of the detector. The resultant nonlinear interaction between the incoming and local oscillator signals may be beneficially arranged for providing a gain.
Numerous countermeasures, such as adaptive transmissions [112] and diversity combining [113] , [114] as well as relaying, have been proposed for OW communications [115] - [118] . More specifically, the performance benefits of multihop relaying for transmission over so-called gamma-gamma fading channels were quantified in [117] , while a comparison of amplify-and-forward (AF)-aided as well as decode-and-forward (DF)-aided relaying was provided in [118] .
The aforementioned AF and DF relaying techniques [38] are capable of achieving a reduced pathloss owing to reducing the distance between the source (S) and the relay (R), as well as the relay and destination (D). They also achieve second-order diversity, since the SD and RD links tend to experience independent fading. However, these benefits are achieved at a potentially halved throughput, because the source and the relay transmit to the destination in two separate time slots. The problem of halving the effective throughput may be eliminated by network coding in the context of bidirectional relaying, where the idea is that the R transmits the modulo-two function of the information received from both sources. When this modulo-two information is sent to both destinations, they are capable of decoding the remote source's information by exploiting the fact that they are aware of their own information [119] - [122] .
The multiple-source cooperation (MSC) philosophy of RF wireless communication was conceived by Shalvi et al. [123] , while Zhang and Hanzo [124] comparatively studied physical-layer algebraic network coding (PANC) [125] and superposition coding (SPC)-aided communications.
4) Channel Coding for OW Channels:
Just to mention a few more important fields of future research, the information theory of OW systems has to establish accurate capacity estimates [126] for the prevalent OW channel types.
For indoor OW, there has been relatively little work on CC, since their design has usually followed optical fiber practices, where the information typically remained uncoded and the systems were designed for an uncoded BER of 10 À9 . Nonetheless, recently, forward error correction (FEC) coding has found favor in VLC, combined with OFDM modulation schemes [86] using an uncoded BER of % 10
À3 . This is likely to be increasingly used, with the availability of low-cost SP.
In indoor OW scenarios, the channel tends to be time invariant, but this is not the case for FSO, where the atmosphere creates time-variant impairments. There have been a number of investigations on the benefits of FEC coding in this context. For example, Anguita et al. [127] conceived powerful FEC coding schemes for FSO channels subject to atmospheric turbulence. A punctured LDPC and a raptor code adaptively controlled the transmission rate for accommodating the near-instantaneously fluctuating channel conditions with the aid of a feedback channel. A coded modulation scheme conceived for FSO MIMO systems relying on Q-ary PPM and LDPC codes was investigated in the context of atmospheric turbulence channels in [128] .
A sophisticated FEC-coded OFDM scheme was designed for hybrid optical networks by Djordjevic [129] , which was constituted by a combination of different singlemode fiber (SMF), multimode fiber (MMF), and freespace optical (FSO) links. The proposed scheme was based on polarization multiplexing and coded OFDM using LDPC codes, which was shown to mitigate the atmospheric turbulences, chromatic dispersion, and polarization mode dispersion (PMD). The 16-QAM system was designed for a data rate of 100 Gb/s, which required a bandwidth of 12.5 GHz.
5) Optical
Wireless NetworkingVA VLC System Design Example: Having reviewed the body of research to be carried out for making OW systems a commercial reality, in this section, we provide a system design study.
Optical propagation naturally creates confined Bcells[ of coverage, either limited by the beamshape or the walls and partitions within buildings. This may be deemed to be a beneficial property compared to cellular RF communications, since potentially reduced cochannel interference is imposed and hence the same frequency may be used by each transmitter separated into picocells by the partitions. However, this is still a largely unexplored area of research. There has been some work (see, for instance, [130] and [131] ) on medium access control and resource allocation, but there are substantial knowledge gaps that must be filled before the resultant heterogeneous networks can be rolled out. Work in [132] has studied the pathloss model within an aircraft cabin by means of a Monte Carlo ray tracing (MCRT) tool that has taken into account the measured reflection properties of the materials used within the cabin. When using this model, it is possible to determine the spatial throughput maps within the aircraft cabin, when having multiple optical access points that are distributed above the rows of seats, as depicted in Fig. 14. A direct current optical OFDM (DCO-OFDM) air interface is considered owing to its robustness to the time-dispersive OW channel [133] , [134] . a) Transmitter model: Each transmitter unit is constructed from 16 LEDs, as shown in Fig. 15 . The LEDs are realistically modeled according to Vishay infrared emitters for the different wavelengths, as specified in Table 1 . The circular transmitter array closely approximates an OW access point, which hence has an omnidirectional radiation pattern. Nine such OW access points are distributed in the cabin, as shown on Fig. 14 . The light signal's power distribution across the entire cabin is simulated for each transmitter LED. This enables the separation of source powers and thus facilitates the recording of spatial signal-to-interference ratio (SIR) maps, which are required for estimating the spatial throughput distribution across the entire cabin. b) Receiver model: The photosensitive area of the photo detectors (PDs) is specified in Table 1 . No collimator lenses are considered, but optical bandpass filters designed for the different wavelengths are assumed. A 3-D array of 200 Â 200 Â 100 receiver units is defined, as illustrated in Fig. 14 with the aid of equidistantly separated irradiance observer planes. Each observer plane is separated from its neighbor by approximately 3 cm in both the horizontal and vertical directions and has a resolution of approximately 3 cm by 4 cm per receiver area. The ray-tracing simulator allows us to separate the signal power received from different directions and thus it is possible to differentiate between the direct path and the multipath reflections arriving at the PD. The goniogram of the LED in combination with the reflection properties of the objects in the cabin determines the power of the direct and multipath components arriving at each PD. Therefore, the radiation pattern of the transmitter unit has a major impact on the signal power distribution in the cabin.
The limitations of the irradiation simulation are related to the stochastic accuracy and the abstraction level of the specific modeling approach invoked. The MCRT simulation stopping criterion of stochastic confidence and the definition of the simulation parameters are of key relevance. The geometric model of the aircraft cabin has a tessellation accuracy related to the resolution of the polygon meshes, which leads to small uncertainties in the MCRT calculation. The reflection characteristics of the materials in the aircraft cabin are defined through measured diffuse and specular reflection coefficients, which are subject to the tolerance of the measurement instruments and setup. The influence of the specific casing geometries of the LEDs and the PDs is not considered. The LEDs are modeled as point sources associated with a specific radiation characteristic and FOV, whereas the PDs are modeled as point receivers with FOV. c) Determination of SINR: For the given characteristics of the components in the receiver, i.e., PD and transimpedance amplifier (TIA), the electrical AWGN power amounts to À30 dBm. This includes both the thermal and the shot noise at the receiver. Furthermore, a practical BER of less than 10 À5 is targeted for video broadcast to passenger seats. The network configurations conceived for the different wavelength/frequency reuse factors are presented in Fig. 16 . The electrical SINR per symbol at the receiver may be expressed as follows: The cubes colored in cyan represent the multiple receiver elements for the MCRT tool for an arbitrary snap shot.
where the electrical symbol power, the total electrical interference power, and the electrical noise power are defined as E s , I, and N 0 , respectively. The same average optical power of P S;opt and P I;opt is transmitted by both the serving and interfering transmitters. The radiated average optical power per transmitter of the system is specified in Table 1 as P opt;DCO . Here, the factor h S represents the path gain between the serving transmitter and the intended receiver, whereas h I;i defines the path gain between the ith interfering transmitter and the intended receiver. The sensitivity of the PD is denoted as S, while G is the gain of the TIA and R load is the resistive load over which the electrical noise power P N;elec is measured. The optical/ electronic (O/E) conversion factor in DCO-OFDM, namely, F OE , can be determined as ð 2 þ 1Þ= 2 , where the signal's standard deviation is chosen to bias the DCO-OFDM signal to the positive signal domain [135] . This amplitude shift or biasing into the positive amplitude domain is necessary, because the OFDM-modulated signal has a symmetric distribution across the entire negative and positive amplitude domain, but in the optical domain, we are unable to represent negative signals. In this study, ¼ 3 is considered to minimize the time-domain amplitude-clipping distortion in DCO-OFDM [135] .
d) Adaptive modulation and coding: The obtained SINR maps are then transformed into throughput maps by considering a specific AMC scheme. A combination of multilevel QAM (M-QAM) associated with M ¼ f4; 16; 64g, and adaptive convolutional coding having rates of R ¼ f4=5; 3=4; 2=3; 1=2; 1=3; 1=4; 1=5; 1=8g, is used. Hence, for the considered bandwidth of 25 MHz, the maximum achievable data rate is 60 Mb/s. In general, for a fixed combination of M and R, the DCO-OFDM system requires 10 log 10 ð 2 þ 1Þ ¼ 10 dB higher SINR for ¼ 3 [135] . The DCO-OFDM system delivers half the throughput compared to an equivalent RF OFDM-based system, since a real-valued modulated signal is required for OW transmission, which requires a Hermitian symmetry in the frequency domain. More explicitly, if the real-valued component of each OFDM subcarrier is the same at both the corresponding positive and negative frequencies, while the imaginary value is inverted, then according to the properties of the Fourier transform, the resultant time-domain signal becomes real valued. Therefore, the SINR requirements for a target BER of 10
À5
and the corresponding throughput of RF OFDM relying on the AMC of [136] can be used. The DCO-OFDM system is capable of achieving a throughput ranging between 3.13 and 60 Mb/s, over an SINR range between 4.8 and 27.2 dB. e) Simulation results and discussion: The throughput distribution across the cabin is presented in Fig. 17 . Again, it may be observed that DCO-OFDM achieves rates ranging between 3.13 and 60 Mb/s, depending on the receiver's location in the cabin. It is shown that for the stipulated assumptions, the system requires a wavelength/frequency 
factor of 3 or higher in order to ensure seamless coverage in the cabin. Interestingly, this agrees with observations typically found in RF-based cellular systems, and it highlights the need for additional research to either exploit the particular properties of optical transmitters and receivers or to use sophisticated interference mitigation techniques similar to the ones used in RF-based cellular systems to arrive at cellular OW systems that allow the employment of a unity frequency/wavelength reuse without significantly compromising the spatial throughput distribution. Table 2 contrasts IR and OW, while Table 3 summarizes the basic characteristics of OW and shows a comparison between optical and RF wireless systems. The OW research area has benefited from substantial progress over the past few decades, with demonstrations of gigabit per second systems and limited link-level demonstrations at 10 Gb/s. The advent of VLC has opened up new wireless bandwidths, albeit bandwidth that is Bowned[ by the lighting, rather than the communications provider. OW is potentially attractive as a low-cost Boverlay[ in the case of VLC where the lighting infrastructure can be reused, and as a high data-rate hotspot-type architecture in the case of IR. In both these cases, it has to be combined with RF wireless solutions in order to provide the best overall network for the user. How these solutions evolve and when OW becomes a commercial off-the-shelf reality clearly depends on the amount of research funding dedicated to this promising research topic. OW uses low-cost electronics combined with complex heterogeneous semiconductor 
D. Summary and Conclusion on VLC
and optical components, whereas in RF communications, the complexity resides in electronic processing. Any future systems have to aim for resolving these difficulties, as well as those imposed by the associated channel characteristics.
At higher carrier frequencies, there may be a Bcrossover frequency[ between their domains, where LOS propagation may be experienced in both cases, hence the associated coverage and blockage issues are expected to be similar, and the electronic convenience of OW is an advantage. It is unclear what this frequency is. A major research challenge for the future is that of improving the link margin, and the conception of techniques for improving the achievable receiver sensitivity, such as, for example, the employment of coherent detection. These coherent techniques are becoming realistic in combination with MIMOlike detection algorithms in high data-rate optical fiber transmission systems. Over the coming decades this should lead to the required drop in component costs, accompanied by a radical increase in processing power, eventually leading to commercially attractive OW solutions.
Holistic OW system feasibility: As discussed in Section II, the scientific and commercial success of RF systems led to attractive services, which substantially contributed to wealth creation. This success, however, led to a paucity of bandwidth in the most benevolent frequency bands below 2 GHz, which motivated, for example, the migration of TV services from the analog band to digital TV to free up the analog TV band. The licence-free, low-power services that may be accommodated in the higher frequency bands spanning from 10 to 300 GHz and seen in Fig. 4 usefully expand the RF coverage into indoor spaces, which may be further extended by the OW solutions portrayed in Section III. These OW systems simply operate by modulating the visible light, hence creating physically visible OW hotspots, where the LED transmitters are directly linked together by the mains-power cable. The required power-line communications principles are already well developed and are beyond the scope of this paper. On the other hand, this mains-based linkage of the LED transmitters immediately offers the opportunity of conceiving OW cooperative transmit preprocessing from numerous LED transmitters, with the advantage that there will often be a sufficiently close optical hotspot for supporting OW receivers. The OW hostspots may be expected to spread to street and traffic lights, shops, etc. Naturally, the OW hotspots' teletraffic may also be fed into the asynchronous digital subscriber line (ADSL)-based telephone lines. Alternatively, in the absence of sufficient bandwidth in either the mains/smart grid, in the Ethernet or in the ADSL network, the bitrate will have to be dropped after a seamless handover (HO) to the unlicensed RF hotspots or to the oversailing RF macrocells. The resultant heterogeneous network architecture may be contrasted with the hierarchical cellular structure of the previous generations in Fig. 18 , as detailed in [137] .
Having reviewed the recent advances in OW communications, let us now turn our attention to the Bweird and wonderful[ world of quantum-domain communications, where substantial research efforts are required over the next decades for making flawless holographic telepresence a reality.
IV. QUANTUM-ASSISTED AND QUANTUM-BASED SOLUTIONS IN WIRELESS SYSTEMS
One day in 1965 when Gordon Moore from Intel was preparing a presentation and started to draw a plot about the performance of memory chips, he suddenly observed an interesting rule of thumb, which was later termed as Moore's law. He concluded that since the invention of the transistor the number of transistors per chip roughly doubled every 18-24 months, which eventually resulted in an exponential increase in the computing power of computers. Although this was an empirical observation without any theoretical substantiation, Moore's law seems to have maintained its validity over the years, provided of course that sufficient investment in science and technology is attracted by the semiconductor industry.
The growth in the processors' performance is due to the fact that we put more transistors on the same size chip. This requires smaller transistors, which can be achieved if we are able to draw thinner lines onto the surface of a semiconductor wafer, lines that are significantly thinner than hair. Current semiconductor technology also enables us to remove or retain certain parts of the wafer according to the specific layout of transistors, diodes, external pins, etc. If the current trend of miniaturization continues, the aforementioned lines will depart from the well-known natural environment obeying the well-understood rules developed step by step during the evolution of the human race and enter into a new world, where Bthe traveler has to obey strange new rules if he/she would like to pass through this nanoworld.[ The new rules are explained by quantum mechanics, and the Bborder between these two worlds[ lies around 1-nm thickness (10 À9 m). These rules are sometimes similar to their classic (i.e., macroscopic) counterparts, but sometimes they are quite strange. The reality is though that we have entered this Bnanoera,[ hence we have to accept its rules as the new framework of computing and communications. Let us briefly explore their benefits.
A. Background
In 1985, Feynman suggested a new straightforward approach [138] . Instead of regarding computers as devices operating under the laws of classic physics, which is a common sense, let us consider their operation as a special case of a more general theory governed by quantum mechanics [139] . Our goal is that of seeking algorithms, which are more efficient than their best classic counterparts, but are only available in the quantum world. The corresponding software-related efforts are in the realms of quantum computing [140] . We might also hypothesize that the capacity of a quantum channel could exceed that of classic wireless links or that we could design more secure protocols than the currently applied ones. Quantum communications [141] or quantum information theory [142] aims for answering these questions.
In order to understand how quantum computing and communication might improve the performance of our classic wireless systems, let us summarize the four basic rules (called postulates) of quantum mechanics from a telecommunications engineering point of view [140] . These are similar to the Euclidean axioms of geometry in the sense that there are no formal proofs supporting them, but as a difference, anyone who presents an experiment, which contradicts the postulates, might stand a chance of receiving the Nobel Prize. We will demonstrate that any reader who is well versed in wireless communications has sufficient background to accept these rules at an abstraction level, which is required to absorb the results presented in this paper.
In order to pave the way further, we will invoke the well-known DS-CDMA maximum-likelihood multiuser detection (ML-MUD) example as a bridge between the classic wireless and the quantum world.
In our fairly simplified model, the ith symbol of the kth ðk ¼ 1; 2; . . . ; KÞ user is denoted by b k ½i, where the symbol duration is T S . For the sake of simplicity, we opt for the binary phase-shift keying (BPSK), i.e., we have b k ½i 2 fþ1; À1g. The channel-induced signal distortion from the kth user's perspective is modeled by means of h k ði; tÞ ¼ a k ½iðt À k Þ, where we have a k ½i ¼ A k ½ie j k ½i and A k ½i, k ½i as well as k are typically independent random variables. Finally, s k ðtÞ refers to the unique, user-specific DS-CDMA signature waveform.
The complex baseband equivalent representation of the signal received at the BS is calculated by convolving the channel's input with its impulse response in the following manner:
Since in the uplink different k delays are considered, owing to the different distances of the MSs from the BS, the system is asynchronous. Furthermore, a k ½i is assumed to be completely unknown at the receiver, hence we have to solve a blind MUD problem.
When applying matched filters (MFs) in the BS's detector, their output for the ith symbol may be denoted by y k ½i
In order to formulate the detection cost function (CF) more explicitly, we construct two matrices from the transmitted symbol combinations and from the corresponding MF outputs, yielding b ¼ ½b 1 ; b 2 ; . . . ; b K and y ¼ ½y 1 ; y 2 ; . . . ; y K , respectively.
To expound further, given the received signals encapsulated in the MF output vector y, we have Fig. 19 .
Obviously, wðÁÞ depends not only on the transmitted symbols of the K users, but also on the random channel parameters. Moreover, the mapping wðÁÞ is not reversible. Therefore, we are unable to unambiguously identify that particular transmitted symbol vector b, which results exactly in the received symbol vector y. Instead, the optimal decision relying on the maximum-likelihood sequence (MLS) CF Bsimply[ requires us to spot that particular hypothesis m, which maximizes the conditional probability density function (pdf) of
1) The first postulate declares how to describe the state of any physical system. 14 To elaborate a little further, a single qbit may be represented as j'i ¼ aj0i þ bj1i, where ji is referred to as the Dirac's Ket notation [143] routinely used in quantumphysics for describing a state, while a and b are complex-valued numbers satisfying jaj 2 þ jbj 2 ¼ 1. Hence, the qbit may be interpreted as a vector in the 2-D complex-valued vector space, where a and b are the complex-valued probability amplitudes within the orthogonal bases j0i and j1i of the vector space j'i. Considering our ML MUD problem, similarly to the classic vectors b or y, a quantum register consisting of K qbits stores 2 K legitimate states at any instant, but the quantum register may assume all these states simultaneously, i.e., in parallel, which is formulated as [141] 
This implies from our MUD perspective that a single quantum register is capable of storing all the legitimate b m hypotheses.
2) The second postulate is related to the time evolution of any system in time domain. 15 The parallel processing capability of the quantum search originating from the second postulate allows us to find the discrete pdf given by the relative frequencies of those transmitted signal vectors b m that lead to a certain received signal vector y, which are then combined by weighting with the corresponding a priori probabilities. Finally, in possession of the function f ðÁjÁÞ, we may opt for using quantum search for finding the most likely transmitted signal vector b m , given a specific received signal vector y.This postulate is one of the key features responsible for the significant speedup of quantum algorithms. Similar to the classic algorithms, any quantum-domain algorithm, such as a unitary transform, can be decomposed into a set of 2-D and 4-D unitary transforms (like the Karnaugh method in classical systems) and implemented by means of a predefined set of corresponding elementary quantum gates. Returning to our ML MUD example, as any classic detector, this ML MUD may be implemented using adders, multipliers, inverters, logical nand, etc. By analogy, provided that we can find an efficient quantum MUD algorithm, we will be able to implement it using basic quantum gates and circuits. This analogy might appear to be trivial in the light of our everyday practice, but owing to the strange rules of quantum mechanics, In quantum computing, a quantum bit (qbit) is a unit of quantum information, namely the Bquantum[ counterpart of the classic bit. More explicitly, the qbit is described by a specific quantum state in a two-state quantum-mechanical system, which is formally equivalent to a 2-D vector space defined over the complex numbers. A specific example of a two-state quantum system is constituted by the two legitimate polarizations of a single photon, namely, the vertical and horizontal polarizations. In a classic system, a bit would have to be either a logical Bone[ or a logical Bzero,[ but apart from Bone[ and Bzero,[ quantum mechanics allows the qbit to be concomitantly in a superposition of both states, which inherently facilitates their parallel processing. This beneficial property is inherent in quantum computing. 15 From an engineering point of view, the Schrödinger equation simplifies to the following essence: the evolution of any closed physical system may be characterized with the aid of unitary transforms obeying the property of U À1 ¼ U y , and j i ¼ Uj'i, where U y denotes the complex conjugated and transposed version of U.
it is not trivial at all; quite the contrary, it is remarkable.
3) The third postulate connects the nano as well as the classic macroscopic world and it is referred to as Bthe measurement.[
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From an ML MUD's perspective, the received signal vector y is entered into the quantum detector, which also prepares an additional register containing all legitimate hypotheses b m associated with uniformly distributed coefficients according to the first postulate. Hence, if we performed a measurement on this register, we would find that any of the hypotheses b m has a probability of 1=2
K . The second postulate enables us to modify these coefficients in such a way that the most likely hypothesis will have the largest coefficient. An appropriately constructed measurement will deliver this particular hypothesis with a probability that is proportional to the absolute squared value of the largest coefficient. In order to increase this probability toward unity, we have to conceive a sophisticated quantum algorithm and prepare an appropriate measurement. 4) The fourth postulate defines the technique of combining individual quantum systems. In our ML MUD example, the quantum register containing the hypotheses b m has a length of K qbits. It may, however, also be viewed as being constituted by K independent qbits. This postulate sets out the rules of how to switch between the aforementioned two different perspectives. Furthermore, if we would like to combine two detectors, each designed for K users, this postulate outlines how to construct the register having a length of 2K in the resultant joint detector. 17 In conclusion of the basic rules, we emphasize that classic physics and engineering may be regarded as a subset of quantum theory. More explicitly, the postulates discussed above extend the design space of practical algorithms and protocols we may invoke in telecommunications problems. However, this new quantum world simply opens up new realms of solutions, without actually telling us how to construct these solutions. In this respect, its role is reminiscent of Shannonian information theoryV it took our community over half a century to find nearcapacity solutions capable of approaching Shannon's visionary predictions.
Before delving into any further discussions on quantum-communication-based solutions conceived for future wireless systems, one of the interesting but strange consequences of the above postulates should be mentioned.
The no cloning theorem [141] of quantum computing claims that only known and/or orthogonal quantum states can be copied. Fortunately, classic states, which are widely used in operational computers and processors, are orthogonal, therefore the quantum description of nature as a whole is in harmony with our everyday experiences. This property is useful, if someone would like to protect his/her information against eavesdropping in the communication channel. In simplified terms, we could argue that it is sufficient to encode the classic information states into nonorthogonal quantum states, and as a result, the malicious hacker will become unable to make a copy. However, the no cloning theorem imposes a strict limitation, when constructing ML MUD detectors. For example, if we have an inner quantum state computed within the MUD algorithm, it is impossible to make several copies of it in order to perform different calculations on them. One of the most important current research challenges is that of designing repeaters for large wireless and optical quantum networks. Entanglement [140] : Let us now investigate further what is encapsulated in the notation j'i. As argued in [140] , when we consider a two-qbit quantum state formulated as j'i ¼ aj00i þ bj11i, the question arises whether it might be possible to decompose it into two individual single-qbit states, such as
The answer to this question may be shown to be no.
To elaborate a little further, a latent linkage exists between the two qbits, and hence, if we decided to measure or determine the first qbit of this two-qbit 16 Any quantum measurement may be described by means of a set of measurement operators fM m g, where m stands for a legitimate classic integer result of the measurement. Quantum measurements differ in two aspects from classic ones. First, they are random in the sense that getting the specific result m has a certain probability. Second, the measurement itself typically influences/perturbs or modifies the measured object. The role of the measurement may be deemed to be analogous to that of the digital-toanalog (D/A) converter in the classic Banalog-to-digital (A/D) converter, digital signal processing (DSP), D/A converter[ chain. More explicitly, in quantum processing, we have a classic-to-quantum (C/Q) domain converter, followed by a quantum algorithm and a quantum-to-classic (Q/ C) converter, where again, the latter block carries out the measurement. 17 Individual qbits have to be combined by means of the tensor product denoted as exactly in the same manner as in the case of classic bits (e.g., 0 1 ) 01). When considering several qbits, such as for example a twoqbit system, there are four quantum states, i.e., j00i, j01i, j10i, and j11i, which are constituted by the tensor product of the first and second qbits. The superimposed state is then formulated as
where ja ij j 2 is the postmeasurement probability of occurrence of the state jiji normalized as
Recall that a tensor product may be viewed as a bilinear operator, which is a function that linearly combines the elements of two vector spaces to generate an element in a third vector space, as exemplified by a matrix multiplication.
register, then either j0i or j1i will be obtained randomly with the corresponding probabilities of jaj 2 and jbj 2 , respectively. Provided the measuring equipment observes 0, then the measurement of the second qbit can only lead to 0. Similarly, if the first qbit is 1, the second qbit will also be 1. This is because our two-qbit system j'i contains the superposition of two classic basis states and the measurement is only capable of opting either for j00i or for j11i. Plausibly, for j i having four basis states, any combination of 0 and 1 may be encountered. Hence, it appears as if there was a mysterious connection between the two qbits, and indeed, there is. Carefully designed experiments based on the Bell inequalities of [144] or on the inequalities formulated in [145] have demonstrated that this interesting effect remains valid even if the qbits of j'i are delivered to two arbitrarily distant locations. Furthermore, surprisingly, the propagation of this linkage between the two qbits after the first measurement takes zero time.Let us now introduce some further related terminology. The quantum states whose decomposition exists in the aforementioned sense are referred to as product states, while qbits/qregisters tied together by the aforementioned phenomenon are referred to as entangled states. Entanglement is an efficient tool of quantum computing and communications, which facilitates the Bscience fiction concept of teleporting, communication over zero-capacity channels[ and, more realistically, fast algorithms. However, commercial Bquantum PCs[ and Bquantum phones[ are absent from the shelves of electronics shops. Nonetheless, emerging quantum communications applications are already available on the market, for example, in the field of quantum cryptography, while a range of further applications are close to practical implementation. Finally, it is worth mentioning that despite the fact that Einstein initiated the quest for the clarification of the quantum rules, he never accepted the concept of entanglement (he referred to it as a Bspooky action at a distance[) in his highly acclaimed thought experiment known as the Einstein, Podolsky, and Rosen (EPR) paradox published in 1935 [146] . Just to mention one of the Bspooky actions at a distance,[ when observing an entangled qbit, its sheer observation instantaneously changes its entangled counterpart, regardless of its geographic position, which implies a propagation velocity higher than that of light.
B. Quantum-Assisted Communications
In wireless systems, there is always a tradeoff between reducing the transmit power and mitigating the resultant signal degradation imposed by the transmit-power reduction with the aid of sophisticated receiver algorithms, when considering the total energy consumption. This is because more sophisticated receivers dissipate more power. The associated relationship becomes even more complex in a multiuser networking context. Ideally, our design objective should be that of minimizing the total power consumption assigned to both transmission over the ether and to the SP electronics. More explicitly, it is neither economical nor Bgreen[ to invoke the most powerful available SP techniques owing to their high power consumption, unless the achievable total transmit power reduction or some other design constraints, such as a severely limited available frequency band, justifies this. This is because, in general, the bandwidth efficiency and power efficiency are inversely proportional to each other.
Quantum-assisted wireless communications exploits the extra computing power offered by quantum-mechanicsbased architectures. This section summarizes some recent results in quantum computing and the corresponding application areas in wireless communications.
Grover published his quantum-domain database search algorithm in [147] and [148] to illustrate its benefits. This algorithm is capable of searching through unsorted databases by initiating parallel database queries and evaluating the answers in parallel. Notwithstanding its efficiency, Grover's solutions require several consecutive Bqueryevaluation[ pairs, nonetheless, they only necessitate on the order of Oð ffiffiffi ffi N p Þ iterations to carry out the search compared to the classically required OðNÞ complexity, where N is the size of the search space. It was shown to be optimal in terms of the number of iterations [149] . As a further advance, Boyer et al. [150] , [169] then enhanced the original algorithm by making it capable of finding M occurrences of the requested entry in the database and introduced upper bounds for the required number of operations, which was found to be on the order of Oð ffiffiffiffiffiffiffiffiffi ffi N=M p Þ. Unfortunately, the results of Grover's algorithm are probabilistic in the sense that they provide the database index of the requested item with an error probability of P err % M=N. Following a range of further improvements, such as, for example, the elimination of the probability of error without increasing the imposed computational complexity as well as tolerating the nonuniform distribution of the provided input database indices, for example, by another quantum algorithm, the most general form of quantum database search algorithms was then disseminated in [140] . Similar database search problems are also often encountered in wireless communications, for example, when finding the most suitable resource allocation, which results in the lowest level of cochannel interference across the entire network.
To elaborate a little further on the potential quantumbased communications techniques of the future, searching through unsorted databases may be viewed as being equivalent to finding certain points of a function y ¼ f ðxÞ, such as the minimum or maximum of a CF. Just to mention a few examples in wireless communications, we are typically looking for the specific K-user bit vector, which maximizes the CF of a MUD, or of a multistream MIMO detector, etc. Unfortunately, classic MUD or MIMO-detector solutions suffer from a high computational complexity if the database is unsorted, or equivalently, if the related CF has numerous local minimum/maximum points.
For example, the ML MUD of a K ¼ 10 user 64-QAM wireless system would have to evaluate the MMSE CF for all legitimate symbol combinations, namely 64 10 times, which is clearly unrealistic. Furthermore, multiple CF optima may exist, when there are more transmit antennas in a MIMO system than the number of receiver antennas, because in this scenario, the channel matrix becomes a nonsquare, rank-deficient, and hence noninvertible matrix. Similar problems are also often encountered in resource-allocation techniques, when, for example, an MS has to search through the list of potential handover target BSs to find the one providing the best signal quality. In [151] , the classic logarithmic search, which is known to be efficient for sorted databases, has been combined with quantum-based Bexistence testing[ in order to answer the question as to whether the database does contain a specific entry at all. As alluded to above, MUDs or multistream MIMO detectors may also be viewed as the optimization of carefully chosen CFs.
The scope of the aforementioned K-user DS-CDMA MLS CF may be further extended, in order to handle an entire burst of symbols b k ½i for the K users. Naturally, in the absence of any channel-induced dispersion, i.e., ISI, there would be no benefit in considering several consecutive bits during the decision process, since they are independent of each other. However, in case of practical ISI-contaminated dispersive channels, this so-called jointly optimum decision would mitigate/eliminate both the MUI and ISI by estimating R symbols, rather than a single symbol, of all the K users jointly during a given DS-CDMA transmission burst. This results in a potentially excessive search space, which would be unrealistic to search through with the aid of conventional search/detection techniques. Hence, classic MUDs generate an estimatẽ b k ½i for the K users on a symbol-by-symbol basis.
Having considered the basic philosophy of Bquantumized[ search/optimization techniques, let us now continue by stipulating the optimization CF, which potentially has a more grave influence on the final result than the choice of the specific optimization technique employed. We can use, for example, the classic zero forcing (ZF) and the minimum mean square error (MMSE) CF, as well as the more recently proposed direct minimum BER (MBER) CF, which were used in a MIMO multistream detection context in [11] and the MLS estimation criterion.
The first version of the aforementioned quantumassisted multiuser detection (QMUD) method was published in [152] and improved in [140] and [153] . A range of other closely related approaches have been introduced during the period of 2000-2010. For example, Li et al.
applied quantum neural networks in [154] , while Gao et al. [155] introduced a quantum bee colony optimization (QBCO) technique for solving the aforementioned MUD problem.
C. Quantum-Based Communications
The rudiments of classic information-theoretic capacity were highlighted and relied upon in the earlier parts of this treatise, but its generalization to quantum information theory [142] is beyond the scope of this paper. Instead, we adopt a more practical approach and review a few quantum-communication-related aspects.
Suffice to say that the classic Shannonian entropy HðpÞ has to be replaced by the so-called quantum entropy SðÞ of von Neumann [141] , when we want to quantify the information content of a quantum source. Naturally, the N quantum channels may be regarded as an extension of the N classic channels, as detailed in [141] , noting that some similarities to the complex baseband equivalent description widely used in wireless communication may be observed [156] . As an important application example, the error correction techniques of classic wireless communications have also been extended to quantum channels. More specifically, various block-coding methods were developed in [141] , while pilot-symbol-based solutions have appeared in [157] .
Let us now turn our attention to the realms of opportunities opened up by communications over quantum channels. Naturally, their capacity is one of the key aspects of their promise in future communications. Classically, the MI between the channel's input and output has to be maximized [158] . In case of quantum channels, the capacity had to be redefined, potentially leading to diverse scenarios to be considered. A natural distinction concerning the channel capacity definition is whether we restrict ourselves to classic inputs/outputs. In the former case of classic inputs/outputs, we encode the input symbols/states into quantum states, send them over the channel, and carry out a decision at the receiver side, effectively constructing a Bclassic-quantum-classic[ processing chain. This is a natural approach, since humans can only process classic information. By contrast, if we do not restrict ourselves to classic inputs/outputs, we are capable of dealing with quantum channels within larger quantum systems. The most important question arising in this context is whether quantum channels are capable at all of increasing the achievable capacity, and if so, under what conditions.
The classic capacity of quantum channels has been quantified for decomposable product state inputs in the form of the so-called unentangled classical capacity, which is also often referred to as the Holevo-SchumacherWestmoreland (HSW) capacity denoted by CðN Þ. In order to highlight the power behind the application of quantum channels, let us consider a rudimentary example. The classical binary symmetric channel (BSC), which either inverts or leaves an input bit with a probability of p ¼ 1=2 unchanged, has zero capacity quantified as CðNÞ ¼ 1 À HðpÞ ¼ 0. However, we may readily construct an appropriate classic single bit to single-qbit encoding at the transmitter and the corresponding detector at the receiver [159] , so that all the classic bits transmitted over the channel will be received correctly with a unity probability, i.e., we have CðN Þ ¼ 1. As a stunning consequence, redundancy-free error correction is possible over noisy transmission media, at least for a specific subset of quantum channels. The rationale of this extraordinary statement may be traced back to the increased degree of freedom associated with the encoding and decoding processes introduced by the first postulate.
The science fiction saga continues. One of the hot research topics in this field is referred to as superactivation [160] . Naturally, in contrast to the previous striking example, there are also numerous quantum channels, which have zero capacity in the context of classic information transmission. Nonetheless, when considering two of these channels used in a parallel manner and, additionally applying the Bentanglement-controlled[ decoder architecture D of Fig. 20 , the pair of quantum channels N 1 and N 2 succeed in delivering classic information over the A 1 À O 1 and A 2 À O 2 links. In other words, their capacities have been (super)activated, where A 1 and A2 are the channel inputs, while B 1 and B 2 are the corresponding channel outputs linked to the decoder. This superactivation may be achieved by coupling the two subdecoders D 1 and D 2 with the aid of the entangled state jÉi of inputs C 1 and C 2 . The outputs O 1 and O 2 of the decoder provide the payload information, while D i and F i have an auxiliary role, since they guarantee that the operator describing the overall operation of the decoder remains unitary. Current research aims to complete the set of those channels which can be superactivated.
Concerning the entanglement-assisted capacity C E ðN Þ, when the qbits at the channel's input are conditioned to be entangled, a plethora of open questions are under discussion. Perhaps the most challenging one to answer is whether entanglement is capable of increasing the attainable capacity.
A promising, but rather specific, application of quantum channels is constituted by secret quantum key distribution techniques conceived for exchanging the classic encryption keys, which can be used for symmetric-key cryptography between distant locations. In order to indicate the importance of this area, information theoreticians have defined the private capacity C P ðN Þ of quantum channels from a secure classic information transmission perspective [161] .
If quantum information is fed into the quantum channel, the so-called quantum capacity QðN Þ, which is also referred to as the Lloyd-Shor-Devetak (LSD) capacity [162] , has to be considered, which is expected to be upperbounded by the classic capacity of the same channel. In this context, the MUD problem also exists in quantum channels, as discussed in [163] and [164] . For detailed discussions on quantum information theory, refer to [142] .
V. CONCLUSION
Many important aspects of contemporary wireless solutions have not even been touched upon owing to space limitations, such as the benefits of ultrawideband (UWB) systems [165] or cognitive radios (CR) [166] , [167] , just to mention a few of the essential elements of the wireless landscape.
Again, over the past three decades, a 1000-fold bit rate improvement was achieved, which facilitated the introduction of the powerful new wireless services featured in the stylized illustration of Fig. 2 . These enticing, but bandwidth-hungry and power-thirsty, multimedia services Babsorbed[ the aforementioned bitrate improvements. Furthermore, the increased popularity and wealth-creation potential of conventional mobile phones, smarphones, and tablet computers resulted in the unprecedented penetration of wireless communications, as indicated in Fig. 1 . As a result, the amount of teletraffic is expected to substantially increase during the next decade, which requires new frequency bands. As a result, the RF bands gradually migrated from 450 MHz, 900 MHz, 2 GHz, 5 GHz, 60 GHz, and beyond to the terahertz optical domain.
Regretfully, as the carrier frequency is increased, the pathloss tends to increase and the RF propagation properties gradually become reminiscent of those of visible light. Hence, the cell size has been reduced over the past decades from the original 35-km rural GSM cells to small urban picocells. Since plenty of unlicensed bandwidth is available in the optical frequency domain, cutting edge new research is required for achieving the same level of maturity in OW communications, as in RF engineering.
Additionally, radical advances are required in both quantum information theory to set out the theoretical performance limits, like Shannon did for classic communications, and in the quantum-domain counterparts of RF transceivers capable of approaching the quantum information theoretic predictions.
Again, this was not even touched upon in this treatise, nonetheless, we would like to close by alluding to flawless telepresence, which requires the extension of the transceiver design principles provided in this treatise to compelling future services, with an ambience of joy and wonder. The recent advances in 3-D and holographic displays [168] facilitate immersive, flawless telepresence with the aid of the stereoscopic video toolbox of the H.264/MPEG4 codec, provided, of course, that a sufficiently high-speed, high-integrity wireless link is available.
The holographic video displays available on the market are set to revolutionize telecommunications, as the emergence of mobile communications has done two decades ago, leading to flawless telepresence. However, the errorresilient streaming of multiview and 3-D holographic video using OW and quantum-domain transceivers constitutes a further challenge. h
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