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Resumen
Claramente, los nuevos modelos de bases de datos, ca-
paces de contener y manejar todo tipo de datos no estruc-
turados: ima´genes, videos, mu´sica, secuencias biolo´gi-
cas, etc., no tienen la madurez y versatilidad que pre-
sentan las bases de datos convencionales. Estas nuevas
bases de datos deben ser capaces de adaptarse al gran
volumen de datos digitales, que son generados constan-
temente por fuentes muy disı´miles; al igual que al tipo de
requerimientos al que son sometidas, que pueden ser tan
dispares como el tipo de datos administrados, debido que
e´stos pertenecen a campos muy diferentes.
Por esto, se hace necesario optimizar estos depo´si-
tos especializados, o desarrollar nuevos, y utilizar formas
ma´s sofisticadas de bu´squeda sobre los mismos, que per-
mitan enfrentar tales requerimientos. La administracio´n
del espacio disponible tambie´n se vuelve crucial debido
a la gran cantidad de datos que se debe manipular pa-
ra lograr respuestas adecuadas y eficientes. Esto obliga a
los ı´ndices utilizados para acceder a este tipo de base de
datos, a ser conscientes de la jerarquı´a de memoria.
Esta investigacio´n pretende contribuir a la madurez de
este nuevo modelo de bases de datos considerando distin-
tas perspectivas. Para ello utiliza un modelo en el cual se
puede utilizar me´todos de acceso que contemplen estos
aspectos, y que se adapta a tales requerimientos: las Ba-
ses de Datos Me´tricas.
Palabras Claves: bases de datos me´tricas, ı´ndices,
bu´squedas por proximidad.
Contexto
El presente trabajo se realizo´ en el marco de la
lı´nea Bases de Datos no Convencionales, del Pro-
yecto Consolidado Tecnologı´as Avanzadas de Bases
de Datos, ( Co´d. 03-2218 y en Programa de Incen-
tivos 22-F814) de la Universidad Nacional de San
Luis. En colaboracio´n con investigadores de otros
grupos de: Universidad de Talca (Chile), Universi-
dad Michoacana de San Nicola´s de Hidalgo y Centro
de Investigacio´n Cientı´fica y de Educacio´n Superior
de Ensenada (Me´xico).
La investigacio´n que se realiza en este a´mbito,
esta´ enfocada en lograr la consolidacio´n de las Bases
de Datos Me´tricas. Se espera contribuir a estos sis-
temas obteniendo ı´ndices que resulten ma´s eficien-
tes para memorias jera´rquicas, dina´micos, con E/S
eficiente y escalables (capaces de manejar grandes
volu´menes de datos). Esto incluye adema´s, plantear
nuevas arquitecturas del procesador que mejoren a
muy bajo nivel los administradores de estas bases
de datos. Se espera contribuir en diferentes campos
de aplicacio´n: sistemas de informacio´n geogra´fica,
robo´tica, visio´n artificial, disen˜o asistido por compu-
tadora, computacio´n mo´vil, entre otros.
Introduccio´n
El uso masivo de internet y la disponibilidad de
dispositivos electro´nicos en diversos a´mbitos, como
el productivo, artı´stico, laboral, recreativo, cientı´fi-
co, de la salud, etc., ha generado una significativa
aceleracio´n tanto en el crecimiento del volumen de
datos generados y almacenados, como la variedad de
tipos de datos que aparecen. Este escenario ha exigi-
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do que las bases de datos sean capaces de adaptarse
tanto a los diferentes entornos, como a la gran varie-
dad de usuarios de las mismas. Para ello deben admi-
nistrar eficientemente todo tipo de datos (no estruc-
turados) y responder consultas sobre los mismos de
una manera totalmente diferente a la tradicional. Si
se necesita encontrar las huellas digitales ma´s simi-
lares a una dada, las bu´squedas tradicionales (exac-
tas) carecen de sentido. En la mayorı´a de estos casos,
sobre estos tipos de datos, las bu´squedas por simili-
tud resultan ma´s adecuadas, que las tradicionales.
El modelo habitual para las bu´squedas por simi-
litud es el de espacios me´tricos, y a pesar de la va-
riedad de estas aplicaciones, todas comparten cier-
tas caracterı´sticas que permiten la utilizacio´n de este
modelo como su marco formal. Se define un espacio
me´trico como un universo de objetos U y una fun-
cio´n de distancia definida entre ellos, d : U×U 7−→
R
+, que mide cua´n diferentes son estos objetos. Re-
solver este tipo de bu´squedas puede ser tan senci-
llo como realizar una examinacio´n secuencial del
conjunto de datos, pero hacerlo eficientemente ha-
ce necesario el uso de los llamados Me´todos de Ac-
ceso Me´tricos (MAMs). Sin embargo, debido a la
diversidad de a´mbitos en los que se aplica el mo-
delo, es esencial la actualizacio´n y optimizacio´n de
los MAMs, permitiendo su mejor adaptacio´n a ca-
da caso, adema´s de la solucio´n de problemas como
la posibilidad de admitir actualizaciones (insercio-
nes/eliminaciones), el soporte de conjuntos masivos
de datos y la resolucio´n de bu´squedas complejas.
Estos avances se reflejan en a´reas como: reconoci-
miento de voz, reconocimiento facial, bases de datos
me´dicas, minerı´a de datos, biologı´a computacional,
entre otros.
Otro enfoque analizado es el desempen˜o de los
administradores de bases de datos (DBMS) a bajo
nivel. En ese sentido se esta´ intentando caracterizar
nuevas arquitecturas que permitan reducir el flujo de
bits entre el procesador y la memoria, en relacio´n a
la cantidad de datos utilizados por cada programa,
para mejorar el desempen˜o de los mismos.
Lı´neas de Investigacio´n y Desarrollo
Arquitecturas de Procesadores Orientadas a
Bases de Datos
Segu´n algunos autores, se puede distinguir entre
arquitectura, implementacio´n y realizacio´n. Confor-
me a esta distincio´n, el conjunto mı´nimo de propie-
dades que determinan que´ programas correra´n y que´
resultados producira´n sobre el procesador, es lo que
se denomina la arquitectura de una computadora. Es
decir, es la interfaz entre el software y el hardware.
La implementacio´n esta´ conformada por organiza-
cio´n ba´sica del flujo de datos y el control. Por u´lti-
mo, la estructura fı´sica que comprende la implemen-
tacio´n, conforma la realizacio´n [1].
Actualmente, la investigacio´n sobre la implemen-
tacio´n de procesadores ha reemplazado la investi-
gacio´n sobre arquitecturas de procesadores. La ma-
yorı´a de los trabajos se ha enfocado en mejorar
te´cnicas de sincronizacio´n y comunicacio´n de pro-
cesadores (nu´cleos) a trave´s de mensajes y/o memo-
ria compartida, al igual que te´cnicas de prediccio´n
(tanto de control como de datos). Muchas de estas
te´cnicas, surgidas en los an˜os 60, que se han incor-
porado a los disen˜os de nuevos microprocesadores,
se pueden aplicar a todo tipo de arquitecturas; tan-
to a una arquitectura RISC1 (que intenta acercar el
lenguaje de ma´quina al hardware del procesador),
como a una arquitectura que se aleje del hardware e
intente disminuir el tra´fico de bits entre procesador
y memoria. Si bien las arquitecturas RISC compitie-
ron en desempen˜o con las arquitecturas CISC 2, las
mismas poseen un alto tra´fico de bits entre el pro-
cesador y la memoria para una determinada traza de
ejecucio´n. Esto finalmente favorecio´ a las CISC so-
bre las RISC, una vez que las CISC mejoraron sus
te´cnicas de implementacio´n.
Con el objetivo el plantear nuevas arquitecturas,
que minimicen el tra´fico de bits entre el procesador
y la memoria, se esta´ construyendo un simulador del
set de instruccio´n AMD-64 o x86-64. Esto permitira´
evaluar el tra´fico de bits para benchmarks como Spe-
cint y Specfp para la arquitectura x86. A continua-
cio´n, se evaluara´ el tra´fico de bits para la arquitectu-
ra propuesta sobre los mismos benchmarcks, lo que
implica construir no so´lo el simulador de la arqui-
tectura sino tambie´n el compilador C para la misma.
Finalmente, se pretende aprovechar el conocimiento
adquirido para, desde bajo nivel, mejorar el desem-
pen˜o de los DBMSs.
Bases de Datos Me´tricas
Como se menciono´, se utilizara´n los espacios
me´tricos para modelizar aquellas bases de datos ca-
1acro´nimo del ingle´s “Reduced Instruction Set Computer”.
2acro´nimo del ingle´s “Complex Instruction Set Computer”.
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paces de gestionar ima´genes, videos, texto libre, se-
cuencias de ADN o de proteı´nas, audio, etc. Por lo
que se hara´ uso de MAMs a fin de responder eficien-
temente consultas por similitud sobre las mismas.
Debido a lo costoso que resultan los ca´lculos de dis-
tancia, el nu´mero de ca´lculos realizados al crear el
ı´ndice o al realizar bu´squedas, es usado como medi-
da de complejidad. Por ello, el objetivo aquı´ es opti-
mizar los MAMs, analizando aquellos que han mos-
trado buen desempen˜o en las bu´squedas para reducir
su complejidad considerando, cuando sea necesario,
la jerarquı´a de memorias. En general, dada una base
de datos X ⊆ U y una consulta q ∈ U, las con-
sultas por similitud son de dos tipos: por rango o de
k-vecinos ma´s cercanos (k-NN).
Grafo de los k Vecinos
Entre las consultas por similitud en espacios
me´tricos, una que resulta muy u´til es la que obtiene
los k-vecinos ma´s cercanos de todos los elementos
de la base de datos (All-k-NN). Esta consulta rela-
ciona cada elemento u ∈ X, con los k objetos en
X- {u} que tengan la menor distancia a e´l. La for-
ma ingenua de resolverlo es comparar cada objeto en
la base de datos con todos los dema´s y devolver los
k ma´s cercanos a e´l. Esta solucio´n tiene una com-
plejidad de n2 ca´lculos de distancia (|X| = n). Una
solucio´n ma´s eficiente es preprocesar la base de da-
tos construyendo un ı´ndice y luego buscando en el
mismo los k-NN de cada elemento del conjunto.
Sin embargo, existen situaciones en las cuales el
costo de la construccio´n del ı´ndice, para luego reali-
zar n consultas del tipo k-NN, puede resultar exce-
sivo. Este es el caso de una base de datos masiva, o
cuando la funcio´n de distancia es demasiado costo-
sa de calcular, o si se esta´ trabajando con espacios
me´tricos de alta dimensio´n. Estos casos pueden re-
querir revisar la base de datos completa, a pesar de la
estrategia utilizada. Otro factor a considerar son los
requerimientos de algunas aplicaciones particulares,
que priorizan la velocidad de respuesta sobre la pre-
cisio´n de la misma [13, 7, 14, 8]. Para hacer frente
a e´stas circunstancias es que se han considerado las
llamadas bu´squedas por similitud aproximadas. Este
tipo de consultas mejoran su complejidad aceptando
algunos “errores” en la respuesta.
Sabemos que resolver el problema All-k-NN per-
mite construir el Grafo de los k-vecinos ma´s cerca-
nos (kNNG)[12]. Dada una coleccio´n de objetos de
un espacio me´trico, el grafo de k vecinos ma´s cerca-
nos asocia cada nodo a sus k vecinos ma´s cercanos.
El kNNG resulta ser un ı´ndice eficiente, que admite
mejoras y permite resolver bu´squedas por similitud.
Por ello hemos propuesto nuevas te´cnicas para resol-
ver el problema de All-k-NN, que no utiliza ningu´n
ı´ndice para buscar en e´l, y que permiten computar
una aproximacio´n del kNNG. E´stas conectan cada
objeto u de la base de datos con k vecinos cerca-
nos, relajando la condicio´n que exige que no haya,
en toda la base de datos, algu´n objeto ma´s cercano
a u que los k vecinos devueltos. Esto puede ocasio-
nar que se pierda algu´n objeto muy cercano y en su
lugar se devuelva otro un poco ma´s lejano, pero a
cambio la respuesta sera´ ma´s ra´pida. A este grafo se
lo denomino´ Grafo de vecinos cercanos (knNG) [5].
Una primera aproximacio´n aprovecha el profundo
conocimiento que se tiene del DiSAT para plantear
un enfoque novedoso. Aquı´ se considero´ un caso
particular del problema (k = 1) obteniendo el 1nNG.
Esta propuesta utiliza la informacio´n obtenida du-
rante la construccio´n del DiSAT para construir el
1nNG, conectando a cada elemento con un elemen-
to cercano de la base de datos, que puede ser, o no,
su vecino ma´s cercano [5]. Esta propuesta permite
recuperar el 1nNG con bajo costo, muy buena preci-
sio´n y un error bajo, logrando un buen compromiso
calidad/tiempo, y sin realizar ninguna bu´squeda.
Las otras propuestas abordadas se enfocan en res-
ponder a los All-k-nN y computar el knNG. Estos
planteos no utilizan el apoyo de ningu´n ı´ndice, no
so´lo no buscan en ellos, sino que ni siquiera recu-
rren a la informacio´n provista por su construccio´n.
El propo´sito de estos desarrollos es aprovechar de
manera ingeniosa las propiedades de la funcio´n de
distancia. En ellos se sugieren distintas maneras de
seleccionar muestras de la base de datos, a partir de
las cuales se obtiene un conjunto de distancias que
sera´n el punto de partida de este proceso; analizan-
do diferentes maneras de utilizar la informacio´n. En
algunos casos se calculan los vecinos exactos [4] y
en otros los aproximados, para todos los objetos de
la base de datos, utilizando propiedades como la si-
metrı´a o la desigualdad triangular. Los resultados de
estas propuesta se muestran muy prometedores.
Me´todos de Acceso Me´tricos
Muchas veces, debido al taman˜o de los objetos
almacenados en una base de datos, o su gran can-
tidad, los ı´ndices no caben en memoria principal.
Entonces surge la necesidad de disen˜ar ı´ndices que
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se almacenan en memoria secundaria. Muchos de
estos ı´ndices se basan en “agrupar elementos”. Te-
niendo esto en consideracio´n, se han disen˜ado dos
nuevos ı´ndices basados en la Lista de Clusters(LC)
[7] que son totalmente dina´micos, es decir, admi-
ten inserciones y eliminaciones de objetos y esta´n
especialmente disen˜ados para trabajar sobre gran-
des volu´menes de datos [11]. La Lista de Clusters
Dina´mica (DLC), tiene buen desempen˜o en espacios
de alta dimensio´n, una buena ocupacio´n de pa´gina y
operaciones eficientes tanto en ca´lculos de distan-
cia como en operaciones de I/O. Sin embargo, du-
rante las bu´squedas se debe recorrer completamente
la lista de centros de los clusters, elevando los cos-
tos. El Conjunto Dina´mico de Clusters (DSC), tam-
bie´n mantiene los clusters en memoria secundaria,
pero organiza los centros de clusters en un DSAT
en memoria principal, permitiendo que las bu´sque-
das realicen menos ca´lculos de distancia y accedan
a menos pa´ginas/clusters. Durante las inserciones,
tambie´n se aprovecha la informacio´n de ese DSAT
tambie´n, mejorando los costos en ca´lculos de dis-
tancia y manteniendo los costos de acceso a disco
bajos. Ambos, DLC y DSC, han demostrado tener
una razonable utilizacio´n de pa´ginas de disco y son
competitivas respecto a las alternativas representati-
vas del estado del arte.
La calidad de los clusters generados es otro aspec-
to a tener en cuenta. El mismo se considera en una
variante de la DSC, que en lugar de insertar los ele-
mentos en el ı´ndice a medida que van llegando, de-
mora la incorporacio´n de cada nuevo elemento a un
cluster hasta tener varios elementos y poder determi-
nar ası´ un mejor agrupamiento de los objetos. Esto
permite reducir el costo de construccio´n del ı´ndice,
porque se realiza una escritura de un cluster en disco
luego de varias inserciones y adema´s implı´citamente
puede mejorar los costos de bu´squeda al lograr clus-
ters ma´s compactos y que aseguran una total ocupa-
cio´n de la pa´gina del disco, achicando el taman˜o del
archivo y reduciendo los tiempos de acceso.
El dinamismo es otra caracterı´stica necesaria en
los MAM’s. Esta necesidad provoco´ el desarrollo del
a´rbol de Aproximacio´n Espacial Dina´mico (DSAT)
[11] que permite realizar inserciones y eliminacio-
nes. Esta´ basado en el a´rbol de Aproximacio´n Es-
pacial (SAT) que, a pesar de ser uno de los ı´ndices
de mejor desempen˜o en espacios de mediana a alta
dimensio´n, es totalmente esta´tico. El DSAT conser-
va el muy buen desempen˜o en las bu´squedas, pero
agrega un para´metro a sintonizar. Otra variante del
SAT, el a´rbol de Aproximacio´n Espacial Distal (Di-
SAT) [6], a pesar de ser esta´tica, logra optimizar las
bu´squedas respecto de ambos (SAT y DSAT) y no
necesita para´metros. Por ello, se ha propuesto la Fo-
resta de Aproximacio´n Espacial Distal (DiSAF) [3],
basada en e´l pero que es dina´mica. Es para memo-
ria principal y aplica la te´cnica de dinamizacio´n de
Bentley y Saxe al DiSAT, aprovechando el profun-
do conocimiento que se tiene sobre la aproximacio´n
espacial para mejorar al ma´ximo su desempen˜o.
Otra faceta que hay que tener en cuenta, son los
requerimientos de algunas aplicaciones que priori-
zan la rapidez en las respuestas aunque sea a costa
de perder algunos elementos: se intercambia preci-
sio´n (devolviendo so´lo algunos objetos relevantes)
por velocidad en la respuesta. Este tipo de bu´squedas
se denominan aproximadas. Para conjuntos de da-
tos masivos, las bu´squedas por similitud aproxima-
das permiten obtener un buen balance entre el costo
de las bu´squedas y la calidad de la respuesta obte-
nida. El Algoritmo Basado en Permutaciones (PBA)
[2]. es uno de los mejores representantes de este ti-
po de consultas, logrando una respuesta de alta cali-
dad a un bajo costo. Por esta razo´n, se ha utilizado
como base del disen˜o de la Lista Dina´mica de Per-
mutaciones Agrupadas (DLCP) [9], que es dina´mica
y para memoria secundaria. Este ı´ndice, que combi-
na LC con PBA, agrupa por distancia entre las per-
mutaciones de los objetos, en lugar de por distancia
entre objetos y se le puede indicar cua´ntos ca´lculos
de distancia y/o operaciones de I/O utilizar, para ob-
tener una respuesta ra´pida, aunque menos precisa.
Adema´s, se esta´n considerando nuevas variantes pa-
ra obtener mejores resultados.
Resultados y Objetivos
Las investigaciones realizadas sobre el modelo de
espacios me´tricos, han permitido mejorar el desem-
pen˜o de los MAMs estudiados, y los resultados obte-
nidos conducen a intentar aplicarlos a otros me´todos
de acceso [4, 5, 10, 6, 11, 3].
Se espera brindar nuevas herramientas eficientes
de administracio´n para bases de datos me´tricas, que
logren acercar su desarrollo al de los modelos tra-
dicionales de base de datos. Para ello, se buscara´
profundizar en el estudio de nuevos disen˜os de es-
tructuras de datos, buscando incrementar su eficien-
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cia en espacio y en tiempo: que se adapten mejor
al nivel de la jerarquı´a de memorias donde se al-
macenara´n y a las caracterı´sticas de los datos a ser
indexados. modelos tradicionales de base de datos.
Se continuara´ estudiando diferentes te´cnicas que sin
utilizar de ı´ndices, permitan resolver consultas efi-
cientemente. Adema´s, se espera mejorar el desem-
pen˜o de las operaciones de bajo nivel en los DBMS,
mediante una nueva arquitectura del procesador.
Actividades de Formacio´n
Dentro de esta lı´nea de investigacio´n se forman
alumnos y docentes-investigadores en:
Doctorado en Cs. de la Computacio´n: una tesis so-
bre expresividad de lenguajes lo´gicos de consulta.
Maestrı´a en Cs. de la Computacio´n: una tesis so-
bre bu´squeda por similitud aproximada (concluida)
y otra sobre un ı´ndice dina´mico eficiente.
Maestrı´a en Informa´tica: una tesis, de la Universi-
dad Nacional de San Juan, sobre un ı´ndice dina´mico
para bu´squedas aproximadas en disco (concluida).
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