Abstract. We investigated the doping of zinc oxide (ZnO) microcrystals with iron and nickel via in situ coherent x-ray diffractive imaging (CXDI) in vacuum. Evaporated thin metal films were deposited onto the ZnO microcrystals. A single crystal was selected and tracked through annealing cycles. A solid state reaction was observed in both iron and nickel experiments using CXDI. A combination of the shrink wrap and guided hybrid-input-output phasing methods were applied to retrieve the electron density. The resolution was 33 nm (half order) determined via the phase retrieval transfer function. The resulting images are nevertheless sensitive to sub-angstrom displacements. The exterior of the microcrystal was found to degrade dramatically. The annealing of ZnO microcrystals coated with metal thin films proved an unsuitable doping method. In addition the observed defect structure of one crystal was attributed to the presence of an array of defects and was found to change upon annealing.
. (A) Diffraction geometry, where the incident and diffracted wave vectors are denoted k i and k f respectively, from a sample covered with thousands of randomly oriented crystals a powder ring is observed. (B) Detector image at a fixed point in reciprocal space (RS) as a function of sample rotation, φ, about the Q-vector. Here crystals with similar orientations are brought into and out of diffraction. (C) A single isolated crystal illuminated with coherent x-rays, the diffraction geometry and the expected continuous intensity distribution surrounding the Bragg peak. (D) The iterative phase retrieval algorithm traverses DS and RS via Fourier transform (FT). Employing constraints in each space via the projection formalism, P, where n is the iteration number a suitable estimate of the missing phases is achieved.
Here we investigate a single ZnO microrod using CXDI in vacuum during an in situ solid state reaction with an evaporated iron layer, similar experiments with nickel will also be discussed.
Methods
ZnO crystals were tailored in both morphology, size and aspect ratio using the chemical vapour transport deposition method detailed elsewhere [16] . High yields of the rod morphology, a hexagonal prism of wurtzite ZnO approximately ∼1 µm in diameter and with length to width ratio 3 : 2 were deposited on Si(111) substrates. The crystals were grown to these characteristics to obtain sufficient scattered intensity from an approximately fully coherent illumination [17] . The crystals were distributed across the substrate in random orientations. The SiO 2 layer was grown thermally to adhere the crystals to the substrates in order to maintain stability during the subsequent experiments. An unfocussed 8.9 keV x-ray beam at Advanced Photon Source beamline 34-ID-C was directed onto the sample. Akin to a traditional powder diffraction experiment a large beam footprint on the sample illuminates many crystals and those which satisfy the Bragg law result in a ring of incoherent diffracted intensity, see figure 1(A). Two 4 crystal orientations are preferable, stood on an end {001}/{001} facet or laying on a side {100} facet. Placing the charge-coupled device detector at a (002) Bragg reflection, see figure 1 (B), a number of crystals oriented in the same direction are observed on the powder ring. Rotating the sample brings other crystals with slightly different orientations into and out of diffraction as the Bragg law is satisfied. Reducing the beam footprint allows a single crystal to be isolated and the continuous intensity distribution surrounding the Bragg peak sampled, see figure 1(C). The diffraction surrounding each Bragg peak describes the shape of the illuminated crystal and is sensitive to internal displacements along the Q-vector direction. When the intensity is measured, I = |A| 2 , the phase information encoded in the interference pattern is lost. By sufficiently oversampling above the Nyquist rate 6 [20, 21, 27] of the intensity distribution, iterative algorithms are then used to employ a priori knowledge of the crystal in both DS and RS to find a set of phases consistent with the measured intensity data. Figure 1(D) shows the basic algorithm operation in terms of projection operators (P) [9] , where specific constraints are applied to the current best estimate f n of the calculation in both DS and RS. The mathematical Fourier transform (FT) which describes the translation between DS and RS is calculated discretely using the fast Fourier transform (FFT).
It has been shown previously [17, 24] that a single ZnO crystal can be isolated and multiple Bragg reflections measured. In order to manipulate the crystals in situ, the samples were mounted in a vacuum chamber [16] , 10 −8 mbar. In this set up it was not possible to obtain the required precision to locate and orient a single crystal. Thus a sample with many thousands of crystals was illuminated. A single crystal was isolated by reducing the beam footprint on the sample, via the closing of slits. The chosen crystal was tracked through deposition of a metal layer and subsequent annealing steps. To preserve the crystals present state, annealing and cooling cycles were carried out with the sample always measured at a reference temperature, where the crystal was found to be stable after each cycle, this process is defined as an 'annealing step'. To obtain sufficient statistics for CXDI with low resolution a 3 hour scan was required after each annealing step. Several experiments determined the crystals to be in the same state after an evaporation of Fe and Ni, and was observed to be independent of deposited film thickness. The reference temperature of approximately 300
• C was found to be suitable whereby no variation in diffraction was observed. However, close enough to the reaction temperature that the diffraction does not move completely out of the detector upon further annealing. Annealing proceeded for 5 and 10 minute periods up to 400
• C after which the sample was cooled and measured until a reaction was observed. By gradually altering the annealing step the onset of the solid state chemical reaction was sought, subsequent quenching to a reference temperature would prevent a continuation of the reaction while the measurement was made. This had three advantages; firstly, the crystal was not changing during measurement, secondly, the phasing parameters could be kept constant as thermal expansion effects could be neglected and thirdly, the Bragg spot proved highly reproducible. In the case of a large structural change the remaining crystal could be found and measured by returning to the logged motor positions for the previous measurement 7 . • C. SEM images, (C, D), of Fe coated ZnO crystals at different orientations to the substrate annealed to 450
• C, (E, F), annealed to 600
• C. Scale bar = 1 µm.
Observations
Initial observations of the Bragg peak of a ZnO nanorod post Fe deposition are shown in figures 2 (A) and (B). The stark contrast between diffraction from a heated crystal (A) tracked through annealing to a higher temperature (B) is clear. The crystal has decreased in size as the interference fringe separation has become larger. A dramatic increase in exposure time from 0.1 to 2 s was required to obtain the same level of statistics and the need for a wider rocking curve confirms a solid state chemical reaction between Fe and ZnO has taken place on a relatively large scale. The reaction proceeds at a relatively low temperature of 350 • C considering Bates et al [2] observed a solubility of zero at 500
• C increasing as a function of temperature to 7 at.% at 800
• C. A solubility of this order does not explain the large variation in diffraction. We would expect a severe degradation starting near the surface due to the formation of Fe dominated crystal structures upon diffusion leading to fractured ZnO crystals. In one case, a crystal began to move away from its previously adhered location, it was tracked for 1 h over 1
• in angle. Its movement prevented a measurement. However, upon returning to its original location a remnant similar to that observed in figure 2(B) was observed suggesting part of the crystal detached or was distorted beyond the sensitivity of CXDI. It is important to note CXDI is sensitive to a specific crystal structure. The formation of aggregates with different crystal structures lead to diffraction elsewhere in RS hence we would expect to see the measured intensity drop as fewer scatterers contribute to our localized diffraction pattern.
The low temperature observed can be explained by heating of the nanocrystal due to the illuminating beam and the presence of large errors in the temperature measurement. Inspection of the silicon as it began to conduct suggested a good temperature calibration as the silicon substrate began to glow orange at 600
• C. However, the heating was asymmetric and large gradients were evident across the sample. The thermocouple was positioned on a mounting plate attached to a screw and measures a region of the sample approximately 5 mm from the illuminated sample region. The structural change was later confirmed with scanning electron microscopy (SEM), see figures 2(C)-(F). A sample was annealed through to 358
• C and post experiment SEM analysis, shown in (C) and (D), confirms the presence of crystals coated with a layer of Fe but no obvious change in morphology. The shadow is due to the angle of evaporation and means only the top and three of the hexagonal facets are coated in metal. A second sample where similar diffraction changes were observed when the crystal was heated to 600
• C is shown in (E) and (F). At this temperature the layer of Fe has dewetted the surface and the internal degradation of the crystals observed. This confirms the large variation in the x-ray diffraction data and highlights the ability of CXDI to observe the initial stages of the reaction before the morphology of the crystals change. It also emphasizes the potential of CXDI for the investigation of buried structures.
The diffraction pattern in figure 2 (B) could not be inverted because the reaction was ongoing during the measurement. In addition, the phase constraints imposed on (A) were invalid as the two measurements were carried out at different temperatures. This led to the development of the annealing step procedure described in section 2 to observe the onset of diffusion of the deposited species into the crystal. An example of a crystal covered in Fe, annealed through four steps (II-IV) after a reference measurement (I) is shown in figure 3 . The 2D cut planes demonstrate the two fold and six-fold symmetries expected for a hexagonal prism morphology, the modulation in the diffraction arises from the interference between crystal truncation rods from the surfaces of parallel facets. Little change was observed in the first three annealing steps after deposition. The only discernible difference is the noise present in the measurement and we expected this to be reproduced in the reconstructions. The final annealing step shows a considerable change, although not as significant as seen previously because here the exposure 7 time and rocking curve remained constant for all scans. We can therefore expect to observe subtle variations in the displacement field within the crystal, of the order of a few lattice parameters across the entire crystal, as opposed to the large variations demonstrated in figure 2. It is also important to note the asymmetry present around the Bragg peak, as this provides evidence for the presence of displacement fields in the crystal. Thus, in this case, the crystal was in a strained state before further annealing, due to the presence of defect structures.
Results: phasing
The 'phase problem', the need to assign phases to the measured amplitudes to allow FT, is the main challenge of the data analysis. The phase problem is known to have multiple ambiguous solutions, which may be only partially excluded by the application of constraints. Two approaches exist to overcome these problems, firstly, ambiguous solution identification [4, 33] and secondly, averaging results from multiple random starting points to maintain distinct structural features [5, 6, 29] . A combination of the two will be implemented here as they are both advantageous for different reasons. The first makes the second applicable and averaging highlights reproducible phase features and suppresses erroneous phase features.
The phasing constraint with the largest impact on the reconstructed solution is the support constraint; the object is compact and all its electron density should lie within a certain three dimensional 3D volume, the support. The shrinkwrap method introduced by Marchesini et al [5, 19] uses a dynamic support constraint and has proved very successful in forward scattering phase retrieval experiments and more recently in the Bragg case [24] . The algorithm begins with the autocorrelation function as the first estimate of the illuminated object, several iterations of hybrid-input-output (HIO) and error reduction (ER) [10] are run and the support tailored to the current solution via a convolution operation with a 3 × 3 × 3 voxel cube and smoothing with a Gaussian function. Further iterations of HIO and ER follow, the support is updated after each set of iterations. The algorithm converges when the support is found to be self consistent between algorithm iterations (less than 1% variance in shape). Although a valid approach, the shrinkwrap method outlined relies on the initial solution of pre-existing algorithms with a very loose support constraint, an enlarged copy of the autocorrelation function. In solution space a number of solutions are available with loose constraints, and are subsequently optimised by shrinking the support around them. The shrinkwrap method has optimized the solution based on the support constraint, it does not definitively identify the global minimum. It simply identifies a solution based on a set of loose constraints and optimizes it. From random starting points we would therefore expect and indeed observe a large variation in reconstructions but their supports are optimized. From this position we can apply the two approaches mentioned previously and find a more reliable average. The random starting point leads to multiple different solutions, in order to combine them the average phase needs to be set to zero [11] , solutions need to be overlaid, ambiguous solutions such as twins (complex conjugate) identified and made equivalent and finally averaged together. The average solution must then be normalized to be used to seed further phasing iterations, seeding in this manner is similar to the guided HIO method demonstrated by Chen et al [6] . Here, structural features present in many solutions from multiple starting points are favoured as averaging weakens those which are less reproducible. These more prominent features are then used to drive the next generation of solutions until the algorithm converges. The first application of a phase constraint in DS was proposed by Miao et al [21] . All of the imaginary parts and 90% of the real parts were constrained to be positive, hence the allowed phase was confined between 0 and π . On this theme, Harder et al [12] employed a phase constrained HIO variant combined with ER to successfully reconstruct a compact complex object. More recently, Huang et al [14] explained its advantage in crystals with large phase structures akin to those observed in this study.
The following phasing operation was applied here. The datasets were individually phased using a copy of the support as the starting point to quickly home in on the correct phasing parameters. We applied 50 iterations of phase constrained-HIO, where the phase was constrained between −π/2 and π/2 keeping the real part positive, followed by 20 iterations of ER. Ten random starts were run for each diffraction pattern and the solutions shifted via cross correlation, twins identified and phase offsets applied. Once satisfied the constraints were correct, the random start solutions were averaged and normalized to the measured diffraction intensity. Two seed reconstructions for each diffraction pattern result; the averaged solution from random starts and a solution from the copy of the support. Cross correlation of the random solutions proceed, twins identified and a visual comparison completed to unify the seed solutions. A decision is now required with regards to which seed solution to use for the final phasing operation. If an obvious consistency between reconstructions was observed, the solutions were used as seed solutions. However, if no obvious similarity was observed, the three reconstructions with the lowest error metric were used as seed solutions for further phasing with the diffraction data to produce the final result 8 . The difference observed between the two seeded phasing procedures is shown in figure 4 . From the diffraction patterns in figure 3 we know there was little change in the crystal before the final annealing step (V), hence the first four reconstructions should be similar. It can be seen that as expected, the average seed produces a more consistent compact object for the first four reconstructions compared to that of the copy seed. The key features, of the order of 100 nm in size, are observed on the two ends of the crystal, whereas the copy seed solutions vary significantly on this scale between reconstructions.
Results: phase interpretation
To interpret the phase maps several predetermined phase modulations must be considered. In DS, the calculated phase corresponds to the displacement along the Q vector relative to an underlying equilibrium crystal lattice, φ = Q. u(r ). In the positive Q vector direction a positive phase corresponds to an expansion, a negative phase corresponds to a compression. In the negative Q vector direction, a positive phase corresponds to a compression, a negative phase corresponds to an expansion. Fitting to the phase modulation will provide an insight into their physical origins. The FT operation requires the diffracted intensity to be centred in the array, if it is not linear gradients will result due to misalignment 9 . A quadratic phase structure could be caused by the shape of the x-ray beam, however this applies more readily to focused beam CXDI as the beam is of the order of the crystallite size, here the beam is over an order of magnitude larger than the probed sample, if modelled as a Gaussian over the 1-2 µm used the variation will be very small. Thus any modulation more complex than quadratic phase structure is likely a feature of the crystals structure.
Several defect structures are expected in ZnO crystals, such as oxygen and zinc vacancies. If these vacancies were to be uniformly distributed throughout the centre of the rod the atomic spacing in the crystal would be constant throughout the crystal thus the Bragg peak would simply shift. A contraction on the six hexagonal facets would not be expected as they are non-polar and atomically flat with an equal number of cations and anions in the surface plane. A contraction is predicted on the zinc face of the order 0.4 Å and limited to the very surface, thus, is likely below the resolution of the technique. However, if the sample were to be placed in vacuum an increase in oxygen vacancies at the surface would lead to a contraction near the facet relative to the rest of the crystal [28] .
Phase maps corresponding to slices through the data presented in figure 4 are shown in figure 5 . The phase structure is consistent with the reference measurement for the first three annealing steps and changes significantly after the final annealing step. The phase structures lie in the range − π, the scale was set for clarity and extends to the full ±π phase range. Several regions of large phase gradients over short distances are present, the probable defect structures responsible for the asymmetry noted previously. The phase wraps observed at the top and base of the crystal were present for the three annealing steps and appear modified for the final iteration. In the interior of the crystal several modulations exist perpendicular to the Q vector direction.
For quantitative analyses of these structures a refraction correction is required. Refraction of the incident x-rays as they traverse the crystal is considerable for a micron sized sample and was applied according to Harder et al [13] . Scalar cut planes of phase modulation corrections shown in figure 6 are uniform along the c-axis direction. The optical path length of the scattered x-rays through the crystal remains approximately constant for each scatterer in consecutive planes. The observed phase corrections themselves demonstrate an asymmetric phase modulation due to the optical path length of the scattered x-rays. The maximum phase modulation was observed left of the centre of the crystal along the negative Q-vector direction. The refraction correction was 1 4 π at its peak and highlights an additional discrepancy when considering the origins of some of the phase modulations observed in reconstructed crystals. It does not detract from the evolution of the crystal morphology discussed previously which remains constant for every measurement.
The refraction phase correction was applied to IV for closer inspection of the observed defect structure, see figure 7. The slices taken at different positions along the crystal c-axis and can be seen to be modulated perpendicular to each facet. At the very edges at the order of the resolution of the data the phase modulates rapidly and is attributed to the rapid fall away in electron density. Here, the amplitude is close to zero, thus the phase becomes meaningless. This is further compounded by the refraction correction being applied to only those data points above the electron density threshold and leads to a distinct step in the phase. The phase gradient across the crystal is nonlinear, positive along +Q and negative along −Q suggesting an expansion towards the surfaces. The third slice demonstrates the most significant defect structure, the phase wraps along the Q vector direction over 100nm and 300nm in width. Three phase structures are present in the crystal, two of which are accompanied by regions of low electron density and the third simply exhibits a large phase modulation which joins with one of the other defect structures. The low density region is probably due to a complex defect structure which cannot, at present [23] , be recovered using the current phase retrieval method and not due to a void in the crystal. In the final slice through the c-axis of figure 7, the phase of the central defect structure appears to be modulated perpendicular to the Q vector direction, this could be understood as the presence of a dislocation loop structure whereby a shift of the crystal relative to the underlying crystal lattice would be observed above and below the loop in opposing directions. For a single dislocation loop we would expect to observe the perpendicular phase modulation along the length of the defect, in this case the phase modulates non-uniformly across the defect suggesting a more complex defect than a simple dislocation loop. Upon further annealing the electron density local to the phase modulation drops suggesting the crystal has changed in this region, the two other low density regions also increase in size. The degradation of the crystal's exterior was large compared to the other observed defect structures. Although quantitative displacements cannot be calculated in this region we can qualitatively assign the loss of recovered electron density to either the formation of secondary phases or the presence of complex defect structures. The distortion present on the base of the crystal was determined, via energy dispersive x-ray spectroscopy, to correspond to zinc diffusion into the substrate during sample fabrication.
The nickel experiments demonstrated a general trend towards crystal degradation and was expected from the diffraction data, the reconstructions however were inconsistent. The amplitude distribution was very asymmetric and not expected for single crystal rods. The source of this feature was deduced to be the longitudinal coherence length [17] . The experimental Figure 8 . PRTF of a reconstructed solution generated from 10 random starting points using the shrinkwrap algorithm for support optimization.
parameters were harder to pin down. A large change was observed after the final annealing step and the phasing algorithms struggled to find a uniform DS amplitude distribution. Agreement was observed between the phase modulation before the onset of the reaction after which the crystal had changed sufficiently to prevent the observation of the evolution of the phase modulations present. The low solubility of Ni in ZnO suggests changes of this nature are unlikely to be a result of Ni integration into the ZnO lattice but rather NiO cluster formation.
When we discuss image resolution we separate the phases and the amplitudes. A single wrap in the phase across a crystal corresponds to a shift from the equilibrium lattice by a single lattice parameter along the Q-vector direction. The resolution of the phase is difficult to quantify and is defined by the asymmetry around a Bragg reflection 10 . Typically phase changes of the order 0.15 rad are resolvable corresponding to 1/40th of a ZnO lattice parameter. The phase modulation describes the relative shift of a portion of crystal the size of which is defined by the resolution of the amplitude. The resolution of the amplitude can be estimated by the phase retrieval transfer function (PRTF) [5, 29] , from equivalent solutions the reproducibility of the reconstructed phases at every spatial frequency can be tested. A perfect average reconstruction would produce a step function, with a cutoff at the resolution limit. Figure 8 demonstrates the PRTF generated from 10 random starting points. The threshold intensity was set to approximately 10 photons (1600 ADUs). At low Q, corresponding to large length scales in DS, the PRTF appears unstable. We would predict this to be constant and closer to unity, and expect this is due to a lack of statistics. The PRTF averages all pixels in concentric shells of width δ Q as a function of Q away from the Bragg peak. Thus, the first datapoint considers only 7 voxels compared to up to 45 000 voxels at higher frequencies. The resolution is deduced at the point when the PRTF drops to 1/e [29] . In this case, at 0.015 nm −1 . Thus a resolution of 67 nm (33 nm half period) was expected. This is commensurate with the fringe counting method. Given significant statistics were observed out to approximately the 15th fringe (f n ) of the diffraction pattern and the crystal is 1µm in size the resolution is simply estimated by size f n . 10 However, if symmetric phase structures are present, i.e. an inward displacement on one side of the crystal and an outward displacement on the other, the signal will remain symmetric.
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Summary
A ZnO microcrystal was covered in an Fe layer and observed using CXDI in situ after several annealing steps. The onset of a solid state reaction was observed. The diffraction patterns collected were successfully analysed using a phase retrieval method which utilised both averaging and seeding to obtain agreement between subsequent experimental iterations. The electron density was recovered with 33 nm half period resolution with sub-Angstrom sensitivity to displacements in the lattice. Several prominent phase structures decorate the interior of the crystal. One demonstrated large phase modulation and was attributed to a complex defect structure. The other large phase modulations present had characteristic voids of electron density arising from large displacements yet to be resolved with current phase retrieval methods without a well known a priori support constraint [22] . Upon annealing, the internal defect structures increased in size. The degradation of the exterior of the crystal was too great to observe an evolution of the phase structure. However, the sensitivity of CXDI suggests the degraded regions are either secondary phases or riddled with complex defect structures. Evaporation of metal onto the surface is thus not a suitable method for doping ZnO microrods. The distortion present on the base of the crystal was attributed to zinc diffusion into the substrate during sample fabrication.
