Abstract-Principal Components Analysis (PCA) is one of the most frequently used dimensionality reduction methods. PCA is suitable in time-critical case (i.e., when distance calculations involving only a few dimensions can be afforded) [1] . When it comes to image compression, PCA has its significant advantages: good performance in removing of correlations, and high compression ratio. JohnsonLindenstrauss Lemma is a probability method leading to a deterministic statement of dimensionality reduction. This paper proposes a image compression algorithm: PCA for image compression based on improved JohnsonLindenstrauss Lemma. 
I. INTRODUCTION
With the development of science and technology, now we are living in an era of explosion of information, including a large number of images. The objective of image compression is to reduce irrelevance and redundancy of the image data to an acceptable level [2] in order to be store or transmit data in an efficient form [3] .
In this paper, first of all, we revisit PCA and improved Johnson-Lindenstrauss Lemma respectively. After that, we will give a statement of the proposed dimensionality reduction method: a PCA method based on improved Johnson-Lindenstrauss Lemma. This method results in a minimum-k dimensional data set V of the original data set with a relatively high probability, with only 1   （ ） Euclidean Distance distortion.
II. AN IMPROVED JOHNSON-LINDENSTRAUSS LEMMA
The goal of Johnson Lindenstrauss Lemma is to, for a
and a mapping from P to Q [4] . Johnson Lindenstrauss
Lemma has been applied to image processing. Since the features of images are represented as high dimensional vectors. With dimension reduction techniques, we can compress the vectors while the similarity between any two vectors is preserved. So we can carry out image analysis in lower space. [5] worked directly with the distributions of random distance rather than resorting to the moment generating function technique, an improvement on the lower bound for k is obtained.
Since the conclusion for lower bound for JL Lemma 
The lower bound of k can be obtained by finding the smallest even integer satisfying
III. PRINCIPAL COMPONENTS ANALYSIS (PCA)
Principal Components Analysis(PCA ） is a mathematical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of variables into a set of values of linearly uncorrelated variables called principal components. This transformation is defined in such a way that the first principal component has the largest possible variance, and each succeeding component in turn has the highest variance possible under the constraint that it be orthogonal [6] .
Assume that the original dataset X contains p dimensions and n observations and it is required to reduce the dimensionality into k dimensional subspace Y . When we apply PCA to reduce the dimensionality of the original high-dimensional data, it lacks a standard or a measure in terms of the projected dimensions (number of features of images). Johnson Lindenstrauss Lemma has its inherent advantages in Euclidean distances preserving. From the philosophic and dialectic point of view, an elaborately formed matrix is a special form of a randomly chosen transformation matrix which is the motivation of using Johnson-Lindenstrauss Lemma in the process of PCA. This paper proposed a similarity preserving algorithm for image compression, a PCA method based on Johnson-Lindenstrauss Lemma. Given the range of toleration of distortion of Euclidean distances after dimensionality reduction, we can find out the lower bound of the projected dimension, so that we can guarantee pairwise Euclidean distances preserving at a given probability. Images compressed by this algorithm are easier to be analyzed, especially for image search. For example, its computational cost will be reduced and similarity will be preserved when we carry out image search.
The lower bound of k for case using 21 
After that, we have to find out k numerically.
And also, it carried out experiments on several groups of 64 by 64 pixels images that is cut from 512 by 512 pixels Lena image. It shows that this algorithm does not fully satisfy the improved lower bound of Johnson Lindenstrauss Lema (JAVIER ROJO AND TUAN S. NGUYEN, 2010) , that is with a distortion not greater than  under a probability of 2 1 n （1-） , but with a relatively high probability that is very close to this probability. This provides a way to determine how many principle components to retain when we are applying PCA to compress a group of images under certain distortion of pairwise Euclidean distances.
VI. CONCLUSIONS
The images compressed with Euclidean distances preserving characteristics benefit image analysis and image search.
For this algorithm, we have to carry out more experiments to verify it and improve it. And there is a drawback that we have to find out the lower bound of k numerically. These problems are what we are going to solve in the recent future.
It deserves some working to find a precise expression of the probability of this algorithm.
