Abstract. We consider the cohomology of two-dimensional subshifts, and develop a new approach to proving that every cocycle is trivial (i.e. cohomologous to a homomorphism). We introduce semi-safe subshifts which, roughly speaking, have the property that some symbol can surround all allowed blocks in at least one horizontal and one vertical direction. We prove that for such subshifts, every locally constant cocycle with values in a locally (residually nite) group is trivial.
Several authors have noted that, in contrast to the situation for Z-actions, the rst cohomology of a Z d -action, for d > 1, can be very small. This is one of several rigidity properties enjoyed by higher dimensional actions on compact sets X. Kammeyer 4] , 5], 6] proved that every continuous cocycle on the two-dimensional full shift on n symbols, with values in a nite group, is trivial. Triviality here is in the strong sense that all cocycles are cohomologous to a homomorphism (a cocycle generated by a function constant on the shift space). Schmidt 16] subsequently gave general conditions on a multi-dimensional subshift to ensure the triviality of all cocycles of summable variation taking values in a group with a doubly-invariant metric. Roughly, these conditions are that the subshift should be mixing, and satisfy a certain speci cation property. Katok & Schmidt 8] showed that if a mixing subshift X itself carries an abelian group structure (the motivating examples are of the type introduced by Ledrappier 10] ) then all real-valued H older cocycles are strongly trivial in the above sense. In a more geometric context, Katok & Spatzier 7] proved that for certain multi-dimensional Anosov actions on a compact manifold, all real-valued H older cocycles are again strongly trivial.
This strong triviality is not universal (see the examples in 16]), but nonetheless some form of cohomological triviality seems to be a prevalent feature of higher rank actions. If X is a mixing subshift with an abelian group structure, then Schmidt 17] shows that any cocycle taking values in S 1 is cohomologous to an a ne cocycle (i.e. one which is the sum of a homomorphism Z d ! S 1 and a homomorphism X ! S 1 ). Parry 11] gives su cient conditions for the analogous result to hold if the cocycle takes values in a nite abelian group. In Schmidt 18] it is shown that certain mixing subshifts of nite type have a`fundamental' cocycle, which essentially determines all other cocycles.
In this article we give a su cient condition to ensure the strong triviality of locally constant cocycles on a Z 2 subshift X. This condition is that the alphabet of the subshift contains some semi-safe symbol. Roughly speaking, a symbol is semi-safe if it can be placed next to any other symbol in at least one horizontal direction and at least one vertical direction. Examples of such subshifts are the full shift, the golden mean shift, and the nearest neighbour subshifts considered by Burton & Steif 2]. We do not assume that X carries a group structure, nor that it is of nite type. Our condition does not force the homoclinic equivalence relation of the subshift to have the n-speci cation condition required in 16], nor does it force the subshift to be mixing, even in the relatively benign case where X is of nite type. Our condition on the group where the cocycles take their values is a very general algebraic one, namely that it is locally (residually nite). This class includes all nite groups, abelian groups, metabelian groups, linear groups, free groups, and many other interesting classes of groups.
Our method is combinatorial, and emphasizes the way in which cohomology depends on the tting together of allowed blocks. Heuristically, the more`overlap' there is between blocks (i.e. distinct blocks coinciding on sub-blocks), the more likely it is that all cocycles will be trivial. For a cocycle constant on cylinder sets of a given size, we derive a system of cocycle equations, where the variables in the equations are the values of the cocycle on these cylinder sets. The overlap between blocks allows us to express all variables in terms of a su ciently small number of basis variables, forcing the cocycle to be trivial. The semi-safe hypothesis on X ensures we can make a canonical choice of basis variables as the size of the cylinder sets increases. In fact our method of reducing equations will work for any subshift for which all locally constant cocycles are strongly trivial, though in general the canonical choice of basis variables may be less apparent.
The structure of this article is as follows. After some preliminary de nitions and notation in section 2, we introduce semi-safe subshifts in section 3, and give several examples. In section 4 we brie y discuss the dynamical properties of semi-safe symbol subshifts. In section 5 we review some notions from dynamic cohomology, and in section 6 go over some relevant group theory. In section 7 we discuss the system of cocycle equations at the heart of our method. Section 8 is the key section. Here we show (Proposition 10) that a cocycle is completely determined by its values on a su ciently small number of cylinder sets, and this leads to our main results, Theorems A and B. In section 9 we illustrate our method with a worked example. Section 2. Preliminaries.
De nition 1. Given an alphabet A = f0; : : : ; k ? 1g, k 2, with the discrete topology, we de ne the full shift A Z 2 on A to be the set of all maps x : Z 2 ! A. We often write x = (x (m;n) ) = (x (m;n) ) (m;n)2Z 2 .
A Z 2 is compact in the Tychonov product topology, which is induced by the metric given by (x; y) = n 0 if x = y 2 ? minfjmj+jnj:x (m;n) 6 =y (m;n) g otherwise : The horizontal and vertical shift maps ; : A Z 2 ! A Z 2 are de ned by ( (x)) (m;n) = x (m+1;n) ; ( (x)) (m;n) = x (m;n+1) :
A non-empty closed subset X A Z 2 is called a subshift if (X) = X and (X) = X. 
Sometimes the basepoint (m 0 ; n 0 ) will be clear from the context, in which case we omit the subscript from the right hand square bracket. For a xed rectangle the corresponding family of cylinder sets (all non-empty by de nition) gives a nite partition of X.
De nition 3. If F Z 2 is nite, and P A F , then
is called the subshift of nite type de ned by F and P. We call P the set of locally allowed decorations of F.
If X F;P is a subshift of nite type, we say a block B 2 A R is locally allowed if F 0 \R (B) 2 F 0 \R (P) for each translation F 0 = F + (i; j) which intersects the rectangle R. Every globally allowed block is locally allowed, but the converse is not necessarily true. Moreover, and in contrast to the case for one-dimensional subshifts of nite type, in general there exists no nite time algorithm for determining whether a given locally allowed block is globally allowed. Consequently there exists no nite time algorithm for determining whether a given subshift of nite type is the empty set or not. Further discussion of thesè extension' and`emptiness' problems can be found in Berger 1] Proof. Throughout the proof we will assume, without loss of generality, that the vertical direction is South, and the horizontal direction is West.
(a) ) (b) Let B be a globally allowed block with corresponding rectangle R = fM ? ; : : : ; M + g fN ? ; : : : ; N + g. Let x 2 X be an extension of B which decorates the West strip of R with all a's. For 
is a safe symbol subshift, with safe symbol 0. This is known as the golden mean subshift.
3. The matrix subshift X f0; 1g is not a safe symbol subshift, but is a semi-safe symbol subshift. The symbol 0 is a semi-safe symbol, of type SouthWest. The symbol 1 is also a semi-safe symbol, of type NorthEast. is not a safe symbol subshift, but is a semi-safe symbol subshift. The symbol 0 is a semi-safe symbol of type SouthWest.
Section 4. Dynamical properties.
De nition 8. Let X A Z 2 be a subshift. Given an element x 2 X, we de ne its basin of attraction B(x) to be the set of all y 2 X for which there exists (M; N) 2 Z 2 and a sequence n i ! 1 such that ( M N ) n i (y) ! x as i ! 1. We say that x is attractive if B(x) is dense in X. If such an x 2 X exists we say the subshift X is attractive. Lemma 3. Suppose X A Z 2 is a semi-safe symbol subshift. Then X is attractive.
Proof. Without loss of generality let us assume that the semi-safe symbol a is of direction SouthWest. By Lemma 2 we know the xed point a 2 X. We will show that a is attractive. Proof. If X = X F;P then (by a recoding if necessary) we may assume that F = f0; 1g 2 . Let a 2 A be a safe symbol. For all b 2 A the following blocks begin to P: a a a a ; a a a b ; a a b a ; a b a a ; b a a a :
Given the 2N 2N square T N , we want to estimate j T N (X)j, the number of globally allowed decorations of T N . Let us assume that N = 3M for some M 2 N. Then De nition 11. Let G be a group, and X A Z 2 a subshift. For locally constant f; g : X ! G we say the pair (f; g) is a (G-valued) cocycle on X if for all x 2 X,
This cocycle is called trivial if there exist c f ; c g 2 G and a locally constant function h : X ! G (called the transfer function) such that for all x 2 X,
Remark. If X is a semi-safe symbol subshift, then it contains a xed point a (see Lemma 2) . If (f; g) is a G-valued cocycle on X then (4) implies that f(a) and g(a) commute. Moreover, if (f; g) is trivial, then (5) implies that the constants c f ; c g also commute.
De nition 12. For a given semi-safe symbol subshift X, let V denote the set of all and that all these sets are subsets of the group H = G j F N (X)j G j G N (X)j . If G is abelian then the various sets are in fact subgroups of H, while if G is (the additive group of) a eld then they are vector subspaces of H.
Lemma 5. Let X be a semi-safe symbol subshift, and suppose that (f; g) is a trivial locally constant G-valued cocycle on X, for some group G. Suppose h; h 0 : X ! G are both transfer functions for (f; g). 
In equation (7) we can also set m = n = ?(M z + 1), and by the same process we In particular, for all z 2 B we have
Substituting (10) into (8) De nition 15. Suppose X is some property of groups. We say a group ? is residually X if for all 1 6 = g 2 ? there exists a normal subgroup N g such that g = 2 N g and ?=N g satis es X. De nition 16. Suppose X is some property of groups. We say a group ? is locally (residually X) if all of its nitely generated subgroups are residually X. Proposition 6. Every locally (residually nite) group is eld-like. Proof. First we characterise the class of eld-like groups. As above we let x 1 ; : : : ; x m be a basis for the free group F m of rank of m, and w = (w 1 ; : : : ; w n ) be an n-tuple Now since Y (w; v) and Y (v; w) are both varieties, it follows that any group which is locally (residually in Z(w; v)) is itself in Z(w; v) (see Robinson 14] , page 57). So any group which is locally (residually nite) belongs to Z(w; v). Since w, v were arbitrary, the result follows.
The class of locally (residually nite) groups is discussed in Chapter 9 of Robinson 13]. The following classes of groups are all locally (residually nite).
(a) All nite groups. (b) All abelian groups. (c) All metabelian groups (i.e. those soluble groups of derived length at most two). This class includes all abelian groups.
(d) All locally (polycyclic-by-nite) groups. This class contains all metabelian groups. A group ? is polycyclic if there is a chain of normal subgroups 1 = ? 0 / ? 1 / / ? n = ? such that each quotient ? i+1 =? i is cyclic. A group is polycyclic-by-nite if it has a polycyclic normal subgroup of nite index. A group is locally (polycyclic-by-nite) if all its nitely generated subgroups are polycyclic-by-nite. The fact that this class of groups is locally (residually nite) is a consequence of the Jategaonkar-Roseblade Theorem (see Theorem 6.6 in Passman 12]).
(e) All groups of matrices over nitely generated integral domains are residually nite, and hence locally (residually nite) (see chapter 4 of Wehrfritz 20] 
This notation will only ever be used in the context of a cocycle (f; g) and transfer function h. Since the size of the active coordinates rectangle is di erent for each of these functions (2N (2N ? 1) for f, (2N ? 1) 2N for g, (2N ? 1) (2N ? 1) for h), we will sometimes omit the subscript from the right hand bracket in (11) without causing any ambiguity.
Note the di erence between the notation in (1) and in (11) . Square brackets will denote the cylinder set itself, and curly brackets will denote the value of a function on the cylinder set.
Lemma 8. Suppose (f; g) 2 V N (X), where X A Z 2 is a subshift. The j F N (X)j f-variables and j G N (X)j g-variables satisfy a system of j T N (X)j equations. In each equation there are two f-variables and two g-variables.
Proof. Since Proposition 10. Let G be a group, and X f0; 1g Z 2 a semi-safe symbol subshift.
For any i; j 2 G satisfying ij = ji, the set V N (i; j) has dimension j S N (X)j ? 1 over G. Proof. By Proposition 9 we know the dimension of V N (i; j) is at least j S N (X)j ? 1. We now show that a judicious choice of j S N (X)j ? 1 variables is su cient to parametrise V N (i; j).
Without loss of generality let us assume that 0 is the semi-safe symbol, and is of direction SouthWest.
Suppose (f; g) 2 V N (i; j). We immediately deduce that the value of f (resp. g) on the cylinder set containing the xed point 0 is i (resp. j). These will be the rst of our basis variables. We will x j S N (X)j ? 1 more basis variables, and then show that the values of all variables can be deduced from the j S N (X)j + 1 basis variables.
We choose the extra basis variables to be all f-variables of the form (i.e. of lling in the asterisks in the above diagram). Since 0 is a SouthWest safe symbol, we can decorate the left hand column of F N with all 0's, and the resulting block will correspond to a non-empty cylinder set.
Our method of proof is as follows. By Lemma 8 we know that each globally allowed block C of size T N gives an equation in four variables. Starting with our basis variables
We now include this variable in the set of known variables.
We repeat the process. As the number of known variables increases, it becomes easier to nd appropriate blocks C.
The above discussion is valid for any nite alphabet A. From now on, however, we use the fact that A = f0; 1g. In the proof of Proposition 11 we indicate the minor modi cations necessary for larger alphabets.
For A = f0; 1g we claim that the following statement P(r) is true for all r 0.
All variables whose decorations contain r 1's can be expressed in terms of those basis variables whose decorations contain r 1's.
Clearly if P(r) is true for all r 0 then all variables are expressible in terms of the j S N (X)j + 1 basis variables (since every variable contains r 1's, for some 0 r 2N(2N ? 1)), and we will have proved the proposition.
We will prove the statement P(r) by induction on r. Clearly P(0) is true, since the f-variable consisting of all 0's and the g-variable consisting of all 0's are both basis variables.
Let our inductive hypothesis be that P(j) is true for j = 0; 1; : : : ; r ? 1. We will show this implies that P(r) is true.
Suppose we know all the basis variables with r 1's. By the inductive hypothesis this implies we know all variables with j 1's, for j = 0; 1; : : : ; r ? 1. So in total the known variables are: 1. All variables with strictly less than r 1's. 2. All basis variables with r 1's.
First we will deduce those g-variables with r 1's. Let B be the (2N ? 1) 2N block corresponding to an arbitrary g-variable fBg with r 1's. Let J be the largest rectangular sub-block of B which has at least one 1 in its right-hand column (so possibly J = B). Note that J also has r 1's.
Consider the block J on its own, and then add columns of zeros to its left (possible since 0 is a semi-safe symbol of type SouthWest) until we have a block of size (2N ?1) 2N. The g-variable fB 0 0 g contains strictly less than r 1's, and therefore is a known variable (by the inductive hypothesis).
Thus the only unknown variable is the g-variable fB 0 g. The cocycle equation therefore allows us to deduce fB 0 g, which we now consider a known variable. If B 0 = B then we are done. Otherwise we can remove a column of zeros from the left of B 0 , and add a column of zeros to the right, to obtain a (2N ? 1) 2N block B 1 .   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . We now generalise Proposition 10 to semi-safe symbol subshifts with larger alphabets. Proposition 11. Let G be a group, and X A Z 2 a semi-safe symbol subshift. For any i; j 2 G satisfying ij = ji, the set V N (i; j) has dimension j S N (X)j ? 1 over G. Proof. Suppose A = f0; : : : ; k?1g. As in Proposition 10, let us assume that the symbol 0 is the semi-safe symbol, and that it is of direction SouthWest.
The case k = 2 was dealt with in Proposition 10. The method of proof for the general case is almost the same. The only di erence is that we must use induction more carefully on the number of symbols of each type appearing in a variable.
As before, we deduce all variables consisting of 0's and 1's from those basis variables consisting of 0's and 1's. The method is to use induction on the number of 1's in each variable. Now we introduce the symbol 2. That is, we consider variables containing only the symbols 0, 1 and 2. Using induction on the number of 2's appearing in such variables, we eventually deduce all variables containing only 0, 1 and 2. We continue in this manner, introducing one new symbol at a time, until eventually we are able to deduce all variables, thus completing the proof.
(We remark that this proof amounts to putting a lexicographic ordering on the set of k-tuples r = (r 0 ; r 1 ; : : : ; r k?1 ), where r i is the number of times the symbol i occurs in a variable. We formulate a statement P(r) analogous to the statement P(r) in Proposition 10, then prove it using induction on r).
Theorem A. Let G be a eld-like group, and X A Z 2 a semi-safe symbol subshift. Then every locally constant cocycle (f; g) on X is a trivial cocycle.
Proof. By Propositions 9 and 11 we know that V 0 N (i; j) and V N (i; j) have the same dimension, for all i; j 2 G with ij = ji, and for all N 2 N. Moreover V 0 N (i; j) is a subset of V N (i; j), so since G is eld-like then in fact V 0 N (i; j) = V N (i; j). Taking the union over all pairs of commuting elements i; j gives that every cocycle of degree N is trivial. Taking the union over all N 2 N gives the result.
Since every locally (residually nite) group is eld-like we immediately deduce the following result.
Theorem B. Let G be a locally (residually nite) group, and X A Z Section 9. An example : the full shift.
Let X = f0; 1g Z 2 be the full shift on two symbols. Both 0 and 1 are safe symbols, but for this example we will use 0 as our safe symbol. In particular, we will consider 0 as a semi-safe symbol of direction SouthWest. Let (f; g) be a locally constant cocycle on X, where the active coordinates of f and g lie in the rectangles f0; 1; 2g f0; 1g and f0; 1g f0; 1; 2g respectively. Note that these rectangles are not of the form F N or G N , but are of a convenient size to illustrate the proof of Proposition 10, without introducing unnecessary computation. (F 1 and G 1 are too small to show why we need the rectangles J and K, whereas if we use F 2 and G 2 then we already have 2 9 = 512 basis variables). Suppose also that f (resp. g) takes the value i (resp. j) on the cylinder set containing the xed point 0, where i; j commute. If (f; g) were a trivial cocycle, its transfer function h would have active coordinates in the square f0; 1g 2 Z 2 . Since there are 2 4 globally allowed decorations of f0; 1g 2 , the set of such transfer functions is 2 4 +1 = 17 dimensional. However the choice of the commuting elements i; j 2 G determines the value of the constants c f , c g , so the set of trivial cocycles of this size, and with the prescribed values on the xed point 0, is of dimension 15. Therefore to prove the cocycle triviality of X (for cocycles with active coordinates in the above rectangles), we will x 15 basis variables, combine them with the two basis variables corresponding to the xed point 0, and deduce all other f-and g-variables from these.
The total list of 17 basis variables is as follows (grouped according to the number of times the symbol 1 occurs in them). As in Proposition 10, we start by deducing all g-variables with one 1. To do this we only need use those basis variables with one 1 or no 1's.
For example, suppose we want to deduce the variable The two f-variables are in the basis, and we have just deduced the variable fB 0 g. Therefore we can deduce the variable fBg, as required.
In a similar way we can deduce all those g-variables containing one 1. Having done that, we can then deduce all the f-variables with one 1 (there are only two of these to deduce, since the four others are basis variables).
For example the variable 1 0 0 0 0 0 is deduced by considering the cocycle equation on the cylinder set corresponding to the block 1 0 0 0 0 0 0 0 0 :
So now all variables containing at most 1 are considered to be`known'. These known variables, together with the basis variables containing two 1's, are su cient to deduce all variables containing two 1's. Continuing in this way we can deduce all variables containing at most four 1's. The remaining variables (i.e. those containing either ve or six 1's) can then be deduced immediately.
For example the f-variable 1 1 1 1 0 1 is deduced by considering the cocycle equation on the cylinder set corresponding to the block 1 1 1 1 0 1 0 0 0 ; since the other 3 variables all contain at most four 1's.
