Gaussian formulas are among the most often used quadrature formulas in practice. In this survey, an overview is given on stopping functionals for Gaussian formulas which are of the same type as quadrature formulas, i.e., linear combinations of function evaluations. In particular, methods based on extended formulas like the important Gauss-Kronrod and Patterson schemes, and methods which are based on Gaussian nodes, are presented and compared.
Introduction

Motivation
The problem of approximating definite integrals is of central importance in many applications of mathematics. In practice, a mere approximation of an integral very often will not be satisfactory unless it is accompanied by an estimate of the error. For most quadrature formulas of practical interest, error bounds are available in the literature which use, e.g., norms of higher-order derivatives or bounds for the integrand in the complex plane. However, in many practical situations such information about the integrand is not available. In particular, automatic quadrature routines are designed such that the user only has to insert the limits of integration, a routine for computing the integrand, a tolerance for the error and an upper bound for the number of function evaluations (cf. [19, p.418] , [53, 54] ). Functionals based on function evaluations that provide estimates for the quadrature error are called stopping functionals.
Most quadrature methods used in modern numerical software packages like those of NAG [73] and IMSL [49] are based on Gaussian (Gauss-Kronrod, Patterson) formulas. Furthermore, both numerical experience and theoretical results show the superiority of Gaussian formulas over many other quadrature formulas in many function classes (cf., in particular, [11] and the literature cited therein). For these reasons, the problem of practical error estimates in particular for Gaussian formulas is very important, and many papers are devoted to this subject. Several stopping functionals for Gaussian quadrature formulas have been proposed in the literature and as computer algorithms. One may roughly divide these methods into two categories: (1) those based on extensions, i.e., on the addition of nodes, and (2) those based (essentially) on the nodes of the Gaussian formulas. To make this distinction more strict, in the following we say that an error estimate for a quadrature formula Q n with n nodes is based on extension if the number of additional nodes is unbounded when n → ∞; otherwise we call it essentially based on the nodes of Q n . Important prototypes for the first category are the Gauss-Kronrod and the Patterson methods, see §2. The extension strategy is also used by many practical implementations of the important Clenshaw-Curtis formulas. Very often, the extended formula is used for approximating the integral, and the difference between the two quadrature values is used to approximate the error. Such extended formulas are the state of the art, e.g., in the above mentioned software libraries and in the QUADPACK package [88] . The second category includes the null rules and the recent Peano stopping functionals, see §3. Such methods deserve special attention, since function evaluations are generally considered the computationally most expensive part of quadrature algorithms.
Methods from both categories have been used in automatic integration algorithms. In particular, many automatic integration algorithms use interval subdivision techniques where a fixed pair of a quadrature formula and a stopping functional are used to compute both a local approximation and an error estimate. Based on this information, a decision is made about further subdivision. Presently, the most important univariate general-purpose integrators over finite intervals, like the NAG routine D01AJF, use bisection strategies with pairs of Gaussian and Gauss-Kronrod formulas. The Gauss-Kronrod scheme was introduced by A.S. Kronrod in 1964 [55, 56] . Kronrod's approach was, for the estimation of the error of an n-point Gaussian formula, to choose n + 1 additional nodes for the construction of a "better" formula, i.e., a formula that has the highest possible algebraic degree of exactness using 2n + 1 function evaluations, among them the n function values that were computed for the Gaussian formula. There exist exhaustive survey papers on the Gauss-Kronrod scheme [40, 69, 71, 76] and related quadrature formulas.
Presently, however, a general survey on stopping functionals that have been proposed for the practical (computational) estimation of the error of Gaussian quadrature formulas does not seem to exist. From a practical point of view, the most important problems seem to be the availability of the stopping functional, its computational complexity, and its quality for error estimation. The aim of this survey is to present the known methods and results with a focus on these practical aspects, and with a certain emphasis on recent developments and results. For space limitations, we restrict ourselves to the practically most important (linear) stopping functionals that are of the same type as quadrature formulas, i.e., linear combinations of function evaluations. We do not include methods which are based on error bounds from the literature using, e.g., norms of derivatives in conjunction with automatic differentiation techniques and interval analysis; cf. [18, 33] for more details on this topic. Furthermore, we do not discuss stopping functionals based on other than Gauss type formulas in this survey; cf. [35] . The results on extended Gaussian formulas are summarized in §2, and the stopping functionals based on Gaussian nodes are presented in §3. In the following three subsections, we summarize basic facts on numerical integration and Peano kernels which are necessary for the presentation in §2 and §3.
Basic facts and notation
For a given nonnegative and integrable weight function ω on (a, b), −∞ < a < b < ∞, a quadrature formula Q n and the corresponding remainder R n of (algebraic) degree of exactness s are linear functionals on C[a, b] defined by
with nodes −∞ < x 1,n < · · · < x n,n < ∞ and weights a ν,n ∈ R. Without restriction, using affine transformations, in the following we set [a, b] = [−1, 1] wherever not explicitly stated otherwise. Furthermore, we omit the second index in x ν,n , a ν,n whenever the meaning is clear from the context. A quadrature formula is called interpolatory if deg(R n ) ≥ n − 1. The unique quadrature formula with n nodes and highest possible degree of exactness 2n − 1 is the Gaussian formula (with respect to the weight ω)
For an overview on Gaussian formulas cf. [10, 11, 98] and, in particular, [38] .
Principles of verified numerical integration
Numerical integration problems in practice are often of the following type. Given the limits of integration a and b, a routine for computing f (x) at any x ∈ (a, b), a tolerance ε and an upper bound N on the number of function evaluations, compute a number Q such that
or give an approximation based on N function values and an estimate for the absolute error which does not meet the requirement (2) . Any software routine for this purpose is called automatic integration routine (cf. [19, Chapter 6] ). In order to decide whether a particular quadrature approximation Q = Q n [f ] fulfills (2), most often linear stopping functionals S m , m ≥ n, of the same type as Q n are used (cf. [35] ),
Such linear stopping functionals have a low computational complexity, in particular if n ≈ m. Natural requirements for an error estimate are its efficiency, i.e., an accurate approximation should be accompanied by a small error estimate, and its reliability, i.e., the error estimate should not be smaller than the actual approximation error. However, it is obvious that without knowing more about f than a finite number of function values it cannot be guaranteed that
For nonlinear stopping functionals cf. §3.3 as well as [59, 88] and the literature cited therein. A standard method for the construction of a (linear) stopping functional S * for Q n is by choosing a second (reference) quadrature formula Q * l and then computing
with some heuristically determined constant γ ∈ R.
Peano kernels and applications
Let L be a bounded linear functional on
If L = R n is a quadrature remainder, this definition coincides with (1). For
the following representation of L due to Peano is well known,
where
(cf. [13] ). The constants
are the best possible constants in estimates of the type
The functional L is said to be positive (negative) definite of order s if the Peano kernel K s (L, · ) is nonnegative (nonpositive) in the interval (a, b). An important example of a (positive) definite functional is the divided difference
which is characterized by
We have Applying Peano kernel theory to quadrature remainders L = R n is a systematic and standard way for obtaining error bounds for quadrature formulas (cf. [38, p.115] ). In view of (6), the constants c s (L) can be considered as a measure for the quality of quadrature formulas for the function class A s [−1, 1]. Explicit or asymptotic values for these constants are known for many quadrature formulas of practical interest and many function classes (cf., in particular, [10, 11, 86] ).
Extended Gaussian formulas
Gauss-Kronrod formulas and Stieltjes polynomials
Let ω be nonnegative and integrable in the open interval (−1, 1). It is well known that the nodes of the Gaussian formula Q G n with respect to the weight ω are precisely the zeros of the nth orthonormal polynomial p ω n with respect to the weight ω (see, e.g., [100] ). The following fundamental theorem gives a more general statement.
Theorem 1 Let ω be nonnegative and integrable in (−1, 1). Let −1 ≤ x 1 < · · · < x n ≤ 1 be fixed numbers. A necessary and sufficient condition that for
is that simultaneously (i) the polynomial m µ=1 (x−ξ µ ) is orthogonal to all polynomials of degree ≤ m−1 with respect to the sign changing weight ω (8) and (ii) that Q n,m is interpolatory.
The orthogonality conditions (8) are a nonlinear system of equations for the unknown nodes ξ 1 , . . . , ξ m . The weights A 1 , . . . , A n , B 1 , . . . , B m are determined by the interpolation condition. Elementary examples show that the system (8) is not always uniquely solvable. In fact, if x 1 , . . . , x n are the roots of the nth orthonormal polynomial of degree n, then for m < n 2 every choice of nodes ξ 1 , . . . , ξ m satisfies (8), while for n = m there is no choice of ξ 1 , . . . , ξ m (even complex ones) such that (8) is satisfied for k = 0. Well-known special instances of Theorem 1 are the Gaussian formula (n = 0), the Radau formulas (n = 1, x 1 = ±1), and the Lobatto formula (n = 2, x 1 = −1, x 2 = 1). For these examples, the function ω n ν=1 ( · − x ν ) has no change of sign in (−1, 1). For the Gauss-Kronrod formulas, the fixed nodes are the nodes of the n-point Gaussian formula, i.e., the zeros of p ω n ,
n+1 are chosen such that (7) is satisfied with m = n + 1. The polynomials
are called Stieltjes polynomials. These polynomials seem to appear first in a letter of T.J. Stieltjes to C. Hermite in 1894. Stieltjes conjectured that the zeros of E n+1 , for the Legendre weight ω ≡ 1, are all real and in (−1, 1) for each n ∈ N, and that they interlace with the zeros of the Legendre polynomial P n , i.e., the Gaussian nodes, for all n ∈ N,
These conjectures were proved by G. Szegő [99] for the wider class of weights
Recent results on the location of the zeros of Stieltjes polynomials can be found in [23, 31] . The Gauss-Kronrod formulas have been introduced in 1964 by A.S. Kronrod, but there are no hints that Kronrod was aware of Stieltjes' and Szegő's work at that time. The connection has been observed later by Barrucand [4] and by Mysovskih [72] .
The most important weight function ω for the application of Gauss-Kronrod formulas in automatic integration is the Legendre weight. In this case, the positivity of the Gauss-Kronrod formulas was proved by G. Monegato in [68] . In [89] (see also [91] for a correction), P. Rabinowitz proved that the exact degree of precision of Q GK 2n+1 is 3n + 1 if n is even and 3n + 2 if n is odd. The nondefiniteness of Gauss-Kronrod formulas was proved by Rabinowitz in [91] . Results on the convergence of the interpolation processes based on the nodes of Gauss-Kronrod formulas can be found in [31, 32] . For more general weight functions and other constructions of extended positive quadrature formulas, see §2.4 and §2.7; cf. also the survey papers of Gautschi [40] , Monegato [69, 71] and Notaris [76] ; for tables of nodes and weights see Piessens et al. [88] and the original work of Kronrod [55, 56] .
The Gauss-Kronrod stopping functional
The standard stopping functional for the Gauss-Kronrod method,
is a linear combination of point evaluation functionals which satisfies
and
Furthermore,
and therefore
i.e., the Peano kernel of the stopping functional reproduces the first n + 2 moments of the (2n)th Peano kernel of Q
are characterized by (9) . Hence, the construction of the Gauss-Kronrod stopping functional S GK 2n+1 is essentially the construction of a suitable spline function with partially free knots which approximates the (2n)th Peano kernel of Q G n "best" in the sense of the maximum number of reproduced moments. The connection of Gaussian quadrature formulas and moment-preserving spline approximation problems has been investigated in many papers, cf. [27, 36, 39, 41, 48, 66] . Other types of approximations lead to other stopping functionals, see §3. Peano kernel theory provides a general and very useful framework for the construction and comparison of stopping functionals.
Gauss-Kronrod vs. Gaussian formulas
A result from [22, Corollary] states that for all n ≥ 1 we have
where κ = 0 if n is even and κ = 1 if n is odd, and for n ≥ 15 we have
Asymptotically we have
This relation shows that for "smooth", i.e., infinitely often differentiable functions with all derivatives uniformly bounded, Q G 2n+1 can be expected to give much better results than Q GK 2n+1 . This has also been observed in many numerical examples. A similar relation as above holds true for the error constants c 3n+2+κ−s (R GK 2n+1 ), s ∈ N independent of n. For the case s = s(n),
Concerning the case A = 1, we have lim sup
but the precise value of the lim sup is presently an open problem.
A
For more results on the error of Gauss-Kronrod formulas, cf. the survey papers [28, 76] and the literature cited therein. [37] in order to improve the existing automatic quadrature routines of the Matlab software package [65] . Note that for Lobatto-Kronrod formulas, n Kronrod nodes have to be chosen for n + 1 Lobatto nodes (including ±1), while for the Radau-Kronrod formulas n Kronrod nodes have to be chosen for n given Radau nodes.
Existence of Gauss-Kronrod formulas
Following Gautschi and Notaris [42] , the following properties have to be included in a systematic study of Gauss-Kronrod formulas: As mentioned in §2.1, for the ultraspherical or Gegenbauer weight function
Szegő [99] has shown that properties (a) and (b) are valid for λ ∈ (0, 2]. For
, r > 1 and l integer, and with only real nodes and positive weights, cannot exist for all n ∈ N (as Gautschi [40] and Notaris [76] mention, the proof is not correct, but can be repaired). Peherstorfer and Petras [85] recently proved that for every λ > 3, Gauss-Kronrod formulas do not exist with real nodes for all n ∈ N. Gautschi and Notaris [42] (−1, 1) that have the interlacing property with respect to the Lobatto nodes follow from the results about the Gauss-Kronrod formulas. Monegato [71] conjectures the positivity of all quadrature weights for the Legendre weight function. A partial (asymptotic) positive answer was given in [24] for weights which are associated with nodes inside fixed subintervals of (−1, 1).
Stieltjes polynomials and Gauss-Kronrod formulas have been considered for the more general Jacobi weight function
Rabinowitz [90] showed that (b) is not valid for α = − ) for even n and for α = − for odd n. Monegato [71] derived the relations
where d n is an explicitly given constant and E α,β n+1 is the (suitably normalized) Stieltjes polynomial associated with the weight ω α,β . Hence, for α = , results can be carried over from the ultraspherical case. Gautschi and Notaris [42] extended their numerical investigations to the Jacobi weight function and determined feasible regions in the (α, β)-plane for the validity of the four properties. It is well known that the left (right) Radau formula for the weight ω α,β is connected with the Gaussian formula for the weight ω α+1,β (ω α,β+1 ). Numerical results in [3] indicate that Radau-Kronrod formulas for the Legendre weight have positive weights and hence the interlacing property (see [71] ).
The most elementary cases of the Jacobi weight function are those with |α| = |β| = , we have the well known identity
Therefore, the Stieltjes polynomials are identical to (1 − x 2 )U n−1 (x) in the first case and to T n+1 in the second case, and the degree of exactness is 4n − 1 in the first case and 4n + 1 in the second. The Gauss-Kronrod formula for the Chebyshev weight of the first kind is therefore the Lobatto formula with 2n+1 nodes for the same weight function, and the Gauss-Kronrod formula Q GK 2n+1 for the Chebyshev weight of the second kind is identical to the Gaussian formula Q G 2n+1 for this weight. For α = 1 2
), the Gauss-Kronrod formula is the (2n + 1)-point left (right) Radau formula (see [71] ).
In case of the Laguerre weight ω(x) = x α e −x , −1 < α ≤ 1, x ∈ [0, ∞), Kahaner and Monegato [51] showed that no Kronrod extension with real nodes and positive weights exists for n > 23, in the case α = 0 even for n > 1. Furthermore, Monegato [69] proved that extended Gaussian formulas Q [75] uses the nonexistence results for Gauss-Laguerre and Gauss-Hermite quadrature formulas and limit relations for the ultraspherical and Hermite resp. Jacobi and Laguerre polynomials in order to deduce nonexistence results for ultraspherical and Jacobi weight functions. Monegato [71] showed the existence of real Gauss-Kronrod formulas with nodes in (−1, 1) for the weight function
Furthermore, the Kronrod nodes interlace with the Gaussian nodes. We have deg(Q [45] generalised these results to weights for which the corresponding orthogonal polynomials satisfy a threeterm recurrence relation whose coefficients a n ∈ R and b n > 0, n ∈ N, are constant above a fixed index l ∈ N, a n = α and b n = β for n ≥ l. More precisely, for such weights and all n ≥ 2l − 1, the Gauss-Kronrod formula Q GK 2n+1 has the interlacing property, and all its weights are positive. Moreover, deg(R Peherstorfer [82] [83] [84] investigated the properties (a)-(d) for more general classes of weight functions. In particular, for sufficiently large n, Peherstorfer proved these properties for all weight functions ω which can be represented by
where D is a real and analytic function with D(z) = 0 for |z| ≤ 1 (cf. [83] ; see also [84] for corrections).
Gautschi and Notaris pointed out the relation of Gauss-Kronrod formulas for the weight function
to those for the Jacobi weight ω α,(γ+1)/2 . Numerical results support the conjecture of Caliò, Gautschi and Marchetti [17] that Gauss-Kronrod formulas for the weight ω(x) = − ln x, x ∈ (0, 1), exist for all n ≥ 1 and satisfy (a)-(d).
Gautschi [40, p. 40] conjectures similar results for the more general weight
Li [62] investigates Kronrod extensions of generalized Radau and Lobatto formulas, which use function values and, in the first case, first derivatives at the left boundary and in the second case first derivatives at both boundaries. Explicit expressions are proved for the Stieltjes polynomials with respect to Jacobi weight functions with |α| = |β| = and for the weights at the interval boundaries.
A three-point Gauss-Kronrod formula for the discrete weight
has been constructed a long time before Kronrod's work by S. Ramanujan in his second notebook [93] 1 . As R. Askey reports in [1] , Ramanujan computed several Gaussian formulas in this notebook, and his motivation for the GaussKronrod formula for this weight was that the nodes of the three-point Gaussian formula could not be found as simple expressions.
Patterson extensions
Patterson [77] computed sequences of embedded quadrature formulas by iterating Kronrod's method. The resulting formulas, now called Patterson extensions, are used, e.g, in the NAG routine D01AHF [73] . More precisely, Patterson extensions are quadrature formulas of the type
n are the nodes of a Gaussian formula, the nodes of Q 2 i−1 (n+1)−1 are used by Q 2 i (n+1)−1 , and the free nodes are chosen according to Theorem 1. Hence, the algebraic accuracy of Q 2 i (n+1)−1 is at least 3 · 2 i−1 (n + 1) − 2. Very little is known about the existence and positivity of Patterson extensions for p ≡ 1 and beyond Kronrod's extension. Numerical examples in [79] show that nodes outside the integration interval can occur. The two only weights for which general existence results are available are the Chebyshev weight of the second kind, for which Patterson formulas are identical to Gaussian formulas, and weight functions of Bernstein-Szegö type [82] . Tables of sequences of Kronrod-Patterson formulas have been given in [77, 88] . Computational investigations on the existence of the first Patterson extension are discussed in [92] . Patterson extensions recently received some attention in the context of sparse grid methods for multivariate numerical integration [47] .
Let A i,j,k be the weight associated with the ith node (for nodes ordered in increasing magnitude) which is added in the jth Patterson extension in a (interpolatory) formula which results from a total of k ≥ j extensions. Krogh and Van Snyder [52] observed that A i,j,k ≈ 0.5 A i,j,k−1 , and used this property for representing Patterson extensions with fewer function values. Laurie [58] constructed sequences of stratified nested quadrature formulas of the type
Here, only the value Q (k−1) has to be stored from step k − 1 to step k. Laurie computed sequences of embedded quadrature formulas, for θ = 1 2 , and with interlacing nodes in (−1, 1) and positive weights. Hybrid methods are discussed in [80] .
Anti-Gaussian formulas
Laurie [60] introduced the stratified pair of quadrature formulas
where the ξ i , a i are the nodes of the "Anti-Gaussian" formula
defined by the conditions
An equivalent condition for symmetric formulas is
The nodes of Q AG n+1 are real for every integrable ω, even if (a, b) is unbounded, and they interlace with the Gaussian nodes. For the ultraspherical weight ω λ , also ξ 1 and ξ n+1 are inside (−1, 1) . There are Jacobi weights for which ξ 1 or ξ n+1 are outside (−1, 1). Laurie [60] proposes the stopping functional
for the estimation of the error of L 2n+1 . This is a multiple of a divided difference of order 2n. In particular, for the Legendre weight we have
The Lobatto formula, for the Legendre weight, "almost" satisfies (11) (cf. [10,
Other extensions of Gaussian formulas
"Suboptimal" Kronrod extensions Q r 2n+1 have been considered for weight functions where Gauss-Kronrod formulas do not exist with real nodes and positive weights, in particular, for the Laguerre and Hermite weight functions (cf. Begumisa and Robinson [6] ). Here, using Theorem 1, given the n Gaussian nodes, one chooses n + 1 additional real nodes such that the degree of the formula is deg(R r 2n+1 ) ≥ 3n + 1 − r, with r as small as possible and such that all weights are positive. Another strategy is the extension by more than n + 1 nodes ("Kronrod-heavy"); see [40, 50, 70] . In terms of moment-preserving spline approximation ( §2.2), the first method is based on reproducing less moments, while for the second method more spline knots are introduced.
Kronrod extensions of Turán type are considered in [7, 61, 95] . Smith [96, 97] considers Kronrod extensions that use high-order derivatives at ±1 but only function values in the interior of the integration interval. Stieltjes polynomials and Gauss-Kronrod formulas on the semicircle have been considered in [15, 16] . Kronrod extensions of Wilf-type formulas have been considered by Engels, Ley-Knieper, and Schwelm [34] . Rabinowitz [90] considers Gauss-Kronrodtype formulas for the computation of Cauchy principal value integrals. For ω ≡ 1, the Stieltjes polynomial has a double zero in the center of the interval of integration, and hence a derivative value is needed for computing the GaussKronrod formulas in this case.
Stopping functionals based on Gaussian nodes
As already mentioned in the introduction, in practice most often the Kronrod scheme is used "backwards", i.e., the (2n + 1)-point Gauss-Kronrod formula gives the quadrature value, and the error estimate is based on a comparison with the n-point Gaussian formula. As Laurie points out in [57, p.427] , "viewed from this angle, it becomes somewhat mystifying why the Kronrod rule should have been singled out as a candidate for the parenthood of subset rules. Could the (2n + 1)-point Gaussian rule not equally well (or even better) have been used?". As discussed in detail in §2.3, the (2n + 1)-point Gaussian formula often gives better results than the (2n + 1)-point Gauss-Kronrod formula and is a promising candidate, in particular, for automatic integration, if suitable stopping functionals are available. Unlike in Kronrod's approach, several authors considered methods for estimating the error of quadrature formulas essentially without extra function evaluations, i.e., on the basis of the function values that have been computed for the quadrature formula. Most of these stopping functionals can be represented by linear combinations of divided differences (see §1.4; cf. also [35, 57, 63] ). As for the Gauss-Kronrod formulas (see §2.2), a natural construction principle is the approximation of a Peano kernel of Q G n by a Peano kernel of a suitable divided difference (see §3.4).
Successive deletion of alternate nodes
Patterson [78] considered sets of quadrature formulas which are derived from a fixed Gaussian or Lobatto formula with 2 r + 1 nodes, r ∈ N, by successively deleting alternate points from the preceding subset. The interpolatory formulas on these sets of nodes are hence nested by definition. Furthermore, numerical results show that all formulas based on the Gaussian formulas Q 
Dropping the midpoint
Berntsen and Espelid [8] constructed a reference formula Q BE 2n for the Gaussian formula Q G 2n+1 by dropping the node x G n+1,2n+1 = 0. Hence we have
Numerical results in favor of this stopping functional are given in [57] . In §3.4, a stopping functional will be given which gives smaller estimates (by O( 1 n )) but which are still guaranteed error bounds for functions whose (2n)th derivative does not change sign.
Null rules
Linear combinations of kth divided differences are often called null rules (of degree k−1) [9, 59, 64] . For n+1 nodes, the linear space of null rules of degree ≥ n−m has dimension m. For any inner product on R n+1 , a unique orthonormal basis of null rules can be constructed for this space. In [9] , the standard inner product (a,
, with a = (a 1 , . . . , a n+1 ) and b = (b 1 , . . . , b n+1 ). Laurie [59] considers the inner product
using the (nonzero) weights w i of a positive quadrature formula
Denoting the monic orthogonal polynomials with respect to the discrete inner product (f,
. . , n, are mutually orthonormal with respect to the inner product ( · , · ) W −1 . These null rules are used in [59] to construct actual approximating polynomials f d and in turn for nonlinear error estimates which are based on approximating
Peano stopping functionals
Using the notation from §1.4, most stopping functionals S m used in practice satisfy c s (R n ) < c s (S m ) for special values of s. This inequality implies deg(S m ) ≥ s − 1. A stronger condition can be given using Peano kernels,
for every x ∈ (a, b).
For stopping functionals based on Peano kernel theory, cf. [35] and the literature cited therein. Every functional S m of the type (3) which satisfies (13) is called a (s, m) Peano stopping functional for the quadrature formula Q n . A restriction for Peano stopping functionals is that the endpoints ±1 have to be among the nodes of S m (see [35, 63] ). An (s, m) Peano stopping functional S opt m is called optimal for Q n if
In view of (13), the construction of optimal Peano stopping functionals is a problem of best one-sided approximation by spline functions. For every Q n with deg(R n ) ≥ s − 1 and fixed nodes y 1 , . . . , y m there exists a unique optimal (s, m) Peano stopping functional (cf. [29] ). Condition (13) implies that 1) , i.e., S m , S m − R n and S m + R n are positive definite of order s. Hence, definiteness criteria are important for the construction of Peano stopping functionals (see [35] and in particular [14] ); several algorithms are compared in [5] .
A characteristic property of (s, m) Peano stopping functionals is that the inequality (4) is guaranteed for all
This feature seems particularly attractive for automatic integration routines.
Assuming that a given function f is s times differentiable, its sth derivative may often have only a finite number of changes of sign. Hence, after sufficiently many recursion steps of an iterative automatic quadrature routine, "most" of the resulting subintervals [a i , b i ] will not contain a change of sign of f (s) , such that f ∈ A In view of the well-known definiteness of the Gaussian and Lobatto formulas,
is a (2n, 2n + 1) stopping functional for the quadrature formula
In general, pairs of positive and negative definite formulas lead to analogous constructions of Peano stopping functionals (see also [20] for examples). However, from the point of view of practical calculations, most interesting are stopping functionals for fixed quadrature formulas. In [30] , the following optimal (n, n + 1) Peano stopping formula has been constructed for the Lobatto
A (n + 1, n + 2) Peano stopping functional for the Gaussian formula Q 
This stopping functional gives both guaranteed inclusions for f ∈ A + s [−1, 1] and tight bounds, in particular, tighter than (12) and tighter than S BE 2n+1 in §3.2,
A (2, n) Peano stopping functional for Q G n which is based only on the nodes {−1, 0, 1} can be found in [87] , (1 + √ 3π(2 √ n + 2 − 2) −1 ).
Conclusion
In this survey, we gave an overview on practical error estimates for Gaussian formulas that are of the same type as quadrature formulas, i.e., linear combinations of function values. Stopping functionals based both on extended Gaussian formulas and on Gaussian nodes are linear combinations of divided differences. Peano kernels are a very useful tool for the construction and for the comparison of both quadrature formulas and stopping functionals. In many cases, the construction of a stopping functional is essentially the construction of a suitable spline function that approximates best, in a given sense, a Peano kernel of the Gaussian formula (typically the highest-order Peano kernel). The sense of "best" governs the type of the stopping functional: moment-preserving approximation leads to Gauss-Kronrod formulas, while one-sided approximation leads to Peano stopping functionals. Other types of approximations may be applied in many situations, e.g. on infinite intervals, where Gauss-Kronrod formulas are not available. We shall discuss such methods elsewhere.
