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Résumé – Nous présentons de nouveaux résultats concernant les garanties d’identification de support en k étapes pour un algorithme glouton,
orthogonal matching pursuit (OMP), pour les dictionnaires continus. Un dictionnaire est dit continu s’il est constitué d’une infinité indénom-
brable d’atomes. Nous étudions une famille de dictionnaires paramétrés, appelée CMF (pour completely monotone function), pour laquelle
l’identification de support en k étapes est toujours possible lorsque le paramètre est de dimension 1 quels que soient le nombre et le choix
des atomes du support. En dimension supérieure, des conditions algébriques deviennent nécessaires et nous amènent à revisiter les analyses
classiques du cas discret. Finalement, nous discutons l’implémentation d’une version continue d’OMP.
Abstract – We present new theoretical results on sparse recovery guarantees for a greedy algorithm, orthogonal matching pursuit (OMP), in the
context of continuous parametric dictionaries, i.e., made up of an infinite uncountable number of atoms. We characterize a family of dictionaries
which definition relies on completely monotone functions (CMF), for which k-step recovery is possible with OMP for 1-dimensional parameters.
In higher dimension, algebraic conditions become necessary and lead us to revisit some well-known k-step discrete analyses.
1 Introduction
L’approximation parcimonieuse vise à approcher un élément
y ∈ H d’un espace de Hilbert, appelé ici observation, par une
combinaison linéaire d’un petit nombre d’éléments appartenant




c` a` où c` ∈ R, a` ∈ A . (1)
Une telle représentation est dite « parcimonieuse » si peu d’élé-
ments sont impliqués dans la décomposition comparé à la di-
mension de l’espace ambiant. En particulier, on s’intéresse dans
cet article à des dictionnaires de la forme
A = {a(θ) | θ ∈ Θ}, (2)
où Θ est l’espace des paramètres et a : Θ→ H un atome pa-
ramétré. De nombreuses méthodes de représentations parcimo-
nieuses ont été proposées dans la littérature, voir [1] pour une
présentation de ces procédures et leur analyse théorique. Toute-
fois, la plupart de ces contributions considèrent un « cadre dis-
cret », i.e., lorsque le dictionnaireA contient un nombre fini ou
dénombrable d’éléments. Par exemple, ces représentations sont
obtenues en résolvant un problème de minimisation `1, e.g.,
Basis Pursuit (BP) [2] ou Lasso [3], un problème de minimisa-
tion continu qui fait intervenir une mesure de parcimonie non
convexe [4] ou par des algorithmes gloutons. Ces derniers sont
des méthodes itératives démarrant d’un support vide et sélec-
tionnant un nouvel atome à chaque itération. Dans cet article,
nous proposons une nouvelle étude théorique pour l’algorithme
glouton appelé Orthogonal Matching Pursuit (OMP), voir Al-
gorithme 1, lorsque le dictionnaire est « continu », c’est à dire
constitué d’un nombre infini indénombrable d’atomes. Lorsque
Θ = R, décomposer y selon (1) correspond à un problème
de déconvolution impulsionnelle où θ est un retard et a(θ) la
version « retardée » de la réponse impulsionnelle centrée. En
dimension supérieure, ce formalisme couvre par exemple les
problèmes de sketching [5] où θ désigne les paramètres du mo-
dèle d’apprentissage et a l’opérateur de sketching. Ces problé-
matiques se rencontrent dans différentes applications comme
pour la reconstruction 3D de fluides en mouvement (PIV tomo-
graphique, pour Particle Image Velocimetry) [6], l’holographie
digitale de particules, vue comme un problème de déconvo-
lution impulsionnelle 2D [7] ou la reconstruction d’image en
microscopie PALM/STORM [8].
Une question d’intérêt pour les méthodes gloutonnes est leur
capacité à identifier des supports en k étapes. Étant donné un
support S? , {θ?` }
k
`=1 dit k-parcimonieux, supposons que y
s’écrive selon (1) avec a` = a(θ
?
` ) pour tout `. Sous quelles
conditions, OMP avec y en entrée, peut-il identifier le support
S? en exactement k itérations? Dans le cas discret, une réponse
à cette question a été apportée par Tropp [9]. Plus particulière-
ment, Tropp montre qu’OMP identifie S? en k étapes pour tout
choix de coefficients non tous nuls dans (1) si et seulement si
∀ θ ∈ Θ\S? ,
∥∥G−1gθ∥∥1 < 1, (3− ERC)
où G ∈ Rk×k est définie selon G[i, j] = 〈a(θ?i ),a(θ?j )〉
Algorithme 1 : Algorithme OMP
Entrées : Observation y, atome paramétré a(·) et
niveau de parcimonie k.
1 pour t← 1 à k faire
2 r = y −
∑t−1
`=1 ĉ` a(θ̂`) ;
3 θ̂t ∈ arg maxθ∈Θ
∣∣〈a(θ), r〉∣∣ ;
4 ĉ1, . . . , ĉt = arg min
(c1,...,ct)∈Rt
∥∥∥y −∑t`=1 c` a(θ̂`)∥∥∥H ;
5 fin
6 Sorties : θ̂1, . . . , θ̂k et ĉ1, . . . , ĉk
et gθ ∈ Rk selon gθ[i] = 〈a(θ),a(θ?i )〉, 〈·, ·〉 est le pro-
duit scalaire dans H. La condition (3− ERC) est connue sous
le nom d’exact recovery condition (ERC) dans la littérature
et peut être vérifiée numériquement étant donné un diction-
naire fini et un support S? donné. Il est à noter que (3− ERC)
est aussi connectée à l’identification de S? avec d’autres al-
gorithmes gloutons [10, 11] ou comme solutions de problèmes
convexes [12–14]. Cependant, la condition (3− ERC) est d’un
intérêt limité puisqu’elle se focalise sur le succès de reconstruc-
tion d’un support S? donné. D’autres conditions de succès ont
été proposées, plus simples à évaluer mais plus restrictives. Les
conditions les plus populaires exploitent la cohérence mutuelle





où µ = sup
θ 6=θ′∈Θ
|〈a(θ),a(θ′)〉|. (4)
Pour un dictionnaire paramétré, le formalisme discret cor-
respond à une grille sur l’espace des paramètres. Cependant, si
l’un des paramètres d’intérêt n’est pas sur la grille alors l’iden-
tification parfaite est impossible.
Ces dernières années, plusieurs travaux ont été consacrés
aux représentations parcimonieuses dans un cadre « continu »,
i.e., lorsque le dictionnaire contient une infinité indénombrable
d’atomes [15–17]. En particulier, des versions continues du
Lasso [18, 19] et de BP [16] ont été formulées en se plaçant
dans un contexte de théorie de la mesure. À ce jour, les ga-
ranties de reconstruction pour le cas continu concernent princi-
palement les solutions des problèmes convexes. En effet, les
analyses de reconstruction pour les algorithmes gloutons ne
peuvent être étendues au cas continu car i) l’évaluation de la
condition (3− ERC) n’est plus une opération triviale, le supré-
mum pouvant être difficile à évaluer et ii) la cohérence µ vaut 1
et la condition (4) n’est vérifiée que pour k = 0. Au contraire,
il a été montré que pour certaines familles de dictionnaires, il
est possible d’identifier le support d’une observation y à partir
des solutions de BP ou du Lasso [16, 17, 19] si les éléments du
support sont suffisamment séparés.
Dans ce travail, on s’intéresse aux propriétés d’identification
de support par OMP pour les dictionnaires continus. La condi-
tion (3− ERC) sert de point départ pour ré-exprimer l’iden-
tification d’un support comme une propriété de l’opérateur li-
néaire induit par le produit scalaire entre deux atomes. Dans [20],
nous avons montré que l’identification de support est possible
pour un dictionnaire exponentiel. Ici, nous dérivons un résultat
plus général qui sera développé dans une version longue [21].
Cet article est organisé comme suit. La Section 2 précise les
notions de dictionnaires « continus » et d’identification de sup-
port. La Section 3 présente nos résultats d’identification de sup-
ports pour une famille de dictionnaires particulière. Nous dis-
cutons les problématiques liées à l’implémentation dans la Sec-
tion 4 et la Section 5 conclut l’article.
2 Contexte des dictionnaires continus
2.1 Dictionnaire continus
Notre analyse d’OMP est valide pour tout espace de para-
mètres Θ contenant une infinité indénombrable d’éléments (e.g.,
un pavé de RD). Cependant, pour simplifier l’exposé, nous
considérons uniquement le cas où Θ = RD avec D ≥ 0. On
suppose également que la fonction a : Θ → H est continue,
i.e., ∀ θ ∈ Θ , limθ′→θ ‖a(θ′)− a(θ)‖ = 0 et que les atomes
a(·) sont normés, i.e., ‖a(θ)‖ = 1.
Dans la suite, les résultats d’identification de support dépen-
dront des propriétés du noyau κ(θ, θ′) induit par le produit sca-
laire entre deux atomes paramétrés et défini par
κ(θ, θ′) , 〈a(θ),a(θ′)〉 ∀θ, θ′ ∈ Θ. (5)
Les hypothèses de continuité et de normalisation impliquent
« normalisation » : κ(θ, θ) = 1 ∀θ ∈ Θ,
« continuité » : lim
θ′→θ
κ(θ, θ′) = 1 ∀θ ∈ Θ. (6)
Combinée avec l’inégalité de Cauchy-Schwartz, la normalisa-
tion (6) implique |κ(θ, θ′)| ≤ 1. Enfin, nous considérons uni-
quement des noyaux évanescents, i.e., tel que pour tout ε > 0
et tout θ ∈ Θ,
∃Kε ⊂ Θ compact : sup
θ′∈Θ\Kε
|κ(θ, θ′)| < ε. (7)
Les conditions (6) et (7) garantissent qu’il existe au moins un
maximiseur au problème de « sélection » (Algorithme 1, ligne 3)
considéré par OMP.
2.2 Identification d’un support
Dans cette partie, la notion de support identifiable en k étapes
est précisée. Soit S? , {θ?` }
k
`=1 un sous-ensemble de Θ. Une
observation y a pour support S? si y s’écrit selon (1) avec
a` = a(θ
?
` ) et c` ∈ R∗ pour tout ` ∈ J1, kK. De plus, si
y a pour support S? tel que card(S?) = k, y est dit « k-
parcimonieux ». Étant donné y, on dit qu’OMP identifie S?
en « k étapes » si et seulement si
arg max
θ∈Θ
|〈a(θ), r〉| ⊆ S?, (8)
durant les k premières itérations, où r ∈ H est l’observation
résiduelle (cf. Alg. 1, ligne 4). L’Éq. (8) garantit que les maxi-




|〈a(θ), r〉| > |〈a(θ′), r〉| ∀θ′ ∈ Θ\S?. (9)
Enfin, on dit qu’OMP identifie « uniformément en k étapes »
un support S? si la condition (8) est satisfaite pour toute obser-
vation y de support S?. En d’autres mots, le support est correc-
tement identifié pour tout choix des coefficients c1 . . . ck non
tous nuls dans (1).
3 Identification uniforme de support
Introduisons préalablement une classe de dictionnaires per-
mettant l’identification de supports en k étapes par OMP, voir
les Th. 1 et 3. Le lecteur intéressé trouvera les preuves de ces
résultats dans [20]. SoientH = L2(RD) et λ > 0. Considérons
le dictionnaire A dont les atomes a(θ) sont les fonctions




pour tout θ ∈ RD où 1D = (1 . . . 1)T ∈ RD et I vaut 1 si l’in-
égalité est vérifiée par toutes les composantes de θ, et 0 sinon.
On vérifie facilement que le produit scalaire κ dans L2(RD)
entre deux atomes s’écrit 〈a(θ),a(θ′)〉 = e−λ‖θ−θ′‖1 et cor-
respond au noyau Laplacien. C’est un cas particulier de diction-
naires CMF (pour Completely Monotone Function, fonction
complètement monotone [22]) proposés dans [21] où κ(θ, θ′) =
ϕ(‖θ − θ′‖pp) où ϕ est une CMF et ϕ(0) = 1.
3.1 Identification de supports k-parcimonieux
Pour le cas Θ = R (D = 1), l’identification de supports en
k étapes est possible pour le dictionnaire défini sous (10) :
Théorème 1. Soit Θ = R, k ≥ 1, A un dictionnaire CMF
(voir [21]) et S? un support k-parcimonieux. Alors, pour toute
observation y de support S?, OMP identifie S? en k-itérations.
La contribution du Th. 1 est la suivante : bien que la co-
hérence du dictionnaire soit 1, OMP identifie tout support k-
parcimonieux. Ce résultat ne nécessite aucune hypothèse de sé-
paration entre les paramètres du support S?, contrairement aux
résultats classiques pour les combinaisons linéaires de signes
inconnus d’atomes dans des dictionnaires continus [16, 17].
En revanche, un tel résultat n’est plus vrai lorsque Θ ⊂ RD
avec D ≥ 2. De façon analogue aux résultats de [16, 17] pour
BLasso, il est possible de garantir pour OMP l’identification
en k étapes en dimension supérieure à l’aide de conditions de




|θj [d]− θi[d]| t.q. θi[d] 6= θj [d], (11)
la plus petite séparation entre les coordonnées non égales d’un
support. Lorsque ∆0 est petit, il est possible de trouver une
configuration de paramètres telle que OMP échoue à la pre-
mière itération (voir [20]). Lorsque cette séparation est suffi-
samment grande, l’identification en k étapes est possible :
Théorème 2. Soit Θ = RD avec D ≥ 2, A le dictionnaire
défini en (10) et S? un support k-parcimonieux. Si







FIGURE 1 – Illustration de la définition de l’ensemble aug-







composé des θ?` et de 3 autres points notés γ`.







Alors OMP identifie uniformément S? en k itérations.
Le Th. 2 garantit qu’OMP peut identifier tout support k-
parcimonieux suffisamment séparé à partir d’une combinaison
linéaire d’atomes. Nous soulignons que la condition (13) est de
type cohérence mutuelle (cf. (4)). La principale différence avec
le cas discret est que seulement un sous-ensemble du diction-
naire est impliqué dans la condition.
3.2 Identification d’un support donné
Dans [20] nous avons montré que la condition (12) est fine
pour certaines configurations de points. Toutefois, l’identifica-
tion de support k-parcimonieux peut être complètement carac-






θ[d] | θ ∈ S
}
(14)
où×est le produit cartésien. Notons que S ⊆ Γ(S) pour tout
S. La Fig. 1 illustre ces définitions avec S? = {θ?1 , θ?2 , θ?3}.
L’ensemble Γ(S?) permet de caractériser une condition ERC
généralisée assurant l’identification de S? en k étapes via OMP :
Théorème 3. Soit Θ = RD k ≥ 1, A le dictionnaire défini
en (10) et S? = {θ?` }
k
`=1 un support k-parcimonieux. Alors
OMP identifie uniformément S? en k étapes si et seulement si
max
θ∈Γ(S?)\S?
∥∥G−1gθ∥∥1 < 1. (15− ERC)
En particulier, si (15− ERC) n’est pas vérifiée, alors il existe





que OMP avec y en entrée échoue à la première itération.
Comme card(S?) < +∞, la condition (15− ERC) n’im-
plique qu’un nombre fini de points. En conséquence, cette condi-
tion peut être évaluée numériquement.
4 Implémentation
Des implémentations efficaces d’algorithmes gloutons pour
les dictionnaires continus ont déjà été proposées dans la lit-
térature. Une version améliorée d’OMP pour les dictionnaires
continus est présentée pour le sketching [5]. Dans [23] un al-
gorithme de Frank-Wolfe modifié est proposé pour résoudre
le Lasso continu. La principale différence avec notre analyse
est que l’erreur d’estimation des paramètres à chaque itération
dépend de la précision de la méthode utilisée à l’étape de sé-
lection (Alg. 1 ligne 3). Au mieux, un support est identifié avec
une erreur de l’ordre de la précision machine. Même si cette
erreur n’a pas d’impact sur les résultats de nos simulations nu-
mériques, de futurs travaux visent à étudier les itérés d’OMP
en tenant compte de cette imprécision.
5 Conclusion et perspectives
Cet article aborde l’analyse de reconstruction exacte d’OMP
pour des dictionnaires continus. Nous avons montré qu’il existe
une famille de dictionnaires paramétrés pour laquelle OMP est
capable d’identifier un support k-parcimonieux en k itérations.
En particulier, les performances d’OMP dépendent de la di-
mension de l’espace des paramètres. En dimension 1, OMP
identifie uniformément tout support k-parcimonieux tandis que
la condition algébrique (15− ERC) est nécessaire en dimen-
sion supérieure. La condition (15− ERC) est exploitée pour
construire une condition suffisante basée sur la séparation entre
les paramètres. Toutefois, l’analyse d’OMP présentée ici n’est
pas limitée aux dictionnaires définis par (10). Dans [21], nous
étendons ces résultats à une large classe de noyaux.
Finalement, notons que les Théorèmes 1, 2 et 3 concernent
exclusivement l’identification exacte de supports en k étapes
pour les dictionnaires CMF. À première vue, cette classe de
dictionnaires peut sembler restrictive. Toutefois, son étude a
permis de lever plusieurs verrous méthodologiques et les tech-
niques de preuves développées dans [21] ouvrent la voix à re-
formulation de ces résultats en autorisant les paramètres esti-
més à être dans un voisinage des vrais paramètres. Bien que
plus faible en apparence, ce type de résultat permettrait de pa-
lier une limitation de l’analyse puisqu’en pratique l’identifica-
tion se fait au mieux avec une erreur de l’ordre de l’imprécision
machine. D’autre part, cela pourrait permettre de couvrir une
classe de dictionnaires plus large que les dictionnaires CMF.
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