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Abstract
In this paper we study of ∗-representations for polynomial algebras on quantum matrix spaces.
We deal with two special cases of the polynomial algebras, namely the algebra of polynomials on
quantum complex matrices Mat2 and on quantum complex symmetric matrices Mat
sym
2 . For the
second algebra we classify all irreducible ∗-representations by bounded operators in a Hilbert space
(up to a unitary equivalence). Moreover, we present a construction of ∗-representations of the
above algebras which enables to obtain the full list of ∗-representations (sometimes by passing to
subrepresentations).
MSC2010: 17B37, 20G42, 46L89.
1 Introduction
The theory of quantum groups established many rich topics during the last 30 years. One of them
is the theory of quantum bounded symmetric domains. These domains were introduced and investi-
gated by L. Vaksman and his collaborators (see [4] and the monograph [8] together with the refer-
ences therein). Recall that Harish-Chandra suggested the standard realization of a classical bounded
symmetric domain D as a unit ball in a certain normed vector space p. Thus the main object in
the quantum theory is a ∗-algebra of polynomials Pol(p)q endowed with a full Uqg-symmetry, where
g = g0 ⊗R C, g0 = Lie(G0) and G0 is the automorphism group of D. These algebras lead to geomet-
ric realizations for representations of quantum groups, noncommutative version for some problems of
complex analysis, quantum Harish-Chandra modules, harmonic analysis related to these domains and
special functions.
D. Shklyarov and L. Vaksman suggested a way to construct ∗-representations (by bounded op-
erators) of polynomial algebras in complex matrix spaces. This approach enables to obtain a list
of ∗-representations from certain simplest representations (namely, faithfull representations of such
algebras) and well known representations of C[Un]q (see [2]). It is worth to say that the construction
is nearly automatic. But then one has to check the irreducibility for such representations and the
completeness of the list.
The last problem naturally belongs to a wide topic of studying representations for ∗-algebras and
its classification. There is a vast literature on this subject. Let me mention just a survey [3]. In this
book ∗-representations are classified by means of studying the corresponding dynamical systems.
In this paper we deal with matrix spaces that are assigned to bounded symmetric domains of rank
2. Under Harish-Chandra realization, these domains are just unit balls in the spaces of complex and
symmetric complex 2 × 2-matrices. Thus the polynomial algebras in quantum bounded symmetric
domains can be considered as ∗-algebras in the respective quantum vector spaces Mat2 and Mat
sym
2 . In
the first case ∗-representations of Pol(Mat2)q by bounded operators in a Hilbert space were classified
by L.Turowska in [7]. In Appendix we just present our construction of ∗-representations for this special
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case. For Pol(Matsym2 )q we obtain a list of ∗-representations and verify its completeness. Let us also
mention that our proof is similar to the proof of the main theorem in [7].
In what follows C is the ground field, all algebras are associative and unital, q ∈ (0, 1).
2 ∗-Representations of Pol(Matsym2 )q
Let us recall the required notion and notation in our special case. The bounded symmetric domain of
type C2 admits a standard realization as a unit ball D in the space of symmetric 2 × 2-matrices. In
the quantum case all necessary definitions and notation were introduced in [1] for a general bounded
symmetric domain of type Cn. Here we just specify them to our needs.
Now the ∗-algebra Pol(Matsym2 )q can be defined by generators z11, z21, z22 and the following list of
relations:
z11z21 = q
2z21z11, z21z22 = q
2z22z21,
z11z22 − z22z11 = q(q
2 − q−2)z221,
z∗11z11 = q
4z11z
∗
11 − q(q
−1 − q)(1 + q2)2z21z
∗
21 + (q
−1 − q)2(1 + q2)z22z
∗
22 + 1− q
4,
z∗11z21 = q
2z21z
∗
11 − q(q
−1 − q)(q−1 + q)z22z
∗
21
z∗11z22 = z22z
∗
11, z
∗
21z22 = q
2z22z
∗
21,
z∗21z21 = q
2z21z
∗
21 − (1− q
2)z22z
∗
22 + (1− q
2),
z∗22z22 = q
4z22z
∗
22 + 1− q
4.
Remark 1 To make this definition more symmetric, one may introduce an additional generator z12
together with the relation z12 = qz21.
Let us obtain a list of all irreducible ∗-representations of Pol(Matsym2 )q by bounded operators in
a Hilbert space. For that we use the standard technique of analysing the spectrum of a commutative
subalgebra and the related dynamical system [3].
It follows from the commutation relations that z21z
∗
21, z22z
∗
22 form a commutative subalgebra in
Pol(Matsym2 )q. Moreover, one can compute that for (a, b) = (2, 1) or (a, b) = (2, 2) and each (c, d)
zabz
∗
abzcd = zcdF
d
b (z21z
∗
21, z22z
∗
22),
where
F1(x1, x2) = (F
1
1 , F
2
1 ) = (q
2x1 − (1− q
2)x2 + 1− q
2, x2),
F2(x1, x2) = (F
1
2 , F
2
2 ) = (q
4x1, q
4x2 + 1− q
4).
Let us denote by F the action of Z2 on R2 induced by these functions. The corresponding orbits are
Ωx1,x2 = {(q
2mq4nx1 − q
4n(1− q2m)(x2 − 1), q
4nx2 + 1− q
4n)|m,n ∈ Z}.
Let pi be an irreducible ∗-representation of Pol(Matsym2 )q in a Hilbert space H by bounded oper-
ators. Denote by E the resolution of identity for the commutative system pi(z21z
∗
21), pi(z22z
∗
22). One
can prove similarly to Lemma 1 of [7] that
Lemma 1 There exist x1, x2 ∈ R+ such that E(Ωx1,x2) = I.
2
Proof. Let us sketch the proof. If a subset ∆ ⊂ R2 is invariant under F then it induces a subspace
E(∆) ⊂ H, which is invariant under piz21 , piz∗21 , piz22 , piz∗22 . Moreover, since
(z21z
∗
21)z11 = z11z21z
∗
21 + q(q
2 − q−2)z221z
∗
22,
(z22z
∗
22)z11 = z11z22z
∗
22 − q(q
2 − q−2)z221z
∗
22,
E(∆) is invariant under pi(z11), pi(z
∗
11) either. Thus E is ergodic with respect to the dynamical system
generated by the F -action. This action is one-to-one and there exists a Borel set which meets every
orbit Ωx1,x2 in a single point. Thus we have the statement of the lemma. 
Now let us prove the following
Theorem 1 Each irreducible ∗-representation of Pol(Matsym2 )q by bounded operators in a Hilbert space
is unitary equivalent to a representation from the following list
1. A two-parameter series of representations in C
pi
(1)
φ,ψ(z11) = e
iψ,
pi
(1)
φ,ψ(z21) = 0, pi
(1)
φ,ψ(z22) = e
iφ, ψ, φ ∈ R/2piZ,
2. A one-parameter series of representations in l2(Z+)
pi
(2)
φ (z11)ek = q
−1
√
1− q4k+4ek+1,
pi
(2)
φ (z21)ek = 0, pi
(2)
φ (z22)ek = e
iφek, k ∈ Z+, φ ∈ R/2piZ,
3. A one-parameter series of representations in l2(Z+)
pi
(3)
φ
(z11)ek = −q
−1
√
1− q4kek−1,
pi
(3)
φ (z21)ek = q
2keiφek,
pi
(3)
φ (z22)ek =
√
1− q4k+4ek+1, k ∈ Z+, φ ∈ R/2piZ.
4. A one-parameter series of representations in l2(Z+)
⊗2
pi
(4)
φ (z11)ek,l = q
2keiφek,l − q
−1
√
(1− q4l)(1− q2k+2)(1− q2k+4)ek+2,l−1,
pi
(4)
φ
(z21)ek,l = q
2l
√
1− q2k+2ek+1,l,
pi
(4)
φ (z22)ek,l =
√
1− q4l+4ek,l+1, k, l ∈ Z+, φ ∈ R/2piZ,
5. A representation in l2(Z+)
⊗3
pi(5)(z11)ek,l,m = q
2l
√
1− q4m+4ek,l,m+1 − q
−1
√
(1− q4k)(1− q2l+2)(1 − q2l+4)ek−1,l+2,m,
pi(5)(z21)ek,l,m = q
2k
√
1− q2l+2ek,l+1,m,
pi(5)(z22)ek,l,m =
√
1− q4k+4ek+1,l,m, k, l,m ∈ Z+.
Proof. It remains to analyze which orbits Ωx1,x2 lead to irreducible representations by bounded op-
erators in a Hilbert space. An argument quite similar to those from [7] proves that only Ω0,0,Ω1,0,Ω0,1
give bounded operators. Let us consider these cases one by one.
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Denote by σ the joint spectrum of pi(z21z
∗
21), pi(z22z
∗
22). Let σ ⊂ Ω0,1. One can easily show that
pi(z21) = 0, pi(z22) = e
iφid. Now for the remaining generator z11 we have
pi(z∗11)pi(z11) = q
4pi(z11)pi(z
∗
11) + q
−2 − q2.
This relation (after renormalization) leads to the standard one-dimensional q-oscillator algebra. For
this algebra irreducible ∗-representations by bounded operators in a Hilbert space are well known
(see, for example, [3, Section 1.4]). The list of representations consists of an infinite-dimensional
representation in l2(Z+) and a series of one-dimensional representations. Thus we obtain the series
pi
(1)
φ,ψ and pi
(2)
φ .
Let σ ⊂ Ω1,0 = {(q
4n, 1− q4n)|n ∈ Z}. Put
Hn = {v ∈ H|pi(z21)pi(z
∗
21)v = q
4nv, pi(z22)pi(z
∗
22)v = (1− q
4n)v}.
Using the commutation relations, one can verify that pi(z21)(Hn) ⊂ Hn and pi(z22)(Hn) ⊂ Hn+1.
Denote by Pn the projection to Hn parallel to other eigenspaces. Since
(z21z
∗
21)z11 = z11(z21z
∗
21) + q(q
−2− q−2)z221z
∗
22,
one has that
pi(z11)Pn = Pnpi(z11)Pn + Pmpi(z11)Pn, m = n− 1.
Moreover,
Pn−1pi(z11)Pn = q
q2 − q−2
q4n−4(1− q4)
z221z
∗
22Pn = − q
3Pn−1z
2
21z
∗
22(1− pi(z22z
∗
22))
−1Pn.
Thus the action of pi(z11) splits into the sum of its diagonal part pi(z11)0 and the operator −q
3z221z
∗
22(1−
pi(z22z
∗
22))
−1. By explicit computations,
pi(z11)
∗
0pi(z11)0 = q
4pi(z11)0pi(z11)
∗
0.
Therefore, pi(z11)0 has to be zero operator. So the operator of representation pi(z11) is written by
means of pi(z21) and pi(z22), so we may not take it into account in our irreducibility considerations.
This yields that each Hn has to be irreducible under the action of pi(z21). Moreover, if we consider the
polar decomposition pi(z21) = UP , the same will hold for the unitary part U . On the other hand, U
commutes with pi(z22), pi(z22)
∗, thus it is just a scalar operator in H and each Hn is one-dimensional.
Now we may consider the linear span of the vectors pi(z22)
kv, v ∈ H0, and this gives us pi
(3)
φ .
Now let us consider the case σ ⊂ Ω0,0 = {(q
4n(1− q2m), 1 − q4n)|m,n ∈ Z}. Similarly, put
Hm,n = {v ∈ H|pi(z21)pi(z
∗
21)v = q
4n(1− q2m)v, pi(z22)pi(z
∗
22)v = (1− q
4n)v}.
Using the commutation relations, one can verify that pi(z21)(Hm,n) ⊂ Hm+1,n and pi(z22)(Hm,n) ⊂
Hm,n+1. Besides, pi(z11)(Hm,n) ⊂ Hm,n⊕Hm+2,n−1. In this case the diagonal part of pi(z11) quasicom-
mutes with all other generators and satisfies the following relation (here Pm,n denotes the projection
to Hm,n parallel to other eigenspaces):
pi(z11)
∗
0pi(z11)0Pm,n = q
4pi(z11)0pi(z11)
∗
0Pm,n + (1− q
4)q4m.
Thus pi(z11)0 satisfies the standard relation in H0,0 and the action of pi(z11)0, pi(z11)
∗
0 has to be simple
here. It leads to either the infinite dimensional representation of the q-oscillator algebra in H0,0 or
one of its one dimensional representations. On this way we obtain pi
(4)
φ
and pi(5) ∗-representations. 
Now we present a construction of ∗-representations of Pol(Matsym2 )q.
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It is well-known that D is a homogeneous space of the group U2 under the action
U : Z 7→ UZU t, U ∈ U2, Z ∈ D ⊂ Mat
sym
2 . (1)
Let us restrict ourselves by the SU2-action for a while. Consider the following ∗-homomorphism of
coaction
∆ : Pol(Matsym2 )q → Pol(Mat
sym
2 )q ⊗C[SU2]q,
∆(zjk) = z11 ⊗ t1jt1k + qz21 ⊗ t1jt2k + z21 ⊗ t2jt1k + z22 ⊗ t2jt2k.
This homomorphism is extensively used in our construction of ∗-representations of Pol(Matsym2 )q.
Now let us introduce the simplest representations of Pol(Matsym2 )q.
It is proved in [8] that for any quantum bounded symmetric domain D there exists a unique (up
to a unitary equivalence) irreducible ∗-representation of Pol(p)q by bounded operators in a Hilbert
space. The corresponding module is defined by a single generator v and the relations
z∗11v = z
∗
21v = z
∗
22v = 0.
This representation is called the Fock representation. Let us denote by F2 the Fock representation of
Pol(Matsym2 )q.
It follows from the commutation relations that one has the ∗-morhpism of algebras
pi1 : Pol(Mat
sym
2 )q → Pol(C)q2 , pi1
(
z11 qz21
z21 z22
)
7→
(
q−1z 0
0 1
)
.
Here the ∗-algebra Pol(C)t is defined by a single generator z and the well-known relation z
∗z =
t2zz∗+1− t2. This algebra naturally corresponds to the simplest bounded symmetric domain, namely
the unit disc {z ∈ C||z| < 1}.
Put F1 = T ◦pi1, where T is the Fock representation of Pol(C)q2 (again, the corresponding module
is defined by a generator v and the relation z∗v = 0).
Now we consider the ∗-morphism
F0 : Pol(Mat
sym
2 )q → C, F0
(
z11 qz21
z21 z22
)
7→
(
q−1 0
0 1
)
.
It is well-known (see [2]) that C[SU2]q possesses an infinite dimensional ∗-representation pi :
C[SU2]q → End(l2(Z+)) which in the standard basis {en}, n ∈ Z+ is defined as follows:
pi(t11)en =
√
1− q2nen−1, pi(t12)en = q
n+1en, (2)
pi(t21)en = −q
nen, pi(t22)en =
√
1− q2n+2en+1,
and the one-dimensional ∗-representation
ε : C[SU2]q → C, ε(tij) = δij . (3)
Now let us turn to a construction of ∗-representations. Let ρ1 be one of the simplest representations
of Pol(Matsym2 )q and ρ2 one of the simplest representations of C[SU2]q described above. We consider
representations of Pol(Matsym2 )q of the form (ρ1 ⊠ ρ2)∆ (we use the notation ⊠ since our factors are
representations of different algebras). Thus we get the following list:
1. (F2⊠pi)∆. One can show that this representation is reducible. Namely, it has a subrepresentation
isomorphic to F2.
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2. (F2 ⊠ ε)∆. It is the Fock representation itself.
3. (F1 ⊠ pi)∆. This representation has a natural realization in l2(Z+)
⊗2. Indeed, if we put v =
e0 ⊠ e0 ∈ l2(Z+)
⊗2 then the action of generators is defined as follows:
z11v = v,
(z11)
∗v = v, (z21)
∗v = (z22)
∗v = 0.
One can easily check that this representation is irreducible.
4. (F1 ⊠ ε)∆. This representation has a natural realization in l2(Z+). If we put v = e0 ∈ l2(Z+)
then the action of generators is defined as follows:
z21v = 0, z22v = v,
(z11)
∗v = 0, (z21)
∗v = 0, (z22)
∗v = v.
This representation is also irreducible.
5. (F0 ⊠ pi)∆. This representation admits a realization in l2(Z+). An easy calculation shows that
this representation is reducible. Namely, it contains two subrepresentations isomorphic to pi
(3)
0 .
6. (F0 ⊠ ε)∆. This one-dimensional representation is defined via
z11 = q
−1, z21v = 0, z22 = 1,
(z11)
∗ = q−1, (z21)
∗ = 0, (z22)
∗ = 1.
Now we can recall an additional parameter. Indeed, one has an action of the torus T2 in Matsym2
given also by (1). This action can be naturally transferred to representations of Pol(Matsym2 )q. Thus
we obtain the following list of ∗-representations of Pol(Matsym2 )q:
1. The vector space of the representation (F2⊠ ε)∆ is spanned by z
a
22z
b
21z
c
11v, a, b, c ∈ Z+. One can
introduce a scalar product and complete the vector space with respect to it. Thus we get pi(5)
from Theorem 1.
2. The one-parameter series of ∗-representations described as follows:
z11v = e
iψv,
(z11)
∗v = e−iψv, (z21)
∗v = (z22)
∗v = 0, ψ ∈ R/2piZ.
The vector space of this representation is spanned by za21z
b
22v, a, b ∈ Z+. After completion with
respect to suitable scalar product we get pi
(4)
ψ
from Theorem 1.
3. The one-parameter series of ∗-representations described as follows:
z21v = 0, z22v = e
iψv,
(z11)
∗v = 0, (z21)
∗v = 0, (z22)
∗v = e−iψv, ψ ∈ R/2piZ.
It is exactly the pi
(1)
φ series of representations (after a completion with respect to suitable scalar
product).
4. The one-parameter series of ∗-representations described as follows:
z21v = e
iφv,
(z11)
∗v = q−1e2iφz22v, (z21)
∗v = −e−iφv, (z22)
∗v = 0, φ,∈ R/2piZ.
This series can be obtained from (F0⊠pi)∆ by passing to a subrepresentations. After a suitable
completion, one would obtain pi
(3)
φ
.
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5. The two-parameter series pi
(2)
φ,ψ of ∗-representations described as follows:
z11 = q
−1eiφ, z21v = 0, z22 = e
iψ,
(z11)
∗ = q−1e−iφ, (z21)
∗ = 0, (z22)
∗ = e−iψ, ϕ, ψ ∈ R/2piZ.
3 Appendix. A construction of ∗-representations of Pol(Mat2)q
In this appendix we describe a list of irreducible ∗-representations of Pol(Mat2)q using our construc-
tions. This list was previously obtained by Vaksman, Sinel’shchikov and Shklyarov in [5] and by
Turowska in [7], where its completeness was proved.
Recall that Pol(Mat2)q can be defined in terms of generators z
1
1 , z
2
1 , z
1
2 , z
2
2 and the following rela-
tions:
zji z
l
k = qz
l
kz
j
i i = k& j 6= l or i 6= k& j = l,
z21z
1
2 = z
1
2z
2
1 ,
z11z
2
2 = z
2
2z
1
1 + (q − q
−1)z21z
1
2 ,
(z11)
∗z11 = q
2z11(z
1
1)
∗ − q2(q−2 − 1)(z12(z
1
2)
∗ + z21(z
2
1)
∗) + q2(q−2 − 1)2z22(z
2
2)
∗ + 1− q2,
(z11)
∗zji = qz
j
i (z
1
1)
∗ + (q − q−1)z22(z
j
i )
∗, (i, j) = (1, 2) or (i, j) = (2, 1),
(z11)
∗z22 = z
2
2(z
1
1)
∗,
(zji )
∗zji = q
2zji (z
j
i )
∗ − (1− q2)z22(z
2
2)
∗ + 1− q2, (i, j) = (1, 2) or (i, j) = (2, 1),
(z12)
∗z21 = z
2
1(z
1
2)
∗,
(z22)
∗zji = qz
j
i (z
2
2)
∗, (i, j) = (1, 2) or (i, j) = (2, 1),
(z22)
∗z22 = q
2z22(z
2
2)
∗ + 1− q2.
Let us consider the ∗-homomorphism of coaction
D : Pol(Mat2)q → Pol(Mat2)q ⊗ C[SU2 × SU2]q, D(z
i
j) =
∑
zab ⊗ tbj ⊗ tai.
Recall that this coaction corresponds to well known left-right action of SU2 × SU2 in Mat2
(A,D) : Z 7→ AZD−1, A,D ∈ SU2, Z ∈ Mat2. (4)
Our construction involves only the representations obtained through D.
Let us introduce the simplest known ∗-representations of Pol(Mat2)q.
Firstly, one has the Fock representation F2 of Pol(Mat2)q (i.e. a faithfull irreducible ∗-
representation by bounded operators in a Hilbert space, see [6]). The corresponding module is defined
by a single generator v and the relations
(zji )
∗v = 0, i, j = 1, 2.
By obvious reasons, one has the ∗-morphism of algebras
pi1 : Pol(Mat2)q → Pol(C)q, pi1
(
z11 z
2
1
z12 z
2
2
)
7→
(
q−1z 0
0 1
)
.
Now let F1 = T ◦ pi1 be the second simplest representation of Pol(Mat2)q (here T is the Fock
representation of Pol(C)q).
Thirdly, define the ∗-homomorphism
F0 : Pol(Mat2)q → C, F0
(
z11 z
2
1
z12 z
2
2
)
7→
(
q−1 0
0 1
)
.
Now, using the standard representations of C[SU2]q (2)-(3), we get the following list:
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1. (F2 ⊠ pi ⊠ pi)D.
2. (F2 ⊠ pi ⊠ ε)D or (F2 ⊠ ε⊠ pi)D.
3. (F2 ⊠ ε⊠ ε)D. It is isomorphic to the Fock representation of Pol(Mat2)q itself.
4. (F1 ⊠ pi ⊠ pi)D. It has a natural realization l2(Z+)
⊗3. Put v = e0 ⊠ e0 ⊠ e0 then one has
z11v = v,
(z11)
∗v = v, (z21)
∗v = (z12)
∗v = (z22)
∗v = 0.
5. (F1 ⊠ pi ⊠ ε)D or (F1 ⊠ ε ⊠ pi)D. These representations can be realized in l2(Z+)
⊗2 as follows:
v = e0 ⊠ e0 and
z11v = 0, z
1
2v = v,
(z11)
∗v = 0, (z21)
∗v = 0, (z12)
∗v = v, (z22)
∗v = 0.
or
z11v = 0, z
1
2v = v,
(z11)
∗v = 0, (z21)
∗v = 0, (z12)
∗v = v, (z22)
∗v = 0.
6. (F1 ⊠ ε⊠ ε)D. It admits a natural realization in l2(Z+): put v = e0, then one has
z21v = 0, z
1
2v = 0, z
2
2v = v,
(z11)
∗v = 0, (z21)
∗v = 0, (z12)
∗v = 0, (z22)
∗v = v.
7. (F0 ⊠ pi ⊠ pi)D.
8. (F0⊠pi⊠ε)D or (F0⊠ε⊠pi)D. These representations are isomorphic and have natural realizations
in l2(Z+): put v = e0 then one has
z11v = 0, z
2
1v = v, z
1
2v = v,
(z11)
∗v = −q−1z22v, (z
2
1)
∗v = v, (z12)
∗v = v, (z22)
∗v = 0.
9. (F0 ⊠ ε⊠ εD. This one-dimensional representation is defined by the following:
z11 = q
−1, z21 = 0, z
1
2v = 0, z
2
2 = 1,
(z11)
∗ = q−1, (z21)
∗ = 0, (z12)
∗ = 0, (z22)
∗ = 1.
One can verify that the cases 1,2, and 7 give reducible representations. Indeed, in the first two
cases the representations have a subrepresentation equivalent to the Fock representation. An explicit
calculations in the seventh case shows that this representation have subrepresentations equivalent to
ρφ,pi−φ, φ ∈ [0, 2pi) (see the defining relations below). Namely, one can directly check that (z
2
2)
∗ has
a countably dimensional kernel, (z12)
∗ = −z21 and they both preserve Ker(z
2
2)
∗. Moreover, for any
φ ∈ [0, 2pi) there exists v ∈ Ker(z22)
∗ such that z12v = e
iφv.
In all other cases the representations are irreducible.
Similar to the case of quantum symmetric matrices, we can recall the action of the torus T4 in
D ⊂ Mat2 which corresponds to (4). Thus we obtain the following list of irreducible ∗-representations
of Pol(Mat2)q (here I use the notation of L. Turowska):
1. A faithfull representation ρ of Pol(Mat2)q in l2(Z+)
⊗4. This representation can be obtained from
(F2 ⊠ ε⊠ ε)D by completion with respect to a suitable scalar product.
2. A one-parameter series of ∗-representations ρˇφ, φ ∈ [0, 2pi) in l2(Z+)
⊗3. These representations
can be obtained from (F1 ⊠ pi ⊠ pi)D by completion.
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3. Two one-parameter series of ∗-representations ρ
(1)
φ and ρ
(2)
φ , φ ∈ [0, 2pi) in l2(Z+)
⊗2. These
representations can be obtained from (F2 ⊠ pi ⊠ ε)D or (F2 ⊠ ε⊠ pi)D by completion.
4. A one-parameter series of ∗-representations piφ, φ ∈ [0, 2pi) in l2(Z+). These representations can
be obtained from (F1 ⊠ ε⊠ ε)D by completion.
5. A two-parameter series of ∗-representations ρφ1,φ2 , φ1, φ2 ∈ [0, 2pi) in l2(Z+). These representa-
tions can be obtained from (F0 ⊠ pi ⊠ ε)D by completion.
6. A two-parameter series of one dimensional ∗-representations ξφ1,φ2 , φ1, φ2 ∈ [0, 2pi).
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