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The problem of selling a commodity optimally at one of n successive time instants leads to the 
optimal stopping problem for the finite sequence ( (n - j ) tS j ) t~ j~, ,  where Sj = L i t+- - -+ U~, 
U1, U2,. .  • are i.i.d., E (U l )  = 0 and E( U 2) = 1. The optimal stopping time rn is seen to be of the 
form z. = inf{j l j  = n or j < n, Sj i i c t -> cj,,,}, where cj, l > .  • • > . - l . .  = 0 satisfy n-l/2cJ.. ~ at(1 - t) 1/2, 
if n ~ co, j~ n + t ~ [0, 1 ]. a t > 0 is the solution of the equation 
d 2t+2 d2t+l 
dx21+2 (t~/t~)(t:z) = (ff + Ol~ -1) ~ ((~/~))(Ot). 
I --3/2. I 1)1. vl For the value v. we have n , , .~  is explicitly computed. In the normal case we also 
obtain results on the speed of convergence of n-W2, a and _-3/2. 
"" - j ,n  f l  U n . 
optimal stopping * salesman problem * finite horizon 
Introduction and statement of results 
A commodity has to be sold at one of the successive time instants 1, 2 , . . . ,  n. The 
task of the salesman is to catch his best chance and do the business at a time when 
a high price can be made. This price is assumed to change from one epoch to 
another according to the rule Pj = P j -1  -{- Sj "~- Yj, where Pj is the price at time j, Sj 
is the trend of price fluctuation at t imej - 1 and ( Yj)j~ is a sequence of i.i.d, random 
variables describing additional random influences. It will be supposed that the trend 
is additive in the sense that Sj = U1 +" "+ Uj for a sequence (Uj) j~ of i.i.d, random 
variables. Thus the trend at epoch j differs from that at epoch j -  1 by a random 
quantity Uj which is independent of the past. Finally let (Uj) j~ be independent of 
( Yj)j~ and 
E( U,)= E( Y~)=O, E(U2) = 0-2~ (0, oo). 
Without restriction of generality we assume o-2= 1. The problem then is to find a 
stopping time r, l<~r<~n, relative to the finite sequence of o--algebras 
(o-( II1, U1, • • •, Yj, Uj))I~j,~,, which maximizes E(P~) among all such stopping times. 
It is obvious that, for each j ~ {1, . . . ,  n}, 
J J J 
P j=Po  + E S ,+ E Y~=Po+jS j  - • [ ( i -1 )U , -Y~] .  
i=1 i=1 i=1 
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Since the variables ( i -1 )U i -Y~ are independent and all have mean 0, Wald's 
lemma implies that 
E [ ( i -1 )U i -Y~]  =0 for each stopping time r<~n. i 1 
Thus we only have to stop the sequence (jSj)~<_j<_, optimally. 
It is one of the major concrete problems of optimal stopping theory to determine 
an optimal stopping time and the value of (ajSj) j~ for a given sequence (aj)j~N of 
constants. The main work has been done for aj = I / j ;  see [9], where many references 
are given. For other sequences of  constants we mention [6], [8], [12] and [13]. The 
asymptotic behavior of explicit solutions is treated in [10] and [15]-[17]. 
Although there is an extensive literature on optimal stopping problems for sums 
of i.i.d, random variables, the case of a bounded horizon, as in our situation, where 
aj = 0 for j > n, apparently has not been studied in detail. We shall treat a slight 
generalization of the above "salesman problem" by looking at the sequence 
(aj, nSj)l~j~n, where aj,. = (n _ j ) l  for some fixed I rN .  For I=  1 we clearly arrive at 
our original problem, if all Uj are multipl ied by -1.  
Let us sketch our main results. First we shall show that under some monotonicity 
conditions on (a j , , )~j~,  which are satisfied in our case the stopping time 
rn = in f{ j~ > 1] j=n or S j~cm, j<n } (1.1) 
is optimal for certain constants c1,, > c2,, > • • • > c,-1,, = 0. For aj,, = (n _j)t we 
denote the corresponding optimal threshold constants by c J;,. These constants are 
seen to satisfy the asymptotic relation 
lim n-1/2c].n = t i t ( l - t )  1/2, 0<~ t<~ 1, (1.2) 
/'1 --> OO 
j/n~t 
where a~ > 0 is the unique solution of the transcendental equation 
d2l+2 (~)  /d2 '+ l  (~)  
dx2/+2 (a) / /  d-~--}"~l (a)  = a -+- ~- ' .  (1.3) 
Here, as usual ~b(x) := (2~) -1/2 e -x2/2 and @(x) := J~-oo ~b(t) dt are the density resp. 
distribution function of N(0,  1). We have, e.g., 
c~1 = 0.63883 . . . ,  a2 = 0.47572 . . . .  (1.4) 
Let vl,: = sup{E( (n - r )~S, ) ]  ~-~ C,}, where C, is the class of all stopping times ~" 
with respect o (Sj)j,N for which 1 ~ ~'~ n. The asymptotic behavior of this payoff, 
which in the case l = 1 is the maximal realizable xpected price, is given by 
lim -3 /2 .  l n v, = (2"rr) - ' /2 
• = D 1. 
In particular, 
t~ (~ l )  dx  2/+1 (a l )  dx2J+l (0) (1.5) 
v I = 0 .213154. . . ,  v 2 = 0.164699 . . . .  (1.6) 
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(1.3) and (1.6) are proved in Theorem 2 and in I I I  by a passage from our discrete 
time problem to its continuous analogue for the Brownian motion process. 
Finally let l = 1 and assume that the trend fluctuations Uj are normally distributed. 
1 Then the maximal expected gain v, := v, from selling the commodity satisfies 
O< - 21/2al -3 /2  1 
~n u n 7r a/z((a 3 + 3 a~)~(a~) + (a 2 + 2)4)(a,))  
~< c~ 1 (2"n')- 1/2(4)(0e,) + c~,~(aa))- '  n- i ,  (1.7) 
and the convergence in (1.5) is of order 1/n. We can also give an estimate for the 
speed of convergence of the threshold values in (1.2). Our final theorem yields 
0~a~ 1-  -n  %;, 
(a  3 + 3 a , )~(a l )  + (a ~ + 2)4)(a,)~ 
3(a ,~(a , )  + 4)(a,)) / 
1/2 
n 0 1 as n- j - -> oo. 
(1.8) 
If  n-->oo andj /n- -> t~[0 ,  1), it follows from (1.8) that 
j )  l/2 _-1/2_1 = 
al 1-- - -n , .s , , , -An -~/2 O(n -~) as n~,  (1.9) 
where A is given in (1.8). Especially we obtain for each t e [0, 1) the relation 
c~,,t].,,=oq 1 -  n l /2 -A+O(n  -1/2) as n-->~ (1.10) 
where A = i.0028 . . . .  
2. Opt ima l  S topp ing  fo r  ( (n  " 
We retain the notation introduced in L Let al, n > a2, n > ' ' '  > a,,,,, = 0 be real 
numbers such that for each fixed k ~ {1 , . . . ,  n -1}  the sequence (aj+k,,,/aj,,,)~j~,,-k 
is strictly monotone decreasing. Our first theorem gives the structure of the optimal 
stopping time for (aj,,Sj)l~j~,. 
Theorem 1. There are constants cl.n > c2., > • • • > c , _1 . ,  = 0 such that 
• , := inf{j s N [j = n or j < n. Sj I> cj., } 
is an optimal stopping time for  (aj.,Sj)l_<j<_,. 
(2.1) 
Proof .  Let for x ~ R, j < n - 1 
£,.(x) := sup  - '  a j,,, E (aj+~.,,,x + a j+~.,,, S,.). 
"r ~ C n_ j  
(2.2) 
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By standard backward induction, an optimal stopping time is given by the rule 
"stop if Sj >~fz.(Sj)". fj.. is convex (as the supremum of a family of straight lines) 
with slope bounded by -1 aj.,,aj+~.,,< 1, and clearly fj,.(O)>O. Thus there is exactly 
one positive root cj.. off j . .(x) = x, j < n - 1. This proves the optimality of z.. 
To compute fj..(x), we can restrict our attention to stopping times re  C._j for 
which x+ ST > 0 or ~" = n- - j  (otherwise waiting up to n - j  would at least be no 
loss). If such a ~" ~ C~_~ gives the supremum in (2.2), clearly ~" ~ C,-j+I and, by the 
assumptions on (aj,,)~_<j_<~, we obtain, for x t> 0, 
E(a]-11,.aj_l+.~,,,(x + S.)) > E(a~,,2aj+~.,,,(x + S.~)) 
so that 
f j , . (x)<fj_ l . . (x) ,  x~>0, 2~<j<n-1 .  (2.3) 
Hence cj,. is strictly monotone decreasing• 
1 Note that for aj,. := (n _ j ) t  the conditions of Theorem 1 are satisfied• Let c1,. > 
I • • • > c._1,. = 0 be the corresponding "threshold values" as in Theorem 1. To derive 
I the asymptotic behavior of vtn and %. we define the C[0, 1]-valued stochastic 
process X~ ") by setting So := 0 and 
X~")(t): = 1 -  n-1/2Sj, t=j /n ,  O~j~n,  (2.4) 
and linearly interpolating on intervals (j/n, (j+ 1)/n). Donsker's invariance prin- 
ciple then yields 
D 
(Xl")(t))o~t<~l ((1-t)tX(t))o~t~l, (2•5) 
where X = (X(t))o~_,~_~ is a standard Brownian motion starting at 0. Therefore one 
can expect convergence of our discrete optimal stopping problem to the analogous 
problem for Brownian motion. This approach as been repeatedly applied to related 
stopping problems (see, e.g., [10], [14], [15], [16]) and turns out to be successful 
in our situation, too. Presumably one could use the technique of [17], but we prefer 
to rely on an auxiliary result on Brownian motion. 
Let c, cn "[0, 1]-~ [0, oo] be monotone decreasing functions which are continuous 
from the right such that c.(t)~ c(t), as n-~ oo, if t is a continuity point of c. 
Let, for x ~ C[0, 1] and n ~ t~, 
~-n(x):=inf{t>-Olt = 1 or x(t)>-c.(t)}, (2.6) 
~'(x) := inf(t I> 0It = 1 or x(t) >1 c(t)}. (2•7) 
Further let Ilxll :=sup{lx(t)llt ~[0, 1]} and 
B := {x ~ C[0, 111 r(x) < 1 and 
sup{x(t) - c(t) l t ~ [z(x), r(x) + e]} > 0 for all e > 0}. 
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Lemma 1. Let x ~ B and x, ~ C[O, 1] such that [Ix -x,, l[ ''> O, as n --> 00. Then z , (x , )  --> 
r(X), as n~oo.  
The proof of this lemma is routine and therefore omitted. Let W, be the distribution 
of Y(") in C[O, 1], where 
Y(" ) ( t )=n-~/E(As j+(1-A)S j÷I )  if t=n- ] ( j+ l -A )~[O,  1], O<~A~<I. 
(2.8) 
Lemma 2. For all e > 0, 
> o (n--> ~). (2.9) 
Proof. Let W be the Wiener measure on C[0, 1]. It follows from Lemma 1 that 
W{x ~ C[O, 1] [ :Ix,, ~ C[O, 1]: Ilx,, -xll-->o and o} 
<~ W(C[0, 1]\B) 
=0. 
By Theorem 5.5. of Billingsley [2, p. 33/34] the distribution of ]z , -  r t under W, 
converges weakly to the point mass at 0. This implies (2.9). 
In III we shall show that for the stopping problem for ( (1-t)tX(t))o,t~l  the 
stopping time 
o" := inf{t i> 0[ t = 1 or t < 1, X( t )  >>- at(1 - t) ]/2} (2.10) 
is optimal, where at > 0 is some constant given as the unique solution of (3.7). Up 
to null sets there is only one optimal stopping time. The payoff v t of cr is given by 
fl(0, 0), where f l  is defined by (3.8): 
/9t=(2~)_1/2 at d21+l (~) ]--1 d21+l (~) 
~b(at) dx 2t+1 (at) dx2t+~ (0). (2.11) 
I Using these results we can now derive asymptotic formulas for vJ, and c j,,. 
Theorem 2 
--3/2 I . ~1 O0),  
f l  t~n "* ( r / - -> 
-1 /2  _1 . n cj,. - ,  az(1 - t) 1/2 (n~oo,  j /n -~ t). (2.13) 
Proof. By a standard Brownian embedding technique (see, e.g., [3, p. 279]), there 
exists a probability space on which a Brownian motion X = (X(t))o~,~l and stochas- 
tic processes ~'~") = (3(~")(t))o~,~1 are defined such that X~') has the same distribu- 
tion as ((1-n-l[nt])ln-1/2S[,q)o<~.~ and
sup [ (1 - t ) iX( t ) - f (~") ( t ) [ -~O a.s., 
O~t~l  
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t i f j /n<~t<( j+ l ) /n ,c  t if n ~ ~ sufficiently fast. Let c~,(t):= cj.,; o., := -1. Obviously, 
-1  o-,:=inf{t ~>0[ t = 1 ort<l,f(~")(t)>~c~,(t)} (2.14) 
" (n) -1 --3/21)1 is an optimal stopping time for X~"), the value being E(X~ (or,)) = n ,. Now 
we modify ~'I ") on all intervals (fin, (j+ 1)/n), O<~j ~< n - 1, by linear interpolation 
between f(l")(j/n) and f(l")((j+ 1)/n). Call the resulting process XI ") and define 
, . ,  - ,  , 
o-. in the same way as or. with replaced by Note that 0<~ o-. -  or. ~ 1/n and 
E(llX")-ff'")ll)<~n-'/ZE(lmax " (1 - j )  S j - (1  j -1)n Sj_, ) 
=n-' /ZE(max I (1 - J ) t (S j -S j_ , )  
+((, (1 ,i) 
n-'/2E( max lull) 
l<~j<~n 
n-'/ZE( max IU j I )+ In -3 /2E(  max lSjl) 
l<~j<~n l<~j<~n 
~0 as n~cx3. 
It is thus easily seen that 
-3 /2 .  I n v , -  E(X(")(~rl,)) ~ 0 as n ~ co. (2.15) 
Now suppose that c~,,(t) converges to some right-continuous, monotone decreasing 
function c(t), say, at all continuity points t of c, as ni ~ ~. Let 
zc:=inf{t>~O[t=l or t<l,X(t)>-c(t)}. 
We shall show that 
E(Xl")(o't.,)) ~ E((1-wc)tX(zc)) as i~oo. (2.16) 
To see this, use the notations of the Lemmas 1 and 2 and set 
ht(x):=(1-~(x))tx(~'(x)), ht.(x):=(1-w.(x))tx(z,,(x)), x~ C[0, 1]. 
By Lemma 1, h and h. are W-almost surely continuous on C[0, 1]. We have 
- E( (1 -  zc)'X(~-~))[ 
<~[E(ht,,,(Y("')))-E(h'(Y("')))I+IE(ht(Y("')))-E(ht(X))I . (2.17) 
It is easily verified that (ht(Y(",))) i~ 1 is uniformly integrable. Thus, by the invariance 
principle, the second term at the right-hand side of (2.17) tends to 0, as i~  oo. The 
first term also converges to 0, since, by Lemma 2, W,,{lht_ hi] > e} ~ 0 ( i~  ~) for 
all e > 0 and (h/,,,( Y(",)))i~l is also uniformly integrable. 
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By the remarks prior to this theorem E((1 - rc)tX(rc)) is maximal, if and only if 
c(t) = cl(t):= ¢~1(1- t) 1/2, 0<~ t< 1. Assume that c~ c t. Then, by (2.15) and (2.16), 
-3/2., _.>E((1 rc)X(%))<v'. (2.18) n i  Un i 
But for cT':=inf{t~>0]t = 1 or t< 1, fil")(t)>~cl(t)} we get 
n-3/2 E "(,,) ~, 121 (X, ( r.))+ as n-~oo, (2.19) 
t < n--3/21Zii~.r(ni){,.~.! ~'~ by the above arguments. Thus v,, ,--v- ~ w,,,J) for large i contradicting the 
definition of  vt,,. 
_ - -3 /2 .  1 It follows that c~.(t)+ cl(t), O~ < t ~< 1, and ,, v. + v ~, as claimed. 
3. The continuous time analogue 
The results of Section 2 show that in order to elucidate the asymptotics of our 
optimal stopping problem we have to consider the following continuous time 
problem: Let X=(X(t))o<~,<~l be a one-dimensional standard Brownian motion 
with variable starting point X(0)  = x, and C be the set of all stopping times r <~ 1 
relative to X. We have to determine a r~ ~ C such that 
vt: = E((1-rl)tX(r,))=sup E((1-r)'X(r)) (3.1) 
r~C 
and to compute v t. 
Somewhat more generally, let, for fixed I ~ t~, 
f'(x, t):= sup E((1-r)tX(r)]X(t)=x), x~R, t~[0, 1]. (3.2) 
t~r~l  
We shall calculate ft(x, t) and the essentially unique stopping time for which the 





E((1 - t-cr)'X(cr)lX(O)= x)
= (x  (o-)/v'-~) I x (o)/v'-d = xlV'-~ 
O~o'~l - - t  O~ 
=( l - t )  1+(1/2> sup E((1-r)tX(r)lX(O)=x(1-t)-I/2). (3.3) 
O~r~l  
(The last equation follows from the fact that s+X(as)/v/-d is again Brownian 
motion and by setting a = 1 - t.) Hence, 
fl(x,t)=(1-t)'+tl/E)ft(x(1-t)-l/2,0), t~ [0, 1). (3.4) 
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Let 
S:= {(x, t )~ax[0 ,  1lift(x, t )= (1- t ) tx} 
= {(x, t)~ a x [0, 1]l t= 1 or t < 1 , f (x (1 -  t) -1/2, 0)= x(1 -  t)-1/2}. 
(3.5) 
Then the theory of optimal stopping ([ 11]) implies that rl := inf'{ t I> 0I (X (t), t) ~ S} 
is an optimal stopping time. 
Theorem 3 
% = inf{t I> Olt = 1 or t < 1, X(t)  >- a~(1 - t)1/2}. (3.6) 
a~ > 0 is the unique solution of the equation 
d2/+2 /F  d21+1 
rt is (almost surely) the only optimal stopping time. The expected payoff is given by 
,,_, ]-, d.,., ro x,  
fl(x,O)-~(~j)Ld-~-~-~ (at) ~(X) dx~+~\~(x)l , x<~a~, (3.8) 
f (x ,O)=x,  x>a, .  (3.9) 
In the proof of Theorem 3 we shall apply the following result which we state in 
a more general form. Let 0(x, t) be a continuous function on R x [0, 1] such that 
@,o, and @~ exist and are continuous. Further assume that for some K, L > 0 
max[l@(x, t)l, I~,,(x, t)l, I@~,(x, t)l]<~ K e L. (3.10) 
In our case we have tp(x, t) = (1 - t)lx. Let 
f(x, t):= sup E(~b(X(~'), ¢ ) lX ( t )=x) ,  
t~ .~ l  
S:= {(x, t )~R × [0, 1] If(x, t) = O(x, t)}, 
T:= {(x, t )~Rx [0, 1] 1½~(x, t )+ @,(x, t)<~ 0}. 
Theorem 4. S is closed, S ~ T, and each connected component of S ¢ contains a connected 
component of T ¢. 
Proof. Fix (x, t) e R x [0, 1], e > 0; let W = ( W(t)),~o be a Brownian motion starting 
, at 0 and let cr~ be a stopping time relative to W such that O'x ~ 1 - t and f(x, t) = 
E(O(x+W(cr~),t+tr~)). By (3.10) there is a K>0 such that for F := 
{SUpo,,,,llx+ W(u) I>K} we have 
E( sup I~(y+W(u) ,s ) l l~)<e i f l x -y l< l .  
O~u,s~l  
Since ~ is continuous, there is a 8 > 0 such that 
I~(£ ,~-O(y ,s ) l<e  i f l / ' - s l<8,  I£ -y l<6,  ]£l<~g. 
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~t  o~ t Now let (y, s) ~ R x [0, 1] such that Jx -Yl < 8 ^  1, is - tl < & Define o-~ .- o-~ ^  (1 - s). 
Then 
f(x, t) - f(y,  s)<~ E(lO(x + W(o"~), t+o '~) -  ~b(y+ W(~t~),s+tT-~)JlF) 
+E( lO(x+ W(o'tx, t+tr'x)-O(y+ w(or'x), s + ~'~)1 l~c) 
<~2e+e. (3.11) 
Interchanging the role of (x, t) and (y, s) we conclude that f is continuous. Hence 
S is closed. 
Now suppose (x, t)~ S. let Y(s) := O(X(s), s). Then by Ito's transformation 
formula 
so that 
dY(s)=[½~,x~(X(s), s)+ O,(X(s), s)] ds+ ~bx(X(s), s) dX(s) ,  
0>t s-l[E(d/(X(t + s), t + s ) lX ( t )= x)-O(x, t)] 
= s - I [E (  Y(t + s ) lX  (t) = x ) -  E (Y ( t ) lX ( t )  = x)] 
=E s -1 [½¢, ,~(X(v ) ,v )+¢, , (X (v ) ,v ) ]dv JX( t ) - -x .  
. I t  
(3.12) 
By (3.10), the r ight-hand side converges to ½Oxx(X, t) + tp,(x, t), as s$0. Thus (x, t) ~ T. 
We have proved S c T. To show the last assertion, suppose on the contrary that 
A ~ 0 is a connected component of S ¢ such that A c T, i.e. ½Oxx + ~, ~< 0 on A. Fix 
an arbitrary (Xo, to)e A and set o-:= inf{s I> tol X(s)~ A}. Again applying Ito's for- 
mula we obtain 
f(Xo, to) = E(f(X(tr), o')1X(to)= Xo) 
= E(~,(X(~r) ,  o~) I X(to)  = Xo) 




[½~,~x(X(s), S)+ ~,,(X(s), s)] ds) + ~,(Xo, to) 
<~ 0(Xo, to); (3.13) 
(the inequality follows, since ~,xx+~,t~<0 on A and (X(s), s)~A for to<<-s<~ tr). 
However, f(Xo, to)> q(Xo, to), because (Xo, to)~ A. This contradiction shows that 
A n T c ~ I~, as claimed. 
Proof of Theorem 3. By (3.5), S is a union of sets of the form {(x, t) ~ R x [0, 1]Ix = 
/3(1-t)1/2}=: S~; since T={(x,  t )~Rx[0 ,  1]lx~>0}, S~cS ° for /3<0. As T ¢ is 
connected, it follows from Theorem 4 that S c is connected. It is now easily seen 
that S is of the form 
S = {(x, t) ~ R x [0, 1 ] Ix >I at(1 - t)1/2}. (3.14) 
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We now use the "principle of smooth fit" familiar for this type of problem ([5]). 
By [4], f~(x, t) is parabolic in the continuation region, i.e. 
~f~x+fl~ =0 on S c. (3.15) 
Since ft  is continuous, we have 
f'(x, t)=(1-t)tx, (x, t)coS. (3.16) 
By (3.14), S c has a regular boundary so that, by [1], 
f~(x, t ) :  a --x((1-t)lx)=(1-t) t, (x, t)~OS. (3.17) 
Let h(x):=fl(x, 0). By (3.4), (3.15) can be translated into an ordinary differential 
equation for h. We obtain 
h"(x)+xh'(x)-(21+l)h(x) =0, x<~ a~. (3.18) 
(3.16) and (3.17) yield the boundary conditions 
h(at)=at, (3.19) 
h'(at)= 1. (3.20) 
Furthermore, it is clear from the definition of f that 
lim h(x) =0. (3.21) 
X---~ --O~3 
(3.18) is a form of Weber's differential equation; the general solution is given by 
h(x)=e-X2/2dx21+1 , X~Oll (3.22) 
t, O0  
where a, b are constants (see [7, p. 414]). From (3.21) we can conclude that b =0. 
Thus we have, for some constant at, 
d2l+l 
h(x)=atqb(x)~[~(x)/qb(x)],  x<<-at. (3.23) 
at and al are the unique pair of solutions of the equations 
ad, b (a )~ (a )= a, (3.24) 
a4,(, )Ld- Si72 = 1 (3.25) 
into which (3.19) and (3.20) can be transformed. The uniqueness of at and c~t can 
be seen as follows: h is increasing and strictly convex, because 
h (x )= sup [xE((1-r)'lX(O)=O)+E((1-r)'X(r)lX(O)=O)], 
O~r~l 
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and h is nowhere l inear by (3.23). From the construction the existence of a pair 
(a, c~) satisfying (3.24) and (3.25) is clear. Denote the right-hand side of (3.23) by 
ha to indicate the dependence on a. Assume that (ti, j )  is a second pair such that 
ha(t~) = a, h'(c~) = 1. 
Clearly ti ~ a. Let, e.g., ti > a. Then also J > o~; but 
h'(c~) > h'(t~) > 1, 
and we arrive at a contradiction. We have proved that r~ is of the form (3.6) with 
al given by (3.7). Also (3.8) follows from (3.23)-(3.25). 
We finally have to show that r~ is almost surely the only optimal stopping time, 
using an argument due to Shepp [10, p. 1005]: First we remark that r~ is minimal 
in the sense that if r is also optimal, we have P(r~ ~< r) = 1 [11, p. 141]. Let X(0)  = 0. 
Then 
h(x )= sup E((1-'r)'(X('r)+x)). 
0~<~-~I 
Taking into account the strong Markov property, it suffices to prove that this 
supremum is for x > al only attained for ~', if P(~-= 0)= I. So assume that r is 
optimal and P (~ '>0)>0.  Then x = h(x) = E( ( l -  ~-)t(X(~-)+x)). The right-hand 
side (as a function of x) has the slope E ( ( l  - ~-)~) < l, while h'(x) = I. Thus there 
exists a ~ < x such that 
h(;) < E((1 -~')'(X(~')+ ; ) )  (3.26) 
contradicting the definition of h. This completes the proof. 
Certainly the most interesting special case is l = 1. For the rest of the paper let 
1 v := v 1, v, := v~, cj., := cj,,, t~ := C~l, f:=fl.  (3.27) 
For l = 1, c~ = 0.6388 . . .  is given as the solution of 
a 3 q~(a ) - (1  - a 2) ~b (a )  =0,  (3.28) 
and for the payoff we obtain the formula 
(X3+3X)(I)(x)+(X2+2)q~(X) 
h(x)=f(x,O)= a (a3+3a)~(a)+(a2+2)~(a)  ' x<~c~, (3.29) 
x, x>ce .  
Here (3.28) and (3.29) follow from (3.7) and (3.8) by a straightforward calculation. 
Furthermore, 
v= h(0)= ot(2/'tr)'/2((ot 3 + 3c~) @(a)  + (~ 2 + 2)6(0~))- '  
=0.21315 . . . .  (3.30) 
4. The speed of convergence in the salesman problem 
In this final section we turn back to the salesman problem of the introduction 
which corresponds to the case l = 1. We have to assume that the trend fluctuations 
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Uj are normally distributed. Then we can derive exact inequalities for the differences 
v-  n-a/2vn and a[n(1 - j /n ) ]  1/2- cj,,,. 
Here c~ and v are given by (3.28) and (3.30), v, is the maximal expected gain for 
n selling instants, and the cj,, are the corresponding optimal threshold values. 
Theorem 5. I f  I = 1 and U1, U2, . . .  - N(0, 1), we have, for all n ¢ ~, 
0 <~ v - n-3/2v, <- a (2rr)-'/2(c k (a) + adp(a))- ln-1.  
Theorem 6. Under the conditions of  Theorem 5, we have 
0<~ o~ 1 - - n-1/2c j,n 
+ 3o ,+ + + o(± 
~< 3(a4~(a) + 4~ (a)) \n - j~  
as n - j -~  oo. 
(4.2) 
For the speed of convergence Theorem 5 implies that 
V -- n-3/2Vn = O(n -1) as n ~ ~, 
and Theorem 6 yields for all t ~ [0, 1) the relation (  )1,2 
ct,,,3,,=~ 1-  n l /2 -A+O(n  -~/2) as n~oe, 
where A is the constant given in (4.2); we have A = 1.0028 . . . .  To derive these 
results it is convenient to consider the auxiliary stopping problem for (tX(t))o~,~s, 
given that X(0) = x, and the same problem with the restriction that stopping is only 
allowed at the instants 0, s/n, 2s /n , . . . ,  s. Let f (x,  s) and ] ,  (x, s) be the correspond- 
ing value functions. Some easy manipulations show that 
f(x, S)= XS-'~ S3/2h(--XS-1/2), (4.3) 
f ,  (x, s) = xs + s3/2h,, (-xs-1/2),  (4.4) 
where h is given by (3.29) and h,(y) is the value of the stopping problem for 
( (1 - t )X ( t ) ) ,~o ,s / ,  ..... s~, given X(0)=y.  Clearly f , (x , s )  is also the value of 
( j sn- l (x  +(s/n)l/2Sj)o<~j<<, so that 
v,,=n3/Zf,(O, 1). (4.5) 
Further, 
o "s := inf{t ~< slf(X(t), s -  t )=0} 
=inf{t>~Olt=s or t<s ,X( t )<~-a(s - t )  1/2} 
is optimal for (tX(t))o<<.,<~s, whereas 
~r~. := sn -1 inf{j <~ n] f . (X ( j s /n ) ,  s - ( j s /n ) )=O} 
(4.6) 
(4.7) 
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is optimal for the discretized stopping problem. Since f ,  (-, s) is monotone increasing, 
we have fn(X,s)=O, if[ x<--d, (s)  for some uniquely determined , (s)eR, and 
obviously 
d.  = n-'/=cj... (4.8) 
Proof of Theorem 5. For t I-- 0 let {t}s be the smallest multiple of s not smaller than 
t and let 8~.(t) := n-~{nt}s - t ~ [0, sn-1). Define 
~'~ := °'s + 8~(°'s) • (4.9) 
Then r~ is a possible stopping time for (tX(t))o<~,<~s with values in {0, s /n , . . . ,  s}. 
(Note that ~'~ is not a stopping time relative to X(0), X(s /n )X(2s /n ) , . . . ,  X(s)  
so that there is no corresponding stopping time for 
We obtain 
O<- f(x,  s ) - f , (x ,  s)<~ E(o"X(tr ~) " ~-~X(r~) I X(0) = x) 
= x) -  + • + 8 .  
-X(o"))  I X(o'S), o")I X(O)= x). (4.10) 
The second term at the f ight-hand side vanishes by the strong Markov property. As 
for the first term, we observe that 0 "s= s~8. ( t r  ~) = 0 and that trY< s~X( t r  ~) = 
-a (s -  0"~) 1/2. If  we set ~b~'(x, t):= -lto,~)(t)n-lx, we get, for s ~ [0, 1], 
f (x,s)- f . (x,s)<-E(d/~(X(trs) , tr~)lX(O)=x)=:h"(x,s) .  (4.11) 
h"(x, s) can also be described in the following form: Let 
A:= {(x, t)lt=O,x>~O or t>O,x=-at l /2},  l.(x, t):=-l(o,oo)(t)n-lx. 
Then h"(x, s) is equal to the mean value of I. taken with respect o the first entrance 
distribution for A of a Brownian motion with time reversed starting in x at time s. 
Hence h" satisfies ~ " " hx~-h~ =0 on B := {(x, s) l s>O,x> -as~/2}. If (x, s)~A=OB, 
then h ~ (x, s) = l, (x, s). From the scale invariance of Brownian motion it follows that 
h"(x, s)= sl/2F,(xs-1/2), 
using a similar argument as in III 
differential equation 
F'~( t) = F,( t ) -  tF" ( t), 
Furthermore, F, is continuous at 
(x, s) ~ B (4.12) 
for f~. The function F, satisfies the ordinary 
t> -a .  (4.13) 
t = -a ,  F , ( -a )  = -an  -1 and lim,_.~ F,(t) = O. 
(4.13) has the two linearly independent solutions Ul( t) = t and u2( t) = qb( t) - t~(- t ) .  
The boundary conditions therefore yield 
F,,(t)=ot(dp(t)-t~(-t))/n(qb(o~)+a~(a)), t~-ot.  (4.14) 
(4.1) now follows from (4.14), (4.12), (4.11) and (4.5). 
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Proof of Theorem 6. As f (x ,s)>~f, (x ,s) ,  it follows that f (x ,s )=O: :~L(x ,s )=O.  
This implies that 
-d , (  s - j sn  -1) >>- -a (  s - jsn-1) 1/2 (4.15) 
For s = 1 we thus get, by (4.8), 
cj, nn-1/2 <~ a(1 - in - l )  1/2, (4.10) 
proving the left-hand inequality in (4.2). 
To show the second half of (4.2), we shall derive a lower bound for d,(- ). First 
observe that the function h" defined in the proof of Theorem 5 satisfies h"(x, s) <~ 
ots1/2n -1, if xs-1/2~-a.  By (4.11) and (4.3), 
fn(x, s) >i f (x,  s ) -  h"(x, s) 
xs + s3/Eh(-xs -1/2) - ots l/2 n -1 , (4.17) 
if s ~ [0, 1] and xs-1/2>~ -a.  We consider 
h(x) = a[(x3+3x)Crp(x)+(x2+2)Cb(x)], x<~ a, 
where a:=a/((aa+3o~)~(a)+(ol2+2)~b(a)) see (3.29)). Expanding h into a 
Taylor series to the left of a and using h (a )= a, h ' (a )= 1 and the fact that 
h"(y) = 6a~(y)  for y ~< a is monotone increasing, we obtain for y ~< a and some 
O~[y, a] 
h(y) = h(ce) + h ' (a ) (y -a )+½h"(a) (y -a )  2 + ~h"( O)(y-- a) 3 
y +½h"( a )( a -- y)2- -~h"(  ot )( ol _y)3. (4.18) 
(By h"(a) and h'"(a) we denote the left-hand derivatives.) For y =-xs-1/2<~ aL 
(4.17) and (4.18) yield , 
f.  (x, s) i> [½h"(c~ )(XS -1/2 + 0l )2 --~h"(ce)(xs -1/2 + ot )3 _ a (  ns ) - l ] s  3/2 
= [ 3a(tk (c~) + c~(a  ))(xs -1/2 + a )2 _ aClS(a ) (xs  -1/2 + a )3 
-~(ns) - ' ] s3 /2 ,  (4.19) 
where we have inserted h"(a) = 6a(tk(a) + a~(a) )  > 0 and h"(a)  = 6a~(a)  > O. If 
the expression in square brackets at the right-hand side of (4.19) is positive for 
some x,, (4.19) and the monotonicity o f f , (  ", s) imply that f ,(x,  s) > 0 for all x/> x,. 
We shall show now that we can choose x, of the form 
n-1/2+O((sn)-l) as sn-~oe. x"=-~s l /2+ 3a(4~(a) +c~q~(a)) 
If sn is sufficiently large, the equation 
3a(~b(c~ ) + a~(a  ))y2-  aqb( a )y3 = a( ns)-I 
obviously has two positive solutions 0 < y, < y' .  It is easily seen that 
)~1_  r/-1/2-~-O((s]'/)-l) as sn-->oo, 
Yn= 3as(tk(a a~(a  
(4.20) 
(4.21) 
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and that 
3a(qb(a)+olC19(a))y2--a~(a)y3--ol(ns)-l>O, y~(y , ,  y',). 
Thus f,, (x, s) > 0, if xs-1/2+ a > Yn or, equivalently, if
x>-° l s l /2+ 3a(4~(a)+~q~(~))/  n-I/2+O((sn)-l)" 
Especially for s = 1 - jn  -1 we get 
n-1/2cj,. = d . (1 - jn  -1) 
<~_ot(l_jn_l),/2+ ( oz ))1/2n_,/2 
3a(4~(a) + aq~(a) 
+O((n - j )  -l) as n- j~oo .  
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