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METODE PENELITIAN
A. Lokasi dan Waktu Penelitian
Penelitian ini dilakukan pada Cafe Angkringan Pak Belalang Pekanbaru
berlokasi di Jalan paus pekanbaru, dengan pertimbangan bahwa data dan informasi
yang dibutuhkan penulis mudah diperoleh serta sangat relevan dengan pokok
permasalahan yang menjadi obyek penelitian. Sedangkan waktu yang digunakan
selama melakukan penelitian kurang lebih satu bulan mulai dari bulan Februari
sampai dengan bulan Maret tahun 2014.
B. Jenis dan Sumber Data
1) Data Primer
Sumberdata primer adalah sumber data yang langsung memberikan data
kepada pengumpul data. Data primer pada penelitian ini diperoleh dengan
menyebarkan kuisioner kepada konsumen yang membeli produk pada Cafe
Angkringan Pak Belalang Pekanbaru.
2)  Data Sekunder
Sumber data sekunder adalah sumber data yang tidak langsung
memberikan data kepada pengumpul data, misalanya lewat orang lain atau lewat
dokumen. Data sekunder pada penelitian ini diperoleh dari perusahaan yang
dapat dilihat dari dokumentasi perusahaan, buku-buku referensi, dan informasi
lain yang berhubungan dengan penelitian.
C.  Metode Pengumpulan Data
Dalam penulisan ini, metode pengumpulan data yang penulis tempuh adalah
sebagai berikut:
a. Kuisioner
Dalam penelitian ini, penulis melakukan penyebaran kuisioner kepada konsumen
pada Cafe Angkringan Pak Belalang Pekanbaru sehubungan dengan strategi
bauran pemasaran.
b. Interview
Dalam penelitian ini, penulis juga melakukan wawancara langsung dengan
pimpinan perusahaan, bagian administrasi dan bagian pemasaran serta beberapa
orang karyawan.
c. Observasi
Dalam penelitian ini untuk mendapatkan data yang dibutuhkan, penulis melakukan
pengamatan secara langsung.
D. Populasi dan Sampel
Populasi adalah wilayah generalisasi yang terdiri atas objek atau subjek yang
mempunyai kualitas dan karakteristik tertentu yang ditetapkan oleh penelitian untuk
dipelajari dan kemudain ditarrik kesimpulannya. (Sugiyono, 2009). Populasi yang
digunakan dalam penelitian ini adalah seluruh jumlah konsumen yang membeli
produk di Cafe Angkringan Pak Belalang Pekanbaru  pada tahun 2013 sebesar
40.328. Sedangkan sampel adalah bagian dari jumlah dan karakteristik yang
dimiliki oleh populasi sebanyak 99,75 responden dibulatkan menjadi 100
responden. Sampel yang diambil harus betul refresentatif. (Sugiyono, 2009).
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Dimana :
n = Ukuran Sampel
N = Jumlah populasi (jumlah konsumen)
e = Persen kelonggaran ketidakketelitian karena kesalahan pengambilan yang
masih dapat ditolerir atau diinginkan yaitu (10%)
Berdasarkan perhitungan rumus diatas dengan jumlah konsumen yang
membeli makanan pada Cafe Angkringan Pak Belalang Pekanbaru tahun 2013 yaitu
sebanyak 40.328 unit. Maka didapat jumlah sampel (n) sebanyak 99,75 atau
dibulatkan menjadi 100 orang Responden.
Adapun teknik dalam pengambilan sampel dalam penelitian adalah Non
Propability Sampling. Dengan cara ini semua elemen populasi belum tentu memiliki
peluang yang sama untuk dipilih menjadi anggota sampel.Teknik ini juga sering
disebut sebagai pengambilan sampel berdasarkan pertimbangn tertentu. (Umar, 2008:
78)
Adapun cara penentuan sampel berdasarkan kebetulan (Accidental
Sampling),Maksudnya ialah siapa saja secara kebetulan bertemu dengan peneliti
dapat digunakan sebagai sampel bila dipandang orang yang kebetulan ditemui ittu
sebagai sumber data (Sugiono, 2008: 122).
E. Teknik Analisis Data
a.    Uji Kualitas Data
Menurut Haryanto (2004: 20) kualitas data penelitian suatu hipotesis sangat
tergantung pada kualitas data yang dipakai didalam penelitian tersebut. Kualitas data
penelitian ini ditentukan oleh instrumen yang digunakan untuk mengumpulkan data
dan untuk menghasilkan data yang berkualitas.
1) Uji Validitas dan Uji Reliabilitas
a. Uji validitas
Validitas menunjukkan sejauh mana alat pengukur itu mengukur apa yang ingin
diukur,atau sejauh mana alat ukur yang digunakan mengenai sasaran. Semakin tinggi
validitas suatu alat test, maka alat tersebut semakin mengenai pada sasarannya,atau
semakin menunjukkan apa yang seharus nya diukur. Adapun kriteria pengambilan
keputusan uji validitas untuk setiap pertanyaan adalah nilai corrected item-total
correlation atau nilai r hitung harus berada diatas 0,3. Hal ini dikarenakan jika nilai r
hitung lebih kecil dari 0,3, berarti item tersebut memilki hubungan yang lebih rendah
dengan item-item pertanyaan lainnya dari pada variabel yang diteliti,sehingga item
tersebut dinyatakan tidak valid.(Iskandar, 2010: 69).
b. Uji reliabilitas
yaitu kemampuan suatu instrumen untuk diuji kembali dengan memberikan hasil
yang relatif konstan. Suatu instrumen dikatakan reliabel jika memberikan hasil yang
relatif sama jika diuji secara berulang-ulang, yakni nilai cronbach's alpha di atas 0,60.
F. Uji Asumsi Klasik
Untuk mengetahui apakah hasil estimasi regresi yang dilakukan terbebas dari bisa
yang mengakibatkan hasil regresi yang diperoleh tidak valid dan akhirnya hasil
regresi
tersebut tidak dapat dipergunakan sebagai dasar untuk menguji hipotesis dan
penarikan kesimpulan, maka digunakan asumsi klasik. tiga asumsi klasik yang perlu
diperhatikan:
1) Uji Normalitas Data
Uji normalitas data adalah langkah awal yang harus dilakukan untuk setiap
analisis Multivariate khususnya jika tujuannya adalah inferensi. Tujuannya adalah
untuk menguji apakah dalam model regresi, variabel dependen dengan variabel
independen mempunyai distribusi normal atau tidak. Model regresi yang baik adalah
distribusi data normal atau mendekati normal.
Uji normalitas data dilihat dari grafik Observed Cum Probability. Apabila titik
(data) masih berada disekitar garis maka disebut data berdistribusi normal.
2) Uji Multikolonieritas
Tujuan utama adalah untuk menguji apakah pada model regresi ditemukan
adanya korelasi antar variabel independen digunakan untuk mendekteksi ada tidaknya
multikolonieritas dalam penelitian adalah dengan menggunakan Variance Inflation
Factor (VIF) yang merupakan kebalikan dari toleransi sehingga formulanya adalah
sebagai berikut: VIF=( )
dimana merupakan koofesien determinasi. Bila korelasi kecil artinya menunjukan
nilai VIF akan besar. Bila VIF >10 atau tolerance < 0,10 maka dinggap ada
multikolonieritas dengan variabelbebas lainnya. Sebaliknya VIF<10 atau tolerance >
0,10 maka dianggap tidak terdapat multikolonearitas.
3) Uji Heterokedastisitas
Uji Heterokedastisitas yaitu bertujuan untuk mengetahui apakah variabel
pengganggu (error term) sebaiknya kedastisitasnya dalam keadaan normal.
Ketentuannya adalah signifikan korelasi spearman > 0,05 yang berarti hubungan
antara X dan Y tidak signifikan atau heteros. Atau dapat juga diketahui dari gambar
scatterplot dimana titik (data) harus menyebar, apabila membentuk pola menumpuk
berarti terjadi heteroskedastisitas.
4)  Uji Autokorelasi
Autokorelasi merupakan korelasi atau hubungan yang terjadi antara anggota-
anggota dari serangkaian pengamatan yang tersusun dalam times series pada waktu
yang berbeda.Autokorelasi bertjuan untuk menguji apakah dalam sebuah model
regresi linear ada korelasi antara kesalan pengganggu pada periode t.jika ada ,berarti
terdapat Autokorelasi.dalam penelitian ini keberadaan Autokorelasi diuji dengan
durbin Watson dengan rumus sebagai berikut:∑ (e e )= ∑
Keterangan:
1. Jika angka D-W dibawah -2 berarti terdapat Autokorelasi positif.
2. Jika angka D-W diantara -2 sampai 2 berarti tidak terdapat Autokorelasi.
3. Jika D-W diatas 2 berarti terdapat Autokorelasi negatif.
Untuk menentukan batas tidak terjadinya Autokorelasi dalam model regresi
tersebut adalah du<dhitung<4 dimana du adalah batas atas dari nilai d Durbin Watson
yang terdapat pada tabel uji Durbin Witson.sedangkan d merupakan nilai d Durbin
Witson dari hasil perhitungan yang dilakukan.Model regresi tidak mengandung
masalah Autokorelasi jika kriteria du<dhitung<4-du terpenuhi.
G.  Analisis Data
Untuk menganalisadata penulis menggunakan metode regresi linear berganda,
yaitu suatu metode statistik yang digunakan untuk mengetahui hubungan antara
variabel bebas dan terikat yang dibantu dengan menggunakan progam SPSS 17.0,
Analisis regresi linear berganda memberikan kemudahan bagi pengguna untuk
memasukkan lebih dari satu variabel yang ditunjukan dengan persamaan:








X4 = Saluran distribusi(Place)
X5 = Orang (People)
X6 = Bukti fisik (Physical Evidence)
X7 = Proses (Process)
e = Tingkat kesalahan (error)
Pengukuran variabel-variabel yang terdapat dalam model analisis penelitian ini
bersumber dari jawaban atas pertanyaan yang terdapat dalam angket. Karena semua
jawaban tersebut bersifat kualiltatif sehingga dalam analisa sifat kualitatif tersebut
diberi nilai agar menjadi data kuantitatif.
Penentuan nilai jawaban untuk setiap pertanyaan digunakan metode Skala Likert.
Pembobotan setiap pertanyaan adalah sebagai berikut:
1)  Jika memilih jawaban sangat setuju (SS), maka diberi nilai 5
2)  Jika memilih jawaban setuju (S), maka diberi nilai 4
3)  Jika memilih jawaban kurang setuju(KS), maka diberi nilai 3
4)  Jika memilih jawaban tidak setuju (TS), maka diberi nilai 2
5)  Jika memilih jawaban sangat tidak setuju (STS), maka diberi  nilai 1
H. Uji Hipotesis
Pengujian hipotesis yang digunakan dalam penelitian ini menggunakananalisis
regresi linear berganda bedasarkan Uji Signifikansi simultan (F test), uji koefisien
determinasi ( ), uji signifikansi parameter individual (T test). Untuk menguji
hipotesis penelitian, maka digunakan analisis regresi linear berganda dengan bantuan
Software SPSS  (Statistical Product and Service Solution) versi 17.0.
1.  Uji Signifikansi Simultan (uji statistik F)
Uji signifikansi simultan ini digunakan untuk mengetahui seberapa besar
variabel independen ( , , , , , , ) secara bersama-sama berpengaruh
terhadap variabel dependen (Y). Analisa uji F dilakukan dengan membandingkan
dan . Namun sebelum membandingkan  nilai F tersebut,harus ditentukan
tingkat kepercayaan (1- ) dan derajat kebebasan (Degree Of Freedom) = n-(K+1)
agar dapat ditentukan nilai kritisnya. Adapun nilai alpha yang digunakan dalam
penilaian adalah sebesar 0,05. Dimana kriteria
pengambilan keputusan yang digunakan adalah apabila > atau P
value < α maka dikatakan signifikan. Sebaliknya < atau P value > α
maka dikatakan tidak signifikan.
2.  Uji Signifikansi secara Parsial (uji statistic t)
Uji signifikansi secara parsial (uji statistik t) ini bertujuan untuk mengetahui
seberapa besar pengaruh variabel independen , , , , , , terhadap variabel
dependen (Y) dengan asumsi variabel lainnya adalah konsta. Pengujian dilakukan
dengan 2 arah (2 tail) dengan tingkat keyakinan sebesar 95% dan dilakukan uji tingkat
signifikan pengaruh hubungan variabel independen secara individual terhadap
variabel dependen, dimana tingkat signifikansi ditentukan sebesar 5% dan Degree Of
Freedom (df)=n-k.
Adapun kriteria pengambilan keputusan yang digunakan dalam pengujian ini
adalah apabila > ,maka hipotesis diterima, dengan kata lain variabel
independen secara individual memiliki pengaruh yang signifikan terhadap variabel
dependen. Sebaliknya, jika < maka hipotesis ditolak.
3. Koefisien Determinasi ( )
Koefisien determinasi ( ) digunakan untuk mengetahui persentase variabel
independen secara bersama-sama dapat menjelaskan variabel dependen. Nilai
koefisien determinasi adalah diantara nol dan satu. Jika koefisien determinasi ( )=1,
artinya variabel independen memberikan informasi yang dibutuhkan untuk
memprediksi variabel-variabel dependen. Jika koefisien determinasin ( ) =0, artinya
variable independen tidak mampu menjelaskan pengaruh variabel-variabel yang
diteliti.
