Abstract-We present a general method enhancing the robustness of estimators based on multiple importance sampling (MIS) in a numerical integration context. MIS minimizes variance of estimators for a given sampling configuration, but when this configuration is less adapted to the integrand, the resulting estimator suffers from extra variance. We address this issue by introducing the notion of "representativity" of a sampling strategy, and demonstrate how it can be used to increase robustness of estimators, by adapting them to the integrand. We first show how to compute representativities using common rendering informations such as BSDF, photon maps, or caches in order to choose the best sampling strategy for MIS. We then give hints to generalize our method to any integration problem and demonstrate that it can be used successfully to enhance robustness in different common rendering algorithms.
where L o ðx; ! o Þ is the outgoing radiance at point x along direction ! o , L e ðx; ! o Þ is the self-emitted radiance, L i ðx; ! i Þ is the incoming radiance, f s ðx; ! i $ ! o Þ is the bidirectional scattering distribution function (BSDF), and N x is the normal at point x.
In the general case, no analytical solutions to this equation are known, resorting to the use of numerical integration methods. The Monte-Carlo method is widely used because it does not need any analytical property in order to converge to the correct result. For a general integrand fðxÞ defined over a space , Monte-Carlo defines for I ¼ R fðxÞdx the following estimator:
where N is a fixed number of samples used to compute the integral and the X i s are random variables defined over and sampled according to the probability distribution function (pdf) p. F N is unbiased if, for each value x where fðxÞ 6 ¼ 0, pðxÞ > 0.
In its basic form and for a fixed pdf, the estimator F N has a standard deviation in OðN À1=2 Þ. When attempting at reducing the variance while sticking to the basic estimator, most of the work is done on the pdf. Importance sampling builds up on this: a pdf that better matches the integrand lowers the variance of its estimator. Each pdf specifically defined to focus on one part of the integrand leads to a sampling strategy.
In rendering, it is common to have one strategy to sample the light sources, which correctly matches the direct lighting part of the integrand, and one strategy to sample the BSDF, which correctly matches the glossy parts of the integrand. However, building one strategy that takes into account both parts of the integrand at the same time is a difficult task, especially when no assumptions can be made on these two parts. Multiple importance sampling (MIS) [2] tries to lower the impact of this problem by combining several estimators, each using one strategy that correctly matches one part of the integrand.
If S strategies are available, each represented by a pdf p i , the MIS framework defines two estimators, depending on whether one or several samples are drawn to evaluate the integral. The one-sample estimator, 
consists in first choosing a strategy p i with a probability c i , and then sampling it to evaluate the integral. w i is a weighting function. The second estimator is the multisample estimator: 
where n i is the number of samples generated using p i . These estimators are unbiased as long as some constraints on w i are satisfied, and any x for which fðxÞ 6 ¼ 0 can be generated by at least one pdf. Veach and Guibas [2] derive optimal weighting functions with respect to variance, for a given set of c i or n i
values. This set of a priori fixed values is called sampling configuration throughout the rest of this paper. These optimal weighting functions are known as the balance heuristic. In the case of multisample estimator, the balance heuristic is only near-optimal, and Veach and Guibas provide other heuristics that may behave better in some cases, such as the power heuristic or the maximum heuristic. MIS does not give any hint about which sampling configuration would lead to the lowest variance for a given integrand, and thus which strategy should be preferably used. As illustrated in Fig. 1 for rendering, different integrands require different sampling configurations in order to get an optimal estimator with respect to variance. When the same configuration is used for all these cases, the variance of the estimators would greatly vary from one case to another, meaning they are not robust. Finding optimal sampling configurations is a challenging problem, as shown in Appendix, and would require a huge amount of processing power to be solved with usual means.
The main contribution of this paper is an approach that allows us to compute adequate sampling configurations at a negligible cost, leading to more robust MIS estimators, without introducing any bias. We develop the notion of representativity, which is an empirical measure of the match of a strategy with an integrand. As shown in Fig. 2 , we derive from these representativities both the probability assigned to each strategy when using a one-sample estimator, and the number of samples that should be taken from each strategy when using a multisample estimator.
As presented in Section 2, two different approaches have been used to obtain variance reduction. The first approach is to create very specific methods, where the form of the integrands and the strategies are known in advance. The second is to define general methods, that do not benefit from the optimality results provided by the MIS framework. As defined in Section 3, representativity is general and can be applied to any integrand and strategies. Moreover, it is designed to be used from within the MIS framework, and can be used with methods that do not change the MIS framework, such as Quasi-Monte-Carlo ones. More specifically, representativities are the results of the evaluation of a so-called representativity function. This representativity function has to be crafted for each strategy used by an MIS estimator. Once this is done, our method automatically computes the sampling configuration that is used by the MIS estimator. In order to apply this method to rendering, we design such functions for a strategy sampling from Ashikhmin-Shirley BSDF's, and a strategy sampling from photon maps. As our method is based on empirical models, we assess its validity in Section 4 by performing numerical analyses on various cases where classic MIS estimators lack robustness. Once its validity is assessed, we show in Section 5 that representativity-based sampling can be used in any context where several importance sampling strategies can be pertinent depending on the integrand, focusing on its potential uses in rendering.
PREVIOUS WORK

Importance Sampling Strategies for Rendering
Extensive research has involved designing efficient sampling strategies for common BRDFs [3] , [4] , and designing Bidirectional Reflectance Distribution Functions (BRDFs) and Bidirectional Transmission Distribution Functions (BTDFs) that are well suited for importance sampling, while still providing high-quality results [5] , [6] . These strategies generate well-distributed samples where Bidirectional Scattering Distribution Function (BSDF), i.e., BRDF + BTDF, values are larger. Unfortunately, sampling using only the BSDF fails in situations where lighting comes from within a small solid angle, as illustrated in Figs. 1a and 1b.
Importance sampling of environment maps has also been thoroughly investigated [7] , [8] . Similarly, sampling a point on area light sources is a straightforward strategy for computing direct lighting from local light sources [9] . However, using only this strategy to estimate direct lighting contribution at a surface point fails when the BSDF is highly glossy and light sources are large (which is the case of environment maps), since the solid angle within Cases where sampling using the BSDF leads to high variance when estimating direct lighting; most directions generated from ! o do not reach the light source. (c) A case where sampling from light sources fails: most points generated on large light sources such as environment lighting are not in the specular lobe associated to ! o . Fig. 2 . Our contribution (in dashed-red and italics) relative to MIS framework. Representativities allow us to automatically derive empirically good probabilities for each of the available strategies. The examples of importance sampling strategies are taken from the rendering domain. Our method is orthogonal to the uniform number generation methods, as well as the weighting heuristic that is used to compute the final estimate. Therefore, it provides another way to improve the robustness of the MIS estimators, while benefiting from better uniform number generation methods or better heuristics.
which energy is scattered to the outgoing direction is very small (Fig. 1c) .
Sampling from directional maps to better capture indirect lighting effects has been investigated by Jensen [10] , [11] , and a robust method to sample directions based on particle footprints has been introduced by Hey and Purgathofer [12] . Pharr [13] uses photon maps to guide the final gathering of its improved photon mapping algorithm. In each case, they introduce a user-defined parameter that gives the probability to sample the BSDF instead of the map, and they do not deal with multiple maps.
General Variance Reduction
We are not aware of any published work focusing on the problem of automatically finding good sampling configurations. To our knowledge, only handset constants or uniformity are used.
Several methods other than MIS have been developed to create low-variance estimators, even for very complex integrands, such as Metropolis sampling or sampling importance resampling. All these methods rely on pseudorandom uniform number sequences. An extensive work has been done to create uniform number sequences with very good discrepancy properties, leading to the Quasi-Monte Carlo (QMC) methods.
Metropolis sampling [14] aims to sample from any target distribution. It uses mutations to transform a base sample and probabilistically accepting it as a new base sample, or keeping the previous one if the mutated sample is rejected. Using adequate acceptance tests, the base samples obtained by this process are distributed according to the target distribution. Besides the correlation between the samples, Metropolis sampling requires an initialization phase to create the first base sample, and performs several steps to converge to the target distribution. These two tasks are prohibitively expensive when generating a small number of samples from a target distribution. Moreover, mutations must be carefully designed to get a faster convergence to the target distribution, which is a difficult task. More generally, Markov-Chain Monte-Carlo methods, to which Metropolis sampling belongs, are not adapted when taking small numbers of samples from a target distribution, because of their complexity and initialization costs.
Sampling importance resampling [15] is another method to sample complex distributions by using simpler importance sampling strategies. It generates N samples from a single strategy s, and then filters the generated samples to create a distribution close to the function f we would like to sample from. If the pdf associated to s is quite different from f, the number of samples to generate using s can be large before reaching enough samples. This leads to useless computations, or increased variance when the number of samples to generate from s is fixed and too small.
In the domain of rendering, several methods have emerged, taking into account the form of the integrand given by the rendering equation [1] . Bidirectional importance sampling methods [16] , [17] , [18] have been mainly developed for direct lighting, where lighting is represented by environment maps. Recently, a similar method has been developed for indirect lighting represented by virtual point light sources [19] . These methods perform well for the cases they are designed for, but they are limited to the combination of only two importance sampling strategies (whether these strategies take several factors into account or not), whereas more sampling strategies could provide better results. Rousselle et al. [20] developed a method for sampling products of functions, but an intermediate hierarchical representation for each integrand must be built before sampling. Although handling an arbitrary number of functions in the product, the memory cost of their method is linear with the number of functions, and the efficiency of the sampling depends on the shapes of the functions.
(Randomized-)Quasi-Monte Carlo methods [21] aim at replacing the pseudorandom number generators by deterministic sequences that have very good discrepancy properties, leading to a better exploration of the sample space. These methods have been used in computer graphics for a while [22] , with highly convincing results. Similarly to the other methods presented above, our method considers that the uniform numbers used for sampling are given by a black box system. Therefore, it is very easy to benefit from the QMC pattern's low discrepancy properties to further lower the variance of the estimators, at the cost of introducing bias if a nonrandomized QMC sequence is used.
REPRESENTATIVITY-BASED SAMPLING
To render an image with photon-map-based importance sampling, we first trace photons from the light sources to build these maps. Then, we estimate the value of each pixel by tracing a number of camera paths. At each bounce of a camera path, we perform an estimation of the rendering equation using MIS. When using the one-sample estimator (3), we first choose the sampling strategy according to the probability c i of choosing each of the strategies. When using the multisample estimator (4), the number of directions to generate using each strategy is given by the n i values. We generate each direction using the associated strategy, and recursively estimate the radiance arriving from this direction. The final estimation is the sum of the weighted contribution of each direction.
While weighting functions such as the balance heuristic or power heuristic are at the very end of MIS, representativities come up as the first step of the estimation, as it helps choosing among the available strategies (Fig. 2) . Therefore, the representativity of a strategy has to measure the appropriateness of a sampling strategy to evaluate an integrand: more the sampling strategy reduces variance for the current integrand, the higher its representativity value is.
The sampling configuration should thus reflect the estimation of relevance by assigning probabilities that are function of the representativity of each sampling strategy for a given integrand. This implies that representativities should be unitless comparable values, expressed here between 0 and 1. We design such functions in the context of global illumination. We want to use MIS-based estimators, with n þ 1 possible strategies: either sampling from the BSDF, or sampling from n different photon maps, where n can be arbitrarily large.
All the representativity functions that we now derive have two implicit parameters, which completely describe the integrand when the scene is fixed: the estimation point x and the outgoing direction ! o .
BSDF-Based Strategy Representativity
Importance sampling from BSDF is one of the most widely used strategy when simulating global illumination. For this reason, we derive a representativity function for strategies based on a BSDF.
Our representativity function for BSDFs is built upon the directionality of the BSDF, for the given outgoing direction. Indeed, a diffuse BSDF has a low directionality, all directions having the same scattering behavior. Conversely, an almost mirror-like glossy BSDF has a high directionality, since light is scattered only within a tiny cone of directions in the outgoing direction.
In our rendering engine, the BSDF model combines an Ashikhmin-Shirley anisotropic BRDF [5] ASð! i ! ! o Þ with parameters k d and k s , and a specular BTDF ST ð! i ! ! o Þ with parameter k t , with a Fresnel term F ð! o Þ to weight between BRDF and BTDF:
This BSDF has three components: the diffuse part does not guide more in any particular direction, the glossy part of the BRDF guides in function of the roughness terms (n u ; n v ) that are similar to Phong exponents [5] , and the specular BTDF part guides completely in the unique contributing direction. Thus, the final representativity function is a composition of the directionality of each component.
The directionality of the diffuse part is set to a minimum value, corresponding to the uniform probability to sample any direction:
The directionality of the glossy part can be estimated by the aperture angle of the cone containing a proportion of the directions generated by importance sampling. This angle can be computed considering that the importance sampling procedure creates directions whose angle to the perfect mirror reflection direction is decreasing as the random number u used to sample this direction increases. We define our directionality by considering the angle n h obtained for u ¼ 0:5 for a given Phong exponent n, meaning that the cone contains half of the generated directions. This does not affect the sampling procedure in itself, which still considers all the contributing directions. We only use this angle for the directionality estimation. n h is obtained from the importance sampling formula:
The anisotropy is handled by taking n ¼ maxðn u ; n v Þ, because it is the most directional (i.e., narrower), and so, it makes the BRDF more representative.
As a small angle implies a high directionality, we cannot directly use the computed angle, but we need to revert it, using the maximal angle that can be obtained (cos À1 ð0:5Þ ¼
The specular BTDF is the most directional scattering behavior we can have, thus its directionality is maximal:
For more complex BTDFs, such as the microfacet-based model of Walter et al. [6] , similar derivations as the one used for d s can be applied.
The final representativity function is obtained by weighting the three directionalities, according to the Fresnel term F ð! o Þ and the normalized version of each component, obtained from the k d , k s , and k t parameters as
respectively, for k s and k t . Taking the normalized version of each component ensures that the global albedo of the BSDF is not taken into account, as it affects only the final value of the integral but not its shape. This leads to
Note that representativities obtained from this function can be null only if there are no contributing directions, ensuring that no bias is added. This final representativity function meets all the requirements presented above, as representativities computed from it are always between 0 and 1, and are unitless. Such representativity functions are called single.
Photon-Map-Based Strategy Representativity
When computing global illumination, strategies that match the incident radiance part of the integrand can greatly help reducing variance when incident light is highly nonuniform. This is most visible when caustics are present, as in this case the incident radiance term is the most important of the integrand. In our application, we choose to use photon maps to sample incident directions. More specifically, we have several photon maps, each considering a different part of the radiance field (caustics, diffuse indirect lighting, etc.). Each of these maps can be sampled, leading to one strategy per map. Consequently, we derive a representativity function that can be used for all these map-based strategies.
Photons that are stored in the sampled maps provide a flux estimation whose value is not limited to the range ½0; 1. Moreover, it is not a good absolute measure of interest, as the flux depends on the light sources intensities. However, these flux values can be compared between photon maps, to help choosing among maps. We thus introduce a two-level representativity function for each photon map: the firstlevel representativity function helps choosing between sampling the BSDF term or sampling the incident radiance term. The second-level representativity function helps choosing one particular photon map among the available photon maps, and can therefore use all the available physical data.
Representativity Function Construction
The representativities obtained from the first-level representativity function have to be unitless and contained between 0 and 1 in order to be comparable with the BSDF representativity. Once computed for each photon map, we combine the first-level representativities to obtain the representativity of all the photon maps at once, gathered in a group. We call it group representativity.
The particular first-level representativity function that we now derive has the advantage of being fully and efficiently precomputable. For each map strategy, its firstlevel representativity is computed from the photons densities. We build an SAH-based kd-tree [9] from the photons in the associated map, with a given maximum number of photons N p max per leaf. For each leaf l, we estimate its density by computing the ratio dðlÞ ¼ n p ðlÞ=SAðlÞ, where n p ðlÞ is the number of photons in the leaf, and SAðlÞ is the surface area of the bounding box of the leaf. We use the surface area because photons in the map are distributed on surfaces, and thus we want to keep comparable units (number of points over area). This perleaf density is then converted to a representativity rðlÞ by switching to a global probability model based on a gaussian distribution. We avoid the use of rðlÞ ¼ dðlÞ=max l 0 ðdðl 0 ÞÞ in order to be robust to very high densities caused by one very small leaf containing photons.
The final leaf representativity is the value of the cumulative distribution function of the global gaussian distribution:
The average of the global gaussian distribution is taken as the average density of the nonempty leaves (denoted as d ). Its standard deviation is computed from the standard deviation of the nonempty leaves densities (denoted as d ) and d :
This clamping of the standard deviation eliminates nonnegligible representativities for large leaves (in terms of surface area) with very few photons in it, whereas they would not be representative at all. Note that this first-level representativity function can be used for any map-or cachebased strategy, by replacing photons by the adequate term in the description above.
The group representativity of g is then defined as the maximum of each first-level representativity in the group:
where rðsÞ is the representativity of the leaf containing the estimation point x in map mðsÞ associated to strategy s, or 0 if x is not contained in mðsÞ. The average or any other combination of the first-level representativities could also be used to compute the group representativity. We choose the maximum to be conservative and to avoid missing a probabilistically very good strategy even though the others in the group are not adapted at all, and thus have very low first-level representativities. Choosing among several photon maps is done thanks to the second-level representativity function. Representativities obtained from this function are called local representativity, as opposed to the group representativity. We now derive such a local representativity function for a photon map m. We use the photons in leaf l containing x, and define the local representativity as the average of the potential contribution of each photon p: 
where ! i ðpÞ is the photon's incident direction, wðpÞ is the photon's weight, and kðx; posðpÞÞ is a kernel value based on the distance between the photon's position and the estimation point x.
Representativity Function Usage
When estimating an integral at x in a scene, we find the leaf containing x in the map associated to the strategy. This corresponds to descend in the kd-tree. The first-level representativity is the leaf's representativity, as defined by (9) . If point x is outside the kd-tree's global bounding box, the first-level representativity of the strategy using this map is set to 0. This computation does not add noticeable overhead compared to user-defined sampling configurations. The final group representativity is the combination of each strategy's first-level representativity, using (11) . The local representativity is obtained for each map by using (12) . At this moment, one could argue that we have one parameter in the first-level representativity function we have designed: the maximum number of records per leaf N p max . However, there are major differences between a user-defined sampling configuration and this parameter. First, N p max does not vary within a scene, and in practice, it does not vary between scenes either, but it is affected by the number of photons in a map. N p max is a trade-off between the resolution of the representativities over the scene on one hand, and the accuracy of density estimation on the other hand. A larger N p max value leads to larger leaves, thus lessvarying representativities. The more points there are, the more accurate density estimation is for uniform zones, but it does not adapt well to rapid density variations, typical of caustic effects for instance. In all our tests, N p max has been taken as the minimum of n p ðmÞ=10;000 and 100 (n p ðmÞ being the number of photons in map m), without any special tuning, the range of values producing good results being quite large in practice.
Sampling Configurations from Representativities
Grouping the photon maps can be generalized: all strategies which rely on absolute values should be clustered together, first-and second-level representativity functions being created for them. This leads to situation similar to the one depicted in Fig. 3 . Different sets of strategies can be created. The first one, S, contains all the strategies whose representativity function is single, as the BSDF sampling strategy. The set G contains all the groups created for two-level representativity functions. There is one such group photon maps, and radiance cache would add another group. We now consider a fixed integrand. Once we have computed the representativities RðsÞ for the strategies in set S, the group representativities GRðgÞ for the set G of groups g, and the local representativities for the strategies in the groups LR g ðsÞ, we can compute the strategy sampling probability pðsÞ for all these strategies.
Letting
& ð13Þ
As an example, consider the situation depicted in Fig. 3 For this situation, letting norm ¼ GRðg 1 Þ þ GRðg 2 Þ þ Rðs 1 Þ, probabilities are These probabilities can be directly used with the onesample estimator, keeping it unbiased as long as the representativity of a strategy is not 0 if this strategy can generate at least one contributing sample. In the case of a multisample estimator, a sufficient but not required way to ensure unbiasedness is to have a special strategy s c (c for complete) that can generate any such sample, and ensure that the number of samples n c assigned to s c is at least one. In the context of rendering, the BSDF sampling strategy is a very good candidate for being a complete strategy. Nevertheless, we must also ensure that the distribution of n i still follows as much as possible the probability distribution given by all p i when assigning systematically at least one sample to s c . This implies changing the probabilities of strategy s c (originally given by p c ) and of all other strategies p i , giving new probabilities p t i , (t for temporary) to maintain the expected value E½n i ¼ p i Â N for each strategy:
As is, p t c þ P i p t i can be larger than 1.0 if ððp c Â NÞ À 1Þ= ðN À 1ÞÞ < 0. We thus normalize the probabilities, leading to the final probabilities actually used to compute the number of samples assigned to each strategy:
To obtain each n i (including n c ) while ensuring unbiasedness, we start by setting n c ¼ 1 and all other n i to 0. We then sample N À 1 times the probability distribu
General Hints for Defining Representativities
Similarly to Metropolis mutations [14] , a representativity function is an observational model, whose quality affects the rate of convergence of estimators. Ideal representativity functions should have the two following properties:
. be proportional to the relevance of informations locally available for the strategy, . be computed using only data from the strategy or the group of strategies it represents. The normalization is the only operation that considers all strategies at once. For strategies with two-level representativity functions, second-level representativity functions should use as much information as possible to favor strategies that are better than other strategies within the same group.
NUMERICAL ANALYSES
We performed numerical analysis to assess the robustness brought by our method. For a number of very different cases, we compare the behavior of estimators obtained with our method to static sampling configurations. These cases are specifically designed to cover a wide range of common situations in rendering.
We used the photon map guided path-tracing system described in Section 5.2 to perform the tests, because its unbiasedness ensures that tests based on reference averages criteria are meaningful, such as the mean square error (MSE). All the estimators use the balance heuristic to obtain the final estimation value for a sample. Three strategies are available in our test implementation: sampling using a BSDF, sampling using a diffuse indirect map, and sampling using a map for specular paths.
Each optical situation leads to a different integrand to evaluate. For each integrand, 11 estimators have been considered: 10 test estimators using an increasing probability b of sampling a BSDF, and our automatic estimator. The test estimators we have chosen allow us to cover a wide range of possible sampling configurations, including the uniform one recommended by Veach and Guibas [2] . Each estimator can be near-optimal for an integrand, but behave poorly on others. For each integrand, we can then compare the best MIS estimator with our adaptive estimator.
For the test sampling configurations, the probabilities b to sample according to the BSDF range from 0.1 to 1.0 by steps of 0.1. The map-based strategies probabilities are computed as follows: if both maps are present, it is ð1 À b Þ=2 for each one, otherwise it is ð1 À b Þ for the available map. If no maps are present at point x, we set b ¼ 1. Note that this is already a sort of adaptation to local estimation, but it is simple enough to be implemented in a basic photon-map-based path-tracer. The uniform sampling configuration is closely approximated by the case b ¼ 0:3 when both maps are present, and is represented exactly by b ¼ 0:5 when only one map is present.
Figs. 5, 6, 7, 8, 9 , and 10 present the numerical results we use to evaluate the efficiency of our method. They are available in a larger format in the supplemental material, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TVCG.2010.230. Each curve in these figures corresponds to the MSE of an estimator for an increasing number of samples, from 2 to 1,024, used to estimate the final value. Let E n be an estimator using n samples, ÂðE n Þ the random variable associated to the luminance of an estimation made by E n , and the luminance of the reference value computed with path-tracing. The MSE of E n is computed as
As our test scenes exhibit only one main color, luminance can be safely used. Nevertheless, extending this metric to color samples is straightforward.
In each case, the reference value has been computed as the average of 16 unbiased estimations computed with 2 16 samples each, using a photon map guided path-tracer with good sampling probabilities for each specific integrand, hand-tuned to reduce the variance of the final estimate. To avoid numerical instability, we did not directly use a 2 20 samples estimation. The effective value of MSEðE n Þ has been estimated by running m times E n and computing the variance using the numerically stable Knuth's algorithm [23] . To avoid too long computations for no practical gain in precision, m is decreasing as n is increasing, since the variance of the sequence of estimators ðE n Þ should decrease as n increases. Fig. 4 presents the simple scenes that were used to study the behavior of estimators obtained by using our method. We made this study for different integrands in well-controled conditions and at a location where the estimation of the variance can be computed with high accuracy. To achieve this, we estimate the LTE (1) with at maximum one indirect bounce. These scenes have been constructed to have no direct illumination at the estimation point, and analytical solutions for indirect bounces. Even if very simple, these scenes can lead to arbitrary high variance when using an inadequate sampling configuration.
Simple Scenes
Scene (4, a) Description
L 1 is a spotlight and L 2 is an area light source. W 1 is a highly glossy wall and W 2 is a perfectly specular glass wall. Both walls scatter light coming from, respectively, L 1 and L 2 toward the floor F . The floor's material is described by two parameters ðk d ; k s Þ, with k d þ k s ¼ 1. k d is the coefficient for the diffuse part, and k s is the one for the glossy part. In the BRDF used for this scene, the glossy part is nearly perfect specular. The camera's position has been chosen so that the k s part does not scatter any light directly to the camera through the observed point on floor F , all the energy coming from the k d part. Increasing k s leads to higher variance when using the BSDF strategy with a high probability. This variance can be made arbitrarily high for pure path-tracing. Note that in scene (4, a), for each configuration each light source power has been adapted to keep final values in the same order of magnitude (between 0.1 and 1.0).
Scene (4, b) Description
It is composed of two spotlights L 1 and L 2 , two walls, and a floor. W 1 is a nearly perfect specular reflective wall, W 2 is made of a diffuse white material, and F is a moderately glossy floor (no diffuse component, i.e., k d ¼ 0 and k s ¼ 1). F is not highly specular so that directions generated using photons coming from W 2 can have a non-null contribution. In this scene, all the light coming from L 1 does not contribute to the final value, since F 's material does not scatter energy to the camera's direction. Thus, only a part of the light coming from L 2 and scattered by W 2 contributes to the final value. Here, the map-based strategy can lead to a high variance if the scattered energy coming from L 1 is much larger than the one coming from L 2 . The higher the difference, the higher the variance, until reaching an upper bound given by the probability c m to use the diffuse indirect map strategy. As a matter of fact, using pure BSDF-based path-tracing on this scene results in low variance. Provided there is a large difference of scattered energy in favor of L 1 , the variance of the final estimation can be made arbitrarily high by increasing c m . Thus, poor sampling configurations probabilities can lead to arbitrary high variance.
Tests Setup
Each of the two scenes has parameters that can be set to make some estimators exhibit arbitrary high variance. The MSE (19) of the LTE estimation has been computed for different values of these parameters. Fig. 5 presents the results obtained for one-sample estimators, and Fig. 6 the results obtained for multisample estimators. For scene (4, a), the k s coefficient of the floor has been changed (k s ¼ 0:0; 0:4; 0:8) leading to a rapid increase in variance for "BSDF-oriented" strategies. For scene (4, b) , the emitted intensity of L 2 is increased (L 2 ¼ 1; 100; 10;000, for each component of the spectrum). Note that in scene (4, b) , the emitted spectrum of L 1 is 100 in all cases. For each scene variation, multisample estimators are obtained by the method described in Section 3.3, with N (the total number of samples) set to 16. 5 . MSE of one-sample estimators, with a number of test configurations estimators, and the estimator obtained by using our representativity method in bold red. Results for scenes (4, a) and (4, b) are presented, respectively, in the top and bottom rows. The x-axis corresponds to the number of samples generated to perform one estimation of the LTE, from 2 1 to 2 10 . The important thing to note is that no sampling configuration has consistently a better variance than ours. There are better configurations for each case, but these more adapted configurations change for every test. 
Discussion
We explicitly compute only the lighting caused by one indirect bounce, and the LTE restricted to direct lighting can be solved analytically thanks to the presence of Dirac functions, brought either by the spotlight, or by the specular transmission. This allows us to compute a reliable estimation of each estimator's variance, as there is only one LTE solution to compute using an MC estimator, at the point seen by the camera. This is this estimator's variance that we estimate here.
These simple scenes lead to very high variance when a nonadapted sampling configuration is used, and in each case the optimal sampling configuration is different. Figs. 5 and 6 show that estimators with test sampling configurations have important variations in variance, meaning that they are not robust. Meanwhile, the sampling configurations obtained by using our representativity method leads to estimators with a low variance in every situation. The results confirm what was speculated above, and assess that estimators obtained using our method are robust. As a matter of fact, even if not the best, there are no estimators that behave consistently better than our estimator in all the cases.
When using one of these test configurations for a whole scene, there would be pixels with very low variance, but also pixels with very high variance. Using our method would lead to homogeneous results, with a rather low variance each time. This automatic robustness is one of the key advantage brought by our method. To further test the robustness of our method in very difficult cases, Fig. 7 shows the MSE of the estimators obtained when increasing c m in scene (4, b), with L 2 's emitted intensity set to 10,000. We can see that our method automatically leads to estimators whose variance does not vary much over the scenes, additionally keeping it low.
Chains of Estimators
For a more complete study, path-tracing-like estimations have been performed on specific pixels of one scene, shown in Fig. 8 . This scene features many different optical configurations, involving specular and glossy caustics, diffuse and specular scatterings, strong indirect illumination, etc. Each test pixel features one (and sometimes more) specific lighting situation, thus leading to very different integrands at each step of the path-tracing algorithm. The goal is to examine the variance of the estimation for these pixels when using chains of estimators derived from our method, compared to chains of test estimators (each c i being the same for all the estimators in a chain). Even if the number of test pixels can seem low, the results are representative of most lighting situations in any scene, and allow for careful and complete study. An additional series of tests over more than 6,000 random pixels confirms the conclusions drawn from our chosen pixels.
Each test pixel has been chosen carefully, in order to control the lighting situations and to get meaningful results:
Location 1 is a very hard case. At the first bounce (at the point seen by the camera), the diffuse BSDF scatters light coming from all directions, but incident lighting is strongly directional: it comes from the left (ring's caustic). For a direction sampler, it should sample the diffuse indirect map at the first bounce, and then the BSDF at the second bounce, since the ring's BSDF is highly glossy. -Location 2 is a similar case, but with much lower caustic intensity, thus sampling the BSDF and sampling the indirect diffuse map are both a good choice, each one sampling different effects. -Location 3 features a highly glossy reflection with a low diffuse part, with strong indirect illumination provided by the ring's caustic. This situation can lead to arbitrary high variance for pure BSDF-based path-tracing when no incident lighting comes from the reflection directions. As a matter of fact, the lower the diffuse part is relatively to the glossy part, the less it is sampled, and thus the less the only contributing directions are generated. -Location 4 is a case of diffuse surface with lowfrequency indirect illumination, which is encountered in nearly every scene. -Location 5 is a similar common case of a glossy surface with low-frequency indirect illumination. -Location 6 is a trickier version of Location 1. It adds one bounce to the "optimal" sampling chain: at the first bounce, the BSDF-based strategy should be used, at the second, the diffuse-indirect-map-based strategy should be used, and at the third, the BSDFbased strategy should again be used. -Location 7 is a classic case of specular caustic. -Location 8 is a classic case of specular transmission, where only the BSDF-based strategy can provide contributing directions because the Fresnel term is null, thus there are no glossy reflections. Fig. 9 . Probabilities (as pixel intensities) assigned by our method to each strategy for the visible points in the scene. Probabilities of sampling the BSDF are displayed in the top-right image, the ones for sampling the specular map in the bottom-left, and sampling the diffuse indirect map in the bottom-right. The top-left image presents a summary, encoded in the three RGB channels: R for sampling the BSDF, green for sampling the specular map, and B for sampling the diffuse indirect map. Note how sampling the BSDF is favored on the glossy tiles, sampling the diffuse indirect map is favored for the ring caustic on the diffuse tiles, and sampling the specular map is favored under the sphere and on the wall, a specular caustic being created by the right light source. The indirect map contains 1,000,000 photons, and the specular map 100,000 photons, N r max was set to 100.
For representativity-based sampling configurations, the two strategies using the maps are gathered in one group. The BSDF-based strategy is a single strategy using the representativity function defined in Section 3.1. Fig. 9 presents the probabilities computed by our method for each of the three strategies for the observed points of the scene. This defines a single estimator, which depends on x and ! o .
The goal of these test pixels is to show that for all these situations where test configurations can fail, our adaptive approach performs well. We might not be as good as the best fixed configuration for a given optical situation, but the best fixed configuration is different for each such situation, and therefore an adapted sampling configuration for one illumination situation can give very poor results in another situation, while our approach still gives a good configuration.
Discussion. Fig. 10 shows the MSE obtained for each test pixel labeled in Fig. 8 . Our estimator gives better results than any test estimator in Location 1. The glossy caustic is well sampled by the diffuse indirect map, but using this map to sample a direction on the almost-mirror-like glossy ring leads to high variance. Conversely, pure-BSDF pathtracing (cyan curve) is well adapted for the ring, but not for the caustic. Our method favors the strategy using the map for the caustic, and the strategy using the BSDF on the ring. Location 3 is our worst case. The specular map strategy is not available as there are no specular paths in this part of the scene (they are gathered in the sphere's region), thus only the group representativity of the indirect map strategy is taken into account. Both the BSDF and indirect diffuse map strategies have high representativities, but sampling the BSDF would be the most appropriate strategy.
There are several important facts to note about these graphs:
-
Our worst case (Location 3) still has a lower MSE than some test sampling configurations, even if the majority of estimators based on test configurations have a better behavior than our estimator.
The best configurations for Location 1 are the ones with lower b , configurations with high b performing very poorly. Conversely, the best configurations for Location 3 are the ones with higher b , the other ones performing very poorly.
On the eight test cases, our configuration is good to very good for five of them (Locations 1, 2, 4, 5, and 6), average for one of them (Location 8), and relatively poor for two of them (Locations 3 and 7). -None of the test configurations perform well for all pixels, and none are consistently better than our representativity-based configuration. , that is pure BSDF-based path-tracing. The x-axis corresponds to the number of samples generated to perform one estimation of the value of a pixel, from 2 1 to 2 10 . MSE has been computed using a variable number of estimations. For power i, it is given by minð10 4 ; 2 10Ài Â 10 3 Þ. The number of estimations is clamped to avoid numerical instability.
In terms of computation time, there is no noticeable overhead compared to a path-tracer relying on photon maps to guide the sampling, whatever sampling configuration it uses (uniform or the test ones).
EXAMPLES OF APPLICATIONS
Photon Mapping Final Gathering
Using our method to perform final gathering is straightforward. The first-level representativities of all available maps are precomputed (we can think of different kinds of indirect maps, for instance separating glossy and nonglossy scatterings). At each gathering point, local representativities of each strategy are computed, and the base probability p i for each strategy s i is obtained using (13) .
We then use the multisample estimator with N samples, by distributing the N gathering rays over the strategies, as described in Section 3.3, assigning at least one sample to the BSDF sampling strategy to conservatively ensure unbiasedness, as we know that this strategy can always sample any contributing direction.
Photon Map Guided Path-Tracing
Path-tracing with next event estimation can be interpreted as a recursive process rather than an integration method over a path space, where we evaluate at each level of recursion the direct and indirect parts of the rendering equation, using only one sample for the indirect part. In this formulation, the estimation of the indirect part can be computed by the one-sample estimator.
Using our representativity-based model, we compute the probabilities p i to choose any of the available strategies. As the BSDF representativity, defined in Section 3.1, is nonzero for any noncompletely absorbing BSDF, unbiasedness is ensured.
Direct Lighting in Highly Occluded Environment
Dedicated techniques exist to handle this problem [24] . However, it is possible to use the same representativity functions as the one defined for photon maps in Section 3.2 to construct robust estimators for the direct lighting part of the rendering equation. These representativities would allow us to sample the most appropriate light sources even when there is a large number L of small light sources in a highly occluded environment. These estimators rely on L þ 1 sampling strategies: one strategy per light source-consisting in sampling a point on the light source-and the strategy that samples the BSDF. All light-based strategies are clustered in one group. By creating one small photon map containing only one-bounce photons per light source, the light strategies mostly have null probability at point x because of occlusion. The maps containing photons at x indicate which light sources contribute most to x, accordingly affecting the strategies probability.
Other Contexts than MIS-Based Estimation
Our representativity-based method can also be used in different contexts than MIS-based estimation, by building a pdf taking into account all strategies, making it for instance usable by any algorithm requiring to sample directions, such as bidirectional path-tracing [25] , [26] , Metropolis light transport [27] , etc. This pdf can be used for samples of any type for which several importance sampling strategies are suitable (directions, points, paths, etc.). For sample x (x being a direction, a point on a surface, a path, etc.), this pdf is defined by
where N s is the total number of strategies, pðs i Þ is the probability of strategy s i computed from its representativity, and PDF i is the pdf associated to s i . Note that strategies can be ignored when creating an estimator. For instance for bidirectional path-tracing, this ability allows us to only consider strategies using importance-based maps when creating light subpaths, and strategies using energy-based maps when creating camera subpaths.
CONCLUSION
Multiple importance sampling is a general and efficient way to perform integral estimation of complex functions using simple importance sampling strategies. Although optimal weighting functions exist, MIS does not provide any information about how to distribute samples over sampling strategies. To address this issue, we developed an intuitive approach, relying on the notion of representativity of a sampling strategy. From a measure of the relevance of a sampling strategy for a given integrand, we derived unbiased estimators for the one-sample and multisample models of MIS. These estimators use importance sampling to generate samples, but also importance sampling on the sampling strategies themselves, as we try to favor the strategies that are the most adapted to the given integrand. This corresponds to a form of metaimportance sampling.
We presented rendering-specific representativity functions for BSDFs, maps, and caches, with negligible computational overhead. After providing suggestions on how to derive good representativity functions, we then described examples of uses, first in two canonical rendering algorithms, each one using a different estimator from the MIS framework, and for direct lighting in highly occluded environments. We showed that our representativity-based method can be used in any algorithm where several importance sampling strategies are available. Finally, we studied numerical results using a path-tracing-based algorithm in order to validate our approach. We showed that the estimator derived with our method is more robust to a wide range of optical configurations than different estimators, each one based on fixed hand-tuned parameters.
The application we propose of this automatic and robust method to rendering relies on observational representativity functions. An intuitive knowledge of the underlying lighting effects we want to simulate helps defining better representativity functions. Consequently, the robustness of the estimator built upon the defined representativity functions is greatly improved. As representativities should be a measure of the relevance of locally available informations, information theory tools should help to develop more adapted representativity functions, and maybe provide generic tools to automatically define such functions for any kind of strategy.
APPENDIX VARIANCE-OPTIMAL SAMPLING CONFIGURATIONS
Our goal is to examine the possibility to use a formal approach in order to find variance-optimal sampling configurations.
We want to solve the following integral, using the Monte-Carlo (MC) method:
The MC method evaluates I using random samples distributed over D following a probability density function p. It is based on the following unbiased estimator of I using N samples:
where fX i g are N independent random variables identically distributed according to p. Each tuple ðf; p; NÞ defines an estimator, and setting one or two elements of this tuple defines a family of estimators. When f is complex, we can use a family of estimator defined in MIS [2] to reduce variance: 
where S is the number of strategies that can be used, n i is the number of samples to generate using strategy s i , w i is its weighting function , p i is its associated pdf, and each X i;j is a random variable distributed according to p i , independent from the other X i;j 0 , j 6 ¼ j 0 . Estimators of F ms are called multisample estimators.
As with an MC estimator, each tuple ðf; fp i g; fn i g; fw i gÞ, i 2 f1; . . . ; Sg defines an estimator. Optimal weighting functions fw 
To get still a better variancewise estimator, it would be necessary to minimize with respect to fn i g, i.e., solve 
where E bh;ms ½fn i g is the estimator obtained by fixing the fn i g to the values given between brackets. This problem is a constrained discrete optimization problem, which is known to belong to the NP-complete complexity class, and thus cannot be efficiently solved [28] .
The family of one-sample estimators present in the MIS framework could help going further: is a continuous optimization problem, in theory easier to tackle than the minimization presented in (26) . Despite this, directly solving the problem in (29) is not a viable option. First, it requires to compute accurate values of VarðE bh;os ½fc i gÞ. This implies a large number of estimations of I using E bh;os ½fc i g j , at each step j of the optimization process, which is very costly. Moreover, the average of all these estimations can already give a very good estimation of I, making the minimization useless. Furthermore, as the computation of the variance is itself an estimation with an inner variance, results obtained for a given sampling configuration could be far from the real value, hence misguiding the optimization process to miss the correct solution. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
