Abstract-Data and object clustering techniques are used in a wide variety of scientific applications such as biology, pattern recognition, information systems, etc. Traditionally, clustering methods have focused on optimizing a single metric, however, several multidisciplinary applications such as robot team deployment, ad hoc networks, facility location, etc., require the simultaneous examination of multiple metrics during clustering. In this paper, we propose a novel approach for spatial data clustering based on the concepts of microeconomic theory, which can simultaneously optimize both the compaction and the equipartitioning objectives. The algorithm models a multistep, normal form game consisting of randomly initialized clusters as players that compete for the allocation of data objects from resource locations. A Nash-equilibrium-based methodology is used to derive solutions that are socially fair for all the players. After each step, the clusters are updated using the KMeans algorithm, and the process is repeated until the stopping criteria are satisfied. Extensive simulations were performed on several real data sets as well as artificially synthesized data sets to evaluate the efficacy of the algorithm. Experimental results indicate that the proposed algorithm yields significantly better results as compared to the traditional algorithms. Further, the proposed algorithm yields a high value of fairness, a metric that indicates the quality of the solution in terms of simultaneous optimization of the objectives. Also, the sensitivity of the various design parameters on the performance of our algorithm is analyzed and reported.
INTRODUCTION
O BJECT clustering involves grouping of objects into a set of subgroups in such a manner that the similarity measure between the objects within a subgroup is higher than the similarity measure between the objects from other subgroups. Formally, a clustering problem can be defined as an optimization problem with a set of input patterns X ¼ fx 1 ; . . . ; x j ; . . . ; x N g, a positive integer K, a distance measure , and a criterion function JðC; ð:; :ÞÞ on K-partitions C ¼ fC 1 ; . . . ; C K g of X and ð:; :Þ. Here, x j ¼ ðx j1 ; x j2 ; . . . ; x jd Þ T 2 < d , where d is the total number of dimensions, and each x ji is a feature in the feature space. The objective of the problem is to partition X into disjoint sets C 1 ; . . . ; C K ðK NÞ such that JðC; ð:; :ÞÞ is optimized (minimized or maximized). The clustering problems in various scientific disciplines such as biology, computer vision and pattern recognition, communications and computer networks, and information systems have specific optimization requirements, and several customized clustering methodologies have been developed to satisfy these application requirements [19] , [38] . Most of these methods attempt to optimize a single objective that is identified most appropriate in the context of the application.
In recent years, several new disciplines such as search and rescue robotics, ad hoc networks, facility location, multiemergency management, and multicore architectures have evolved. For practical applications, these disciplines require spatial data and object clustering at various levels. However, the clustering requirements are different from the classical application domains, since multiple criteria, which may be conflicting in nature, are required to be optimized simultaneously in such scenarios.
As an example, we can consider an urban multiemergency situation as shown in Fig. 1a . In addition to the emergency response personnel, deployment of several robotic units may be required to perform search and rescue operations in locations where human investigation is difficult [28] . These robotic units would frequently communicate with each other, as well as with the base station, over a wireless ad hoc network. Due to the limited availability of battery power, and high communication overhead, robotic units must be divided into teams to optimize two important objectives: 1) compaction, to minimize power dissipation in intrateam communication, and 2) equipartitioning, to form teams with uniform power distribution, so that the teams do not drop out of the system due to rapid battery exhaustion. These objectives are competitive in nature and need to be optimized in a simultaneous manner. A clustering performed on the basis of a single objective such as compaction would result in the identification of clusters that may not be equipartitioned. One such clustering solution using KMeans algorithm is shown in Fig. 1b . As shown, the clusters are not balanced, and the smaller clusters may drop out of the system much earlier than the other clusters due to the consumption of significant amount of power in intercluster communication, in addition to the search and rescue activities.
This entails the investigation of new mechanisms that could perform simultaneous optimization (clustering) on the basis of multiple conflicting objectives. In this research, a Game Theoretic framework for spatial clustering on the basis of multiple conflicting criteria is developed. Specifically, in this paper we have modeled a novel clustering mechanism that performs the optimization on the basis of two conflicting objectives, compaction and equipartitioning, in a simultaneous manner. The algorithm consists of three components: 1) an iterative hill-climbing-based partitioning algorithm, which is utilized to identify initial clusters, 2) a multistep normal form game formulation that identifies the initial clusters as players and resources on the basis of certain properties, and 3) a Nash equilibrium (NE) based solution methodology to evaluate optimal clusters.
The paper is structured as follows: In Section 2, we briefly review the existing clustering methodologies, and the various application domains of game theory. In Section 3, the motivation for identifying a microeconomic clustering approach for new clustering applications is described, and a brief introduction of game theory is presented. The details of microeconomic clustering methodology for simultaneous optimization of compaction and equipartitioning are presented in Section 4. Also, the complexity of the algorithm, and the applications of the algorithm are discussed in this section. In Section 5, the experimental results for the performance of the algorithm on various real and artificial data sets are presented. Also, the sensitivity analysis, and the quantitative analysis of the fairness of the method are performed. Finally, the conclusions are discussed in Section 6.
RELATED WORK
Object clustering is a well researched problem, reported extensively in the literature. Several detailed survey papers have reviewed the clustering methods from pattern recognition and image quantization [19] , and data mining perspective [3] . Similarly, Murtagh [29] and Baraldi and Blonda [2] have surveyed various hierarchical and fuzzy clustering algorithms, respectively. For a detailed discussion of the various survey papers, one is referred to [38] .
Clustering techniques can be classified on the basis of several criteria, such as clustering principles, type of data, shape of clusters, form of final partitions, distance measure, and number of objectives. In this section, the discussion is focused on partitioning of data sets on the basis of clustering objectives. Traditionally, the important clustering objectives have been compaction, connectedness, and spatial separation. The compaction objective attempts to identify clusters with minimum intracluster variation. KMeans algorithm [26] is a simple and widely used mathematical approach in this category. Clustering with an objective of maximization of connectedness ensures that the neighboring data items are clustered together. Density-based methods [8] implement this principle to identify clusters with arbitrary shapes. In spatial-separation-based methods, the objective is to maximize the intercluster separation. However, it provides little guidance during clustering, and may produce trivial results. In addition to these clustering criteria, an important criterion that has received significant attention in the domain of data clustering is equipartitioning or load sharing [10] . Loadsharing methodologies have been widely researched in the field of distributed systems [13] . However, very few clustering techniques that specifically optimize the loadsharing metric are available in literature. The new application domains like ad hoc networks [5] , [1] , and emergency resource deployment [28] require clusters with almost equal number of data objects per cluster to satisfy the constraints.
From the perspective of clustering methods, in addition to the mathematical clustering techniques, several heuristicsbased algorithms have also been developed. This includes simulated annealing [21] , evolutionary algorithms [22] , [24] , [18] , tabu search [11] , and ant colony optimization [6] . Also, hybrid approaches that combine multiple algorithms have been proposed in literature [24] , [22] . Such techniques are primarily used for feature selection in unsupervised classification, and are largely limited to single-objective optimization. The multiobjective optimization problem has been addressed through the following principles:
1. Ensemble methods. Here, the initial ensembles are created by clustering the data either multiple times using the same algorithm (with different initializations or using bootstrapping) or using complementary clustering techniques [36] . The solutions are later combined to create ensembles using expectation maximization or graph-based approaches [36] . However, such a posteriori integration of single-objective clustering results does not exploit the strengths of simultaneous multiobjective optimization. 2. Pareto-optimization. In a pareto-optimization-based method, a feasible solution is pareto-optimal if there exists no other feasible solution that is strictly better. Multiobjective pareto-optimization [18] performs simultaneous optimization of complementary objectives, and hence, identifies better solution points than the ensemble-based methods. 3. Microeconomic methods. An optimization problem with conflicting objectives can be naturally modeled using microeconomic methods, specifically game theory. A problem modeled as a game consists of players with conflicting objectives, competing for receiving resources from a limited supply, in an attempt to optimize their own utilities [9] , [32] . The game, when solved using the Nash-equilibrium-based methodology identifies socially fair solution points. The social fairness ensures that every player is satisfied with respect to every other player in the system. Microeconomic approaches have been applied to a wide spectrum of problems in the domain of computer science. Murugavel and Ranganathan [30] developed auction theoretic algorithms in VLSI design automation for simultaneous gate sizing and buffer insertion problem. In [17] , Hanchate and Ranganathan have applied game theoretic concepts for simultaneous optimization of interconnect delay and crosstalk noise through gate sizing, and in [16] , Gupta and Ranganathan have implemented game theory for resource allocation and scheduling in the field of multiemergency management. In grid computing, negotiating agents have been used for leasing of resources using such models [23] . Similarly, Grosu and Chronopoulos [12] have used cooperative games and the Nash bargaining solutions for load balancing in distributed systems, and Lazar and Semret [25] have implemented auctions for optimal bandwidth allocation in wired and wireless networks.
In this paper, we identify the multiobjective clustering problem in a normal form noncooperative game theoretic setting. The initial clusters identified using a mathematical approach (KMeans or KMedoids) are modeled as players and resources, different combinations of data objects requested by each player from different resources as strategies, and a function of competing objectives, compaction, and equipartitioning, as the payoff. Since the objectives are convex in nature, as shown in [37] a Nash equilibrium solution always exist, and tries to achieve global optima. Also, depending upon the problem formulation, the complexity of the Nash equilibrium lies between P and NP.
WHY GAME THEORY FOR CLUSTERING?
In contrast with the ensemble-based methods that effectively integrate multiple single-objective clustering solutions, the fundamental basis of game theory allows for formulation of problems as multiple interrelated cost metrics competing against one another for optimization. In game theory, each player's decision is based upon the decisions of all other players in the game, and it can optimize its gain with respect to their gains. This results in identification of global gains, and consequently an equilibrium state for the system. As a simple example, in the process of clustering the data objects with the compaction objective, clusters may be identified such that a subset of final clusters would have very few data objects, while another subset would have large number of data objects. This would result in unequal partitions. Alternatively, a clustering performed with load sharing or equipartitioning as an objective may result in the identification of clusters that are suboptimal on compaction objective. These two scenarios are convex in nature, and hence, can be successfully modeled in a game framework. This is the primary motivation for modeling the problem of multiobjective clustering in a game theoretic framework.
The NE for a game theoretic model consists of all the dominant strategies. There may exist multiple NE for a game, and it is possible that some of those NE points may not be pareto-optimal [32] . A good example of such a scenario is the classical example of Prisoners' dilemma [9] . In prisoners' dilemma, the dominant strategy and the NE point is the combination where both the prisoners confess their crimes, which is reasonable from the players' (prisoners') perspective as well as the judiciary system's perspective, considering that the players are rational and noncooperative. It is evident that the solution is pareto-inoptimal. However, paretooptimality in this scenario would require cooperation among the players, existence of a focal arbitrator, and coalition formation, which are infeasible due to multifold increase in the strategy sets for the players, and consequently, the complexity of the game.
A unique property of game theory is social equity or social fairness [37] , which ensures that each player in the game is satisfied and the overall goals are reached. In a multiobjective clustering problem with compaction and equipartitioning as the objectives, other optimization methods intend to identify solutions targeting the overall system optimization, rather than the optimization of individual objectives. Instead, a game theoretic modeling ensures that each metric is optimized with respect to the other metrics. For an elaborate discussion on game theory the readers can refer to [9] , [32] .
GAME THEORETIC CLUSTERING
In this section, a detailed description of the proposed game theoretic clustering algorithm is presented. First, a mathematical clustering method is briefly explained, followed by a thorough discussion of the key components of the game theoretic algorithm. Next, an alternative ensemble-based game theoretic method is presented. Finally, the complexity of the algorithm, and the potential applications are discussed in details. Certain assumptions have been made during the modeling of the problem as a game theoretic framework. Most of these assumptions are not restrictive in terms of the applicability of the model, and can be discarded with minor changes. In this work, the algorithm simultaneously models the compaction and equipartitioning metrics. However, other metrics can be incorporated in the model by identifying a convex relationship between the metrics, and defining the strategy, and the payoff functions accordingly. The notations and terminology used in the rest of the paper are given in Table 1 .
Mathematical Partitioning
KMeans is a simple, yet effective partitioning method for single-objective clustering of a data set of size N into K clusters on the basis of minimization of the total intracluster variation (TICV) or compaction, described as follows:
Let fx i ; i ¼ 1; . . . ; Ng be a set of data vectors such that x i ¼ fx i1 ; . . . ; x id g. Define a boolean w ik for i ¼ 1; . . . ; N and k ¼ 1; . . . ; K. 
Define a matrix W ¼ ½w ik such that P K k¼1 w ik ¼ 1, i.e., a data vector can belong to only one cluster (hard partitioning). Now, let c k ¼ ðc k1 ; . . . ; c kd Þ be the centroid of kth cluster, where c kj is given by (2) .
Then, the intracluster variation for kth cluster and the TICV based upon the euclidean distance measure is given by (3) and (4), respectively.
The objective of KMeans clustering algorithm is to identify clusters that minimize the sum of squared euclidean (SSE) distance measure, and is given as
The steps involved in the iterative KMeans algorithm are shown in Algorithm 1. The KMeans algorithm is sensitive to the selection of initial cluster heads, and may easily converge to local optima if the choice of initial partitions is improper. However, since KMeans is a fast clustering algorithm, it serves as an efficient initial step for the microeconomic clustering.
Algorithm 1. KMeans Partitioning
Require: K, data set of size N and dimensionality d Ensure: the assignment w nk 8n 2 N, where k 2 K 1: randomly initialize K locations on d dimension space with centroids c k ; 8k 2 K 2: initialize iteration number i 0 3: repeat 4:
calculate E nk ; 8k 2 K 7: 
Game Theoretic Clustering
The overall idea of the game theoretic clustering algorithm is shown in Fig. 2 . Initially, a single iteration of KMeans algorithm is performed with random initialization, which identifies initial clusters by minimizing the SSE measure. If the resulting clusters are equipartitioned, then the cluster centers are updated and another iteration of KMeans is performed. However, if the clusters are not equipartitioned, a new game is formulated. The game identifies the players as the clusters that have less than the ideal number of data units. The resources consist of the clusters with more than the ideal size. The ideal size of a cluster is defined as l ideal ¼ jN=Kj. Next, the strategy sets for the players are formulated. In the simplest form, the strategy set of a player would consist of the set of different combinations of requested units from resources, such that the player achieves an equipartitioned state. However, we have defined an alternative notion of strategy for this model. The details are described later in this section. Corresponding to each strategy of a player, a payoff or utility is associated. The payoff is a function that models the gain or loss of the player, with respect to other players' strategies. In this model, the payoff is a function of the two objectives, compaction and equipartitioning. Once the payoffs matrices for all the players in the game are formulated, a Nash equilibrium solution is evaluated. The Nash equilibrium strategy set consists of one strategy for each player such that each player is satisfied with respect to all other players in the game. A temporary reallocation of data objects is performed according to the Nash equilibrium strategy set. Next, it is evaluated whether the reallocations improve the overall objective, which is a function of compaction and equipartitioning. If the clusters are optimized, the reallocations are made permanent, and the cluster centers are updated. The procedure is repeated until the stopping criterion is satisfied. The following sections describe the normal form game theoretic model in details.
Initialization
The initialization step of the algorithm can be described with the help of an example 1 given in Fig. 3 . During the initialization, cluster centers are randomly generated for the d-dimensional data set. This is followed by the identification of initial clusters by performing a single iteration of the KMeans. As shown in Fig. 3a , the L and the SSE values of the initial clusters are not optimal. If the iterative KMeans, as shown in Algorithm 1, is implemented with the objective of minimization of SSE, the final value of the SSE is 38,716 (Fig. 3b) . However, the corresponding L value is 106.8, signifying that the clusters are not equipartitioned. Hence, a game theoretic algorithm is required to be formulated with the objective of simultaneous clustering of objects on the basis of compaction and equipartitioning.
The first step in the formulation of the game is to define the components of the game, i.e., the players, the resources, the strategies, and the payoff functions, etc. In the proposed model, the cluster centers with l k < l ideal ; 8k 2 K, are identified as the players in the game. Alternatively, the cluster centers with l k > l ideal ; 8k 2 K, are considered as the resources in the game. The objective of a player is to receive the data objects from the resources in such a manner that the compaction and equipartitioning objectives are optimized simultaneously. In a situation where multiple players are requesting units from the same resource center, there is a conflict among the players. So, each player competes against all other players in the game in order to maximize its own utility. One such example scenario is displayed in Fig. 3c , where the players p 2 and p 3 would compete to receive units from the resource center r 1 .
Definition of Strategy
The feasibility of a game theoretic model largely depends upon the notion of strategy, which is an important factor in determining the computational complexity of the model. Essentially, the formulation of the strategies follow a twostep process, where during the first step, the players try to receive resource units from the resource locations that are closest. This minimum euclidean-distance-based allocation is performed irrespective of the requests from other players. However, due to this, a situation may arise where some resource locations may allocate more resources than the overhead available with them. Therefore, for every such resource location, a game needs to be formulated and solved to maintain equipartitioning state. During step two, the cluster centers that have requested resources from the resource location in conflict are considered as the players in a game played specifically for that resource location. The players' strategies in this situation consist of the number of resource units they may have to loose in order to ensure that the corresponding resource location is in consistent, equipartitioned state. An example scenario described in Fig. 4 would be helpful in understanding this notion of strategy.
As shown in Fig. 4 , the player p 1 has requested one resource unit from location r 1 and player p 2 has requested four units. Due to these requests, r 1 may loose five units, which would lead to a situation where l r1 < l ideal . Thus, the players would need to loose a total of three units, and try to receive those units from the resource locations that are farther than r 1 , to ensure that l r1 ¼ l ideal . So, a game is played between the players p 1 and p 2 , with player p 1 's strategy set as f0g; f1g, and player p 2 's strategy set as f0g; f1g; f2g. The numbers indicate the number of resource units a player may have to loose in order to ensure that the resource center is equipartitioned. The players would receive a payoff for every strategy, which is a function of the additional cost incurred for receiving the resources from resource centers that are farther from the player, and the change in L value for the players and the current resource. Modeling of the strategy in 1. The data are taken from German Town Data, which is a twodimensional data set with 59 observations, obtained from [35] . The SSE value for KMeans clustering for five clusters is the reported minimum value in literature [24] .
this manner reduces the strategy space considerably. Also, the number of actual players per game is significantly less than the total number of players in the system, since not all players would have requested units from the resource location that is in the conflict situation. Effectively, using this methodology, one large game is subdivided into several smaller games, played in multiple steps.
The Payoff
The players in the game play their strategies in order to optimize the equipartitioning and the compaction objectives. An expected utility is associated with each strategy combination of a player in the game. This utility is mathematically modeled as a payoff function, which evaluates the gain or loss a player would incur when it plays its own strategy, and the other players play their corresponding strategies. Algorithm 2 describes the formulation of the payoff function in the context of unified modeling of equipartitioning and compaction objectives. In this model, the payoff for a player p i 's strategy s i u , and the players p Ài 's strategy combination s Ài v for a game played for resource center r j is affected by the following factors:
. Every resource unit that the player intends to loose from r j is received from other resource locations r Àj , which are farther than r j . This increases the SSE value for the player. . When the other players p Ài in the game play s Ài v before p i 's strategy s i u , the cost incurred for receiving the resources from r Àj further increases, since some of the closer resource locations might have already allocated data objects to the players p Ài . . The equipartitioning metric l r j for r j improves as the players try to receive units from r Àj . However, as the total number of units lost by the players become greater than l ideal , the equipartitioning value for l r j decreases. Hence, an absolute value of the change in l rj is required to be minimized. The payoff function captures the interrelationship of the above mentioned criteria, and is modeled as a geometric mean of the total loss incurred by the player p i in terms of the difference between the SSE before and after the other players p Ài play their strategies s Ài v , and the absolute value of the equipartitioning metric l r j , corresponding to the strategy s i u .
Algorithm 2. Payoff Matrix Generation
Require: strategy set S, players P 0 , conflict resource (r n ) Ensure: Payoff matrices po i of players p i j i ¼ 1; . . . ; P 
rc final rc after À rc before 10:
cc final j r n :overhead À ðcc cost þ kÞ j 11:
end for 13:
end for 14: end for
Nash Equilibrium
The multiobjective clustering problem being modeled as a game is solved using the Nash equilibrium methodology. As compared to the other solution concepts available in the literature, only Nash equilibrium method identifies social optima. The payoff matrices evaluated during the previous step serve as the input to the algorithm, which generates an output as a Nash equilibrium strategy set consisting of one strategy for each player in the game. At the Nash equilibrium point, no player has an incentive to change its strategy unilaterally. The Nash equilibrium methodology is explained in Algorithm 3.
After the equilibrium strategies are identified, a temporary reallocation of resource units is performed according to the chosen strategies. If the reallocations improve the overall objective, the allocations are committed. The game is then played for other resource locations in conflict and the allocations are performed accordingly. The cluster means are then updated, and the complete process is repeated until there is no further improvement in the objectives. 
Ensemble-Based Game Theoretic Clustering
As shown in the previous section, simultaneous clustering on the basis of multiple objectives is performed using multiple game iterations, where each iteration consists of multistep games. The complexity of this method depends upon the number of data objects as well as the number of clusters, and thus the response time of algorithm may be high for large data sets. Hence, an ensemble-based algorithm that performs clustering on the basis of any mathematical clustering method like KMeans, followed by a game theoretic algorithm has also been proposed in this work. In this method, a complete KMeans clustering is first performed to identify the clusters with best SSE values. The steps of KMeans are explained in the Algorithm 1. The clusters obtained after KMeans algorithm would potentially be inoptimal on the equipartitioning metric. In that case, a game is formulated by modeling players as the clusters with size less than l ideal , and resources as the clusters with size greater than l ideal . The game is then played only once for each conflicting resource center, and a Nash equilibrium solution is identified. A reallocation of the data objects is performed if relative change in the compaction and the equipartitioning values is below a threshold. Only one set of games is played in this scenario. Although, the post KMeans game theoretic algorithm, referred as PKGame henceforth, does not perform simultaneous optimization of multiple objectives, the methodology is fast, and the results obtained during the simulations were promising.
Analysis and Application of Algorithm
In this section, the proposed methodology is analyzed to evaluate its practicability. The computational complexity of the methodology for the extreme cases, as well as the worst case scenario is identified, and a discussion of some of the potential applications of the proposed clustering algorithm is presented.
Computational Complexity
In a normal form P -player game with an average S strategies per player, the worst-case time complexity is given by OðP Ã S P Þ [31] , when the game is played in a single step. However, in the proposed model, a multistep game has been formulated and solved. So, the overall computational complexity of playing R such games is OðR Ã P Ã S P Þ, where R & K, P & K, R þ P K, and K is the total number of clusters. Among R, P , and S, the complexity is largely governed by the value of S, which depends upon the definition of a strategy. As opposed to the classical notion of strategy as a combination of resource requests from every resource location, in this work the strategy has been defined as the number of resources a player may have to loose in order to ensure that the resource location is in consistent, equipartitioned state. This restricts the size of strategy set of a player p i as jS i j ¼ bN=Kc. Hence, the worst-case time complexity of one game is given as K Ã bN=Kc K , since P ( K.
If there exists only one cluster, i.e., K ¼ 1, the computational complexity would be R Ã ð1 Ã N 1 Þ ¼ R Ã N. Similarly, if K ¼ N, the complexity would be N Ã 1 N , since l ideal ¼ 1. Therefore, for the extreme cases, the complexity of the system is OðN 2 Þ ( OðR Ã P Ã S P Þ. In the worst-case scenario, the number of players in the game are equal to the number of resources in the game (K ¼ N=2), and the complexity of the system is given by (6) .
The complexity of this algorithm depends primarily on the number of games and the number of data objects in the data set. Hence, the proposed methodology is ideally suited for multiobjective clustering in small to medium sized data sets. The Nash equilibrium solution points possess certain attributes that make the methodology appropriate for new applications. A Nash solution point is socially equitable, which means that every player in the system is satisfied with respect to every other player, and hence, is in the equilibrium. Social satisfaction is important in the scenarios where every objective in a multiobjective clustering has equal priority. Another important aspect of Nash equilibrium is that for a mixed-strategy noncooperative game, a Nash equilibrium solution point always exists [31] . Although, a pure strategy game has been modeled in this work, the model can be easily extended as a mixed-strategy game by associating probabilities corresponding to the strategies of the players.
Applications of GTKMeans
The proposed algorithm is applicable as a clustering methodology for several engineering as well as other optimization problems. One important application of the proposed methodology is in the domain of facility location. In a facility location problem, the resources such as ambulances, distribution depots, and business centers are intended to be located on a terrain on the basis of optimizing either p-center or p-median objectives [39] . In addition to these objectives, load balancing is an important objective for facility location and recent works [14] have tried to optimize both p-center and load balancing problem during facility location. Load balancing is important to ensure that each depot location is profitable and not over loaded as well. The GTKMeans algorithm is directly applicable here to cluster the consumers in the region on the basis of equipartitioning (load balancing) and compaction (p-center) to identify the cluster centers, which effectively serve as the depot locations. GTKMeans can also be used for simultaneous clustering on the basis of pcenter and p-median objectives.
As described in Section 1, simultaneous clustering of the robots on the basis of uniform power distribution and compaction is required in the multiemergency search and rescue environments. The state-of-the-art research in robotics [34] , [7] has identified the need for such type of clustering methods. A preliminary version of the GTKMeans algorithm has been applied for multirobot team formation [15] , where the robots are clustered into teams on the basis of these two objectives. Similarly, in the growing domain of ad hoc and sensor networks, the proposed algorithm is directly applicable to cluster the network nodes. In ad hoc networks, the nodes are partitioned into clusters to minimize the intracluster and intercluster communication overhead [5] . In addition, within each cluster, one node is assigned as the cluster head, which forms the network backbone and is responsible for all intercluster communications for that cluster. Now, due to the battery power constraints in ad hoc networks, if a cluster is too large the intracluster point-topoint communication overhead is very high, and the nodes may drop out of the system quickly. Alternatively, if the cluster is too small, the nodes within the cluster will frequently receive the opportunity to be the cluster head, resulting in rapid power dissipation due to long distance communication overhead, thereby dropping out of the system. However, if the clusters are approximately equipartitioned, the performance of the network improves significantly [1] . Using the GTKMeans algorithm, the ad hoc network can be partitioned into load balanced as well as compact partitions. An important aspect of all these applications is that these applications do not consist of very large data sets, and require both objectives to be optimized in a simultaneous manner. Thus, GTKMeans is an appropriate clustering mechanism for these application domains. In addition to these applications, our algorithm can also be applied to solve the problems of circuit placement in VLSI [33] , process scheduling in distributed systems, and workload partitioning in multicore computing.
EXPERIMENTAL RESULTS
Several single-objective clustering methodologies have been developed and employed for various applications. However, in the multiobjective clustering domain, very few methods have been proposed, which significantly limits the comparative study of the performance of the proposed algorithm. Specifically, the only seminal work that performs simultaneous optimization of two performance metrics is an evolutionary-algorithm-based method proposed by Handl and Knowles [18] . However, the algorithm specifically optimizes the compaction and connectedness objectives, and hence cannot be compared with the game theoretic clustering algorithm proposed in this work. Hence, in this section, the performance of the game theoretic algorithm, referred as GTKMeans henceforth, is compared to the KMeans algorithm, and a modified KMeans algorithm emulating the weighted multiobjective optimization methodology.
The first set of experiments were performed with real data sets being used in the previous studies. To analyze the algorithm more closely in terms of efficiency and quality of the solution, artificial data sets were created to simulate the real world scenarios, and the proposed method was exhaustively tested on these data sets. Also, the sensitivity of the proposed algorithm in terms of the various parameters like the number of clusters, the number of data objects per cluster, and the strategy sets of the players has been investigated in this section.
Simulation Setup
The GTKMeans was tested on several data sets that are widely used in the literature for evaluation of general purpose clustering approaches. The data sets are listed as follows:
. British Town Data (BTD). A set consisting of the four principal socioeconomic data components of 50 British towns. The data set was obtained from [4] . . German Town Data (GTD). A two-dimensional data set containing the location coordinates of 59 German towns. The data set was obtained from [35] .
The real data sets available in the literature often have an intrinsic structure in terms of the clustering criteria that a specific clustering methodology tries to optimize. Due to this property, the clustering methods that are suitable for certain data sets may not be appropriate for clustering other data sets. Hence, in order to evaluate the performance of the algorithm, and analyze the sensitivity of its various attributes, a wider range of artificial data sets need be constructed. In this work, we have developed two such types of data sets as described below.
. DATA-A: Normally distributed data sets consisting of the location coordinates of data objects on a twodimensional grid of size 12 Ã 12 were created. For each data set, the values of mean and variance were varied from 0 10 and ¼ AE2, respectively, and 704 different data sets were created. The sizes of the data sets were varied from 50 to 150 data objects, partitioned into 3-10 clusters. Also, the intracluster similarity measures in terms of the number of data objects per cluster were taken into consideration. As an example, a data set named 6_8_90 would have 90 data objects partitioned into six clusters, with each cluster having the number data objects ranging from b0:8 Ã ð90=6Þc ¼ 12 to bð0:2 Ã ð90=6ÞÞ þ ð90=6Þc ¼ 15.
For each experiment, an average of 200 repetitions were performed with random cluster center initializations. These data sets were developed to demonstrate the effectiveness of the proposed algorithm for simultaneous clustering on the basis of compaction and equipartitioning. . DATA-B: To study the performance of the methodologies in optimizing the equipartitioning objective, artificial spatial data sets were developed. In these data sets, equipartitioned clusters were created with different degrees of compaction. On a two dimension grid of size 140 Â 140, 150 data points were partitioned equally into a specified number of clusters with random cluster centers. The radius of each cluster center was varied from 30 to 70 to create data sets that range from compact to coarse, respectively. In effect, 40 such data sets were created by varying the number of clusters from 3 to 10, and the degree of compaction of clusters varied between 30 and 70 (in quantum of 10). The Nash equilibrium solution to the n-person normal form game was identified using the Simplical Subdivision algorithm. Among the several Nash equilibrium methodologies available in literature, the simplical subdivision method has been identified to work consistently better than the other methods. The algorithm is acceptably fast for moderate sized problems. Based upon the simplex method, this algorithm starts with a given grid size, and converges to an approximate solution point by iterative labeling of the subsimplexes. GAMBIT [27] , an open source C library of game theory analyzer software toolkit was used for the identification of Nash equilibrium solution. Gambit incorporates several Nash equilibrium algorithms for solving normal form, extensive form, and Bayesian games. All experiments were performed on a Sunblade 1,500 workstation that had 4 GB of RAM.
Experiments with Existing Data Sets
To evaluate the performance of GTKMeans algorithm, it was compared with the KMeans algorithm on the British Town data set [4] . Since KMeans and GTKMeans algorithms have same starting points, and both methods identify same clusters during the initialization phase, the initial knowledge of the environment is same for these methods. Afterward, the KMeans algorithm proceeds with an objective of cluster compaction (SSE), whereas the GTKMeans optimizes the compaction, as well as the equipartitioning measures (L). Fig. 5a displays a comparative graph for the performance of GTKMeans and KMeans algorithms. The improvement in SSE (Y-axis on left) and L (Y-axis on right) values over the initial clusters for different number of clusters are displayed in the graph. As evident from the graph, for K ¼ 4; . . . ; 10 the percentage improvement in the L objective for GTKMeans was much higher than corresponding KMeans values, whereas KMeans performed better than GTKMeans on the SSE metric. This is due to the fact that the KMeans algorithm performs a single-objective optimization only on the basis of compaction, while the GTKMeans algorithm identifies clusters by simultaneously optimizing both clustering objectives. For GTKMeans, the average improvements in SSE and L metrics were 87.3 and 62.7 percent, respectively. In case of KMeans, even though the improvement in SSE measure was 95.8 percent, the equipartitioning measure improved by only 30.7 percent. Overall, the GTKMeans algorithm showed an average improvement of 20 percent higher than that of the KMeans algorithm.
Experiments were performed on the German Town data set [35] to evaluate the performance of the post KMeans game theoretic algorithm, called PKGame. The performance of the algorithm in optimizing the two objectives is shown in Fig. 5b . The graph displays the relative performance of the PKGame and the KMeans algorithms. The PKGame algorithm outperformed KMeans in terms of the average improvement in the L for the clusters. However, the SSE metric was largely unaffected, since the KMeans algorithm had already optimized this metric as first step of PKGame algorithm. The average overall improvements in both metrics were 18 percent for the PKGame algorithm.
The experiments on the existing data sets were promising, and demonstrated the potential applicability of the proposed algorithm. Overall, the game-theory-based multimetric clustering method outperformed the KMeans algorithm in terms of simultaneous optimization of multiple objectives. Although, this algorithm is slower than KMeans in identifying clusters, it provides socially fair solutions. However, a thorough analysis of the algorithm required further experimentation. Hence, simulations were performed on artificial data sets to evaluate the various sensitivity measures, as well as the performance measures of the method.
Experiments with Artificial Data
To evaluate the performance of the proposed microeconomic approaches, multiobjective clustering was performed on the artificial data sets of the types TYPE-A and TYPE-B. The average improvements in the SSE and L metrics were identified for these data sets.
Experiments with DATA-A
The comparative analysis between a multiobjective optimization algorithm like GTKMeans, and single-objective optimization algorithm like KMeans advocates the need for multiobjective optimization. However, it does not present a fair performance comparison between the optimization methods. Thus, we compared the GTKMeans algorithm with a modified KMeans algorithm, which incorporates the equipartitioning metric as a clustering objective in addition to the original compaction objective. In this modified KMeans (MKMeans) method, the clustering was performed on the basis of weighted average of the SSE, and the L values. The two metrics were equally weighted in order to ensure equal representation in the solution. For the data set DATA-A, the average of the improvements in SSE and L metrics was plotted on graphs shown in Figs. 6a and 6b, respectively. Fig. 6a shows the performance of the algorithms for the compaction objective. The KMeans and MKMeans algorithms performed better than the game theoretic algorithms. This behavior is intuitive as the means-based partitioning methodologies are primarily based on optimizing only the SSE objective. The improvements in the compaction objective for the GTKMeans algorithm are greater than 60 percent for all the cases. From Fig. 6b , it is evident that the performance of KMeans for equipartitioning objective is significantly worse as compared to the GTKMeans and PKGame methods. This follows from the fact that the two objectives are inversely correlated, and an improvement in one objective adversely affects the other objective.
Since the GTKMeans method simultaneously optimizes both the objectives, the clustering performance improved by more than 60 percent on both objectives, as shown in the graphs. Another observation was that the performance of the ensemble-based PKGame method did not follow any specific performance trend. This is attributed to the fact that if the equipartitioning objective was not optimized during the first step, any improvement in the equipartitioning would be significantly higher than the corresponding decrease in the compaction value. This may result in worsening of the compaction objective considerably, which is undesirable in this algorithm. These experiments show that the simultaneous optimization of objectives is an important attribute of a multicriteria clustering technique, which cannot be replaced by sequential optimization of individual metrics.
Experiments with DATA-B
Next, the simulations were performed on the artificial data sets, DATA-B, developed specifically to evaluate the performance of the algorithms on the optimization of the equipartitioning objective. In DATA-B, each data set consisted of data points on a two-dimensional grid, with randomly initialized cluster centers. Each cluster center (an x-y location) had a predefined radius which determined the compactness of the cluster, which was same for all the clusters in a particular data set. The data objects were randomly generated points on the grid such that each point was located within the radius of its corresponding cluster center. The data objects were equally distributed among the total number of clusters in the data set to ensure that the ground truth was equipartitioned. Clustering was performed on these data sets using the KMeans and the GTKMeans algorithms with random initialization of cluster centers, and the results were evaluated for their performance on the equipartitioning and the compaction objectives. The clustering results shown in Figs. 7 and 8 correspond to the best case results for GTKMeans and KMeans clustering algorithms for partitioning the data into four and six clusters, respectively.
For different radii, the clustering performances of the algorithms are shown.
It is apparent from Figs. 7 and 8 that our algorithm outperforms the KMeans algorithm on the equipartitioning objective. Also, as the radius increases, the intercluster separation decreases, resulting in superior performance of the GTKMeans algorithm over the KMeans algorithm. This improvement can be seen clearly in Figs. 7b and 7e for radius ¼ 60, and in Figs. 7c and 7f for radius ¼ 70, respectively. Another important observation is that the clustering performance of the GTKMeans improves as the number of clusters increases. With the increase in the number of clusters and the radius of each cluster, the separation between the adjoining clusters is very small, and hence the performance of the KMeans algorithm is adversely affected. In some cases, for the KMeans algorithm a subset of clusters is empty whereas some of the clusters are too large. Such data sets have extremely high L values. One such example is shown in Fig. 8f .
The average performance of the two algorithms on the data set DATA-B is shown in Table 2 . As shown in the table, the GTKMeans algorithm performs significantly better than the KMeans algorithm on average. Not only the optimization results for L metric are multifold better, the optimization of the SSE metric is also comparable to the KMeans algorithm.
Fairness
Identification of socially fair solutions by optimizing each objective with equal priority, is an important attribute and strength of the game theoretic models. To appropriately evaluate the social fairness of the proposed algorithms, a quantitative measure of the fairness of the algorithms in optimizing SSE and L must be identified. Among the various models, Jain's Fairness Index [20] , and geometric mean index are two appropriate criteria. According to the Jain's index, the fairness of the methodology is identified using (7) .
Here, x i corresponds the improvement in the ith objective. The fairness value ranges from 0 (worst case) to 1 (best case). Similarly, the geometric mean index identifies the relative improvements in optimization values of the various clustering criteria as a single index. Table 3 shows the fairness values for different number of clusters. As shown, the GTKMeans method has a high Jain's fairness index averaging 0.98 as compared to the KMeans value of 0.93 (DATA-A). This signifies that the GTKMeans method optimizes both the objectives with almost equal priority. Similarly, the geometric mean index value of the GTKMeans is higher than the KMeans by more than 15 percent. The fairness performance of the MKMeans and the PKGame methods are also inferior to the GTKMeans.
Sensitivity Analysis
The experiments performed on the artificial data sets provided indications about the sensitivity of various attributes of the proposed game theoretic model, on the clustering performance. In this section, a quantitative analysis of the sensitivity of number of players, number of strategies per game, response time of the algorithm, and structure of the data set is presented. These attributes significantly affect the practicability of the algorithm as a viable clustering method.
Data Set Similarity Measure
The structure of the data set has a notable impact on the performance of an algorithm. The similarity measure of a data set (DATA-A), which corresponds to the number of data objects per cluster determines the structure of the data set. From the artificial data with variance as ¼ AE2, various data sets were generated with different degrees of similarity measures. The effect of structure on the execution time of the algorithm for different similarity measures and cluster sizes is shown in Fig. 9a . As shown, the similarity measure does not impact the performance of the algorithm significantly, i.e., on average, the execution time of the GTKMeans algorithm is independent of the structure of the data set. Hence, it is suitable as a general spatial clustering methodology. The average performance in terms of fairness of allocation is shown in Table 3 . The geometric mean fairness is in range 60-80 percent, which is a good measure of fairness. Hence, the structure of a data set does not adversely affect the performance of the proposed methodology.
Number of Players and Strategies
An important consideration during the modeling of a problem in a game theoretic framework is the impact of the size of game. The size determines the complexity, and consequently the performance of the system. Thus, the average size of the game in terms of the number of players and the strategies for different clusters was evaluated. The graph shown in Fig. 9b displays the range of players and strategies for different number of clusters. An important observation is that although the average number of players increases as the cluster size increases, the total number of players is significantly less than half of the total number of clusters, which is the worst case scenario. For example, on average, there are at most 3.5 players for the simulations with nine clusters. It is also important to note that the average strategy size does not increase exponentially as a function of the number of players, which is frequently an issue in the classical game theoretic models. This behavior is attributed to the novel definition of players and strategies in the proposed model. This modeling reduces the complexity of the system significantly. However, the surge in the number of strategies for data sets with large number of clusters indicate that the GTKMeans is better suited for multiobjective clustering of medium sized data sets with a lower number of clusters per data set.
Execution Time
The multiobjective clustering methodology proposed in this work is slower than the KMeans method by multiple orders of magnitude. Similar is the case with other heuristics-based methodologies. In order to quantify the effect of number clusters on the execution time of the algorithm, and analyze the performance extremes, the average execution time and the maximum execution time for different number of clusters (for DATA-A) was plotted. As shown in Fig. 9c , for smaller number of clusters, i.e., K ¼ 3; . . . ; 8, the GTKMeans performed well and identified the optimal clusters within 10 seconds. Also, the worst case performance followed similar trend. However, for larger number of clusters, the performance decayed exponentially. This is due to the fact that as the number of clusters increase, the potential number of players, and consequently the strategies increase significantly, and the game becomes large. The time complexity of the Nash equilibrium algorithm is high, which results in slower execution time in such cases.
CONCLUSIONS
A novel microeconomic-theory-based technique for simultaneous multiobjective clustering on the basis of two important metrics, compaction, and equipartitioning, has been developed in this research. It models the problem as a hybrid approach involving KMeans and noncooperative multiplayer normal form game with Nash-equilibriumbased solution. Also, a post KMeans game theoretic technique has been proposed in this work. This algorithm performs game theoretic clustering after the complete execution of KMeans algorithm. The experimental study on existing and artificial data sets provided important insights related to the performance of the game theoretic algorithm. As compared to the KMeans, this algorithm performs significantly better in terms of the fairness toward improving the clustering criteria. Also, the complexity of the algorithm in terms of players and strategies has been reduced significantly by developing novel definitions for the players, and the strategies. This algorithm is not sensitive to the structure of the data set. However, being a heuristics-based method, it is slower than the KMeans algorithm, and suitable for clustering of medium sized data sets. Overall, the proposed algorithm is well suited for clustering problems where the objective functions are complementary and need to be optimized simultaneously. Nagarajan "Ranga" Ranganathan (S'81-M'88-SM'92-F'02) received the BE (honors) degree in electrical and electronics engineering from the Regional Engineering College, National Institute of Technology, Tiruchirapalli, University of Madras, India, 1983, and the PhD degree in computer science from the University of Central Florida, Orlando, in 1988. He is a distinguished university professor of computer science and engineering at the University of South Florida, Tampa. During 1998-1999, he was a professor of electrical and computer engineering at the University of Texas at El Paso. His research interests include VLSI circuit and system design, VLSI design automation, multimetric optimization in hardware and software systems, biomedical information processing, computer architecture, and parallel computing. He has developed many special purpose VLSI circuits and systems for computer vision, image and video processing, pattern recognition, data compression, and signal processing applications. He has coauthored more than 225 papers in refereed journals and conferences, four book chapters, and co-owns six US patents and two pending. He has edited three books titled VLSI Algorithms and . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
