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a b s t r a c t
In this paper, we introduce the concepts of average and projected systems associated
to a coherent (parent) system. We analyze several aspects of these notions and show
that they can be useful tools in studying the performance of coherent systems with non-
exchangeable components.We show that the average and projected systems are especially
useful in studying the tail behavior of reliability, hazard rate and mean residual life
functions of the parent system and also in obtaining the tail best systems (under different
criteria) by permuting the components at the system structure. Moreover, they can be
useful in assessing how the asymmetry of the joint distribution of the component lifetimes
(with respect to permutations of the components in the system structure) affects the
system performance.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The study of coherent systems is an important topic in reliability and survival studies. It is well known that the lifetime
of a coherent system can be easily written as a function of the component lifetimes but, in general, it is not easy to compute
the system reliability (or other ageing measures) from the reliability of its components (see [1]). A useful tool to handle
coherent systems is the concept of signature introduced by Samaniego [2]. When the component lifetimes are independent
and identically distributed (IID) with common absolutely continuous reliability function F , the system reliability function
is a mixture of the reliability functions of the order statistics associated to F with the coefficients in the mixture forming
the signature vector (see [2]). Properties and applications of signatures are given in [3–7]. This representation was extended
to the case of coherent systems with exchangeable component lifetimes by Navarro and Rychlik [8] (absolutely continuous
case) and Navarro et al. [9]. Unfortunately, this representation need not hold when the component lifetimes have a non-
exchangeable joint distribution (see [9]).
In this paper,we introduce the concept of average system associated to a coherent system. The average system is a uniform
mixture of all the coherent systems obtained by permutations of the components in the structure of the parent system. We
show that this concept is a useful tool for studying coherent systems with non-exchangeable component lifetimes and to
detect the tail best systems (i.e., the best systems when the age increases) under different criteria. In particular, we show
that, under suitable conditions, the reliability of the average system can be seen as a lower bound for the reliability of the
original system when it is well designed. We also extend the analysis of average systems by introducing and studying the
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new concept of projected systems. The analysis of properties of the average and projected systems is closely connected with
the concept of signature as well as with the study of the symmetry of the system structure and the symmetry of the joint
distribution of the component lifetimes. In this respect, we shall also define some measures of asymmetry that can help us
to determine how different the systems become when we place the components in different positions.
The paper is organized as follows. In Section 2, we give the definitions and basic properties of average and projected
systems. In Section 3, we describe how the average systems can help us in approximating and improving the system
performance, especially in the tail behavior of reliability and ageing functions. In Section 4, we give some measures of
asymmetry related to average systems which can help us in assessing how this asymmetry affects the system performance.
Finally, in Section 5, we give other applications and some extensions for future research.
Throughout this paper, the notions ‘increasing’ and ‘decreasing’ are used in the weak sense (i.e., a function g is increasing
if g(x) ≤ g(y) for all x ≤ y).
2. The average and projected systems
Let us consider a system with n components. The system has two possible states, φ = 1 if the system is functioning
and φ = 0 if the system has failed. We assume that the state of the system is determined completely by the states of the
components, so that we may write φ = φ(x1, x2, . . . , xn), where xi = 1 if the ith component is functioning and xi = 0
if it has failed. The function φ is called the structure function of the system. A system is a coherent system (see [1, p. 6]) if
φ is increasing in every component and for every i = 1, 2, . . . , n, φ is strictly increasing in xi for some specific values of
x1, x2, . . . , xi−1, xi+1, . . . , xn. The structure function of a coherent system can be written as
φ(x1, x2, . . . , xn) = max
1≤j≤m
min
i∈Pj
xi
(see [1, p. 12]), where the sets P1, P2, . . . , Pm are theminimal path sets of the system. A path set P is a set of indices such that
if the components in P work, then the system works. A path set is minimal if it does not contain other path sets.
The lifetime T of a coherent system with minimal path sets P1, P2, . . . , Pm and component lifetimes X1, X2, . . . , Xn can
be written as
T = ψ(X1, X2, . . . , Xn) = max
1≤j≤m
min
i∈Pj
Xi (2.1)
(see [1, p. 12]). Let us assume that the component lifetimes have a joint reliability function
F(x1, x2, . . . , xn) = Pr(X1 > x1, X2 > x2, . . . , Xn > xn)
and let us consider the order statistics X1:n, X2:n, . . . , Xn:n obtained from X1, X2, . . . , Xn. It is well known that, in this context,
Xn−k+1:n represents the lifetime of a k-out-of-n system (i.e., a systemwhich works if at least k of its n components work). Let
us denote their reliability functions by F i:n(t) = Pr(Xi:n > t) for i = 1, 2, . . . , n and the system lifetime reliability function
by F T (t) = Pr(T > t).
Awell-knownproperty of coherent systems is that they fail in concomitancewith the failure of someof their components,
that is, its lifetime T is equal to Xi:n for some i ∈ {1, 2, . . . , n}. Thus, Samaniego [2] defined the system signature as the vector
p = p(ψ, F) = (p1, p2, . . . , pn),where
pi = Pr(T = Xi:n), for i = 1, 2, . . . , n. (2.2)
Note that, in general, the system signature depends on both the structure function ψ and the joint reliability F of the
component lifetimes. However, Samaniego [2] pointed out that, when the component lifetimes are IID with a common
continuous distribution, the system signature only depends on the structure function. In this case, the coefficients can be
computed as pi = si, where
si = |Ai(ψ)|n! , for i = 1, 2, . . . , n, (2.3)
and
Ai(ψ) = {pi ∈ Pn : ψ(x1, x2, . . . , xn) = xi:n when xpi(1) < xpi(2) < · · · < xpi(n)}, (2.4)
with Pn being the set of permutations of {1, 2, . . . , n}, |A| the cardinality of set A, and (x1:n, x2:n, . . . , xn:n) the increasing
ordered vector obtained from (x1, x2, . . . , xn). Note that Aψ = {A1(ψ), A2(ψ), . . . , An(ψ)} is a partition of Pn and hence∑n
i=1 si = 1. Moreover, Samaniego [2] showed that, in this case (i.e., when the component lifetimes are IID with common
continuous distribution), the system lifetime reliability function F T can be written as
F T (t) =
n∑
i=1
piF i:n(t); (2.5)
in other words, the system lifetime distribution is a mixture of k-out-of-n system lifetime distributions with the coefficients
being the elements of the system signature vector. Navarro and Rychlik [8] showed that this representation continues to
hold when the components have an absolutely continuous joint distribution and that is exchangeable, that is,
(X1, X2, . . . , Xn) = ST (Xpi(1), Xpi(2), . . . , Xpi(n))
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for any permutation pi ∈ Pn, where= ST denotes equality in law. However, representation (2.5) does not necessarily hold
when one of these conditions fail. Recently, Navarro et al. [9] proved that, maintaining the assumption of exchangeability,
a representation similar to (2.5) can still be obtained even after dropping the assumption of absolute continuity. The new
representation is obtained by replacing the coefficients pi defined in (2.2) by the coefficients si given in (2.3), that is, if
(X1, X2, . . . , Xn) is exchangeable, then
F T (t) =
n∑
i=1
siF i:n(t). (2.6)
The vector s = s(ψ) = (s1, s2, . . . , sn) can be called the structural signature since it only depends on the structure function
ψ . Recall that s = p when (X1, X2, . . . , Xn) is exchangeable with an absolutely continuous joint distribution. However, the
following example shows that these signatures can be different (see also Example 2.8).
Example 2.1. Let us consider the lifetime T = X2:2 of a parallel system with two IID Bernoulli B(p) components, that is,
Xi = 1 with probability p and Xi = 0 with probability 1− p for 0 ≤ p ≤ 1 and i = 1, 2; then, we have
p1 = Pr(T = X1:2) = Pr(X1 = X2) = p2 + (1− p)2
and p2 = Pr(T = X2:2) = 1 and representation (2.5) does not hold for 0 ≤ p ≤ 1. However, s1 = 0, s2 = 1 and (2.6)
holds. 
In the non-exchangeable case, the lifetime of a coherent system does not necessarily admit a representation as a
mixture of the order statistics obtained from its component lifetimes. In this respect, Navarro et al. [9] presented in fact a
counterexample (see Example 5.1) even based on independent but non-identically distributed (INID) component lifetimes.
We now consider systems whose lifetimes cannot necessarily be written as a mixture of the corresponding order statistics.
Wewill conceptually assume that the components can be placed at any position in the system. Then, if T = ψ(X1, X2, .., Xn)
is the system’s lifetime, it will be natural to compare T with the system lifetime Tpi defined by
Tpi = ψ(Xpi(1), Xpi(2), . . . , Xpi(n)) (2.7)
for pi ∈ Pn. Note that Tpi is also a coherent system lifetime with component lifetimes (X1, X2, . . . , Xn) since it can also be
written as Tpi = ψpi (X1, X2, . . . , Xn), where ψpi is the structure function defined by
ψpi (x1, x2, . . . , xn) = ψ(xpi(1), xpi(2), . . . , xpi(n)). (2.8)
In several applications it is important to determine the optimal allocation of components within coherent systems (see
[10,11] and the references therein). This leads us to compare the reliability functions of the different system lifetimes Tpi
for pi ∈ Pn. In this respect, we may be interested in the condition T ≥ST Tpi for all pi ∈ Pn, where ≥ST denotes the usual
stochastic order (i.e., X ≥ST Y if Pr(X > t) ≥ Pr(Y > t) for all t). This property is sometimes too strong and can be replaced
by a weaker property based on the concept of average system defined below.
Definition 2.2. For a given coherent system with lifetime T = ψ(X1, X2, . . . , Xn), the average system lifetime T is defined to
be the random variable equalling Tpi with probability 1/n!, where Tpi is given by (2.7) for pi ∈ Pn.
Note that the average system is a stochastic uniform mixture of coherent systems but, in general, it is not necessarily a
coherent system based on X1, X2, . . . , Xn. Boland and Samaniego [12] proposed the utilization of mixed systems which are
stochastic mixtures of coherent systems of a given size, and evidently average systems are special cases of mixed systems.
The notion of average system can be used to define the following property. We say that T is well designed if T ≥ST T . This
property says that our system is better than the one obtained by allocating the components at random. The average system
can also be obtained as follows. If X = (X1, X2, . . . , Xn) is an arbitrary random vector, let us define the random vector
X = (X1, X2, . . . , Xn) such that
X = Xpi with probability 1/n! for pi ∈ Pn, (2.9)
where Xpi = (Xpi(1), Xpi(2), . . . , Xpi(n)) for pi ∈ Pn. Then we have the following result.
Proposition 2.3. The random vector X defined by (2.9) satisfies the following properties:
(i) The joint reliability function FX of X is
FX(x1, x2, . . . , xn) =
1
n!
∑
pi∈Pn
F(xpi(1), xpi(2), . . . , xpi(n)).
(ii) X is exchangeable.
(iii) The order statistics X i:n from X are equal in law to the order statistics from X, that is,
(X1:n, X2:n, . . . , Xn:n) = ST (X1:n, X2:n, . . . , Xn:n).
(iv) The average system lifetime T obtained from T = ψ(X1, X2, . . . , Xn) is equal in law to the coherent system lifetime
ψ(X1, X2, . . . , Xn).
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Proposition 2.3 extends a result given in [13] for the absolutely continuous case and its proof is rather easy. It is also
related with the discussion on order statistics from exchangeable random vectors presented in [14]. As an immediate
consequence of it, the average system lifetimes are equal in law to coherent system lifetimes with component lifetimes
represented by X = (X1, X2, . . . , Xn) (i.e., with the components placed randomly in the system structure). Moreover, as X
is exchangeable and representation (2.6) holds for exchangeable components, we obtain the following result.
Proposition 2.4. Let T be the average system lifetime associated to an arbitrary coherent system with lifetime T =
ψ(X1, X2, . . . , Xn) and structural signature s = (s1, s2, . . . , sn). Then the reliability function F T of the average system lifetime
satisfies
F T (t) =
n∑
i=1
siF i:n(t). (2.10)
Proof. From (iv) in Proposition 2.3 we have
T = STψ(X1, X2, . . . , Xn),
where (X1, X2, . . . , Xn) is an exchangeable random vector. Then, from (2.6), we obtain
Pr(T > t) =
n∑
i=1
si Pr(X i:n > t),
where (s1, s2, . . . , sn) is the structural signature of the coherent system ψ(X1, X2, . . . , Xn). Finally, as the system with
lifetime ψ(X1, X2, . . . , Xn) and the system with lifetime T have the same structure function, their structural signatures
are the same and, by using (iii) in Proposition 2.3, we obtain (2.10). 
Note that this proposition shows that the average system lifetime is a stochastic mixture of the order statistics obtained
from the component lifetimes. As a result, the average system lifetime can also be defined as T = Xi:n with probability si,
where (s1, s2, . . . , sn) is the structural signature of T .
Let us assume now that all the component lifetimes are different almost surely, that is,
Pr(X1:n < X2:n < · · · < Xn:n) = 1. (2.11)
Then the signature p = p(ψ, F) = (p1, p2, . . . , pn) of a coherent system with lifetime T = ψ(X) satisfies
pi =
∑
pi∈Ai(ψ)
Pr(Xpi(1) < Xpi(2) < · · · < Xpi(n))
and p1 + p2 + · · · + pn = 1, with pi = Pr(T = Xi:n) ≥ 0 for i = 1, 2, . . . , n and Ai(ψ) defined by (2.4). Moreover, using the
total probability formula, it is immediate that the reliability function of a coherent system can be written as
F T (t) =
n∑
i=1
pi Pr(Xi:n > t|T = Xi:n) (2.12)
(see [6, p. 125]). Thus, under the assumption (2.11), it is sensible to introduce a random variableM defined, as a function of
(X1, X2, . . . , Xn), by
M = i if and only if T = Xi:n, for i = 1, 2, . . . , n. (2.13)
M is simply the number of failures to be observed until the failure of the system and its probability distribution coincides
with the system’s signature. Similarly, we denote byM the number of failures to be observed until T , so that its probability
distribution coincides with the structural signature of the system. Mpi denotes the number of failures to be observed until
Tpi , where pi ∈ Pn and Tpi is the lifetime defined by (2.7). Then, from Propositions 2.3 and 2.4, we obtain the following result.
Proposition 2.5. If X = (X1, X2, . . . , Xn) has an absolutely continuous joint distribution, then M is stochastically equal to
(MΠ | Π), whereΠ denotes a random permutation, uniformly distributed over Pn.
Furthermore, we can consider the mixed system defined as follows.
Definition 2.6. If T is a coherent system with signature p = (p1, p2, . . . , pn) and component lifetimes satisfying (2.11), the
projected system of T is defined as the mixed system with lifetime T˜ equal to Xi:n with probability pi for i = 1, 2, . . . , n.
Note that the reliability function F T˜ of T˜ can be written as
F T˜ (t) =
n∑
i=1
pi Pr(Xi:n > t). (2.14)
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Fig. 1. Reliability functions of the systems obtained in Example 2.8. The solid lines correspond to (from below) F T , F T , F T2 and F T3 and the dashed lines
correspond to that of the projected systems (from below) F T˜ , F T˜2 and F T˜3 .
Hence the projected systems are a special case of mixed systems. Note that Pr(T = Xi:n) = Pr(˜T = Xi:n) for i = 1, 2, . . . , n
and hence one can expect that the projected system will be closer to the parent system than any other mixed system
(included the average system). This is in fact what happens in Example 2.8 below (see also Fig. 1). Moreover, from (2.12) and
(2.14), T and T˜ are equal in law when
Pr(Xi:n > t|T = Xi:n) = Pr(Xi:n > t)
for i = 1, 2, . . . , n. This property is related to the notion of weak exchangeability given in Navarro et al. [9]. Analogously,
we can consider the coherent system Tpi and the associated projected system T˜pi . As the signature p depends on F , if F is
non-exchangeable, the mixed systems T˜ and T˜pi are not necessarily equal in law. Thus, for a fixed random vector X, we can
consider two sets of reliability functions. The first one, S1, contains all the mixed system lifetime reliability functions and
then, in particular, it contains the reliability function of T and, more generally, that of Tpi for all pi ∈ Pn. The second one, S2,
contains all the reliability functions of mixed systems based only on order statistics (or k-out-of-n systems), that is,
S2 =
{
n∑
i=1
ciF i:n(t) : c1 + c2 + · · · + cn = 1, ci ≥ 0, i = 1, 2, . . . , n
}
.
Note that S2 ⊆ S1 and that they are equal when the random vectorX is exchangeable. Also note that the reliability functions
of T , T˜ and, in general, that of T˜pi , are in S2 for all pi . This is the reason why we referred to T˜ as the projected system of T in
S2 (although it is not a perpendicular projection in a strict sense). The following property shows that the average system of
T can also be obtained as the average system of the projected system T˜ .
Proposition 2.7. If T = ψ(X1, X2, . . . , Xn) is the lifetime of a coherent system and X = (X1, X2, . . . , Xn) has an absolutely
continuous joint distribution, then:
(i) si = 1n!
∑
pi∈Pn p
pi
i , where p
pi = (ppi1 , ppi2 , . . . , ppin ) is the signature of Tpi and
(ii) T = ST (˜TΠ |Π), whereΠ = pi with probability 1/n!.
Proof. If X has an absolutely continuous joint distribution and probability density function f , then X also has an absolutely
continuous joint distribution with probability density function f given by
f (x) = 1
n!
∑
pi∈Pn
f (xpi ),
where x = (x1, x2, . . . , xn) and xpi = (xpi(1), xpi(2), . . . , xpi(n)). As the distribution of X is exchangeable and absolutely
continuous, the signature and the structural signature of T = ψ(X) are equal, that is,
si = Pr(T = Xi:n)
for i = 1, 2, . . . , n. Then, since by definition T = ST (TΠ |Π), we have
si = Pr(T = Xi:n) =
∑
pi∈Pn
Pr(Π = pi) Pr(TΠ = Xi:n|Π = pi) = 1n!
∑
pi∈Pn
ppii
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and hence (i) holds. Moreover, the reliability function of (˜TΠ |Π) satisfies
Pr(˜TΠ > t|Π) = 1n!
∑
pi∈Pn
n∑
i=1
ppii Pr(Xi:n > t)
=
n∑
i=1
[
1
n!
∑
pi∈Pn
ppii
]
Pr(Xi:n > t)
=
n∑
i=1
si Pr(Xi:n > t)
= Pr(T > t),
where the third equality is obtained from (i). Hence, (ii) holds. 
Finally, we present an example throughwhich we display different systems that can be obtained from a coherent system
with INID component lifetimes.
Example 2.8. Let us consider the coherent system with lifetime T = min(X1,max(X2, X3)), where X1, X2, X3 are INID
exponential random variables with reliability functions F i(t) = exp(−λit) for t ≥ 0, λi > 0 and i = 1, 2, 3. Then, it is easy
to see that the structural signature of T is s = (1/3, 2/3, 0) (see, e.g., [15]). However, the signature of T is p = (p1, p2, p3),
where
p1 = Pr(T = X1:3) = λ1
λ1 + λ2 + λ3 , (2.15)
p2 = Pr(T = X2:3) = λ2 + λ3
λ1 + λ2 + λ3 (2.16)
and p3 = 0. Nowwe can consider all the coherent systemswith the same structure function, that is, obtained by permutation
of the components. As the system structure is symmetric with respect to the permutation of components 2 and 3, the 3! = 6
initial options reduce to 3 different options: T = T1 = T(1,2,3) = min(X1,max(X2, X3)), T2 = T(2,1,3) = min(X2,max(X1, X3))
and T3 = T(3,1,2) = min(X3,max(X1, X2)), where pi = (i1, i2, i3) represents the permutation with pi(j) = ij for j = 1, 2, 3.
Then the signature of T2 is
p(2,1,3) =
(
λ2
λ1 + λ2 + λ3 ,
λ1 + λ3
λ1 + λ2 + λ3 , 0
)
and the signature of T3 is
p(3,1,2) =
(
λ3
λ1 + λ2 + λ3 ,
λ1 + λ2
λ1 + λ2 + λ3 , 0
)
.
Note that
s = p+ p(2,1,3) + p(3,1,2)
3
.
Now, the average system lifetime T is the mixed system obtained from a uniform stochastic mixture of these three systems
or, equivalently, it is the mixed system lifetime defined by T = X1:3 with probability 1/3 and T = X2:3 with probability 2/3.
The reliability function of T is given by
F T (t) =
1
3
F 1:3(t)+ 23F 2:3(t), (2.17)
while the reliability function of T cannot necessarily be written as a linear combination of F 1:3, F 2:3 and F 3:3 (see Example
5.1 in [16]). Analogously, the projected system lifetime T˜ obtained from T is the mixed system defined by T˜ = X1:3 with
probability p1 = λ1/(λ1 + λ2 + λ3) and T˜ = X2:3 with probability p2 = (λ2 + λ3)/(λ1 + λ2 + λ3). The projected system
lifetimes T˜2 and T˜3 are obtained in a similar manner. The reliability functions of the seven system lifetimes obtained from T
when λ1 = 1, λ2 = 1/2, and λ3 = 1/3, are presented in Fig. 1. It is of interest to note that, in this example, the reliability
functions of the projected system lifetimes are closer to the reliability functions of the parent system lifetimes than the
reliability function of the average system lifetime. 
3. Approximations and improvements of coherent systems based on average and projected systems
The average and projected systems can be used to approximate the performance of coherent systems with possibly non-
exchangeable components when they are ‘well designed’. Furthermore, they can be used to study how the systems can
be improved by placing the components at the best places in the systems (when possible from a practical point of view).
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In particular, they can be used for studying the tail behavior (i.e., the behavior when t → ∞) of reliability and ageing
functions of the parent systems. Recall that, with the notation used in the preceding section, the reliability function F T of T
can be written as
F T (t) =
1
n!
∑
pi∈Pn
F Tpi (t). (3.1)
Hence, for each t , we have
min
pi∈Pn
F Tpi (t) ≤ F T (t) ≤ max
pi∈Pn
F Tpi (t).
Therefore, if we compare the reliability at t of the system lifetime T to that of the average system T , we get an idea of
how good the system is in the set of all the coherent systems obtained by permuting the components, that is, in {Tpi }pi∈Pn .
Moreover, if T ≥ST Tpi for all pi ∈ Pn, then
F T (t)
F T (t)
≤ 1 (3.2)
for all t , that is, (3.2) is a necessary condition for T ≥ST Tpi to hold for all pi ∈ Pn. Note that (3.2) is indeed equivalent to
T ≥ST T . Analogously, we can analyze the tail behavior of the system when t increases. First we give a definition.
Definition 3.1. We say that T = ψ(X1, X2, . . . , Xn) is the tail best system lifetime in the ST order if there exists t0 ≥ 0 such
that F Tpi (t)/F T (t) ≤ 1 for all t ≥ t0 and for all pi ∈ Pn.
It is easy to see that if T is the tail best system lifetime, then
lim sup
t→∞
F Tpi (t)
F T (t)
≤ 1
for all pi ∈ Pn and hence
lim sup
t→∞
F T (t)
F T (t)
≤ 1. (3.3)
Note that (3.3) is a necessary condition for T to be the tail best system.
The primary ageing functions of interest are the hazard rate (HR) and the mean residual life (MRL) functions. The hazard
rate hT of a lifetime T is defined by hT (t) = fT (t)/F T (t) for t such that F T (t) > 0, where fT and F T are the density and the
reliability functions of T , respectively. By convention, hT (t) = ∞ when F T (t) = 0. The hazard functions are used to define
the following order. We say that X is equal to or better than Y in the hazard rate order (X ≥HR Y ) if hX ≤ hY . It is well known
that the hazard rate order implies the stochastic order (see, e.g., [17]). In the next proposition, we show that if the system
T is the tail best system in the HR order (in the sense of (3.4) below), then its reliability function is tail equivalent to that of
the average system.
Proposition 3.2. If T is the lifetime of a coherent system with component lifetimes having a joint absolutely continuous
distribution, and
lim inf
t→∞
hTpi (t)
hT (t)
> 1 (3.4)
for all pi ∈ Pn − C1, where C1 = {pi ∈ Pn : limt→∞ F Tpi (t)/F T (t) = 1}, then
lim
t→∞
F T (t)
F T (t)
= k1
n! , (3.5)
where k1 = |C1|.
Proof. From (3.1), we have
F T (t) =
1
n!
∑
pi∈C1
F Tpi (t)+
1
n!
∑
pi∈Pn−C1
F Tpi (t). (3.6)
Moreover, from Lemma 3.1 in Navarro and Shaked [18] (see also [19]), we have that, if (3.4) holds for pi , then
lim
t→∞
F Tpi (t)
F T (t)
= 0.
Then, from (3.6) and the definition of C1, we obtain (3.5), where k1 is the cardinality of the set C1. Hence, the required
result. 
1478 J. Navarro et al. / Journal of Multivariate Analysis 101 (2010) 1471–1482
Observe that we have thus shown that (3.4) implies (3.3). Furthermore, (3.5) reveals that the reliability function of the
average system can be used to study the tail behavior of the reliability functions of the tail best systems in hazard rate (i.e.,
the systems satisfying (3.4)). In the following proposition, we present a similar result for the hazard rate functions.
Proposition 3.3. If T is the lifetime of a coherent system with component lifetimes having a joint absolutely continuous
distribution, and the condition in (3.4) and
lim sup
t→∞
hTpi (t)
hT (t)
<∞ (3.7)
hold for all pi ∈ Pn − C2, where C2 = {pi ∈ Pn : limt→∞ hTpi (t)/hT (t) = 1}, then
lim
t→∞
hT (t)
hT (t)
= 1. (3.8)
Proof. From (3.1), we obtain
F T (t) =
k2
n! F C2(t)+
1
n!
∑
pi∈Pn−C2
F Tpi (t), (3.9)
where k2 = |C2| and
F C2(t) =
1
k2
∑
pi∈C2
F Tpi (t).
From the definition of C2 and the properties of the hazard rate of mixtures, it is easy to see that the hazard rate hC2 of F C2
satisfies
lim
t→∞
hC2(t)
hT (t)
= 1. (3.10)
Then, by applying Lemma 3.3 in Navarro and Shaked [18] (see also [19]) to the mixture form in (3.9), we have that, if (3.4)
and (3.7) hold for all pi 6∈ C2, then
lim
t→∞
hT (t)
hC2(t)
= 1
and hence, from (3.10), (3.8) holds.
From Lemma 3.4 in Navarro and Shaked [18], condition (3.7) can be replaced by the following weaker condition
limt→∞ fTpi (t)/fT (t) = 0. Note that Proposition 3.3 shows that, under some conditions, the hazard rate of the average system
is equivalent to that of the tail best systems in the hazard rate order. Hence, the average systems can be used to detect the
tail best systems and to study the behavior of their hazard rate functions as t →∞. The application of the preceding results
is illustrated in the following example. By using the results given in [20,16], analogous results can be obtained for the mean
residual life and the likelihood ratio orderings, respectively. Also similar results can be obtained for the projected systems
using their representations as mixtures of order statistics.
Example 3.4. Let us consider the three coherent systems discussed earlier in Example 2.8 and let us assume that λ1 > λ2 >
λ3. It is easy to see that T3 is tail ST better than T since limt→∞ F T (t)/F T3(t) = 0. However, T2 and T3 are tail ST equivalent
since limt→∞ F T2(t)/F T3(t) = 1. Moreover, from the results in [18], it is easy to see that
lim
t→∞ hT (t) = λ1 + λ3 > limt→∞ hTi(t) = λ2 + λ3,
for i = 2, 3. Therefore, from Proposition 3.2, we have
lim
t→∞
F T (t)
F T (t)
= 0 < lim
t→∞
F Ti(t)
F T (t)
= 3/2
for i = 2, 3. In particular, that if λ1 = 1, λ2 = 1/2 and λ3 = 1/3, then T ≤ST T ≤ST T2≤ST T3.
The average systems can also be used to detect the tail best system in the hazard rate order. Thus, from Proposition 3.3,
we have
lim
t→∞
hT (t)
hT (t)
= λ2 + λ3
λ1 + λ3 < limt→∞
hT (t)
hTi(t)
= 1
for i = 2, 3. If λ1 = 1, λ2 = 1/2 and λ3 = 1/3, then T ≤HR T ≤HR Ti for i = 2, 3, that is, the tail HR best systems are T2 and
T3. However, T2 and T3 are not HR ordered. Also their hazard rate functions are tail equivalent to that of the average system.
A complete study of this case when the systems have n exponential components can be seen in [11]. 
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4. Measures of system symmetry
Let T = ψ(X1, X2, . . . , Xn) be the lifetime of a coherent system with structure function ψ and component lifetimes
X1, X2, . . . , Xn, and let T be the associated average system lifetime as defined in Section 2. We know that if the joint
distribution of X = (X1, X2, . . . , Xn) is exchangeable, then T and T are equal in law; however, the reverse is not necessarily
true. Therefore, we can use the reliability functions of T and T to assess how the differences between the components (non-
exchangeability of X) affects the system. For example, if we consider the k-out-of-n system, whose lifetime is represented
by Xn−k+1:n, then it is permutation invariant and hence it is always equal in law to its average system. The coherent system
lifetime T = min(X1,max(X2, X3)) considered earlier in Example 2.8 does not change under permutations ofX2 andX3. Thus,
for a given structure functionψ , we can define the following equivalence relation inPn: we say that two permutationspi and
σ are ψ-equivalent, written as pi ∼ψ σ if ψpi = ψσ , where the structure functions ψpi and ψσ are defined using (2.8). This
equivalence relation defines a partitionBψ = {B1(ψ), B2(ψ), . . . , Bm(ψ)} inPn andm = m(ψ) is a measure of asymmetry
of the systems with structure function ψ . Note that 1 ≤ m ≤ n!. For example, m = 1 for Xk:n and k = 1, 2, . . . , n, while
m = 3 for ψ(x1, x2, x3) = min(x1,max(x2, x3)). Note thatm does not depend on F .
Aswe saw in Section 2, the structural signature s, associated to a coherent system, is generally different from the system’s
signature p and we may be interested in studying systems satisfying the condition
p = s. (4.1)
Such a condition says that the projected system is stochastically equal to the average system and, in the case of absolute
continuity for X, it can be seen as a condition of symmetry for the system. It may be interesting, in this respect, to note that
there are natural cases of non-exchangeability wherein T = STT = ST T˜ , as shown in the following example.
Example 4.1. Consider the four-components coherent systemwith lifetime T = min(X1,max(X2, X3), X4),where the joint
reliability function of the component lifetimes (X1, X2, X3, X4) is given by
FX(x1, x2, x3, x4) = W (x1, x2)W (x3, x4) (4.2)
withW being a bivariate absolutely continuous reliability function. Furthermore, we assume thatW (u, v) is exchangeable.
Hence, we assume that the pairs (X1, X2) and (X3, X4) are stochastically independent and identically distributed. Then
X1, X2, X3, X4 are identically distributed, but the vector (X1, X2, X3, X4) is not necessarily exchangeable. It is easy to see
that the structural signature of the system with lifetime T is s = (1/2, 1/2, 0, 0). With regard to the system’s signature
p = (p1, p2, p3, p4), a straightforward calculation proves that, with the choice in (4.2), p1 = p2 = 1/2 and p3 = p4 = 0.
Therefore, p = s, T = ST T˜ and their common reliability function is given by F T (t) = (F 1:4(t) + F 2:4(t))/2. Then, using the
facts that F 1:4(t) = W 2(t, t) and F 2:4(t) = 4W (t, t)W (t, 0)− 3W 2(t, t),we have F T (t) = 2W (t, t)W (t, 0)−W 2(t, t).
The minimal path sets of T are {1, 2, 4} and {1, 3, 4}, and so from (2.1) and by the inclusion–exclusion formula (see also
(3.4) in [21]), the reliability function of T can be written as
F T (t) = Pr(min(X1, X2, X4) > t)+ Pr(min(X1, X3, X4) > t)− Pr(X1:4 > t)
= 2W (t, t)W (t, 0)−W 2(t, t)
and hence T = STT . 
The next example shows that T = ST T˜ does not necessarily imply T = STT .
Example 4.2. Let us consider the system discussed earlier in Example 2.8. Recall that its structural signature is s =
(1/3, 2/3, 0) and its signature is p = (p1, 1 − p1, 0), where p1 = λ1/(λ1 + λ2 + λ3). Hence, p1 = 1/3 and T = ST T˜
when, for example, λ1 = 1 and λ2 + λ3 = 2. In this case, their common reliability function is given by (2.17). Then, using
the facts that F 1:3(t) = exp(−3t) and
F 2:3(t) = exp(−2t)+ exp(−(1+ λ2)t)+ exp(−(1+ λ3)t)− 2 exp(−3t),
we have
F T (t) =
2
3
exp(−2t)+ 2
3
exp(−(1+ λ2)t)+ 23 exp(−(1+ λ3)t)− exp(−3t).
The minimal path sets of T are {1, 2} and {1, 3} and hence from (2.1) and by the inclusion–exclusion formula (see also (3.4)
in [21]), its reliability function can be written as
F T (t) = exp(−(1+ λ2)t)+ exp(−(1+ λ3)t)− exp(−3t).
Therefore, T = STT if and only if λ2 = λ3 = 1 (i.e., when the component lifetimes are IID). 
In the cases when (4.1) does not hold, we can consider the random variables Mpi , for pi ∈ Pn, that were defined in
Section 2. In what follows we denote, once again, by Π a random element of Pn, with Π uniformly distributed over Pn.
Then, yet another way to analyze the symmetry of the structure of the coherent system is by comparing the variability
among the signatures ppi of Tpi (i.e., the distributions of Mpi ) or, more specifically, among the expected values E(Mpi ),
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for different permutations pi ∈ Pn. We can then consider the variance Var (E (MΠ |Π)) as a further index of symmetry
for the structure of the system. A small variance of E (MΠ |Π) indicates that the signatures ppi do not differ much from
one another for different permutations pi in which case the structure of the system has a high level of symmetry. We can
naturally expect a larger level of symmetry in the system if the structural signature s is more concentrated (see also the
discussion in [13]). We can also expect Var (E (MΠ |Π)) to be small if s admits a small variance, that is, if Var
(
M
)
is small.
In this regard, we can state the following result which is the main result of this section.
Proposition 4.3. If X has an absolutely continuous joint distribution, then
Var (E (MΠ |Π)) = Var
(
M
)− 1
n!
∑
pi∈Pn
Var (Mpi ) . (4.3)
Proof. By recalling Proposition 2.5,wehaveVar
(
M
) = Var(MΠ ).We then consider conditioningwith respect to the random
partitionΠ . For Var(MΠ ), by using the well-known formula for the decomposition of the variance, we can write
Var(MΠ ) = E (Var(MΠ |Π))+ Var (E (MΠ |Π)) . (4.4)
We now take into account that P({Π = pi}) = 1/n! for all pi ∈ Pn, and that the distribution ofMΠ , conditional on {Π = pi},
obviously coincides with the distribution ofMpi . 
Next, we present an example to illustrate the computation of all the terms appearing in the RHS of (4.3).
Example 4.4. Let us consider again the system analyzed in Example 2.8. Since the structural signature is s = (1/3, 2/3, 0),
we obtain in this case E
(
M
) = 5/3 and Var (M) = 2/9. Analogously, from (2.15) and (2.16), we obtain
E (M) = λ1 + 2 (λ2 + λ3)
λ1 + λ2 + λ3 ,
and
Var (M) = λ1 (λ2 + λ3)
(λ1 + λ2 + λ3)2 .
By considering the different variablesMpi with pi ∈ Pn, we obtain
1
3!
∑
pi∈P3
Var (Mpi ) = 23
λ1λ2 + λ1λ3 + λ2λ3
(λ1 + λ2 + λ3)2 .
Then, from Proposition 4.3, we have
Var (E (MΠ | Π)) = 29 −
2
3
λ1λ2 + λ1λ3 + λ2λ3
(λ1 + λ2 + λ3)2 .
The minimum value of Var (E (MΠ | Π)) is zero obtained when λ1 = λ2 = λ3 (the symmetric case). The maximum value
is 2/9 obtained, for example, when λ2 →∞ (for fixed λ1 and λ3), that is, the most asymmetric case is obtained when one
component is very bad compared to the other two components.
Another possible measure of asymmetry, which takes into account the asymmetry of the system structure as well as the
symmetry of the joint distribution of the component lifetimes, is
m1(ψ, F) =
∫ ∞
0
| Pr(T > t)− Pr(T > t)|dt.
Of course, ifm1(ψ, F) = 0, then T = STT . Also, if X is exchangeable, thenm1(ψ, F) = 0. Note that if T is well designed, that
is, if T ≥ST T , then
m1(ψ, F) =
∫ ∞
0
Pr(T > t)dt −
∫ ∞
0
Pr(T > t)dt = E(T )− E(T ).
We can also consider a global measure of asymmetry based on all of the options of Tpi as, for example,
m2(ψ, F) = 1n!
∑
pi∈Pn
∫ ∞
0
| Pr(Tpi > t)− Pr(T > t)|dt.
Analogously, if X has an absolutely continuous distribution, we can obtain measures of asymmetry using the projected
system lifetime T˜ since, if X is exchangeable, then T , T and T˜ are equal in law. For example, we can use
m3(ψ, F) =
∫ ∞
0
| Pr(˜T > t)− Pr(T > t)|dt =
∫ ∞
0
∣∣∣∣∣ n∑
i=1
(pi − si)F i:n(t)
∣∣∣∣∣ dt
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which satisfies
m3(ψ, F) ≤
n∑
i=1
∫ ∞
0
|pi − si|F i:n(t)dt =
n∑
i=1
|si − pi|µi:n,
where µi:n = E(Xi:n). Of course, if s = p, thenm3(ψ, F) = 0.
Similar measures can be obtained using only the differences between signature and structural signature since we know
that they are equal in the exchangeable absolutely continuous case. Since si is the average of ppii for pi ∈ Pn, we can also
consider
m4(ψ, F) =
n∑
i=1
VarΠ (pΠi ) =
1
n!
n∑
i=1
∑
pi∈Pn
(ppii − si)2.
5. Further applications and possible extensions
We have seen that the average and the projected systems can be useful tools for studying the performance of coherent
systems with non-exchangeable components. They are especially useful in studying the tail behavior of reliability, hazard
rate and mean residual life functions. They can also be used to determine the tail best systems obtained by permuting the
components in the parent system. The average and the projected systems can also be used to measure the asymmetry of
the joint distribution of the components lifetimes with respect to permutations of the components and to assess how this
asymmetry affects the system performance. For this purpose, we can also use the different signature vectors obtained from
a coherent system. The results established in this paper can be a starting point for some other applications and extensions.
Next we show three examples.
1. Suppose that the average (or the projected) system shows that our system can be improved by permuting its
components and that we decide to develop a system redesign by permuting its components (when possible), it may then
be of interest to carry out a cost-benefit analysis for this procedure. For this purpose, we can use the criterion proposed by
Dugas and Samaniego [22], that is, we can utilize the following criterion:
C(a, bpi , pi) = Expected LifetimeExpected Cost =
E(Tpi )
a+ bpi , (5.1)
where a is the fixed cost of the system and bpi is the cost of system redesign. Of course, if pi is the identity permutation,
then bpi = 0. For simplicity, we shall assume that bpi = b for all permutations pi different from the identity permutation,
that is, we assume a fixed cost for a system redesign. Of course, some other options are possible as well. With the preceding
assumptions, the expected values obtained for the systems considered in Example 2.8,whenλ1 = 1,λ2 = 1/2 andλ3 = 1/3,
are E(T ) = 115/132 = 0.871212, E(T2) = 218/165 = 1.321212 and E(T3) = 309/220 = 1.404545. Note that the third
system is always better than the second one. Hence, using the criterion in (5.1), the third system is preferable to the first
one whenever b < 352a/575 = 0.612174a, that is, when the system redesign cost is less than 61% of the cost of the initial
system.
2. The concepts of average systems and projected systems can be extended as follows. Consider a random vector
(X1, X2, . . . , Xn) representing the lifetimes of n components and suppose that T = ψ(X1, X2, . . . , Xk) is the lifetime of a
coherent (or mixed) system based on the first k components (with k ≤ n). Then, the average system lifetime T is defined
by permuting the component lifetimes X1, X2, . . . , Xk (see Definition 2.2). Similarly, we can consider the system obtained
by permuting randomly the component lifetimes X1, X2, . . . , Xn. Thus, we can define the average system lifetime of order n
associated to T as
T
(n) = ψ(Xpi(1), Xpi(2), . . . , Xpi(k))with probability1/n! for pi ∈ Pn.
Of course, if n = k, then T (k) = T . Also, if (X1, X2, . . . , Xn) is exchangeable, then T (j) = STT for j = k, k+ 1, . . . , n. However,
in general, T
(k)
and T are not necessarily equal in law. For example, note that the average system X i:k associated to the order
statistic Xi:k (which represents the lifetime of the (k− i+1)-out-of-k system) is always equal in distribution to Xi:k. However,
the average system lifetime of order n, X
(n)
i:k , associated to the order statistic Xi:k is not necessarily equal in distribution to
Xi:k. The distribution and the density functions of X
(n)
i:k are given in (30) and (31) of [23], respectively. A similar procedure can
also be applied to define the projected systems of order n. Other option is to consider the average systems and the associated
measures of symmetry obtained only by permuting two components in the parent system. Similarly, we can permute just
3, 4, . . . or n components.
3. Regarding the projected systems, we can say that one of their main disadvantages is that they cannot be defined in
discrete and singular cases since, in these cases,
∑n
i=1 pi can be bigger than 1. To extend this concept to the general case, we
need a new and more informative signature concept. Thus, if T = ψ(X1, X2, . . . , Xn) is the lifetime of a coherent (or mixed)
system with component lifetimes (X1, X2, . . . , Xn) having a general joint distribution function, we can define an extended
signature matrix with coefficients given by
p(i,j) = Pr({Xi−1:n < Xi:n = T = Xj:n < Xj+1:n})
1482 J. Navarro et al. / Journal of Multivariate Analysis 101 (2010) 1471–1482
for 1 ≤ i ≤ j ≤ n, where, by convention, X0:n = −∞ and Xn+1:n = +∞. Note that p(i,j) is a bivariate probability mass
function. Thence,
∑n
i=1
∑n
j=i p(i,j) = 1 and we can define the general projected system lifetime associated to T through
T˜ = Xi:n with probability p(i,•) =
n∑
j=i
p(i,j) (5.2)
for i = 1, 2, . . . , n. Of course, if (2.11) holds, then the projected system defined here coincides with that given in
Definition 2.6. If we consider the parallel system lifetime X2:2 = max(X1, X2) given in Example 2.1, then the extended
signature coefficients are p(1,1) = 0, p(2,2) = 2p(1 − p) and p(1,2) = p2 + (1 − p)2. Hence, the general projected system
lifetime defined by (5.2) has reliability function
F T˜ (t) = (p2 + (1− p)2)F 1:2(t)+ 2p(1− p)F 2:2(t). (5.3)
Some other options also exist in (5.2). For example, we can also define T˜ as
T˜ = Xj:n with probability p(•,j) =
j∑
i=1
p(i,j) (5.4)
for j = 1, 2, . . . , n. With this definition, (5.3) should be written as F T˜ (t) = F 2:2(t). Note that (5.2) and (5.4) can lead to
different projected systems. A complete study of general projected systems is left for future research.
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