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DENSITY ESTIMATION WITH QUADRATIC LOSS: A
CONFIDENCE INTERVALS METHOD
PIERRE ALQUIER
Abstrat. In [1℄, a least square regression estimation proedure was pro-
posed: rst, we ondiser a family of funtions fk and study the properties
of an estimator in every unidimensionnal model {αfk, α ∈ R}; we then show
how to aggregate these estimators. The purpose of this paper is to extend this
method to the ase of density estimation. We rst give a general overview of
the method, adapted to the density estimation problem. We then show that
this leads to adaptative estimators, that means that the estimator reahes the
best possible rate of onvergene (up to a log fator). Finally we show some
ways to improve and generalize the method.
1. Introdution: the density estimation setting
Let us assume that we are given a measure spae (X ,B, λ) where λ is positive
and σ-nite, and a probability measure P on (X ,B) suh that P has a density with
respet to λ:
P (dx) = f(x)λ(dx).
We assume that we observe a realisation of the anonial proess (X1, ..., XN ) on
(XN ,B⊗N , P⊗N ). Our objetive here is to estimate f on the basis of the observa-
tions X1, ..., XN .
More preisely, let L2(X , λ) denote the set of all measurables funtions from
(X ,B) to (R,BR) where BR is the Borel σ-algebra on R. We will write L2(X , λ) =
L2 for short. Remark that f ∈ L2. Let us put, for any (g, h) ∈ (L2)2:
d2(g, h) =
∫
X
(
g(x)− h(x)
)2
λ(dx),
and let ‖.‖ and 〈., .〉 denote the orresponding norm and salar produt. We are
here looking for an estimator fˆ that tries to minimize our objetive:
d2(fˆ , f).
Let us hoose an integer m ∈ N and a family of funtions (f1, ..., fm) ∈
(L2)m.
There is no partiular asumptions about this family: it is not neessarily linearly
independant for example.
In a rst time, we are going to study estimators of f in every unidimensionnal
model {αfk(.), α ∈ R} (as done in [1℄). Usually these models are too small and
the obtained estimators do not have good properties. We then propose an iterative
method that selets and aggregate suh estimators in order to build a suitable
estimator of f (setion 2).
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In setion 3 we study the rate of onvergene of the obtained estimator in a
partiular ase.
In setion 4 we propose several improvements and generalizations of the method.
Finally, in setion 5 we make some simulations in order to ompare the pratial
performanes of our estimator with other ones.
2. Estimation method
2.1. Hypothesis. In this setion we will use a partiular hypothesis about f
and/or the basis funtions fk, k ∈ {1, ...,m}.
Denition 2.1. We will say that f and (f1, ..., fm) satises the onditions H(p)
for 1 < p < +∞ if, for:
1
p
+
1
q
= 1,
there exists some (c, c1, ..., cm) ∈
(
R
∗
+
)m+1
(known to the statistiian) suh that:
∀k ∈ {1, ...,m},
(∫
X
|fk|2p λ(dx)
) 1
p
≤ ck
∫
X
|fk|2 λ(dx)
and
(∫
X
|f |q λ(dx)
) 1
p
≤ c
∫
X
|f |λ(dx) (= c) .
For p = 1 the ondition H(1) is: f is bounded by a (known) onstant c and we put
c1 = ... = ck = 1. For p = +∞ the ondition H(+∞) is just that every |fk| is
bounded by √
ck
∫
X
fk(x)2λ(dx)
where ck is known, and we put c = 1. In any ase, we put, for any k:
Ck = ckc.
Denition 2.2. We put, for any k ∈ {1, ...,m}:
Dk =
∫
X
|fk|2 λ(dx) = d2(fk, 0) = ‖fk‖2.
2.2. Unidimensionnal models. Let us hoose k ∈ {1, ...,m} and onsider the
unidimensionnal model Mk = {αfk(.), α ∈ R}. Remark that the orthogonal pro-
jetion (denoted by ΠMk) of f on Mk is known, it is namely:
ΠMkf(.) = αkfk(.)
where:
αk = argmin
α∈R
d2(αfk, f) =
∫
X fk(x)f(x)λ(dx)∫
X fk(x)
2λ(dx)
=
∫
X fk(x)f(x)λ(dx)
Dk
.
A natural estimator of this oeient is:
αˆk =
1
N
∑N
i=1 fk(Xi)∫
X fk(x)
2λ(dx)
,
beause we expet to have, by the law of large numbers:
1
N
N∑
i=1
fk(Xi)
a.s.−−−−→
N→∞
P [fk(X)] =
∫
X
fk(x)f(x)λ(dx).
Atually, we an formulate a more preise result.
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Theorem 2.1. Let us assume that ondition H(p) holds for some p ∈ [1,+∞].
Then for any ε > 0 we have:
P⊗N
{
∀k ∈ {1, ...,m}, d2(αˆkfk, αkfk)
≤
{
4
[
1 + log 2m
ε
]
N
}[
1
N
∑N
i=1 fk(Xi)
2
Dk
+ Ck
]}
≥ 1− ε.
The proof is given at the end of the setion.
2.3. The seletion algorithm. Until the end of this setion we assume that H(p)
is satised for some 1 ≤ p ≤ +∞.
Let β(ε, k) denote the upper bound for the model k in theorem 2.1:
∀ε > 0, ∀k ∈ {1, ...,m} : β(ε, k) =
{
4
[
1 + log 2m
ε
]
N
}[
1
N
∑N
i=1 fk(Xi)
2
Dk
+ Ck
]
.
Let us put:
CRk,ε =
{
g ∈ L2, d2(αˆkfk,ΠMkg) ≤ β(ε, k)
}
.
Then theorem 2.1 implies the following result.
Corollary 2.2. For any ε > 0 we have:
P⊗N
{
∀k ∈ {1, ...,m}, f ∈ CRk,ε
}
≥ 1− ε.
So for any k, CRk,ε is a ondene region at level k for f . Moreover, CRk,ε being
onvex we have the following orollary.
Corollary 2.3. For any ε > 0 we have:
P⊗N
{
∀k ∈ {1, ...,m}, ∀g ∈ L2, d2(ΠCRk,εg, f) ≤ d2(g, f)
}
≥ 1− ε.
It just means that for any g, ΠMkg is a better estimator than g.
So we propose the following algorithm (generi form):
• we hoose ε and start with g0 = 0;
• at eah step n, we hoose a model Mk(n) where k(n) ∈ {1, ...,m} an be
hosen on eah way we want (it an of ourse depend on the data) and take:
gn+1 = ΠCRk(n),εgn;
• we hoose a stopping time ns on eah way we want and take:
fˆ = gns .
So orollary 2.3 implies that:
P⊗N
{
d2(fˆ , f) = d2(gns , f) ≤ ... ≤ d2(g0, f) = d2(0, f)
}
≥ 1− ε.
Atually, a more aurate version of orollary 2.3 an give an idea of the way to
hoose k(n) in the algorithm. Let us use orollary 2.2 and remember the fat that
eah CRk,ε is onvex.
Corollary 2.4. For any ε > 0 we have:
P⊗N
{
∀k ∈ {1, ...,m}, ∀g ∈ L2, d2(ΠCRk,εg, f) ≤ d2(g, f)− d2(ΠCRk,εg, g)
}
≥ 1− ε.
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So we propose the following version of our previous algorithm (this is not nees-
sarily the better hoie!):
• we hoose ε and 0 < κ ≤ 1/N and start with g0 = 0;
• at eah step n, we take:
k(n) = arg max
k∈{1,...,m}
d2(ΠCRk,εgn, gn)
and:
gn+1 = ΠCRk(n),εgn;
• we take:
ns = inf
{
n ∈ N : d2(gn, gn−1) ≤ κ
}
and:
fˆ = gns .
So orollary 2.4 implies that:
P⊗N
{
d2(fˆ , f) ≤ d2(0, f)−
ns−1∑
n=0
d2(gn, gn+1)
}
≥ 1− ε.
2.4. Remarks on the intersetion of the ondene regions. Atually, orol-
lary 2.2 ould motivate another method. Note that:
∀k ∈ {1, ...,m}, f ∈ RCk,ε ⇔ f ∈
m⋂
k=1
RCk,ε.
Let us put, for any I ⊂ {1, ...,m}:
RCI,ε =
⋂
k∈I
RCk,ε,
and:
fˆI = ΠRCI,ε0.
Then RCI,ε is still a onvex region that ontains f and is a subset of every RCk,ε
for k ∈ I. So we have the following result.
Corollary 2.5. For any ε > 0:
P⊗N
{
∀I ⊂ {1, ...,m}, ∀k ∈ I, d(fˆ{1,...,m}, f) ≤ d(fˆI , f) ≤ d(ΠRCk,ε0, f)
}
≥ 1− ε.
In the ase where we are interested in "model seletion type aggregation" of
estimators, note that, with probability at least 1− ε:
d(ΠRCk,ε0, f) ≤ d(ΠRCk,ε0, αkfk) + d(αkfk, f) ≤ β(ε, k) + d(fk, f).
So we have the following result.
Corollary 2.6. For any ε > 0:
P⊗N
{
d(fˆ{1,...,m}, f) ≤ inf
k∈{1,...,m}
[d(fk, f) + β(ε, k)]
}
≥ 1− ε.
The estimator fˆ1,...,m an be reahed by solving the following optimization prob-
lem:
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min
g∈L2
‖g‖2,
s.t. ∀k ∈ {1, ...,m} :{ 〈g − αˆkfk, fk〉 −√Dkβ(ε, k) ≤ 0,
−〈g − αˆkfk, fk〉 −
√
Dkβ(ε, k) ≤ 0.
The problem an be solved in dual form:
max
γ∈Rm
[
−
m∑
i=1
m∑
k=1
γiγk 〈fi, fk〉+ 2
m∑
k=1
γkαˆk‖fk‖2 − 2
m∑
k=1
|γk|
√
Dkβ(ε, k)
]
.
with solution γ∗ = (γ∗1 , ..., γ
∗
m) and:
fˆ{1,...,m} =
m∑
k=1
γ∗kfk.
As:
−
m∑
i=1
m∑
k=1
γ∗i γ
∗
k 〈fi, fk〉 = ‖f∗‖2
and:
2
m∑
k=1
γ∗kαˆk‖fk‖2 = 2
m∑
k=1
γ∗k
1
N
∑N
i=1 fk(Xi)
‖fk‖2 ‖fk‖
2 =
2
N
N∑
i=1
f∗(Xi)
we an see this as a penalized maximization of the likelihood.
We an note that it is easier and more omputationnaly eient to projet
suessively on every region RC(k, ε) than to projet one on RC({1, ...,m}, ε).
2.5. An example: the histogram. Let us assume that λ is a nite measure and
let A1, ..., Am be a partition of X . We put, for any k ∈ {1, ...,m}:
fk(.) = 1Ak(.).
Remark that:
Dk =
∫
X
fk(x)
2λ(dx) = λ (Ak) ,
and that ondition H(+∞) is satised with onstants:
ck =
1
λ (Ak)
and (as we have the onvention c = 1 in this ase) Ck = ckc = ck.
In this ontext we have:
αk =
P (X ∈ Ak)
λ (Ak)
,
αˆk =
1
N
∑N
i=1 1Ak (Xi)
λ (Ak)
,
β(ε, k) =
{
4
[
1 + log 2m
ε
]
Nλ (Ak)
}[
1
N
N∑
i=1
fk(Xi)
2 + 1
]
.
Finally, note that all the ondene regions CRk,ε are all orthogonal in this ase.
So the order of projetion does not aet the obtained estimator here, and we an
take:
fˆ = ΠCRm,ε ...ΠCR1,ε0
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(and note that fˆ = fˆ{1,...,m} here, following the notations of subsetion 2.4). We
have:
fˆ(x) =
m∑
k=1
(
αˆk −
√
λ (Ak)β(ε, k)
)
+
fk(x)
where, for any y ∈ R:
(y)+ =


y if y ≥ 0
0 otherwise.
In this ase orollary 2.4 beomes:
P⊗N
{
d2(fˆ , f) ≤ d2(0, f)−
m∑
k=1
(
αˆk −
√
λ (Ak)β(ε, k)
)2
+
λ (Ak)
}
≥ 1− ε.
2.6. Proof of the theorem. Before giving the proof, let us state two lemmas that
we will use in the proof. The rst one is a variant of a lemma by Catoni [6℄, the
seond one is due to Panhenko [11℄.
Lemma 2.7. Let (T1, ..., T2N) be a random vetor taking values in R
2N
distributed
aording to a distribution P⊗2N . For any η ∈ R, for any measurable funtion
λ : R2N → R∗+ that is exhangeable with respet to its 2× 2N arguments:
P⊗2N exp
(
λ
N
N∑
i=1
{
Ti+N − Ti
}
− λ
2
N2
2N∑
i=1
T 2i − η
)
≤ exp (−η)
and the reverse inequality:
P⊗2N exp
(
λ
N
N∑
i=1
{
Ti − Ti+1
}
− λ
2
N2
2N∑
i=1
T 2i − η
)
≤ exp (−η) ,
where we write:
η = η (T1, ..., T2N)
λ = λ (T1, ..., T2N )
for short.
Proof of lemma 2.7. In order to prove the rst inequality, we write:
P⊗2N exp
(
λ
N
N∑
i=1
{
Ti+N − Ti
}
− λ
2
N2
2N∑
i=1
T 2i − η
)
= P⊗2N exp
(
N∑
i=1
log cosh
{
λ
N
(Ti+1 − Ti)
}
− λ
2
N2
2N∑
i=1
T 2i − η
)
.
We now use the inequality:
∀x ∈ R, log coshx ≤ x
2
2
.
We obtain:
log cosh
{
λ
N
(Ti+1 − Ti)
}
≤ λ
2
2N2
(Ti+1 − Ti)2 ≤ λ
2
N2
(
T 2i+1 + T
2
i
)
.
The proof for the reverse inequality is exatly the same. 
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Lemma 2.8 (Panhenko [11℄, orollary 1). Let us assume that we have i.i.d. vari-
ables T1, ..., TN (with distribution P and values in R) and an independant opy
T ′ = (TN+1, ..., T2N) of T = (T1, ..., TN). Let ξj(T, T ′) for j ∈ {1, 2, 3} be three
measurables funtions taking values in R, and ξ3 ≥ 0. Let us assume that we know
two onstants A ≥ 1 and a > 0 suh that, for any u > 0:
P⊗2N
[
ξ1(T, T
′) ≥ ξ2(T, T ′) +
√
ξ3(T, T ′)u
]
≤ A exp(−au).
Then, for any u > 0:
P⊗2N
{
P⊗2N [ξ1(T, T ′)|T ]
≥ P⊗2N [ξ2(T, T ′)|T ] +
√
P⊗2N [ξ3(T, T ′)|T ]u
}
≤ A exp(1− au).
The proof of this lemma an be found in [11℄. We an now give the proof of
theorem 2.1.
Proof of theorem 2.1. Let (XN+1, ..., X2N ) be an independant opy of our sample
(X1, ..., XN ). Let us hoose k ∈ {1, ...,m}. Let us apply lemma 2.7 with P = P
and, for any i ∈ {1, ..., 2N}:
Ti = fk(Xi).
We obtain, for any measurable funtion ηk ∈ R, for any measurable funtion λk :
R
2N → R∗+ that is exhangeable with respet to its 2× 2N arguments:
P⊗2N exp
(
λk
N
N∑
i=1
{
fk(Xi+N )− fk(Xi)
}
− λ
2
k
N2
2N∑
i=1
fk(Xi)
2 − ηk
)
≤ exp (−ηk)
and the reverse inequality:
P⊗2N exp
(
λk
N
N∑
i=1
{
fk(Xi)− fk(Xi+N )
}
− λ
2
k
N2
2N∑
i=1
fk(Xi)
2 − ηk
)
≤ exp (−ηk)
as wall. This implies that:
P⊗2N
[
1
N
N∑
i=1
{
fk(Xi)− fk(Xi+N )
}
≤ λk
N2
2N∑
i=1
fk(Xi)
2 +
ηk
λk
]
≤ exp (−ηk)
and:
P⊗2N
[
1
N
N∑
i=1
{
fk(Xi+N )− fk(Xi)
}
≤ λk
N2
2N∑
i=1
fk(Xi)
2 +
ηk
λk
]
≤ exp (−ηk) .
Let us hoose:
λk =
√
Nηk
1
N
∑2N
i=1 fk(Xi)
2
in both inequalities, we obtain for the rst one:
P⊗2N
[
1
N
N∑
i=1
{
fk(Xi)− fk(Xi+N )
}
≥ 2
√
ηk
1
N
∑2N
i=1 fk(Xi)
2
N
]
≤ exp (−ηk) .
We now apply lemma 2.8 with the same Ti = fk(Xi), ηk = u, A = 1, a = 1, ξ2 = 0,
ξ1 =
1
N
N∑
i=1
{
fk(Xi)− fk(Xi+N )
}
and
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ξ3 =
4 1
N
∑2N
i=1 fk(Xi)
2
N
.
We obtain:
P⊗N
[
1
N
N∑
i=1
fk(Xi)− P [fk(X)] ≥ 2
√√√√ηk { 1N ∑Ni=1 fk(Xi)2 + P [fk(X)2]}
N
]
= P⊗2N
[
1
N
N∑
i=1
fk(Xi)− P [fk(X)] ≥ 2
√√√√ηk { 1N ∑Ni=1 fk(Xi)2 + P [fk(X)2]}
N
]
≤ exp (1− ηk) .
Remark that:
P
[
fk(X)
2
]
=
∫
X
fk(x)
2f(x)λ(dx).
So, using ondition H(p) and Hölder's inequality we have:
P
[
fk(X)
2
] ≤ (∫
X
|fk(x)|2p λ(dx)
) 1
p
(∫
X
f(x)qλ(dx)
) 1
q
≤
(
ck
∫
X
fk(x)
2λ(dx)
)(
c
∫
X
f(x)λ(dx)
)
= (ckc)
∫
X
fk(x)
2λ(dx) = CkDk.
Now, let us ombine this inequality with the reverse one by a union bound argument,
we have:
P⊗N
[∣∣∣∣∣ 1N
N∑
i=1
fk(Xi)− P [fk(X)]
∣∣∣∣∣
≥ 2
√√√√ηk { 1N ∑Ni=1 fk(Xi)2 + CkDk}
N
]
≤ 2 exp (1− ηk) .
We now make a union bound on k ∈ {1, ...,m} and put:
ηk = 1 + log
2m
ε
.
We obtain:
P⊗N
[
∀k ∈ {1, ...,m},
∣∣∣∣∣ 1N
N∑
i=1
fk(Xi)− P [fk(X)]
∣∣∣∣∣
≤ 2
√√√√(1 + log 2mε ){ 1N ∑Ni=1 fk(Xi)2 + CkDk}
N
]
≥ 1− ε.
We end the proof by noting that:
d2(αˆkfk, αkfk) =
[
1
N
∑N
i=1 fk(Xi)− P [fk(X)]
]2
∫
X fk(x)
2λ(dx)
.

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3. Some examples with rates of onvergene
3.1. General remarks when (fk)k is an orthonormal family and ondition
H(1) is satised. In subsetions 3.1, 3.2 and 3.3, we study the rate of onvergene
of our estimator in the speial ase where (fk)k∈N∗ is an orthonormal basis of L2,
so we have:
Dk =
∫
X
fk(x)
2λ(dx) = 1
and: ∫
X
fk(x)fk′ (x)λ(dx) = 0
if k 6= k′.
We also assume that ondition H(1) is satised: ∀x ∈ X , f(x) ≤ c, remember
that in this ase we have taken ck = 1 and so Ck = c, so:
β(ε, k) =
{
4
[
1 + log 2m
ε
]
N
}[
1
N
N∑
i=1
fk(Xi)
2 + c
]
.
Note that in this ase all the order of appliation of the projetions ΠRCk,ε does
not matter beause these projetions works on orthogonal diretions. So we an
dene, one m is hosen:
fˆ = ΠRCm,ε ...ΠRC1,ε0 = ΠRC{1,...,m},ε0 = fˆ{1,...,m}
(following the notations of subsetion 2.4). Note that:
fˆ(x) =
m∑
k=1
sign(αˆk)
(
|αˆk| −
√
β(ε, k)
)
+
fk(x)
where sign(x) is the sign of x (namely +1 if x > 0 and −1 otherwise), and so fˆ is
a soft-thresholded estimator. Let us also make the following remark. As for any x,
f(x) ≤ c, we have:
d2(f, 0) ≤ c.
So the region:
B =
{
g ∈ L2 : ∀k ∈ N∗,
∫
X
g(x)fk(x)λ(dx) ≤
√
c
}
is onvex, and ontains f . So the projetion on B, ΠB an only improve fˆ . We put:
f˜ = ΠB fˆ .
Note that this transormation is needed to obtain the following theorem, but does
not have pratial inidene in general. Atually:
f˜(x) =
m∑
k=1
sign(αˆk)
{(
|αˆk| −
√
β(ε, k)
)
+
∧√c
}
fk(x).
3.2. Rate of onvergene in Sobolev spaes. It is well known that if f has
regularity β (known by the statistiian) then we have the hoie
m = N
1
2β+1
and a standard estimation of oeients leads to the optimal rate of onvergene:
N
−2β
2β+1 .
Here, we assume that we don't know β, and we show that taking m = N leads
to the rate of onvergene:
N
−2β
2β+1 logN
namely the optimal rate of onvergene up to a logN fator.
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Theorem 3.1. Let us assume that (fk)k∈N∗ is an orthonormal basis of L2. Let us
put:
fm = arg min
g∈Span(f1,...,fm)
d2(g, f),
and let us assume that f ∈ L2 satises ondition H(1) and is suh that there are
unknown onstants D > 0 and β ≥ 1 suh that:
d2(fm, f) ≤ Dm−2β .
Let us hoose m = N and ε = N−2 in the denition of f˜ . Then we have, for any
N ≥ 2:
P⊗Nd2(f˜ , f) ≤ D′(c,D)
(
logN
N
) 2β
2β+1
.
Here again, the proof of the theorems are given at the end of the setion. Let
us just remark that, in the ase where X = [0, 1], λ is the Lebesgue measure, and
(fk)k∈N∗ is the trigonometri basis, the ondition:
d2(fm, f) ≤ Dm−2β
is satised for D = D(β, L) = L2pi−2β as soon as f ∈ W (β, L) where W (β, L) is
the Sobolev lass:
{
f ∈ L2 : f (β−1) is absolutely ontinuous and
∫ 1
0
f (β)(x)2λ(dx) ≤ L2
}
,
see Tsybakov [14℄ for example. The minimax rate of onvergene in W (β, L) is
N−
2β
2β+1
, so we an see that our estimator reahes the best rate of onvergene up
to a logN fator with an unknown β.
3.3. Rate of onvergene in Besov spaes. We here extend the previous result
to the ase of a Besov spae Bs,p,q. Note that we have, for any L ≥ 0 and β ≥ 0:
W (β, L) ⊂ Bβ,2,2
so this result is really an extension of the previous one (see Härdle, Kerkyaharian,
Piard and Tsybakov [10℄, or Donoho, Johnstone, Kerkyaharian and Piard [9℄).
We dene the Besov spae:
Bs,p,q =
{
g : [0, 1]→ R, g(.) = αφ(.) +
∞∑
j=0
2j∑
k=1
βj,kψj,k(.),
∞∑
j=0
2jq(s−
1
2− 1p )

 2j∑
k=1
|βj,k|p


q
p
= ‖g‖qs,p,q < +∞
}
,
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with obvious hanges for p = +∞ or q = +∞. We also dene the weak Besov
spae:
Wρ,pi =
{
g : [0, 1]→ R, g(.) = αφ(.) +
∞∑
j=0
2j∑
k=1
βj,kψj,k(.),
sup
λ>0
λρ
∞∑
j=0
2j(
pi
2−1)
2j∑
k=1
1{|βj,k|>λ} < +∞
}
=
{
g : [0, 1]→ R, g(.) = αφ(.) +
∞∑
j=0
2j∑
k=1
βj,kψj,k(.),
sup
λ>0
λpi−ρ
∞∑
j=0
2j(
pi
2−1)
2j∑
k=1
|βj,k|pi1{|βj,k|≤λ} < +∞
}
,
see Cohen [7℄ for the equivalene of both denitions. Let us remark that Bs,p,q is a
set of funtions with regularity s while Wρ,pi is a set of funtions with regularity:
s′ =
1
2
(
pi
ρ
− 1
)
.
Theorem 3.2. Let us assume that X = [0, 1], and that (ψj,k)j=0,...,+∞,k∈{1,...,2j} is
a wavelet basis, together with a funtion φ, satisfying the onditions given in [9℄ and
having regularity R (for example Daubehies' families), with φ and ψ0,1 supported
by [−A,A]. Let us assume that f ∈ Bs,p,q with R + 1 ≥ s > 1p , 1 ≤ q ≤ ∞,
2 ≤ p ≤ +∞, or that f ∈ Bs,p,q ∩W 2
2s+1 ,2
with R + 1 ≥ s > 1
p
, 1 ≤ p ≤ +∞, with
unknown onstants s, p and q and that f satises ondition H(1) with a known
onstant c. Let us hoose:
{f1, ..., fm} = {φ} ∪ {ψj,k, j = 1, ..., 2⌊
logN
log 2 ⌋, k = 1, ..., 2j}
(so
N
2 ≤ m ≤ N) and ε = N−2 in the denition of f˜ . Then we have:
P⊗Nd2(f˜ , f) = O
((
logN
N
) 2s
2s+1
)
.
Let us remark that we obtain nearly the same rate of onvergene than in [9℄,
namely the minimax rate of onvergene up to a logN fator.
3.4. Kernel estimators. Here, we assume that X = R and that f is ompatly
supported, say by [0, 1]. We put, for any m ∈ N and k ∈ {1, ...,m}:
fk(x) = K
(
k
m
, x
)
where K is some funtion R×R→ R and we obtain some estimator that has the
form of a kernel estimator:
fˆ{1,...,m}(x) =
m∑
k=1
α˜kK
(
k
m
, x
)
.
Moreover, is is possible to use a multiple kernel estimator. Let us hoose n ∈ N,
h ∈ N, h kernels K1, ...,Kh and put, for any k = i+ n ∗ j ∈ {1, ...,m = hn}:
fk(x) = Kj
(
i
n
, x
)
.
12 PIERRE ALQUIER
We obtain a multiple kernel estimator:
fˆ{1,...,m}(x) =
n∑
i=1
h∑
j=1
α˜i+njKj
(
i
n
, x
)
.
3.5. Proof of the theorems.
Proof of theorem 3.1. Let us begin the proof with a general m and ε, the reason of
the hoie m = N and ε = N−2 will beome lear. Let us also write E(ε) the event
satised with probability at least 1− ε in theorem 2.1. We have:
P⊗Nd2(f˜ , f) = P⊗N
[
1E(ε)d
2(f˜ , f)
]
+ P⊗N
[(
1− 1E(ε)
)
d2(f˜ , f)
]
.
For the rst term we have:
d2(f˜ , f) ≤ 2
∫
X
f(x)2λ(dx) + 2
∫
X
f˜(x)2λ(dx) ≤ 2c+ 2mc = 2(m+ 1)c
and so:
P⊗N
[(
1− 1E(ε)
)
d2(fˆ , f)
]
≤ 2ε(m+ 1)c.
For the other term, just remark that under E(ε):
d2(f˜ , f) = d2(ΠBΠCRm,ε ...ΠCR1,ε0, f)
≤ d2(ΠCRm,ε ...ΠCR1,ε0, f) ≤ d2(ΠCRm′,ε ...ΠCR1,ε0, f)
for any m′ ≤ m, beause of theorem 2.1, more preisely of orollary 2.3. And we
have:
d2(ΠMm′ ...ΠM10, f)
≤
m′∑
k=1
{
4
[
1 + log 2m
ε
]
N
}[
1
N
N∑
i=1
fk(Xi)
2 + c
]
+ d2(fm, f).
So we have:
P⊗N
[
1E(ε)d
2(f˜ , f)
]
≤ P⊗N
[
d2(f˜ , f)
]
≤ P⊗N
m′∑
k=1
{
4
[
1 + log 2m
ε
]
N
}[
1
N
N∑
i=1
fk(Xi)
2 + c
]
+ (m′)−2βD
≤ 8m
′c
[
1 + log 2m
ε
]
N
+ (m′)−2βD.
So nally, we obtain, for any m′ ≤ m:
P⊗Nd2(f˜ , f) ≤ 8m
′c
[
1 + log 2m
ε
]
N
+ (m′)−2βD + 2ε(m+ 1)c.
The hoie of:
m′ =
(
N
logN
) 1
2β+1
leads to a rst term of order N
−2β
2β+1 log m
ε
(logN)−
1
2β+1
and a seond term of order
N
−2β
2β+1 (logN)
2β
2β+1
. The hoie of m = N and ε = N−2 gives a rst and seond
term at order: (
logN
N
) 2β
2β+1
DENSITY ESTIMATION WITH QUADRATIC LOSS: A CONFIDENCE INTERVALS METHOD13
while keeping the third term at order N−1. This proves the theorem. 
Proof of theorem 3.2. Here again let us write E(ε) the event satised with proba-
bility at least 1− ε in theorem 2.1. We have:
P⊗Nd2(f˜ , f) = P⊗N
[
1E(ε)d
2(f˜ , f)
]
+ P⊗N
[(
1− 1E(ε)
)
d2(f˜ , f)
]
.
For the rst term we still have:
d2(f˜ , f) ≤ 2(m+ 1)c.
For the seond term, let us write the development of f into our wavelet basis:
f = αφ +
∞∑
j=0
2j∑
k=1
βj,kψj,k,
and:
fˆ(x) = α˜φ+
J∑
j=0
2j∑
k=1
β˜j,kψj,k
the estimator fˆ . Let us put:
J =
⌊
logN
log 2
⌋
.
For any J ′ ≤ J we have:
d2(f˜ , f) = d2(ΠBΠCRm,ε ...ΠCR1,ε0, f) ≤ d2(ΠCRm,ε ...ΠCR1,ε0, f)
= (α˜− α)2 +
J∑
j=0
2j∑
k=1
(β˜j,k − βj,k)2 +
∞∑
j=J+1
2j∑
k=1
β2j,k
≤ (α˜− α)2 +
J′∑
j=0
2j∑
k=1
(β˜j,k − βj,k)21(|βj,k| ≥ κ) +
J′∑
j=0
2j∑
k=1
β2j,k1(|βj,k| < κ)
+
∞∑
j=J′+1
2j∑
k=1
β2j,k
for any κ ≥ 0, as soon as E(ε) is satised (here again we applied theorem 2.1). In
the ase where p ≥ 2 we an take:
J ′ =
⌊
logN
1
1+2s
log 2
⌋
and κ = 0 to obtain (let C be a generi onstant in the whole proof):
∞∑
j=J′+1
2j∑
k=1
β2j,k ≤
∞∑
j=J′+1

 2j∑
k=1
βpj,k


2
p
2j(1−
2
p ).
As f ∈ Bs,p,q ⊂ Bs,p,∞ we have:
 2j∑
k=1
βpj,k


2
p
≤ C2−2j(s+ 12− 1p )
and so:
∞∑
j=J+1
2j∑
k=1
β2j,k ≤ C2−2J
′s ≤ CN −2s1+2s ,
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and:
J∑
j=0
2j∑
k=1
(β˜j,k − βj,k)21(|βj,k| ≥ κ) ≤
8c
[
1 + log 2m
ε
]
N
J∑
j=0
2j∑
k=1
1
≤ 8c
[
1 + log 2m
ε
]
N
2J
′+1 ≤ C 8c
[
1 + log 2m
ε
]
N
N
1
1+2s .
So we obtain the desired rate of onvergene. In the ase where p < 2 we let J ′ = J
and proeed as follows.
J∑
j=0
2j∑
k=1
(β˜j,k − βj,k)21(|βj,k| ≥ κ) ≤
8c
[
1 + log 2m
ε
]
N
J∑
j=0
2j∑
k=1
1(|βj,k| ≥ κ)
≤ 8c
[
1 + log 2m
ε
]
N
Cκ−
2
2s+1
beause f is also assumed to be in the weak Besov spae. We also have:
J∑
j=0
2j∑
k=1
β2j,k1(|βj,k| < κ) ≤ Cκ2−
2
1+2s .
For the remainder term we use (see [10, 9℄):
Bs,p,q ⊂ Bs− 1
p
+ 12 ,2,q
to obtain:
∞∑
j=J+1
2j∑
k=1
β2j,k ≤ C2−2J(s+
1
2− 1p ) ≤ C2−J
as s > 1
p
. Let us remember that:
N
2
≤ m = 2J ≤ N
and that ε = N−2, and take:
κ =
√
logN
N
to obtain the desired rate of onvergene. 
4. Better bounds and generalizations
Atually, as pointed out by Catoni [6℄, the symmetrization tehnique used in the
proof of theorem 2.1 auses the loss of a fator 2 in the bound beause we upper
bound the variane of two samples instead of 1. In this setion, we try to use this
remark to improve our bound, using tehniques already used by Catoni [4℄. We also
give a generalization of the obtained result that allows us to use a family (f1, ..., fm)
of funtions that is data-dependant. The tehnique used is due to Seeger [13℄, and
it will allows us to use kernel estimators as Support Vetor Mahines.
Remark that the estimation tehnique desribed in setion 2 does not neessarily
require a bound on d2(αˆkfk, αkfk). Atually, a simple ondene interval on αk is
suient.
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4.1. An improvement of theorem 2.1 under ondition H(+∞). Let us re-
member that H(+∞) just means that every fk is bounded by
√
CkDk.
Theorem 4.1. Under ondition H(+∞), for any ε > 0, for any βk,1, βk,2 suh
that:
0 < βk,j <
N√
CkDk
, j ∈ {1, 2},
with P⊗N -probability at least 1− ε, for any k ∈ {1, ...,m} we have:
αinfk (ε, βk,1) ≤ αk ≤ αsupk (ε, βk,2)
with:
αsupk (ε, βk,2) =
N −N exp
[
1
N
∑N
i=1 log
(
1− βk,2
N
fk(Xi)
)
− log 2mε
N
]
Dkβk,2
and:
αinfk (ε, βk,1) =
N exp
[
1
N
∑N
i=1 log
(
1 +
βk,1
N
fk(Xi)
)
− log 2mε
N
]
−N
Dkβk,1
.
Before we give the proof, let us see why this theorem really improves theorem
2.1. Let us hoose put:
Vk = P
{
[fk(X)− P (fk(X))]2
}
and:
βk,1 = βk,2 =
√
N log 2m
ε
Vk
.
Then we obtain:
αinfk (ε, βk,1) = αˆk −
√
2Vk log
2m
ε
N
+OP
(
log 2m
ε
N
)
and:
αsupk (ε, βk,2) = αˆk +
√
2Vk log
2m
ε
N
+OP
(
log 2m
ε
N
)
.
So, the rst order term for d2(αˆkfk, αkfk) is:
2Vk log
2m
ε
N
,
there is an improvement by a fator 4 when we ompare this bound to theorem 2.1.
Remark that this partiular hoie for βk,1 and βk,2 is valid as soon as:√
N log 2m
ε
Vk
<
N√
CkDk
or equivalently as soon as N is greater than
CkDk log
2m
ε
Vk
.
In pratie, however, this partiular βk,1 and βk,2 are unknown. We an use the
following proedure (see Catoni [6℄). We hoose a value a > 1 and:
B =
{
al, 0 ≤ l ≤
⌊
log N√
CkDk
log a
⌋
− 1
}
.
16 PIERRE ALQUIER
By taking a union bound over all possibles values of B, with:
|B| ≤
log N√
CkDk
log a
we obtain the following orollary.
Corollary 4.2. Under ondition H(+∞), for any a > 1, for any ε > 0, with
P⊗N -probability at least 1− ε we have:
sup
β∈B
αinfk
(
ε log a
logN − 12 logCkDk
, β
)
≤ αk ≤ inf
β∈B
αsupk
(
ε log a
logN − 12 logCkDk
, β
)
,
with:
B =
{
al, 0 ≤ l ≤
⌊
log N√
CkDk
log a
⌋
− 1
}
.
Note that the prie to pay for the optimization with respet to βk,1 and βk,2 was
just a log logN fator.
Proof of the theorem. The tehnique used in the proof is due to Catoni [5℄. Let us
hoose k ∈ {1, ...,m}, and:
β ∈
(
0,
N√
CkDk
)
.
We have, for any η ∈ R:
P⊗N exp
{
N∑
i=1
log
(
1− β
N
fk(Xi)
)
− η
}
≤ exp
{
N log
(
1− β
N
P [fk(X)]
)
− η
}
.
Let us hoose:
η = log
2m
ε
+N log
(
1− β
N
P [fk(X)]
)
.
We obtain:
P⊗N exp
{
N∑
i=1
log
(
1− β
N
fk(Xi)
)
− log 2m
ε
−N log
(
1− β
N
P [fk(X)]
)}
≤ ε
2m
,
and so:
P⊗N
{
N∑
i=1
log
(
1− β
N
fk(Xi)
)
≥ log 2m
ε
+N log
(
1− β
N
P [fk(X)]
)}
≤ ε
2m
,
that beomes:
P⊗N
{
P [fk(X)] ≥ N
β
[
1− exp
(
1
N
N∑
i=1
log
(
1− β
N
fk(Xi)
)
− log
2m
ε
N
])}
≤ ε
2m
.
We apply the same tehnique to:
P⊗N exp
{
N∑
i=1
log
(
1 +
β′
N
fk(Xi)
)
− η
}
≤ exp
{
N log
(
1 +
β′
N
P [fk(X)]
)
− η
}
to obtain the upper bound. We ombine both result by a union bound argument.

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4.2. A generalization to data-dependent basis funtions. We now extend
the previous method to the ase where the family (f1, ..., fm) is allowed to be data-
dependant, in a partiular sense. This subsetion requires some modiations of
the notations of setion 2.
Denition 4.1. For any m′ ∈ N∗ we dene a funtion Θm′ : X →
(L2)m′ . For
any i ∈ {1, ..., N} we put:
Θm′(Xi) = (fi,1, ..., fi,m′) .
Finally, onsider the family of funtions:
(f1, ..., fm) = (f1,1, ..., f1,m′ , ..., fN,1, ..., fN,m′) .
So we have m = m′N (of ourse, m′ is allowed to depend on N). Let us take, for
any i ∈ {1, ..., N}:
Pi(.) = P
⊗N (.|Xi).
We put, for any (i, k) ∈ {1, ..., N} × {1, ...,m′}:
Di,k =
∫
X
fi,k(x)
2λ(dx),
and we still assume that ondition H(∞) is satised, that means here that we have
known onstants Ci,k = ci,k suh that:
∀x ∈ X , |fi,k(x)| ≤
√
Ci,kDi,k.
Finally, we put:
αi,k = argmin
α∈R
d2(αfi,k, f).
Let us hoose (i, k) ∈ {1, ..., N} × {1, ...,m′}. Using Seeger's idea, we follow the
preeding proof, replaing P⊗N by Pi, and using the N − 1 random variables:(
fi,k(Xj)
)
j ∈ {1, ..., N}
j 6= i
with
η = log
2m′N
ε
+ (N − 1) log
(
1− β
N − 1P [fi,k(X)]
)
and we obtain:
Pi exp
{∑
j 6=i
log
(
1− β
N − 1fi,k(Xj)
)
− log 2m
′N
ε
− (N − 1) log
(
1− β
N − 1P [fi,k(X)]
)}
≤ ε
2m′N
.
Note that for any random variable H that is a funtion of the Xi:
P⊗NPiH = P⊗NH.
So we onlude exatly in the same way than for the previous theorem and we
obtain the following result.
Theorem 4.3. For any ε > 0, for any βi,k,1, βi,k,2 suh that:
0 < βi,k,j <
N − 1√
Ci,kDi,k
, j ∈ {1, 2},
with P⊗N -probability at least 1 − ε, for any i ∈ {1, ..., N} and k ∈ {1, ...,m} we
have:
α˜infk (ε, βi,k,1) ≤ αk ≤ α˜supk (ε, βi,k,2)
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with:
α˜supk (ε, βi,k,2)
=
N − 1− (N − 1) exp
[
1
N−1
∑
j 6=i log
(
1− βi,k,2
N−1 fi,k(Xj)
)
− log 2m
′N
ε
N−1
]
Di,kβi,k,2
and:
α˜infk (ε, βi,k,1)
=
(N − 1) exp
[
1
N−1
∑
j 6=i log
(
1 +
βi,k,1
N−1 fi,k(Xj)
)
− log 2m
′N
ε
N−1
]
−N + 1
Di,kβi,k,1
.
Example 4.1 (Support Vetor Mahines). Atually, SVM were rstly introdued
by Guyon, Boser and Vapnik [3℄ in the ontext of lassiation, but the method was
extended by Vapnik [15℄ to the ontext of least square regression estimation and of
density estimation. The idea is to generalize the kernel estimator to the ase where
X is of large dimension, and so we annot use a grid like we did in the [0, 1] ase.
Let us hoose a funtion:
K : X 2 → R
(x, x′) 7→ K(x, x′).
We take m′ = 1 and:
Θ1(x) = (K(x, .))
then the obtained estimator has the form of a SVM:
fˆ(x) =
N∑
i=1
α˜iK(Xi, x)
where the set of i suh that α˜i 6= 0 is expeted to be small. Note that we do not need
to assume that K(., .) is a Merer's kernel as usual with SVM. Moreover, we an
extend the method to the ase where we have several kernels K1, ...,Km′ by taking:
Θm′(x) = (K1(x, .), ...,Km′(x, .)) .
The estimator beomes:
fˆ(x) =
m′∑
j=1
N∑
i=1
α˜i,jKj(Xi, x).
Note that a widely used kernel is the gaussian kernel; let δ(., .) be a distane on X
and γ1, ..., γm′ > 0 then we put:
Kk(x, x
′) = exp
(−γkδ2(x, x′)) .
For example, if X = R and λ is the Lebesgue measure then hypothesis H(∞) is
obviously satised with the gaussian kernel with
Ci,k = ci,k =
√
γk
pi
=
1
Di,k
.
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4.3. Bak to the histogram. In the ase of the histogram, fk(.) = 1Ak(.) an
take only two values: 0 and 1. Remember that Dk = λ(Ak). So:
αinfk (ε, βk,1) =
N
λ(Ak)βk,1


[(
1 +
βk,1
N
)|{i:Xi∈Ak}| ε
2m
] 1
N
− 1

 .
Remember that, for any x ≥ 0:
(1 + x)γ ≥ 1 + γx+ γ(γ − 1)
2
x2
and so:
αinfk (ε, βk,1) ≥ αˆk
( ε
2m
) 1
N
[
1− βk,1(1− αˆkDk)
2N
]
− N
Dkβk,1
[
1−
( ε
2m
) 1
N
]
.
Now, we take the grid:
B =
{
2l, 0 ≤ l ≤
⌊
log N√
Dk
log 2
⌋
− 1
}
.
Remark that, for any β in: [
1,
N
2
√
Dk
]
there is some b ∈ B suh that β ≤ b ≤ 2β, and so:
αinfk (ε, b) ≥ αˆk
( ε
2m
) 1
N
[
1− βk,1(1− αˆkDk)
2N
]
− N
Dk2βk,1
[
1−
( ε
2m
) 1
N
]
.
This allows us to hoose whatever value for βk,1 in[
1,
N
2
√
Dk
]
.
Let us hoose:
βk,1 =
√√√√N2 [( ε2m)−1N − 1]
αˆkDk(1− αˆkDk)
that is allowed for N large enough. So we have:
αinfk (ε, βk,1) ≥ αˆk
( ε
2m
) 1
N −
√
αˆkDk(1− αˆkDk)
[( ε
2m
)−1
N − 1
]
.
With the union bound term (over the grid B) we obtain:
αinfk
(
ε log 2
log N√
Dk
, βk,1
)
≥ αˆk
(
ε log 2
2m log N√
Dk
) 1
N
−
√√√√√αˆkDk(1− αˆkDk)


(
ε log 2
2m log N√
Dk
)−1
N
− 1


= αˆk −
√√√√ αˆkDk(1− αˆkDk) log 2m log N√Dkε log 2
N
+O
(
log m logN
ε
N
)
,
remark that we have this time the "real" variane term of 1Ak(X):
αˆkDk(1 − αˆkDk) = |{i : Xi ∈ Ak}|
N
(
1− |{i : Xi ∈ Ak}|
N
)
.
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4.4. Another simple example: the Haar basis. Let us assume that X = [0, 1].
Let (ϕ, ψ) be a father wavelet and the assoiated mother wavelet, and:
ψj,k(x) = ψ(2
jx+ k)
for k ∈ {0, ..., 2j − 1} = Sj (note that the wavelet basis is non-normalized here).
Here, we use the Haar wavelets, with:
ϕ(x) = 1[0,1](x)
ψ(x) = 1[0, 12 ]
(x)− 1[ 12 ,1](x).
For the sake of simpliity, let us write:
ψ−1,k(x) = ϕ(x)
for k ∈ {0} = S−1. By an obvious adaptation of our notations, let us put αj,k the
oeient assoiated to ψj,k:
αj,k =
Pψj,k(X)∫
ψ2j,k
= Pψj,k(X),
remark that ondition H(∞) is satised with Dj,k = 2−j and Cj,k = 1. In this
partiular setting, note that α−1,0 = 1 is known, so the assoiated ondene
interval is just {1}. Moreover, here ψj,k(X) an take only three values: −1, 0 and
1. Let us put:
P =
1
N
N∑
i=1
δXi .
Remark that in this ase we have:
1
N
N∑
i=1
log
(
1− β
N
ψj,k(Xi)
)
= P (ψj,k(X) = 1) log
(
1− β
N
)
+ P (ψj,k(X) = −1) log
(
1 +
β
N
)
=
1
2
P
[
ψj,k(X)
2
]
log
(
1− β
2
N2
)
+
1
2
P [ψj,k(X)] log
(
1− β
N
1 + β
N
)
.
So we have:
αsupj,k (ε, β)
=
N −N exp
[
1
2P
[
ψj,k(X)
2
]
log
(
1− β2
N2
)
− 12P [ψj,k(X)] log
(
1+ β
N
1− β
N
)
− log 2mε
N
]
Dkβk,2
and:
αinfj,k(ε, β)
=
N exp
[
1
2P
[
ψj,k(X)
2
]
log
(
1− β2
N2
)
+ 12P [ψj,k(X)] log
(
1+ β
N
1− β
N
)
− log 2mε
N
]
−N
Dkβk,1
.
5. Simulations
5.1. Desription of the example. We assume that we observeXi for i ∈ {1, ..., N}
with N = 210 = 1024, where the variables Xi ∈ [0, 1] ⊂ R are i.i.d. from a distribu-
tion with an unknown density f with respet to the Lebesgue measure. The goal
is to estimate f .
Here, we will use three methods. The rst estimation method will be a multiple
kernel estimator obtained by the algorithm desribed previously, the seond one a
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thresholded wavelets estimate also obtained by this algorithm, and we will ompare
both estimators to a thresholded wavelet estimate as given by Donoho, Johnstone,
Kerkyaharian and Piard [8℄.
5.2. The estimators.
5.2.1. Hard-thresholded wavelet estimator. We rst use a lassial hard-thresholded
wavelet estimator.
In the ase of the Haar basis (see subsetion 4.4), we take:
αˆj,k = 2
j 1
N
N∑
j=1
ψj,k(Xi).
For a given κ ≥ 0 and J ∈ N, we take:
f˜J(.) =
J∑
j=−1
∑
k∈Sj
αˆj,k1(|αˆj,k| ≥ κtj,N )ψj,k(.)
where:
tj,N =
√
j
N
.
Atually, we must hoose J in suh a way that:
2J ∼ t−1N .
Here, we hoose κ = 0.7 and J = 7.
5.2.2. Wavelet estimators with our algorithm. We also use the same family of fun-
tions, and we apply our thresholding method, with bounds given in subsetion 4.4.
So we take:
m = 2J = 128.
We use an asymptoti version of our ondene intervals inspired by our theo-
retial ondene intervals:
αj,k ∈

αˆj,k ±
√
log 2m
ε
Vj,k
N


where Vj,k is the estimated variane of ψj,k(X):
Vj,k =
1
N
N∑
i=1
[
ψj,k(Xi)− 1
N
N∑
h=1
ψj,k(Xh)
]2
.
Let us remark that the union bound are always "pessimisti", and that we use
a union bound argument over all the m models despite only a few of them are
eetively used in the estimator. So, we propose to atually use the individual
ondene interval for eah model, replaing: the log 2m
ε
by log 2
ε
.
5.2.3. Multliple estimator. Finally, we use the kernel estimator desribed in setion
3, with funtion K:
Kj(u, v) = exp
[−22j(u− v)2]
with n = N and j ∈ {1, ..., h = 6}. We add the onstant funtion 1 to the family.
Here again we use the individuals ondene intervals, and the asymptoti ver-
sion of this intervals.
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Figure 1. Values of ti and ci in the fontion Blocks(.).
i 1 2 3 4 5 6 7 8 9 10 11
ci 4 −5 3 −4 5 4.2 −2.1 4.3 −3.1 2.1 −4.2
ti 0.10 0.13 0.15 0.23 0.25 0.40 0.44 0.65 0.76 0.78 0.81
Figure 2. Results of the experiments. For eah experiment, we
give the mean distane of the estimator the the density (d2(., f)).
Funtion
f(.)
standard thresh-
olded wavelets
thresh. wav. with
our method
multiple kernel
Doppler 0.104 0.127 0.083
HeaviSine 0.071 0.066 0.040
Blocks 0.110 0.142 0.121
5.3. Experiments and results. The simulations were realized with the R soft-
ware [12℄.
For the experiments, we use the following funtions f that are some variations
of the funtions used by Donoho and Johnstone for experiments on wavelets, for
example in [8℄ (atually, these funtions were used as regression funtions, so the
modiation was to add them a onstant in order to ensure they take nonnegative
values):
Doppler(t) = 1 + 2
√
t(1− t) sin 2pi(1 + v)
t+ v
where v = 0.05
HeaviSine(t) = 1.5 +
1
4
[
4 sin 4pit− sgn(t− 0.3)− sgn(0.72− t)
]
Blocks(t) = 1.05 +
1
4
11∑
i=1
ci1(ti,+∞)(t)
where sgn(t) is the sign of t (say −1 if t ≤ 0 and +1 otherwise). The values of the
ci and ti are given in gure 1.
We onsider 3 experiments (for the three density funtions), we hoose ε=10%,
repeat eah experiment 20 times; the results are reported in gure 2. We also give
some illustrations (gure 3, 4 and 5).
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Figure 3. Experiment 1, f = Doppler. Up-left: true regression
funtion (true). Down-left: SVM (f). Up-right: wavelet estimate with
our algorithm (ondelrel). Down-right: "lassial" wavelet estimate
(ondelseu).
Figure 4. Experiment 2, f = HeaviSine and σ = 0.3.
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Figure 5. Experiment 3, f = Blocks and σ = 0.3.
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