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Collective cell migration is crucial in many biological processes such as wound healing, tissue
morphogenesis, and tumor progression. The leading front of a collective migrating epithelial cell
layer often destabilizes into multicellular finger-like protrusions each of which is guided by a leader
cell at the fingertip. Here, we develop a particle-based model of this fingering instability, which
incorporates leader cells and other related properties of a monolayer of epithelial cells. Our model
recovers multiple aspects of the dynamics, especially the traction force patterns and velocity fields,
observed in experiments on MDCK cells. Our model predicts the necessity of the leader cell and
its minimal functions for the formation and maintenance of a stable finger pattern. Meanwhile, our
model allows for an analysis of the role of supra-cellular actin cable on the leading front, predicting
that while this observed structure helps maintain the shape of the finger, it is not required in
order to form a finger. In addition, we also study this phenomenon in the context of active fluid,
which justifies our assumptions in the computational model. We show that no finger protrusions
could emerge in a homogenous active fluid. Instead, an external force, which is transmittable to its
neighborhood, is required at the interface, which accounts for the leader cell.
I. INTRODUCTION
Collective cell migration drives many crucial physio-
logical processes including wound healing, tissue mor-
phogenesis and tumor progression [1–4]. Previous ex-
perimental studies have investigated how a group of ep-
ithelial cells move coordinately to close a wound both in
vivo and in vitro [5, 6]. Pioneering measurements using
convenient in vitro model systems such as Madin-Darby
canine kidney (MDCK) cells have focused on the map-
ping of mechanical properties of these 2D expanding ep-
ithelial sheets [7, 10–15]. These efforts have uncovered
details of the dynamics including the traction force pat-
terns and velocity fields in collectively migrating cellu-
lar sheets. This observed behavior arises via a complex
mechanical, biochemical set of processes which involve
various mechanisms at different scales [7–9].
Many of these experiments observe multicellular
fingering-like protrusions, aka fingers, on the leading
front of spreading tissues (Fig 2A). These experiments
also find that fingers often associate with “leader” cells
on the front boundary [7, 8, 10, 11]. Leader cells are also
seen when tissues expand in three dimensional extracellu-
lar matrix [29, 30]. A leader cell has a noticeably different
morphology than cells further behind in the finger (the
“followers”) or ones in the tissue bulk. For example, the
leader cell is often much larger than a regular cell in size
(Fig 2A) [8, 10] and it exerts a larger traction force. From
a biological perspective, a leader is a specialized pheno-
type [7, 8], expressing a different complement of proteins
reflecting a different state of the genetic network; this
has been directly established in the biological literature
[28, 31]. In addition, intermediate morphologies between
the leader cell and regular cells are observed for cells we
refer to as followers. This graded behavior presumably
arises via coupling to the nearby leader cell which in-
duces a partial leader phenotype. For example, the cell
size gets larger closer to the fingertip [8, 10]. However,
the necessity of and the effects caused by the leader cell
as far as finger formation is concerned is still being de-
bated [7, 16, 17, 22, 23, 26, 27, 49]. In addition to the
leader cell, supracellular actomyosin cables are often ob-
served on the sides of fingers [8]. It is well-established
that these cables can be crucial in wound healing, es-
pecially for an epithelial closure on a non-adhering sub-
strate; experimental and theoretical studies show that
a localized wound cannot close on a non-adhering sur-
face without a supracellular actomyosin cable creating
an effective purse-string contraction around the wound
[47, 52, 53]. The role of the actomyosin cable in the pro-
truding finger requires further understanding.
Possible mechanisms underlying a fingering instabil-
ity of a planar propagating interface have been investi-
gated by mathematical modeling. Both particle-based
and continuous models have proposed to describe this
instability[27, 32–35, 49]. Some models even do not have
leader cells, though they are observed in every experi-
ment where a monolayer stripe of epithelial cells moves
into open space [7, 8, 10, 23, 49]. It is clearly important
to note that most of these earlier works did not attempt
to make contact with detailed biophysical data regarding
the velocity and traction force patterns that accompany
the finger morphology. The continuous models are based
on active media theory, following the seminal work of
Toner and Tu [19–21].on a hydrodynamical approach to
systems of self-propelled particles. However, these mod-
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2els have not considered the possible dynamics and the
function of leader cells and in addition have not actu-
ally generated nonlinear finger states, being content to
predict unstable fronts.
In this article, we develop a particle-based computa-
tional model to address these unsolved issues. The com-
putational approach is developed as an extension of our
recent work focused on explaining the mechanics of ex-
panding monolayer sheets of MDCK cells [47–49]. We
extend our previously presented framework to include a
model of a leader cell as a special cell with phenotypi-
cally altered parameters, including a larger self-propelled
force, stronger adhesion, and the ability to actively at-
tract its follower cells. We include the intermediate fol-
lower phenotype between the leader cell and the cells
very far away. This intermediate phenotype partially
adopts leader cell behavior and has a graded behavior
from the fingertip to the base. The supracellular acto-
myosin cable on sides of the finger is also included in this
framework [47]. As we will see, the model successfully
accounts for observed traction force patterns and cellu-
lar dynamics; this cannot occur without the leader and
follower cell phenotypes Thus, we find that the leader cell
and the graded follower behavior are necessary to form
a finger with the correct biophysical behavior. In addi-
tion, we also predict that the supracellular cable on sides
of the finger is not necessary for its formation, though
the cable contributes to the traction force and to the fin-
ger morphology. In parallel, we justify these findings via
an active fluid model. Starting from the basic Toner-Tu
equations, we incorporate a curvature-based force on the
leading interface in this model to simulate the pulling
force from a leader cell. We show that the interface is
stable without the curvature-based force. Instead, only
when the force at the leading front is strong enough and
transmittable can the fingering protrusions emerge. In
other words, both the leader and the graded behavior
are required. All told, our study shows that one must
necessarily couple biomechanical effects with phenotypic
variation to get an accurate picture of at some critical
aspects of collective cell motility.
II. KEY MECHANISMS IN THE
COMPUTATIONAL MODEL
A. Basic model
Here we present our particle-based model for leader-
cell driven finger formation. In general, a variety of
methods can be used to describe the collective motility of
epithelial sheets as a collection of interacting dynamical
cell-type objects. These range from simple agent-based
models in which the cell is treated as a point particle
[37, 38] to more complex formulations that include mor-
phology degrees of freedom either on a lattice [39–41]
or in the continuum [34, 35, 42–44]. Here we choose to
use a sub-cellular element approach [45–49] in which a
cell is represented by two interacting point-like objects.
This approach is the simplest that allows for the predic-
tion of traction force patterns. This type of model has
successfully explained the mechanical state of expanding
tissue [12] as well as the interaction of expanding tis-
sue with surface inhomogeneities [51]. It is important to
note that this class of model does not aim to determine
directly from the data the value of actual biophysical con-
stants relevant for the complex processes underlying cell
motility; instead our focus is in connecting mechanisms
to patterns in the data, as will become clear below.
In detail, we implement a two-dimensional sub-cellular
element approach in our simulation model. Each cell is
represented by two sub-cellular elements, the front and
the rear element. Each element is sell-propelled with a
self-propulsion force ~m. This self-propulsion force is regu-
lated by contact inhibition of locomotion (CIL), meaning
the force is suppressed by cell-cell contact and it aligns
away from a cell’s neighbors (more details in SI and Ref
[48]). The front and the rear element interacts with each
other through an intracellular contractile force ~fcontr (Fig
1A). Elements from different cells interact via an inter-
cellular force ~frep/adh. This force is repulsive at short dis-
tances, attractive at longer distances, and becomes zero
further away, thereby taking into account volume exclu-
sion and cell-cell adhesion (Fig 1B). We consider the cell
to be moving on a stiff substrate and assume a uniform
friction coefficient ξ between each sub-cellular element
and the substrate. The velocity of each sub-cellular ele-
ment is given by force balance,
~v =
1
ξ
(~m+ ~fcontr + ~frep/adh). (1)
The position of each element is updated by a simple Euler
scheme ∆~x = ~vdt. The net traction force exerted on each
element by the substrate is ~m− ξ~v.
B. Leader cell
To model the observed phenotypic variation occurring
at the leading edge, we introduce the concept of a leader
cell. These cells are endowed with properties gleaned
from experimental observations. We do not model the
processes of cell-cell communication that lead to the
emergence of leader cells and instead we adopt a phe-
nomenological strategy in which leader cells are selected
randomly among cells on the leading front. Once being
selected as a leader cell, both sub-elements in the cell are
given a larger self-propulsion force m, which is regulated
by CIL in a same manner as for regular cells (Detailed
parameters are in SI). To balance the increased the self-
propulsion force, the intracellular contraction fcontr and
the friction coefficient ξ are also increased. Also, the
leader cell has a larger maximum cell-cell adhesion with
neighboring cells.
The leader cell attracts follower cells within a cer-
tain range R, endowing them with an enhanced self-
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FIG. 1: Forces between sub-cellular elements. A. Contraction force. B. Intercellular adhesion/repulsion force.
propulsion force δm. This assumption is based on the
aforementioned observations regarding follower cell size
and also on data regarding the difference between fol-
lower and bulk cells with respect to the Notch signaling
pathway [28]. Also, there is direct evidence [30] regard-
ing leader cells in 3d that they secrete diffusible chemical
signals such as VEGF which modulate follower cell motil-
ity. This additional self-propulsion force points towards
the leader cell and has a magnitude based on its distance
to the leader cell, decreasing as the distance increases
(more details in SI). Meanwhile, the maximum cell-cell
adhesion between follower cells within the same range R
is also increased in a similar fashion. The cell-substrate
friction coefficient and cell division threshold length (in-
troduced in the subsection below) are increased in this
fashion as well (more details in SI). These mechanisms
reflect graded behavior from the leader cell to the fol-
lower cells to the bulk cells. We will show this behavior
is necessary to form a persistent finger; it is not enough
to put in a single isolated leader. The algorithm checks
the eligibility of the cell to stay a leader by comparing
its position to that of the tip of the finger every step; a
leader cell switches back to a regular cell if it falls behind
the fingertip. A new leader cell might then emerge at
the fingertip (more details in SI). This emergence of new
leaders ahs also neeb seen experimentally [50].
C. Supracellular cable
Neighboring epithelial cells can connect their actin cor-
tices across their respective membranes to form a cable.
Here we follow our previous strategy that was shown ca-
pable of reproducing force patterns during the healing of
small circular wounds [47]. To model this supracellular
actomyosin cable on sides of the fingers, we label these
cells as “boundary cells”. Elements of “boundary cells”
are mechanically linked with their nearest neighbors via
an extra contractile force fcable similar to the intracellu-
lar contraction fcontr (Fig 1B). These links of neighboring
cells on the sides of the fingers will then form a purse-
string contraction cable, which models the supracellular
actomyosin cable observed on sides of fingers. In addition
to the cable, “boundary cells” have a larger maximum
cell-cell adhesion with each other and their neighboring
regular cells (more details in SI and Ref [47]). We will
show this cable is necessary to maintain the smoothness
of a finger and it plays an important role in giving rise
to the observed traction force patterns.
D. Cell proliferation and other effects
Our model assumes a cell division rule based on cell
size. Each cell divides at a given rate when it exceeds a
certain threshold length [47, 48]. At each simulation step,
the cell length of each cell is checked, and if it is longer
than the threshold length, the cell divides with a fixed
probability. Upon division, a new sub-cellular element is
inserted at a random position within a certain range of
each element from the original cell, forming two new cells.
Finally, we distinguish motile and non-motile cells in our
model. For a motile cell, the front element has a larger
magnitude of the self-propulsion force (mf ) than the rear
element (mr). Conversely, a non-motile cell has a same
magnitude of the self-propulsion force for both the front
and the rear elements. Leader cells are always motile.
We adopt one aspect of the alignment of cellular motility
used in our earlier work, namely each cell tends to align
its motility force with its average velocity by switching
between motile and non-motile states. Compared with
CIL, this alignment contribution plays a relative minor
role for the resultant tissue mechanics [48].
III. RESULTS FROM THE COMPUTATIONAL
MODEL
Our computational model can simulate the formation
of fingers and obtain predictions for mechanical proper-
ties including traction force patterns. To demonstrate
this, we initialize our simulation by seeding the cells in
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FIG. 2: Mechanical properties of an example finger: velocity. A. Finger image from experiment [10]. B. Velocity profile. C.
Average velocity for different distance from the fingertip (The velocity for each particle has the same distance to the fingertip
is averaged. Distance is normalized with the finger length, 0 is the tip, 1 is the base. Result from one finger is included in this
subfigure.). D. Statistics for the velocity orientation of finger cells. The number of particles are summed up based on their
velocity directions. The direction is defined by the relative angle to the orientation of the finger, i. e., 0◦ means perfectly
parallel to the finger orientation. E. Average velocity from experiment [10]. Note: Figure B-D are at time 610 in simulation
units. The parameters are listed in Table S1 in SI.
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FIG. 3: Mechanical properties of an example finger: traction force. A. Traction force pattern. B. Average longitudinal
traction force for different distance from the fingertip (The longitudinal component of the traction force for each particle has
the same distance to the fingertip is averaged. Distance is normalized with the finger length, 0 is the tip, 1 is the base.
Results from five different fingers are included in this subfigure. The thick blue line is the average of the results from these
five fingers.). C. Average transverse traction force for different distance from the finger center (The transverse component of
the traction force for each particle has the same distance to the finger center is averaged. Distance is normalized with finger
width, -0.5 is the left boundary, 0 is the center, 0.5 is the right boundary. Results from five different fingers are included in
this subfigure.). D. Average longitudinal traction force from experiment [7]. Note: Figure A-C are at time 610 in simulation
units. The parameters are listed in Table S1 in SI.
5the center of a long rectangle box surrounded by hard
walls. Cells will proliferate and eventually reach a steady
state, forming a strip of cells. After that, we remove the
wall on the upper side. Cells driven by CIL will move
into the open space and leader cells will emerge at the
front, based on our algorithm (SI, Movie S1). We ob-
serve that we can always get a finger-like protrusion if
we have a persistent leader cell (SI, Movie S1, which is
similar to finger protrusions observed in experiment, Fig
2A). In most cases, the leader cell has a tendency to move
more-or-less upward. This arises because of the CIL ef-
fect, namely the leader is trying to move away from its
followers. The follower cells usually follow behind the
leader cell and their combined dynamics gives rise to a
prototypical velocity field, an example of which s shown
in (Fig 2B). The average velocity as a function of distance
to the fingertip can be directly determined and we find
that the largest velocity emerges at or near the fingertip
and decreases from the fingertip to base (Fig 2C). The
velocity of finger cells are mostly directed along the finger
(Fig 2D), which matches the experimental observations.
[10, 11]. For example, Fig. 2E presents the average ve-
locity taken from experiment [10]. To compare with Fig.
2C, we need to notice that their finger region only con-
tains what in our model is merely the fingertip.
Our model can also provide us the traction force for
each sub-cellular element at each time step (Fig 3A). In-
side a finger, the traction force is highly dynamic. Lo-
cally, these force can be positive or negative (Fig 3A). We
calculate the average traction force in the parallel (longi-
tudinal, Tl) and perpendicular (transverse, Tt) directions
of the finger as a function of distance to the fingertip
(Fig 3B, 3C). The longitudinal force Tl at the fingertip
is very large and positive (pointing from the fingertip to
the base). After a few lines of cells, this large traction
force becomes negative and it reaches the minimum near
the middle of the finger (Fig 3B). The transverse force Tt
is largest at the side boundaries of the finger and points
towards the center (Fig 3C). This inward force comes
from the supracellular actomyosin cable and helps main-
tain the integrity of the finger. Both patterns are quite
similar to experimental results [7]. For example, we show
in Fig. 3D the average longitudinal traction force from
experiment [7].
In absence of the leader cell, no finger can emerge (SI,
movie S2). In particular CIL alone is not a sufficient
mechanism to form a finger. Instead, CIL stabilizes the
entire leading front since it is uniform in the absence of
any phenotypic perturbation. In other words, a leader
is necessary. The leader cell introduces an asymmetrical
velocity field which is fastest on the fingertip and gradu-
ally decreases from the tip to the base (Fig 2C, Ref [10]).
In addition, the guidance of the leader cell prompts the
follower cells to move along to the finger, which leads to
the polarity of cells within the finger (Fig 2D, Ref [11]).
If we remove the leader cell in an already existing finger,
this polarity will vanish very soon (Fig 5).
In absence of the cable on sides of the finger, a finger
might emerge as long as there is a leader cell (SI, movie
S3). However, without the cable the predicted transverse
traction force pattern would be very different from what
is usually observed in experiments. In particular, the
large inward pointing traction force on side borders of the
finger will disappear (Fig 4B). However, the longitudinal
traction force pattern will remain similar (Fig 4A). This
makes sense as the supra-cellular cable does not directly
contribute to the longitudinal traction force. In addition,
the boundary of the leading front would be significantly
rougher without the cable where many single chains of
cells emerges (SI, movie S3). A cable could, at least
partially, stabilize a finger that has lost its leader. If we
remove the leader cell but keep the cable in an already
formed finger, its shape could be partially maintained
with the help from the cable (SI, movie S4). The cable
could prevent the finger cells from moving sideward to the
open space, though they tend to move in that direction
after losing the guidance of the leader (Fig. 5A, 5B).
In absence of both the leader cell and the cable, no
finger can survive for even short periods of time. In
fact, if there is an already existing finger, it would be
de-stabilized and vanish (SI, Movie S5). Driven by CIL,
cells on sides of the fingers move in the direction per-
pendicular to the finger after removing the cable and the
leader cell. This is easy to understand since the sideward
direction is the free space for cells on sides of the finger.
Without the cable, nothing will prevent the cells from
moving sideward. Without the leader cell, the follower
cells will not be pulled or attracted to the fingertip and
they will not move in the direction parallel to the finger.
The polarity in the finger cells will vanish and the cells
have a stronger tendency to move sideward (Fig. 5C,
5D.).
One of the most surprising predictions of our approach
is the necessity of modifying the phenotypic properties of
not just the leader itself but also the nearby followers. If
we abandon the graded behavior from the leader cell to
the follower cells by only assigning a larger self-propelled
force m, maximum cell-cell adhesion, and friction coeffi-
cient ξ etc. to the leader cell itself, no finger will emerge
(SI, Movie S6). Our model indicates that merely having
a large pulling force (enhanced traction and adhesion)
between the leader cell and its adjacent neighbors is not
enough to guide a sufficient number of follower cells. In-
stead, we had to include a mechanism to transfer the
effects of this pulling force or attraction to cells further
behind the leading edge. This prediction can be tested
by carefully analyzing phenotype as a function of spa-
tial position. As mentioned above, initial experimental
efforts in this direction have detected detect a type of
graded intermediate phenotype in the follower cells.
This model predictions we have given here is not sen-
sitive to parameters. The parameters listed in table S1
in SI could vary in a large range without changing the
output. We always obtain a finger if we have a leader
cell with enough pulling force and follower cells with the
graded behavior. It should by now be clear that our in-
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FIG. 4: Mechanical properties of a simulated finger without the supracellular cable on its sides. A. Average longitudinal
traction force for different distance from the fingertip (The longitudinal component of the traction force for each particle has
the same distance to the fingertip is averaged. Distance is normalized with the finger length, 0 is the tip, 1 is the base. Result
from one finger is included in this subfigure.). B. Average transverse traction force for different distance from the finger center
(The transverse component of the traction force for each particle has the same distance to the finger center is averaged.
Distance is normalized with finger width, -0.5 is the left boundary, 0 is the center, 0.5 is the right boundary. Result from one
finger is included in this subfigure.) Note: all figures are at time 550 in simulation units. The parameters are listed in Table
S1 in SI (parameters for the cable are void).
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FIG. 5: Statistics for the velocity orientation of finger cells.
The number of particles are summed up based on their
velocity directions. The direction is defined by the relative
angle to the orientation of the finger, i. e., 0◦ means
perfectly parallel to the finger orientation. A, B. 50 and 100
simulation time after removing the leader cell only. C, D. 50
and 100 simulation time after removing the leader cell and
the cable.
terest is not in tuning the parameters to fit some specific
experiments. Instead, our method makes direct predic-
tions about necessary and sufficient conditions for the
emergence of the patterned structures observed in exper-
iments.
IV. FRONT STABILITY VIA AN ACTIVE
MATTER MODEL
As discussed above, the issue of front stability in ac-
tive model systems and its connections to leader cells
has been the subject of recent investigations in the ac-
tive matter community. Our computational model does
not exhibit any instability in the absence of phenotypic
variability and in fact shows the necessity of both the
leader cell and the graded behavior for the formation of
a finger protrusion. To better place this result in con-
text we now consider a continuum version of our model
and demonstrate that it to exhibits the same stability
characteristics.
As our hydrodynamical model, we assume a continu-
ous, homogenous and impressible two-dimensional active
fluid in our active matter model. The Toner-Tu equations
based on these assumptions become
∇ · ~u = 0, (2a)
µ∇2~u−∇p+ a~u− b|~u|2~u = ρ(∂~u
∂t
+ λ(~u · ∇)~u), (2b)
where is the velocity field for the active fluid, ρ is the den-
sity, µ is the viscosity, and p is the pressure. The contin-
uous equation (2a) indicates the impressibility, meaning
the cells will not proliferate or die. This is a reasonable
assumption considering the time scale of the processes
we are interested in. In fact, in most wound healing ex-
periments the cell proliferation rate is very low, and the
division usually happens in the center of the monolayer,
which rarely affects the leading front (This is also true
in our computational approach, SI Movie S7). Equation
(2b) describes the force balance in the model. The two
terms au and b|u|2u account for the activity, where the
first term acts as self-propulsion forces with a positive co-
efficient a and the second term accounts for the friction
between the tissue and the substrate with a coefficient b.
The viscosity and pressure terms are for a Navier-Stokes
equation for conventional fluids. The λ term in equa-
tion (2b) indicates the total momentum is not conserved
and our system is not constrained by Galilean invariance.
However, considering the low Reynolds numbers of our
system, where viscous forces are much larger than iner-
tial forces, we can set the right hand side of equation (2b)
to zero. (Without this simplification, we would have an
extra term proportional to (λ − 1) in our equations as
7well as extra factors of the growth rate; the latter can-
not alter the existence or non-existence of a steady-state
instability.) We apply this simplification in our following
calculations.
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FIG. 6: Sketch for the geometry of the monolayer.
To describe a monolayer of active fluid, we need to de-
fine a geometry for our system with appropriate bound-
ary conditions. We assume that initially we have a strip
of active fluid that moves uniformly in the x direction
with a speed v0; from equation (2a) and (2b), we get
v0 =
√
a/b. The cellular region lies between x = −L+v0t
and x = H(y, t) in the x direction, y = −∞ and y = ∞
in the y direction. We assume a hard wall at the rear
x = −L and a free surface on x = H(y, t); initially
H = 0.. This interface corresponds to the leading front of
a collectively migrating monolayer of cells. The hard wall
must move at the mean velocity because of the incom-
pressibility condition.In the following section, we analyze
the linear stability at the leading front.
Perturbatively, we have ~u = v0xˆ + δ~u, p = p0 + δp,
and H = v0t + h. To model the leader cell, we intro-
duce a curvature based force on the leading front, which
regulates the parameter a. We take the strength of self-
propulsion a to be a function of f and for simplicity, we
only consider the first order term,
a(f) = a0 + fa1, (3a)
where f is regulated by
∂f
∂t
= Df∇2f − αf, (3b)
where Df and α are constants. On the leading front, we
have a boundary condition that f is proportional to the
local curvature,
f |at the leading front = q2h. (3c)
The motivation of this curvature based force is from
our computational approach in previous section. In that
particle based model, we show the strong pulling force
from the leader cell and a graded behavior in which the
neighbors of the leader cell adopt partial leader pheno-
type are necessary for the formation of the fingering pro-
trusions. Here, this curvature based force provides sim-
ilar effects via the diffusion-decay equation (3b), which,
we believe, is the simplest assumption in this active fluid
model. In addition, the curvature may be one of the me-
chanical cues responsible for the emergence of the leader
cell. In any case, the leader cells are in fact associated
with points of high positive curvature.
The perturbation applied on the leading front can be
expressed in normal modes, i.e.
ux = Ae
r(x−v0t)+ωt+iqy, (4a)
uy = Be
r(x−v0t)+ωt+iqy, (4b)
p = Cer(x−v0t)+ωt+iqy, (4c)
h = h0e
ωt+iqy, (4d)
f = Fer(x−v0t)+ωt+iqy, (4e)
where q is the wave number and the real part of ω is the
growth rate. Plugging equations (4a)-(4e) into equations
(2a), (2b) and (3b), we get a set of linear equations for
A, B, C and F (more details in SI). We can solve for the
allowed values of the r from the self-consistency of this set
of linear equations. Given the setup and imagining that
L is very large, we only keep values of rf with positive
real parts and then ignore the boundary conditions at the
rear moving wall. As shown in the SI, there are three such
values of r. For each of these wave-vectors, we can obtain
the relationship between the perturbation coefficients A,
B, C, and F . The simplest of these is the mode that
arises purely from the f equation, which has
r3 =
−v0 +
√
v20 + 4Df (Dfq
2 + α+ ω)
2Df
,
Again, we employ a quasi-static approximation and drop
the ω term instead the square root. Again, this cannot
affect whether or not there is a real mode instability(since
ω is obviously irrelevant right where it crosses zero) but
could in principle allow us to miss a Hopf bifurcation.
The following boundary conditions hold at the leading
front:
∂h
∂t
= ux
∂ux
∂y
+
∂uy
∂x
= 0
2µ
∂ux
∂x
− p = γ ∂
2h
∂y2
(5)
The first refers to the continuity of velocity, the next in-
dicates no transverse stress, and the final equation means
that the normal stress equals the surface tension. With
these boundary conditions, we can solve for the growth
rate ω. Plugging v0 =
√
a0/b and equations (S2) in SI
into the boundary conditions, yields a set of linear equa-
tions, from which ω can be determine as a function of q.
Assuming values for the other constants (more details in
8FIG. 7: Real part of the growth rate ω as a function of wave
number q for the moving case. a1 is a parameter in equation
(3a), where a larger a1 corresponds to a larger curvature
based force on the leading front.
SI), we can obtain plots of Re(ω) and q (Fig. 7). Only
when a1 > 0, will we have a positive ω. Therefore, only
when there is a extra force at the leading front, could the
instability emerge. When a1 = 0, ω is always negative,
which agrees with [17]. This finding is consistent with
the result obtained in our particle model that the ab-
sence of leader cells leads to a flat front. One can obtain
instabilities by adding in additional physical effects such
as polarization, growth, or interaction of the front with a
different non-trivial cellular layer. This will be discussed
below.
V. DISCUSSION
We have developed and performed simulations of a
computational model to understand the formation of
fingers during the spreading of cellular monolayers on
a stiff substrate. Our computational approach com-
bines mechanical aspects of collective cell motility, as has
been developed previously based on a subcellular-element
method, and added to it the possibility of phenotypic
variability. This variability takes the form of leader cells
and their effects on their immediate neighbors and also
the form of boundary cells that connect together to form
a cell-spanning cable. We explicitly show that the leader
cells and graded follower behavior are necessary to form
a finger. In addition to the computational approach, we
have developed an active fluid model for the stability
analysis on the leading interface. This study suggests
that one cannot obtain typical fingering protrusions only
with a homogenous active fluid. Instead, at least some
form of long-range force on the leading front is required
for the emergence of a fingering protrusion. Our active
fluid model provides a way to incorporate a curvature-
based force in a Toner-Tu style hydrodynamics, which
approximately corresponds to the pulling force from the
leader cell as well as the graded behavior used in our com-
putational approach. This stability study therefore sup-
ports the assumptions made in our computational model.
Past work has addressed the possibility of forming fin-
gers without a leader cell [23, 49]. Basan et al. provides
a particle based model with a strong velocity alignment
among nearby cells [49]. This alignment accounts for the
fingering protrusions in their model. However, if we intro-
duce the contact inhibition of locomotion in this model,
the fingering protrusions vanish if there is no leader cell
[48]. Bogdan et al. also suggest a fingering instability
without any leader in their active fluid model [23]. The
major difference between their model and ours is that
they have a positive net rate of growth while ours is zero
(right hand side of equation (2a)). They show that finger-
ing protrusions could emerge in a circular geometry with
this huge proliferation rate. Unfortunately, this exponen-
tial growth is not feasible for most real systems, especially
a wound healing where cells merely divide. Alert et al.
show that the fingering instability could be formed in a
spreading epithelia based on a simple kinematic mecha-
nism using an active polar fluid model [24]. In addition,
they do not have the impressibility equation or a pres-
sure term. In the SI, we show that compressibility is not
a critical factor in the difference between their result and
ours. We can therefore conclude that the polarity field
in their model introduces a velocity alignment, which re-
sults in a velocity gradient from the leading front to the
back. This velocity gradient accounts for the interface
instability. Actually, this polar field acts similarly to ve-
locity alignment with neighboring cells as in the particle
based model developed by Basan et al.[49] This instabil-
ity can be stabilized by CIL. Given that CIL seems to be
a necessary part of any model which correctly reproduces
the observed mechanical stress in the bulk of the tissue,
we expect that the monolayer of epithelia tends to have
a stabilized interface without any additional asymmetric
force.
As emphasized throughout, our models addressed the
necessity and the role of the leader cell. The leader cell,
once it emerges, will have a large self-propelled force.
Meanwhile, it moves in the direction determined by CIL,
which makes it appear that the leader cell is “guided” by
its follower cells. It is equally valid to state that the fast
moving leader cell invades the free space and the follower
cells move after it and indeed collective motility certainly
means that the behavior is determined collectively. In our
model, the leader cell guides the follower cells through
two ways: (1) a strong pulling force directly acts on the
follower cells which are its immediate neighbors; (2) the
graded phenotypic variation from the leader cell to fol-
lower cells behind it affect the parameters associated to
those cells. The first effect is straightforward to appre-
ciate and could be achieved through cell-cell junctions.
However, this effect on its own is not enough to form
a finger. Therefore, we proposed the additional mecha-
nism in which the leader cell alters nearby cells within
a certain range; this is partially based on experimental
observations of an intermediate phenotype [7, 8]. It is
also consistent with other observations including an in-
creased number of focal adhesions on the leading edge, a
9large number of E-Cadherins between cells in the finger
etc [8]. Within this range, cells are taken to have an ad-
ditional self-propulsion force in the direction towards the
leader cell and a larger adhesion force connecting them
to their neighbors. This graded behavior facilitates the
formation of the finger and leads directly to the polarity
of cells within the finger [11]. In fact, experimental ob-
servations show that this polarity will vanish if the leader
cell is removed [11]. This long range guidance might be a
result of biochemical cues from the leader cell as passed
on via the strengthened links between the follower cells,
i.e. the phenotype responds to force and eventually es-
tablishes the graded behavior self-consistently. Alterna-
tively, there might be specific biochemical signals origi-
nating at the leader cell that decay as we move further
back into the finger. More generally, there is in all prob-
ability a complex feedback between different mechanical
and biochemical signals. One clue as to what could be
occurring emerges from the work on the role of Notch-
Delta signaling in the fingering process [28]. We leave
further exploration of this issue for future research.
Our simulation predicts that a finger can be formed
without any supracellular cable. Instead, the major role
of the observed cable is to maintain the shape of the fin-
ger. Without the cable, the boundaries on both sides
of the finger become rougher. We also predict that the
transverse traction force pattern would be markedly dif-
ferent without the cable and would not match the one
seen in experiments where in fact a supracellular cable
is observed on sides of a finger [7, 8]. The supracellular
actomyosin cable is also observed in other scenarios, for
example, on the boundary of a localized wound. Pre-
vious work has described the role of this cable during
the healing of a circular wound [47], as it is necessary to
have the supracellular cable on the edge to close the cir-
cular wound when the cells cannot crawl on the substrate
[47, 52, 53]. The cable also keeps the wound boundary
smooth.
This work should motivate the modeling community to
take into account cell-to-cell differences when construct-
ing approaches to tissue morphology and motility. While
it is always simpler to imagine a uniform set of active
particles giving rise to an effective hydrodynamics with
uniform spatial parameters, the utility of this simplifi-
cation for biological systems is, in our opinion, limited.
Cells are not colloids, but instead actively sense their
surroundings and adjust their interactions accordingly.
Here we have argued that this is crucial for finger forma-
tion and we expect that it will be crucial for many other
examples of collective cell behavior.
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Details for the computational model
Dynamics in our modell
In our model, each cell is represented by two subcellular elements (particles), the front and
the rear particle. Each cell has a polarity which is defined by r = rf − rr, where rf
and rr are the positions for the front and rear particles respectively. The self-propulsion
force is assigned to each particle, mf for the front particle and mr for the rear particle.
The direction for the propulsion force is along r but pointing to opposite directions for
the front and rear particles for an isolated cell. For cells in a cluster, both the direction
and magnitude of the self-propulsion force is regulated by contact inhibition of locomotion
CIL (see later). The self-propulsion force is balanced by the intracellular contraction force
fcontr = (−f0contrr/(Rcontr − r) + fexp/r)rˆ (use f lcontr for leader cells and f bcontr for boundary
cells). This force is attractive for most distance r and only repulsive at extremely short
distances, the latter of which simulates a hard core.
The intercellular force between particles from different cells is modeled by fadh/rep(r) =
(−A(B − r) + C(B − r)3)rˆ for distances within Rcc and zero further away. For distance
between Rrep and Rcc, the force is attractive which simulates the cell-cell adhesion. For
distance below Rrep, the force is repulsive which models the volume exclusion of cells. To
account for cells of different lengths, we adjust the units using the length of the longer cell
l. We assume Rcc = 1.3l and Rrep = 0.75Rcc = 0.975l. We also assume a fixed maximum
adhesion value fmaxadh (the minimum of fadh/rep(r), we use different values for interaction
between different kind of cells). Then we have, B = Rcc, A = f
max
adh 3
3/2/(2(Rcc − Rrep)),
and C = A/(Rcc − Rrep)2. For cells shorter than a minimum value lmin = Rmincc /1.3, we
assume Rcc = R
min
cc . For cells longer than a maximum value lmax = R
max
cc /1.3, we assume
Rcc = R
max
cc .
The friction between cells and the substrate is fˆfric = ξv, where ξ is a constant for
each particle. We assume a stiff substrate and the friction balances the propulsion force and
traction force. Therefore, we can determine the traction force ξv −m in our model.
Motile and non-motile cells are distinguished in our model. For a motile cell, we have
mf > mr, while for a non-motile cell, we set mf = mr. Both mf and mr are constants in
our model. Cells can switch between motile and non-motile states. A non-motile cell can
transition to a motile cell at a fixed probability k+, and the choice of front and rear particle is
random with an equal chance. A motile cell can also become a non-motile cell at a probability
depending on the alignment between cell polarity (r) and its time-averaged velocity (vm),
k− = k0−exp(−ctransvˆm · rˆ), where both r and vm were normalized, i.e. rˆ = r/|r| and
vˆm = vm/|vm|.
1
ar
X
iv
:2
00
1.
11
66
3v
1 
 [p
hy
sic
s.b
io-
ph
]  
31
 Ja
n 2
02
0
The contact inhibition of locomotion (CIL) regulates the self-propulsion forceTo calculate
the self-propulsion force for each particle i, we first calculate the sum of normalized vector
connecting this particle i and its neighboring particles j’s (including its partner particle in
the same cell) within a distance Rinh, i.e. Ri =
∑
j,rij<Rinh
rˆij . The self-propulsion force
becomes m = −mR/n, where m is mf or mr, where n is the number of its neighbor particles.
We assume Rinh = Rcc in our model.
The leader cell and its effects
The leader cell has a different morphology and properties. It is selected randomly from cells
on the leading front. Once selected as a leader cell, the cell will have all properties of the
leader cell and it will prevent its neighboring cells within a certain range from being selected
as a new leader cell. Both particles of the leader cell will gain an additional self-propulsion
force ∆m and its direction will be determined by CIL. The coefficient for the intracellular
interaction will be increase to f lcontr and the maximum adhesion/repulsion value will be
increased to fmaxadh . There will be an additional friction coefficient ∆ξ and a larger threshold
of division which simulate the larger size of the leader cell.
The leader cell also affects its neighbors within a certain distance RLC , which is called
the gradient behavior. All cells within this range will have an additional self-propulsion
force mextra pointing to the center of the leader cell. The magnitude of this additional
self-propulsion force is given by mextra = mmax · (exp(−D · r/RLC) − exp(−D))/(1.0 −
exp(−D)), where mmax is the maximum additional propulsion force, D is the decay rate and
r is the distance between the particle and the leader cell. The coefficient of the intercellular
interaction, the maximum adhesion/repulsion value, the division threshold and the friction
coefficient will increase in a certain amount defined by the similar equation, where we can
change mextra/mmax to the corresponding increase parameters. We check the eligibility of
the leader cell at every step. If there are less than 6 particles behind the leader cell (the
leader cell detaches from the cellular sheet) or more than 6 particles in front of it (the leader
cell is no longer leading), the leader cell will turn back to a regular cell and a new leader cell
might emerge. In this way, we develop a model for the intermediate phonotype between the
leader cell and the follower cells far away.
The supracellular actomyosin cable
Cells on the leading front except the fingertip will be connected through the supracellular
actomyosin cable. This cable connects the cells on the boundary mechanically. We develop
an algorithm to detect the boundary cells. For each particle, we count the number of other
particles within a range of Rnei. In Cartesian coordinates, we divide this range into four
subregions northeast (NE), southeast (SE), southwest (SW), northwest(NW) and count the
total of particles in each subregion (Figure S1A). If the total particles in one subregion is less
than the average number of total particles in other three subregions by 5 or the total particles
in two adjacent subregions is less than the total particles in the other two adjacent subregions
by 8, we designate the cell containing this particle as a ‘boundary cell’. If a particle from a
‘boundary cell’ picks up a balanced number of surrounding cells in all four subregions, i.e.
the difference between the total particle number in any subregion and the average number
of total particles in the other three subregions is less than 2, the cell will transit back to a
2
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Figure S1: Boundary cells. A. Subregions around a sub-cellular element. B. Example for
deciding unhidden nearest neighbors, where k is an unhidden nearest neighbor of i and k∗ is
not.
regular cell.
To construct the supracellular actomyosin cable, we connect particles from boundary
cells with each other’s unhidden nearest neighbors. To find out each particle’s unhidden
nearest neighbors, we first rank particles (excluding the partner particle) around particle i
based on their distance to particle i. Then we find the nearest particles that is not hidden
by other nearest particles by applying the following procedure: (1) Calculate the angel θjik
between the line connecting the new particle k and i and the line connecting an already
selected particle j and i. (2) If for all j, θjik is larger than 90 degrees, we select particle k
as particle i’s unhidden nearest neighbor. (3) Repeat this procedure until we find all the
unhidden nearest neighbors. (Figure S1B) After finding all the nearest neighbors for each
boundary cell, we apply an additional intercellular force between these particles, fcable =
(−f0cabcontrr/((Rcabcontr − r)r) + fcabexp/r)rˆ. This additional intercellular force behaves like
the intracellular contractive force; it is attractive for most distances and repulsive only for
extremely small distances.
Supplementary information for the active matter model
Stability analysis
Plug equations (4) in the main article into equations (2) and (3b), we get a set of linear
equations for A, B, C and F,
rA+ iqB = 0, (S1a)
µ(r2 − q2)A− rC + a0A+ a1v0F − 3bv20A = 0, (S1b)
µ(r2 − q2)B − iqC + a0B − bv20B = 0, (S1c)
(ω − v0r)F = Df (r2 − q2)F − αF. (S1d)
Assuming F → 0, from equations (S1a) - (S1c), we can get four solutions of r,
r1/2 = ±
√
q2 ±
√
−2q2a0/µ.
3
Assuming F is non-zero, we can get another solution for r from equation (S1d),
r3 =
−v0 ±
√
v20 + 4Df (Dfq
2 + α+ ω)
2Df
,
which corresponds to the modes regarding the curvature based force we introduce above.
Since we consider a rightward moving fluid, we only keep the positive r′s. Therefore, there
will be three modes, and we can obtain
ux =
2∑
i=1
Aie
ri(x−v0t)+ωt+iqy + FAh0er3(x−v0t)+ωt+iqy, (S2a)
uy =
2∑
i=1
Bie
ri(x−v0t)+ωt+iqy + FBh0er3(x−v0t)+ωt+iqy, (S2b)
p =
2∑
i=1
Cie
ri(x−v0t)+ωt+iqy + FCh0er3(x−v0t)+ωt+iqy, (S2c)
h = h0e
ωt+iqy. (S2d)
From equations (S1a) - (S1d), we can express B (FB), C (FC) in A (FA) and the expression
of FA, i. e.
B = − r
iq
A, (S3a)
C =
r
q2
(µ(r2 − q2) + a0 − bv20)A, (S3b)
FA = − a1v0q
2
(1− r23/q2)(µ(r23 − q2) + a0 − bv20)− 2bv20
, (S3c)
FB = − r
iq
FA, (S3d)
FC =
r
q2
(µ(r2 − q2) + a0 − bv20)FA. (S3e)
Using the above relationship and equation (S2a) - (S2d) and the boundary conditions, we
can get a set of linear equations for the coefficients.
We plug in v0 =
√
a0/b and the normal modes expressions (substitute the coefficients in
A or FA) into the boundary conditions, we get a set of linear equations.
A1 +A2 − (ω − FA)h = 0, (S4a)
q2 + r21
q
A1 +
q2 + r22
q
A2 +
q2 + r23
q
FAh = 0, (S4b)
µr1(3q
2 − r21)
q2
A1 +
µr2(3q
2 − r22)
q2
A2+
(γq2 +
µr3(3q
2 − r23)
q2
FA)h = 0. (S4c)
4
Since A1, A2 and h are non-zero, we have a characteristic equation,
det
 1 1 −(ω − FA)q2+r21q q2+r22q (q2+r23)FAq
µr1(3q2−r21)
q2
µr2(3q2−r22)
q2
γq2 +
µr3(3q2−r23)FA
q2
 = 0. (S5)
For simplicity, we drop the ω term in r3 when solving this characteristic equation. This
approximation is reasonable since the ω is near 0 in scenarios we are interested in and the
time duration is sufficiently short. Therefore, we get the expression of ω,
ω = FA−
q2
µ (r
2
2 − r21)(γq2 + µr3q2 (3q2 − r23)FA) + (q2 + r23)FA(3q2(r2 − r1)− (r32 − r31))
(r1 − r2)(3q4 − q2r21 − 4q2r1r2 − q2r22 − r21r22)
, (S6)
where FA and r
′s can be expressed in q.
Comparison with active polar fluid model
Remove impressibility in our model: To compare with Alert et al.’s active polar fluid
model where they did not have the impressibility and pressure, we modify our equation (1),
µ∇2~u+ a~u− b|~u|2~u = ρ(∂~u
∂t
+ λ(~u · ∇)~u). (S7)
The right hand side is set to 0 as assumed in the main article. Assuming a similar normal
modes for ux and uy, we get,
µ(2r2 − q2)A+ µiqrB + a0A− 3bv20A = 0, (S8a)
µ(r2 − 2q2)B + µiqrA+ a0B − bv20B = 0. (S8b)
Then we can solve for the relationship between A and B,
B =
i
µqr
[(µ(2r2 − q2)− 2a0]A, (S9)
The r can also be determined,
r1/2 =
√
(2q2 + a0)±
√
a20 − 4a0q2
2
, (S10)
There are two allowed modes.. Similarly, ux, uy and h can be expressed in normal modes.
Plug them in the boundary conditions in equation (6) (removing the p term) in the main
article, yields a set of linear equations, from which we can solve for the growth rate ω. We
have
A1 +A2 − ωh = 0, (S11a)
(µr21 − a0)A1 + (µr22 − a0)A2 = 0, (S11b)
2µr1A1 + 2µr2A2 + γq
2h = 0. (S11c)
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Solving its characteristic equation yields the growth rate,
ω = − (r1 + r2)γq
2
2(µr1r2 + a0)
, (S12)
which is always negative, meaning it is always stable at the leading front for the moving case.
Therefore, removing the impressibility and pressure term will not lead to an edge instability.
Adding surface tension in Alert et al.’s model: On the other hand, to check their
model, we add a surface tension and remove the T0, p terms in Alert et al.’s model. Their
equation (S45) becomes,
η(2k2 − q2 − 1
λ2
)δv˜x + iqkηδv˜y = 0, (S13a)
iqkηδv˜x + η(k
2 − 2q2 − 1
λ2
)δv˜y = 0. (S13b)
Solving the characteristic equation, we get,
k1 =
√
q2 +
1
λ2
, (S14a)
k2 =
√
q2 +
1
2λ2
. (S14b)
From their equation (S44), we can get another solution for k,
k3 = q. (S15)
Assuming L→∞ and a surface tension at x = 0, then their equation (S47) becomes,
δv˜x(−∞) = 0, δσ˜xx(0) = −γq2δL˜, (S16a)
δv˜y(−∞) = 0, δσ˜xy(0) = 0. (S16b)
δv˜x and δv˜y can be expressed in normal modes,
δv˜x =
3∑
j=1
Aje
kix+iqy, (S17a)
δv˜y =
3∑
j=1
Bje
kix+iqy. (S17b)
Plug them into the boundary conditions yields,
2ηk1A1 + 2ηk2A2 + 2ηk3A3 = −γq2δL, (S18a)
k1B1 + k2B2 + k3B3 + iqA1 + iqA2 + iqA3 = 0. (S18b)
The relationship between A and B is indicated from equation (S15),
B =
i
qk
(2k2 − q2 − 1
λ2
)A. (S19)
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Figure S2: The x component of the velocity at the leading front Vx(0) as a function of wave
number q.
Meanwhile, we can solve for A3 from their equation (S45) and (S46),
A3 =
T0q
3λ4
hη
δL˜. (S20)
Put everything together, we get A1 and A2,
A1 =
−γq4η δL˜+ λ
4T0q3
hη δL˜(−2q3 + 2q2k2 − k2λ2 )
2q2k1 − 2q2k2 − k2λ2
, (S21a)
A2 = −λ
4T0q
2hη
δL˜(2q2 − 1
λ2
)− (1 + 1
2q2λ2
)A1. (S21b)
Therefore, we get the velocity at the leading front,
δv˜x(0) = A1 +A2 +A3, (S22)
which is bounded from above (Fig. S2). In this case, the growth rate ω is also bounded from
above, but it still could be positive at small q. Therefore, by adding a surface tension will
not stabilize their model.
7
Parameters for the computational simulation
Table S1: Simulation parameters in simulation units used in Figure 2 and 3.
Parameter Value Unit Meaning
mf 1.5 p0l0 Magnitude of propulsion force of front particle for motile cells
mf 1.3 p0l0 Magnitude of propulsion force of front particle for nonmotile cells
mr 1.3 p0l0 Magnitude of propulsion force of rear particle
mmax 3.5 p0l0 Magnitude of additional propulsion force of the leader and graded behavior
D 4.0 Decay rate for the graded behavior
fexp 0.02 p0l
3
0 Cellular expansion coefficient
f0contr 0.9 p0l
2
0 Cellular contraction coefficient for regular cells
fbcontr 2.2 p0l
2
0 Cellular contraction coefficient for boundary cells
f lcontr 3.1 p0l
2
0 Cellular contraction coefficient for leader cells
fextcontr 2.2 p0l
2
0 Cellular contraction coefficient for the graded behavior
Rcontr 2.5 l0 Maximum distance for intracellular contraction
k+ 0.1 1/t0 Transition rate to motile state
k0− 0.1 1/t0 Transition rate to nonmotile state for zero velocity
ctrans 5.0 Scaling parameter for transition to nonmotile state
f
max(00)
adh 0.7 Maximum cell-cell adhesion between two regular cells
f
max(0b)
adh 4.2 Maximum cell-cell adhesion between a regular cell and a boundary cell
f
max(bb)
adh 4.8 Maximum cell-cell adhesion between two boundary cells
f
max(lx)
adh 5.6 Maximum cell-cell adhesion between a leader cell and another cell
f
max(ext)
adh 4.2 Additional maximum cell-cell adhesion for the graded behavior
f0cabcontr 5.0 p0l0 Cable contraction coefficient for the supracellular cable
fcabexp 0.12 p0l
3
0 Cable expansion coefficient
Rcabcontr 3.5 l0 Maximum distance for supracellular cable contraction
Rmincc 0.7 l0 Minimum interaction range for small cells
Rmaxcc 1.1 l0 Maximum interaction range for large cells
Rcc 1.3l l0 Range of adhesive intercellular force
Rrep 0.75Rcc l0 Range of repulsive intercellular force
R0div 0.9 l0 Threshold distance for regular cell division
Rldiv 1.8 l0 Threshold distance for leader cell division
Rextdiv 0.9 l0 Additional threshold distance for cell division of the graded behaved cells
kdiv 0.002 1/t0 Division rate for cells surpassing size threshold
Rinh 1.3l l0 Contact inhibition range
ξ 3.0 p0l0t0 Friction coefficient with the substrate for regular cells
ξl 30.0 p0l0t0 Friction coefficient with the substrate for the leader cell
ξext 27.0 p0l0t0 Additional friction coefficient with the substrate for the graded behavior
trelax 50.0 t0 Relaxation time for velocity averaging
RLC 20 l0 Leader cell effects range
Rnei 2.0 l0 Boundary cell neighbor range
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