ABSTRACT. Let X be a Shimura curve of genus zero. In this paper, we first characterize the spaces of automorphic forms on X in terms of Schwarzian differential equations. We then devise a method to compute Hecke operators on these spaces. An interesting byproduct of our analysis is the evaluation 
INTRODUCTION
Let K be a totally real number field and R be its ring of integers. Let B be a quaternion algebra over K that splits exactly at one infinite place, i.e.,
where M (2, R) is the algebra of 2 × 2 matrices over R and H is Hamilton's quaternion algebra. Thus, up to conjugation, there is a unique embedding ι : B → M (2, where the integration is taken over any fundamental domain of Γ(O).) Then the space S k (O) contains a basis consisting of simultaneous eigenforms, called Hecke eigenforms, for all Hecke operators. In fact, according to the Jacquet-Langlands correspondence [7, Chapter 16] , each Hecke eigenform corresponds to an irreducible automorphic representation of GL(2, Q) that is an inner twist of a certain irreducible cuspidal representation. In other words, for each Hecke eigenform on Γ(O), there corresponds a Hecke eigenform on a certain modular group with the same eigenvalues.
On the other hand, even though it is true that many theoretical aspects of classical modular curves can be extended to the case of Shimura curves, it is not true for explicit methods. The main obstacle lies at the lack of cusps on Shimura curves. Namely, in the case of classical modular curves, many problems about modular curves can be answered using qexpansions (i.e., expansions with respect to a local parameter at a cusp) of modular forms or modular functions involved, and there are many explicit methods for constructing modular functions and modular forms and computing their q-expansions. In fact, because the Fourier coefficients of a normalized Hecke eigenform on congruence subgroups are identical with the eigenvalues of Hecke operators, one can compute the q-expansions of Hecke eigenforms without actually constructing them. However, because there are no cusps on Shimura curves, any method for classical modular curves that uses q-expansions cannot possibly be extended to the case of Shimura curves. Moreover, as far as we know, eigenvalues for Hecke operators on automorphic forms on Shimura curves do not say anything about Taylor coefficients of automorphic forms. Thus, it is both interesting and challenging to find explicit methods for Shimura curves.
In this paper, for a Shimura curve of genus zero, we will first characterize the spaces of automorphic forms in terms of Schwarzian differential equations. (See Remark 2 for the definition of Schwarzian differential equations.) In other words, spaces of automorphic forms will be represented using solutions of certain differential equations. This makes explicit computation on automorphic forms possible. For example, in the second half of the paper, we will devise a method to compute Hecke operators and hence determine Hecke eigenforms. Two examples will be worked out. As by-products of our analysis, we find the following intriguing evaluations Since Schwarzian differential equations play a crucial role in our approach, it is an important problem to determine the differential equation associated to each Shimura curve of genus 0. Some work has already been done in this direction. In particular, in [14] , Tu determined the Schwarzian differential equations associated to certain Eichler orders in quaternion algebras over Q.
As of now, our method only works for Shimura curves of genus zero. We hope to extend our method to Shimura curves of higher genus in the future. Note that Sijsling [11] has already considered the cases of Shimura curves of genus one with exactly one elliptic point and obtained differential equations associated to these curves. It will be an interesting problem to combine his equations with our approach to study Shimura curves of genus one.
SCHWARZIAN DIFFERENTIAL EQUATIONS AND AUTOMORPHIC FORMS ON
SHIMURA CURVES Let X(O) be a Shimura curve with the associated norm-one group Γ(O). It is known since the nineteenth century that if F (τ ) is a meromorphic automorphic form of weight k (with some multiplier system) and t(τ ) is a nonconstant automorphic function on Γ(O), then F, τ F, . . . , τ k F , as functions of t, span the solution space of a (k + 1)-st order linear ordinary differential equation
with algebraic functions as coefficients r j (t). (See [13, Theorem 5.1] and also [18, Theorem 1].) In this paper, we refer to this kind of differential equations as automorphic differential equations. If the compact Riemann surface Γ\H has genus zero, which we assume from now on, and t(τ ) is a generator of the function field on Γ(O), which we call a Hauptmodul of Γ(O), then the coefficients r j (t) are actually rational functions and all the singularities of the differential equations are regular. In fact, if F (τ ) is a holomorphic automorphic form, then the singularities of the differential equation are precisely the points where the function τ → t(τ ) fails to be locally one-to-one, that is, where the values of t correspond to elliptic points. If the number of elliptic points is 3, i.e., if Γ(O) is a triangle group, then it is a classical fact that a second order ordinary differential equation with exactly three regular singular points is completely determined by the local exponents. In this way, one can write down an automorphic differential equation associated to a triangle group without actually finding an automorphic form and a Hauptmodul first. (In fact, such a differential equation must be the symmetric power of an algebraic transformation of a 2 F 1 -hypergeometric function.) Then one can study properties of Shimura curves using this differential equation. This method has been used by [4, 15] to study CM (complex multiplication) points on Shimura curves. When a Shimura curve X(O) of genus zero has more than three elliptic points, the determination of automorphic differential equations is more complicated. In [4] , Elkies determined a differential equation associated to the normalizer of a maximal order in a quaternion algebra of discriminant 10 over Q and then used this differential equation to numerically compute the coordinates of CM points on a Hauptmodul. In [2] , Bayer and Travesa obtained automorphic differential equations for the Shimura curve associated to the maximal order in the indefinite quaternion algebra of discriminant 6 and its various Atkin-Lehner quotients. In both cases, the determination uses geometry of Shimura curves. For instance, in [4] , Elkies used the covering between two Shimura curves. Other than these two isolated results, as far as we know, there is no systematic attempt in literature to determine such differential equations. (Note that in [4] , such an automorphic differential equation is called a Schwarz equation. However, in this paper, we will reserve the term Schwarz equation for a certain normalized automorphic differential equation because of its connection to the Schwarzian derivative. See Proposition 1 below.)
To fully realize the potential of the method of automorphic differential equations, we shall first normalize such differential equations. The idea is that if t(τ ) is an automorphic function on Γ(O), then t (τ ) is a meromorphic automorphic form of weight 2 on Γ(O). Thus, t (τ ) 1/2 , as a function of t, satisfies a second-order ordinary differential equation. This differential equation can be regarded as a normal form for all automorphic differential equations associated to Γ(O) because it depends only on the chosen automorphic function t(τ ). In fact, there is a simple formula to convert a general automorphic differential equation to such a differential equation satisfied by t (τ ) and t(τ ).
Proposition 1 ([5, Pages 99-102,290]). Let X(O) be a Shimura curve. Let F (τ ) be an automorphic form of weight 1 (with some multiplier system) and t(τ ) be a nonconstant automorphic function on Γ(O). If the second-order differential equation satisfied by F (τ ) and t(τ ) is
then the differential equation satisfied by t (τ ) 1/2 and t(τ ) is
4t 2 and satisfies
The reader who is unfamiliar with the relation between automorphic forms and differential equations may find the proof of this proposition given in [18] easier to comprehend.
Remark 2. The function {t, τ } is classically known as the Schwarzian derivative. (See [6, Chapter 10] .) In our setting, it is a meromorphic automorphic form of weight 4 on Γ(O). In view of its connection to the Schwarzian derivative, we call the differential equation in (1) satisfied by t (τ ) 1/2 and t(τ ) the Schwarzian differential equation associated to t. Note that the function −{t, τ }/2t (τ ) 2 , up to a factor of −4, is called the automorphic derivative in [2] . Here we will follow the same terminology.
Now the upshot is that if X(O) has genus zero and t(τ ) is a Hauptmodul, then the analytic behavior of t (τ ) is simple to describe and it is easy to express all (holomorphic) automorphic forms with trivial character in terms of t (τ ). Here the dimension formula in the following theorem is taken from [10] .
Theorem 4. Assume that a Shimura curve X has genus zero with elliptic points τ 1 , . . . , τ r of order e 1 , . . . , e r , respectively. Let t(τ ) be a Hauptmodul of X and set a i = t(τ i ), i = 1, . . . , r. For a positive even integer k ≥ 4, let
Then a basis for the space of automorphic forms of weight k on X is
Proof. If a j = ∞, then we have
near τ j since τ j is assumed to be elliptic point of order e j . The constant C cannot be zero because t − a j is also a Hauptmodul and cannot have a zero of order greater than 1 (as a function on X) at a j . Then
near τ j . Thus, the function
is a (possibly meromorphic) automorphic form of weight k that is holomorphic throughout H except for possibly the point where t(τ ) = ∞.
Consider first the case a j = ∞ for all j. Let τ 0 be the point where t = ∞. Since t is a Hauptmodul, t must have a simple pole at τ 0 , that is
Then t (τ ) = −C/(τ − τ 0 ) 2 + O(1) and the order of the function in (3) at τ 0 is
If dim S k (O) = 0, then A ≥ 0 and thus the function in (3) is holomorphic throughout H. In fact, we can multiply the function in (3) by a polynomial of degree ≤ A in t and still get a function holomorphic throughout H. Since the dimension of the space of polynomials of degree ≤ A is the same as d k , we conclude that the functions in the statement of the theorem form a basis for S k (O). Now assume that a j = ∞ for some j, say, a 1 = ∞. Again, because t is assumed to be a Hauptmodul, we must have
near τ 1 . Then the order of the function (3), as a function of τ , at τ 1 is
We can multiply the function in (3) by a polynomial in t of degree not exceeding
and still get a function holomorphic throughout H. Again, we conclude that the functions in the statement form a basis for S k (O). This completes the proof.
The combination of Proposition 1 and Theorem 4 gives us a concrete space of functions that can be used to study properties of automorphic forms, provided that a Schwarzian differential equation has been determined. In the second half of the paper, we will provide a method to compute Hecke operators using these functions.
In view of the importance of Schwarzian differential equations, here we shall review some analytic properties of Schwarzian differential equation. These informations will be helpful in determining the differential equations. 
Proof. Both properties are well-known and can be verified directly.
Proposition 6. Assume that X(O) has genus zero with elliptic points τ 1 , . . . , τ r of order e 1 , . . . , e r , respectively. Let t(τ ) be a Hauptmodul of X(O) and set a i = t(τ i ), i = 1, . . . , r. Then the automorphic derivative Q(t) in Proposition 1 is equal to
In principle, the properties stated above were known for a long time. However, in literature, usually the proposition is stated under the assumption that a i are all real. The reason for this assumption is that in the standard books on ordinary differential equations in the complex domain, one usually starts from a second-order linear differential equation and build an automorphic function from it. At some point, one would need to employ the Schwarz reflection principle in order to extend the domain of the definition of the automorphic function to the whole upper half-plane. This is where the assumption that a i are all real comes in. (See [6, Theorem 10.2.1].) Here, because we actually starts from an automorphic function first, we do not need this assumption. For convenience of the reader, we provide a complete proof of the proposition here.
Proof. We first consider the analytic behavior of
at a point t 0 = t(τ 0 ) = ∞ that does not correspond to any elliptic point. We have
for some constant c. Since t(τ ) − t 0 is also a Hauptmodul, the constant c cannot be 0. From this we easily see that Q(t) is holomorphic at t 0 . We next consider the case t 0 = a j = ∞ corresponding to an elliptic point τ j of order e j .
Again, because t(τ ) − a j is also a Hauptmodul, c 1 cannot be equal to 0. When e j ≥ 3, we have
When e j = 2, we have
Either way, we have
which implies that
as a function of t, has at most a simple pole at a j . Thus, if we let B j denote the residue of Q(t) at a j , then
will be a polynomial function in t. We now consider the behavior of Q(t) at ∞.
If a j = ∞ for all elliptic points τ j , letting τ 0 ∈ H be a point with t(τ 0 ) = ∞, we have
for some nonzero constant c. Then
as τ → τ 0 . In particular, we have Q(t) → 0 as t → ∞, which implies that P (t) = 0. Moreover, the coefficients of t −1 , t −2 , t −3 in the expansion of
respectively. In view of (5), all the three sums must be equal to 0. This proves the proposition in the case a j = ∞ for all j. Likewise, if a j = ∞ for some elliptic point τ j , say, a r = ∞, we have
r (e r + 1)
as t → ∞. This also shows that the polynomial P (t) in (4) is actually 0. Also, comparing the coefficients of t −1 and t −2 in the expansion of (6) with the asymptotic of Q(t) at ∞ given above, we find
This proves the proposition for the case a j = ∞ for some j.
Here we will give two examples of automorphic derivatives. Let us first fix some notations. Also, as is customary, if a Shimura curve has genus g with m i elliptic points of order e i , we use the notation (g; e m1 1 , . . . , e mr r ) to encode the signature of the curve. Example 8. Consider the Shimura curve X * 6 (1). The signature of X * 6 (1) is (0; 2, 4, 6). Choose a Hauptmodul t of X * 6 (1) by requiring that t takes values 0, 1, and ∞ at the elliptic points of orders 6, 2, and 4, respectively. By Proposition 6, 
(as a function of t) will have local exponents {0, 1/6}, {0, 1/2}, and {1/24, 7/24} at 0, 1, and ∞, respectively. In other words,
, as a function of t, is a solution of the hypergeometric differential equation
Therefore, if we fix a representative τ 1 ∈ H of the elliptic point of 6, then in a neighborhood of τ 1 , we have
where C 1 and C 2 are complex numbers depending on the choice of the embedding of the quaternion algebra into M (2, R) and the choice of τ 1 . Note that from (2), we know that C 1 is nonzero. Then by Theorem 4, for even positive integers k ≥ 4, the automorphic forms whose t-expansions near the point τ 1 are (1), where C = C 2 /C 1 and for a rational number x we let {x} = x− x denotes the fractional part of x. In Section 4, we will compute Hecke operators relative to this basis.
More generally, automorphic forms on triangle groups can all be expressed in terms of hypergeometric functions.
Theorem 9. Assume that a Shimura curve X has signature (0; e 1 , e 2 , e 3 ). Let t(τ ) be the Hauptmodul of X with values 0, 1, and ∞ at the elliptic points of order e 1 , e 2 , and e 3 , respectively. Let k ≥ 4 be an even integer. Then a basis for the space of automorphic forms of weight k on X is given by
Proof. The proof follows the same argument as in the preceding example. Here we just remind the reader that the hypergeometric function 2 F 1 (a, b, c; t) is a solution of
whose local exponents at 0, 1, and ∞ are {0, 1 − c}, {0, c− a − b}, and {a, b}, respectively. From this, it is easy to figure out the parameters in the hypergeometric functions. We omit the details.
Example 10. Consider the Shimura curve X * 10 (1). The signature of X * 10 (1) is (0; 3, 2 3 ). In [4] , Elkies showed that there is a Hauptmodul on X * 10 (1) with values 0 at the elliptic point of order 3 and values 2, 27, and ∞ at the three elliptic points of order 2. Moreover, using the covering X * 10 (3) → X * 10 (1), he also showed that an automorphic differential equation for X * 10 (1) is
which is the same as
Using Proposition 1, we find that the automorphic derivative D(t, τ ) associated to t is
Here we will use Propositions 5 and 6 to obtain the same result. According to Proposition 6, we have
where B i satisfy
which yield
On the other hand, the Shimura curve X * 10 (3) has signature (0; 2 4 , 3). According to [4] , there is a Hauptmodul u on X * 10 (3) whose relation with t is
and whose values at the four elliptic points of order 2 and the elliptic point of order 3 are (5 ± 2 √ −5)/9, (5 ± 8 √ −2)/9, and ∞, respectively. (Note that in (57) of [4] , the factor 9x 2 − 10x + 17 in the denominator was misprinted as 9x 2 − 10x + 7.) Also, the action of Atkin-Lehner involution w 3 is (11)
By Proposition 6,
for some constants C 1 , . . . , C 4 . According to the proof of Proposition 6. The constants
Thus,
Now observe that the Atkin-Lehner involution w 3 : u → 10/9 − u switches the two roots of 9u 2 − 10u + 5 and the two roots of 9u 2 − 10u + 17 and fixes ∞. From this we deduce that D(u, τ ) = D(10/9 − u, τ ), which implies that the right-hand side of (12) is invariant under the substitution u → 10/9 − u. From this, we infer that C 2 = C 4 = 0. That is,
.
. We have t = R • u. Thus, by Part (2) of Proposition 5, we have
Expressing the left-hand side in terms of u and comparing it with the right-hand side, we find that the constants B 3 and C 1 are
This gives us (9). 
The rest of the paper will be devoted to the computation of Hecke operators on automorphic forms. But before we work on the case of Shimura curves, let us first work out a familiar example from classical modular curves to give the reader a clearer idea about our approach.
COMPUTING HECKE OPERATORS -AN EXAMPLE
Let ∆(τ ) = η(τ ) 24 be the unique normalized Hecke eigenform on SL(2, Z). Of course, from the Fourier expansion ∆(τ ) = q −24q
2 +· · · , we immediately see that the eigenvalue for the Hecke operator T 2 is −24. Our goal in this section is to obtain the same result without resorting to Fourier expansions.
It is a classical identity that
where j(τ ) is the elliptic j-function. (In fact, this can also be verified using a slightly modified version of our Theorem 9.) Thus, as long as the imaginary part of τ is large, we may expand ∆(τ ) with respect to t. Assuming that Im τ is large, by the definition of T 2 , we have
Now suppose that we are allowed to use Fourier expansions for the moment. We have t(τ ) = 1/j(τ ) = q − 744q 2 + · · · and
Substituting these expressions into (13), we get
From this, we see that the eigenvalue for T 2 is indeed −24. Note that there is an ambiguity in the choice of the square root of t in (14), but it does not affect the final result. Of course, we have cheated a little bit in the above computation by using Fourier expansion in (14) . We now discuss how to obtain the same t-expansions without using qexpansions. The idea is to use the so-called modular equation, which is the polynomial relation satisfied by j(τ ) and j(2τ ).
Observe that t(τ ) and t(2τ ) are both modular functions on Γ 0 (2). Let u(τ ) be a Hauptmodul of Γ 0 (2). Since X 0 (2) → X 0 (1) is a covering of degree 3, we have t(τ ) = R(u(τ )) for some rational function R of exactly degree 3. Now t(2τ ) = t(−1/2τ ) = R(u (−1/2τ ) ). Since 0 −1 2 0 normalizes Γ 0 (2), u(−1/2τ ) is also a Hauptmodul and therefore
for some a, b, c, d ∈ GL(2, C). Hence,
In other words, the polynomial relation between t(τ ) and t(2τ ) is just the relation between t = R(u) and s = R((au + b)/(cu + d)). Now t has values 0, 1/1728, and ∞ at the cusp P ∞ , the elliptic point P 2 of order 2 and the elliptic point P 3 of order 3, respectively. Above these three points, we have the following ramification data
Here the numbers next to the lines are the ramification indices.
Choose the Hauptmodul u of Γ 0 (2) with values u(Q ∞ ) = 0, u(Q 2 ) = 1, and u(Q 3 ) = ∞. From the ramification data at P ∞ and P 3 , we have R(u) = Au(u − α) 2 for some α ∈ C. Also, the ramification data P 2 implies Au(u − α)
for some β ∈ C. Comparing the coefficients we find A = 1/108, α = 3/4, and β = 1/4. Furthermore, the Atkin-Lehner involution w 2 switches the two cusps Q ∞ and Q ∞ and fixes the elliptic point Q 2 of order 2. Thus,
Eliminating u, we find that the relation between t = R(u) = u(u − 3/4) 2 /108 and
Solving Φ 2 (s, t) = 0 for s, we find the three roots are
which agree with the t-expansions of t(2τ ), t(τ /2), and t((τ + 1)/2) given in (14) . Indeed, using differential equations and modular equations, we can compute Hecke operators on the spaces of modular forms on SL(2, Z) without resorting to Fourier expansions. In the next two sections, we will use the same idea to compute Hecke operators in the case of Shimura curves.
HECKE OPERATORS ON X *

(1)
Hecke operators on the space of automorphic forms on Shimura curves associated to Eichler orders are defined in the same way as in the case of classical modular curves. For simplicity, we assume that the quaternion algebra B is over Q and has discriminant D. 
where for a coset representative γ, we write γ = a b c d . Hecke operators T n for general n with (n, DN ) = 1 are slightly more complicated.
In this section, we will compute Hecke operators on automorphic forms on X * 6 (1). The computation follows that in the previous section in principle, but several issues arise.
(1) Proposition 1 only says that t (τ ) 1/2 satisfies the Schwarzian differential equation, but it does not say which solution corresponds to t (τ ) 1/2 . This is not a problem in the example in the previous section because the hypergeometric differential equation θ 2 F − 1728t(θ + 1/12)(θ + 5/12)F = 0 has a unique solution (up to scalars) that is holomorphic at t = 0 and t −1/2 t (τ ) 1/2 must be a multiple of this solution. (The other solutions have a logarithmic singularity at t = 0.) Here we need to find two linearly independent solutions of the differential equation and then find an appropriate linear combination that corresponds to t (τ ) 1/2 . (2) Unlike the example in the previous section, here we also need to find the texpansion for τ . Nonetheless, this problem is relatively simple to settle once the first problem is answered. (3) In the example in the previous section, since the t-expansions converge only for τ with large imaginary parts, there is an obvious choice of coset representatives ( 2 0 0 1 ), ( 1 0 0 2 ), and ( 1 1 0 2 ), but here it is not immediately clear how we should choose coset representatives. (4) Even if we are able to find the polynomial relation Φ(s, t) = 0 between t(τ ) and s(τ ) = t(γτ ), γ ∈ Γ(O)ι(α)Γ(O), and solve the equation for s as t-series, we still need to determine which solution of the equation is matched with which coset representatives. In the example in the previous section, this is relatively simple. The solution starting with t 2 + · · · must correspond to ( 2 0 0 1 ), while it does not really matter how the other two solutions are matched with coset representatives. (5) Unlike the example in the previous section where the choice of coset representatives makes t(γτ ) → 0 as t(τ ) → 0 so that to find the t-expansion of f (γτ ), we only need to substitute t by the t-expansion of t(γτ ) in f , here we also need to find a method to determine the t-expansion of f (γτ ) for each coset representative. This is perhaps the most complicated part of the computation. The Jacquet-Langlands correspondence will be very useful in this part. We now recall an explicit version of the correspondence in the case of quaternion algebras over Q. D, N ) ). Then
as Hecke modules. Here S k (O(D, N ) ) that shares the same Hecke eigenvalues. Moreover, for a prime divisor p of D, if the Atkin-Lehner involution W p acts on f by W p f = p f , then
We now consider the case X * 6 (1). According to Example 8, if we choose the Hauptmodul t with values 0, 1, and ∞ at the elliptic points of order 6, 2, and 4, respectively, then the space of automorphic forms of weight k has a basis given by (8) . Here we rescale the Hauptmodul t such that it has values 0, −540, and ∞ at the elliptic points of order 6, 2, and 4, respectively. (The purpose of this scaling is to make the coefficients of t-series in the future computation simpler.) Then the basis for the space of automorphic forms become = 0, . . . , 5k/12 + k/4 + 3k/8 − k, where C is a nonzero constant. We will compute Hecke operators relative to this basis.
Let us first fix the quaternion algebra B of discriminant 6 to be
, i.e., the algebra generated by I and J over Q with the relations
and choose the embedding ι : B → M (2, R) to be
as in [1, Section 5.5.2] . Fix the maximal order O to be Z+ZI +ZJ +Z(1+I +J +IJ)/2. Then
where α and β denote the Galois conjugates of α and β, respectively. As in [1, Section 5.5.2], we choose the representatives of elliptic points of order 2, 4, 6 by
with the isotropy subgroups generated by
and (17)
respectively. A fundamental domain for X *
(1) is given by
Here the grey area represents a fundamental domain for X * 6 (1). The four marked points on the boundary are
respectively. (Note that the action of M 2 maps P 4 to (2 − √ 3)i.) The grey area and three other white areas form a fundamental domain for X 6 (1). (See [1, Figure 5 .1] and [16] .)
To compute T 5 on the functions in (8), we need to choose appropriate coset represen-
is the image of the element 1 + 2I of reduced norm 5 in O under ι. At the hindsight, if our goal is just to compute Hecke operators, it does not really matter how we choose γ j , as long as γ j P 6 are the same point for j = 1, . . . , 6. Here we take the somehow natural choice having the property that γ j P 6 is in the fundamental domain given above.
Lemma 13. Let the notations be given as above. A complete set of right coset representatives of
These coset representatives have the properties that
for all j and γ j P 6 = −1 + 5i 1 + 3 √ 3 is in the fundamental domain given above for all j, where M 6 is given in (17) . (The indices are arranged such that γ 0 P 2 , . . . , γ 5 P 2 are located counterclockwise around γ j P 6 .) Moreover, letting γ j = aj bj cj dj and z = e 2πi/24 , we have
Proof. Everything can be verified by a direct computation. We omit the details.
We next determine the expansion of τ as a t-series in a neighborhood of P 6 . In the lemma below, the sixth root t(τ ) 1/6 of t(τ ) is defined in a neighborhood of P 6 such that it becomes a holomorphic function of τ near P 6 and takes positive real values along the boundary of the fundamental domain from P 6 to P 4 . Note that In view of t(M 6 τ ) = t(τ ), we have t(M 6 τ ) 1/6 = t(τ ) 1/6 for some sixth root of unity . Since the function τ → t(τ ) preserves orientation and is locally 6-to-1 at P 6 , this root of unity is actually e 2πi/6 . In other words, we have
Similarly, the function (1 + t/540) 1/2 is defined in a way such that it becomes a holomorphic function near P 2 and takes positive values along the boundary from P 2 to P 6 and from P 6 to P 4 . Note that we have
even though this fact is not needed in the sequel.
Lemma 14. Let
; − t 540 be two linearly independently solution of
We have Moreover, we have
That is, the constants C in (16) and (22) are the same.
Proof. The existence of a constant C such that (22) holds is well-known in the classical theory of automorphic functions. (Cf. Equations (48) and (49) of [4] .) Here we sketch a proof.
From Example 8, we know that
are both solutions of the same differential equation (21). Thus,
for some complex numbers a, b, c, d. Now let γ be a generator of the isotropy subgroup for P 6 . It is an elementary computation to show that
for some primitive 6th root of unity. The two facts (24) and (25) together imply that (τ − P 6 )/(τ − P 6 ) = CF 1 /F 2 or (τ − P 6 )/(τ − P 6 ) = CF 2 /F 1 for some nonzero complex number C. Since the left-hand side approaches 0 as τ → P 6 , it must be the second possibility that occurs. We then let τ → P 2 and use Gauss' formula
to get the value of C. We now prove (23).
From (22), we have
Differentiating the two sides with respect to t, we get dτ dt
Recall the formula that if f 1 and f 2 are two linearly independent solution of a second-order
for some constant c. Here we have
and thus
for some c. Considering the leading coefficients, we find c = 1/6. From this, we get the formula (23) for t (τ ).
In the next lemma we determine the "modular equation" of level 5, i.e., the polynomial relation between t(τ ) and t(γτ ) for γ ∈ Γ * (O)
Lemma 15. The Shimura curve X * 6 (5) has signature (0; 2 2 , 4 2 ). The ramification data of the covering X * 6 (5) → X * 6 (1) are as follows.
If we let t the Hauptmodul on X * 6 (1) with values 0, −540, ∞ at P 6 , P 2 , and P 4 , respectively, and let u be a Hauptmodul on X * 6 (5) with values 0 and ∞ at R 6 and R 4 , respectively, then with a suitable scaling of u, we have t = (30u) 6 1 + 18u + 225u 2 . Moreover, the Atkin-Lehner involution w 5 switches the two elliptic points Q 2 and Q 2 of order 2 and switches the two elliptic points Q 4 and Q 4 of order 4, so that
Finally, the polynomial relation between t(τ ) and s(τ ) = t(w 5 τ ) is given by the polynomial in Appendix A.
Proof. The Shimura curve X 6 (5) has totally
CM points of discriminant −4. These are elliptic points of order 2 on X 6 (5). The AtkinLehner involution w 2 fixes these points and the Atkin-Lehner involution w 3 switches them pairwise. Thus, X * 6 (5) has 2 elliptic points of order 4. The curve X 6 (5) has no elliptic points of order 3 since
Thus, all the other elliptic points on X * 6 (5) are the fixed points of the Atkin-Lehner involutions w 2 , w 3 , and w 6 , which, if exist, are CM points of discriminants −8, −3 or −12, and −24, respectively. Since (The integer 2 stands for the class number of imaginary quadratic order of discriminant −24.) The Atkin-Lehner involution w 6 fixes these points, while the Atkin-Lehner involution w 2 switches them pairwise. Therefore, X * 6 (5) has only 2 elliptic points of order 2 coming from CM points of discriminant −24. Then the genus formula shows that X * 6 (5) has genus 0. We conclude that X * 6 (5) has signature (0; 2 2 , 4 2 ). The ramification data of X * 6 (5) follow immediately from the above information. Now suppose that the Hauptmodul t of X * 6 (1) is chosen in a way that t(P 6 ) = 0, t(P 2 ) = −540, and t(P 4 ) = ∞. If u is a Hauptmodul on X * 6 (5) with u(R 6 ) = 0 and u(R 4 ) = ∞, then t = Au 6 1 + au + bu 2 for some complex numbers A, a, and b. Then the ramification data at P 2 imply that
for some complex numbers c, d, e, and f . To have nicer coefficients, we scale u such that a = 18. (The case a = 0 yields t = −270u 6 /(1 − 3u 2 /2), but then w 5 : u → −u, which implies that t is a rational function of a Hauptmodul on X * 6 (5)/w 5 . This is absurd.) Comparing the coefficients of the two sides above, we get t = (30u) 6 /(1 + 18u + 225u
2 ). (Γ 0 (6)) with eigenvalues −1 for both W 2 and W 3 . We then look up the eigenvalues of T 5 in William Stein's modular form database [12] . Alternatively, one can use the trace formulas of Eichler and Yamauchi [3, 17] such that in a small neighborhood of P 6 , the t-expansion of t(γ j τ ) is given by
where ζ = e 2πi/6 and t 1/6 is defined as in the paragraph preceding Lemma 14. In particular, at τ = γ j P 6 , we have t(γ j P 6 ) = A 0 = 74649600/14641 = 2 12 · 3 6 · 5 2 /11 4 . In addition, at t = A 0 , we have
Proof. Let Φ(s, t) be the modular equation given in Appendix A. We have Φ(s, 0) = −625(14641s − 74649600) 6 , which implies that t(γ j P 6 ) = 74649600/14641 = A 0 for all j. Setting s = s + A 0 , the modular equation becomes
Using Newton's polygon and Hensel's lemma, we see that each root of the equation s 6 − A 6 1 t = 0 lifts uniquely to a solution of (27), where A 1 = 2 11 · 3 6 · 5 · 17 · 23/11 5 = 2918799360/161051. Since all coefficients in Φ(s, t) are rational numbers, the solution of (27) with the initial term A 1 t 1/6 + · · · have rational numbers as coefficients. We now show that the series A 0 + A 1 t 1/6 + A 2 t 2/6 + · · · is the t-expansion of t(γ 0 τ ). By Theorem 9, the space S 12 (Γ * (O)) is spanned by F = (F 1 − CF 2 ) 12 , where F 1 , F 2 , and C are given as in Lemma 14. Now by Lemma 16, we have
valid in a neighborhood of P 6 , where γ j are the coset representatives given in Lemma 13. Specializing τ to P 6 and using (19), we get
Now we have t(γ j P 6 ) = A 0 for all j. Thus,
6 11/5 5 for some j. Approximating numerically, we find this integer j is equal to 0. This proves (26). Now assume that the t-expansion of t(γ j τ ) is B 0 + B 1 t 1/6 + · · · with B 0 = A 0 . We have, by (22),
By L'Hopital rule and (19) , it is equal to (28)
Combining (23) and (26), we find
Substituting this and (19) into (28), we arrive at
This shows that the solution A 0 + A 1 t 1/6 + · · · of the modular equation corresponds to t(γ 0 τ ). By (18) and (20), it follows that
This completes the proof.
An interesting consequence of the above calculation is the following evaluation of hypergeometric functions. Proof. Let the notations z, t 0 , F 1 , and F 2 be the same as in the above corollary. By (22), we have
Combining this with (26) and simplifying, we get the claimed formulas.
Remark 19. If we consider the Hecke operator T 7 instead, we will obtain analogous formulas 2 , (n, 6) = 1, the values of 2 F 1 (1/24, 7/24; 5/6; t(τ )/540) are all algebraic numbers. It will be an interesting problem to determine when s and 2 F 1 (1/24, 7/24; 5/6; s) are both algebraic over Q.
The last information we need in order to compute Hecke operators is the t-expansion of F (τ ) = F 1 (t(γ j τ )) − CF 2 (t(γ j τ )) near P 6 . We will use the Jacquet-Langlands correspondence for this purpose.
Set
By (16), these span the one-dimensional spaces of automorphic forms of weights 12, 22, 8, 30, 16, and 38, respectively. Let k and λ , = 0, . . . , 5, be the weights of f j and the eigenvalues for T 5 given in Lemma 16. In other words, if we let γ j = aj bj cj dj , j = 0, . . . , 5 be the coset representatives given in Lemma 13, we have Now the t-expansion of τ is known by (22). Since γ j P 6 lies on the boundary from P 6 to P 4 of the fundamental domain, according to the agreement on t 1/6 and (1 + t/540)
made in the paragraph preceding Lemma 14, t(γ j P 6 ) 1/6 and (1+t(γ j P 6 )/540) 1/2 are both positive. Then the t-expansions of t(γ j τ ) 1/6 and (1 + t(γ j τ )/540) 1/2 can be determined from that of t(γ j τ ) given in Corollary 17. They are t(γ j τ ) 
respectively, where ζ = e 2πi/6 . Now assume that the t-expansion of F (γ 0 τ ) near P 6 is B 0 + B 1 t 1/6 + · · · . By (18) and (20), we have
We now determine B n inductively. The value of B 0 is already determined in Corollary 17. It is equal to (z + z 5 − z 7 ) 6 11/5 5 , where z = e 2πi/24 . Now assume that the values of B m are known up to m = n − 1. To determine B n , we let ∈ {0, . . . , 5} be the integer satisfying ≡ n mod 6 and consider (29). The coefficient of t n/6 on the left-hand side of (29) is equal to (31) (a known number)
By (19), we have
In view of (30), (31) is equal to
This number must be equal to the coefficient of t n/6 on the right-hand side of (29). This determines the value of B n inductively. The first few B n are given in Appendix B.
In general, if we wish to compute the Hecke operator T 5 on the space of automorphic forms of weight k on X * 6 (1) with dimension d k , we just have to determine the t-expansions of τ , t(γ j τ ) and F (γ j τ ) up to the term t d k −1+{5k/12} and then express
as a linear combination of g m by comparing the coefficients up to the term t
for each g in (16) . In Appendix C, we give the matrices for T 5 up to weight 48. where a is a root of the characteristic polynomial of T 5 , which is irreducible over Q. Now, the matrix for T 5 relative to our basis of automorphic forms on X * 6 (1) is A = 10980750 3111696/5 55987200000 14267406 .
Thus, the matrix for T 7 relative to the same basis is −25A + 3197833334 = 2923314584 −15558480 −1399680000000 2841148184 .
HECKE OPERATORS ON X *
10
(1) In this section, we will consider the Shimura curve X * 10 (1). The argument runs completely parallel to the case of X * 6 (1), so we will just sketch our computation. As in [1, Section 5.5.3], we let B be the algebra generated by I and J over Q with the relations I 2 = 2, J 2 = 5, IJ = −JI. Then B is a quaternion algebra of discriminant 10 over Q. Here the grey area represents a fundamental domain for X * 10 (1). The six marked points on the boundary, in clockwise order from the top one on the imaginary axis, are
respectively. The grey area and the three other white areas form a fundamental domain for X 10 (1). The representatives of the elliptic point of order 3 and the three elliptic points of order 2 are
respectively. Note that the points P 2 , P 2 , and P 2 are the fixed points of the Atkin-Lehner involutions w 2 , w 5 , and w 10 , respectively. That is, they are CM-points of discriminants −8, −20, and −40, respectively. According to [4] , there is a Hauptmodul t(τ ) on Γ * (O) that takes values 0, ∞, 2, and 27 at P 3 , P 2 , P 2 , and P , respectively. Also, by (9) , the Schwarzian differential equation associated to t is In other words, near the point P 3 , the t-expansion of t (τ ) is the square of a linear combination of two solutions 
where C is a nonzero constant. Thus,
Here because the differential equation is normalized, the numerator F 1 dF 2 /dt−F 2 dF 1 /dt is just a constant. In fact, by computing the leading coefficients, we find that it is 1/3. Thus, 
