Regression models are the statistical methods that widely used in many fields. The models allow relatively simple analysis of complicated situations. The aim of the regression models is to analyze the relationship between the predictor and response. In order to do that, we have to estimate the regression coefficient. In case of simple linear regression, the method to estimate the regression coefficient is either least square method or maximum likelihood estimation. Also, the standard error of the regression coefficient is being estimated. In this paper, we apply the bootstrap method to estimate the standard error of the regression coefficient. We compare the result of the bootstrapping method with the least square method. From this study, we know that the standard error estimation value of regression model using the bootstrap method is close to the value if we use the least square method. So we can say that the bootstrap method can be used to estimate the standard error of another regression models coefficient which does not have the closed-form formula.
Introduction
Regression analysis has been used in many fields to analyze the relationship between the predictor and response variables. Also, we can use the model to predict the response variable with the predictor. One of the steps that must be done in regression analysis is estimating the regression coefficients. The goodness of the estimating coefficient can be shown using the standard error. Generally, on regression analysis, we have a closed-form formula to compute the standard error. But in some cases, we do not have one.
Therefore we can estimate the standard error using bootstrap method. In this paper, we focus our study in simple linear regression, which has the closed-form formula for the standard error. We choose the model in order to compare the least square and the bootstrap standard error. If the value of bootstrap standard error is close to the actual one, then we can say that the bootstrap method can be applied to another regression models which don't have the closed-form formula of the standard error of its coefficient.
The bootstrap method has been applied in many fields. It can be used to determine the response and predictor variable in regression analysis. It is also used to approach the confidence interval of the estimated statistics. The time series analysis also uses the bootstrap method to Section two discusses about the simple linear regression. Section three discusses the bootstrap method to estimate the standard error. Section four contains the results of the study, the case study is included. And finally, section five gives the conclusion of this study.
Simple Linear Regression and its

Standard Error
The linear regression analysis is one of the most popular statistical methods. 
Then the variance of is where the variance of y is [3] . Then the standard error of is
G jj is the j-th diagonal element of G -1 .
Practically, is estimated by
Results
Using the least square method, we already had the estimation for . The estimation for error can be written as The expected value of is and the variance of is [3] . Using the least square method, the estimation for the bootstrap regression parameter is
We can obtain the variance of using the similar way to obtain the variance of . Both equations (7) and (13) A bootstrap residuals sample is generated 100 times then compute the and its standard error. The results are in Table 2 . 
