Introducing a new concept of ( ¡ ¢ )-fairness, which allows for a bounded fairness compromise, so that a source is allocated a rate neither less than
802.17 standard for metropolitan area networks), local area networks (wireline and wireless) and wide area networks and decisions on what resources to provide to customers being cross-subsidised, such as those in remote communities. Fairness criteria compatible with the framework include RIAS fairness [8] , [9] , max-min fairness [2] , [6] , [30] , proportional fairness [13] , [14] , [23] , general weighted (GW) fairness [32] , [33] , and minimum potential delay fairness [16] .
We introduce the concept of ( ¡ ¢ )-fairness. In particular, we define capacity assignment to be ( ¡ ¢ )-fair if the rate allocated to a flow is neither less than times its fair allocation for £ ¤ ¤ ¥ , nor it is higher than ¢ times its fair allocation for ¥ ¤ ¢ . In this paper we provide a framework for maximizing the efficiency, under a constraint of, say, (90%,150%)-fairness. By efficiency we mean the value of a general utility function of the flow rate allocation. Examples of such utility functions are profit, revenue, utilization and throughput. In contrast to the approach used in [24] and [31] , we do not seek to choose a particular utility function as a trade off between efficiency and fairness. In our framework, the utility function that defines efficiency is unrelated to the fairness criterion. Our framework addresses the question: How much can the efficiency be improved by compromising on fairness to a certain extent? Because decreasing and increasing ¢ increases the feasible set, the efficiency-fairness function is monotonically non-increasing with for a fixed ¢ and non-decreasing with ¢ for a fixed .
In the real world markets are not efficient. This is also the case in the telecommunications industry.
There are many effects that distort market efficiency and lead to revenue functions that are non-smooth, non-continuous, non-concave and even non-monotonic. Clearly if a service provider has two customers one of which pays for the services and the other does not, the service provider will try to allocate more resources to serve the paying customer. However, if other considerations (social, regulations etc.) force the service provider to serve the non-paying customer, it will try to do it in a way that will maximize its revenues subject to certain "fairness" constraints. We provide here a framework that achieves this.
In particular, we employ recently developed non linear programming (NLP) methods that can accurately solve the particular global optimization problems associated with maximizing efficiency subject to fairness constraints.
In this paper, we generalize our earlier work reported in [34] in two ways. First, we consider here a large class of non-linear (including non-concave, non-smooth, non-continuous and non-monotonic) utility functions, while [34] considered only linear utility functions. The use of non-concave, non-smooth and noncontinuous utility functions is motivated by the fact that markets are often inefficient. Another difference of [34] is that there we only considered the lower bound fairness parameter , and here we also consider the upper bound parameter ¢ . Such an upper bound is motivated as it avoids situations whereby a user is allocated significantly less bandwidth than his/her neighbor. In such a case, it will not be much consolation that the bandwidth the user allocated is not significantly lower than a certain overall "fair" value (the constraint).
There have been many publications on fairness and other resource allocation problems in telecommunications networks (see for example [13] , [14] , [17] , [19] , [23] , [24] , [31] and references therein).
Mathematically, the general approach is to maximize aggregate utility subject to linear capacity constraints.
For tractability and to allow distributed flow control algorithms, the utility functions considered have usually been concave. Some formulations, such as [17] , impose the additional constraint that each flow have a minimum and maximum transmission rate. The parameters and ¢ in our formulation provide a specific interpretation for these minimum and maximum rates.
The focus here is the problem of a network operator allocating virtual private links to users, rather than flow control. Instead of seeking to maximize the aggregate benefit to the users, this paper seeks to maximize the benefit to the service provider. More significantly, this problem allows centralized algorithms to be used, which allows a wider class of problems to be studied. By using global optimization algorithms, flows with non-concave, non-smooth and non-continuous utility functions can be considered.
Network designers must also choose the degree of unfairness allowed, by setting and ¢ . This can be done in terms of an efficiency-fairness function, which quantifies the tradeoff as follows. First, the "fair"
rates are chosen, in terms of a fairness criterion such as max-min fairness or proportional fairness. Then, for a range of and ¢ values, the operator's utility is numerically optimized given the ( ¡ ¢ )-fairness constraint, namely that each flow obtains between and ¢ times its fair allocation.
In this paper we will consider two global optimization algorithms. The first algorithm is the so-called Lipschitz Global Optimization (LGO). It is a well known algorithm that uses Branch-and-bound global search method [26] . This algorithm is one of the best algorithms in solving optimization problems with constraints [25] .
The second algorithm is the so-called Algorithm for Global Optimization Problems (AGOP) -a recently developed algorithm presented in [21] . This algorithm is designed for solving continuous optimization problems with box constraints, that is, problems where the feasible region is the Cartesian product of intervals. It is therefore relevant to the type of problems we consider in this paper to maximize efficiency subject to capacity and fairness constraints. The efficiency of the algorithm has been demonstrated in solving many difficult practical and test problems (see for example, [20] , [21] , [22] ).
Throughout the paper we use the notation Given the general setting of our framework, we can also answer questions of fairness associated with serving individuals or communities in remote locations. It is an important political and socio-economical problem in many countries how much society and telecommunications providers should spend in serving remote communities. One extreme view is that people in remote communities should have "equal access".
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Efficiency Fairness Function That is, they have the same access to telecommunications services, and at the same cost, people in major cities have. This corresponds in our framework to 
. This assumption of linear relationship between the rate provided and its infrastructure cost is made here for simplicity. Normally, a more appropriate model for this relationship is a step function which we consider in Section III. The fairness criterion we consider is equal rate fairness; that is, each flow is allocated rate 1. Of course, the utility functions we considered above are simplistic. For example, serving customers at remote locations involves a much more complex cost function than the one we have considered.
Nevertheless, the utility functions we consider in this paper have characteristics of very wide generality that can be applicable to realistic cases.
Having introduced the concepts of ( ¡ ¢ )-fairness, the efficiency-fairness function and having demonstrated their applicability, we are ready to formalize these notions. In Section II we formulate a nonlinear program (NLP) that leads to the efficiency-fairness function, and in Section III we further discuss this NLP and the methods used to solve it. In Section IV, we provide several network examples to demonstrate how to formulate an NLP that finds the optimal bandwidth allocation for a general network under the fairness and capacity constraints and how to obtain the efficiency-fairness function. . This leads to the following non-linear programming problem. Then, given fairness parameters and ¢ , the problem (2)- (4) can be formulated as follows: In this paper, we will consider the class of efficiency (utility) functions defined by
where , but that suffices for the network examples studied here.
Therefore, we consider the following problem (P1):
We say that Unlike the purely logarithmic utility function of [13] , [14] , [17] , [18] , the utility function is well-behaved for all non-negative
In [13] , [14] , [17] , [18] , the utility tends to ¤ © as a user's rate tends to zero, to ensure fairness. In our approach, a degree of fairness is imposed explicitly by requiring ( ¡ ¢ )-fairness, and so there is no need for an unbounded utility function. Bounded utility functions will generally better reflect the operator's true profit from allocating given rates.
The particular form of (8) is used here as an example of a utility function that is non-smooth and non-concave. In an inefficient market which is what we have in the real world, an operator may be able to charge users a higher price when the bandwidth becomes sufficient to provide a new service.
Now we note the following properties of problem P1.
, then problem P1 has a unique locally optimal solution.
The uniqueness of local maxima follows from the fact that the feasible set increases.
In this case the reasonable goal could be to find solutions that are close to the global solution.
The existence of many locally optimal solutions belonging to the boundary of feasible set is the main difficulty that complicates the finding of a global solution to problem P1. This difficulty is similar to those in the concave minimization problem which is NP hard and is one of the challenging optimization problems (see for example [27] ). Another difficulty is that the objective function (8) is non-smooth. These issues require the use of efficient (global) optimization techniques for solving problem P1.
However existing algorithms cannot in general guarantee to find a global solution. In many examples we know only "the best known solution". The efficiency of an algorithm can be determined by comparison with other algorithms.
As mentioned above, we consider here the two global optimization algorithms LGO and AGOP. While
LGO is well known, AGOP has only recently been developed. AGOP [21] is especially designed for continuous optimization problems with box constraints. It uses a line search mechanism where the descent direction is obtained via a dynamical systems approach. It is applicable to a wide range of optimization problems requiring only function evaluations to work. In particular it does not require gradient information and can be used to find minima of non-smooth functions. The efficiency of the algorithm has been demonstrated in solving many difficult practical and test problems (see for example, [20] , [21] , [22] ).
The AGOP algorithm will now be described in terms of minimizing a cost function is then carried out using a method called local variation. This is an efficient local optimization technique that does not explicitly use derivatives and can be applied to non-smooth functions. A good survey of direct search methods can be found in [15] . Letting The success of global optimization algorithms mainly depends on their ability to escape the best local minimum found so far in order to find "deeper" local minima. In our case this is the determination of a possible descent direction ¢ from currently found local minimum £ . We present here the formula used in the calculations below. For more details and motivations behind it see [20] . 
Formula (11) represents a deterministic approach to calculate In global optimization, usually, we can not guarantee that we will find a successful descent direction even if £ is not a global minima. This is the main difficulty that global optimization algorithms encounter.
The success of an algorithm can be checked only on numerical experiments. The results obtained in this paper once more emphasize the efficacy of the proposed approach.
If we have just one initial point £ 4
, to run this algorithm starting from this particular point, first we apply a local search about this point to get a new point (local minimum) £
5
. Then, the above procedure is performed using the set
To solve optimization problems with constraints, AGOP uses the following scheme, that is demonstrated on problem P1.
First, we transform this problem to a minimization problem with box constraints, applying penalty functions to the linear constraints (see [28] and references therein). Given a penalty coefficient
Consider the problem (P2):
Then we perform the following steps to solve problem P1.
Step 1. Take any penalty coefficient
Step 2. Apply AGOP to Problem P2, which has only box constraints and denote the solution by £ ¢ .
Step 3. Set The convergence of the algorithm to a local minimum can be proved for smooth functions, in particular, for problem P1 with (9). AGOP, like any other algorithms using direct search methods [15] , does not guarantee to get a local minimum for non-smooth objective functions. However, in practice, these methods (having global search character) often perform well when dealing with non-smooth functions, (see for example [20] ), and also even non-continuous functions. The results obtained for Examples 2 and 3 in Section IV also confirm this fact (see Tables II, IV 
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IV. NUMERICAL RESULTS
The flexibility of the form of the objective function © in P1 means that powerful global optimization techniques are required to perform the design. This section uses two such techniques, LGO and AGOP, to determine the efficiency-fairness curve for a range of topologies, with objective functions of the form (8).
The ( ¡ ¢ )-fairness concept specifies how far a rate allocation can deviate from the "fair" rate, but does not specify what rate is to be used as the reference. For these results, we take the max-min fair rates [2] to be "fair". Given and ¢ , this yields box constraints on the rates, of the form 
¢
In all examples below, we will consider objective functions given by (8) with
A. Example ¥ : Linear Network with uniform capacity [31] Consider the network shown in Figure 7 .
B. Example : Linear Network with two long flows [31]
Consider now a somewhat more complicated network -the linear network with two long flows [31] , as shown in Figure 8 . In this model, we choose the capacity
, and calculate the max-min fairness rate allocation. It is given by:
The optimization problem is as follows: 
15
For this example, we consider the following two utility functions: this is not necessary using AGOP.
To study the effect of the and ¢ parameters of the efficiency-fairness function we used only AGOP to produce the results presented in Figures 10 and 11 .
The results show that an appreciable gain in utility can be achieved by relaxing the fairness constraints. Note that in Figures 10 and 11 , the curves are flat for a wide range of and ¢ values. The operating point, and hence utility, becomes independent of ¢ when the ¢ constraint ceases to be tight; that is, when all rates are constrained from decreasing by the constraints, or constrained from increasing by the capacity constraints. Clearly, the further is from 1, the larger the utility is at the point where this
happens.
An analogous effect is observed in Figure 11 . Note however that the curves for different ¢ values are not entirely coincident until they reach the ¢ -dependent ceiling as decreases. Rather there is a gradual divergence before the limit is reached. That occurs when some of the flows' rates are constrained by and some by ¢ . 
The results are presented in Table IV LGO was run in the General Algebraic Modeling System (GAMS) and AGOP in Lahey Fortran. 
D. Example 4: A case with a remote node
We now consider an example with the four nodes network shown in Figure 14 . In this example, nodes This paper has presented the ( ¡ ¢ )-fairness concept, which specifies how far a resource allocation is allowed to be from an "ideally fair" allocation, according to any fairness criterion. This decouples the efficiency criterion from the fairness criterion and quantifies the familiar concept of the tradeoff between efficiency-fairness.
We have described a framework to produce "efficiency-fairness functions" that allow network operators to first set fairness constraints and then to optimize their efficiency. We have formulated an NLP problem which finds the optimal rate allocation for a general network and any ideally fair rate allocation, under the ( ¡ ¢ )-fairness constraints. This leads to what we call the efficiency-fairness function, which shows the increase in efficiency as a function of the extent to which fairness is compromised.
This framework applies both when the network is fixed and only the rates can be chosen, and also when new capacity is to be added to the network. In the latter case, the "efficiency" reflects both the revenue and the infrastructure cost associated with the rate allocation.
We have applied two global optimization algorithms, LGO and AGOP, to solving the NLP for a variety of networks. For the examples tested, AGOP seems to be a particularly promising algorithm. 
