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We present a study, within a mean-field approach, of the kinetics of the spin-1 Blume-Capel 
model on cylindrical Ising nanowire in the presence of a time-dependent oscillating external magnetic 
field. We employ the Glauber transition rates to construct the mean-field dynamical equations. We 
investigate the thermal behavior of the dynamic order parameters. From these studies, we obtain the 
dynamic phase transition (DPT) points. Then, we study the temperature dependence of the dynamic 
total magnetization to find the dynamic compensation points as well as to determine the type of 
behavior. We also investigate the effect of a crystal-field interaction and the exchange couplings 
between the nearest-neighbor pairs of spins on the compensation phenomenon and construct the phase 
diagrams in four different planes. The dynamic phase diagrams contain paramagnetic (P), 
ferromagnetic (F), the antiferromagnetic (AF), and two coexistence or mixed phase regions, namely, 
the F + P and AF + P that strongly depend on interaction parameters. The system also exhibits the 
compensation temperatures, or the N-, P-, Q-, S- type behaviors. Furthermore, we also observed two 
compensation temperatures, namely W-type behaviors, which this result is compared with some 
experimental works and a good overall agreement is found. 
 
PACS number(s): 05.50. +q, 05.70.Fh, 64.60.Ht, 75.10.Hk 
 
I. INTRODUCTION 
 
Most magnetic materials exhibit monotonic increases in magnetization with 
decreasing temperature below their critical temperatures (TC). However, in the classical 
theory, Néel had envisaged the possibility that the spontaneous magnetization can change 
sign; i.e., the magnetic poles can invert, at a particular temperature (the so-called 
compensation temperature, TComp) [1]. Recently, the compensation temperatures has attracted 
much attention both theoretically [2] and experimentally such as NiFe2-xVxO4 and 
NBu4[FeIIFeIII(C2O4)3] [3]. The reason is that the existence of compensation temperatures is of 
great technological importance, since at this point only a small driving field is required to 
change the sign of the total magnetization. This property is very useful in thermomagnetic 
recording, electronic, and computer technologies [4]. Moreover, using different theoretically 
models, one-, two- and three-compensation temperatures have been obtained [5]. On the other 
hand, one observed experimentally two-compensation temperatures in the series 
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(Ni0.22llMn0.6llFe0.18ll)1.5 [Crlll(CN)6].7.6H2O with the four sublattices  [6] and in the series 
Kl0.18  (Co0.39llMn0.61ll)1.41 [Crlll(CN)6].9H2O with the three sublattices  [7]. 
On the other hand, magnetic nanoparticle-based systems as for instance nanotube or 
nanowire have been attracting the attention not only because of their fundamental importance, 
but also due to many technological applications, such as magnetic fluids, magnetic recording 
media, spin electronics, optics, sensors, magnetic refrigeration and thermoelectronics devices, 
among others [8]. The magnetic properties of fine magnetic particles are dominated by a 
resultant of competition among surface effects, finite size effects and interaction effects. 
Recently, the Ising model has been applied successfully to the investigation of a nanostructure 
materials, such as nanowire and nanotube. The equilibrium behaviors of these systems such as 
hysteresis loops, the compensation behavior, phase transitions phase diagrams, susceptibility, 
internal energy, specific heat, free energy, reentrant phenomena etc., have been studied by 
utilizing the effective field theory (EFT), mean field approximation (MFA) and Monte-Carlo 
(MC) simulation in detail (see [9-11] and references therein).  
Although a great amount the Ising systems have used to investigate the equilibrium 
properties of magnetic nanostructured materials, there have been only a few works that the 
Ising systems used to investigate dynamic magnetic properties of nanostructured materials 
[12, 13]. In series of these works, the dynamic behavior of the spin-1/2 Ising model on 
nanostructured materials were investigated by using the effective-field theory based on the 
Glauber-type stochastic (DEFT). We should also mention that the dynamic behavior of 
nanostructure with high spin systems by using the DEFT due to difficulties in implementation 
to high spin systems of the method were not investigated. Therefore, the dynamic behavior of 
nanostructure with high spin systems were not studied by utilizing any method. To this end, in 
present paper, we used to DMFT for study the magnetic properties of a nonequilibrium spin-1 
Blume-Capel (BC) cylindrical Ising nanowire system with core/shell in an oscillating 
magnetic field. The aim of the present paper is three-fold: (i) to obtain the dynamic 
compensation temperatures and investigate the type of the compensation behavior of the 
system. (ii) The dynamic phase transitions (DPT) of the Ising nanowire system. (iii) Finally, 
to present the dynamic phase diagrams, including dynamic compensation temperature, of the 
system in the different planes. 
It is well-known that the DPT in nonequilibrium systems in the presence of an 
oscillating external magnetic field has attracted much attention in the past few decades, 
theoretically (see [12-17] and references therein) and analytically [18-20], and experimental 
evidences for the DPT have been reported in amorphous ultrathin Co films, polyethylene 
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naphthalate (PEN) nanocomposites, cuprate superconductors, [Co/Pt]3 magnetic multilayers, 
etc. [21-24]. 
The outline of the paper is as follows. In Sec. II, the model and methodology. The 
numerical results and discussions are given in Sect. III. A summary and discussion of the 
results are given in Sect. IV.  
 
II. MODEL AND METHODOLOGY 
 
The considered model is a spin-1 cylindrical Ising nanowire under the oscillating 
magnetic field. The schematic representation of a cylindrical Ising nanowire is depicted in 
Fig. 1, in which the wire consists of the surface shell and the core. Each site on the figure is 
occupied by a spin-1 Ising particle and each spin is connected to the two nearest-neighbor 
spins on the above and below sections along the cylinder. The Hamiltonian of the system is 
given by 
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where the SJ  and SJ  are the exchange interaction parameters between two nearest-neighbor 
magnetic particles at the surface shell and core, respectively, and 1J  is the interaction 
parameters between two nearest-neighbor magnetic particles at the surface shell and the core 
shell. D is crystal field. The surface exchange and interfacial coupling interactions are often 
defined as  C SJ 1  SJ  and 1 CrൌJ /J  in the nanosystems [10-12], respectively. H is the 
oscillating magnetic field: 0H(t) = H cos(wt),  with H0 and w = 2πν being the amplitude and 
the angular frequency of the oscillating field, respectively. The system is in contact with an 
isothermal heat bath at an absolute temperature TA.  
Now, we apply the Glauber-type stochastic dynamics to obtain the set of the mean-
field dynamic equations. Since the derivation of the mean-field dynamic equations was 
described in detail for spin-1 system [25] and different spin systems [14], in here, we shall 
only give a brief summary. If the S,αandλ spins momentarily fixed, the master equation for 
- spins can be written as 
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where i i iW
  '( )  is the probability per unit time that the ith spin changes from the value 
i  to i' . Since the system is in contact with a heat bath at absolute temperature AT , each spin 
can change from the value i  to i'  with the probability per unit time;  
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where   = 1/ Bk AT , Bk  is the Boltzmann factor, 
'
i
  is the sum over the three possible 
values of 'iσ  =  1, 0, and 
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gives the change in the energy of the system when the i -spin changes. The probabilities 
satisfy the detailed balance condition. Using Eqs. (2), (3), (4) with the mean-field approach, 
we obtain the mean-field dynamic equation for the -spins as 
 
  
  1 0C1 C1 1 0
2sinh[β x +H cos ξ ]d m m ,
d 2cosh[β x +H cos ξ ] exp[ d / T]         (5) 
 
where 1 σσ C C1 σS C C2x =z J m +z J m , C1m   , C2m S , w t  and  = w = w/f, w is the 
frequency of the oscillating magnetic field and f represents the frequency of spin flipping. 
Moreover, σσz  and σSz  corresponds to the number of nearest-neighbor pairs of spins and 
S, respectively, in which σσz 2  and σSz 6 . As similar to -spins, we obtain the mean-
field dynamical equations for the S,αandλ -spins by using the similar calculations. The 
mean-field dynamic equations for S, α and λ -spins are obtained as  
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2sinh[β x +h cos ξ ]d m m ,
d 2cosh[β x +h cos ξ ] exp[ d / T]             (6) 
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d 2cosh[β x +h cos ξ ] exp[ d / T]               (7) 
  
  4 0S2 S2 4 0
2sinh[β x +h cos ξ ]d m m ,
d 2cosh[β x +h cos ξ ] exp[ d / T]               (8) 
 
0 0 C C 2 Sσ C C1 SS C C2 Sα 1 S1 sλ 1 S2 3 αα S S1 αλ S S2where h H / J ,d D / J , x = z J m +z J m +z J m +z J m ,x =z J m +z J m 
αS 1 C2+z J m , 4 λλ S S2 λα S S1 λS 1 C2x =z J m +z J m +z J m , S1m   , S2m λ , Sσ Sα αSz z z 1.0   , SSz 4  
αλ λλ λ λSz z z z 2.0    . Hence, a set of mean-field dynamical equations of the system are 
obtained. We fixed CJ 1.0  that the core shell interaction is ferromagnetic and 2   .  
 
III. NUMERICAL RESULTS AND DISCUSSION 
 
A- Phases in the system 
 
In order to find phases in the system, we shall present the stationary solutions of the set 
of DMFT equations, namely Eqs. (5)-(8). The stationary solutions of these equations will be 
periodic functions of ξ  with period 2π; that is,    S1,S2 S1,S2m ξ+2π = m ξ  and 
   C1,C2 C1,C2m ξ+2π =m ξ .  Furthermore, they can be one of the two types according to whether 
they have or do not have the properties 
 
            S1,S2 S1,S2m ξ+2π = -m ξ ,                (9a) 
and 
        C1,C2 C1,C2m ξ+2π = -m ξ .               (9b) 
 
The first type of solution satisfies Eqs. (9a) and (9b) which is called a symmetric solution 
which corresponds to a paramagnetic solution or phase. In this solution, the shell and core 
magnetizations S1,S2m  and C1,C2m are equal to each other ( S1,S2 C1,C2m = m ); and they oscillate 
around zero and are delayed with respect to the external magnetic field. The second type of 
solution, which does not satisfy Eqs. (9a) and (9b), is called a nonsymmetric solution that 
corresponds to a ferromagnetic solution or phase. In this solution, the shell and core 
magnetizations are not equal each other ( S1,S2 C1,C2m = m 0 ); and they oscillate around a 
positive value. In this case, the shell and core magnetizations do not follow the external 
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magnetic field. Hence, if C1,C2m ( ) , S1,S2m ( )  oscillate around +1, the solution is called the 
ferromagnetic (F) solution or phase. If C1,C2m ( )  oscillates around ±1, S1,S2m ( )  oscillates 
around  1, the solution is called the antiferromagnetic phase (AF). We found that a P, F, AF 
fundamental phases in this system. Moreover we also obtain two mixed phases, namely the F 
+ P in which F, P phases coexist and the AF + P in which AF, P phases coexist. Since we 
gave the solution of these kinds of dynamic equations in Ref. 12, 15 in detail, we will not 
discuss the solutions and present any figures here. 
 
B- Thermal behavior of dynamic core/shell magnetizations and the total magnetization 
B.1-The Dynamic Phase Transitions (First- and Second-Order) 
 
We have to calculate DPT points in order to see the dynamic phase boundaries among the 
obtained phase regions. To this end, we solved numerically Eqs. (5)-(8) by means of the 
Adams–Moulton predictor corrector method and Romberg integration method. Consequently, 
the behaviors of the dynamic core/shell magnetizations as a function of the temperature are 
examined for different values of the interaction parameters. Also, this examination leads us to 
characterize the nature (first- or second-order) of phase transitions. The dynamic core/shell 
magnetizations are defined as 
 
2
C1,C2 C1,C2
0
1M m ( )d ,
2

                              (10a) 
2
S1,S2 S1,S2
0
1M m ( )d ,
2

                                        (10b) 
To obtain the DPT points as well as to characterize the nature of the dynamic boundaries, the 
behaviors of C1,C2M  and S1,S2M  as functions of the temperature for several values of 
interaction parameters are obtained by solving Eqs. (10a)-(10b) combined the numerical 
methods of the Adams-Moulton predictor corrector with Romberg integration. A few 
interesting results are plotted in Figs. 2(a)-(d). While Figs. 2(a) and (b) show a second-order 
phase transition, Fig. 2(c) and (d) illustrates a first-order phase transition. In these figures, TC 
and Tt are the critical or the second-order phase transition and first-order phase transition 
temperatures. Fig. 2(a) demonstrates the thermal variation of the dynamic core and shell 
magnetizations for r =1.0, ΔS=-0.5, d = 0.0 and h0 = 0.1. In this figure, the dynamic 
magnetizations 1.0 at zero temperature, and they decreases to zero continuously as the 
temperature increases; therefore, a second-order phase transition occurs at TC = 4.28 and the 
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phase transition is from the ferromagnetic (F) phase to the paramagnetic (P) phase. Fig. 2(b) 
shows the temperature dependence of the magnetizations for r =-1.0, ΔS=-0.5, d = 0.0 and h0= 
0.1. In this figure, C1,C2M =-1.0 and S1,S2M =1.0 at zero temperature. While the dynamic core 
magnetizations increases, the shell magnetizations decrease continuously with the increasing 
of the values of temperature below the critical temperature and they become zero at TC = 4.28; 
therefore, a second-order phase transition occurs. The transition is from the AF phase to the P 
phase. Fig. 2(c) illustrates the thermal variations of the dynamic magnetizations for r =1.0, 
ΔS=-0.5 d=0.0 and h0=5.0. In Fig. 3(c), the system undergoes a first-order phase transition 
because discontinuity occurs for the dynamic C1,C2M  and S1,S2M . The dynamic transition is 
from the F phase to the P phase at Tt = 1.76. In Fig. 2d, as similar to Fig. 2c, we obtained the 
system undergoes a first-order phase transition for r =1.0, ΔS=-0.9 d=0.0 and h0=4.5.  In this 
figure, a first-order phase transition from the i phase to the p phase at Tt= 0.70. 
 
B.2- The Temperature Dependence of the Total Magnetization and Compensation Types 
 
The dynamic compensation temperature and the type of compensation behavior are obtained 
by investigating the behavior of the dynamic total magnetization as a function of the 
temperature. The dynamic total magnetizations   t C1 C2 S1 S2M m 6m 6 m m /19     as the 
time-averaged magnetization over a period of the oscillating magnetic field are defined as  
 
 2 C1 C2 S1 S2
t
0
m ( ) 6m ( ) 6 m ( ) m ( )1M d .
2 19
                                              (11) 
 
The dynamic compensation temperature, which dynamic total magnetization ( tM ) vanishes at 
the compensation temperature TComp. The compensation point can then be determined by 
looking for the crossing point between the absolute values of the surface and the core 
magnetizations. Therefore, at the compensation point, we must have 
    Surface Comp Core CompM T = M T ,       (12) 
 
and 
 
      Surface Comp Core Compsgn M T =-sgn M T .             (13) 
 
We also require that TComp < TC, where TC is the critical point temperature.  
 8
Consequently, we obtained the N-, P-, Q-, S-type behaviors as well as W-type two 
compensation behaviors in the Ising nanowire system. Fig. 3 shows the temperature 
dependencies of the total magnetization Mt for several values of r, S, D and h0. As seen from 
Fig. 3(a), the curve labeled r = -1.0, S =-0.5, d = 0.0 and h0 = 0.1 may show the N-type 
behavior. Moreover, the P-type behavior is obtained in Fig. 3(b) for r = -0.1, S =1.0, d = 0.0 
and h0 = 0.1. Fig. 3(c) is calculated for r = -1.0, S =0.5, d = 0.0 and h0 = 0.1.  As we can see 
this curve illustrates the Q- type behavior. Fig. 3(d) is calculated for r = 0.1, S =-0.9, d = 0.0 
and h0 = 0.1 and illustrates the S-type behavior. Finally, we obtained W-type two 
compensation behavior for r = -1.0, S =0.0, d = 0.0 and h0 = 5.0, seen in Fig. 3(e). We should 
mention that the very similar behavior with Fig. 3(e) were also obtained in experimental 
magnetization versus temperature curves for (NiII0.22MnII0.60FeII0.18)1.5[CrIII(CN)6]̇7.6H2O, 
which exhibits magnetization reversals at 35 and 53 K [6]. In more clear words, this behavior 
similar to Fig. 3 of the Ref. 6. At this point, we should also mentioned that two compensation 
points of a mixed ferro–ferrimagnetic ternary alloy of the type ABpC1−p with different spin 
SNi=1, SMn=5/2 and SCr=3/2 by Monte Carlo simulations [26], (AaBbCc)yD) with different spin 
SNi=1, SMn=5/2, SFe=2, SCr=3/2 by the mean-field theory [27] and ternary system with a 
single-ion anisotropy on the Bethe lattice [28] have been found. Furthermore, experimentally 
[6, 7], two-compensation points have been also observed.  
 
C- Dynamic phase diagrams 
                                                             
Since we have examined the nature of the DPT and dynamic compensation points in 
Subsection III.A and Subsection III.B, we can now obtain the dynamic phase diagrams of the 
system. In Figs. (4)-(5), the dynamic phase diagrams in the four different planes, namely (h, 
T), (d, T), (r, T) and ( T)S ,   are presented for various values of interaction parameters. In 
these phase diagrams, the solid lines, dashed lines and dashed-dot lines represent the second- 
and first-order phase transition lines, and compensation temperature lines respectively, and the 
dynamic tricritical points is denoted by a filled circle.  
Fig. 4 displays the dynamic phase diagrams in the (d, T) plane for positive 
(ferromagnetic cases, r > 0) and negative (antiferromagnetic cases, r < 0) values of interfacial 
coupling and six main different topological types of phase diagrams are seen. From these 
phase diagrams following interesting phenomena have been observed. The phase diagrams of 
Figs. 4(a), (c), (d) and (f), illustrate tricritical points, but Figs. 4(b) and 4(e) do not contain any 
tricritical point. Moreover, in Figs. 4(d)-(f), the phase diagrams exhibits compensation points. 
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In Fig. 4(e), the system also exhibits two compensation point behavior for high values of 
crystal field.  
We also calculate the dynamic phase diagrams in the (h0, T), (r, T) and S( T) ,   
planes, seen in Fig. 5, respectively. If one can investigate these phase diagrams, one can 
observe to contain the compensation temperatures of Figs. 5(a)-(c). Fig. 5(a) obtained for 
values of r = -0.5, S = -0.9 and d = 0.0. Fig. 5(a) illustrates the dynamic phase diagram in the 
(h0, T) plane and contains dynamic tricritical points and the compensation temperature for low 
values of h0 and T. Fig. 5(b) displays the dynamic phase diagram in the (r, T) plane and 
plotted for the values of h0 = 0.1, S = -0.5 and d = -1.5. In Fig. 5(b), we can clearly see that 
phase transitions are the second-order and first- order for high and low values of T, 
respectively. In the S( T) ,   plane, dynamic phase diagram presented in Fig. 5(c). This figure 
is obtained for values of h0 = 0.1, 1J = -1.0 and d = -1.5. 
 
IV. SUMMARY AND CONCLUSION 
 
We have analyzed, within a mean-field approach, the stationary states kinetics of the 
Blume-Capel model on cylindrical Ising nanowire under the presence of a time varying 
(sinusoidal) magnetic field (H = H0 cos(wt)). We use a Glauber-type stochastic dynamics to 
describe the time evolution of the system. First we have studied time variations of the average 
order parameters in order to determine the phases in the systems. Then, we have investigated 
the dynamic order parameters as a function of the temperature to characterize the nature 
(continuous and discontinuous) of transitions as well as to find the DPT points and 
compensation points. Lastly, the dynamic phase diagrams are presented in the (h0, T), (d, T), 
(r, T) and S( T) ,  planes. We have found six different dynamic phase diagrams topologies in 
the (d, T) plane. We observed the system undergoes first- and second-order phase transitions, 
tricritical point as well as the compensation points for the certain values of Hamiltonian 
parameters. Moreover, N-, P-, Q-, S-and W- types of compensation behaviors exist in the 
system that are also strongly dependent on interaction parameters; hence, one or two 
compensation points have been found. Two compensation behavior, namely W-type, is compared 
with some experimental works and a good overall agreement is found. 
Finally, up to this time, the dynamic behaviors of nanostructure (nanoparticle, 
nanowire, nanotube etc.) were only studied for spin-1/2 Ising system by using an effective-
field theory based on the Glauber-type stochastic dynamics (DEFT). Unfortunately, the 
dynamic behavior of nanostructure with high spin systems by using the DEFT due to 
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difficulties in implementation to high spin systems of the method were not investigated. 
Therefore, we hope that the presented paper may be pioneer for researchers who want to 
examine dynamic behavior of high spin nanostructure. Moreover, we also hope this study will 
contribute to the theoretical and experimental research on the dynamic magnetic properties of 
nanostructure Ising systems as well as to research on magnetism. 
 
REFERENCES 
 
[1] L. Néel, Ann. Phys. (Leipzig) 3, 137 (1948). 
[2] M. Abou Ghantou, A. Khater, V. Ashokan, and D. Ghader, J. App. Phys. 113, 09433 
(2013); E. C. Kış and E. Aydıner, IEEE Trans. Mag. 49, 4951 (2013); A. Özkılıç and Ü. 
Temizer, J. Magn. Magn. Mater. 330, 55 (2013); M. Keskin and M. Ertaş, Phys. Rev. E 
80, 061140 (2012); M. Keskin and E. Kantar 322, 2789 (2010); M. Keskin and M. Ertaş, 
J. Stat. Phys. 139, 333 (2010); Godoy and V.S. Leite, Phys. Rev. B 69, 054428 (2004). 
[3] E. W. Gorter, Philips Res. Rep. 9, 295 (1954); 9, 321 (1954); 9, 403 (1954); F. K. 
Lotgering, Philips Res. Rep. 11, 190 (1956); 11, 337 (1956); R. Pauthenet, J. Appl. Phys. 
29, 253 (1958); C. Mathoniére, C. J. Nuttal, S. G. Carling, and P. Day, J. Chem. Soc. 
Chem. Commun. 1994, 1551 (1994); S. A. Chavan, R. Granguly,V. K. Jain, and J. V. 
Yakhmi, J. Appl. Phys. 79, 5260 (1996). 
[4] D. Gatteschi, O. Khan, J.S. Miller, F. Palaconi, Magnetic Molecular Materials, NATO ASI 
Series Kluwer Academic, Dordrecht, 1991; M. Mansuripur, J. App. Phys. 61, 1580 
(1987). 
[5] C. Ekiz, R. Erdem, Phys. Lett. A 352 291 (2006); C. Mathoniére, S.G. Carling, D. 
Yusheng, P. Day, J. Chem. Soc., Chem. Commun. 1551 (1994); C. Mathoniére, C.J. 
Nuttall, S.G. Carling, P. Day, Inorg. Chem. 35 1201 (1995); A. Rais, A.M. Gismelseed, 
I.A. Al Omari, Phys. Status Solidi b 242 2949 (2005); N. Re, E. Gallo, C. Floriani, H. 
Miyasaka, N. Matsumoto, Inorg. Chem. 35 5964 (1996); H. Ehrenberg, G. Wltschek, H. 
Weitzel, F. Trouw, J.H. Buettner, T. Kroener, H. Fuess, Phys. Rev. B 52, 9595 (1995). 
[6] S. Ohkoshi, Y. Abe, A. Fujishima, K. Hashimoto, Phys. Rev. Lett. 82 1285 (1999). 
[7] S. Ohkoshi, T. Hozumi, M. Utsunomiya, Y. Abe, K. Hashimoto, Physica B 691 329 
(2003). 
[8] M. Kovylina, M. García del Muro, Z. Konstantinovic, M. Varela, O. Iglesias, A. Labarta, 
X. Batlle, Nanotechnology 20, 175702 (2009). 
[9] T. Kaneyoshi, Phys. A 390, 3697 (2011); T. Kaneyoshi, Solid State Commun. 152, 883. 
(2012). 
[10] A. Zaim, M. Kerouad, and M. Boughrara, J. Magn. Magn. Mater. 331, 37 (2013). 
[11] E. Kantar and M. Keskin, J. Magn. Magn. Mater. 349, 165 (2014); E. Kantar and Y. 
Kocakaplan, Solid State Commun. 177, 1 (2014). 
[12] B. Deviren, E. Kantar, M. Keskin, J. Magn. Magn. Mater 324, 2163 (2012); B. Deviren, 
M. Ertaş, M. Keskin, Phys. Scr. 85, 055001 (2012); M. Ertaş and Y. Kocakaplan, Phys. 
Lett. A 378, 845 (2014); E. Kantar, M. Ertaş, and M. Keskin, J. Magn. Magn. Mater. 361, 
61 (2014). 
[13] C. Wang, Z.Z. Lu, W.X. Yuan, S.Y. Kwok, B.H. Teng, Phys. Lett. A 375, 3405 (2011); 
Y. Yüksel, E. Vatansever, and H. Polat, J. Phys.: Condens. Matter 24, 436004 (2012). 
[14] M. Keskin, E. Kantar and O. Canko, Phys. Rev. E 77, 051130 (2008). 
[15] M. Keskin, M. Ertaş and O. Canko, Physica Scr. 79, 025501 (2009); M. Ertaş, B. 
Deviren and M. Keskin, Phys. Rev. E 86, 051110 (2012); M. Ertaş and M. Keskin, Phys. 
Lett. A 376, 2455 (2012). 
 11
[16] E. Vatansever, B.O. Aktaş, Y. Yüksel and H. Polat. J. Stat. Phys. 147, 1068 (2012). 
[17] T. Korkmaz and Ü. Temizer. J. Magn. Magn. Mater. 324, 3876 (2012). 
[18] H. Fujisaka, H. Tutu and P. A. Rikvold, Phys. Rev E 63, 036109 (2001). 
[19] H. Tutu and N. Fujiwara, J. Phys. Soc. Jpn. 73, 2680 (2004). 
[20] E. Z. Meilikov, JETP Letters 79, 620 (2004). 
[21] Q. Jiang, H.N. Yang, and G.C. Wang, Phys. Rev. B 52, 14911 (1995). 
[22] Z.A. Samoilenko, V.D. Okunev, E.I. Pushenko, V.A. Isaev, P. Gierlowski, K. Kolwas, 
and S.J. Lewandowski, Inorganic Materials 39, 836 (2003).  
[23] N. Gedik, D.S. Yang, G. Logvenov, I. Bozovic, A.H. Zewail, Science 316, 425 (2007).  
[24] D.T. Robb, Y.H. Xu, O. Hellwing, J. McCord, A. Berger, M.A. Novotny, and P.A.  
Rikvold, Phys. Rev. B 78, 134422 (2008). 
[25] M. Keskin, O. Canko, and Ü. Temizer, Phys. Rev. E 72, 036125 (2005). 
[26] J. Dely, A. Bob´ak, M. Zukovic, Phys. Lett. A 373, 3197 (2009). 
[27] G.Z. Wei, Z.H. Xin, Y.Y. Liang, Q. Zhang, Phys. Lett. A 321, 56 (2004). 
[28] B. Deviren, O. Canko, M. Keskin, J. Magn. Magn. Mater. 321, 1231 (2009). 
 
  
 
LIST OF THE FIGURE CAPTIONS 
 
FIG. 1. (color online) Schematic representations of a cylindrical nanowire: (a) cross-section 
and (b) three-dimensional. The gray and blue circles indicate spin-1 Ising particles at the 
surface shell and core, respectively. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article). 
 
FIG. 2. (color online) The temperature dependence of the dynamic core and shell 
magnetizations. TC and Tt are the second-order and first-order phase transition temperatures, 
respectively.  
 
(a) Exhibiting a second-order phase transition from the F phase to P phase at TC = 
4.28 for r 1.0ൌ , 0.5 Sൌ , d=0.0 and h0 = 0.1.  
 
(b) Exhibiting a second-order phase transition from the F phase to P phase at TC = 
4.28 for r 1.0ൌ , 0.5 Sൌ , d=0.0 and h0 = 0.1.  
 
(c) Exhibiting a first-order phase transition from the F phase to P phase at Tt = 1.76 
for r 1.0ൌ , 0.0Sൌ  , d=0.0 and h0 = 5.0. 
(d) Exhibiting a first-order phase transition from the AF phase to P phase at Tt = 0.70 
for r 0.5ൌ , 0.9 Sൌ , d=0.0  and h0 = 4.5. 
 
FIG. 3.  (color online) The dynamic total magnetization as a function of the temperature for 
different values of interaction parameters. The system exhibits the N-, P-, Q-, S-, W- type 
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behaviors of compensation behaviors. Tcomp is the compensation temperature. Dash-dot lines 
represent the compensation temperatures, 
(a) r = -1.0, S =-0.5, d = 0.0 and h0 = 0.1, 
(b) r = -0.1, S =1.0, d = 0.0 and h0 = 0.1, 
(c) r = -1.0, S =0.5, d = 0.0 and h0 = 0.1, 
(d) r = 0.1, S =-0.9, d = 0.0 and h0 = 0.1, 
(e) r = -1.0, S =0.0, d = 0.0 and h0 = 5.0. 
 
FIG. 4.  (color online) The dynamic phase diagrams for (d, T) plane. Dashed and solid lines 
are the dynamic first- and second-order phase boundaries, respectively. The dash-dot line 
illustrates the compensation temperatures. The dynamic tricritical points are indicated with 
filled circles. (a) r 1.0ൌ , 0.0Sൌ  and 0h 0.1ൌ ; (b) r 1.0ൌ , 0.0Sൌ  and 0h 4.5ൌ ; (c) r 1.0ൌ , 
0.0Sൌ  and 0h 5.0ൌ ; (d) r 1.0ൌ‐ , 0.5 Sൌ  and 0h 0.1ൌ ; (e) r 1.0ൌ , 0.0Sൌ  and 
0h 4.5ൌ ; (f) r 1.0ൌ , 0.0Sൌ  and 0h 5.0ൌ ; 
 
FIG. 5.  (color online) Same as Fig 4, but the dynamic phase diagrams for (h0, T), (r, T), (S , 
T) planes. (a) r 0.5ൌ , 0.9 Sൌ  and d = 0.0; (b) 0.5 Sൌ , d=-1.5 and h0= 0.1; (c) r 1.0ൌ , 
d=-1.5 and h0=0.1. 
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