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I. INTRODUCTION 
This thesis develops and evaluates models to forecast 
monthly average hog prices one, two, and three months ahead 
of each calendar month. The basic approach assumes that 
seasonal and cyclical forces exist within the hog system; 
and, that certain simple methods, rules-of-thumb if you 
will, can be employed to capture these seasonal and cylical 
effects and to make the price forecast. 
A. Problem and Objective 
Most of the research done by economists concerning 
price forecasting of the various agricultural commodities 
has been done to help economists make more accurate fore-
casts. However, the usefulness of such forecasts to the 
individuals who make up the hog subsector, i.e., buyers 
and selLers of hogs, is partially lost because of the 
complexity of a good number of these forecasting models. 
Using simple statistical techniques and the basic 
economic notion that price is the market clearing 
variable, this thesis attempts to develop simple forecast ing 
models, that is, rules-of-thumb or practical guidelines, which 
will enable farmers and other noneconomists to make reliable 
forecasts of hog prices. The key words here are "simple" and 
"reliable". 
/ 
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B. Scope 
As stated by Choi in his unpublished creative component: 
Formulation of a simple rule-of-thumb is a 
cult task, which cannot be without some faults. 
reality of the analysis is stressed, complexity 
pears. When simplicity is stressed, reality of 
analysis diminishes . . (4, p. l]. 
diff i-
When 
ap-
the 
However, hoping not to lose a great deal of the reality of 
the situation, simplicity of the forecasting model(s) is 
stressed. 
As stated previously, this thesis builds on the notion 
that price is the market clearing variable. Implicit 
within the price are the effects of the forces of supply and 
demand, seasonality, and cycles. Therefore, the analysis 
initially concerns itself with the utilization of past 
monthly average hog prices from January 1959 to December 
1979 in order to make forecasts of hog prices. The second 
part of the analysis attempts to improve upon the forecasts 
made in the first part by (1) analyzing the errors of 
initial forecasts and by (2) analyzing the explicit in-
fluence that the supply of hogs has on the price variables. 
The third part of the analysis deals with a slightly more 
complicated forecast model, a time series approach to be 
exact. This last part is included to make a comparison 
between the simple approach and the more complicated approach 
for developing forecasting models. 
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c. Analysis 
Seasonality within the hog subsector can be seen by 
analyzing hog price movements from month to month. As 
stated in a report published by the Cooperative Extension 
Service of Iowa State University and entitled Use of 
Seasonal Patterns for Hog Price Forecasting: 
In response to weather-induced seasonal patterns of 
farrowing and marketing hogs , butcher hog prices 
tend to be low in March, April, and May, tend to 
rise steadily until July and August , and then de-
cline steadily until late in the year. Consumer 
demand for pork also varies seasonally, being 
stronger during October to March and weaker during 
April to September. . . . There is a tendency for 
these seasonal patterns to recur in successive years . 
Consequentl y, seasonal patterns provide information 
on how next month's price is likely to differ from 
this month's price (8, p. l]. 
Two basic models, the Pure Price Model (PPM) and the 
Monthly Slaughter Model (MSM) attempt to take advantage 
of t~ese seasonal patterns to develop rules-of-thumb for 
forecasting hog prices one, two, and three months ahead 
of each calendar month. PPM concerns itself only with the 
price movements from month to month, while MSM considers 
the influence of hog slaughter changes from month to month 
upon price changes . A third model, the Error-in-Forec a s t 
(EFM), utilizes the errors from the forecast of PPM in an 
attempt to improve the PPM forecast. The fourth and last 
model is the Time Series Model (TSM). This last model 
employs Box-Jenkins methods to analyze the same monthly 
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average price data as are analy zed in PPM (January 1959 
to December 1979). However, TSM is more complicated than 
PPM, MSM, and EFM. Therefore, a comparison of the results 
can be made for the simple approach(es) and the more compli-
cated approach to forecasting hog prices over the short 
term . 
D. Forecasting Methods 
For the basic model, PPM, the following methods of 
forecasting hog prices one, two, and three months ahead 
of each calendar month are employed: 
(i) Method 1 (Ml) forecasts hog price one month 
ahead; 
(ii) Method 2 (M2) forecasts hog prices two months 
ahead; 
(iii) Method 3 (M3) forecasts hog price three months 
ahead. 
5 
II. LITERATURE REVIEW: AN ANALYSIS OF THE 
PURE PRICE MODEL 
Decisions by farmers as to when to bring hogs to market 
require that the farmers know not only how quickly the 
hogs are gaining weight, but also the general market condi-
tions when the hogs will be sold. Specifically, what price 
can farmers expect to receive for their hogs? These prices 
are affected by changes in: (1) slaughter (supply) of 
hogs, (2) prices of other meats (beef, etc.), (3) general 
demand conditions, as well as (4) other economic variables. 
Seasonal as well as cyclical forces can affect hog prices. 
However, much of the accumulated information concerning 
the changes in these important economic variables is not 
timely enough for the farmer to make his marketing decisions; 
and, he is left to his own "hunches" or past experiences. 
The price forecasting method that is both reviewed and 
applied in this chapter uses information that can be ac-
quired cheaply but is also timely. This information -
hog prices - is supplied on a weekly basis by the U. S.D.A. 
in the report: Market News: Weekly Summary and Statistics: 
Livestock, Meat, Wool (12). The prices tend to exhibit 
certain month-to- month movements. The analysis presented 
here attempts to measure these movements and use them to 
provide farmers with a simple, timely, and reliable tool with 
6 
which they can forecast hog prices. 
A. Review of the Pure Price 
Model (PPM) 
The Pure Price Model was initially used by Jin Wook 
Choi in his creative component which was entitled: Short-
term Corn Price Forecasting for Iowa. The method which he 
employed can be used for any agricultural commodity that 
exhibits some seasonality in price movements from month 
to month. Basically, by establishing price ratios for each 
calendar month to one, two, or three months ahead of that 
month, seasonal indexes of price movements can be es-
tablished. These indexes will tell us by how much, on 
average, we can expect price to rise or fall from month 
to month, or remain unchanged. 
The price ratios, by name, are PRl (M,Y), PR2 (M,Y), 
and PR3 (M,Y). They represent, respectively, the ratio of 
price in a given month (M) to price in the first, second, 
and third preceding months. In general, these ratios can 
be represented by PRj (M,Y), where j = 1,2,3 and refers to 
PRl, PR2, and PR3. Y, in this instance, represents the 
year, and M represents the month involved. The months a r e 
numbered consecutively within a year so that M=l for 
January, M=2 for February, etc. The PRj (M,Y) 's can be 
defined as follows: 
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PRl (M, Y) = P(M,Y) P (M-1, Y) for M=2,3, .•• ,12; (1) 
PRl(l Y) P(l,Y) for M=l 
I = P(l2,Y-l) 
where PRl(M,Y·) represents the ratio of price in one month 
to the price in the preceding month; P(M,Y) represents the 
price in month (M) and year (Y); P(M-1,Y) represents the 
price in the (M-l)th month in the same year (Y); and, 
P(M,Y-1) represents price in the mth month of the previous 
year. 
PR2 (M, Y) = p (M' y) for M= 3 I 4 , • . . , 12 i ( 2) P(M-2,Y) 
PR2(1,Y) = P(l,Y) for M=l i P(ll,Y-1) 
PR2(2,Y) = P(2,Y) P(l2,Y-l) for M=2 
where PR2(M,Y) represents the ratio of price in one month 
to price in the second preceding month; P(M-2,Y) represents 
price two months prior to the Mth month; and P(M,Y-1) 
represents price in the Mth month in the previous year. 
PR3(M,Y) = 
P (M, Y) 
for M=4,5, .•• ,12; (3) P(M-3,Y) 
PR3(1,Y) = P(l,Y) for M=l; P(lO,Y-l) 
PR3(2,Y) ::s P(2,Y) for M=2; P(ll,Y-l) 
PR3(3,Y) ::s P ( 3 ! Y) 
P(l2,Y-l) for M=3, 
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where PR3(M,Y) represents the ratio of price in one month 
to price in the third preceding month; P(M-3,Y) represents 
the price three months prior to the Mth month; and, P(M,Y- 1) 
represents the price in the Mth month of the previous 
year. 
In summary, PRl(M,Y) represents the seasonal variation 
in price between any two consecutive months; PR2(M,Y) 
represents the seasonal variation in price between two 
months that are two months apart, and, PR3(M,Y) represents 
the seasonal variation in price between any two months that 
are three months apart. 
The PRj(M,Y) 's, where j=l,2, or 3 can be placed into 
one of three classes. These classes summarize the magni-
tude of the price movement from month to month. If PRj(M,Y) 
is greater than 1, then price in month (M) is greater 
than in month (M-j). If PRj(M,Y) is ~qual to 1, then the 
price in month (M) is equal to the price in month (M-j) -
that is, no change in price occurred. If PRj(M,Y) is less 
than 1, then price in month (M) is less than prices in month 
(M-j). After counting the number of price ratios in each 
of the three classes, the average price ratio in each class 
can be obtained. These average price ratios are defined 
as: 
9 
f 
APRj(M) = ~ E PRj(M,Y) 
Y=l 
j ::: 1,2,3 ( 4) 
where APRj(M) represents the average price ratio for month (M) 
in one of the three classes; f represents the frequency of 
the price ratio in each class. The results of the classifi-
cation procedure show how many times price rises or falls 
from month to month; and on average , the percentage in-
crease or decrease in price from month to month. 
A monthly grand average for these price ratios, dis-
regarding classification, can be calculated as well. The 
grand average is defined as 
1 N 
GAPRj(M) = - E PRj(M,Y) 
N Y=l 
j = 1,2,3 ( 5) 
where GAPRj(M) represents the grand average of price 
ratios for month M, j=l,2,3; and, N is the number of years of 
monthly prices being studied. The grand average price ratio 
represents a seasonal index in that it captures the average 
proportion and direction of price changes from one month to 
the next, or two or three months ahead for the time period 
being studied (for j=l,2, or 3). Therefore, the GAPRj(M) 
captures the average seasonal variation in price movements. 
Consequently, forecasts of monthly agricultural commodities ' 
prices can be made using these grand average price ratios. 
Very simply , for example, if we know what price was in 
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January (which we should know by the first week in February) 
and we know on average what happens to price from January 
to February, or January to March, or January to April, 
then we can make a forecast for price in February, March, 
and April . 
As mentioned previously, PPM uses three methods to 
forecast monthly prices of agricultural commodites. PPM-Ml, 
the first method, uses GAPRl(M) to forecast hog prices one 
month ahead. PPM-M2, the second method, employs GAPR2(M) 
to forecast prices two months ahead. Finally, PPM-M3 uses 
GAPR3(M) to forecast prices three months ahead. In general, 
these forecasted prices are defined as: 
FPl(M+l,Y) = P(M,Y)*GAPRl(M+l); 
FP2(M+2,Y) = P(M,Y)*GAPR2(M+2); 
FP3(M+3,Y) = P(M,Y)*GAPR3(M+3) 
( 6) 
( 7) 
( 8) 
where Equation (6) forecasts monthly prices one month ahead 
of month (M); Equation (7) forecasts monthly prices two 
months ahead of month (M); and, Equation (8) forecasts 
monthly prices three months ahead of month (M). 
It is expected that these forecasts will not be perfect. 
That is, errors will be obtained - deviations of the fore-
casts from actual prices. We can use these errors to deter-
mine the efficiency (or reliability) of PPM in forecasting 
prices for the nearby months. These errors are defined as 
11 
Ej(M+j,Y) = FPj(M+j,Y) - P(M+j,Y) j=l,2,3 (9) 
where Ej(M+j,Y) represents the error obtained in making the 
forecast of price for month (M+j) in year (Y) using PPM-Ml, 
M2, or M3 for j~l,2, or 3, respectively. 
B. Results 'from Using PPM to Forecast 
Monthly Hog Prices 
The method just described is used to forecast monthly 
average hog prices for one, two, and three months ahead of 
each calendar month. The data base which is used in this 
thesis to make the forecasts is 200-220 pound U.S. 1-2 
barrows and gilts monthly average prices from January 1959 
to December 1979 for the Southern Minnesota - Iowa live-
stock region. These prices can be found in Livestock and 
Meat Statistics which is published by the U.S. Department 
of Agriculture (11). Table 1 on the following page pre-
sents the prices. 
A quick investigation of these mon~hly average prices 
shows that some very definite price patterns exist from month 
to month. The strength of these patterns can be seen in 
Tables 2, 3, and 4. These tables show, respectively, the 
number of times price fell, rose, and remained unchanged 
for one, two, and three months ahead of each calendar month. 
In Table 2, for example, we see that prices rose from 
December to January in 17 years of the 21 years being studied 
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in this analysis. Also, prices fell from February to March in 
18 years out of 21. Hence, there is a strong seasonal pat-
tern, in these examples, for hog price to rise from December 
to January, and for prices to fall from February to March . 
Table 5 shows the average percentage change in price for 
each of the three classes (price . rose, fell, unchanged) for one 
month ahead of each calendar month. For example, Table 5 
shows that for the 4 years that prices fell from December to 
January, the average percentage fall in price was 2.6 per-
cent . For the 17 years that prices rose from December to 
January, the average percentage rise was 4.3 percent. At no 
time did price stay the same from December to January, nor 
in any other case. Similar information can be gathered for 
two and three months ahead. 
The forecasts of hog prices with the PPM method are 
made using the grand average price ratios, GAPRj(M+j), 
where j=l,2, or 3 for one , two, or three months ahead, 
respectively. This term was defined earlier. Tables 6, 7 
and 8 show the summary measures for ratio of price in 
month (M) to price in month (M-j) , j=l,2, or 3, respectively. 
The grand average price ratio, designated as "AVERAGE" in 
these tables, is highlighted with dashed lines in the center 
of the tables. In Table 6, for example, the grand average 
ratio of price in January to price in December is 1.030. 
This states that on average, over the 21 years of data being 
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21 
studied, hog prices have risen from December to January 
by 3.0 percent. The smallest of the January/December price 
ratios was 0. 952, while the largest was 1.178 (which occurred 
in 1971-1972). 
The forecast method, once again, is defined as 
FPj(M+j,Y) ~ P(M,Y)*GAPRj(M+j), j=l,2,3 
These terms were defined previously. 
For each of the three methods of forecasting (Ml, 
M2 , and M3), the errors were classified into one or more 
of several groups. These groups , or classifications, 
of errors, as seen in Tables 9, 10 and 11, show the accu-
racy of PPM for one, two, and three months ahead, respective-
ly, during the sample period . The percentage of forecasts 
(for months that are within the data base) that are within 
$1.00, $2.00, and $3.00 of the actual price are printed on 
the lower three lines of the tables. The percentages for 
these last three classes are obtained by combining the 
intervals in the first part of the tables. For example, 
using Table 9, we see that 76.2 percent of the PPM-Ml 
forecasts for January hog prices between 1959 and 1979 were 
within $1.00 of the actual price. Furthermore, 95.2 per-
cent of the time the forecast for January hog price was 
within $3.00 of the actual price. Therefore, if we 
assume that past conditions will prevail in the future, the 
user of the method will have a high degree of confidence 
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that his forecast for January hog prices (using December hog 
prices as the base) will be within $3.00 o f what the 
January price eventua lly turns out to be. 
Across the twelve months an average percentage accu-
racy can be calculated for each class (within $1 .00, 
$2.00, and $3.00) and for each method (PPM-Ml, -M2, and 
-M3). These average efficiencies are shown in Table 12. 
Table 12 . Average e f fectiveness of PPM, 1959-1979 
Class Method 
(dollars) Ml M2 M3 
-1 < Error < 1 61.50 % 40 .08 % 29 .7 6 % 
-2 < Error < 2 79.79 % 63 . 48 % 55.54 % 
-3 < Error < 3 89.28 % 78 .19 % 71.03 % 
The table shows that: (1) as forecasts are made further 
into the future, they become less accurate; and (2) as 
the interval becomes wider, the percentage of errors within 
the interval increases. 
Tables 9, 10, and 11 also show the mean error and 
mean squared error of the forecasts for one, two, and 
three months ahead, respectively . The mean error is 
defined a s 
-1 N 
EM = N · E 
i=l 
E. 
1,M i=l , 2 ' ... IN 
M=l,2 , ... ,1 2 , 
( 10) 
26 
where E represents the mean error for month (M); E. M M 1, 
is the error resulting in the forecast for year (i) and 
month (M); and, N is the total number of years in the 
historical data set (here, 21). The value of the mean 
error should reflect the dispersion of the errors. The 
mean squared error is defined as 
- 1 N 2 
MSEM "" N l. E . M 
. 11' 1= 
i=l,2, ... ,N, 
M=l,2, .. . ,12, 
(lla) 
where MSEM represents the mean squared error for month (M) . 
This value helps to measure the effectiveness of a forecast 
model . Very large errors result in larger mean squared 
errors . The smaller is MSE , the more effective is the fore -
cast model . ME and MSE are computed for each month for Ml , 
M2 , and M3 . The results are in agreement with the results 
presented in Table 12 . That is, the mean error and mean 
squared error increase in relative value as forecasts are 
made further into the future. 
How does the MSE compare to the variance about the 
sample mean error (here, E)? The variance about the sample 
mean is defined as 
2 -1 
SM = N i=l,2, ... ,N, 
M=l,2, .. . , 12, 
(llb) 
2 
where sM represents the var iance about the sample mean error 
27 
for month (M) . The MSE can be defined as the variance about 
the true mean error--or , 0 . Therefore, MSE can be defi ned 
mathematically as 
N 
MSEM = N- l l: 
i=l 
2 
(E. M- 0) 
1 , 
= N- 1 ~ E2 [., . M 
i=l 1 ' 
2 
The variance about the sample mean error , sM , can be 
simplified to 
= MSE-E~ 
or , in other words , 
2 Therefore , the MSEM will be larger than sM by an amount 
-2 
EM . 
As an additional note , Tables 2 through 11 in this 
(l l c) 
(lld) 
chapter have as thei r source the Appendix in Use of Seasonal 
Patterns for Hog Price Forecasting (8 ). 
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III. METHODS TO IMPROVE ON FORECASTS 
MADE FROM PPM 
The models that follow attempt to improve upon the 
forecasting accuracy of PPM. The first model, the Error 
in Forecast Model (EFM), tests the significance of the 
relationship between the successive errors in each monthly 
forecast that resulted from Ml, M2, or M3 , respectively. 
If there is some significant relationship, then this in-
formation is used to adjust the PPM forecasts. The second 
method, the Monthly Slaughter Model (MSM), uses price and 
slaughter information in an attempt to explain price move-
ments to a slightly finer degree than prices alone . MSM is 
discussed in the second part of this chapter . 
A. Error in Forecast Model (EFM) 
In PPM , prices for month (M+j) in year Y were fore -
casted using the model 
FPj(M+j,Y) = P(M,Y)*GAPRj(M+j), j=l,2 ,3 
where FPj (M+j,Y) represents the forecas ted price for month 
(M+j) in year Y; and, GAPRj(M+j) represents the average of 
the PRj(M+j , Y) 's for the data period. The method is not a 
perfect forecaster of prices for month (M+j). The errors, 
as defined in Equation (9), are 
29 
Ej(M+j,Y) = FPj(M+j,Y) - P(M+j,Y), j=l,2,3 
where Ej(M+j,Y) represents the error obtained in making 
the forecast of price for month (M+j) in year (Y). How-
ever, one can show that the error is also represented by 
Ej(M+j, Y) = P(M,y)*[GAPRj(M+j)-PRj(M+j,Y)], j=l,2,3; 
(12) 
or, in other words, the error is equal to price in the 
month from which price is forecast [P(M,Y)] multiplied by 
the difference between the grand average price ratio and 
the actual price ratio that occurred between month (M) 
and month (M+j). The proof of this is as follows . 
We know from the second chapter that 
PRj(M+j,Y) = P(M+j,Y) 
p (M' y) 
j=l,2, or 3. (13) 
These terms, as well as terms to follow, have been defined 
and will not be defined again, here. From (13) we get 
P(M,Y) •PRj(M+j,Y) = P(M+j,Y), j=l,2, or 3. (14) 
We also know that 
FPj(M+j,Y) = P(M,Y)*GAPRj(M+j), j=l,2, or 3. (15) 
Substituting (14) and (15) into (9), we get 
Ej(M+j,Y) = P(M,Y)*GAPRj(M+j) - P(M,Y)*PRj(M+j,Y) (16) 
j=l,2, or 3 • 
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Simplifying, we get 
Ej(M+j,Y) = P(M,Y)*[GAPRj(M+j) - PRj(M+j,Y)] , j=l,2 or 3, 
(17) 
or the same as Equation (12). 
This analysis shows that the error in the forecast 
from PPM is due to the difference between the expected 
price change and the actual price change. Therefore, the 
forces that cause the actual price change from, say, 
January to February to deviate from the expected price 
change might also cause the actual price change from 
February to March to deviate from the expected. Thus, it 
may be possible to measure, and use , t he relationships that 
exist between the errors (if any do exist) of the forecasts 
from PPM- Ml, M2, and M3. 
This relationship may be of the linear form 
Ej(M,M+j,Y)= a .+ 8 ~Et(M-t, M ,Y) + n . (M+j) 
J J J 
(18) 
j=l,2, or 3; 
t=l, 2 ' 3 ' 
where Ej(M,M+j,Y) represents the error in the forecast 
made in month (M) for month (M+j) in year Y; 
Et(M-t, M,Y) represents the error in the forecast made in 
month (M-t) for month (M) in year Y (t~j); a and B repre-
sent the true parameter coefficients of the linear relation-
ship, where a is the i ntercept; and , nj (M+j) represents 
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any stochastic influences which are assumed to be normally 
distributed with a mean of zero and variance, cr
2 
[n. (M+j) rv 
J 
2 
N(O,cr )] . 
We can estimate the relationship in (18) , if we don't 
know the true parameters, and arrive at 
Ej(M,M+j,Y) =a . + b.*Et(M-t,M,Y) + e. (M+j,Y), 
J J J 
j=l,2,3, 
t=l,2,3, 
(19) 
where (a.) and (b . ) represent the estimated coefficients 
J J 
for a. and B. , respectively. An example of this function 
J J 
can be made using, once again, the months of January, 
February, and March (where January= 1, etc.). The relation-
ship in (19), if we use j=t=l, would then appear as: 
El(2,3,Y) =a+ b*El(l,2,Y) 
where El(2,3,Y) represents the error in the forecast made 
using PPM-Ml for March price in February in year Y; 
El(l,2,Y) represents the error in the forecast made for 
February price in January in year Y; and, (a) and (b) 
are the estimated coef f iciants of the overall relationship 
between El(2,3) and El(l,2). Likewise, for j=t=2 (and 
including the month of May) we arrive at 
E2(3,5,Y) =a+ b*E2(1,3,Y) 
where the terms can be defined similarly to the previous 
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description. 
An important point to consider here is that the 
analysis tests the relationships between errors that have 
one month in common (February in the first example, March 
in the second). Thus, if the price change from January 
to February is greater than, or less than, average, re-
sulting in a price ratio that is greater than, or less 
than, average; then, it could be that the price ratio 
from February to March will be similarly affected, and so 
on. 
The results of the regressions, that were run to test 
the relationship in Equation (19) for j=t=l, j=t=2, and 
j=t=3,can be found in Tables 13, 14 and 15, respectively . 
The tables are set up such that the dependent variables 
are listed along the top of the columns and the inde-
pendent variables are listed along the bottom of the 
columns. 
In none of the regressions was the intercept term 
significant at either the 5 percent or 10 percent level. 
Eight, seven, and one of the values for b
1
, b 2 and b 3
, 
respectively, were significant at the 5 percent or 10 
percent level. For example, looking at Table 13, the 
errors of the May forecasts made in April [E(4,5)] are 
significantly related to the errors of the April forecast 
Table 13. Estimates of coefficients and other statistics obtained by 
running the regression in Equation (19) for j=t=l 
Measure Error 
E(l2,l) E(l,2) E(2,3) E(3,4) E(4,5) E(5,6) 
al -0.0293 -0.0362 0 .2633 -0.0250 0.0131 0.1664 
(t-score) (-0.13) (-0.13) (0.79) (-0.09) (0.03) (0.48) 
bl 0.1353 0.5115 0.3997 0.4663 0.8040 0.3300 
(t-score) (1. 03) (1.96)* (1.54) (2 .51)** (2.95)** (1.97)* 
. . 0561 .1682 .1111 .2492 .3139 .1694 
(F) (1. 07) (3.84)* (2.37) (6.31)** (8.69)** (3.88)* 
E(ll,12) E(l2,l) E(l,2) E(2,3) E(3 , 4) E(4,5) 
* Denotes reject H
0
: b
1
=0 at 10% significance level. 
** Denotes reject H
0
: b
1
=0 at 5% significance level. 
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Error 
E(6,7) E(7 , 8) E(8 1 9) E(9,10) E(l0,11) E(ll,12) 
- 0 . 0927 -0.2853 -0.0321 -0.0961 0.1093 - 0 .1055 
(-0 . 18) (-0 . 50) (-0.06) (-0. 21) (0.26) (-0.31) 
0.7234 0.5875 -0.5391 0.0866 -0.1319 0.5128 
(2 . 36)** (2.60)**(-2.88)** (0 . 53) (-0.64) (2.84)** 
. 2263 . 2620 .3038 .0144 .0211 .2987 
(5.56)** (6.75)** (8.29)** (0. 28) (0.41) (8.09)** 
E(S,6) E(6 , 7) E(7,8) E(8,9) E(9 ,10) E(l0,11) 
Table 14 . Estimates of coefficients and other statistics obtained 
by running the regression in Equation (19) for j=t=2 
Measure Error E(ll,l) E(l2,2) E(l,3) E(2,4) E(3 , 5) E(4 ,6) 
a2 0.0627 -0 . 2090 0.2505 0.3664 0.3227 0 . 1183 
(t-score) (0 . 07) (-0 . 33) (0. 46) (0.57) (0.37) (0.15) 
b2 0.1468 0. 5037 0 . 3035 0.3023 0.6981 0 . 9818 
Ct-score) (0. 57) (2.78)** (1.98)* (1.52) (2.09)* (3.78)** 
.0178 .3000 . 1704 .1078 .1870 . 4288 
(0 . 33) (7.71)** (3.90)* (2.30) (4.37)* (14 . 26)** 
E(9,ll) E(l0,12) E(ll,l) E(l2,2) E(l,3) E(2 , 4) 
* Denotes reject H
0
: b
2
:o at 10\ significance level. 
** Denotes reject H
0
: b
2
=0 at 5\ significance level. 
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Error 
E(5 , 7) E (6, 8) E(7,9) E(8,10) E(9,ll) E(l0 ,12) 
0 . 0695 -0.0142 -0. ~967 - 0 . 2632 0 .1674 0 . 0342 
(0. 08) (- 0 . 01) (-0 . 38) (-0.32) (0.32 ) (0 . 04) 
0.5603 0 . 2497 0.5088 0 .3455 0.2403 0.0190 
(2. 74) ** (O . 89) (2.87)** (2.35)** (1.38) (0 .10) 
.2827 . 0402 . 3061 .2257 . 0910 .0005 
( 7 .49 ) ** (0.80) (B.38)** (5.54)** (l.90 ) (0.01) 
E(3,5) E(4,6) E(5 , 7) E(6 ,8) E(7 , 9 ) E(8,10) 
Table 15. Estimates of coefficients and other statistics obtained by 
running the regression in Equation (19) for j=t=3 
Measure 
Error 
E(lO,l) E (11,2) E(l2,3) E:(l, 4) E(2,5) E'(13 '6) 
a3 -0.1408 -0.1114 0.1528 0.3897 0.2288 0.2051 
(t-score) (-0.20) (-0.25) (0. 28) (0. 66) (O. 31) (0.29) 
b3 -0.0788 0.0685 0.1778 -0.0651 -0.1693 0.4654 
Ct-score) (-0. 55) (0.40) (1.07) (-0.25) (-0.46) (1.51) 
2 
.0163 .0086 .0598 .0033 .0110 .1071 R 
(F) (0. 30) (0.16) (1.14) (0.06) (O. 21) ( 2. 28) 
E(7,10) E(8,ll) E(9,12) E(lO,l) E(ll,2) E(l2,3) 
** Denotes reject Ho: b
3
=0 at the 5% significance level. 
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Error 
E (4, 7) E(5,8) E(6,9) E(7,10) E(8,ll) E(9,12) 
0.2167 -0.0720 -0.2182 0.0014 0.0686 -0.0228 
(0.25) (-0.07) (-0.36) (0.00) (0.12) (-0.04) 
0.1934 -0.3334 0.0898 0.0703 0.1568 -0.7337 
(0.59) (-1.01) (0.48) (0.31) (1.34) (-3.29)** 
.0181 .0511 .0120 .0052 .0860 .3626 
(0.35) (1.02) (0.23) (0.10) (1.79) (10.81)** 
E(l,4) E(2,5) E(3,6) E(4,7) E(5,8) E(6,9) 
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made in March [E(3,4)]. The estimated regression equation 
for this example is of the form 
El(4,5,Y) = 0.0131 + 0.8040*El(3,4, Y). 
These results can be used to attempt to improve the 
forecasts made using PPM. Equation (9), in a slightly 
revised format, shows that 
E(M,M+j,Y) = FP(M,M+j,Y) - P(M+j,Y), j=l,2,3. 
This equation can be slightly transformed into 
P(M+j,Y) = FP(M,M+j, Y) - E (M,M+j,Y) I j=l,2,3. (20) 
However, substituting Equation (19) into (20) we get 
P(M+j,Y) = FPj(M,M+j,Y) - a . - b . *E . (M=j,M,Y) 
J J J 
- e . (M+j , Y) , 
J 
j=l,2,3. 
However, thee. (M+j,Y) 's are not known until the actual 
J 
(21) 
price is known. Therefore, the new forecast model, using 
the EFM approach, is 
FP~(M,M+j , Y) = FPj(M,M+j,Y) - a . - b.*E. (M-j,M,Y). 
J J J J (22) 
As the results for jdt=3 and )=2, t=l(which results are not 
presented), were nonsignificant, the EFM approach is used 
only for j=t=l and j=t=2. In other words, results will be 
presented only for EFM-Ml and M2. 
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Tables 16 a nd 17, presented on the preceding pages> 
show t h e distribution of errors for EFM-Ml and M2, 
respectively. Averaging across the lower three lines in 
both tables we get the following summary measures, pre-
sented in Table 18 . 
Table 1 8 . Average effectiveness of EFM, 1959- 1979 
Cl ass Method 
(dollars) Ml M2 
- 1 < Error < 1 58.29% 38 . 03% 
-2 < Error < 2 83 . 70% 61 . 21% 
- 3 < Error < 3 91.28% 74.85% 
The mean error and mean square error are also pre-
sented in Tables 16 and 17 for EFM-Ml and EFM- M2 . These 
show, as did PPM, that the further into the future that 
the forecast is made, the larger are the mean error and 
mean squared error for each month. 
How does EFM compare to PPM in terms of effectiveness? 
The results of the comparison are shown in Tables 19 and 
20. Table 19 shows the overall comparison, averaging 
over all 12 months . 
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Table 19 . Comparison of average effectiveness of EFM and PPM, 
1959-1979 
Class Ml M2 
(dollars) PPM EFM PPM EFM 
-1 < Error < 1 61.50% 58.29% 40.08% 38.03% 
-2 < Error < 2 79.79% 83.70% 63.48% 61.21% 
- 3 < Error < 3 89.28% 91.28% 78.19% 74.85 % 
As can be seen, PPM-Ml is slightly more effective in fore-
casting prices within $1.00 of actual prices; and, EFM-Ml 
is slightly more effective for the remaining two classes. 
Also , PPM-M2 is slightly more effective than EFM-M2 for all 
three classes. This last result is unexpected, as the tests 
for autocorrelation between the errors in forecasts of prices 
two months ahead showed 7 significant results with 5 of these 
significant at the 5% level. In fact , we should expect 
that EFM-Ml and M2 should show, for the months which had 
significant autocorrelations of the errors at the 5% level, 
an average effectiveness that is comparatively better than 
PPM- Ml and M2 for the same months. Table 20 shows the 
results of the test for months in which errors were sig-
nificantly autocorrelated. The same results are evident as 
shown in Table 19 . The average mean squared error for 
EFM-Ml for these months is 3.92 as compared to 5.43 for 
PPM-Ml, while it is 10.42 for EFM-M2 as compared to 9 . 73 for 
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Table 20 . Comparison of average effectiveness of PPM and 
EFM for selected months, 1959-1979 
Class Mla M2b 
(dollars) PPM EFM PPM EFM 
-1 < Error < 1 57 . 13% 50. 82% 42. 86% 37 . 46% 
-2 < Error < 2 76.22% 8 3 . 33% 62.84% 58. 66% 
- 3 < Error < 3 8 5. 72% 87.32% 78 .12% 74 .10% 
aincludes the months of April, May, July, August, Sep-
tember, and December. 
bincludes the months of February, June, July, Sep-
tember and October. 
PPM-M2 . Therefore, EFM-Ml appears to be slightly better than 
PPM- Ml , and PPM- M2 appears to be slightly better than EFM-
M2 . 
B . Monthly Slaughter Model 
(MSM) 
In the case of hogs , economic theory tells us that 
quite a few other variables, in addition to past hog 
prices, should influence the future price of hogs . These 
variables include the supply of hogs, real income , in-
ventories of pork , price of feed, prices of competing 
meats , and so on . The Monthly Slaughter Model (MSM) con-
siders only the affect that changes in livestock supply 
(slaughter or number of marketings) has upon price , holding 
all other variables constant . 
We should expect that an increase in hog supply 
(slaughter) , ceteris paribus, woul d lead to a contemporaneous 
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decrease in price; and, a decrease in hog supply would lead 
to a contemporaneous increase in price . However, in the last 
21 years (1959-1979) there were 81 months out of 252 (ap-
proximately 32 percent) when the expected contemporaneous 
change in price did not occur. These instances can possibly 
be explained by: (1) seasonal demand changes that were 
stronger, or weaker, than expected; and (2) by changes in 
prices of competing meats at the time, as over 50 percent 
of these 81 instances between 1959 and 1979 occurred in 4 
months: April (Easter hams), August (picnics and vacations), 
November (Thanksgiving), and December (Christmas). This is 
shown below. 
p 
Hogs 
" " ' " ' P' e 
' " p ' e " ' " "O-' 
D 
Q' 
e Q' e QHogs · 
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In this example, initial equilibrium is at (Pe' Qe) and 
the new equilibrium, after the shifts in supply and demand, 
is a t (P~, Q~). Supply has increased; but, demand (let's 
call it seasonal demand) has increased by a greater relative 
amount. This type of occurrence would help to explain the 
incidents when change in price, given a change in supply, 
did not react as expected. As Arthur Harlow states, factors 
that could cause shifts in the supply and demand curves are: 
..• changes in population, consumer income, supply of 
competing meats and poultry, changes in production 
technology, and changes in tastes and preferences [5, 
p. 35]. 
However, for the most part (as it occurs in 68 perent 
of the month-to-month changes) , a change in hog slaughter 
(supply) from one month to the next should help to explain 
the contemporaneous change in price. This has been shown to 
be true in past studies, particularly one done by Hayenga and 
Hacklander [6]. In that study, a fairly simple econometric 
hog price equation was developed, using current price, per-
centage change in the quantity of pork supplied from the 
current month to the month for which price is being fore-
casted, and dummy variables to account for seasonal changes. 
As stated in the article: 
When quantity variations occur and greatly affect 
the price level, merely util~zing the current price 
provides very little information. It is necessary 
to account for the shifts in quantity supplied [6, p. 
22J • 
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A difficulty that arises in this thesis is that forecasted 
prices become dependent on forecasted slaughter. The Monthly 
Slaughter Model (MSM) attempts to work its way around this 
problem by using easy-to-get information on hog slaughter. 
The most easily available information with regards to hog 
slaughter fo r our purposes, and found in the morning Des Moines, 
Iowa newspaper is the previous day's U.S.D.A . estimate of 
inspected slaughter for hogs and cattle as published in the 
financial section. 
How can one use monthly slaughter figures to improve upon 
the PPM price forecast without having to forecast slaughter 
numbers? One method, and the approach taken in this thesis, 
is to use the most recent slaughter information; that is, 
change in slaughter from month (M-1) or (M-i) (the value of 
i to be determined) to month (M). Such a change in slaughter 
may yield some influence on the change in price from month 
(M) to month (M+j), j=l,2,3. 
The basic idea is to classify ratios of price in month 
(M+j) to price in month (M) according to the change in 
slaughter from month (M-i) to month (M) . If slaughter in-
creases from month (M-i) to month (M) in year (Y), then 
we classify PRj(M+j,Y) into one category. If slaughter 
decreases from month (M~i) to month (M) in year (Y) , then we 
classify P~j(M+j,Y) into a second category. Therefore, 
rather than obtaining only one GAPRj(M+j) for each month, 
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there will now be two or, possibly, more GAPRj(M+j) 's de-
veloped , depending on the number of marketing ratio 
categories employed. 
The idea to classify price ratios into one of two 
groups , and to find an average price ratio for each group, 
was used by Choi (4) in the work previously mentioned. In 
that paper on forecasting short-term corn prices, Choi com-
pared predicted feed disappearance (PFD) for year (Y) to the 
actual feed disappearance (AFD) in year (Y-1). If the ratio 
of PFD(Y)/AFD(Y- 1) was greater than 1.000, then the ratio 
of price in month (M+j) to price in month (M) was placed in 
one category . If the ratio of PFD(Y)/AFD(Y-1) was less than 
1.000, then the PRj(M+j ,Y) was placed into a second category . 
Therefore, there were two groups of PRj(M+j , Y) 's for j =l,2,3 . 
Each group yields its own APRj(M+j). Then , in forecasting 
corn prices for, say, month (M+l) in month (M), the 
APR(M+l) of the first group was used if the feed-disappearance 
ratio was less than one. 
In the case of hogs, the underlying theory for using 
the classification method can be explained in the following 
way . As stated earlier in this section, future prices are 
a function of previous prices and current slaughter; or, 
mathematically 
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FP(M+j,Y) = f(P(M , Y), QS(M+j,Y)), j=l,2 , 3 (23) 
where QS(M+j , Y) is the amount of slaughter in month (M+j) 
and year (Y); and, f is the mathematical symbol for "func-
tion" . Now , it can be hypothesized that QS(M+j,Y) is 
some function of QS(M,Y) , or that 
QS ( M+ j ' y) = g ( QS (MI y) ) , j = 1 , 2 , 3 . (24) 
Substituting (24) into (23) we get 
FP(M+j,Y) = f(P(M , Y), g(QS(M ,Y)) ) , j=l , 2,3 , (25) 
or that forecasted price for month (M+j) is now a function 
of price and slaughter in month (M) . 
To test the theory that changes in slaughter from 
month (M-i) to month (M) affects change in price from month 
(M) to month (M+j) linear regressions of the form 
Ej (M+j , Y) = b.*MR(M , Y) + n. (M+j,Y) , j=l , 2,3 , 
J l 
( 2 6) 
were performed where Ej(M+j,Y) is the error of the fore-
casted hog price using PPM-Ml, M2, or M3 (for j=l , 2, or 3, 
respectively); MR(M,Y) is the ratio of slaughter in month 
(M) to slaughter in month (M-i); b. is the estimated 
J 
coefficient for MR(M,Y); and , n. (M+j,Y) represents any sto-
J 
chastic influence within the data . Essentially the re-
gression attempts to measure the ability of changes in 
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slaughter to explain a significant amount of the forecast 
error obtained using PPM. The MR(M,Y) its~lf is defined as 
Slaughter (M,Y) 
MR(M,Y) ~ Slaughter (M-i,Y) ' M=l,2, ... ,12, 
i=l,2. 
(27) 
Initially, to test whether the regressions of Equation {26) 
might result in some significant measurements, a regression 
of the form 
El(M+l,Y) = b 1 *MR{M+l,Y) + n 1 (M+l,Y) 
was performed, where 
MR(M+l,Y) = Slaughter (M+l,Y) Slaughter {M,Y) 
(28) 
(29) 
In other words, the regression tests the ability of a change 
in slaughter from month (M) to month (M+l) to explain the 
errors in forecast made using PPM for month (M+l) from month 
(M). Therefore , there is no lag on slaughter prior to the 
month from which price is forecasted. Table 21 shows the 
results of the regressions performed using Equation {28). 
As these results indicate, the MR(M+l,Y) explained, at 
most, 4 percent of the variation of the forecast errors from 
PPM-Ml. 
Another set of regressions were run, similar to those 
expressed in Equation (28); but, including cattle slaughter 
as part of the total slaughter number. Total slaughter was 
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computed as 
TS(M,Y): HS(M,Y) + S*CS(M,Y) ( 3 0) 
where TS (M,Y) represents total slaughter in month (M) and 
year (Y); H(SM,Y) represents hog slaughter in month (M); 
and , CS(M,Y) represents cattle slaughter in month (M). 
Slaughter is figured in l,OOO's of heads . All monthly 
slaughter figures were obtained from the U.S . D.A. publica-
tien : Livestock and Meat Statistics (11). The use of 
cattle slaughter in determining total slaughter for month 
(M) in year (Y) is an attempt to capture the effect that 
cattle numbers have on hog prices, as beef is a meat com-
petitor with pork . A multiplicative adjustment factor of 
five was used with cattle as cattle are marketed at a weight 
of approximately 1100 pounds, while hogs are marketed at 
approximately 220 pounds; or, a ratio of 5 hogs to l cow. 
Thus , the adjustment is an attempt to keep the same units 
of measure (pounds) . The new marketing ratio is defined 
as 
TMR(M , Y) = TS(M,Y) 
TS(M- i , Y) ' M=l , 2, . .. 12, 
i=l , 2 ' ... ' 
(31) 
where TMR(M,Y) represents the ratio of total slaughter in 
month (M) to total slaughter in month (M-i) . The regressions 
using total slaughter were of the form 
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El (M+l,Y) = b 1 *TMR(M+l,Y) + m1 (M+l ,Y) 
where i=j=l. 
(32) 
The results of these regresions, not reported here , were 
similar to the results found in Table 21 in that no signifi-
cant amount of forecast error from PPM-Ml was explained. 
A possible explanation for this lack of significance 
is that the price ratios andmarketing ratios are highly 
correlated . The price r atios were used to make the original 
forecasts of hog prices; and, consequently, explained most of 
the seasonal variations in hog prices . This left relatively 
little that seasonal changes in hog slaughter (month (M-1) 
to month (M)) could explain. Furthermore , the change in 
slaughter from month to month may not be great enough to 
pick up anymore of the variation in hog prices. 
However , one more attempt was made to use seasonal 
changes in hog slaughter in order to explain a significant 
amount of the variation in the forecast error . The dif-
feren c e between the MR(M,Y) and the average marketing ratio 
for month (M) over the 21 years of the data might give us an 
idea as to how much change in slaughter from month (M) to 
month (M-1) is different from the average change for those 
two months; and , the possible effects this difference from 
the average might have on price change from month (M) to 
month (M+l) . By definition, the average marketing ratio is 
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defined as 
AMR(M) 1 ~ HM(M,Y) = N- '-' ( l ) , M= 1 , 2 , ... , 12 . 
Y=l HMM- ,Y 
(33) 
The regressions performed were of the form 
El(M+l,Y) = b
1
*[MR(M+l,Y) - AMR(M+l)] + n 1 (M+l,Y). (34) 
The results of the regressions are shown in Table 22. Four 
of the estimates for the b
1 
coefficient were significant 
at least at the 10 percent significance level, with 2 sig-
nificant at the 5 percent level. The result, not reported 
here, for using hog and cattle slaughter to obtain marketing 
ratio were not nearly as good. 
Basically then, price ratios seem to measure most of 
the seasonal variation in the forecast for hog prices . The 
use of marketing, or slaughter, ratios to classify price 
ratios into separate categories adds little significance to 
the model. It might be postulated that the relationship 
between the errors from PPM-Ml and MR(M+l,Y) are not 
linear, but of some other form. Plots of the forecast 
errors versus the MR(M+l,Y) and versus [MR{M+l,Y) -
AMR{M+l)] yielded fairly random patterns, which would imply 
no other form exists. 
As no further seasonal trend appears to improve the 
forecast, we may be able to derive some significant effects 
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through analysis of a cyclical component. In other words, 
rather than develop ratio of slaughter in month (M) to 
slaughter in month (M-1) in order to classify the price 
ratio , develop slaughter ratio that attempt to capture 
the effects of a cycle. The question is, how many months 
back from month (M) or month (M+l) should one go? According 
to Sullivan, Liu , and Vincent: 
. . . the total supply of hogs is largely a 
response to past decisions and conditions. This 
comes about because of delays for physical and 
biological reasons as well as because of delays 
between planning and execution by the producer. 
If breeding stock is increased to meet a sudden 
rise in hog price , then the duration of the pro-
duction delay ranges f rom 10 to 12 months, 
corresponding to the Gestation-Maturation delay 
(10 , p. 5]. 
Therefore, for the purposes of this study, a ratio of 
slaughter in months (M) and (M-1) to slaughter in month 
(M- 12) and (M- 13) is developed. This gives us a cyclical 
marketing ratio which is defined as 
CMR (MI Y) = HM(M ,Y)+HM(M-1, Y) HM(M,Y-l)+HM(M- 1,Y- l) , M=l,2, . . . 12, 
(35) 
where CMR(M,Y) represents the c yclical marketing ratio for 
month (M) in year (Y) . Regressions of the form 
El(M+l , Y) = b 1 *CMR(M+l ,Y) + n 1 (M+l,Y) (36) 
were performed using hog slaughter numbers only. The 
results , not presented here, were significant at no level 
less than 20 percent significance level. 
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It appears then, that any attempt to use hog slaughter 
or hog and cattle slaughter, in conjunction with price 
ratios will result in only small, if any, improvement in 
the basic PPM model. 
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IV. TIME SERIES MODEL 
Up to this point, the approaches used to forecast hog 
prices one, two, or three months ahead of each calendar 
month have been, for the most part, simplistic. The model 
presented here is a much more complicated forecasting method; 
and, as such, requires computer modeling to aid in the 
identification of the forecast equation. 
The intention in this section is to forecast hog 
prices one month ahead of each calendar month using the 
Box-Jenkins method to arrive at a forecasting equation. 
This more complicated model will then be compared to PPM 
and EFM as regards its accuracy for one month ahead fore-
casts. 
A. A Summary of the Box-Jenkins 
Method 
As mentioned, the Box-Jenkins method is used to develop 
a forecasting model. The same data set that was used in 
PPM is used here--i.e., monthly average prices of U.S. 1-2, 
200-220 pound barrows and gilts in Iowa and Southern 
Minnesota. 
The Box-Jenkins method is an iterative approach to model 
building and employs the following steps: 
1) Consideration of a useful class of models as de-
veloped from both theory and practice; 
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2) Identification of a model which is to be tentatively 
entertained as the forecast model; 
3) Fitting of the model to the data and estimation of 
the parameters of the model; 
4) Diagnostic checks as to the adequacy of the model 
(2, pp. 18-19]. 
If the model is found to be inadequate, the iterative process 
is continued until an appropriate model is identified, its 
parameters estimated, and it fits the data well. For the 
method to produce a well-fitted model, at least 50 observa-
tions should be available in the data set, preferably 100 or 
more. In this study, 252 observations are available. 
The identification procedure itself requires the com-
parison of the estimated autocorrelations and partial auto-
correlations of the time series with the theoretical auto-
correlations and partial autocorrelations of known ARIMA 
processes. ARIMA stands for AutoRegressive Integrated 
Moving Average process; and, the identified model will, 
most likely, include a combination of both autoregressive 
and moving average processes. An autoregressive process 
is of the form 
where the current value, Yt' is regressed on past values, 
Yt-1' Yt_ 2 , etc. A moving average process is of the form 
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(38) 
where the current value, Yt, is expressed as some function 
of past errors which are obtained by identifying an ade-
quate model for the time series through the Box-Jenkins 
approach. 
According to Box and Jenkins, 
A central feature in the development of time 
series models is an assumption of some form of 
statistical equilibrium. A particular assumption 
of this kind ... is that o f stationarity . Usually, 
a stationary time series can be usefully described by 
its mean, variance, and autocorrelation function . . .. 
(2, p. 23). 
If the properties o f a time series are unaffected by a 
change o f time origin, then it is said to be strictly 
stationary. In other words, if a time series is stationary, 
it fluctuates about a constant mean, µ. If it is non-
stationary, the time series has no const ant mean, and, 
probably, no constant variance . A time series can, in most 
instances, b e made to be stationary by taking the first 
or second regular differences , the first seasonal dif-
ferences, or some combination of regular or seasonal 
differences. 
A first order r egular difference is of the form 
(39) 
where Wt represen ts the differenced, or "working", series . 
61 
A first order seasonal difference is of the form 
(40) 
If the time series is nonstationary in the variance 
as well, a transformation of the data, either log or 
square root, etc., may be necessary prior to taking the 
differences and arriving at the working series. 
The autocorrelation function and partial autocorrela-
tion function are aids in determining the stationarity and 
identification of an appropriate model. The k-th order 
autocorrelation function measures the strength of the corre l a-
tion between two values of a time series separated by a lag 
of k periods . The k-th order partial autocorrelation func-
tion measures the strength of the correlation between two 
values of a time series separated by a lag of k periods, 
but with the effect of the intervening observations elimi-
nated. Basically , if the autocorrelation function of the 
time series dies down very slowly or in a linear fashion, 
the time series is nonstationary, at least in the mean; 
and, differencing and, possibly, transformation of the data 
are needed to make the series stationary. Once the time 
series is made to be stationary, and a tentative working 
series model is identified through the use of both the 
autocorrelation f unction and partial autocorrelation func-
tion, we are in a position to add autoregressive and/or 
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moving average terms to the model in an attempt to improve 
the fit of the model. The description of the autocorrela-
tion and partial autocorrelation functions as to the 
determination of these other terms can be found in Box and 
Jenkins (2) and Bowerman and O'Connell (1). The adequacy 
of the fit of the model can then be tested using the Box-
Pierce Chi-square statistic [l, p. 372). As stated in 
Bowerman and o 'Connell: 
The modeling process is supposed to account for 
the relationship between the observations . If it 
does account for these relationships, the residuals 
should be unrelated, and hence the autocorrelations 
of the residuals should be small. Hence (the 
Box-Pierce Chi-square statistic) should be small. 
The larger (the Box-Pierce Chi-square statistic) 
is, the larger are the autocorrelations between the 
residuals, and the more related are the residuals 
[l, p. 373]. 
Therefore, a large Chi-square value indicates that the 
model is inadequate. 
B. Time Series Model (TSM) 
A plot of t he monthly average prices (not shown here) 
indicates that hog prices show a seasonal component from 
month to month; and, that there appears to be an upward 
trend in prices over time with increased variability as 
well. A transformation of the data appears to be necessary. 
Inverse, log, and square root transformations of the data 
were taken. In each case, the transformed data was split 
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into 21 subsets of 12 months (or l~ pieces of data) each. 
The standard errors of these subsets were plotted against 
the means of the same subset. In the cases of the 
inverse and square root transformations, the plots were 
positively correlated, showing that even with these trans-
formations, v ariance continued to increase over time. The 
plot using the log transformation was random. Therefore, 
this transformation was used in the procedure to identify 
an adequate model. We arrive at 
where Zt represents the log transformation of monthly hog 
price in month (t), t = 1,2, ..• ,252. 
In accordance with standard Box-Jenkins procedure , 
the following differencing techniques were used to identify 
a general class of stationary models. These were of the 
form 
wt = Zt; (42) 
wt = zt - zt-1; (43) 
~ = zt zt-1 2; (44) 
wt = zt - zt-1 - zt-12 + zt-13' (45) 
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where Wt represents the working, or differenced, series. 
Equation (42) represents the nondifferenced transformed 
data. Equation (43) represents the first regular dif-
ference of the transformed data; Equation (44), the first 
seasonal difference; and, Equation (45) , the combination 
of first regular and first seasonal difference. Equations 
(43)-(45) were arrived at using the "back" operator, 
B , where 
( 4 6) 
and 
(47) 
Likewise, 
(B2)Zt = zt-2; ( 4 8) 
and 
( 4 9) 
Therefore , Equation (45) can be arrived at in the fol -
lowing way 
Wt= (1-B) (l-B12 )zt 
= (l-B-B12+B13 )z 
t 
= 2t - 2t -1- 2t-12+ 2t-13· (so) 
The autocorrelation functions for the working series as 
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represented in Equations (42)-(44) continued to indicate 
nonstationarity in the mean. However, the autocorrelation 
function of the working series represented in Equation (45) 
(1 regular and 1 seasonal differences) appeared to cut off 
at or near lag #12; and, the partial autocorrelation func-
tion appeare d to die down exponentially at lags 12 , 24, and 
36. This would seem to indicate that: (1) the model, as 
presented in Equation (45), identifies the general class 
of models to be used to determine a good fitting model; and, 
(2) a seasonal moving average term of order 1 and a regular 
moving average term of order 1 should be included in a better 
defined model. Once again, for a more in-depth understanding 
of the analysis taking place here, the reader is asked to 
refer to either Box and Jenkins (2) or Bowerman and O'Connell 
( 1) • 
Having identified a general model, and a tentative sub-
model as well, the next step in the procedure was to fit 
this sub-model to the data. Furthermore, other sub-models, 
having more terms to be fit than a seasonal and regular 
moving average term, were also tested as to their goodness-
of-fit. These models were of the general form 
(l-~lol_~2B2 ~ BP) (1 Bl2 _BP ~ µ ~ - ••• - ~p -¢1~ - ... -~p- )Wt 
(51) 
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where B is the back operator; Wt represents the working 
series; p represents the order of the regular auto-
regressive term to be fitted, and ~ the coefficient of p 
that term; P, an integer multiple of 12, represents 
the order of the seasonal autoregressive term to be 
fitted, and ~ P the coefficient of that term; q repre-
sents the order of the moving average term to be 
fitted, and eq the coefficient of that term; and Q, an 
integer multiple of 12, represents the order of the seasonal 
moving average term to be fitted, and e
0 
the coefficient of 
that term. Therefore, the model containing a regular 
moving average term of order 1 and a seasonal moving average 
term of order 1 can be written as 
(52) 
where Wt is defined by Equation (50). In expanded form, Bqua-
tion (52), as a function of Equation (45), becomes 
In all, 6 models were fitted. The first model is described 
in Equation (53). The remaining 5 models, and descriptions 
of the terms that are included are: 
Model 2: 
Model 4: 
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Operators: Regular moving average term of order 1, 
Seasonal moving average term of order 1, 
Regular autoregressive term of order 1. 
Operators: Regular mov ing average term of order 1 , 
Regular moving average term of order 12 , 
Regular moving average term of order 13 . 
or 
- 812et-12 - 813et-13 + et ; 
Operators: Regular moving average term of order 1, 
Regular moving average term of order 11, 
Regular moving average term of order 12, 
Regular moving average term of order 13. 
Model 5: 
Model 6 : 
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or 
Operators: Regular moving average term of order 1, 
Regular moving average term of ©rder 13, 
Seasonal moving average term of order 1. 
Operators: Regular moving average term of order 1, 
Regular moving average term of order 2, 
Seasonal moving average term of order 1. 
Table 23 summarizes the results of the estimation of 
parameters and residual checking phase for models 1 through 
6. It should be noted here that the relevant critical 
value for the Box-Pierce Chi-square statistic at the 5 per-
cent level of significance is 31.4104 for each model, with 
20 degrees of freedom. The time series computer package 
which was used, TSERIES - developed by Professor William 
Meeker (9) of Iowa State University, automatically arranges 
the degrees of freedom to be set at 20. Values of t-
statistics are in parentheses just below the estimated value 
of the coefficients. 
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The only model which has a Box- Pierce Chi-square 
statistic less than 31.4104 is model #3 . The standard 
error of this model is similar to the standard errors of 
the other models. In every model except one (Model #1), 
there is a significant residual autocorrelation at lag #11. 
Inclusion of a moving average term at lag #11 (in Model #4) 
failed to remove this spike. Therefore, at this stage, the 
spike is considered to be spurious. Given the informa-
tion at hand, Model #3 is chosen as the model to be used to 
forecast monthly hog prices. The fitted forecast model is 
of the form 
zt = zt-1 + zt-12 - zt-13 + · 20 et-1 - · 93 et-12 
- .21 et-13· (54) 
Table 24 shows the distribution of the errors for each 
month, as well as the mean error and mean squared error. 
Table 25 shows the overall average effectiveness of this 
particular time series model. 
As Table 25shows, almost 90 percent of the forecasts for 
one month ahead are within $3.00 (plus or minus) of the 
actual price . 
T
a
b
le
 
2
4
. 
S
u
n
u
n
ar
y
 
o
f 
h
is
to
r
ic
a
l 
re
s
u
lt
s
 
o
b
ta
in
e
d
 b
y
 
u
s
in
g
 
th
e
 
T
im
e 
S
e
ri
e
s
 
M
o
d
el
 
to
 
fo
re
c
a
s
t 
h
o
g
 
p
ri
c
e
s
 
o
n
e
 m
o
n
th
 
a
h
e
a
d
, 
1
9
5
9
-1
9
7
9
 
M
e
a
su
re
 
M
o
n
th
 
fo
r 
w
h
ic
h
 p
ri
c
e
 
is
 
fo
re
c
a
s
t:
 
J
a
n
. 
F
e
b
. 
M
ar
. 
A
,e
r.
 
M
ay
 
Ju
n
e
 
J
u
ly
 
A
U
9:
· 
S
e
E
t·
 
O
c
t.
 
N
o
v
. 
D
e
c
. 
N
u
m
b
er
 o
f 
fo
re
c
a
s
ts
 
to
o
 
h
ig
h
 
b
y
 m
o
re
 t
h
a
n
 
$
3
. 0
0
 
0 
0 
1 
0 
2 
2 
2 
1 
1 
2 
1 
1 
N
u
m
b
er
 o
f 
fo
re
c
a
s
ts
 
to
o
 
h
ig
h
 
b
y
 
$
2
.0
0
-
$
3
.0
0
 
1 
1 
3 
4 
1 
0 
0 
l 
l 
0 
1 
1 
N
u
m
b
er
 o
f 
fo
re
c
a
s
ts
 
to
o
 
h
ig
h
 
b
y
 
$
1
.0
0
-$
2
.0
0
 
2 
1 
3 
1 
2 
1 
1 
4 
2 
5 
1 
2 
N
u
m
b
er
 o
f 
fo
re
c
a
s
ts
 
to
o 
h
ig
h
 
b
y
 
$
0
.0
0
-$
1
.0
0
 
8 
8 
5 
5 
3 
4 
4 
5 
6 
4 
7 
7 
N
u
m
b
er
 o
f 
fo
re
c
a
s
ts
 
-..
.! 
to
o
 
.....
. 
lo
w
 b
y
 
$
0
. 0
0
-$
1
. 0
0
 
6 
6 
5 
7 
5 
9 
9 
6 
6 
2 
6 
5 
N
u
m
b
er
 o
f 
fo
re
c
a
s
ts
 
to
o
 
lo
w
 
b
y
 
$
1
.0
0
-$
2
.0
0
 
1 
0 
1 
1 
5 
4 
1 
1 
1 
4 
3 
1 
N
u
m
b
er
 o
f 
fo
re
c
a
s
ts
 
to
o
 
lo
w
 b
y
 
$
2
.0
0
-
$
3
.0
0
 
1 
2 
2 
2 
0 
0 
1 
1 
2 
1 
0 
2 
N
u
m
b
er
 
o
f 
fo
re
c
a
s
ts
 
to
o
 
lo
w
 b
y
 m
o
re
 
th
a
n
 
$
3
.0
0
 
0 
1 
0 
0 
2 
0 
2 
1 
1 
2 
1 
1 
%
 f
o
re
c
a
s
ts
 w
it
h
in
 $
1
. 0
0
 
7
3
.7
 
7
3
.7
 
5
0
.0
 
6
0
.0
 
4
0
.0
 
6
5
.0
 
6
5
.0
 
5
5
.0
 
6
0
.0
 
3
0
.0
 
6
5
.0
 
6
0
.0
 
%
 f
o
re
c
a
s
ts
 w
it
h
in
 $
2
. 0
0
 
8
9
.5
 
7
8
.9
 
7
0
.0
 
7
0
.0
 
7
5
.0
 
9
0
.0
 
7
5
.0
 
8
0
.0
 
7
5
.0
 
7
5
.0
 
8
5
.0
 
7
5
.0
 
%
 f
o
re
c
a
s
ts
 w
it
h
in
 $
3
.0
0
 
1
0
0
.0
 
9
4
.2
 
9
5
.0
 
1
0
0
.0
 
8
0
.0
 
9
0
.0
 
8
0
.0
 
9
0
.0
 
9
0
.0
 
8
0
.0
 
9
0
.0
 
9
0
.0
 
M
ea
n
 e
rr
o
r 
0
.2
1
 
-0
.1
5
 
0
.4
6
 
0
.1
8
 
-
0
.0
3
 
0
.1
1
 
-
0
.3
1
-0
.1
9
 
0
.3
8
 
0
.1
1
 
0
.1
1
 
-0
.0
9
 
M
ea
n
 
s~
ar
ed
 e
rr
o
r 
1
.2
2
 
1
. 
71
 
2
.5
0
 
2
.0
1
 
4
.3
0
 
2
.6
5
 
6
.2
8
 
8
.0
6
 
1
2
.4
7
 
4
.9
3
 
3
.8
9
 
2
.5
3
 
72 
c. Comparison of Three Forecast 
Models 
Three models have been used to forecast hog prices 
one month ahead of each calendar month - PPM-Ml, EFM-Ml, 
and TSM. A comparison of the average efficiency of these 
models is presented in Table 26. The table shows that PPM 
has a slightly better overall efficiency for making fore-
casts that are within $1.00 of the actual average monthly 
price; and, that EFM has a slightly better efficiency for 
making forecasts that are within $2.00 or $3.00 of the actual 
price. The more complicated model, TSM, is in third place 
for making forecasts that are within $1.00 or $2.00 of the 
actual price; and is in second place for the third category. 
A much more rigorous comparison of the models involves 
making forecasts of monthly average hog prices beyond the 
confines of the historical data set. Monthly forecasts for 
the period January, 1980 through May, 1981 are made using 
PPM-Ml, EFM-Ml, and TSM. In addition, a simple average 
composite forecast of the forecasts made by the three 
models is also presented. This technique was employed by 
Brandt and Bessler (3) in forecasting quarterly hog 
prices. The reader is referred to this article for back-
ground information on the method of forecasting. The 
reason for using a composite forecast is well-stated by 
Brandt and Bessler: 
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Table 25 . Average effectiveness o f TSM, 1959-1979 
Class 
(dollars) 
- 1 < Error < 1 
- 2 < Error < 2 
- 3 < Error < 3 
Average effectiveness 
58.12% 
78. 2 0% 
8 9. 98% 
Table 26. Comparison of effectiveness of PPM- Ml , EFM-Ml, 
and TSM , 1959-1979 
Cl ass 
(dollars) 
-1 < Error < l 
-2 < Error < 2 
- 3 < Error < 3 
PPM- Ml 
61. 50% 
79.79% 
89 . 28% 
Model 
EFM-Ml TSM 
58. 2 9% 58 . 12% 
8 3. 70% 78.20% 
91.28 % 89 . 98% 
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... often , a user has several forecasts available 
but does not have a history of performance on each. 
Rather than arbitrarily basing decisions on one 
particular forecast, the user can combine all 
forecasts by averaging. This gives each forecast 
equal weight and involves relatively low calculation 
costs [3, pp. 136-137]. 
The results are presented in Table 27. As the table shows, 
EFM-Ml had the smallest MSE and PPM-Ml, the largest. The 
composite forecast method had the second lowest MSE. In 
terms of the dispersion of the errors, as seen in Table 28, 
there are slight differences for the first two classes of 
errors, but, no difference exists between the 4 models for 
the third class of errors. 
Therefore, in judging the overall effectiveness , EFM- Ml 
had the smallest MSE and, as such, is slightly better than 
the other three models. However, when comparing the dis-
persion of the errors over the three classes that have been 
used throughout this paper, virtually no differences exist 
among the models . 
Forecasts were also made for January , 1980 to May, 1981 
using EFM-M2, PPM-M2 and PPM-M3. Table 29 shows these fore-
casts; and, the mean error and the mean squared error of 
the forecasts. The mean squared error for PPM-M2 is 
slightly lower than for EFM-M2. However, the table does 
make clear, that at least over this 17 month period, the 
further into the future are the forecasts, the less reliable 
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Table 27 . Hog price forecasts o ne month ahead using i ndividual and 
composite methods for January , 1980 through Ma y , 1981 , 
$/cwt 
Period 
Actua l 
PPM- Ml EFM- Ml TSM 
Simple 
prices 
a 
average 
8001 37 . 46 39 . 81 39.95 39.92 39 . 89 
8002 37.29 38 . 32 37.15 38.09 37 . 85 
8003 33.68 35.76 35.09 35.34 35.40 
8004 28.76 32 . 97 32.03 32.75 32.58 
8005 29.34 30.26 26.86 29.43 28.85 
8006 34.76 30.84 30.37 30.51 30 . 57 
8007 43.13 36.32 39.25 37.26 37.61 
8008 48.04 42 . 70 46.99 44.08 44.59 
8009 46 . 43 45.89 43.04 46.99 45 . 31 
8010 47.67 44 . 85 44.99 44.93 44 . 92 
80ll 46.24 46.29 45.81 46.99 46 . 36 
8012 44 . 38 48.41 48.49 48.57 48.49 
8101 41 . 29 45 . 71 45.19 44.88 45.26 
8102 42.26 42 . 24 40 . 02 41.76 41. 34 
8103 39.19 40 . 53 40.27 40.21 40.34 
8104 39 . 54 38.37 37 . 77 37 . 94 38 . 03 
8105 41.92 41.60 42.53 41.93 42 . 02 
Mean error -0 . 03 -0.33 0.01 - 0.12 
Mean squared error 9.83 7.12 8.01 7 . 64 
a 
Average of PPM- Ml, EFM-Ml, and TSM. 
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Table 29. Hog price forecasts two and three months ahead 
for January, 1980 through May, 1981 ($/cwt) 
Period Actual PPM-M2 EFM-M2 PPM-M3 prices 
8001 37.46 38.87 38.85 35.66 
8002 37.29 40.74 42.85 39 .85 
8003 33.68 36.79 36.11 39.11 
8004 28.76 35.05 33.64 36.04 
8005 29.34 34.69 32.20 36.92 
8006 34.76 31.81 25.52 36.54 
8007 43.13 32.27 29.20 33.25 
8008 48.04 36.05 36.80 32.04 
8009 46.43 40.67 46.49 34.34 
8010 47.67 44.29 48.70 39.38 
8011 46.24 43.55 44.77 43.00 
8012 44.38 48 . 53 48.56 45.64 
8101 41.29 49.71 50.04 49.62 
8102 42.26 46.78 44.90 50 . 96 
8103 39.19 40.55 37.74 44.91 
8104 39.54 39.72 37.99 39.72 
8105 41.92 40.37 39.10 41.84 
Mean error 0.53 -0.47 -0.14 
Mean squared error 30.99 34.89 53.61 
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the forecasts become. It should also be noted that the 
Jul y and August, 1980 forecasts for PPM-M2 and EFM- M2 are 
quite large . If the errors of these forecasts were to be 
excl uded from the calculation of the mean squared error, 
then the MSE for PPM-M2 would be 17.68; and, the MSE 
for EFM-M2 would be 18.19. 
An interesting comparison of PPM-Ml, EFM-Ml, and TSM can 
be made by rearranging Equation (54) , the fitted forecast 
model , and simplifying it into the original variable (i . e., 
price) . Rewritten, Equation (54) is 
lGg Pt - log Pt-1 - log Pt-12 + log Pt-13 
= . 20 et-l - . 93 et_12 - .21 et_13 . (55) 
Li kewise , Equation (55) can be simplified to 
p pt 
log (-P-) 
t - 1 
- 1 og ( t - l 2 ) 2 0 
P t-13 = . et-1 - . 93 et-12 - . 21 et- 13 . 
(56) 
Components of both PPM and EFM can be found in Equation (56) . 
The component of PPM is seen on the left hand side of the 
equation as the log of the ratio of price in month (t) to 
price in month (t- 1) is "compared" to the log of the ratio 
of price in month (t- 12) to price in month (t- 13) (or one 
year pr evious) . The component of EFM is found on the right 
hand side of Equation (56) in the term .20 et-l - i.e., the 
error in the forecast made for month (t-1) from month (t- 2) 
affects the forecast for month (t) from month ( t - 1) . 
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V. SUMMARY AND CONCLUSIONS 
This thesis has concerned itself with developing various 
methods, simple as well as complicated, for the purpose of 
forecasting hog prices one , two, and/or three months ahead 
of each calendar month. The Pure Price Model (PPM} used 
an average of price ratios from month to month a s the basis 
for forecasting prices. The Error in Forecast Model (EFM) 
u sed the relationship between the errors of the forecast 
from PPM to attempt to improve the PPM forecast . The 
Time Series Model (TSM) used Box-Jenkins methods to identify 
a tentative model, estimate its parameters , and forecast 
monthly average hog prices. Each of these models employed 
only the data set of monthly average hog prices from January, 
1959 to December 1979. Therefore, a common ground , necessary 
for efforts of comparisons, existed between the models. A 
fourth model, the Monthly Slaughter Model (MSM) showed little 
promise for improving the PPM forecasts. 
The comparative analysis of the three models that was 
used to forecast hog prices was split into two distinct 
parts. These were: 1) e stimates of the historical prices; 
and, 2) forecasts for 17 individual months beyond the 
historical data. A comparison involving PPM, EFM, and TSM 
was done for one month ahead forecasts. A separate com-
parison involving PPM and EFM was done for two month ahead 
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forecasts. 
In making forecasts one month ahead for the historical 
data , EFM proved to be slightly better than PPM and TSM. 
This difference was not of a great amount. In making fore -
casts beyond the historical data, the models were equally 
effective to within $3.00 of the actual price. Forecasts 
for two months ahead for both the historical prices and 
beyond showed that PPM was slightly better than EFM. 
The results, as discussed above, describe the overall 
picture. However, one method may be better than another to 
forecast prices for different months. For instance, Table 
30 shows the historical results of one month ahead fore -
casts for April. EFM does a better job of forecasting within 
$1.00 or $2 . 00 of the actual price than either PPM or TSM. 
However, the three methods were just as effective within 
$3 . 00. A schedule of the best method(s) to use, based on 
its ability to forecast within $3.00 of the actual price , 
can be seen in Table 31 for one month ahead forecasts . 
The same analysis can be applied to two month ahead 
forecasts . Table 32 shows these results. 
This manner is just one way of choosing the best method 
to forecast price one or two months ahead of each calendar 
month. Another way is to compare the mean square error 
results for each method. If this manner were to be used , 
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Table 30. Comparison of the e ffectiveness of PPM-Ml, EFM-
Ml, and TSM for the month of Apr il, 1959-1979 
Price f o reca st within 
$1.00 $2.oo $3.00 Model 
PPM 57.1 % 76.2 % 100.0% 
EFM 66.7% 85.7% 100.0% 
TSM 60.0% 70.0 % 100.0% 
Table 31. Best method(s) for one month ahead forecasts for 
each individual month, 1959-1979 
Month 
Method Month Method 
Jan. EFM, TSM July EFM 
Feb. EFM Aug. TSM 
March EFM Sept. TSM 
April PPM, EFM, TSM Oct. PPM , EFM 
May EFM Nov. PPM , EFM 
June PPM, EFM, TSM Dec. EFM , TSM 
Table 32. Best method(s) for two month ahead forecasts for 
each individual month, 1959-1979 
Month Method Month Method 
Jan . PPM, EFM July PPM, EFM 
Feb . PPM Aug. PPM , EFM 
March PPM Sept. PPM 
April PPM Oct. EFM 
May PPM Nov . PPM, EFM 
June PPM Dec. PPM EFM 
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EFM would be the best method for each one month ahead fore-
cast. For two month ahead forecasts, PPM would be the choice 
to forecast price for February, July , September, October, 
November , and December; while EFM would be the choice for 
January , March, April, May , and June. Either PPM or EFM 
could be use d to forecast price for August. 
Therefore, the choice of method depends on the manner 
of comparison. Nevertheless, whether the average effective-
ness manner of comparison or the mean square error manner is 
chosen, EFM is the method chosen most often for one month 
ahead forecasts. For two month ahead forecasts, if the 
average effecti veness manner of comparison is used, PPM 
is the method chosen most often . However, if the mean square 
error manner of comparison is used, then PPM and EFM are 
chosen for an almost equal number of months. 
The results should not be a refutation of the PPM met hod 
of forecasting . In most cases , the average effectiveness 
of PPM to forecast, or estimate, historical prices within 
$1.00 , $2.00, or $3.00 of actual prices for each month 
was only slightly below that of EFM for one month ahead 
forecasts; and, was slightly above that of EFM for two 
month ahead forecasts . 
The choice of the method, too, depends on the trust 
that the user of the method has in its capabilities and the 
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ease with which the method can be used to make a forecast. 
PPM is the simplest as the average price ratio and fore -
casts themselves can be arrived at quite simpl y with the 
use of a l ower priced, hand-held calculator . EFM and TSM 
both require , for the saving of time , the use of a much 
larger compu ter system. For these reasons, and given that 
the differences in effectiveness are not that large be -
tween methods , PPM is an effective method for short-term 
forecast s of hog prices. Further research should be done 
to test its effectiveness, and the effectiveness of EFM 
and TSM, beyond May, 1981 . 
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