This article analyzes the increase in the probability of committing type I and type II errors in assessing the significance of the effects when some properly selected runs have not been carried out and their responses have been estimated from the interactions considered null from scratch. This is done by simulating the responses from known models that represent a wide variety of practical situations that the experimenter will encounter; the responses considered to be missing are then estimated and the significance of the effects is assessed. Through comparison with the parameters of the model, the errors are then identified. To assess the significance of the effects when there are missing values, the Box-Meyer method has been used. The conclusions are that 1 missing value in 8 run designs and up to 3 missing values in 16 run designs experiments can be estimated without hardly any notable increase in the probability of error when assessing the significance of the effects.
Introduction
In a factorial design, it is possible to estimate as many missing response values as there are interactions that can be considered negligible 1, 2 . Take, for example, a 2 3 design with a table of contrasts such as Table 1 . And from this expression we can deduce any response value depending on the remainder.
This procedure can be very useful when it is not possible to perform all the runs required by the chosen design, but it also has undesired consequences. It is straightforward to see that if 2 is the variance of the responses obtained from the experimentation, the variance of the estimated response will be 7 2 . We will discuss later how this fact affects the analysis of the significance of the effects.
Another problem with this procedure is that the estimation of missing values is not always possible. For example, if in a 2 3 design there were two missing values and the interactions and could be considered negligible, we would have 28 possible pairs of missing values and only the values of 16 of them could be estimated. Table 2 shows the contrasts associated with interactions and . Their expressions can provide a system of two equations with two unknowns to deduce, for example, the values of 1 and 2 ; however, this cannot be done to deduct 1 and 3 since the system of equations is inconsistent. In addition, when there is more than one missing response, the variances of the estimated values depend on which those responses are and also on the interactions used for their estimation. In Xampeny et al. 3 , it is shown that if in a 2 4 As ( + ) = ( ) + ( ) + 2Cov( , ) it immediately follows that Cov( , ) = 0.5 2 .
Xampeny et al. 4 provide recommendations on which runs to omit and how to estimate them when not all of them can be done for all two level 8 and 16 runs factorial designs containing contrasts formed only by interactions of three or more factors. When these recommendations, detailed in table 3, are followed, the effects are estimated with the following properties: 1) same variance for all of them, 2) minimum increase in variance compared to what would occur without missing values, and 3) minimum value of the correlation between effects.
This approach for saving runs has also disadvantages, and the objective of this article is to quantify them. This is done by simulation: a series of scenarios are proposed (varying the numbers and values of the significant effects) and, in each of them, we compare the number of errors made in the analysis of the importance of the effects when all the runs are available with the number of errors when some runs have been estimated following the recommendations in Table 3 .
Below are detailed which scenarios these are, the methods followed for the assessing the significance of the effects, the results obtained and, finally, the conclusions that can be drawn from this work. 
Simulation scenarios
To study the probabilities of error in the analysis of the significance of the effects, we have proposed a series of scenarios that aim to represent the most common situations that the experimenter can encounter. These scenarios consider that part of the effects are null: that is, that their values belong to a distribution of ( = 0; ). The rest have an average equal to Δ or a multiple of this value. With no loss of generality, = 1 is taken and, following the criteria of Ye et al. 5 , the values of Δ are called Spacing and they vary from 0.5 to 8 in increments of 0.5.
For 8 run designs, we consider the 4 scenarios that were already used by Fontdecaba et al. 6 to analyze the behavior of Lenth's 7 method.
And for 16 run designs we consider those that were used for the first time by Venter and Steel 8 , then later also by Ye et al. 5 and by Fontdecaba et al. 6 : For the missing values, we proceed as follows: From the values generated for the effects and an arbitrary value for the mean we calculate the response values. Then, the response values that are considered missing are replaced by their estimates -which are calculated through the established procedure in each case. then, by assessing their significance by means of their representation in a Normal Probability Plot (NPP) (Figure 1 , left), the effects that are truly different from zero (A, B and C) appear as significant and, therefore, in this case no error would be made.
From the values of the effects and with an average equal to 100 (arbitrary value), the following responses are obtained (in the standard order of the design matrix): By ignoring the existence of a certain correlation among the effects and excluding the ABC interaction whose equal to zero value has been forced and, therefore, does not represent the variability of the null effects, we have represented these values in NPP (Figure 1, right) , and only the effects A and C appear to be significant. Therefore, a type II error is committed, since in reality B is different from zero. For each design and for each number of missing runs, we select which ones to skip by following the recommendations in Table 3 . In each case, and for each scenario and spacing value, 10,000 situations are simulated; and for each one of those, the percentage of type I and type II errors that have been committed are determined. Table 4 summarizes the conditions under which the simulations are carried out. , and once all the experiments have been carried out, the results indicated in Table  5 are obtained. These values will be compared with those obtained when there are estimated response values. The problem lies in how to assess the significance of the effects automatically in such a way that it can be implemented in the simulation programs. This issue is dealt with in the following section.
Assessing the significance of the effects
Among the disadvantages involved in using estimated responses, first place is given to the great difficulty in assessing the significance of the effects. When all the runs have been carried out, this task can be done, as many software packages do, either using the variability of effects based on the values of those that can be considered null or by using the method of Lenth 7 . It also can be done manually representing the effects in a Normal Probability Diagram (NPP), a task that requires the analyst's judgment. An analysis of how some wellknown statistical software packages address the issue of assessing the significance of the effects can be found in Fontdecaba et al. 10 .
Neither of the three methods is appropriate in our case. The judgement by representing the effects in NPP cannot be automated. Nor can we estimate the variance of the effects using those considered null, since they have been used to deduct the missing values. And with respect to Lenth's method is based on if ~(0, ), then the median of | | is equal to 0.6475 and thus 1. ), from which is defined an interval of 0 ± · that contains the effects that are considered inert and where depends on the confidence level and number of effects being considered. The above only holds if effects are independent, which never occurs when there are missing values. In addition, if the effects whose values have been forced to zero are excluded, the probabilities of error increase rapidly when considering less than 7 effects. On the other hand, including effects whose values have been forced to zero decreases the , which also leads to major errors.
Hamada and Balakrishnan 11 discuss and compare a great variety of procedures for assessing the significance of the effects in factorial designs without replicas. From among all of them, we have chosen the Bayesian approach of Box-Meyer, since it is a recognized method that is not restricted to a specific number of effects and does not require independence. In addition, there is an R package that allows it to be applied automatically.
The method of Box and Meyer (1986 12 , 1993 13 ) considers the set of all possible models: 0 , 1 , ⋯ , that can be contemplated. The value of is equal to 2 − 1, with being the number of effects that are going to be analyzed. So for example, in a 2 3 design with factors , and , we will have = 127, with 0 being a model that does not include any significant effect until 127 , which includes the 7 effects considered: , , , , , and . This requires using the Bayes theorem to determine the probability of each model , given the response vector . In other words:
The calculation of ( ) is simple. If the total number of effects considered is , the probability that an effect is active is , and is the number of active effects in the model , then we have ( ) = (1 − ) − . The value of must be previously fixed. Box and Meyer propose the value of 0.25 and that is the one we have used.
For calculating ( | ), it is necessary to assign an a priori distribution for the values of the effects. Box and Meyer propose using (0, 2 2 ) , where the mean is 0 due to the direction of each effect being unknown a priori and the magnitude of the effect relative to the experimental noise is captured through the parameter . By also following the suggestion of these authors for each case, we have taken the value of that minimizes the probability that all effects are null. The expression of ( | ) and the details of deducing it can be seen in the Appendix of the second article of Box and Meyer 13 . Barrios 14 has developed the BsMD package for R 15 that allows determining the probabilities ( | ). By introducing the design matrix, the response vector and the values and , a list of models is obtained in order of their assigned probability. The effects that the model contains are those most likely to be taken as significant. 
Results in designs
As an a priori estimate of the proportion of active effects, we have used Box and Meyer's 13 recommended value of = 0.25. When we have a missing response value, forcing an effect to be null leads to think that the proportion of active effects will be greater. However, we have also tested with a value of = 0.30, and the results do not improve. Therefore, we have maintained the same value regardless of whether we have all the responses or there is a missing value.
Choosing the value of is more complicated. In their first article, Box and Meyer use a different metric that they call , which is related to in the form of
, where is the number of experiments that the design requires. After analyzing a set of cases in this first article, they observe that the values of vary between 2.7 ( = 0.89) and 18 ( = 6.35); so they propose using the value of = 10 ( = 3.52) , because it is a round number that represents approximately the average of the observed values. In their second article they propose choosing the value of that minimizes the probability of obtaining a model with all the effects null; and this is the criterion we have used.
To determine those values of , we simulated 1000 cases for each Scenario-Spacing combination, which identified for each case the value of that minimizes the probability that all effects are null. The value chosen for each Scenario-Spacing combination is the average of the 1000 values obtained. The calculations were made with the help of the BsSProb function included in the BsMD package of R that calculates the probability associated with each of the models that can be proposed. In each case, probabilities have been evaluated for 20 values of that are equidistant within the range of = 0.5 to = 10, which is wider than the one proposed by Box and Meyer in their first article. The values obtained are those we have used in our study, and they are shown in Table 6 . Instead of previously calculating average values of , we could have calculated its value in each case. However, we have verified that the best one obtained is not relevant and doing it in this way greatly extends the computing time, especially when working with 16 experiments in which for each value of it is necessary to calculate the probability of the 2 15 models that can be built. Figure 2 shows the obtained results and also includes -for reference -those of the Lenth method when there are no missing values. The differences are barely noticeable for type I errors and are not relevant for type II errors, especially when using the results of the Lenth method as a reference. 
The same procedure has been applied as for 2 3 designs. The value of = 0.25 has also been taken and the values of are the average of those obtained by performing 1000 simulations in each Scenario-Spacing combination. To find the value that minimizes the probability that all effects are null in this case, the range of values is 0. 5 to 8 (also slightly wider than the one proposed by Box and Meyer). The values obtained for are those listed in Table 7 . The results obtained (Figure 3) show that the percentage of type I errors increases, in general, when the number of missing values increases. However, it remains at values below 10%, except in the worst case of 5 missing values (Scenario 1), where it rises to around 15%. Regarding the proportion of type II errors, the increase is either not relevant or it even drops, except with 4 missing values, in which case it clearly increases. In scenario 4, a singular behavior occurs in which it remains above 80% even for high Spacing values, especially for 4 missing values.
Results in other designs
In 2 For 2 7−3 designs with a missing value ( Figure 5 ) the result is similar to the one we just discussed. 
Summary and conclusions
We have studied the increase in the probability of committing type I and type II errors in assessing the significance of the effects in 8 and 16 run designs when some properly selected runs have not been carried out and their responses have been estimated from the interactions considered null from scratch.
The only 8 run design with a suitable interaction is the 2 3 design. In it a missing response value can be estimated by clearing its value from the expression of the interactionwhich is considered null -equated to zero. The problem that arises is that the variance of the estimated value is greater than that of the values obtained directly from the experimentation; and this in turn causes a greater variance of the effects that, moreover, cease to be independent.
In 16 run designs there are more possibilities. The 2 4 allows to estimate up to 5 missing values since there are 5 interactions of 3 or more factors that can be considered null. In addition, the 2 6−2 design allows to estimate up to two missing values since it has two contrasts that only estimate interactions of 3 or more factors and the 2 7−3 design has one suitable contrast and thus allows the estimation of one missing value. In these cases, the variance of the missing values depends on which runs have been skyped as well as which interactions are used and how they are used to perform the estimation. Xampeny et al. 4 have identified which is the best strategy in each case, and that is the one that has been followed in this work.
One consequence of having estimated values is that it complicates the task of assessing the significance of the effects. The degrees of freedom that could be used to estimate the effect variance are used to estimate the missing values and, therefore, this method cannot be used. The conditions for applying Lenth's method are not met either, and therefore using it would lead to important errors. A good possibility that we have used in this paper is the Box-Meyer method.
Another consequence is the greater probability of error when assessing the significance of the effects. By analyzing simulations -in a wide variety of situations -of the proportion of type I and type II errors that have been discussed, our conclusions are:
 Estimating one response value, no matter which one, in 2 3 designs is barely noticeable in terms of the difference in the proportion of type I errors. For type II errors, the difference is slightly bigger but hardly relevant. The analysis also serves to show the good performance of the Box-Meyer method compared to Lenth design -the increase in the proportion of errors is indeed noticeable, especially in some scenarios and for certain spacing values.
George Box said 2 "do not rely on your results if you have too many missing observations. Usually, I would start to feel uncomfortable with the analysis when there was more than one missing observation in an 8-run experiment, or more than two observations missing from a 16-run experiment". Box refers to situations in which the number of runs has not been planned or there is a result suspected of being anomalous and which one prefers to disregard. Our results are consistent with this statement, and we can add that if one can choose the missing runs, up to 3 runs can be omitted in 16-run designs.
