Vacuum perturbations of the Kerr metric can be reconstructed from the corresponding perturbation in either of the two Weyl scalars ψ0 or ψ4, using a procedure described by Chrzanowski and others in the 1970s. More recent work, motivated within the context of self-force physics, extends the procedure to metric perturbations sourced by a particle in a bound geodesic orbit. However, the existing procedure leaves undetermined a certain stationary, axially-symmetric piece of the metric perturbation. In the vacuum region away from the particle, this "completion" piece corresponds simply to mass and angular-momentum perturbations of the Kerr background, with amplitudes that are, however, a priori unknown. Here we present and implement a rigorous method for finding the completion piece. The key idea is to impose continuity, off the particle, of certain gauge-invariant fields constructed from the full (completed) perturbation, in order to determine the unknown amplitude parameters of the completion piece. We implement this method in full for bound (eccentric) geodesic orbits in the equatorial plane of the Kerr black hole. Our results provide a rigorous underpinning of recent results by Friedman et al. for circular orbits, and extend them to non-circular orbits.
I. INTRODUCTION
Gravitational perturbations of the Kerr geometry are often studied within the null-tetrad framework of Newman and Penrose, using Teukolsky's formalism [1] . In this approach one does not work with the metric perturbation directly, but instead one considers the perturbations in the Weyl curvature scalars ψ 0 or ψ 4 as proxies. The perturbation equations governing these scalars are fully separable by means of a (spin-weighted) spheroidalharmonic and Fourier decomposition, and thus conveniently reduce to a set of decoupled ordinary differential equations. In some problems, however, one is interested in the metric perturbation itself. One such problem of contemporary interest is that of calculating the gravitational self-force acting on an orbiting particle [2, 3] , in which knowledge of the full local metric perturbation near the particle is required. In such problems one faces the challenge of metric reconstruction: Given the (harmonic modes of the) perturbation in ψ 0 or ψ 4 , how does one recover the corresponding metric perturbation?
A reconstruction procedure for vacuum perturbations was developed long ago in papers by Chrzanowski [4] and Cohen and Kegeles [5] , with further contributions from Wald [6] , Stewart [7] , and (more recently) Lousto and Whiting [8] ; in keeping with common nomenclature we shall refer to it here as the CCK procedure. The procedure yields a vacuum metric perturbation in (one of two) particular, traceless "radiation" gauges [cf. Eq. (A23)]. The reconstructed perturbation is determined only up to a 4-parameter family of Petrov type D vacuum perturbations [9] , representing (i) perturbations into Kerr geometries of a different mass or (ii) a different angular-momentum, and perturbations away from Kerr into (iii) Kerr-Newman-Tamburino-Unti (Kerr-NUT) or (iv) C-metric geometries. These perturbations are all stationary and axisymmetric. In the vacuum case, Kerr-NUT and C-metric perturbations are ruled out based on regularity [9] , but the mass and angular-momentum perturbations remain arbitrary within the CCK procedure. These two "missing" pieces of the metric perturbation must be determined separately [e.g., in the vacuum problem, through conditions imposed on the total ArnowittDeser-Misner (ADM) mass and angular momentum of the spacetime]. We shall refer to the task of fixing the missing pieces as the completion of the reconstruction procedure, and to the missing pieces themselves as the "completion" part of the perturbation.
The CCK procedure is no longer directly applicable in the non-vacuum case, with the root cause of complication being the inconsistency of the (traceless) radiation gauge condition with the linearized Einstein's equations when matter sources are present [10, 11] . Notably, in the presence of sources, the (mode-sum based) CCK procedure fails to return a valid solution not only within the matter region but also at vacuum points away from any sources [12] [13] [14] . With the self-force problem as a prime motivation, Ori [13] devised a reconstruction procedure for perturbations sourced by a point particle in a bound orbit around a Kerr black hole. Specifically, he prescribed the reconstruction of a (radiation-gauge) metric perturbation in the vacuum regions r > r p (t) and r + < r < r p (t), where r = r p (t) is the radial location of the particle and r = r + the horizon's radius; we hereafter adopt standard Boyer-Linquist coordinates {t, r, θ, ϕ}. Ori showed that the analytical extension of the solution from either vacuum region across r = r p (t) produces a string-like gauge singularity that extends radially from the particle into the opposite vacuum domain.
Later, Friedman, Keidl, Shah (FKS) and collaborators [15] [16] [17] [18] prescribed an alternative reconstruction, specialized to circular equatorial orbits of radius r = r 0 , in which the singularities were replaced with a gauge dis-continuity (and a delta function) on the sphere r = r 0 .
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The procedure was recently generalized by Van de Meent and Shah to any bound equatorial orbits [19] , using the method of extended homogeneous solutions [20] . Motivated by these developments, Pound et al. [14] obtained a rigorous formulation of the self-force, complete with a practical mode-sum calculation formula, starting from a reconstructed metric perturbation in either Ori's or FKS's approach.
The self-force formulation of Ref. [14] assumes that one knows how to complete the metric reconstruction; in general, the completion piece has an important contribution to the local self-force experienced by the particle. However, how to obtain the completion piece remains an open problem, in general. 2 Keidl et al. show, in [15, 16] , that Kerr-NUT and C-metric perturbations must be excluded for regularity reasons even in the particle case; and they derive the remaining, physical completion piece in the case of circular equatorial geodesic orbits. However, their calculation is restricted to that class of orbits, and their method relies on certain assumptions that are yet to be confirmed (see below). Our goal here is to describe a general, rigorous method for deriving the completion piece for bound orbits in Kerr geometry, and we will go on to implement it for generic (bound) orbits in the equatorial plane. We will thereby confirm and extend the results of Keidl et al., and supply a necessary ingredient to enable self-force calculations from a reconstructed metric.
For a particle in a bound orbit, the task of completion takes the following simple form. Let S + and S − denote, respectively, the two vacuum regions r > r p (t) and r + ≤ r < r p (t), and let h rec± αβ represent the piece of the metric perturbation obtained by applying the reconstruction procedure in the respective domains S ± (with the usual, retarded boundary conditions). We refer here specifically to an FKS-like "no-string" reconstruction (as implemented most recently in [19, 21, 22] ), in which h rec± αβ are each regular in their respective vacuum domains. The full, completed metric perturbation in each of S ± is given by
where h comp± αβ are the completion pieces in the respective domains. The latter have the form
where E ± and J ± are constant coefficients (depending only on the details of the orbit), and h αβ are 1 The irregularity of the FKS reconstructed metric on the sphere r = r 0 was highlighted in Ref. [14] , referring to the FKS gauge as the "no-string" gauge. 2 The two recent numerical implementations of the Pound et al.
formulation-by Merlin and Shah [21] in Schwarzschild and by Van de Meent [22] in Kerr-apply the completion determined in the current paper.
certain homogeneous, stationary and axisymmetric perturbations representing, respectively, mass and angularmomentum perturbations of the Kerr geometry. These two perturbations can be readily written down in analytic form (fixing the gauge and the overall normalization), as we do in Eqs. (88) and (89) below. The problem of completion thus reduces to that of determining the values of the four coefficients E ± , J ± . In fact, E + and J + may be readily deduced from global conditions on the total mass and angular-momentum contents of the system (this will be described in Sec. VI), so the problem further reduces to that of determining E − and J − alone, or, equivalently, the two differences
In this work we propose and implement a new strategy for determining [E] and [J ] . The basic idea is as follows. Let S represent the (2+1-dimensional) surface r = r p (t) that is the interface between S + and S − . The particle's orbit traces a timelike curve γ in S, and we letŠ := S − γ, i.e.Š is the part of S excluding the particle's orbit. Our strategy is based on the expectation that gauge-invariant fields constructed from the full, physical perturbation must be smooth everywhere but on the particle, and, in particular, they must be smooth oň S. Thus, we construct a suitable set of (real) invariant fields I ± n (n = 1, 2, . . .) corresponding to the full perturbation h ± αβ , and require that I + n = I − n onŠ, for each n. This continuity requirement translates to a set of simple algebraic equations for [E] and [J ] , which are then solved. Since there are two unknowns, we require two independent matching conditions. This can be achieved by imposing I + n = I − n for a pair of independent invariants (say I 1 and I 2 ) at an arbitrarily chosen point ofŠ; or, possibly, by imposing continuity of a single invariant (say I 1 ) at two different longitudinal points ofŠ. We shall confirm that the two procedures give identical results, and, indeed, that they each automatically guarantee the continuity of all invariants I n on the entire surfaceŠ.
Since the completion piece h comp± αβ is stationary and axisymmetric, in the above calculation we need only concern ourselves with the stationary and axisymmetric piece of h ± αβ . Since h comp± αβ is given in a simple analytic form, the main calculation task, therefore, is to derive the stationary and axisymmetric piece of the reconstructed metric h rec± αβ . The reconstruction procedure yields individual multipole (ℓ-)modes of h rec± αβ , and the main challenge is in the evaluation of the sum of multipole contributions. We show how this can be done analytically. In fact, the stationarity and axial symmetry of the relevant perturbation enable us to perform the entire calculation analytically, even for non-circular orbits.
We note the distinction between the task of completion and the (more ambitious) task of constructing a metric perturbation h αβ in a gauge in which it is globally smooth (except on the particle). Even after completion, our perturbation will in general fail to be continuous onŠ. This discontinuity can, in principle, be removed with a suitable gauge transformation, but here we do not pursue this additional task of "gauge regularization". Whether a gauge regularization is required in practice depends on the particular application, and sometimes it suffices to gauge-regularize only some relevant piece of the perturbation; we shall discuss a few examples in the concluding section of this paper. We intend to present a systematic treatment of gauge regularization in a future work.
Finally, we note that our calculation, and the completion perturbation that comes out of it, apply specifically for a reconstruction done in the so-called "ingoing" radiation gauge [see Eq. (A23)]. To determine the completion for a reconstruction in the companion "outgoing" gauge would require a separate calculation, which we have not carried out (though we expect it to be entirely analogous to the calculation presented here).
The structure of this paper is as follows. In Sec. II we present our set of auxiliary gauge-invariant quantities I n . In Sec. III, as a warm-up exercise, we perform our completion calculation and determine [E] and [J ] for circular geodesic orbits in Schwarzschild spacetime. Section IV extends the calculation to circular equatorial geodesic orbits in Kerr spacetime, and Sec. V extends it further to all bound (eccentric) geodesic orbits in the equatorial plane in Kerr. In Section VI we use asymptotic analysis at spatial infinity in order to determine the completion amplitudes E + and J + , and consequently, using our nowknown values of [E] and [J ], also the amplitudes E − and J − . Section VII contains a summary and a discussion of remaining issues and generalizations. Some of the technical details of our calculation are relegated to appendices.
Our conventions for the Newman-Penrose formalism and for the reconstruction procedure follow those of Ref. [19] . In particular, we adopt the metric signature −+++ (unlike, e.g., FKS and much of the early Newman-Penrose literature). For convenience, we give in Appendix A a full review of vacuum reconstruction using our conventions. We use geometrized units with G = c = 1 throughout.
In the rest of this introduction we review previous attempts at the completion problem, and describe some other relevant work. We highlight the way in which our method differs from that of earlier work.
A. Survey of previous, related work
An initial investigation of the completion problem for particle sources was carried out by L. Price (unpublished thesis, [10] ). Specializing to a Schwarzschild background, Price attempted to determine the completion piece through the requirement that h comp+ αβ matched smoothly with h comp− αβ onŠ (allowing for arbitrary gauge transformations on either sides of the surface). In Kerr, this procedure only makes sense under the unproven assumption that the reconstructed part h rec αβ is itself smooth onŠ (up to a gauge transformation). In our method we instead impose continuity (up to gauge) of the full (completed) perturbation, so need not resort to making such an assumption. Also, as described above, we impose continuity of certain invariant fields and not of the (gauge dependent) metric perturbation. This way we evade the arduous task of gauge regularization, which is unnecessary for the sole purpose of determining h comp αβ . In their series of papers pioneering the radiation-gauge approach to the self-force, FKS have tackled the problem of determining the completion piece for circular geodesic orbits in the equatorial plane (first in Schwarzschild [15] [16] [17] and later in Kerr [18] ). Their treatment invokes the Komar definitions of energy and angular momentum as applied to the stationary and axisymmetric piece of the perturbed spacetime: The amplitudes E ± and J ± are determined (essentially) by fixing the Komar mass and angular momentum of the perturbed spacetime at r → ∞ and on the black hole's horizon. It is implicitly assumed, however, that the reconstructed piece h rec αβ has no contribution to the Komar quantities. This is readily justified in the Schwarzschild case, where the mass and angular momentum content of the perturbation is contained entirely in its monopole and dipole modes (which have no contribution from h rec αβ ). But, to the best of our knowledge, the assumption remains unproven in the Kerr case. The calculation to be presented in the current paper will indirectly establish the validity of FKS's assumption.
In a slightly different context, Dolan and Barack [23] 3 recently discussed an alternative method for determining the mass and angular-momentum content of an arbitrary region of perturbed space, building on work by Abbott and Deser [24] . The Abbott-Deser formulation relies only on the existence of time-translation and rotational Killing symmetries in the background spacetime, and is thus applicable to a general perturbed Kerr geometry. The method prescribes certain conserved quantities (one for each background Killing field), which are constructed from the metric perturbation and its first derivatives, integrated over a closed 2-surface on a spacelike hypersurface. This provides a quasi-local definition of the energy and angular-momentum content of the volume enclosed within the surface, which can be shown to coincide with standard definitions (e.g., ADM's) in the appropriate limits. One can imagine using this method to determine the completion amplitudes E ± and J ± by fixing the Abbott-Deser mass and angular momentum of the completed perturbation at infinity and on the horizon. We have attempted this approach, but found the necessary surface integrals, and summation over modes, very hard to evaluate in practice (except at infinity). Thus, we have not been able to use this method for determining E ± and J ± . Nonetheless, we think that, with some further development, the approach may provide a viable alternative to (and a check on) our method.
An essentially equivalent completion problem was recently studied by Sano and Tagoshi, who considered the stationary and axisymmetric configuration of a rotating circular mass ring around a Schwarzschild [25] or a Kerr [26] black hole. Their analysis, like ours, seeks to obtain [E] and [J ] from continuity conditions imposed outside the matter source. However, Sano and Tagoshi do not employ gauge-invariant quantities as in our method, and instead require continuity of the metric perturbation and of the (gauge dependent) Weyl scalars ψ 1 , ψ 2 and ψ 3 . In their construction, the completed metric perturbation and Weyl scalars are smooth on the sphere r = r 0 (where r 0 is the ring's radius), off the ring itself, but are singular on the equatorial plane outside the ring. Due to the remaining singularity, it remains unclear whether the prescribed completion is unique. As we will demonstrate in the current paper (for a point particle source), the completion is determined uniquely by looking at invariant quantities that must be smooth everywhere in the vacuum region.
II. AUXILIARY GAUGE INVARIANTS
In this section we prescribe several useful gaugeinvariant quantities I n (h αβ ) (n = 1, 2, . . .) constructed from a generic metric perturbation h αβ given in an arbitrary gauge. Each of the fields I n is a (real-valued) differential functional of the metric perturbation, involving at most third derivatives of h αβ . Our invariants (unlike the "radiative" Weyl scalars ψ 0 and ψ 4 ) encode information about the mass and angular-momentum content of the perturbation, in a way that makes them useful for our purpose of determining the completion piece-as will be described in subsequent sections. Our construction assumes a Kerr background with mass parameter M and spin parameter a = 0. The Schwarzschild case, a = 0, requires a separate treatment and will be considered in subsection II A.
Of the five (complex) Weyl curvature scalars [see Eq. (A8) for definitions, and Appendix A for a review], only ψ 2 is nonzero in the background Kerr geometry:
where
and hereafter a superscript '(0)' denotes the background value of a field defined in the perturbed spacetime. The linear perturbation of ψ 2 , which we denote by ψ
2 , is gauge-dependent. Under a first-order gauge transformation
where a comma denotes partial differentiation.
Our construction is based on identifying a reference gauge in which the linear perturbation of ψ 2 vanishes: ψ (1) 2 = 0; we hereafter use an overtilde to indicates values in the reference gauge. 4 For a perturbation h αβ in some given (but arbitrary) gauge, letξ be the generator of a transformation to the reference gauge. By our definition of the reference gauge,ξ satisfies
where, on the right-hand side, ψ 
where Φ := ψ
2 /(3M ̺ 4 ). This prescribes the gauge transformation from an arbitrary original gauge to our reference gauge; the componentsξ t andξ ϕ remain arbitrary. An important consequence is that the conditioñ ψ = 0 can be said to fix the reference gauge, up to gauge transformations in the tϕ plane. Now consider the componentsh αβ of the metric perturbation in the reference gauge. Four of the components, namelyh rr ,h rθ =h θr andh θθ , are completely determined byξ r andξ θ (independently ofξ t andξ ϕ ): We haveh (9) is, implicitly, a linear combination of the metric perturbation h αβ and its first, second and third derivatives. This can be made explicit using Eq. (8) and the second-order differential operation that produces ψ αβ ). 4 Our reference gauge has been employed at least once earlier in the literature (for a different purpose)-see Sec. 82 of Chandrasekhar's monograph [27] .
Note further that the values of the componentsh ab are completely fixed (because the reference gauge is fixed up to transformations in the tϕ plane, which, however, do not affecth ab ). In other words, the right-hand side of Eq. (9) describes gauge-invariant combinations of the perturbation h αβ and its derivatives. There is one such invariant combination for each componenth ab , i.e., three independent invariants in total:h rr ,h θθ and (say)h rθ . It may sound confusing that components of the metric perturbation in a particular gauge are said to be gaugeinvariant. To avoid such confusion, it is useful at this point to dispose with the notion of a reference gauge and simply think ofh ab as gauge-invariant functionals of h αβ , i.e., the metric perturbation in an arbitrary gauge. To reinforce this perspective, we introduce the renaming
and recall that the fields I n are constructed from h αβ using Eqs. (8) and (9) . It is straightforward to confirm the gauge invariance of I n (h αβ ) with a direct calculation, as follows. Under an arbitrary gauge transformation x α → x α + ξ α , the relevant components of the metric perturbation in the original gauge transform according to h ab → h ab + δ ξ h ab , with
where we have again used Γ 
The quantitiesh ab in Eq. (9) transform, in turn, ash ab → h ab + δ ξhab , with
where δ ξξc is the gauge change inξ c , and we have once more used Γ (0)t
2 , which, combined with Eq. (12), then gives
This equation admits a unique solution for the two components δ ξξ a , given by δ ξξ a = −ξ a . Hence also
Substituting from Eqs. (15) and (11) into (13) gives
which establishes the invariance of I n under arbitrary gauge transformations. 
2 ),
which coincides with the a = 0 reduction of the general Kerr value given in Eq. (8) . We see that, in the Schwarzschild case, the reference gauge is fixed only up to arbitrary transformations in the space spanned byξ t ,ξ θ andξ ϕ . However, there is still a certain component of the metric perturbation in the reference gauge that is completely determined byξ r alone, namelyh
whereξ r = (1 − 2M/r) −1ξr and we have used Γ γ rr = 0 for γ = t, θ, ϕ in the Schwarzschild case. The gauge invariance ofh rr follows in exactly the same way as in the Kerr case.
For our completion calculation we shall require two auxiliary invariants. Sinceh rr is the only invariant component ofh αβ , we must look elsewhere. Fortunately, a second useful invariant immediately suggests itself in the Schwarzschild case, and has already been mentioned: the field Im(δψ (1) 2 ) itself. Thus, for our completion analysis in Schwarzschild, we shall utilize the two invariants
Note that, in the Schwarzschild case, our I 2 involves only up to second derivatives of the original metric perturbation h αβ . The invariant I 1 , and all three of our invariants in the Kerr case, involve up to third derivatives.
III. CIRCULAR ORBITS IN SCHWARZSCHILD SPACETIME
We start, in this section, by calculating the completion piece of the metric perturbation for a configuration consisting of a circular geodesic orbit around a Schwarzschild black hole. This will serve to illustrate (and test) our method in a relatively simple setting.
Thus, we consider a particle of mass µ moving in a circular geodesic orbit of radius r = r 0 around a Schwarzschild black-hole of mass M ≫ µ. The gravitational self-force acting on the particle is ignored. Without loss of generality, we let the orbit lie in the equatorial plane, θ = π/2. The particle's energy-momentum is given by
αβ ) = −r 4 sin 2 θ, x µ p (τ ) denotes the particle's worldline (parametrized by proper time τ ), and u α := dx α p /dτ is the particle's 4-velocity. For our circular equatorial orbits, this reduces to
where Ω = u ϕ /u t is the particle's angular velocity. The conserved energy and angular momentum along the geodesic are, respectively,
where u α = g
αβ u β . The surface S defined in the introduction is now the (2+1-dimensional) sphere r = r 0 , and (in what is a slight redefinition) we useŠ to denote S minus the (1+1-dimensional) equatorial ring (r, θ) = (r 0 , π/2). We use superscripts '+ ′ or '− ′ to denote fields defined on r > r 0 or r < r 0 , respectively, or otherwise quantities defined through the respective limits r → r + 0 or r → r − 0 . Our workplan is as follows. In Sec. III A we (analytically) solve the relevant Teukolsky equation to obtain the stationary and axisymmetric piece of the Weyl curvature scalar ψ 4 . This is the starting point for a CCK procedure, which we apply in Sec. III B. The end product is h rec± αβ -the "reconstructed" piece of the metric perturbation on either side of S, and we also obtain the piece ψ 
A. Stationary and axisymmetric piece of ψ4
The stationary and axisymmetric (SAS) piece of ψ 4 can be expressed as a sum over multipole-mode contributions, in the form
where s Y ℓm are spin-weighted spherical harmonics-see Appendix A for a definition and how to express them in terms of ordinary (s = 0) spherical harmonics. The factor r −4 is conventional. Mode by mode, the functions R ℓ (r) satisfy the radial Teukolsky equation
which is the a = 0, ω = 0 = m reduction of Eq. (A13). Here
and
where we have introduced
For our circular-orbit configuration, the source T ℓ is the distribution
obtained from the general expression (A11) with the energy-momentum (21) as input. Here a prime denotes a derivative with respect to the argument, and the factor ∆ 2 has been pulled out for later convenience [specifically, to simplify the appearance of Eq. (34) below]. The coefficients s ℓ n (r 0 ) work out as
where ∆ 0 := ∆(r 0 ) = r 0 (r 0 − 2M ), primes denote d/dθ, and all angular functions are evaluated at θ = θ 0 = π/2. Two linearly independent homogeneous solutions to Eq. (24) are
where P m ℓ and Q m ℓ are associated Legendre functions of the first and second kinds, respectively, and the normalization factors (M λ 2 ) −1/2 were inserted so as to render the Wronskian,
ℓ-independent. To construct the physical inhomogeneous solution to Eq. (24), we need to consider the asymptotic behavior of R ± ℓ at infinity, r → ∞, and at the event horizon, r = 2M . For stationary physical perturbations, r 4 ψ 4 should fall off at infinity at least as 1/r, and ∆ −2 ψ 4 should be regular (smooth) across the horizon.
5 An inspection reveals that, for any ℓ ≥ 2, the solution R (24) admits a unique inhomogeneous solution that is regular both at infinity and on the horizon (and anywhere else, except at r = r 0 ). It is given by
Substituting for T ℓ from Eq. (28) and evaluating the integrals, we obtain the distributional form (33) where Θ(·) is the Heaviside step function, and the coefficients are
; (34) the explicit form of C δ ℓ (r 0 ) will not be needed in our analysis.
The metric reconstruction procedure to be applied below will not require the full distributional solution (33), but, following FKS's method, only the "one-sided" functions
which coincide with R ℓ in the respective vacuum domains S ± (recall S + and S − represent the regions r > r 0 and 5 The form of the regularity condition for ψ 4 at the horizon comes from assuming regularity of the Weyl curvature tensor (in regular coordinates) and taking into account the singular behavior of the Boyer-Lindquist tetrad; see, for example, Section V. of [28] .
2M ≤ r < r 0 , respectively). The corresponding onesided solutions for ψ
B. Metric reconstruction and perturbation in ψ2
Given the fields ψ ± 4ℓ (r, θ; r 0 ), we proceed following FKS's procedure to reconstruct the metric perturbations h rec± αβ in the corresponding domains S ± . (We hereafter omit the label 'SAS' for brevity, but it should be clear that throughout the analysis we restrict attention to the SAS sector of the perturbation.) For no particular reason, we choose to reconstruct the metric in the so-called "ingoing" radiation gauge [see Eq. (A23) for a definition]. As usual, the reconstruction is done mode-by-mode, and follows three steps. In the first step, given ψ . It admits the multipole expansion
and satisfies the homogeneous Teukolsky equation with s = −2, as well as the differential equation
which is the relevant reduction of Eq. (A25). Here an overbar denotes complex conjugation, 6 andð is the "spinlowering" angular differential operator, given explicitely in Eq. (A21b). The action ofð on a spin-s spherical harmonic is described in Eq. (A22b). We noteΨ ± admits the multipole expansion
6 Note that ψ SAS± 4 and Ψ ± are complex quantities even for our stationary perturbation, owing to the source coefficients s ℓ 0 and s ℓ 1 of Eq. (29) being complex-valued.
which is obtained by taking the complex conjugate of Eq. (37), noting the symmetry
Substituting from Eqs. (36) and (39) into Eq. (38), and using (A22b) and the orthogonality property of −2 Y ℓ0 , one arrives at the simple algebraic relation
An explicit expression for Ψ ± is then obtained by combining Eqs. (30), (34), (35), (40) and (37). Note that the above procedure picks out a particular solution of the differential equation (38); other solutions of that equation are effectively ruled out by the condition that Ψ ± is of a pure spin −2 (i.e., that its angular part satisfies the angular part of the s = −2 Teukolsky equation). It can be checked with an explicit calculation (see, e.g., [25] ) that no other solution of (38) satisfies the additional requirement of being a solution to the relevant Teukolsky equation.
Next, we turn to the metric perturbation h rec± αβ . Its reconstruction from Ψ ± is prescribed in Eq. (A24) of Appendix A, which, in our problem, and for the rr component relevant to us, reduces to
Recalling thatΨ ± is of spin +2, we see that the reconstructed component h ± rr is of a pure spin zero, as expected (of this particular component, in the Schwarzschild case). Substituting from Eq. (37) and using (A22b) and (40) we get, more explicitly,
(42) We further need the perturbation ψ corresponding to h rec± αβ . This can be readily calculated from the full reconstructed perturbation h rec± αβ , but, to save us the need to obtain other components of the perturbation (in addition to rr), we can take advantage of the relation (A26), which conveniently gives ψ (1) 2 directly in terms of the Hertz potential Ψ. Specialized to stationary perturbations in Schwarzschild, the relation reduces to
We find that the action ofð 2 on the right-hand side once more produces a spin-0 quantity, as expected. Substituting from Eqs. (37), (A22b) and (40), we obtain , we now proceed to deriving the "reconstructed" pieces of each of the two invariant fields {I 1 , I 2 } Schw on each of the two domains
}, respectively. The field I rec± 1 is obtained using Eqs. (17) and (18) . We find
where we have substituted for ψ To proceed, we recall that it is not the invariants I rec± n themselves we are interested in here, but rather their difference across S,
We have found that a great deal of simplification occurs if one evaluates the difference prior to the summation over ℓ (and in Appendix B we establish that such an interchange of summation and limit is mathematically legitimate in our case). The simplification owes itself to the following set of identities, which are satisfied mode by mode for each ℓ ≥ 2:
(omitting subscripts ℓ and relocating the ± for improved readability). Here, the first identity is the Wronskian relation of Eq. (31) , and the third identity is obtained by replacing R ′′ ± in favor of R ′ ± and R ± using Teukolsky's equation (24) . Other relations are readily obtained by differentiating lower-order identities and again using Teukolsky's equation. Thanks to these relations, the jumps [I With the aid of (48), and substituting the explicit values of the source coefficients s ℓ n from Eq. (29), we now
where use has also been made of the relations
[derived using (A22b)] in order to express s = −2 harmonics and their derivatives at θ 0 = π/2 in terms of standard (s = 0) spherical harmonics and their derivatives there. The mode sums in Eqs. (49) and (50) are readily evaluated in distributional form using the completeness relation
and term-by-term derivatives thereof with respect to θ 0 . With the sums thus evaluated (and setting θ 0 = π/2), Eqs. (49) and (50) reduce to
where distributional contributions with support only on the particle have been omitted. That such an omission is justified, for our purpose, is shown in Appendix B. We see that the contribution from the reconstructed metric to the invariant quantities I 1,2 has a finite discontinuity at r = r 0 , even away from the particle's location. We further notice that the discontinuity in I rec 1 is purely monopolar (θ-independent), while the discontinuity in I rec 2 is purely dipolar. Below we will establish that both discontinuities can be removed with a suitable choice of the perturbation's completion piece.
D. Completion piece
We write the completion piece of the metric perturbation as a sum of mass and angular-momentum perturbations, as in Eq. (2), copied here for easy reference:
As usual, ± indicates values in the corresponding domains
αβ are homogeneous perturbations that represent trivial variations of the background geometry with respect to its mass and angular momentum parameters, as prescribed below; each is a solution of the linearized vacuum Einstein's equations. The constant amplitude coefficients E ± and J ± are to be determined. Following [10] , we choose to construct h (δM) αβ and h (δJ) αβ in a "Boyer-Lindquist" gauge, using
αβ is the Kerr metric, parametrized by mass M and angular-momentum J = aM , and the partial derivatives are taken with fixed Boyer-Lindquist coordinates. Explicitly,
and all other independent components vanish. Our goal now is to calculate the contribution from h comp± αβ to the two invariants I ± 1,2 , which we shall call I comp± 1,2 . We start with the perturbation in ψ 2 , which can be derived either from the perturbation in the Weyl curvature associated with (57) (making sure to take into account the perturbation in the null tetrad); or, much more simply, by varying ψ (0) 2 in Eq. (4) with respect to M (at fixed J = aM and r) and with respect to J (at fixed M and r). Either way, the result is
from which we obtain, using (17) , (18) , and (19) successively, with ψ
2 replaced with ψ
The jumps across S, defined as in (47), are thus 
for θ = π/2, where we have substituted from Eqs. (53) and (60). We immediately find
Namely, the jumps [E] and [J ] are simply the conserved energy and angular momentum of the particle's geodesic orbit. Let us make a few simple observations. First, it is evident from Eqs. (53) and (60) ] share the same dependence on the angle θ. This means that imposing the continuity condition [I n ] = 0 at any particular value of θ( = π/2) automatically guarantees continuity across the entire of S. That this is the case is an important consistency test for our method and calculation. (This test appears somewhat trivial in the Schwarzschild case; it will take a less trivial form in Kerr, as we shall see.) One should be able to check that, with our chosen completion, the full invariant fields I n = I rec n + I comp n are not only continuous but also smooth acrossŠ. They are, in fact, smooth everywhere outside the black hole, except (possibly) on the ring (r, θ) = (r 0 , π/2) containing the particle.
Second, as it turned out, our specific choice of auxiliary invariants was such that [ Third, and most important, we see that the jumps [E] and [J ] are completely and uniquely determined by imposing the field equations with usual regularity conditions (i.e., that geometrical invariants should be regular anywhere outside physical singularities). This conclusion carries over to the Kerr case, to be considered in subsequent sections. However, the individual amplitudes E ± and J ± remain undetermined: One can always add arbitrary homogeneous mass or angular-momentum perturbations without violating either the field equations or regularity.
To fix E ± and J ± requires additional information, alluding to suitable notions of "mass" and "angular momentum" defined in the full perturbed spacetime. Given such notions, one can fix the amplitudes E ± and J ± in a number of ways. For instance, prescribing the total mass and angular momentum of the perturbed spacetime (as measured at spatial infinity) should fix E + and J + , with the amplitudes E − and J − then determined from the known jumps [E] and [J ] . Or, alternatively, prescribing the mass and angular momentum of the black hole (as measured on the horizon) should fix E − and J − , with E + and J + now determined from the known jumps. The first route seems advantageous in that it requires only global notions of mass and angular momentum. However, even following that route, one would ideally wish to have a supplementary semi-local notion of mass and angular momentum in order to verify that the completed geometry in the inner region S − corresponds to that of a black hole with the desired properties (in our case, a Schwarzschild black hole of mass M ). In Sec. VI we will employ the Abbott-Deser notion of quasi-local mass and angular momentum, in combination with our results for [E] and [J ], in order to determine the individual amplitudes E ± and J ± (in the more general Kerr case).
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It should be said that, in the Schwarzschild case considered above, the completion amplitudes may also be determined from a simple argument, as follows. Thanks to the spherical symmetry of the Schwarzschild background, multipole modes of the metric perturbation are globally well defined (in terms of tensorial spherical harmonics) and satisfy decoupled evolution equations. Mass and angular momentum perturbations of the Schwarzschild geometry have a pure monopolar and dipolar profile and are entirely contained in the ℓ = 0, 1 modes of the metric perturbation. Crucially, the (Teukolsky) ℓ-mode ψ 4ℓ can be be shown to contribute, via the reconstruction procedure, only to the corresponding (tensor-harmonic) ℓ-mode of the metric perturbation. It follows that the reconstructed piece h rec αβ , which is made up of ℓ ≥ 2 Teukolsky modes only, adds no contribution to the mass and angular momentum of the full (retarded) perturbation h αβ .
8 This is true in both S + and S − . The entire contribution to the mass and angular momentum of h αβ is contained in the completion piece h comp αβ . If we then impose that the black hole has a mass M and no spin, we immediately find h comp− αβ = 0, i.e.,
From (3) and (63) it then follows that The above argument does not work in the Kerr case, where multipole modes of the perturbation couple, the contribution from each individual Teukolsky ℓ-mode spreads over infinitely many tensorial ℓ-modes of the reconstructed metric perturbation, and mass and angular momentum perturbations do not have simple monopoledipole structures (except in the limit r → ∞). Under these circumstances, it may appear unlikely that the above results-in particular, E − = 0 = J − -should carry over to Kerr. In the proceeding sections we will establish that this, remarkably, is precisely the case.
IV. CIRCULAR EQUATORIAL ORBITS IN KERR SPACETIME
As a first generalization of the above analysis, we now replace the background geometry with that of a Kerr black hole of mass M ≫ µ and spin parameter a, and consider the completion problem for a particle of mass µ ≪ M moving on a circular geodesic of radius r = r 0 in the equatorial plane (θ = π/2) of the black hole. The particle's energy-momentum again takes the form (21), with conserved energy E = −µu t and angular momentum L = µu ϕ that are now given explicitly by
with v := M/r 0 andã := a/M . Our convention is that a > 0 (a < 0) refers to prograde (retrograde) orbits, i.e. the orbital angular momentum being aligned (antialigned) with the black hole's spin direction.
Our completion procedure will follow closely and generalize that of the Schwarzschild case, and many of our intermediate results can be checked against their Schwarzschild counterparts by setting a = 0. To enable this, and for notational simplicity, we use the same notation for the various Kerr quantities (like E and L above) as for the Schwarzschild quantities they generalize, overriding the notation of Section III.
A. Stationary and axisymmetric piece of ψ4
For a generic perturbation in Kerr, the Teukolsky equation governing the Weyl scalar ψ 4 is only separable in terms of (spin-weighted) spheroidal-harmonic functions, which are frequency-dependent. However, for the purely SAS perturbations of relevance to us here, the spheroidal harmonics reduce to (spin-weighted) spherical harmonics, and Teukolsy's equation becomes separable in terms of s Y ℓ0 (θ), just as in the Schwarzschild case. More precisely, the master equation for ψ SAS 4 is separable using
where [recall Eq. (5)] ̺ = −(r − ia cos θ) −1 . The modal radial functions R ℓ (r) then satisfy the radial Teukolsky equation (24), where now
The source T ℓ (r; r 0 ) again has the form (28), but with the coefficients s ℓ n (r 0 ) now given by
Here we have introduced
where n α andm α are two of the legs of the Kinnersley null tetrad (A4) (here evaluated on the orbit), and u t is the t component of the particle's four-velocity, given explicitly by
It can be checked that (69) reduces to the Schwarzschild expressions (29) for a = 0. A suitable basis of radial homogeneous solutions, generalizing that of (30) to Kerr, is
where κ := √ M 2 − a 2 , and the normalization is such that the Wronskian, defined as in Eq. (31) 
B. Metric reconstruction and perturbation in ψ2
We start by introducing the one-sided Hertz potentials Ψ ± , whose axially-symmetric parts are each required to satisfy the s = −2 vacuum Teukolsky equation as well as an "inversion" formula, which now reads
We (39) . Proceeding as in the Schwarzschild case to solve for the modal functions Ψ ± ℓ , one arrives at the unique solution
whose simple form is identical to that of its Schwarzschild counterpart (40). The total (complex-conjugated) Hertz potentials on either sides of r = r 0 are thus
where R
. Specializing the reconstruction formula (A24) to a SAS perturbation in Kerr gives, after some manipulation,
Here the operatorð s := − (∂ θ + s cot θ) is the usual spinlowering operatorð whenever it acts on s Y ℓ0 (θ). Note, however, how in Eqs. (76)-(78) the reconstructed metric components fail in general to be of a pure spin, due to the dependence of ̺ and̺ on θ [this dependence disappears only in the Schwarzschild case, where all three components become manifestly pure-spin (s = 0, 1, 2, respectively), with (76) reducing to (41)]. As for ψ
(1)rec± 2 , the reduction of Eq. (A26) to a SAS perturbation yields
In the Schwarschild limit the last two terms drop (note ̺ ,θ = ia̺ 2 sin θ) and Eq. (43) is recovered.
C. Auxiliary invariants
The fields I rec± n (n = 1, 2, 3) are now obtained as sums over ℓ-modes by substituting (75) in Eqs. (76)-(79) and then using Eqs. (8)- (10) . The outcome has the form
where parenthetical superscripts denote differentiation with respect to the argument. The coefficients f njk (r, θ) and g njk (r, θ) are certain real-valued, ℓ-independent functions that are simple but many, so we will not list them here but rather proceed directly to evaluating the jumps [I 
where Λ ℓk := {1, λ −1
2 } respectively for k = {0, 1, 2, 3}, and we have used the fact that −2 Y ℓ0 ≡ +2 Y ℓ0 . The coefficient h njik (θ; r 0 ) are smooth (except, possibly, at the poles) and independent of ℓ; they are simple but numerous so we will not list them here. We find it more convenient here to work directly with spin-2 spherical harmonics rather than re-express them in terms of spin-0 harmonics as we did in the Schwarzschild case.
The four sums over ℓ in Eq. (81) (one for each k) can now be evaluated explicitly via term-by-term differentiation of the completeness relation
and the summation formulas
Here θ > := max{θ, θ 0 } and θ < := min{θ, θ 0 }. A derivation of (83) and (84) is presented in Appendix C, and (85) follows directly from λ
With the sums over ℓ (and k) in Eq. (81) now explicitly evaluated, we next drop all terms proportional to δ(cos θ − cos θ 0 ) and derivatives thereof (cf. Appendix B once more for a justification), and algebraically simplify the resulting expressions using computer algebra. The final results are remarkably simple:
where Σ 0 := Σ(r 0 ) = r 
D. Completion piece
The completion piece of the metric perturbation again has the form (2), with amplitudes E ± and L ± to be determined on either sides of S. The homogeneous perturbations h 
with all other components vanishing. The corresponding perturbation in ψ 2 on S ± is
and the contributions to our auxiliary invariants work out to give
with I comp± 3 ≡ 0. Thus are simply the conserved energy and angular momentum of the particle's geodesic orbit, just as in the Schwarzschild case.
V. ECCENTRIC EQUATORIAL ORBITS IN KERR SPACETIME
As a final generalization, we consider the twoparameter family of bound (eccentric) geodesic orbits in the equatorial plane of a Kerr black hole. The position of the particle is described by x α = {t p (τ ), r p (τ ), π/2, ϕ p (τ )} (Boyer-Lindquist coordinates), where τ is proper time along the orbit, and the radius is bounded as r + < r min ≤ r p (τ ) ≤ r max < ∞. The orbits may be parametrized by the pair {r min , r max }, or, alternatively, by the conserved energy E = −µu t and angular momentum L = µu ϕ , where we have again written u α = dx α /dτ and u α = g
αβ u β . The period of radial libration (i.e., the t interval between two successive periastron crossings at r p = r min ) is P = u t dτ , where the integral is taken over a full radial cycle. The particle's energy-momentum is given by the distribution (20) , which in the current case reduces to
where by r p (t) we hereafter mean r p (τ (t)), with τ (t) obtained by inverting t = t p (τ ). Our ultimate goal is to determine the completion amplitudes E + and L + in the vacuum domain S + : r > r p (t), and E − and L − in the vacuum domain S − : r + < r < r p (t). For our purpose it will be useful to think of the separating surface S : r = r p (t) as a "pulsating" 2-sphere, periodically expanding and contracting between r = r min and r = r max . In this section we will determine the jumps [E] and [J ] across S, leaving the determination of the individual amplitudes E ± and L ± to section VI.
A. "Partial-ring" decomposition
Since the completion piece of the metric perturbation is stationary and axially symmetric, we again concentrate on the SAS part of the reconstructed metric. The SAS part of the energy-momentum source T αβ (i.e., its ω = 0 = m mode) is given by
where Θ(·) is the Heaviside step function,
and we have definedṙ(r) := |u r (r)|. In both this last expression and in Eq. (98), the four-velocity components u α are regarded as functions of r along the "outbound" part of the orbit going from r min out to r max . The second line of (97) "folds over" the contribution from each point on the inbound part [u r (r) < 0] onto that of the corresponding outbound point [u r (r) > 0 with same r]. We see that the SAS source is supported on an equatorial annulus of inner radius r min and outer radius r max .
To proceed, it would now be tempting to consider T SAS αβ as a linear superposition of static, circular-ring sources, each with a radius r min ≤ R ≤ r max and energymomentum of (say)
so that
Then, perhaps, one could proceed precisely as in the circular-orbit case, constructing the jumps [E] and [J ] for each such "partial ring" individually, and then integrating over ring contributions to obtain the total jumps. However, here one must exercise caution. A naively constructed R-ring is not necessarily an admissible, "conserved" physical source: it can be easily checked that ∇ β T (R) αβ = 0 for the example in (99). It is then unclear whether invariant fields constructed from (completed) perturbations in the vacuum regions r > R and r < R are to be expected to match continuously across r = R away from the equator (as they do for a physical, circular geodesic). In fact, our explicit calculation below will demonstrate that invariant fields sourced by the T (R) αβ of Eq. (99) can be discontinuous on the sphere r = R.
We resolve this difficulty by designing a modified decomposition of T 
with
102) (A αβ = 0 for all other components), where a prime denotes a derivative with respect to the argument, and T (R) αβ is the original, "non-conserved" source given in Eq. (99). Physically, the added δ ′ term supplies the differential pressure necessary to balance the overall pressure on the static R-ring. Yet this added term contributes nothing when integrated over all rings (noteṙ = 0 at the turning radii r = r min , r max , while A αβ is bounded there), so that
as required.
(We note that our choice ofT (R) is unsuitable for a = 0, where A tϕ becomes indefinite. This will turn out not to be a problem: our final expressions for the jumps [E] and [J ] will appear to have perfectly regular limits a → 0, meaning the Schwarzschild case is also accessible to our analysis, in effect. There exist choices ofT (R) that avoid the irregularity at a = 0, but among these we could not find one that was as simple to work with as ours.)
Our plan of action now is as follows. Considering an individual, conserved partial ring with a particular (but arbitrary) value of R, we will reconstruct the physical metric perturbation and corresponding invariant fields I rec n in the vacuum domains r > R and r < R, in exactly the same manner as for a circular geodesic orbit. We will then impose that the completed invariant fields corresponding to the R-ring are continuous on r = R (away from the equator, and excluding the poles), and use this condition to determine the partial R-ring contributions to the
jumps [E] and [J ]-call these [E]
(R) and [J ] (R) , respectively; hereafter we use superscripts '(R)' to label Rring contributions to relevant quantities:
, etc. From linearity, the completion pieces of the total metric perturbation at r > r max and r < r min are given by, respectively,
so, recalling Eq. (2), the total jumps across S are finally obtained using
B. Metric reconstruction and auxiliary invariants for a partial ring
We start by writing ψ
as a sum over ℓ-modes as in Eq. (67). The radial functions R (R) ℓ (r) satisfy the modal Teukolsky equation
where the source corresponds to the R-ring energymomentumT
αβ . This source is derived as prescribed in Appendix A-see, in particular, Eqs. (A11) and (A16). The derivation is straightforward albeit tedious and we will not review it here but simply state the result: 
In each of the expressions (108), the last
αβ . From this point onward, the calculation proceeds just as for circular orbits (Sec. IV), simply replacing the source coefficients s , and then reconstruct the R-ring perturbation in the metric and in ψ 2 . From these we finally obtain the (reconstructed piece of the) invariants, I
(R)rec± n . These have precisely the form (80) they had for a circular geodesic, with the same coefficients f njk and g njk (but replacing r 0 → R). The replacement s (R) (θ; R) across the sphere S (R) corresponding to the R-ring. Exactly the same sums over ℓ occur in this expression, and they are again evaluated analytically using the summations formulas (83)-(85).
We thus obtain
](θ; R) ≡ 0. Here Σ(R, θ) = R 2 + a 2 cos 2 θ. The coefficients f 1 , f 2 and f 2c depend on R, as well as on E, L and a, but in terms of these variables they take a rather complicated form-especially in comparison with the simple circular-orbit counterparts (86) and (87). Simplification is achieved by replacing (some, but not all occurrences of) L and L 2 in favour ofṙ(R) anḋ r ′ (R) [using the normalization u α u α = −1 and equation of motion d(u α u α )/dR = 0 as a coupled set, and solving for {L, L 2 } in terms of {ṙ(R),ṙ ′ (R)}, treating the two variables in each pair as mutually independent for that purpose]. Anticipating the next step of our calculation, we further manipulate the expressions for f n to bring them to a form more readily amenable to integration over R. We obtain
and a prime denotes d/dR.
C. Completion amplitudes for a partial ring
We write the completion piece of the R-ring metric perturbation in the form
where h (δM) αβ and h
(δJ)
αβ are the homogeneous mass and angular-momentum perturbations given in Eqs. (88) and (89), and E (R)± and J (R)± are amplitudes to be determined. The corresponding contribution to the jumps in the invariant fields can be read off Eqs. (93) and (94), simply replacing r 0 → R: identically for all θ = π/2 (with the exclusion of the poles). This continuity condition is satisfied trivially for n = 3, while for n = 1 it determines a certain linear combination of the sought-for amplitudes [ then satisfy the continuity conditions (116) on the entire ofŠ (R) . This is a reassuring evidence in validation of our procedure for constructing "conserved" R-rings.
Solving Eq. (116) with n = 2 for [E] (R) and [J ] (R) , we now obtain
[J ]
It can be checked that this solution satisfies Eq. (116) for n = 1 as well. Interestingly, we find that, for each and every R-ring, the jumps [E] (R) and [J ] (R) are simply E and L, respectively (multiplied by 2t ′ /P ), up to terms that are total derivatives along the orbit.
D. Determination of [E ] and [J ]
The sought-for jumps across S in the total completion amplitudes E and J are now obtained by integrating [E] (R) and [J ] (R) over all R-rings, using Eqs. (105). Since A c (R) and B(R) are bounded at the integration boundaries, R = r min , r max , whileṙ(R) = 0 there, we find that the total-derivative terms in Eqs. (117) and (118) do not contribute to the integrals. We are left with, simply,
remarkably generalizing the simple result (95) to any eccentric orbit in Kerr spacetime.
VI. MASS AND ANGULAR-MOMENTUM CONTENTS OF h
rec± αβ
AND h comp± αβ
As we have seen, the field equations, with the regularity condition for invariant fields off the particle, uniquely determine the jumps [E] and [J ] across S. However, they alone do not determine the individual amplitudes E ± and L ± on S ± . These remain arbitrary, since one is free to add to the metric any vacuum mass or angularmomentum perturbations, i.e any perturbation of the form Eh
αβ , with arbitrary E and J , without violating either the field equations or the regularity assumption. To specify the individual amplitudes E ± and L ± requires additional information, as discussed at the end of Sec. III.
In this section we determine the individual amplitudes E ± and L ± from conditions on the total mass and angular-momentum contents of spacetime, combined with the now-known jumps [E] and [J ] . Referring to a specific (perturbative) notion of quasi-local mass and angular momentum, we then also discuss a restatement of our main result (120) in terms of the mass and angularmomentum contents of the reconstructed piece of the perturbation: We show that the reconstructed perturbation has no mass or angular momentum in either S + or S − . This may be seen as, effectively, a corollary of (120).
For the discussion in this section we adopt the quasilocal notions of mass and angular momentum introduced by Abbott and Deser [24] in the context of linear perturbation theory. The Abbott-Deser formulation will serve us well here, for several reasons. First, it can be applied to the full metric perturbation-as opposed to the Komar definitions, which require a Killing symmetry and are thus only applicable to the SAS piece of spacetime. Second, it can be applied at spatial infinity to obtain the total mass and angular momentum of the full perturbation even for an "eternally" periodic radiating source (as ours is assumed to be)-compared to the ADM quantities, which are ill-defined in that case (at least formally). Finally, Abbott-Deser definitions apply quasilocally, unlike the ADM or Bondi notions, which are defined at infinity only. We emphasize, however, that all above definitions-Komar's, ADM's, Bondi's and Abbott-Deser's-coincide and agree when applied to the SAS part of the perturbed spacetime at infinity. The Abbott-Deser definitions also agree with Komar's quasilocally when applied to the SAS part.
The structure of the rest of this section is as follows. In Sec. (VI A) we review the Abbott-Deser definitions of mass and angular momenum in perturbation theory. In Sec. (VI B) we determine the individual amplitudes E ± and J ± from conditions on the mass and angular momentum at infinity. Finally, in Sec. (VI C) we discuss the implications of our results with regard to the mass and angular-momentum contents of the reconstructed perturbation.
A. The Abbott-Deser formulation
The Abbott-Deser construction ( [24] , as reviewed in [23] ) applies to a generic metric perturbation h αβ of a vacuum background metric g (0)
αβ admitting a Killing vector field k α . (We emphasize that, unlike in the Komar definitions, the full spacetime g
αβ + h αβ need not have any symmetry; only symmetry in the background is required.) One introduces the antisymmetric two-form
αβ h λ λ is the trace-reversed metric perturbation, a semicolon denotes a covariant derivative compatible with g The key property of F αβ is that F αβ ;β = T αβ k β =: j α , where T αβ is the energy momentum-tensor appearing on the right-hand side of the linearized Einstein's equations. Assuming T αβ ;β = 0, and since k (α;β) = 0, we have that the "current" j α is divergence-free. This allows us to formulate a conservation law for a "charge" Q defined by integrating j α over a spacelike 3-volume Σ (assuming j α = 0 on the boundary ∂Σ of that volume). Furthermore, using Stokes' theorem, it is possible to relate Q to the surface integral
in which dΣ αβ is an appropriate 2-surface element on ∂Σ (see [23] for details). Specializing now to a Kerr background, we have the two Killing vector fields k α (t) := ∂x α /∂t and k α (ϕ) := ∂x α /∂ϕ associated, respectively, with the stationarity and axial symmetry of the Kerr geometry. To each of these there corresponds a quasilocally conserved integral:
(again, assuming j α = 0 on ∂Σ). We henceforth refer to M AD and L AD as the Abbott-Deser (AD) mass and angular momentum, and note that they depend only on the value of the metric perturbation h αβ on the surface ∂Σ. These quantities may be interpreted as the total mass and angular-momentum contents of the metric perturbation in the volume enclosed within ∂Σ. In Ref. [23] , Dolan and Barack establish that M AD and L AD (unlike F αβ itself) are gauge invariant, as required.
To further illustrate that the above interpretation makes physical sense (note, for instance, the sensitivity of M AD and L AD to the choice of normalization for the Killing vector fields), Ref. [23] considered the example of a point particle moving on a bound geodesic orbit around the Kerr black hole. It showed that, for any solution h αβ of the inhomogeneous linearized Einstein's equations,
where Σ 1,2 are any 2-spheres defined by t = const and r = r 1,2 for some constant Boyer-Lindquist radii satisfying r + < r 1 < r p (t) and r 2 > r p (t). Thus, M AD and L AD have constant values on each of the separate vacuum domains S ± , and these values "jump" across S by amounts precisely equal to (respectively) the geodesic energy and angular momentum of the particle. This further reinforces the interpretation of M AD and L AD as energy and angular momentum.
B. Determination of E
± and J
±
Let us now return to the question of determining the individual amplitudes E ± and J ± in the completion piece h comp± αβ [recall Eq. (2)], given the jumps [E] and [J ] . For the following discussion, we write the completed metric perturbation outside of S as
where we have split the reconstructed piece into its SAS part (h rec+ αβ ) SAS and its non-SAS part (h
SAS . Our strategy will be as follows. We will calculate the total AD mass and angular momentum in the completed metric perturbation, by explicitly evaluating
, where Σ ∞ is the surface t, r = const with r → ∞; we will separately evaluate the contributions to M ∞ AD and L ∞ AD from each of the four terms in the second line of (125) and then add them up. The result will be an expression for M ∞ AD and L ∞ AD in terms of the (yet unknown) amplitudes E + and J + . We will then impose
and solve the resulting set of equations for E + and J + . The amplitudes E − and J − will follow immediately from the known jumps, E + − E − = E and J + − J − = L. Our choice (126) is equivalent, by virtue of (124), to setting
where M H AD and L H AD are the AD integrals evaluated on the event horizon, r = r + . This amounts to choosing the central black hole to be of Kerr mass M and spin aM . We should remain mindful, though, of the fact that the choice (126) is, to an extent, arbitrary, and should be considered in relation to the specifics of the problem at hand.
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Let us now implement the above strategy, starting with the evaluation of M
). We will consider one by one the contributions coming from each of the four terms in the second line of (125). For each term, we will calculate the tensor F αβ via Eq. (121) (first for k α = k α (t) and then for k α = k α (ϕ) ), and then evaluate the corresponding surface integral (122) at infinity, where it simplifies to
with dΩ = sin 2 θdθdϕ. Starting with the term (h 
. It follows that the corresponding surface integrals in Eq. (128) vanish in the limit r → ∞, and one concludes
We next turn to the term (h rec+ αβ ) nonSAS . It is easy to see that the surface integral in Eq. (128) vanishes trivially for any perturbation with an azimuthal dependence ∼ e imϕ with m = 0. It remains to consider axisymmetric (m = 0) modes that are nonstationary (these may occur in the case of noncircular orbits). For periodic orbits, such modes will have a time dependence of the form ∼ e iωt (with some frequency ω), which would naively imply a similar time dependence for the corresponding F rt and hence for M ∞ AD and L ∞ AD , in violation of the fact that 10 As an example: The retarded, asymptotically-flat and horizonregular Lorenz-gauge metric perturbation associated with an orbiting particle in Schwarzschild spacetime is known to have a nonzero value of M H AD [23] , which may be absorbed into a redefinition of the background mass. This appears to be a convenient strategy in second-order self-force calculations [29] .
these AD quantities are conserved (time-independent). This immediately tells us that nonstationary axisymmetric modes cannot possibly contribute to F rt , and they must give a zero contribution to the AD mass and angular momentum. Thus we conclude
Next we consider the mass-perturbation term
αβ , where, recall, h
is the homogeneous solution given explicitly in Eq. (88). It is straightforward to evaluate the 2-sphere integrals F for this explicit solution even without taking the limit r → ∞. The result, for any surface of constant t, r, is
Therefore, in particular,
Similarly, for the homogeneous angular-momentum perturbation h (δJ)
αβ , given explicitly in Eq. (89) (and for any 2-sphere), one obtains
leading to
Collecting our results (129), (130), (132) and (134), we finally obtain
Hence, with the total AD mass and angular momentum fixed as in Eq. (126), we arrive at the simple result
which, by virtue of Eq. (120), also gives
Equations (136) and (137) are our main results in this subsection, fixing the completion piece of the metric perturbation both outside S and inside it. We remind that these results apply to any bound (circular or eccentric) equatorial geodesic orbit in Kerr geometry.
C. Mass and angular-momentun contents of the reconstructed perturbation
We now discuss an interesting implication of our results, namely that the reconstructed piece of the metric perturbation has no AD mass or angular momentum either outside or inside of S:
where the surface integrals can be evaluated on any closed spatial 2-surface. This holds regardless of one's choice of total AD mass M ∞ AD and angular momentum L ∞ AD in Eq. (126).
That (138) applies outside of S follows directly from the combination of (129) and (130), recalling that M AD and L AD are constant across the entire vacuum domain S + . To see why (138) holds also inside S, let us first introduce the shorthand notation [M AD (h)] for the jump across S in the value of the AD mass associated with a field h (and similarly for the angular momentum). Equation (124) implies
for the jumps in the mass and angular momentum of the full perturbation, h αβ = h rec αβ + h comp αβ , which is a solution of the inhomogeneous field equations. In addition, the combination of Eqs. (2), (131), (133) and (120) gives
for the jumps in the mass and angular momentum of the completion piece. Since h
Since the AD mass and angular momentum of h rec αβ are both zero outside S, it follows from (141) that they are also zero inside S.
That the CCK-reconstructed perturbation carries no mass or angular momentum is almost a trivial statement in the Schwarzschild case, where individual ℓ-modes of the perturbation have separate dynamics: In this case, mass and angular momentum perturbations have a pure ℓ = 0, 1 angular dependence, while the reconstructed piece is made solely of ℓ ≥ 2 modes, meaning it cannot contain mass and angular momentum. However, it is quite remarkable that the same result appears to apply even in the Kerr case, where different ℓ-modes couple, and mass and angular-momentum perturbations spread over all modes. Even then, we now see, the reconstructed perturbation is devoid of mass and angular momentum (at least for equatorial orbits, but we conjecture that the same applies to any CCK-reconstructed vacuum perturbation). We are not aware of any direct proof of this result.
VII. SUMMARY AND CONCLUSIONS
We have determined the completion piece of the metric perturbation for any bound geodesic orbit in Schwarzschild spacetime or in the equatorial plane of a Kerr black hole. Recalling (2) with (136) and (137), our main result is that
for any such orbit. Here h (δM) αβ and h (δJ) αβ are the vacuum perturbations given explicitly in Eqs. (88) and (89), and E and L are the conserved energy and angular momentum associated with the geodesic orbit. The result (142) assumes that the total energy and angular momentum contents of the perturbation are fixed as in Eq. (126). Independently of this assumption, we find that the jump across S in the completion piece of the metric perturbation is given by
As a consequence (and a corollary) of (143), we find that the reconstructed piece of the metric perturbation contains no mass or angular momentum (either in or out of S), in a sense expressed in Eq. (138). Our method consists in demanding that certain gaugeinvariant fields constructed from the completed metric perturbation (and its derivatives) are continuous anywhere away from sources. This is a necessary condition that the perturbation must satisfy in order to solve the linear field equations anywhere in the vacuum (the reconstructed piece of the perturbation, by itself, fails to do so). As we have seen, imposing this continuity condition on suitably chosen invariant field(s) determines the completion piece of the perturbation completely and uniquely (up to gauge perturbations). It is expected from uniqueness that our completion renders the invariant fields smooth (and not just continuous), although we have not confirmed that with an explicit calculation.
Our final results, as expressed in Eqs. (142), (143) and (138), are extremely simple despite the long calculation leading to them. This is striking, and begs an explanation. In particular, one naturally wonders whether the fact that the reconstructed perturbation does not contain mass or angular momentum could be arrived at based on a more general argument (but one that is nonetheless as mathematically rigorous), without resorting to a detailed calculation. We have not been able to devise such an argument so far (except in the trivial, Schwarzschild case). One way to approach the problem would be via a direct evaluation of the Abbott-Deser mass and angular momentum contents of h rec± αβ in S − , which we have not been able to do analytically for Kerr, so far. If in the future a simple method is found to perform such a calculation in the Kerr case, it could offer a more direct route to the completion problem, and perhaps hint at the reasons for the simplicity of the results.
The work presented here takes an important step towards a complete formulation of a practical scheme for calculating the gravitational self-force in astrophysically motivated inspiral problems, conveniently starting from solutions of the Teukolsky equation. Two important tasks remain. First, and most obvious, our analysis must be extended to encompass non-equatorial geodesic orbits in Kerr spacetime. We envisage using a similar methodology to the one applied here. One could start with the special subset of circular inclined ("spherical") orbits, for which the energy-momentum source is supported on r = r 0 and π − θ 1 ≤ θ ≤ θ 1 with some constant r 0 and 0 < θ 1 < π/2. In this case, one would require continuity of the invariant fields across r = r 0 for 0 ≤ θ < θ 1 and π − θ 1 ≤ θ < π. For orbits that are both inclined and eccentric, which are generically ergodic, the key step will be the formulation of a suitable decomposition of the energymomentum source into simple partial elements (spherical sections?) that are each energy conserving, following our strategy in Sec. IV. The special cases of polar orbits and of resonant orbits would need to be considered separately.
The second remaining task is that of gauge regularization. While our completion procedure guarantees the continuity of invariant fields at vacuum points, it does not guarantee the continuity of the metric perturbation itself. In fact, our completed metric perturbation will generally have a gauge discontinuity across S, even off the particle (see, for example, the explicit calculation in Ref. [19] ). This can be a problem in applications that require perturbation information on both sides of S, such as a self-force calculation based on the simpler of the two methods formulated in Ref. [14] . Typically, for the results of a calculation to have a clear physical interpretation, one must place certain conditions on the gauge. For instance, one usually requires asymptotic flatness, and, for periodic orbits, also a particular periodicity. In the latter case, one must be able to relate the frequency (or frequencies) of the perturbation in and out of S, and, for that purpose, one must be able to relate the coordinate times and angles in and out of that surface. A continuity of the perturbation across S is necessary for "passing on" such (and other) essential gauge information from the exterior to the interior. The goal of gauge regularization is to locally remove the gauge discontinuity in the neighbourhood of the particle, via a suitable, discontinuous gauge transformation. Optimally, one would aim to construct a perturbation that is entirely continuous acrossŠ, at least near the particle.
However, depending on the application, it might be sufficient to gauge-regularize only certain relevant pieces of the perturbation. For example, a partial gauge regularization of the SAS piece of the completed perturbation was performed recently in Refs. [30] (for circular orbits in Schwarzschild) and [31] (for circular equatorial orbits in Kerr), sufficient for the purpose of calculating "invariant" frequencies (that is, frequencies with respect to asymptotic time t). This gauge regularization should now be extended to more general orbits; our partial-ring approach should offer an easy route. Other applications may require further gauge regularization of other pieces of the perturbation. For instance, one may need to work in a "center-of-mass" gauge (as defined via a condition on the mass dipole moment of the perturbed spacetime) in order to allow comparison with certain results from the post-Newtonian theory. This would require going beyond the SAS part, and gauge-regularizing also the m = ±1 azimuthal modes of the completed perturbation. Such a calculation is yet to be done. Other pieces of the perturbation may need to be gauge-regularized for other foreseeable applications.
The functions s S ℓmω (θ) are spin-weighted spheroidal harmonics, which satisfy the angular equation,
Here the potential is
We follow the convention that the spheroidal functions are normalized according to
When aω = 0 the eigenvalue λ sℓmω becomes ℓ(ℓ + 1) − s(s + 1), and the spin-weighted spheroidal harmonics reduce to spin-weighted spherical harmonics:
. Using the spin-weight raising and lowering operators
spin-weighted spherical harmonics can be rewritten as the derivatives of harmonics with a different spin-weight using
In particular, by repeated application of the above identities, any spin-weighted spherical harmonic can be written in terms of derivatives of ordinary spherical harmonics with the same ℓ and m.
Metric reconstruction
For vacuum perturbations, a procedure to obtain the metric perturbations starting from the curvature scalars ψ 0 or ψ 4 was first proposed by Chrzanowski [4] and also by Cohen and Kegeles [5] . The CCK reconstruction formula gives the metric perturbation in either the ingoing or outgoing (traceless) radiation gauge. In this paper we choose to work in the ingoing radiation gauge (IRG), satisfying
where g αβ (0) is the (inverse of the) background Kerr metric. The CCK reconstruction formula for the IRG perturbation is given by
where Ψ is the IRG "Hertz potential". The latter satisfies the homogeneous Teukolsky equation (A9) with spinweight s = −2. In addition it satisfies a fourth-order differential equation linking it to ψ 4 [8] :
withL s :=ð s + ia sin θ∂ t . The perturbation to ψ 2 can be calculated from the metric perturbation (also taking account of the perturbations to the tetrad legs). We quote here the particularly compact expression obtained by Sano and Tagoshi [26] :
define by this procedure vanishes for all θ = θ 0 , then the continuity condition (B1) is satisfied.
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To establish this result, we re-express the invariants in a more convenient form. We first introduce the rescaled invariants
where p n is chosen to make I ± n go smoothly to zero at the poles; the reason for this, and a concrete choice for p n , will become apparent in the course of the proof. We also eliminate θ in favor of z := cos θ and absorb I comp± n into the sum over ℓ, giving us I ± n (r, z) = ℓ I ± nℓ (r, z); the particular way in which this is done is immaterial, and we will largely ignore the completion terms in the arguments below. Finally, we work with the "jump function" ∆I nℓ (δr, z) := I 
In terms of this quantity, our goal will be to show that our procedure ensures
(except, possibly, at the particle's position z = z 0 = 0). Our proof is based on the following more general result: 
for all smooth test functions φ whose support is wholly contained inŠ, then lim δr→0 g(δr, z) = 0 for all z ∈Š. 11 We do not prove the converse. However, this one-way implication suffices for us because of uniqueness. To get more quickly to our main result, we delay the proof of this lemma until the end of the section.
We use the lemma by letting ∆I n and ∆I nℓ play the roles of g and g ℓ , and we choose c to be any constant small enough to avoid evaluating any functions at (or behind) the horizon. Our desired conclusion then follows if we can show that ∆I n and ∆I nℓ satisfy the four conditions of the lemma. We do this for the case of circular orbits in Kerr; the same arguments apply for each partial ring in the case of eccentric orbits.
Refer to Eq. ( Third, note that if condition (iii) were violated, it would never be possible to make I n continuous on the sphere r = r 0 . But we know that the linearized Einstein equation with a conserved point-particle source does have a solution, and in particular, it has a solution with our choice of boundary conditions. That solution will necessarily have smooth invariants at points away from the particle, meaning condition (iii) is satisfied.
This leaves condition (iv). To show that it is satisfied, we begin by establishing pointwise convergence of ∆I nN (δr) := 12 For each δr > 0, we can straightforwardly move the limit inside the integral. This is made legal by the fact that the integrand φ(z) N ℓ=0 ∆I nℓ (δr, z) appearing in ∆I nℓ (δr) is bounded by an integrable function for all N ; for example, for each given δr > 0 take the dominating function to be 
for all smooth test functions φ whose support is contained inŠ.
We must now show that this convergence is uniform. To this end, using the property described below Eq. (80), we write ∆I nℓ in the form ∆I nℓ (δr, z) = 
where each F njℓ is a smooth function of z that vanishes at least as (1−z 2 ) pn/2−qn/2 at the poles, with q 1 = 0, q 2 = 2, and q 3 = 1 [recall Eq. (B2)]. Now examine the separate integrals plus lower derivatives, we may choose, for example, p n = q n + 2 + 2max(j) = q n + 8.
After eliminating the boundary terms, we are left with the following sum: dz G njℓ (δr, z)P ℓ (z).
(B9) We note, again referring to Eq. (80) that G njℓ (δr, z) can be written as a sum of a few terms, each of the form K njℓ (δr)G nj (z), whereG nj (z) is smooth and independent of ℓ, and K njℓ (δr) can be uniformly bounded at large ℓ by |K njℓ | < ℓ α with some power α. Consequently, each of the Legendre integrals in (B9) is guaranteed to decay faster than any power of 1/ℓ, even at δr = 0. Uniform convergence then follows from the Weierstrass Mtest: take M ℓ to be
which, because of the exponential decay of the Legendre integrals for all δr ∈ [0, c], has a convergent sum ℓ M ℓ .
The M -test then implies that the sum (B9) converges uniformly on the interval δr ∈ [0, c]. This establishes the last of the conditions of the lemma, thereby proving (B4).
Proof of lemma. We now provide the proof of the lemma. We begin by showing lim δr→0 g(δr, z) = 0 on a sequence of closed subsets ofŠ, and then we take the union of these sets to show the result on the whole ofŠ.
LetŠ (B12) if two criteria are met: lim δr→0 g(δr, z) exists and is finite almost everywhere inŠ k ; and there exists an integrable function f (z) satisfying |g(δr, z)| ≤ f (z) for almost all z ∈Š k and for all δr ∈ (0, c]. Condition (iii) of the lemma guarantees that the first criterion is met. To see that the second criterion is also met, consider the function g * (δr, z) = g(δr, z) if δr ∈ (0, c] and z ∈Š k lim δr→0 g(δr, z) if δr = 0 and z ∈Š k (B13) and take the dominating function to be the constant function f (z) = sup |g * (δr, z)|, which by construction satisfies f (z) ≥ |g(δr, z)| for all δr ∈ (0, c]. The finiteness of the supremum can be proved as follows: Since ∞ ℓ=0 g ℓ (δr, z) converges uniformly on [b, c] × S k for all b ∈ (0, c), and each g ℓ (δr, z) is continuous on that domain, g(δr, z) is continuous on all such sets as well. Therefore lim (δr,z)→(δr * ,z * ) |g * (δr, z)| is finite for all δr * ∈ (0, c] and z * ∈Š k . And lim (δr,z)→(0,z * ) |g * (δr, z)| is finite by hypothesis. Hence, lim (δr,z)→(δr * ,z * ) |g * (δr, z)| is finite for all (δr, z) ∈ [0, c]× S k . But if sup |g * (δr, z)| were not finite, then there would exist (δr * , z * ) such that lim (δr,z)→(δr * ,z * ) |g * (δr, z)| = ∞. Therefore, sup |g * (δr, z)| < ∞. Because the integration domainŠ k is finite, f (z) is also integrable, and the criteria for the dominated convergence theorem have been met. Now, sinceg(0) = 0 for all φ k ∈ D k , the equalities (B11) and (B12) together show for all test functions φ k ∈ D k . It follows that lim δr→0 g(δr, z) = 0 for almost all z ∈Š k . This leaves the possibility that lim δr→0 g(δr, z) is nonzero on some set of measure zero inŠ k . But by hypothesis, lim δr→0 g(δr, z) is continuous inŠ k . Therefore, lim δr→0 g(δr, z) = 0 for all z ∈Š k .
Since this result holds in eachŠ k , it also holds in their union k∈N +Šk = [−1, z 0 )∪(z 0 , 1] =Š, which completes the proof.
Proof of uniform convergence
The above derivation relied on the assumption that σ 1 and σ 2 are each continuous on S 1 , which, in turn, relied on a statement of uniform convergence of the sums in Eq. (C1). We now prove that statement.
First, let us note the relation
