Abstract. Low diversity in a genetic algorithm (GA) can cause the search to become stagnant upon reaching a local optimum. To some extent, non-stationary tasks avoid this problem, which would be a desirable feature of GA for stationary tasks as well. With this in mind, we show that several methods of introducing artificial non-stationary elements help to promote diversity in a GA while working on an inherently stationary task. By analyzing online and offline diversity and fitness measures, we show that it is possible to improve overall performance through this technique, and that some measures intuitively related to performance are misleading.
Introduction
Considerable research has been done in the field of non-stationary tasks in genetic algorithms (GA) . Search techniques such as random restart, adaptive mutation [1] , and the island model [2] can be quite effective in helping an evolutionary system track a dynamic problem. One effect of this tracking is that the GA is not allowed to converge on a particular local optimum -a common pitfall when solving stationary problems using GA. Relatively little exploration has been done to investigate whether this benefit can be applied to stationary tasks as well.
One problem with the GA approach is the tendency for the search to become 'stuck' on local optima. If one individual within the population happens to find a very good solution relative to the other individuals, it is likely to have considerable influence over future generations. This effect compounds over several generations and frequently results in a near total loss of diversity in the population: premature convergence. Such low diversity results in redundancy: two individuals representing the same solution store less information than two representing different solutions. This in turn means that fewer solutions are explored, and the search is less complete.
In this paper we propose that lessons can be learned from non-stationary tasks and applied to stationary ones. Specifically, we show that diversity is improved when a stationary problem is made non-stationary, and that the benefit of doing so outweighs the cost.
One may expect that GA will perform better when diversity is high, and when convergence is avoided. In order to test this intuition, it must be made precise. This section will define the terms that will be used for the remainder of this discussion. When necessary, we present a concrete definition for a term with respect to both a binary-valued and a real-valued problem.
The binary-valued problem we will address is target matching: the goal is to evolve a solution identical to a predetermined target. The fitness function for an individual a is equal to the Hamming distance between that individual and the target t, and is to be minimized.
Our real-valued problem is a function optimization, which is similar to target matching. For ease of reference, we will discuss a two-dimensional problem, in which the fitness function f (a) = F (a x , a y ) is to be maximized. This leads naturally to discussion of the fitness landscape as a three-dimensional space, in which peaks represent good solutions, and valleys represent bad ones.
Performance of the GA will be measured in terms of its offline performance: the fitness value of the single most fit individual encountered at any point during the run. Online performance -the average fitness of individuals per generation -will be noted, but is not the primary measure of performance. In fact, an increase in diversity will almost guarantee a drop in online performance, as fewer individuals will cluster at peaks in the fitness landscape.
Diversity in a GA run is a critical measure of the behavior of the search. Unfortunately, it is also a very complex and ambiguous term. We define two types of diversity: online and offline. Online diversity refers to the 'spread' of individuals across the search space in a given generation, measured in, for instance, standard deviation. Offline diversity is that of the entire run viewed as a whole -an approximation of search space coverage.
The base diversity function for a given population D (P i ) will be defined differently for each problem, but will commonly be based on standard deviation or average Hamming distance between individuals in the population.
Background
Many low-cost methods for increasing diversity have been researched. Perhaps the simplest method is to increase the crossover or mutation rate inherent in the GA. Another low-cost method of promoting diversity is the random restart method, in which the entire population is re-seeded with random values. This restart may happen at a fixed interval, or when diversity becomes low, etc. These low-cost methods share one downside: they cause little improvement in the performance of the search [3] .
On the other hand, fitness sharing [4] is extremely effective in increasing diversity, and has a marked positive effect on performance as well. In fitness sharing, the fitness score associated with a particular location in the search space is seen as a resource; individuals at that location must share that resource. As a
