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Kapitel 1
Vorwort
Schon vor Jahrtausenden haben die Menschen versucht, Nachrichten so zu verfassen oder
zu vera¨ndern, dass sie nur einem bestimmten Teilnehmerkreis zuga¨nglich waren. Das erste
u¨berlieferte kryptographische Verfahren stammt von den Spartanern aus dem 5. Jh. v. Chr.
Mittels der sogenannten Skytale konnten sie geheime Botschaften durch Transposition der
Buchstaben verschlsseln. Die so verschu¨sselten Nachrichten wurden an die Staatsbeamten
und Feldherrn im Ausland versandt. Zuvor hatten schon die A¨gypter Geheimschriften ver-
wendet. Diese dienten jedoch nicht dem Zweck, die Botschaft der Nachricht zu verschleiern,
sondern sollten zum Verweilen an den Orten anregen, an denen sie angebracht wurden. In
den spteren Jahrhunderten war insbesondere im milita¨rischen Bereich die Verwendung von
Kryptographie zur Verschlu¨sselung von Nachrichten von großer Bedeutung. Bis Mitte des
20. Jahrhunderts wurden dabei ausschließlich kryptographische Verfahren verwendet, die
man heute der klassischen Kryptographie zuordnet. Dabei besitzen jeweils der Sender und
der Empfa¨nger der Nachricht den gleichen Schlu¨ssel. Mit Hilfe dieses Schlu¨ssels wandelt
der Sender die Nachricht in einen Geheimtext um. Mit Hilfe des gleichen Schlu¨ssels kann
der Empfa¨nger die Nachricht wieder aus dem Geheimtext rekonstruieren. Ein Nachteil der
klassischen Kryptographie ist, dass Sender und Empfa¨nger zuna¨chst u¨ber einen sicheren
Kanal den gemeinsamen Schlu¨ssel austauschen mu¨ssen, bevor sie verschlu¨sselt kommuni-
zieren ko¨nnen.
Die asymmetrische Kryptographie entstand aus der Frage, ob Sender und Empfa¨nger
immer den gleichen Schlu¨ssel beno¨tigen, und fu¨hrte W. Diffie und M. Hellmann 1976 zu dem
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Konzept der asymmetrischen Verschlu¨sselung (DH76). Dabei besitzt der Empfa¨nger der
Nachricht einen privaten Schlu¨ssel und einen sogenannten o¨ffentlichen Schlu¨ssel, wobei nur
der private Schlu¨ssel geheimzuhalten ist. Der o¨ffentliche Schlu¨ssel hingegen wird mo¨glichst
vielen Personen zuga¨nglich gemacht. Eine Nachricht an den Empfa¨nger wird dann mit Hilfe
des o¨ffentlichen Schlu¨ssels in den Geheimtext umgewandelt, den dann der Empfa¨nger der
Nachricht mit seinem privaten Schlu¨ssel wieder entschlu¨sseln kann.
Das RSA-Verfahren gilt als das erste asymmetrische Verschlu¨sselungsverfahren. Es wur-
de 1979 von L.R. Rivest, A. Shamir und L. Adleman (RSA79) vero¨ffentlicht. Das von den
Autoren vorgestellte Verfahren basiert auf Operationen in der Gruppe Z∗n, wobei n das
Produkt zweier großer Primfaktoren p und q ist. Schon bald nach der Vero¨ffentlichung
wurde versucht, das Verfahren auf andere Gruppen zu u¨bertragen. Bis heute jedoch wird
das RSA-Verfahren in der Praxis fast ausschließlich in der Gruppe Z∗n genutzt, da der
Transfer auf andere Gruppen meist mit einer Verschlechterung der Effizienz einhergeht.
Einige Vero¨ffentlichungen erweitern das RSA-Verfahren, indem sie es auf Matrizen aus
der Gruppe GL(s, Zn) anwenden. Dazu geho¨ren (VO85), (CD90) und (Fa96). Diese Verfah-
ren verwenden jedoch zum Teil nur spezielle Matrizen aus GL(s, Zn) und operieren nicht
auf der ganzen Gruppe GL(s, Zn). So werden zum Beispiel in (CD90) nur Dreiecksmatrizen
verwendet und es wird aufgezeigt, dass dann die Sicherheit des Verfahrens a¨quivalent zu der
Sicherheit des Verfahrens in Z∗n ist. Der Grund fu¨r dieses Vorgehen liegt darin, dass es in
GL(s, Zn) Matrizen gibt, fu¨r die das RSA-Verfahren leicht zu brechen ist. Es existieren zum
Beispiel Matrizen, die die Ordnung n besitzen. Fu¨r diese Matrizen ist das Ziehen einer dis-
kreten d-ten Wurzel leicht mo¨glich. Eine umfassende Untersuchung der Gruppe GL(s, Zn)
in Bezug auf die Sicherheit des RSA-Verfahrens erfolgt in keiner der Vero¨ffentlichungen.
Diese Aufgabe stellt sich desshalb die vorliegende Arbeit.
Da die Sicherheit des RSA-Verfahrens eng mit der Schwierigkeit des diskreten Loga-
rithmusproblems in der jeweiligen Gruppe zusammenha¨ngt, wird in dieser Arbeit auch das
diskrete Logarithmusproblem in den Gruppen GL(s, Zp)\SL(s, Zp) und SL(s, Zp) betrach-
tet. Dazu erfolgt eine Klassifikation der Matrizen aus den Gruppen GL(s, Zp)\SL(s, Zp)
und SL(s, Zp), so dass differenzierte Aussagen u¨ber die Schwierigkeit des diskreten Loga-
rithmusproblems in den einzelnen Klassen getroffen werden ko¨nnen.
Daru¨ber hinaus erfolgt eine Klassifikation der Matrizen der Gruppe GL(s, Zn), so
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dass die Sicherheit des RSA-Verfahrens in den einzelnen Klassen differenziert beschreib-
bar wird. Da leicht gezeigt werden kann, dass das RSA-Verfahren, das auf Matrizen aus
GL(s, Zn)\SL(s, Zn) basiert, immer mindestens so sicher ist wie das RSA-Verfahren in Z∗n,
erfolgt die Klassifikation fu¨r SL(s, Zn) und GL(s, Zn)\SL(s, Zn) getrennt. Es wird gezeigt
werden, dass es Matrizen in SL(s, Zn) gibt, fu¨r die kein direkter Zusammenhang zwischen
der Sicherheit des RSA-Verfahrens auf diesen Matrizen und der Sicherheit des Verfahrens
in Z∗n aufgezeigt werden kann. Mit anderen Worten: Wird das RSA-Verfahren basierend
auf Z∗n gebrochen, so geht damit nicht unbedingt zugleich ein Bruch des RSA-Verfahrens
fu¨r diese Matrizen einher.
Durch die Untersuchung der Matrizeneigenschaften bestimmter Klassen konnten zwei
neue Faktorisierungsverfahren entworfen werden. Die eine Faktorisierungsmethode zeigt
auf, wie n mit Hilfe der Kenntnis zweier wesentlich verschiedener d-ter Wurzelmatrizen
einer Matrix A faktorisiert werden kann. Eines der Hauptergebnisse dieser Arbeit ist die
zweite Faktorisierungsmethode, die eine effiziente Faktorisierung von n mittels Matrizen
aus GL(s, Zn) ermo¨glicht, wenn fu¨r genau eine der beiden Primzahlen p, q (oBdA p) gilt,
dass
s∑
i=0
pi nur kleine Primfaktoren besitzt. Dies stellt eine Erweiterung der bisherigen Fak-
torisierungsmethoden dar, die ausnutzen, dass p−1 bzw. p+1 nur durch kleine Primzahlen
geteilt werden. Eine Primzahl, die die Eigenschaft besitzt, dass p2+ p+1 nur durch kleine
Primzahlen geteilt wird, ist z.B. 1451. In diesem Fall ist 14512+1451+1 = 7 ·7 ·19 ·31 ·73.
Eine Zusammengesetzte Zahl, die 1451 als Primteiler besitzt, ko¨nnte also mit dem neuen
Verfahren faktorisiert werden. Im Anhang wird eine Zusammengesetzte Zahl, deren Bina¨re
Darstellungsla¨nge 80 Bit beta¨gt angegeben, die mit neuen Verfahren effizient faktorisiert
werden kann.
Die Arbeit gliedert sich wie folgt: Zuna¨chst werden in Kapitel 2 das originale RSA-
Verfahren sowie bekannte Angriffe und geeignete Gegenmaßnahmen vorgestellt. Dann wer-
den die beiden Erweiterungen von (VO85) und (CD90) des RSA-Verfahrens auf Matri-
zen beschrieben. In Abschnitt 4 erfolgt dann zuna¨chst eine Untersuchung des diskre-
ten Logarithmusproblems und des RSA-Problems in den Gruppen GL(2, Zp)\SL(2, Zp)
und SL(2, Zp) bzw. GL(2, Zn)\SL(2, Zn) und SL(2, Zn). Dies beinhaltet eine Klassifika-
tion der Matrizen aus GL(2, Zp)\SL(2, Zp) und SL(2, Zp) bzw. GL(2, Zn)\SL(2, Zn) und
SL(2, Zn). Diese Betrachtung wird dann in Abschnitt 5 auf die GruppenGL(s, Zp)\SL(s, Zp)
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und SL(s, Zp) bzw. GL(s, Zn)\SL(s, Zn) und SL(s, Zn) erweitert. Abschnitt 5.7 beschreibt
neue Faktorisierungsmethoden, die sich vor diesem Hintergrund ableiten lassen. In Ab-
schnitt 5.8 erfolgt eine Zusammenfassung der Ergebnisse in Bezug auf die Sicherheit des
RSA-Verfahrens in GL(s, Zn).
Im Anhang findet sich eine Auflistung der in dieser Arbeit verwendeten Notationen.
Zum besseren Versta¨ndnis der Arbeit sollte der Leser u¨ber Grundkenntnisse in den Gebieten
Algebra, lineare Algebra und Kryptographie verfu¨gen.
Ich danke allen, die mich bei der Entstehung dieser Arbeit unterstu¨tzt haben. Insbe-
sondere mo¨chte ich mich bedanken bei Herrn Prof. Dr. Beutelspacher fu¨r die Vergabe des
Themas und die Unterstu¨tzung bei dessen Bearbeitung. Herrn Prof Dr. Baumann danke
ich fu¨r bereichernde Fachdisskussionen und Hinweise auf einschla¨gige Literatur. Besonders
bedanken mo¨chte ich mich ebenfalls bei allen, die diese Arbeit Korrektur gelesen haben
und hilfreiche Anregungen geben konnten. Ein ganz besonderer Dank geht an meine Frau
Stephanie Wodianka, die mich stets unterstu¨tzt und fu¨r ausreichenden Freiraum zur Er-
stellung dieser Arbeit gesorgt hat.
Kapitel 2
Grundlagen
2.1 Das RSA-Verfahren
1979 wurde von Rivest, Shamir und Adleman (RSA79) das sogenannte RSA-Verfahren
entwickelt. Dabei handelt es sich um das erste vero¨ffentlichte Public-Key-Verfahren. Im
Folgenden wird dieses Verfahren kurz beschrieben, und heute bekannte Angriffe auf das
Verfahren vorgestellt.
Das RSA-Verfahren kann sowohl zum Verschlu¨sseln von Nachrichten als auch zum Si-
gnieren von Nachrichten verwendet werden. Es besteht bei Verschlu¨sselung, als auch bei
der Signaturerstellung jeweils aus drei Grundprotokollen: der Schlu¨sselgenerierung, der
Verschlu¨sselung bzw. der Signaturerstellung und der Entschlu¨sselung bzw. der Signaturve-
rifikation.
2.1.1 Die Schlu¨sselgenerierung
Die Schlu¨sselgenerierung ist bei dem RSA-Verschlu¨sselungsverfahren und dem RSA-
Signaturerstellungsverfahren identisch. Dazu werden zwei ausreichend große (zur Zeit der
Entstehung dieser Arbeit mindestens in einer Gro¨ße von 512 Bit) Primzahlen p und q
zufa¨llig gewa¨hlt und miteinander multipliziert. Das Ergebnis wird mit n = pq bezeichnet.
Dann wird eine beliebige Zahl e gewa¨hlt, so dass ggT (e, ϕ(n)) = 1 gilt. Dabei wird
ha¨ufig ein Wert fu¨r e verwendet, dessen Bina¨rdarstellung wenige Eins-Eintra¨ge besitzt
(wie z.B. 216 + 1), um eine effiziente Potenzierung zu ermo¨glichen. Das Zahlenpaar (e, n)
9
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wird als o¨ffentlicher Schlu¨ssel bzw. auch als public key bezeichnet. Dieses Zahlenpaar wird
vero¨ffentlicht und dient zur Verschlu¨sselung bzw. zur Signaturverifikation.
Der geheime Schlu¨ssel zur Entschlu¨sselung bzw. Signaturerstellung wird wie folgt be-
rechnet: Mit Hilfe des erweiterten euklidischen Algorithmus bestimmt man ganze Zahlen
d, v, so dass gilt: ed + ϕ(n)v = 1. Das Zahlenpaar (d, n) wird als geheimer Schlu¨ssel bzw.
auch als private key bezeichnet. Dieser Schlu¨ssel ist nur dem Signaturersteller bzw. dem
Empfa¨nger einer verschlu¨sselten Nachricht bekannt und darf an keine andere Person wei-
tergegeben werden.
2.1.2 Verschlu¨sselung und Signaturerstellung
Verschlu¨sselung:
Um eine Nachricht zu verschlu¨sseln, wird diese als eine Zahl m ∈ Z∗n dargestellt. Diese
Nachricht wird vom Sender der Nachricht verschlu¨sselt, indem er c := me mod n berechnet.
c wird als der zu der Nachricht m geho¨rige Chiffretext bezeichnet.
Signaturerstellung:
Um eine Nachricht zu signieren, wird diese als eine Zahl m ∈ Z∗n dargestellt. Eine
Nachricht m wird von dem Signierer signiert, indem der Sig(m) := md mod n berechnet.
Die Signatur Sig(m) wird dann zusammen mit der Nachricht m versendet.
2.1.3 Entschlu¨sselung und Signaturverifikation
Entschlu¨sselung:
Der Empfa¨nger der Nachricht erha¨lt den Chiffretext c. Dieser Chiffretext kann von dem
Inhaber des geheimen Schlu¨ssels entschlu¨sselt werden, indem er cd ≡n med ≡n m berechnet.
Signaturverifikation:
Der Empfa¨nger der Nachricht erha¨lt die Nachricht m zusammen mit der Signatur
Sig(m). Die Signatur der Nachricht kann mit Hilfe des o¨ffentlichen Schlu¨ssels (e, n) und der
Nachricht m u¨berpru¨ft werden. Dazu berechnet man m′ := Sig(m)e mod n und u¨berpru¨ft,
ob m = m′ gilt.
KAPITEL 2. GRUNDLAGEN 11
2.2 Homomorphie-Eigenschaft des RSA-Verfahrens
Eine wesentliche Eigenschaft des RSA-Verfahrens aus (RSA79) ist, dass es bzgl. der Klar-
texte und Chriffretexte eine Homomorphie-Eigenschaft besitzt. Mit anderen Worten: Die
multiplikative Verknu¨pfung zweier Klartexte resultiert in einer multiplikativen Verknu¨pfung
der Chiffretexte:
c1 ≡n me1
c2 ≡n me2
⇒ (m1 ∗m2)e ≡n me1 ∗me2 ≡n c1 ∗ c2
Diese Eigenschaft wird von einigen kryptographischen Protokollen ausgenutzt, um un-
terschiedliche Chiffretexte miteinander zu verknu¨pfen. Es fu¨hrt jedoch auch zu einer weite-
ren Mo¨glichkeit, RSA-verschlu¨sselte bzw. RSA-signierte Nachrichten zu attackieren (siehe
Abschnitt 2.3.8).
2.3 Sicherheit des RSA-Verfahrens
In diesem Abschnitt wird die Sicherheit des RSA-Verfahrens betrachtet. Dazu werden die
bis zum Zeitpunkt der Erstellung dieser Arbeit bekannten Angriffe auf das RSA-Verfahren
erla¨utert. Es werden nur Angriffe behandelt, die sich direkt auf den Algorithmus beziehen.
Angriffe, die auf einer besonderen Implementation des RSA-Verfahrens basieren oder An-
griffe, welche Hardwareeigenschaften ausnutzen, um den RSA zu brechen, werden in dieser
Arbeit nicht betrachtet.
Die Erfolgswahrscheinlichkeit dieser Angriffe ist von den gewa¨hlten Parametern des Ver-
fahrens abha¨ngig, wie z.B. der Wahl der zugrundeliegenden Gruppe. Die aus den Angriffen
resultierenden Anforderungen an die Gruppe bzw. an die Parameter des Verfahrens werden
in Abschnitt 2.4 behandelt. Einige der Angriffe werden auch durch eine Abwandlung des
RSA-Verfahrens verhindert. Eine dieser RSA-Varianten wird im Abschnitt 2.5 vorgestellt.
KAPITEL 2. GRUNDLAGEN 12
2.3.1 Eine Brute-Force-Attacke
Ein Angriff mittels Brute Force versucht, den geheimen Schlu¨ssel durch Ausprobieren aller
mo¨glichen Schlu¨ssel zu ermitteln. Brute-Force Angriffe werden ha¨ufig eingesetzt, um sym-
metrische Verschlu¨sselungsverfahren zu brechen, die eine zu kleine Schlu¨ssella¨nge besitzen.
Als Beispiel fu¨r eine solchen Angriff ist der erfolgreiche Angriff auf den Data Encryption
Standard (FIPS64-2) zu nennen (vgl. http://www.distributed.net/des/). Im Januar 1999
wurde ein 56 Bit DES Schlu¨ssel mit Hilfe von Computern im Internet innerhalb von 22
Stunden und 15 Minuten ermittelt. Dies ist einer der Gru¨nde, warum an einem geeigne-
ten Nachfolger fu¨r DES gearbeitet wurde, der 2002 als AES eingefu¨hrt worden ist. Der
DES besitzt eine effektive Schlu¨ssella¨nge von 56 Bit und wurde seit 1976 erfolgreich als
Verschlu¨sselungsstandard in verschiedenen Bereichen eingesetzt. Neuere symmetrische Ver-
schlu¨sselungsverfahren verwenden meist eine Schlu¨ssella¨nge von 128 Bit, die nach heutigem
Kenntnisstand als ausreichend sicher gegen Brute-Force Angriffe anzusehen ist.
Ein Brute-Force Angriff auf asymmetrische Verschlu¨sselungsverfahren ist genauso denk-
bar wie im symmetrischen Fall. Im Falle des oben beschriebenen RSA-Verfahrens wu¨rde
das bedeuten, dass man versucht, den geheimen Schlu¨ssel d durch Testen aller mo¨glichen
Werte zu ermitteln. Der Bitla¨nge von d entspricht der bina¨ren Darstellungsla¨nge von ϕ(n).
Diese liegt in der gleichen Gro¨ßenordnung wie die bina¨re Darstellungsla¨nge von n. Die
Bitla¨nge von n muss jedoch zum Schutz vor anderen Angriffen so groß gewa¨hlt werden,
dass ein Brute-Force Angriff keine Erfolgsaussichten mehr hat.
2.3.2 Direkte Berechnung der diskreten Wurzel
Ein Angreifer, der eine RSA-verschlu¨sselte Nachricht abfa¨ngt, erha¨lt c := me mod n. Der
o¨ffentliche Schlu¨ssel (e, n) ist jedem, und somit auch dem Angreifer bekannt. Um den Wert
m zu ermitteln, mu¨sste er also die e-te Wurzel aus c modulo n berechnen. Dies ist mo¨glich,
wenn er die Ordnung von c oder ein zu e teilerfremdes, kleines Vielfaches der Ordnung
bestimmen kann.
Ist die Ordnung ord(c) von c gegeben, so berechnet er mit Hilfe des erweiterten eukli-
dischen Algorithmus einen Wert d′, fu¨r den gilt: ed′ ≡ord(c) 1. Mit Hilfe dieses Wertes d′,
der nicht gleich dem Wert d sein muss, kann er dann den Chiffretext entschlu¨sseln, denn
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es gilt: cd
′ ≡n med′ = m mod n.
Die Berechnung von diskreten Wurzeln ist also immer dann leicht, wenn man die Ord-
nung des Elementes, aus dem die Wurzel gezogen werden soll, oder ein Vielfaches dieser
Ordnung kennt. Kennt man also die Gruppenordnung der zugrundeliegenden Gruppe, so
ist das RSA-Problem lo¨sbar. Im Abschnitt 2.3.4 wird gezeigt, dass die Ermittlung der
Gruppenordnung von Z∗n a¨quivalent zur Faktorisierung von n ist.
2.3.3 Faktorisierung von n
Im Folgenden sei n immer das Produkt zweier Primzahlen p und q. Die Sicherheit des
RSA-Verfahrens ha¨ngt eng mit dem Problem der Faktorisierung des Modul n zusammen.
Ein Angreifer, der n faktorisieren kann, kann mit Hilfe der Faktoren ϕ(n) und somit die
Gruppenordnung von Z∗n berechnen. Kennt man die Gruppenordnung von Z
∗
n, so ist die
Berechnung des geheimen Schlu¨ssels und das Ziehen diskreter Wurzeln modulo n mit po-
lynomiellem Zeit- und Speicheraufwand mo¨glich (Siehe Abschnitt 2.3.2).
Es gibt eine große Anzahl verschiedener Faktorisierungsalgorithmen, so dass hier nicht
na¨her auf alle eingegangen werden kann. Der derzeit effizienteste Algorithmus zum Fakto-
risieren großer allgemeiner Zahlen ist der sogenannte Number Field Sieve (LL93). Er hat
eine erwartete Laufzeit von O(e(ln(n)
1/3(lnln(n)2/3(C+o(1))), wobei C ein Konstante ist, die im
Bereich von 64
9
1/3
liegt.
Es gibt Faktorisierungsalgorithmen, die effizient arbeiten, wenn die zu faktorisierende
Zahl eine bestimmte Form besitzt. So la¨sst sich beispielsweise eine Zahl n, die das Produkt
zweier Primzahlen p und q ist, mit polynomiellem Zeit- und Speicheraufwand faktorisieren,
wenn fu¨r genau eine der beiden Primzahlen (z.B. p) gilt, dass p − 1 nur durch kleine
Primfaktoren teilbar ist.
Ebenso gibt es einen Faktorisierungsalgorithmus, der effizienter arbeitet, wenn p+1 nur
durch kleine Primfaktoren teilbar ist. Im Folgenden sollen diese beiden Faktorisierungsal-
gorithmen kurz beschrieben werden.
Die p− 1-Faktorisierungsmethode
In diesem Abschnitt wird gezeigt, dass eine Zahl n = pq mit polynomiellem Zeit- und
Speicheraufwand faktorisiert werden kann, wenn fu¨r genau eine der beiden Primfaktoren
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p und q (im Folgenden oBdA p) von n = pq gilt, dass p− 1 nur durch Primzahlen teilbar
ist, die kleiner als eine relativ kleine Schranke S sind. Die Schranke S wird dabei so klein
gewa¨hlt, dass alle auf ihr beruhenden weiteren Berechnungen in polynomieller Laufzeit
berechenbar sind. Diese Faktorisierungsmethode wurde von Pollard (Pol74) entwickelt.
Angenommen fu¨r eine der beiden Primzahlen p, q (oBdA p) gilt:
p− 1 =
∏
pi∈P ;pi<S
peii
Zuna¨chst wird nun eine Zahl k berechnet, fu¨r die gilt, dass sie von p − 1 geteilt wird.
Zum Beispiel kann k := S! oder k :=
∏
pi∈P ;pi<S
pfii mit fi = blogpiSc gewa¨hlt werden. Dann
wa¨hlt man eine zufa¨llige Zahl a ∈ Z∗n und berechnet b := ak mod n. Da p − 1|k gilt, folgt
b ≡p 1. Mit einer hohen Wahrscheinlichkeit gilt aber b 6≡q 1, da q − 16 |k gilt. Dann ist
ggT (b− 1, n) ein nichttrivialer Faktor von n.
Die Laufzeit des Algorithmus ha¨ngt neben der Gro¨ße der zu faktorisierenden Zahl auch
von der Gro¨ße der Schranke S ab und liegt in der Gro¨ßenordnung von O(Sln(n)
ln(S)
).
Die p+ 1-Faktorisierungsmethode
Diese Methode zur Faktorisierung von Zahlen stammt von H.C.Williams (Wil82) und kann
eine zusammengesetzte Zahl n = pq faktorisieren, wenn fu¨r genau einen der beiden Faktoren
p oder q gilt (im Folgenden oBdA p), dass p + 1 nur durch Primzahlen teilbar ist, die
kleiner als eine kleine Schranke S sind. Diese Faktorisierungsmethode nutzt eine besondere
Eigenschaft von Lucas-Funktionen aus.
Zuna¨chst sollen Lucas-Funktionen und einige ihrer besonderen Eigenschaften beschrie-
ben werden.
Seien P,Q ganze Zahlen und seien α, β die Nullstellen des Polynoms x−Px+Q. Dann
sind die zu dem Polynom geho¨rigen Lucas-Funktionen wie folgt fu¨r k ∈ N definiert:
Uk(P,Q) =
αk − βk
α− β
Vk(P,Q) = α
k + βk
Diese Funktionenfolge hat unter anderem die folgenden Eigenschaften.
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Uk+1 = PUk −QUk−1 fu¨r k ≥ 1
Vk+1 = PVk −QVk−1 fu¨r k ≥ 1
U2k = VkUk fu¨r k ≥ 0
V2k = V
2
k − 2Qk fu¨r k ≥ 0
Aus den obigen Gleichungen kann ein effizienter Algorithmus zur Berechnung der Lucas-
Funktionen U`, V` analog zum Square and Multiply-Algorithmus entworfen werden.
Die wichtigste Eigenschaft, um Lucas-Funktionen zur Faktorisierung nutzen zu ko¨nnen,
steckt in dem folgenden Satz von Lehmer (Lem30):
2.3.3.0.1 Satz: Sei p eine ungerade Primzahl, p 6 |Q und sei das Legendre Symbol von(
P 2−4Q
p
)
= ², dann gilt:
U(p−²)m(P,Q) ≡p 0
V(p−²)m(P,Q) ≡p 2Qm(1−²)/2
Beweis:
Siehe (Lem30).
2.3.3.0.2 Korollar: Sei p eine ungerade Primzahl, p 6 |Q und sei das Legendre Symbol
von
(
P 2−4Q
p
)
= −1, dann gilt:
U(p+1)m(P,Q) ≡p 0
V(p+1)m(P,Q) ≡p 2Qm
Beweis:
Die Behauptung folgt direkt aus dem obigen Satz mit ² = −1.
Der Algorithmus zur Faktorisierung von n = pq erfolgt dann wie im Folgenden be-
schrieben: Angenommen, fu¨r eine der beiden Primzahlen (oBdA p) gilt p+1 =
∏
pi∈P ;pi<S
peii .
Zuna¨chst wird nun eine Zahl k berechnet, fu¨r die gilt, dass sie von p+ 1 geteilt wird. Zum
Beispiel kann k := S! oder k :=
∏
pi∈Ppi<S
pfii mit fi = blogpiSc gewa¨hlt werden. Dann wa¨hlt
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man zufa¨llige Zahlen P,Q ∈ Z∗n, so dass
(
P 2−4Q
p
)
= −1 gilt, und berechnet Uk und Vk.
Dies ist effizient mit Hilfe der oben aufgefu¨hrten Gleichungen mo¨glich.
Da p + 1|k, also k = r(p + 1) fu¨r ein geeignetes r gilt, folgt nach dem obigen Korollar
Uk ≡p 0. Mit einer hohen Wahrscheinlichkeit gilt aber Uk 6≡q 0, da q + 16 |k. Somit ist
ggT (Uk, n) ein nichttrivialer Faktor von n.
In Abschnitt 4.2.1 wird sich zeigen, dass die Lucas-Funktionen in engem Zusammenhang
mit 2×2 Matrizen stehen, so dass auch mit Hilfe von 2×2 Matrizen ein a¨quivalenter p+1-
Faktorisierungsalgorithmus erstellt werden kann.
2.3.4 RSA und Faktorisierung
Im Folgenden soll der Zusammenhang zwischen der Faktorisierung des Modul n und dem
Lo¨sen des RSA-Problems verdeutlicht werden.
2.3.4.1 Satz: Das Problem der Faktorisierung des Modul n ist bei gegebenem o¨ffentli-
chem Schlu¨ssel (e, n) mit ggT (e, ϕ(n)) = 1 a¨quivalent zu der Berechnung des gehei-
men RSA-Schlu¨ssels d.
Beweis:
”⇒” Klar ist, dass mit der Faktorisierung von n auch ϕ(n) berechnet werden kann.
Damit ist die Berechnung von d ≡ϕ(n) e−1 in polynomieller Zeit mo¨glich.
”⇐” Nun soll der umgekehrte Weg gezeigt werden. Sei d gegeben. Dann ist k := ed− 1
nach der Definition von e und d ein Vielfaches von ϕ(n). k kann dargestellt werden als
k = 2tr fu¨r eine geeignete Zahl t ≥ 1 und eine ungerade Zahl r. Da k ein Vielfaches von
ϕ(n) ist, gilt gk ≡n 1 fu¨r alle g ∈ Z∗n, und daher ist gk/2 eine diskrete Einheitswurzel
modulo n. Ist n das Produkt zweier Primzahlen p und q, so existieren genau 4 diskrete
Einheitswurzeln modulo n. Diese sind 1, n− 1, x1, x2, wobei x1 die Kongruenzen x1 ≡p 1
und x1 ≡q −1 erfu¨llt. x2 erfu¨llt die Kongruenzen x2 ≡p −1 und x2 ≡q 1. Besitzt man
eine der beiden Quadratwurzeln x1, x2, so ist die Faktorisierung von n mit polynomiellem
Zeit- und Speicheraufwand mo¨glich, indem man ggT (xi − 1, n) berechnet. Denn es gilt
ggT (x1 − 1, n) = p und ggT (x2 − 1, n) = q.
Wa¨hlt man g zufa¨llig aus Z∗n, so ist ein Element der Folge g
k/2, gk/4, . . . , gk/2
t
mit Wahr-
scheinlichkeit 1
2
eine nichttriviale Einheitswurzel modulo n. Denn ein Wert ki der Folge
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k/2, k/4, . . . , k/2t erfu¨llt eine der beiden folgenden Bedingungen:
1. ki ist ein Vielfaches von genau einer der beiden Zahlen p−1, q−1 (z.B.
p − 1), aber nicht von beiden Zahlen. In diesem Fall wa¨re gki ≡p 1
fu¨r alle g ∈ Z∗n, aber fu¨r die Ha¨lfte der mo¨glichen Werte von g wa¨re
g ≡q −1.
2. ki ist weder ein Vielfaches von p−1 noch von q−1. In diesem Fall wa¨re
gki ≡n 1 fu¨r 14 aller mo¨glichen Werte von g (genau dann, wenn g ein
quadratischer Rest ist), fu¨r 1
4
aller mo¨glichen Werte von g wa¨re gki ≡n
−1 (genau dann, wenn g ein quadratischer Nichtrest mit Jacobisymbol
1 ist) und fu¨r die Ha¨lfte aller mo¨glichen Werte von g wa¨re gki ≡p −1
und gki ≡q +1, also eine nichttriviale Wurzel von 1.
Das heißt also, dass die Kenntnis von geheimen und o¨ffentlichen Schlu¨ssel eines RSA-
Schlu¨sselpaares a¨quivalent zu der Kenntnis der Faktoren des Modul n ist. Allerdings konnte
bisher nicht bewiesen werden, dass das Brechen der RSA-Annahme, also das Berechnen
von diskreten Wurzeln modulo n, ebenfalls a¨quivalent zur Berechnung der Faktoren von n
ist.
2.3.4.2 Bemerkung: Offenes Problem:
Es seien ein Modul n und eine Zahl e mit ggT (e, n) = 1 gegeben. Existiert ein
polynomieller Algorithmus, der bei Eingabe von n die Zahl n faktorisieren kann,
wenn er Zugriff auf ein Orakel hat, das e-te Wurzeln modulo n berechnen kann?
Bisher konnte keine endgu¨ltige Antwort auf diese Frage gefunden werden. Es gibt jedoch
Indizien, die darauf hindeuten, dass die Frage zu verneinen ist. D. Boneh und R. Venkatesan
haben in ihrem Artikel (BV98) bewiesen, dass das Lo¨sen des RSA-Problems, also das
Berechnen von diskreten e-ten Wurzeln modulo n, nicht a¨quivalent zur Faktorisierung ist,
wenn dies nur fu¨r kleine Werte von e mo¨glich ist.
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2.3.5 Berechnen von diskreten Logarithmen modulo n
Fa¨ngt ein Angreifer eine signierte Nachricht ab, so muss er, um den geheimen Schlu¨ssel zu
berechnen, einen diskreten Logarithmus berechnen. In diesem Fall besitzt er die Nachricht
m, die Signatur Sig(m) := md mod n und den o¨ffentlichen Schlu¨ssel (e, n). Will er den
geheimen Schlu¨ssel d ermitteln, so muss er den diskreten Logarithmus von Sig(m) zur
Basis m berechnen.
Wie in Abschnitt 2.3.3 gezeigt wurde, ist die Kenntnis von e und d a¨quivalent zur
Kenntnis der Faktoren von n. Daraus folgt, dass ein Algorithmus, der die Berechnung von
diskreten Logarithmen modulo n ermo¨glicht, dazu verwendet werden kann, n zu faktori-
sieren.
2.3.6 Kleiner geheimer Exponent
Der Aufwand fu¨r die Entschlu¨sselung einer Nachricht bzw. fu¨r die Signaturerstellung einer
Nachricht ist linear abha¨ngig von der Bitla¨nge des geheimen Schlu¨ssels d. Um eine mo¨glichst
effiziente Signaturerstellung zu ermo¨glichen, wa¨re also ein kleiner Wert fu¨r d nu¨tzlich. M.
Wiener hat jedoch gezeigt (Wi90), dass es mo¨glich ist, den geheimen Schlu¨ssel d effizient
zu berechnen, wenn d zu klein gewa¨hlt wurde.
2.3.6.1 Satz: M. Wiener,1990:
Es sei n = pq mit q < p < 2q und sei d < 1
3
n1/4. Ist der o¨ffentliche Schlu¨ssel (e, n)
bekannt, so ist es effizient mo¨glich, d zu berechnen.
Beweis:
Da ed ≡ϕ(n) 1 gilt, existiert ein k ∈ Z, so dass gilt: ed− kϕ(n) = 1. Somit gilt auch:∣∣∣∣ eϕ(n) − kd
∣∣∣∣ = 1dϕ(n)
Des Weiteren gilt: p+ q − 1 < 3q − 1 < 3q < 3√n, und es folgt:
| n− ϕ(n) |=| n− (n− p− q + 1) |< 3√n
Man betrachtet nun k
d
als eine Na¨herung von e
ϕ(n)
und approximiert ϕ(n) durch n. Es
folgt:
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∣∣∣∣ en − kd
∣∣∣∣ = ∣∣∣∣ed− nk + kϕ(n)− kϕ(n)dn
∣∣∣∣
=
∣∣∣∣ed− kϕ(n)− nk + kϕ(n)dn
∣∣∣∣ = ∣∣∣∣1− k(n− ϕ(n))dn
∣∣∣∣ ≤ ∣∣∣∣3k√ndn
∣∣∣∣
=
3k
d
√
n
Da kϕ(n) < ed ist, und somit k < d < 1
3
n1/4 gilt, folgt fu¨r die obige Ungleichung:
∣∣∣∣ en − kd
∣∣∣∣ ≤ n1/4dn1/2 = 1dn1/4 < 13d2
Der folgende Satz u¨ber Kettenbru¨che aus der Zahlentheorie besagt, dass die Anzahl der
Bru¨che k
d
mit d < n, die e
n
mit dieser Genauigkeit anna¨hern, durch log2n beschra¨nkt ist.
2.3.6.2 Satz: Seien x1 =
a1
b1
, x2 =
a2
b2
zwei rationale Zahlen. Gilt | x1 − a2b2 |< 12b22 , dann
ist a2
b2
eine Konvergente der Kettenbruchentwicklung von x1.
Beweis:
Siehe (HW75) Theorem 184.
Das heißt in dem vorliegenden Fall, dass k
d
eine Konvergente der Kettenbruchentwick-
lung von e
n
ist. Die Kettenbruchdarstellung kann u¨ber einen Algorithmus, der dem eukli-
dischen Algorithmus zur Bestimmung des ggT sehr a¨hnlich ist, berechnet werden. Na¨heres
dazu siehe (HW75), Seite 143ff. Mit anderen Worten: Mit Hilfe der Kettenbruchentwicklung
von e
n
lassen sich k und insbesondere d berechnen.
2.3.7 Kleiner o¨ffentlicher Exponent
Ebenso wie im oberen Abschnitt kann es nu¨tzlich sein, den o¨ffentlichen Schlu¨ssel mo¨glichst
klein zu wa¨hlen. Damit kann eine effizientere Verschlu¨sselung der Daten, oder eine effizien-
tere Signaturverifizierung erreicht werden. Leider ero¨ffnet ein zu klein gewa¨hlter o¨ffentlicher
Exponent aber auch neue Angriffsmo¨glichkeiten. Der kleinstmo¨gliche o¨ffentliche Exponent
ist 3. Wird die 3 als o¨ffentlicher Exponent gewa¨hlt, so ko¨nnen Nachrichten, die mit minde-
stens 3 verschiedenen RSA-Schlu¨sseln verschlu¨sselt wurden, wieder entschlu¨sselt werden,
ohne dass die Kenntnis eines einzigen geheimen Schlu¨ssels notwendig ist:
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Angenommen, es werden 3 RSA-Schlu¨ssel verwendet, bei denen jeweils der o¨ffentliche
Exponent gleich 3 ist, also (3, n1), (3, n2), (3, n3). Die Verschlu¨sselung einer Nachricht m
unter den angegeben Schlu¨sseln wu¨rde die folgenden Werte annehmen:
c1 := m
3 mod n1
c2 := m
3 mod n2
c3 := m
3 mod n3
Unter der Annahme, dass die drei gewa¨hlten Moduli paarweise teilerfremd sind, existiert
nach dem Chinesischen Restsatz ein eindeutiger Wert c in Z∗n1n2n3 , der alle drei Kongruen-
zen erfu¨llt. Es folgt, dass c = m3 mod n sein muss, da dieser Wert alle obigen Kongruenzen
erfu¨llt. Da aber auch m < min{n1, n2, n3}b gilt, folgt m3 < n1n2n3 und somit c = m3.
Die Nachricht m kann also durch Ziehen der dritten Wurzel aus c berechnet werden. Die-
ser Angriff ist immer erfolgreich, wenn die gleiche Nachricht mit e verschiedenen Moduli
verschlu¨sselt wird.
J. Hastad hat in (Ha88) eine Erweiterung dieses Angriffs beschrieben. Er zeigt, dass
selbst dann, wenn nicht die gleiche Nachricht, sondern jeweils der Funktionswert eines
Polynoms an der Stelle m unter verschiedenen Moduli verschlu¨sselt wird, die Nachricht
ohne einen der geheimen Schlu¨ssel rekonstruiert werden kann. D.h. es wird nicht jeweils
die Nachricht m verschlu¨sselt, sondern fi(m), d.h. ci := fi(m)
e mod ni.
2.3.8 Spezielle Angriffe auf das RSA-Signaturverfahren
Dieser Abschnitt bescha¨ftigt sich mit speziellen Angriffen auf das RSA-Signaturverfahren.
Diese Angriffe haben nicht zum Ziel, den geheimen Schlu¨ssel zu berechnen, sondern ver-
suchen aus gegebenen Informationen gu¨ltige Signaturen zu erzeugen. Man unterscheidet
folgende Angriffskategorien nach (GMR88).
1. Totaler Bruch: Hierbei wird das Signaturverfahren komplett gebro-
chen. Dem Angreifer gelingt es, den geheimen Signaturschlu¨ssel zu be-
rechnen.
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2. Universelle Fa¨lschung: Dem Angreifer gelingt es zwar nicht, den
geheimen Signaturschlu¨ssel zu berechnen, aber es gelingt ihm, das Sy-
stem so zu brechen, dass er Signaturen zu jeder beliebigen Nachricht
erzeugen kann.
3. Existentielle Fa¨lschung: Dem Angreifer gelingt es ein Signatur-/
Nachrichtenpaar zu erzeugen.
Die Erfolgsaussichten eines Angriffs ha¨ngen eng mit den dem Angreifer zur Verfu¨gung
stehenden Informationen zusammen. Man unterscheidet folgende Fa¨lle (siehe ebenfalls
(GMR88)):
1. Angriff ohne Signaturen: Der Angreifer besitzt lediglich den o¨ffent-
lichen Schlu¨ssel.
2. Angriff mit bekannten Signaturen: Der Angreifer besitzt außer
dem o¨ffentlichen Schlu¨ssel ein oder mehrere Nachrichten-/Signaturpaare.
3. Angriff mit gewa¨hlten Signaturen: Der Angreifer besitzt außer
dem o¨ffentlichen Schlu¨ssel Signaturen zu Nachrichten, die er zuvor
selbst gewa¨hlt hat.
4. Angriff mit adaptiv gewa¨hlten Signaturen: Der Angreifer kann,
wa¨hrend er den Angriff durchfu¨hrt, Signaturen zu frei gewa¨hlten Nach-
richten erstellen lassen.
Unter den oben beschriebenen Angriffszenarien ko¨nnen folgende Aussagen u¨ber das in
Abschnitt 2.1 beschriebene RSA-Verfahren bewiesen werden.
2.3.8.1 Satz: Das RSA-Verfahren ist existentiell fa¨lschbar unter einem Angriff ohne Si-
gnaturen.
Beweis:
Bei einem Angriff ohne Signaturen besitzt der Angreifer lediglich den o¨ffentlichen Schlu¨ssel
(e, n) des RSA-Signaturschlu¨sselpaares. Damit ist es ihm mo¨glich, ein gu¨ltiges Nachrichten-
/Signaturpaar zu erzeugen. Dazu wa¨hlt er einen zufa¨lligen Wert s und berechnet m :=
se mod n. Dann ist s eine gu¨ltige Signatur zu m.
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2.3.8.2 Satz: Das RSA-Verfahren ist universell fa¨lschbar unter einem Angriff mit gewa¨hl-
ten Signaturen.
Beweis:
Bei einem Angriff mit gewa¨hlten Signaturen besitzt der Angreifer außer dem o¨ffentlichen
Schlu¨ssel (e, n) des RSA-Signaturschlu¨sselpaares die Mo¨glichkeit, sich beliebige Nachrichten
signieren zu lassen (natu¨rlich darf die Nachricht, zu der er eine Signatur fa¨lschen will, sich
nicht unter diesen Nachrichten befinden). Um eine Signatur zu einer beliebigen Nachricht
m zu fa¨lschen, wa¨hlt er einen zufa¨lligen Wert s ∈ Zn. Er pru¨ft, ob ggT (s, n) > 1 gilt. Falls
dies der Fall ist, hat er einen nicht-trivialen Teiler von n gefunden und kann den geheimen
Schlu¨ssel d berechnen und beliebige Signaturen erzeugen. Gilt ggT (s, n) = 1, so berechnet
er m′ := mse mod n. Zu der Nachricht m′ la¨sst er sich dann eine gu¨ltige Signatur erzeugen.
Es gilt:
Sig(m′) ≡n (mse)d = mds mod n
Somit ist Sig(m′)s−1 ≡n md eine gu¨ltige Signatur auf m.
Diese Angriffsmo¨glichkeit nutzt die Homomorphieeigenschaft des RSA-Verfahrens aus
Abschnitt 2.2 aus.
2.4 Anforderungen an die zugrundeliegende Gruppe
Z∗n
Damit das RSA-Verfahren sicher gegen die in Abschnitt 2.3 beschriebenen Angriffe ist,
muss die zugrundeliegende Gruppe einige besondere Eigenschaften besitzen. In diesem
Abschnitt sollen diese Eigenschaften behandelt werden. Die Sicherheit des RSA-Verfahrens
ist abha¨ngig von der Schwierigkeit, diskrete Wurzeln (siehe Abschnitt 2.3.2) berechnen zu
ko¨nnen, d.h. es ist schwierig fu¨r ein gegebenes Gruppenelement c und einer natu¨rlichen Zahl
e, ein Elementm zu finden, so dassme = c gilt. Daraus ergeben sich folgende Anforderungen
an die zugrundeliegende Gruppe:
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2.4.1 Anforderung 1: Ordnung der Gruppe
Es muss schwierig sein, die Ordnung der zugrundeliegenden multiplikativen Gruppe zu
bestimmen. Kennt man die Ordnung |G| der multiplikativen Gruppe G (im Falle des in
Abschnitt 2.1 beschriebenen RSA-Verfahrens ist G = Z∗n), so ist das Ziehen von e-ten
Wurzeln mit ggT (e, |G|) = 1 mit polynomiellem Zeit- und Speicheraufwand mo¨glich. Man
kann mit Hilfe des erweiterten euklidischen Algorithmus einen Wert d zu e berechnen, fu¨r
den gilt: d ≡|G| e−1. Um eine e-te Wurzel zu einem Element g ∈ G zu bestimmen, berechnet
man gd innerhalb der Gruppe G.
2.4.2 Anforderung 2: Ordnung eines Elements
Es muss schwierig sein, innerhalb der Gruppe die Ordnung eines vorgegeben Elementes
zu bestimmen. Ansonsten ist das Ziehen diskreter Wurzeln zu diesen Werten mo¨glich: Um
die e-te Wurzel des Elementes g zu bestimmen, bestimmt man zuna¨chst die Ordnung von
g (ord(g)). Gilt ggT (e, ord(g)) = 1, so existiert eine eindeutig bestimmte Wurzel c von
g mit ord(c) = ord(g). Diese kann bestimmt werden, indem man zuna¨chst mit Hilfe des
erweiterten euklidischen Algorithmus d ≡ord(g) e−1 bestimmt und dann gd berechnet.
2.4.3 Anforderung 3: Die Primzahlen p und q
Die Sicherheit des in Abschnitt 2.1 beschriebenen RSA-Verfahrens ha¨ngt eng mit dem
Problem der Faktorisierung von Zahlen zusammen. Kennt man die Faktorisierung von n, so
kann die Ordnung von Z∗n berechnet werden, und das Problem der Berechnung von diskreten
Wurzeln ist dann lo¨sbar. Damit die Faktorisierung von n = pq schwierig ist, sollten die
Primzahlen p und q ausreichend groß gewa¨hlt werden. Nach heutigem Kenntnisstand gilt
eine Wahl der Primzahlen in einer Gro¨ßenordnung von 512 Bit als sicher. Somit ist das
Faktorisieren von n weder mit dem Number-Field-Sieve noch mit einer Brute-Force-Attacke
effizient mo¨glich. Es sollte auch ausgeschlossen werden, dass fu¨r eine der beiden Primzahlen
p gilt, dass p− 1 nur durch kleine Primfaktoren geteilt wird, da sonst der Algorithmus aus
Abschnitt 2.3.3 angewendet werden kann, um n zu faktorisieren. Ebenso sollte sichergestellt
werden, dass nicht fu¨r eine der beiden Primzahlen p gilt, dass p + 1 nur durch kleine
Primzahlen geteilt wird, da sonst der Algorithmus aus Abschnitt 2.3.3 zur Berechnung der
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Faktorisierung von n genutzt werden kann.
2.4.4 Anforderung 4: Der geheime Parameter d
In Abschnitt 2.3.6 wurde gezeigt, dass der Parameter d berechnet werden kann, wenn d <
1
3
n1/4 gilt. Es sollte daher u¨berpru¨ft werden, dass auch der geheime Exponent d ausreichend
groß ist. Eine weitere Mo¨glichkeit den Angriff abzuwehren ist, den zugeho¨rigen o¨ffentlichen
Schlu¨ssel e groß genug zu wa¨hlen. Wa¨hlt man anstatt e einen Wert e′ := e + tϕ(n) als
o¨ffentlichen Parameter, so kann e′ so groß gewa¨hlt werden, dass k < d < 1
3
n1/4 nicht mehr
gilt und der Angriff nicht mehr erfolgreich sein kann.
2.4.5 Anforderung 5: Der o¨ffentliche Parameter e
In Abschnitt 2.3.7 wurde gezeigt, dass ein zu klein gewa¨hlter Parameter e dazu fu¨hren kann,
dass Nachrichten entschlu¨sselt werden ko¨nnen, wenn die gleiche Nachricht ausreichend oft
mit verschiedenen Schlu¨sseln (die alle den gleichen o¨ffentlichen Exponenten e verwenden)
verschlu¨sselt wurde. Um dies zu verhindern, sollte der o¨ffentliche Parameter e ausreichend
groß gewa¨hlt werden. Ha¨ufig wird daher der Wert 216 + 1 = 65537 fu¨r e empfohlen, bei
dem die beschriebenen Angriffe aus Abschnitt 2.3.7 wirkungslos bleiben.
2.5 Varianten des RSA-Signaturverfahrens
Die in Abschnitt 2.3.8 beschriebenen Angriffe auf das Signaturverfahren ko¨nnen nicht durch
eine geeignete Wahl der Gruppenparameterwahl der Gruppe Z∗n verhindert werden.
Aus diesem Grund wurde eine Variante des RSA-Signaturverfahrens entwickelt, fu¨r
das sogar innerhalb eines bestimmten Modells, dem sogenannten Random-Oracle-Modell,
ein Sicherheitsbeweis angegeben werden kann. Das Verfahren stammt von M. Bellare und
P. Rogaway (BR96) und wird als Full Domain Hash (FDH-)RSA-Signaturverfahren be-
zeichnet. Dieser Name stammt von der Eigenschaft der Hashfunktion, die fu¨r den Sicher-
heitsbeweis beno¨tigt wird. Eine Full-Domain-Hashfunktion hFDH : {0, 1}∗ → Z∗n hasht die
Bina¨rstrings zufa¨llig gleichverteilt auf Z∗n.
Das FDH-RSA-Verfahren erfolgt durch folgenden Schritte:
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Der Signaturschlu¨ssel wird genauso generiert wie in dem urspru¨nglichen RSA-Verfahren.
Zusa¨tzlich wird eine Full-Domain-Hashfunktion h gewa¨hlt und vero¨ffentlicht. Eine Nach-
richt m wird von dem Signierer signiert, indem der die Full-Domain-Hashfunktion h auf die
Nachricht anwendet: Hashm := h(m). Dann signiert er nur noch diesen Hashwert mittels
Sig(m) := Hashdm mod n. Um die Signatur zu u¨berpru¨fen, berechnetm
′ := Sig(m)e mod n
und Hashm := h(m) und u¨berpru¨ft dann, ob Hashm = m
′ gilt.
Ein Nachteil dieses Verfahrens ist, dass die Sicherheit des Verfahrens nicht mehr nur von
der Schwierigkeit der Berechnung von diskreten Wurzeln abha¨ngig ist, sondern zusa¨tzlich
die Gu¨te der verwendeten Hashfunktion ein erhebliche Rolle spielt. Eine Hashfunktion,
deren Ausgaben in Relation zueinander stehen, kann die Angriffe aus Abschnitt 2.3.8 nicht
verhindern.
Durch den Einsatz von Hashfunktionen geht eine weitere wichtige Eigenschaft des Si-
gnaturverfahrens verloren: Die Nichtabstreitbarkeit von Signaturen ist nicht mehr gewa¨hr-
leistet. Im urspru¨nglichen RSA-Verfahren gibt es zu jeder Signatur genau eine Nachricht
m ∈ Z∗n, zu der die Signatur geho¨ren kann. In der RSA-Variante, die zuna¨chst einen
Hashwert der Nachricht bildet, der dann signiert wird, ko¨nnen mehrere Nachrichten auf
denselben Hashwert abgebildet werden (h(m1) = h(m2)). Auch wenn die Hashfunktion gu-
te kryptografische Eigenschaften besitzt und somit solche Kollisionen nur schwer gefunden
werden ko¨nnen, kann nicht mehr bewiesen werden, dass die Signatur zu einer bestimmten
Nachricht generiert wurde.
Kapitel 3
RSA-Verfahren auf
Matrixgruppen
3.1 Verallgemeinerung des RSA-Verfahrens
Das in Abschnitt 2.1 beschriebene originale RSA-Verfahren basiert auf Operationen in
dem Ring Zn bzw. der multiplikativen Gruppe Z
∗
n. Im ersten Abschnitt dieses Kapitels soll
zuna¨chst erla¨utert werden, welche Eigenschaften eine multiplikative Gruppe G haben muss,
damit das RSA-Verfahren funktioniert. Im na¨chsten Abschnitt werden zwei vero¨ffentlichte
Verfahren vorgestellt, die das RSA-Verfahren auf Matrizengruppen erweitern. Dann werden
die mathematischen Eigenschaften der Gruppen SL(2, Zn) und GL(2, Zn) in Bezug auf ihre
kryptographische Nutzung untersucht.
3.1.1 Existenz einer Potenzfunktion
Auf der multiplikativen Gruppe G muss eine Potenzfunktion definiert sein. Das heißt,
es muss eine Abbildung P geben, die als Eingabe einen Wert g aus G und eine Zahl
k ∈ Z aus der Menge der ganzen Zahlen besitzt und auf einen Wert ` ∈ G abbildet
(P (g, k) = `). Des Weiteren muss es eine Verknu¨pfung ⊕ fu¨r zwei Zahlen a, b ∈ Z geben
mit P (g, a⊕ b) = P (P (g, a), b).
Eine wichtige Eigenschaft der Gruppe, die Voraussetzung fu¨r das Funktionieren des
RSA-Verfahrens ist, ist die Gu¨ltigkeit des Assoziativgesetzes. Das heißt, es gilt fu¨r a, b, c ∈
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G :
(a · b) · c = a · (b · c)
Diese Eigenschaft ist notwendig, damit fu¨r e, d ∈ Z mit ed ≡|G| 1 und g ∈ G gilt:
(ge)d = (ge)(ge) · · · (ge)︸ ︷︷ ︸
d−Mal
= ged = 1
Die Eigenschaft der Kommutativita¨t, d.h. dass g1g2 = g2g1 gilt, ist jedoch eine fu¨r das
RSA-Verfahren nicht notwendige Eigenschaft. Ist in der zugrundeliegenden Gruppe diese
Eigenschaft nicht vorhanden, so gelingt der in Abschnitt 2.3.8 beschriebene Angriff nicht
notwendigerweise, wie im folgenden Beispiel der Matrizengruppe SL(2, Z77) gezeigt wird.
3.1.1.1 Beispiel: Sei p = 7 und sei q = 11, also n = 77 und seien A :=
(
20 3
15 10
)
,B :=(
41 5
56 20
)
Matrizen in SL(2, Zn).
Sei e = 53, dann gilt:
A ∗B ≡77
(
20 3
15 10
)(
41 5
56 20
)
≡77
(
64 6
20 44
)
(
20 3
15 10
)53
≡77
(
42 68
32 72
)
(
41 5
56 20
)53
≡77
(
13 27
56 69
)
(
64 6
20 44
)53
≡77
(
34 43
15 19
)
6≡77
(
42 51
59 57
)
≡77
(
42 68
32 72
)(
13 27
56 69
)
Aus diesem Ergebnis ko¨nnte man fa¨lschlicherweise folgern, dass bestimmte Angriffe,
welche die Homomorphie Eigenschaften des RSA-Verschlu¨sselungsfunktion in Z∗n ausnut-
zen, nicht auf nicht-abelsche Gruppen u¨bertragen werden ko¨nnen. So ko¨nnte man zum
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Beispiel annehmen, dass RSA-Signaturen basierend auf nicht-abelschen Gruppen nicht uni-
versell fa¨lschbar unter einem Angriff mit gewa¨hlten Signaturen sind.
In dieser Arbeit wird jedoch gezeigt werden, dass auch das RSA-Signaturverfahren, das
auf nicht-abelschen Gruppen operiert, dennoch universell fa¨lschbar unter einem Angriff mit
gewa¨hlten Signaturen ist. Dies wird am Beispiel der RSA-Funktion in GL(s, Zn) erla¨utert
und dann fu¨r den allgemeinen Fall der nicht-ableschen Gruppen bewiesen werden (siehe
5.8).
3.2 Verallgemeinerung des RSA-Verfahrens auf 2× 2-
Matrizen
In diesem Abschnitt wird gezeigt, wie das RSA-Verfahren auf 2 × 2- Matrizen erweitert
werden kann. Diese Verallgemeinerung des RSA-Verfahrens ist zuru¨ckzufu¨hren auf V. Va-
radharajan und R. Odoni (VO85), die als erste eine solche Erweiterung des Verfahrens
vorgestellt haben. 1990 haben C. Chuang und J.G. Dunham (CD90) eine weitere Vari-
ante dieses Verfahrens vorgestellt, die zur Verschlu¨sselung zusa¨tzlich eine Einwegfunktion
verwendet.
Zuna¨chst werden in Abschnitt 3.2.1 einige Eigenschaften der Matrixgruppen SL(2, Zn)
und GL(2, Zn) behandelt, die zur Beschreibung der beiden Verfahren beno¨tigt werden. An-
schließend werden in den Abschnitten 3.2.2 und 3.2.3 die beiden aufgefu¨hrten Verfahren
fu¨r den Fall der 2 × 2-Matrizen beschrieben. Eine weitergehende Untersuchung der Ma-
trixgruppen SL(2, Zn) und GL(2, Zn) in Bezug auf die Verwendung und Sicherheit des
RSA-Verfahrens erfolgt in Abschnitt 4. Es wird gezeigt werden, dass die Sicherheit des
RSA-Verfahrens, das auf der Gruppe GL(2, Zn) operiert, mindestens so hoch ist wie die
des RSA-Verfahrens, welches auf der Gruppe Zn operiert.
Im Gegensatz zu den Sicherheitsuntersuchungen in (VO85) und (CD90), die im we-
sentlichen Dreiecksmatrizen betrachten, bei denen sich die Sicherheit direkt auf das RSA-
Problem in der zugrundeliegenden Gruppe Zn zuru¨ckfu¨hren la¨sst, wird in dieser Arbeit die
Sicherheit der Verfahren bei Nutzung beliebiger nicht-singula¨rer Matrizen betrachtet.
In den Abschnitten 4.4.1 und 4.4.2 erfolgt eine Klassifizierung der Matrizen, fu¨r die
unterschiedliche Sicherheitsaussagen getroffen werden ko¨nnen.
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3.2.1 Grundlagen GL(2, Zn) und SL(2, Zn)
In diesem Abschnitt werden die zur Beschreibung der von V. Varadharajan und R. Odoni
(VO85), bzw. C. Chuang und J.G. Dunham (CD90) beschriebenen Erweiterungen des
RSA-Verfahrens auf Matrixgruppen notwendigen Grundlagen von SL(2, Zn) und GL(2, Zn)
beschrieben.
3.2.1.1 Definition: Die Menge der 2×2 Matrizen u¨ber Zn mit Determinante 1 wird mit
SL(2, Zn) bezeichnet.
3.2.1.2 Definition: Die Menge der 2 × 2 Matrizen u¨ber Zn mit Determinante ungleich
0 wird mit GL(2, Zn) bezeichnet.
3.2.1.3 Satz: SL(2, Zn) bildet zusammen mit der u¨blichen Matrizenmultiplikation eine
nicht abelsche endliche Gruppe.
Beweis:
Siehe (Ro96).
3.2.1.4 Satz: GL(2, Zn) bildet zusammen mit der u¨blichen Matrizenmultiplikation eine
nicht abelsche endliche Gruppe.
Beweis:
Siehe (Ro96).
3.2.1.5 Satz: Sei p eine Primzahl, dann gilt: |SL(2, Zp)| = p(p− 1)(p+ 1).
Beweis:
Siehe (Ro96).
3.2.1.6 Satz: Sei p eine Primzahl, dann gilt: |GL(2, Zp)| = p(p− 1)2(p+ 1).
Beweis:
Siehe (Ro96).
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3.2.1.7 Satz: Chinesischer Restsatz fu¨r Matrizen:
Es sei n =
k∏
i=1
pi mit ggT (pi, pj) = 1 fu¨r i 6= j und seien A1, A2, . . . , Ak Matrizen.
Dann gibt es eine Matrix X, so dass X = Ai mod pi fu¨r i = 1, 2, . . . k gilt. Diese
Matrix ist modulo n eindeutig bestimmt.
Beweis:
Zuna¨chst wird die Behauptung fu¨r k = 2 gezeigt und dann per Induktion u¨ber k
bewiesen. Sei n = p1p2 mit ggT (p1, p2) = 1. Dann gibt es nach dem erweiterten Euklidischen
Algorithmus zwei ganze Zahlen p′1, p
′
2 mit p1p
′
1+p2p
′
2 = 1. Setzt man X = A1p2p
′
2+A2p1p
′
1,
so folgt X = A1 mod p1 und X = A2 mod p2. Es bleibt zu zeigen, dass es nur eine Lo¨sung
modulo n gibt. Angenommen, es gibt ein weiteres X ′ mit X ′ = A1 mod p1 und X ′ =
A2 mod p2. Dann gilt p1|(X −X ′) und p2|(X −X ′) (d.h. jeder Eintrag der Matrix X −X ′
wird von p1 und p2 geteilt). Nach dem Chinesischen Restsatz wird dann auch jeder Eintrag
der Matrix X −X ′ von n geteilt. Somit gilt X ≡n X ′, also X = X ′.
Angenommen, die Behauptung gilt fu¨r k = s, d.h. es gibt eine eindeutige Matrix X
modulo
s∏
i=1
pi mit X = Ai mod pi fu¨r i = 1, 2, . . . , s dann folgt fu¨r k = s+ 1:
Sei n∗ =
s∏
i=1
pi, dann ist n = n
∗ps+1 mit ggT (n∗, ps+1) = 1. Dann gibt es nach dem
erweiterten Euklidischen Algorithmus zwei ganze Zahlen n′, p′s+1 mit n
∗n′ + ps+1p′s+1 = 1.
Setzt man Xneu = Xps+1p
′
s+1 + As+1n
∗n′, so folgt X = Ai mod pi fu¨r i = 1, 2, . . . , s+ 1.
Es bleibt zu zeigen, dass es nur eine Lo¨sung modulo n =
s+1∏
i=1
pi gibt. Angenommen,
es gibt ein weiteres X ′ mit X ′ = Ai mod pi fu¨r i + 1, 2, . . . , s + 1, dann gilt pi|(X − X ′)
fu¨r i = 1, 2, . . . , s + 1 (d.h. jeder Eintrag der Matrix X − X ′ wird von pi geteilt). Nach
dem Chinesischen Restsatz wird dann auch jeder Eintrag der Matrix X−X ′ von n geteilt.
Somit gilt X ≡n X ′, also X = X ′.
3.2.1.8 Korollar: Sei n = pq, p, q Primzahlen, dann gilt:
|SL(2, Zn)| = nϕ(n)(p+ 1)(q + 1)
Beweis:
Aus Satz (3.2.1.7) folgt SL(2, Zn) ∼= SL(2, Zp) × SL(2, Zq) und somit |SL(2, Zn)| =
|SL(2, Zp)||SL(2, Zq)|. Nach Satz (3.2.1.5) gilt fu¨r eine Primzahl p:
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|SL(2, Zp)| = p(p− 1)(p+ 1)
Also folgt:
|SL(2, Zn)| = |SL(2, Zp)||SL(2, Zq)| = p(p− 1)(p+ 1)q(q − 1)(q + 1)
= nϕ(n)(p+ 1)(q + 1)
3.2.1.9 Korollar: Sei n = pq, p, q Primzahlen, dann gilt:
|GL(2, Zn)| = nϕ(n)2(p+ 1)(q + 1)
Beweis:
Aus Satz (3.2.1.7) folgt GL(2, Zn) ∼= GL(2, Zp) × GL(2, Zq) und somit |GL(2, Zn)| =
|GL(2, Zp)||GL(2, Zq)|. Nach Satz (3.2.1.6) gilt fu¨r eine Primzahl p:
|GL(2, Zp)| = p(p− 1)2(p+ 1)
Also folgt:
|GL(2, Zn)| = |GL(2, Zp)||GL(2, Zq)| = p(p− 1)2(p+ 1)q(q − 1)2(q + 1)
= nϕ(n)2(p+ 1)(q + 1)
3.2.2 RSA-Erweiterung auf Matrixgruppen von V. Varadharajan
und R. Odoni
In diesem Abschnitt wird die von V. Varadharajan und R. Odoni (VO85) entworfene Verall-
gemeinerung des RSA-Verfahrens auf Matrixgruppen beschrieben. Das Verfahren besteht
wie das originale RSA-Verfahren aus drei Grundprotokollen: Der Schlu¨sselgenerierung, der
Verschlu¨sselung bzw. der Signaturerstellung und der Entschlu¨sselung bzw. der Signaturve-
rifikation.
KAPITEL 3. RSA-VERFAHREN AUF MATRIXGRUPPEN 32
Die Schlu¨sselgenerierung
Bei der Schlu¨sselgenerierung werden wie bei der Schlu¨sselgenerierung aus dem originalen
RSA-Verfahren zwei ausreichend große Primzahlen p und q zufa¨llig gewa¨hlt und miteinan-
der multipliziert. Das Ergebnis wird mit n = pq bezeichnet.
Dann wird eine beliebige Zahl e gewa¨hlt, so dass ggT (e, |GL(2, Zn)|) = 1 gilt. Das
Zahlenpaar (e, n) wird als o¨ffentlicher Schlu¨ssel bzw. auch als public key bezeichnet. Dieses
Zahlenpaar wird vero¨ffentlicht und dient zur Verschlu¨sselung, bzw. zur Signaturverifikation.
Der geheime Schlu¨ssel zur Entschlu¨sselung bzw. Signaturerstellung wird wie folgt be-
rechnet: Mit Hilfe des erweiterten euklidischen Algorithmus bestimmt man ganze Zahlen
d, v, so dass gilt: ed+ |GL(2, Zn)|v = 1. Das Zahlenpaar (d, n) wird als geheimer Schlu¨ssel
bzw. auch als private key bezeichnet. Dieser Schlu¨ssel ist nur dem Signaturersteller bzw.
dem Empfa¨nger einer verschlu¨sselten Nachricht bekannt und darf an keine andere Person
weitergegeben werden.
Verschlu¨sselung und Signaturerstellung
Verschlu¨sselung und Signaturerstellung laufen im wesentlichen identisch zu der Verschlu¨sse-
lung und Signaturerstellung im originalen RSA-Verfahren ab, jedoch erfolgen die Berech-
nungen nun nicht mehr in der Gruppe Z∗n, sondern in der Gruppe GL(2, Zn).
Verschlu¨sselung:
Um eine Nachricht zu verschlu¨sseln, wird diese als eine Matrix A ∈ GL(2, Zn) dar-
gestellt. Diese Nachricht wird vom Sender der Nachricht verschlu¨sselt, indem er C :=
Ae mod n in GL(2, Zn) berechnet. Der Chiffretext C wird an den Empfa¨nger gesendet, der
den geheimen Schlu¨ssel (d, n) besitzt.
Signaturerstellung:
Um eine Nachricht zu signieren, wird diese als eine Matrix A ∈ GL(2, Zn) dargestellt.
Eine Nachricht A wird von dem Signierer signiert, indem der Sig(A) := Ad mod n in
GL(2, Zn) berechnet. Die Signatur Sig(A) wird dann zusammen mit der Nachricht A ver-
sendet.
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Entschlu¨sselung und Signaturverifikation
Entschlu¨sselung und Signaturverifikation laufen im wesentlichen identisch zu der Ver-
schlu¨sselung und Signaturerstellung im originalen RSA-Verfahren ab, jedoch erfolgen die
Berechnungen nun nicht mehr in der Gruppe Z∗n, sondern in der Gruppe GL(2, Zn).
Entschlu¨sselung:
Der Empfa¨nger der Nachricht erha¨lt den Chiffretext als Matrix C. Dieser Chiffretext
kann wieder von dem Inhaber des geheimen Schlu¨ssels entschlu¨sselt werden, indem er Cd ≡n
Aed = A mod n in GL(2, Zn) berechnet.
Signaturverifikation:
Der Empfa¨nger der Nachricht erha¨lt die Nachricht A zusammen mit der Signatur
Sig(A). Die Signatur der Nachricht kann mit Hilfe des o¨ffentlichen Schlu¨ssels (e, n) und
der Nachricht A u¨berpru¨ft werden. Dazu berechnet man A′ := Sig(A)e mod n in GL(2, Zn)
und u¨berpru¨ft, ob A = A′ gilt.
3.2.2.0.3 Bemerkung: Die Autoren empfehlen in ihrer Vero¨ffentlichung die Verwendung
von Dreiecksmatrizen zur Verschlu¨sselung, um sicherzustellen, dass die Matrix A
eine nicht-singula¨re Matrix (also ∈ GL(2, Zn)) ist.
3.2.3 RSA-Erweiterung auf Matrixgruppen von C. Chuan und
J.G. Dunham
In diesem Abschnitt wird die Variante der RSA-Verschlu¨sselung auf Matrizen von C.
Chuang und J.G. Dunham beschrieben. Diese Variante verwendet neben den RSA-Opera-
tionen in GL(2, Zn) noch eine Einwegfunktion F und operiert nur auf den Dreiecksmatrizen
von GL(2, Zn).
Die Schlu¨sselgenerierung
Bei der Schlu¨sselgenerierung werden wie bei der Schlu¨sselgenerierung aus dem originalen
RSA-Verfahren zwei ausreichend große Primzahlen p und q zufa¨llig gewa¨hlt und miteinan-
der multipliziert. Das Ergebnis wird mit n = pq bezeichnet.
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Dann wird eine beliebige Zahl e gewa¨hlt, so dass ggT (e, ϕ(n)) = 1 gilt. Das Zahlenpaar
(e, n) wird als o¨ffentlicher Schlu¨ssel bzw. auch als public key bezeichnet. Dieses Zahlenpaar
wird vero¨ffentlicht und dient zur Verschlu¨sselung, bzw. zur Signaturverifikation.
Der geheime Schlu¨ssel zur Entschlu¨sselung bzw. Signaturerstellung wird wie folgt be-
rechnet: Mit Hilfe des erweiterten euklidischen Algorithmus bestimmt man ganze Zahlen
d, v, so dass gilt: ed + ϕ(n)v = 1. Das Zahlenpaar (d, n) wird als geheimer Schlu¨ssel bzw.
auch als private key bezeichnet. Dieser Schlu¨ssel ist nur dem Signaturersteller bzw. dem
Empfa¨nger einer verschlu¨sselten Nachricht bekannt und darf an keine andere Person wei-
tergegeben werden.
Des Weiteren wird eine Einwegfunktion F beno¨tigt, die allen Teilnehmern bekannt ist.
Verschlu¨sselung
Um eine Nachricht m zu verschlu¨sseln, wird eine Dreiecksmatrix A ∈ GL(2, Zn) wie folgt
erstellt:
Die Eintra¨ge auf der Hauptdiagonalen aii (i = 1, 2) werden zufa¨llig aus Z
∗
n gewa¨hlt, so
dass gilt: a11 6≡n a22 und ggT (aii, n) = 1 fu¨r i = 1, 2. a21 wird gleich 0 gesetzt.
Dann wird r ≡n a11+a22 berechnet. Die Nachricht wird dargestellt als eine Zahlm ∈ Z∗n
und es wird a12 := m⊕ F (r) gesetzt.
Dann wird C = Ae mod n in GL(2, Zn) berechnet und an den Empfa¨nger gesendet.
Entschlu¨sselung
Der Empfa¨nger der Nachricht erha¨lt den Chiffretext als Matrix C. Dieser Chiffretext kann
wieder von dem Inhaber des geheimen Schlu¨ssels entschlu¨sselt werden, indem er Cd ≡n
Aed = A mod n in GL(2, Zn) berechnet. Dann berechnet der Empfa¨nger r := a11+a22 mod
n und F (r). Die Nachricht m erha¨lt er dann, indem er F (r)⊕ a12 = m berechnet.
3.2.3.0.4 Bemerkung: Die Autoren nutzen bei ihrem Verfahren eine Eigenschaft aus,
die aus dem Cayley-Hamilton Theorem folgt, um die Berechnung von Potenzen
von Matrizen effizienter durchfu¨hren zu ko¨nnen. Auf diesen Algorithmus zur effi-
zienten Berechnung der Potenzen wird an dieser Stelle nicht na¨her eingegangen.
Kapitel 4
Eigenschaften von GL(2, Zn) und
SL(2, Zn)
In diesem Anschnitt sollen besondere mathematische Eigenschaften der endlichen Gruppen
GL(2, Zn) und SL(2, Zn) aufgezeigt werden, die fu¨r eine kryptografische Anwendung basie-
rend auf dieser Gruppe eine Rolle spielen. Anschließend kann eine Bewertung der Sicherheit
des RSA-Verfahrens basierend auf diesen Gruppen erfolgen.
Im ersten Teilabschnitt werden Eigenschaften von a¨hnlichen Matrizen aufgefu¨hrt. Im
darauf folgenden Abschnitt wird die Gruppe GL(2, Zn), die Gruppe der 2 × 2-Matrizen,
deren Determinante ungleich Null ist, betrachtet. Im zweiten Teilabschnitt ist die Gruppe
SL(2, Zn), die Gruppe der Matrizen mit Determinante 1 Gegenstand der Betrachtung.
4.1 A¨hnliche Matrizen
In diesem Abschnitt werden einige Eigenschaften von a¨hnlichen Matrizen behandelt, die in
den folgenden Abschnitten beno¨tigt werden.
4.1.1 Definition: A¨hnliche Matrizen:
Zwei Matrizen A,B einer Matrixgruppe R heißen a¨hnlich, wenn ein g ∈ R existiert,
so dass B = gAg−1 gilt.
35
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4.1.2 Satz: Seien A und B a¨hnliche Matrizen, dann gelten folgende Aussagen:
1. Det(A) = Det(B).
2. Spur(A) = Spur(B).
3. Sind A und B Elemente einer endlichen Matrixgruppe, so gilt ord(A) = ord(B).
Beweis:
1. Es gilt fu¨r alle Matrizen U, V :
Det(UV ) = Det(U)Det(V )
Somit folgt:
Det(B) = Det(gAg−1) = Det(g)Det(A)Det(g−1)
= Det(g)Det(A)Det(g)−1 = Det(A)
2. Sind A und B a¨hnliche Matrizen, dann gilt B = gAg−1. Es folgt fu¨r
das charakteristische Polynom: Det(B − xI) = Det(gAg−1 − xI) =
Det(gAg−1 − g(xI)g−1) = Det(g(A− xI)g−1) = Det(A− xI).
Mit anderen Worten: A und B besitzen das gleiche charakteristische
Polynom. Der zweitho¨chste Koeffizient des charakteristischen Polynoms
einer Matrix A entspricht der negativen Spur der Matrix. Somit folgt
Spur(A) = Spur(B).
3. Sei d die Ordnung von B, dann gilt:
I = Bd = (gAg−1)d = gAg−1gAg−1
. . . gAg−1︸ ︷︷ ︸
d−Mal
= gAdg−1.
Es folgt: g−1Ig = I = Ad und somit ord(A)|d.
Umgekehrt gilt aber auch I = Aord(A) = (g−1Bg)ord(A) und somit
d|ord(A). Zusammen folgt d = ord(A).
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4.2 Die Gruppe GL(2, Zn)
4.2.1 Die Potenzfunktion in der Gruppe GL(2, Zn)
In diesem Abschnitt werden besondere Potenzierungseigenschaften der Gruppe GL(2, Zn)
behandelt. Es soll gezeigt werden, welche Ordnungen die Elemente der Gruppe GL(2, Zn)
besitzen ko¨nnen.
Bemerkenswert ist, dass bei der Potenzierung einer Matrix aus der Gruppe GL(2, Zn)
bestimmte Strukturen erhalten bleiben, wie der folgende Satz zeigt:
4.2.1.1 Satz: Sei n eine natu¨rliche Zahl und sei A :=
(
a11 a12
a21 a22
)
eine Matrix aus
GL(2, Zn) , dann gilt fu¨r alle Matrizen
B :=
(
b11 b12
b21 b22
)
∈ GL(2, Zn) mit B ∈< A >:
b12a21 ≡n a12b21 (4.1)
(a11 − a22)b12 ≡n (b11 − b22)a12 (4.2)
Beweis:
Der Beweis erfolgt u¨ber Induktion u¨ber die Potenzen k von A. Fu¨r k = 1 ist
B := Ak mod n = A mod n und es gilt:
a12a21 ≡n a12a21
(a11 − a22)a12 ≡n (a11 − a22)a12
Angenommen, die Behauptung gilt fu¨r B := Ak mod n =
(
b11 b12
b21 b22
)
, dann gilt fu¨r
Ak+1:
Ak+1 :=
(
b11 b12
b21 b22
)(
a11 a12
a21 a22
)
≡n
(
b11a11 + b12a21 b11a12 + b12a22
b21a11 + b22a21 b21a12 + b22a22
)
Dann gilt:
KAPITEL 4. EIGENSCHAFTEN VON GL(2, ZN) UND SL(2, ZN) 38
(b11a12 + b12a22)a21 ≡n b11a12a21 + b12a22a21
≡n b11a12a21 + (a11b12 − (b11 − b22)a12)a21
≡n b11a12a21 + a11b12a21 − b11a12a21 + b22a12a21
≡n a11b12a21 + b22a12a21
≡n a11b21a12 + b22a12a21
≡n (b21a11 + b22a21)a12
Somit ist Gleichung (4.1) bewiesen.
(a11 − a22)(b11a12 + b12a22) ≡n a11a12b11 + a11a22b12 − a22a12b11 − a222b12
≡n a11a12b11 + (a11 − a22)b12a22 − a22a12b11
≡n a11a12b11 + (b11 − b22)a12a22 − a22a12b11
≡n a11a12b11 − b22a12a22
≡n a11a12b11 + a12b12a21 − a12b12a21 − b22a12a22
≡n a11a12b11 + a12b12a21 − a12b21a12 − b22a12a22
≡n (a11b11 + b12a21 − a12b21 − b22a22)a12
Somit ist Gleichung (4.2) bewiesen.
4.2.1.2 Korollar: Sei A :=
(
a11 a12
a21 a22
)
eine Matrix aus GL(2, Zn) mit a12 ∈ Z∗n. Dann
gilt fu¨r alle Matrizen B :=
(
b11 b12
b21 b22
)
∈ GL(2, Zn) mit B ∈< A > und b12 ∈ Z∗n:
a−112 a21 ≡n b−112 b21
(a11 − a22)a−112 ≡n (b11 − b22)b−112
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Mit anderen Worten: Fu¨r jede Matrix B ∈< A > sind die Werte K1 := b−112 b21 mod n
und K2 := (b11 − b22)b−112 mod n konstant.
Im Folgenden werden diese beiden Konstanten immer mit K1 bzw. K2 bezeichnet.
Beweis:
Der Beweis folgt direkt aus dem vorherigen Satz unter der Voraussetzung, dass b−112 und
a−112 in Z
∗
n existiert.
Die beiden Konstanten sind jedoch kein hinreichendes Kriterium, um die von einer Ma-
trix A erzeugten Matrizen zu identifizieren. Dies wird durch folgendes Beispiel verdeutlicht.
4.2.1.3 Beispiel: Seien n = 23, A :=
(
5 3
3 2
)
und B :=
(
13 8
8 5
)
. Dann gilt:
K1 ≡n 3 · 3−1 ≡n 8 · 8−1 ≡n 1
K2 ≡n (5− 2) · 3−1 ≡n 1 ≡n (13− 5) · 8−1
Aber es gilt weder A ∈< B > noch B ∈< A >, denn es gilt ord(A) = 12 und
ord(B) = 8. Wa¨re A ∈< B >, so mu¨sste nach dem Satz von Lagrange ord(A)|ord(B)
gelten, ebenso mu¨sste ord(B)|ord(A) gelten fu¨r B ∈< A >.
Der folgende Satz zeigt, dass die Potenz einer Matrix durch eine Rekursionsformel
berechnet werden kann.
4.2.1.4 Satz: Sei A :=
(
a11 a12
a21 a22
)
eine Matrix aus GL(2, Zn). Dann gilt fu¨r jede
Matrix B := Ak mod n mit k ≥ 2:
B ≡n Ak ≡n Spur(A)Ak−1 −Det(A)Ak−2
Beweis:
Der Beweis erfolgt u¨ber Induktion u¨ber k. Fu¨r k = 1, 2, 3 gilt:
A ≡n
(
a11 a12
a21 a22
)
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A2 ≡n
(
a211 + a12a21 a12(a11 + a22)
a21(a11 + a22) a
2
22 + a12a21
)
≡n
(
a211 + a11a22 −Det(A) a12(a11 + a22)
a21(a11 + a22) a
2
22 + a11a22 −Det(A)
)
A3 ≡n
(
a311 + 2a11a12a21 + a22a12a21 a12(a
2
11 + a11a22 + a12a21 + a
2
22)
a21(a
2
11 + a11a22 + a12a21 + a
2
22) a
3
22 + 2a22a12a21 + a11a12a21
)
≡n
(
a311 + (a11a22 −Det(A))(2a11 + a22) a12(a211 + 2a11a22 + a222 −Det(A))
a21(a
2
11 + 2a11a22 + a
2
22 −Det(A)) a322 + (a11a22 −Det(A))(2a22 + a11)
)
Bezeichne im Folgenden a
(k)
i,j den Eintrag der i− ten Zeile und j− ten Spalte der Matrix
Ak. Dann folgt:
a
(3)
11 ≡n a311 + 2a11a12a21 + a22a12a21
≡n a11(a211 + a12a21) + a22(a211 + a12a21)
−a22(a211 + a12a21) + a11a12a21 + a22a12a21
≡n Spur(A)(a211 + a12a21)− a22a211 + a11a12a21
≡n Spur(A)(a(2)11 )− a11Det(A)
a
(3)
12 ≡n a12(a211 + a11a22 + a12a21 + a222)
≡n a12(a211 + 2a11a22 + a222 −Det(A))
≡n (a11 + a22)2a12 −Det(A)a12
≡n Spur(A)(a(2)12 )−Det(A)a12
a
(3)
21 ≡n a21(a211 + a11a22 + a12a21 + a222)
≡n a21(a211 + 2a11a22 + a222 −Det(A))
≡n (a11 + a22)2a21 −Det(A)a21
≡n Spur(A)(a(2)21 )−Det(A)a21
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a
(3)
22 ≡n a322 + 2a22a12a21 + a11a12a21
≡n a22(a222 + a12a21) + a11(a222 + a12a21)
−a11(a222 + a12a21) + a22a12a21 + a11a12a21
≡n Spur(A)(a222 + a12a21)− a11a222 + a22a12a21
≡n Spur(A)(a(2)22 )− a22Det(A)
Das heißt, die Behauptung gilt fu¨r k = 3.
Sei des Weiteren B := Ak−2 mod n =
(
b11 b12
b21 b22
)
, dann gilt:
BA ≡n Ak−1 ≡n
(
b11 b12
b21 b22
)(
a11 a12
a21 a22
)
≡n
(
b11a11 + b12a21 b11a12 + b12a22
b21a11 + b22a21 b21a12 + b22a22
)
BA2 ≡n Ak ≡n
(
b11 b12
b21 b22
)(
a211 + a11a22 −Det(A) a12(a11 + a22)
a21(a11 + a22) a
2
22 + a11a22 −Det(A)
)
≡n
(
c11 c12
c21 c22
)
mit
c11 ≡n b11(a211 + a11a22 −Det(A)) + b12(a21(a11 + a22))
c12 ≡n b11(a12(a11 + a22)) + b12(a222 + a11a22 −Det(A))
c21 ≡n b21(a211 + a11a22 −Det(A)) + b22(a21(a11 + a22))
c22 ≡n b21(a12(a11 + a22)) + b22(a222 + a11a22 −Det(A))
Angenommen, die Behauptung gilt fu¨r alle Ak bis zu einem k ≥ 3, dann folgt fu¨r k+1:
Ak+1 ≡n BA3 ≡n(
b11 b12
b21 b22
)(
a311 + (a11a22 −Det(A))(2a11 + a22) a12(a211 + 2a11a22 + a222 −Det(A))
a21(a
2
11 + 2a11a22 + a
2
22 −Det(A)) a322 + (a11a22 −Det(A))(2a22 + a11)
)
≡n
(
d11 d12
d21 d22
)
mit
d11 ≡n b11(a311 + (a11a22 −Det(A))(2a11 + a22)) + b12(a21(a211 + 2a11a22 + a222 −Det(A)))
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d12 ≡n b11(a12(a211 + 2a11a22 + a222 −Det(A))) + b12(a322 + (a11a22 −Det(A))(2a22 + a11))
d21 ≡n b21(a311 + (a11a22 −Det(A))(2a11 + a22)) + b22(a21(a211 + 2a11a22 + a222 −Det(A)))
d22 ≡n b21(a12(a211 + 2a11a22 + a222 −Det(A))) + b22(a322 + (a11a22 −Det(A))(2a22 + a11))
Es folgt:
a
(k+1)
11 ≡n d11 ≡n b11(a311 + (a11a22 −Det(A))(2a11 + a22))
+b12(a21(a
2
11 + 2a11a22 + a
2
22 −Det(A)))
≡n a11(b11(a211 + a11a22 −Det(A)) + (a11 + a22)(a11a22
−Det(A))b11 + a11(b12(a21(a11 + a22))) + b12a21(a11a22
+a222 −Det(A))
≡n a11(b11(a211 + a11a22 −Det(A)) + a22(a11a22 −Det(A))b11
+a22b11(a
2
11 −Det(A)b11a11 + a11(b12(a21(a11 + a22)))
+a22(b12(a21(a11 + a22)))−Det(A)(b12a21)
≡n Spur(A)((b11(a211 + a11a22 −Det(A)) + b12(a21(a11 + a22)))
−Det(A)(b11a11 + b12a21)
≡n Spur(A)a(k)11 −Det(A)a(k−1)11
a
(k+1)
12 ≡n d12 ≡n b11(a12(a211 + 2a11a22 + a222 −Det(A)))
+b12(a
3
22 + (a11a22 −Det(A))(2a22 + a11))
≡n (a11 + a22)(b11a12(a11 + a12))−Det(A)b11a12
+b12a
3
22 + 2b12a11a
2
22 + b12a
2
11a22
−Det(A)(2b12a22 + b12a11)
≡n (a11 + a22)(b11a12(a11 + a12) + b12a22(a11 + a22)2
−Det(A)(b11a12 + 2b12a22
+b12a11)
≡n (a11 + a22)2(b11a12 + b12a22)−Det(A)(b11a12
+b12a22)−Det(A)(b12a22 + b12a11)
≡n Spur(A)a(k−1)12 −Det(A)a(k−2)12
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a
(k+1)
21 ≡n d21 ≡n b22(a21(a222 + 2a11a22 + a211 −Det(A)))
+b21(a
3
11 + (a11a22 −Det(A))(2a11 + a22))
≡n (a11 + a22)(b22a21(a22 + a21))−Det(A)b22a21 + b21a311
+2b21a22a
2
11 + b21a
2
22a11 −Det(A)(2b21a11 + b21a22)
≡n (a11 + a22)(b22a21(a22 + a21) + b21a11(a11 + a22)2
−Det(A)(b22a21 + 2b21a11 + b21a22)
≡n (a11 + a22)2(b22a21 + b21a11)−Det(A)(b22a21
+b21a11)−Det(A)(b21a11 + b21a22)
≡n Spur(A)a(k−1)21 −Det(A)a(k−2)21
a
(k+1)
22 ≡n d22 ≡n b22(a322 + (a11a22 −Det(A))(2a22 + a11))
+b21(a12(a
2
22 + 2a11a22 + a
2
11 −Det(A)))
≡n a22(b22(a222 + a11a22 −Det(A)) + (a11 + a22)(a11a22
−Det(A))b22 + a22(b21(a12(a11 + a22))) + b21a12(a11a22
+a211 −Det(A))
≡n a22(b22(a222 + a11a22 −Det(A)) + a11(a11a22 −Det(A))b22
+a11b22(a
2
22 −Det(A)b22a22 + a22(b21(a12(a11 + a22)))
+a11(b21(a12(a11 + a22)))−Det(A)(b21a12)
≡n Spur(A)((b22(a222 + a11a22 −Det(A)) + b21(a12(a11 + a22)))
−Det(A)(b22a22 + b21a12)
≡n Spur(A)a(k)22 −Det(A)a(k−1)22
Also gilt: Ak ≡n Spur(A)Ak−1 −Det(A)Ak−2
Aus diesem Satz kann der folgende Satz leicht gefolgert werden:
4.2.1.5 Satz: Sei A :=
(
a11 a12
a21 a22
)
eine Matrix aus GL(2, Zn). Dann gilt fu¨r jede
Matrix B := Ak mod n mit k ≥ 3:
Spur(B) ≡n Spur(Ak) ≡n Spur(A)Spur(Ak−1)−Det(A)Spur(Ak−2)
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Beweis:
Nach Satz (4.2.1.4) gilt:
a
(k)
i,j ≡n Spur(A)a(k−1)i,j −Det(A)a(k−2)i,j . Es folgt:
Spur(Ak) ≡n
2∑
s=1
a(k)ss ≡n
2∑
s=1
(Spur(A)a(k−1)ss −Det(A)a(k−2)ss )
≡n Spur(A)
2∑
s=1
(a(k−1)ss )−Det(A)
2∑
s=1
(a(k−2)ss )
≡n Spur(A)Spur(Ak−1)−Det(A)Spur(Ak−2)
Die obige Rekursionsformel fu¨r die Potenzen einer Matrix la¨sst sich wie folgt auf eine
Funktionenrekursionsformel verallgemeinern:
w(x)k := p(x)w(x)k−1 + q(x)w(x)k−2
mit p(x) = Spur(A), q(x) = −Det(A) und w(x)k = Ak.
Funktionen, die einer solche Rekursionsformel genu¨gen, werden in (Hora94) und (Hora96)
eingehend behandelt. Setzt man α(x) =
p(x)+
√
p(x)2+4q(x)
2
und β(x) =
p(x)−
√
p(x)2+4q(x)
2
, so
gibt es nach (Hora94) ein Paar von generalisierten Funktionen:
Wk(x) =
α(x)k − β(x)k
α(x)− β(x) (4.3)
wk(x) = α(x)
k + β(x)k (4.4)
Wie man leicht sieht, handelt es sich bei diesen generalisierten Funktionen um Lucas-
Funktionen, die bereits in Abschnitt 2.3.3 verwendet wurden. Diese Funktionen genu¨gen
ebenfalls der Rekursionsformel. Setzt man p(x) = Spur(A) und q(x) = −Det(A) fu¨r eine
beliebige Matrix A ∈ GL(2, Zn), so gilt der folgende Satz:
4.2.1.6 Satz: Sei A eine Matrix aus GL(2, Zn) mit ggT (a12, n) = 1 und ggT (a21, n) = 1.
Dann gilt fu¨r jede Matrix B ≡n Ak:
Spur(B) ≡n αk + βk
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b12a
−1
12 ≡n a(k)12 a−112 ≡n
αk − βk
α− β
b21a
−1
21 ≡n a(k)21 a−121 ≡n
αk − βk
α− β
Dabei gilt:
α :=
Spur(A) +
√
(Spur(A))2 − 4Det(A)
2
mod n
β :=
Spur(A)−√(Spur(A))2 − 4Det(A)
2
mod n
4.2.1.7 Bemerkung: Die beiden oben definierten Elemente α und β mu¨ssen nicht in
der Gruppe Zn liegen. Sie liegen genau dann in Zn, wenn (Spur(A))
2− 4Det(A) ein
quadratischer Rest modulo n ist, oder (Spur(A))2 − 4Det(A) ≡n 0 gilt. Sind α und
β Elemente aus Zn, so ist das Berechnen von α
k + βk in Z∗n unproblematisch.
Sind α und β nicht in Zn enthalten, ist also (Spur(A))
2 − 4Det(A) ∈ Z∗n ein qua-
dratischer Nichtrest in Z∗n, so geht man zur Berechnung von α
k und βk in den Er-
weiterungsring von Zn u¨ber, der die Nullstellen der Gleichung X
2 ≡n (Spur(A))2 −
4Det(A) entha¨lt.
Um αk bzw. βk modulo n zu berechnen, geht man vor wie bei komplexen Zahlen:
α hat die Form u +
√
v mit u, v ∈ Zn, so dass bei Potenzierung von α wieder ein
Element in der Form u′u+ v′
√
v mit u′, v′ ∈ Zn entsteht.
Da β ≡n u−
√
(v) gilt, folgt, dass fu¨r alle k ∈ Z gilt: (αk + βk) ∈ Zn.
Beweis:
Es gilt:
W0(x) ≡n 0
W1(x) ≡n 1
W2(x) ≡n α(x)
2 − β(x)2
α(x)− β(x) ≡n α(x) + β(x) ≡n Spur(A)
w0(x) ≡n 2
w1(x) ≡n α(x) + β(x) ≡n Spur(A)
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w2(x) ≡n α(x)2 + β(x)2
≡n (Spur(A))
2 + 2Spur(A)
√
(Spur(A))2 − 4Det(A)
4
+
(Spur(A))2 − 4Det(A) + (Spur(A))2
4
+
−2Spur(A)√(Spur(A))2 − 4Det(A)
4
(Spur(A))2 − 4Det(A)
4
≡n (Spur(A))2 − 2Det(A)
Wie leicht zu u¨berpru¨fen ist, gilt wi(x) ≡n Spur(Ai) und Wi(x) ≡n a(i)12a−112 (fu¨r
ggT (a12, n) = 1) fu¨r i = 0, 1, 2. Da die Funktionen die gleichen Rekursionsformeln erfu¨llen
wie in Satz (4.2.1.4) und Satz (4.2.1.5), folgt, dass wi(x) ≡n Spur(Ai) undWi(x) ≡n a(i)12a−112
(fu¨r ggT (a12, n) = 1) fu¨r alle i ∈ Z gilt.
4.2.2 Zyklische Untergruppen in GL(2, Zn)
Im Folgenden werden die mo¨glichen Ordnungen der von einem Element aus GL(2, Zn)
erzeugten zyklischen Untergruppe behandelt. Dabei werden zuna¨chst nur Matrizen u¨ber
Zp betrachtet, wobei p eine Primzahl ist. Die Aussagen ko¨nnen dann leicht mit Hilfe des
Chinesischen Restsatzes auf Matrizen u¨ber Zn erweitert werden.
4.2.2.1 Satz: Es sei p eine Primzahl. Jede diagonalisierbare MatrixA ∈ GL(2, Zp) besitzt
eine Ordnung, die p− 1 teilt.
Beweis:
Sei A ∈ GL(2, Zp) eine diagonalisierbare Matrix, d.h. es gibt eine Matrix
B :=
(
b11 0
0 b22
)
∈ GL(2, Zn) mit B ≡p gAg−1 fu¨r ein g ∈ GL(2, Zp).
Fu¨r B gilt:
Bk ≡p
(
bk11 0
0 bk22
)
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Also gilt:
Bp−1 ≡p
(
bp−111 0
0 bp−122
)
≡p
(
1 0
0 1
)
B und A haben nach Satz (4.1.2) die gleiche Ordnung, also gilt ord(A)|(p− 1).
Der vorherige Satz sagt nur aus, dass es Matrizen gibt, deren Ordnung die Zahl p − 1
teilt. Das folgende Korollar zeigt daru¨ber hinaus, dass es Matrizen gibt, die genau die
Ordnung p− 1 besitzen.
4.2.2.2 Korollar: Es sei p eine Primzahl. Es gibt Matrizen ∈ GL(2, Zp), die die Ordnung
p− 1 besitzen.
Beweis:
Es seien a, b Elemente aus Z∗p mit ord(a) = ord(b) = p − 1. (Es existieren Elemente
der Ordnung p − 1 in Z∗p , da Z∗p eine zyklische Gruppe der Ordnung p − 1 ist.) Dann ist(
a 0
0 b
)
eine Matrix aus GL(2, Zp), die die Ordnung p− 1 besitzt.
4.2.2.3 Korollar: Seien p, q Primzahlen und sei n := pq. Dann gilt: Jede diagonalisier-
bare Matrix A ∈ GL(2, Zn) besitzt eine Ordnung, die ϕ(n) teilt.
Beweis:
Die Behauptung folgt direkt aus Satz (4.2.2.1) zusammen mit dem Chinesischen Rest-
satz fu¨r Matrizen (Satz (3.2.1.7)).
4.2.2.4 Satz: Jede Matrix A ∈ GL(2, Zp), deren Eigenwerte in Z∗p liegen und verschieden
sind, besitzt eine Ordnung, die (p− 1) teilt.
Beweis: Eine Matrix, deren Eigenwerte verschieden sind und in Z∗p liegen, ist in
GL(2, Zp) diagonalisierbar. Nach Satz (4.2.2.1) besitzt jede diagonalisierbare Matrix ei-
ne Ordnung, die p− 1 teilt.
4.2.2.5 Satz: Es sei p eine Primzahl. Jede Matrix A ∈ GL(2, Zp), die zwei gleiche Ei-
genwerte λ ∈ Z∗p besitzt, hat eine Ordnung, die ord(λ)p teilt.
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Beweis:
Da die Eigenwerte von A ∈ GL(2, Zp) in Z∗p liegen, ist A eine triagonalisierbare Matrix.
D.h. es gibt eine Matrix
B :=
(
b11 b12
0 b22
)
∈ GL(2, Zn) mit B ≡p gAg−1 fu¨r ein g ∈ GL(2, Zp). B und A haben
nach Satz (4.1.2) die gleiche Ordnung.
Es gibt ein c ∈ Zp, so dass fu¨r B gilt: Bk ≡p
(
bk11 c
0 bk22
)
Da bei Dreiecksmatrizen die Eigenwerte auf der Hauptdiagonalen liegen, folgt λ :=
b11 = b22 mod p.
Dann ist also: B ≡p
(
λ b12
0 λ
)
Behauptung: Fu¨r eine solche Matrix gilt:
Bk ≡p
(
λk b12(kλ
k−1)
0 λk
)
Diese Behauptung la¨sst sich leicht durch Induktion beweisen:
Fu¨r k = 1 gilt:
B ≡p
(
λ b12
0 λ
)
≡p
(
λ b12(1 · λ0)
0 λ
)
Angenommen, die Behauptung gilt fu¨r alle ` ≤ k, dann folgt:
Bk+1 ≡p BBk ≡p
(
λ b12
0 λ
)(
λk b12(kλ
k−1)
0 λk
)
≡p
(
λk+1 λb12(kλ
k−1) + b12λk
0 λk+1
)
≡p
(
λk+1 b12((k + 1)λ
k)
0 λk+1
)
Somit folgt fu¨r k = ord(λ)p:
Bord(λ)p ≡p
(
λord(λ)p b12((ord(λ)p)λ
(pord(λ)−1)
0 λord(λ)p
)
≡p
(
1 0
0 1
)
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4.2.2.6 Satz: Seien p, q Primzahlen und sei n = pq, dann gilt: Jede triagonalisierbare
Matrix A ∈ GL(2, Zn) besitzt eine Ordnung, die ϕ(n)n teilt.
Beweis:
Die Behauptung folgt direkt aus Satz (4.2.2.4) und Satz (4.2.2.5) mit Hilfe des Chine-
sischen Restsatzes fu¨r Matrizen (Satz (3.2.1.7)).
4.2.2.7 Satz: Es sei p eine Primzahl und A ∈ GL(2, Zp). A besitzt genau dann eine
Ordnung, die p− 1 teilt, wenn (Spur(A))2 − 4Det(A) ein quadratischer Rest in Z∗p
ist.
Beweis:
”⇐” Ist (Spur(A))2 − 4Det(A) ein quadratischer Rest, so ist A diagonalisierbar und
nach Satz (4.2.2.1) gilt ord(A)|p− 1.
”⇒” Angenommen, es gilt ord(A)|p − 1. Dann gilt Ap ≡p A. Somit ist Spur(Ap) ≡p
Spur(A) und a
(p)
12 ≡p a12 sowie a(p)21 ≡p a21. Somit gilt nach Satz (4.2.1.6):
1 ≡p a(p)12 a−112 ≡p
αp − βp
α− β
≡p (
√
(Spur(A))2 − 4Det(A))p√
(Spur(A))2 − 4Det(A)
≡p ((Spur(A))2 − 4Det(A))
p−1
2
Da ((Spur(A))2−4Det(A)) p−12 ≡p 1 gilt, muss (Spur(A))2−4Det(A) ein quadratischer
Rest in Z∗p sein.
4.2.2.8 Satz: Es sei p eine Primzahl und A ∈ GL(2, Zp)\{±I}. A besitzt genau dann
eine Ordnung, die von p geteilt wird, wenn (Spur(A))2 − 4Det(A) ≡p 0 gilt.
Beweis:
”⇒” Sei A eine Matrix aus GL(2, Zp), mit p|ord(A). Dann gilt nach Satz (4.2.1.6) fu¨r
Ap:
Spur(Ap) ≡p αp + βp
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a
(p)
12 a
−1
12 ≡p
αp − βp
α− β
a
(p)
21 a
−1
21 ≡p
αp − βp
α− β
Dabei gilt α ≡p Spur(A)+
√
(Spur(A))2−4Det(A)
2
und β ≡p Spur(A)−
√
(Spur(A))2−4Det(A)
2
Es folgt:
αp ≡p
(
Spur(A) +
√
(Spur(A))2 − 4Det(A)
2
)p
≡p (Spur(A))
p + (
√
(Spur(A))2 − 4Det(A))p
2p
≡p Spur(A) + (
√
(Spur(A))2 − 4Det(A))p
2
βp ≡p
(
Spur(A)−√(Spur(A))2 − 4Det(A)
2
)p
≡p (Spur(A))
p − (√(Spur(A))2 − 4Det(A))p
2p
≡p Spur(A)− (
√
(Spur(A))2 − 4Det(A))p
2
Also gilt Spur(Ap) ≡p αp + βp ≡p Spur(A).
Des Weiteren gilt:
a
(p)
12 a
−1
12 ≡p
αp − βp
α− β ≡p
(
√
(Spur(A))2 − 4Det(A))p√
(Spur(A))2 − 4Det(A)
≡p ((Spur(A))2 − 4)
p−1
2
Angenommen, es gilt (Spur(A))2 6≡p 4Det(A), dann folgt:
((Spur(A))2 − 4Det(A)) p−12 ≡p ±1
Des Weiteren gilt: Det(Ap) ≡p Det(A)p ≡p Det(A)
Mit anderen Worten:
a11a22 − a12a21 ≡p a(p)11 a(p)22 − a(p)12 a(p)21
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Zusammen folgt:
a11a22 ≡p a(p)11 a(p)22
Da Spur(Ap) ≡p a(p)11 + a(p)22 ≡p a11 + a22 ≡p Spur(A) gilt, folgt:
a11(a
(p)
11 + a
(p)
22 − a11) ≡p a(p)11 a(p)22 ⇒ a211 − a11(a(p)11 + a(p)22 ) + a(p)11 a(p)22 ≡p 0
⇒ (a11 − a(p)11 )(a11 − a(p)22 ) ≡p 0
⇒ a11 ≡p a(p)11 ∨ a11 ≡p a(p)22
Angenommen, es gilt a11 ≡p a(p)11 , dann folgt a22 ≡p a(p)22 , und zusammen mit Satz
(4.2.1.1) folgt auch a12 ≡p a(p)12 und a21 ≡p a(p)21 . Mit anderen Worten: Ap ≡p A, und somit
wa¨re ord(A) = p− 1. Dies wa¨re aber ein Widerspruch zu p|ord(A).
Angenommen, es gilt a11 ≡p a(p)22 , dann folgt a22 ≡p a(p)11 , und zusammen mit Satz
(4.2.1.1) folgt auch a12 ≡p −a(p)12 und a21 ≡p −a(p)21 . Dann wa¨re:
Ap+1 ≡p AAp ≡p
(
a11 a12
a21 a22
)(
a22 −a12
−a21 a11
)
≡p
(
a11a22 − a12a21 a12(a11 − a11)
a21(a22 − a22 −a12a21 + a22a11
)
≡p
(
Det(A) 0
0 Det(A)
)
Es folgt ord(A)|(p+ 1)(p− 1). Dies ist aber ebenfalls ein Widerspruch zu p|ord(A). Es
folgt p|ord(A)⇒ (Spur(A))2 ≡p 4Det(A)
”⇐” Gilt (Spur(A))2 ≡p 4Det(A), so hat das charakteristische Polynom von A X2 −
Spur(A)X +Det(A) eine zweifache Nullstelle. Mit anderen Worten A besitzt zwei gleiche
Eigenwerte λ. Nach Satz (4.2.2.5) gilt dann ord(A) = ord(λp) und somit p|ord(A).
Da GL(2, Zp) keine zyklische Gruppe ist, gibt es kein erzeugendes Element. Da die
Sicherheit des RSA-Verfahrens nicht nur von der Gro¨ße der Gruppenordnung, sondern von
der Ordnung des zu verschlu¨sselnden Elementes abha¨ngt, ist es interessant zu untersuchen,
wie groß die Ordnung eine Elementes ausb GL(2, Zp) maximal werden kann, bzw. welche
Ordnung die maximale zyklische Untergruppe von GL(2, Zp) besitzt.
4.2.2.9 Satz: Die maximale Ordnung eines Elementes A ∈ GL(2, Zp) betra¨gt p2 − 1.
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Beweis:
Zuna¨chst wird gezeigt, dass die Ordnung einer Matrix A ∈ GL(2, Z∗p) durch p2 be-
schra¨nkt ist:
Ist A eine Diagonalmatrix, so gilt nach Satz (4.2.2.1) ord(A)|p− 1 und somit ord(A) ≤
p− 1 < p2.
Sei also A eine Matrix aus GL(2, Zp), die keine Diagonalmatrix ist, d.h. mindestens eine
der Eintra¨ge a12, a21 ist nicht Null. OBdA sei a12 6≡p 0. Nach Korollar (4.2.1.2) besitzen
alle von A erzeugten Elemente B 6≡p ±I zwei Konstanten K1, K2 ∈ Z∗n:
K1 ≡p a−112 a21 ≡p b−112 b21
K2 ≡p (a11 − a22)a−112 ≡p (b11 − b22)b−112
D.h. mit Festlegung des Elementes b12 ist auch der Eintrag b21 sowie die Differenz der
Eintra¨ge b11 und b22 bestimmt. Durch Festlegung eines der beiden Elemente b11 oder b22
ist die Matrix B also vollsta¨ndig bestimmt.
Mit anderen Worten: Eine beliebige in dem Erzeugnis von A liegende Matrix B ist
durch Bestimmung zweier Eintra¨ge b11, b12 ∈ Zp der Matrix eindeutig festgelegt. Es kann
also maximal p2 verschiedene Matrizen in dem Erzeugnis einer Matrix geben, somit gilt:
ord(A) ≤ p2.
Die Ordnung einer Matrix A aus GL(2, Zp) kann also keinen Wert annehmen, der gro¨ßer
als p2 ist. Da die maximale Ordnung eines Elementes die Gruppenordnung teilen muss und
|GL(2, Zp)| = (p− 1)2p(p+ 1) gilt, kann die maximale Ordnung eines Elements ho¨chstens
(p− 1)(p+ 1) = p2 − 1 betragen.
4.2.2.10 Satz: Sei n = pq, p, q Primzahlen, dann gilt: Die maximale Ordnung eines
Elementes A ∈ GL(2, Zn) betra¨gt (p2 − 1)(q2 − 1).
Beweis:
Die Behauptung folgt direkt aus Satz (4.2.2.9) und dem Chinesischen Restsatz fu¨r
Matrizen (Satz (3.2.1.7)).
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4.3 Die Gruppe SL(2, Zn)
4.3.1 Die Potenzfunktion in der Gruppe SL(2, Zn)
In diesem Abschnitt werden besondere Potenzierungseigenschaften der Gruppe SL(2, Zn)
behandelt.
Da SL(2, Zn) eine Untergruppe von GL(2, Zn) ist, gelten alle Sa¨tze aus Abschnitt 4.2.1
auch fu¨r die Gruppe SL(2, Zn).
4.3.1.1 Satz: Sei A eine Matrix aus SL(2, Zp) mit a12 6≡p 0, dann gilt fu¨r alle B ∈< A >:
Entweder ist b12 6≡p 0, oder B ≡p ±I.
Beweis:
Angenommen, fu¨r B ∈< A > gilt b12 ≡p 0. Nach Satz (4.2.1.1) gilt
b12a21 ≡p a12b21
(a11 − a22)b12 ≡p (b11 − b22)a12
Es folgt b21 ≡p 0 und b11 ≡p b22.
Da B ∈ SL(2, Zp) ist Det(B) ≡p b11b11 ≡p 1. Es folgt b11 ≡p 1 oder b11 ≡p −1. Also
gilt B ≡p ±I
4.3.1.2 Korollar: Seien p, q Primzahlen und sei n = pq, dann gilt: Sei A eine Matrix aus
SL(2, Zn) mit a12 ∈ Z∗n, dann gilt fu¨r alle B ∈< A >: Entweder ist b12 ∈ Z∗n, oder
es gilt fu¨r mindestens eine der beiden Primzahlen p und q: B ≡p ±I.
Beweis:
Die Behauptung folgt direkt aus dem vorherigen Satz zusammen mit dem Chinesischen
Restsatz fu¨r Matrizen (Satz (3.2.1.7)).
4.3.2 Zyklische Untergruppen in SL(2, Zn)
Im folgenden soll gekla¨rt werden, welche zyklischen Untergruppen in SL(2, Zn) existieren
und welche besonderen Eigenschaften diese besitzen. Zuna¨chst werden wieder die Matrizen
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u¨ber Zp (wobei p eine Primzahl ist) betrachtet und dann mit Hilfe des Chinesischen Rest-
satzes fu¨r Matrizen auf Matrizen u¨ber Zn zusammengesetzt. Wie in Abschnitt 3.2.1 bereits
dargestellt, besteht SL(2, Zp) aus (p− 1)p(p+1) Elementen. Da SL(2, Zp) eine nicht abel-
sche, assoziative Gruppe und somit nicht zyklische Gruppe ist, kann es kein erzeugendes
Element in der Gruppe geben.
Ebenso wie in GL(2, Zp) gibt es auch in SL(2, Zp) Matrizen, die genau die Ordnung
p− 1 besitzen.
4.3.2.1 Korollar: Es gibt Matrizen ∈ SL(2, Zp), die die Ordnung p− 1 besitzen.
Beweis:
Es sei a ∈ Zp mit ord(a) = p− 1. Dann ist
(
a 0
0 a−1
)
eine Matrix aus SL(2, Zp), die
die Ordnung p− 1 besitzt.
4.3.2.2 Korollar: Es seien p, q zwei verschiedene Primzahlen und sei n = pq. Dann gibt
es Matrizen ∈ SL(2, Zn), die die Ordnung ϕ(n) besitzen.
Beweis:
Die Behauptung folgt direkt aus dem vorherigen Korollar zusammen mit dem Chinesi-
schen Restsatz fu¨r Matrizen (Satz (3.2.1.7)).
Im Gegensatz zu GL(2, Zp) ist die maximal zyklische Untergruppe in SL(2, Zp) wesent-
lich kleiner, wie der folgende Satz zeigt.
4.3.2.3 Korollar: Die maximale Ordnung eines Elementes A ∈ SL(2, Zp) betra¨gt 2p.
Beweis:
Nach Satz (4.2.2.9) kann die Ordnung nicht gro¨ßer als p2 − 1 werden.
Sei A :=
(
a11 a12
a21 a22
)
eine Matrix aus SL(2, Zp), die nicht diagonalisierbar ist. OBdA
sei a12 ∈ Z∗p .
Nach Korollar (4.2.1.2) gibt es zwei Gleichungen mit den Konstanten K1 und K2, die
alle Matrizen aus dem Erzeugnis von A erfu¨llen mu¨ssen:
K1 ≡p a−112 a21
K2 ≡p (a11 − a22)a−112
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Des Weiteren gilt a11a22−a12a21 ≡p 1. Setzt man die obigen Gleichungen in diese Gleichung
ein, so erha¨lt man:
1 ≡p a11(a11 −K2a12)− a12(K1a12) ≡p a211 −K2a11a12 −K1a212
Da die Konstanten fu¨r alle Elemente B ∈< A >, B 6≡p I gelten und mit A ∈ SL(2, Zp)
auch B ∈ SL(2, Zp) ist, muss fu¨r jede Matrix B :=
(
b11 b12
b21 b22
)
die folgende Gleichung
gelten:
1 ≡p b211 −K2b11b12 −K1b212
Dies bedeutet, dass es fu¨r jeden Wert von b11 maximal 2 Lo¨sungen fu¨r b12 geben kann.
Mit anderen Worten: Es gibt ho¨chstens 2 Matrizen in < A > fu¨r jeden mo¨glichen Wert
von b11. Da b11 maximal p verschiedene Werte in Zp annehmen kann, folgt | < A > | ≤ 2p.
Diese Schranke wird auch erreicht, z.B. durch die Matrix
(
−1 −1
0 −1
)
, denn es gilt:
(
−1 −1
0 −1
)p
≡p
(
−1 −p
0 −1
)
≡p
(
−1 0
0 −1
)
4.3.2.4 Korollar: Es seien p, q zwei verschiedene Primzahlen und es sei n = pq. Die
maximale Ordnung eines Elementes A ∈ SL(2, Zn) betra¨gt 4n.
Beweis:
Die Behauptung folgt direkt aus dem vorherigen Korollar zusammen mit dem Chinesi-
schen Restsatz fu¨r Matrizen (Satz (3.2.1.7)).
4.3.2.5 Satz: Es existieren Matrizen in SL(2, Zp), die die Ordnung p+ 1 besitzen.
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Beweis:
Sei A :=
(
a11 a12
a21 a22
)
eine Matrix aus SL(2, Zp) und B := A
k mod p. Nach Satz
(4.2.1.6) gilt:
Spur(B) ≡p αk + βk
b12a
−1
12 ≡p a(k)12 a−112 ≡p
αk − βk
α− β
b21a
−1
21 ≡p a(k)21 a−121 ≡p
αk − βk
α− β
mit
α ≡p Spur(A) +
√
(Spur(A))2 − 4Det(A)
2
≡p Spur(A) +
√
(Spur(A))2 − 4
2
β ≡p Spur(A)−
√
(Spur(A))2 − 4Det(A)
2
≡p Spur(A)−
√
(Spur(A))2 − 4
2
Es folgt:
αp ≡p
(
Spur(A) +
√
(Spur(A))2 − 4
2
)p
≡p (Spur(A))
p + (
√
(Spur(A))2 − 4)p
2p
≡p Spur(A) + (
√
(Spur(A))2 − 4)p
2
βp ≡p
(
Spur(A)−√(Spur(A))2 − 4
2
)p
≡p (Spur(A))
p − (√(Spur(A))2 − 4)p
2p
≡p Spur(A)− (
√
(Spur(A))2 − 4)p
2
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Es gilt:
a
(p)
12 a
−1
12 ≡p
αp − βp
α− β ≡p
(
√
(Spur(A))2 − 4)p√
(Spur(A))2 − 4
≡p (
√
(Spur(A))2 − 4)p−1
Sei (Spur(A))2 − 4 ein quadratischer Nichtrest modulo p maximaler Ordnung. Dann
gilt:
ord((Spur(A))2 − 4) = p− 1 und ((Spur(A))2 − 4) p−12 ≡p −1
Zusammen folgt:
a
(p)
12 a
−1
12 ≡p
αp − βp
α− β ≡p −1
⇒ a(p)12 ≡p −a12
Außerdem gilt:
Spur(Ap) ≡p αp + βp ≡p 2Spur(A)
2
≡p Spur(A)
Zusammen mit der zweiten Gleichung aus Satz (4.2.1.1) folgt:
(a11 − a22)a−112 ≡p (a(p)11 − a(p)22 )(a(p)12 )−1
⇒ (a11 − a22)(−1) ≡p (a(p)11 − a(p)22 )
Aus der Gleichung
Spur(A) ≡p (a11 + a22) ≡p (a(p)11 + a(p)22 ) ≡p Spur(Ap)
folgt weiter:
2a22 ≡p 2a(p)11
⇒ a22 ≡p a(p)11
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und
2a11 ≡p 2a(p)22
⇒ a11 ≡p a(p)22
Es folgt Ap ≡p A−1, also Ap+1 ≡p I. Somit gilt:
ord(A)|p+ 1
Es gilt sogar ord(A) = p + 1. Angenommen, es wa¨re ord(A) = t < p + 1. Dann gilt
At−1 ≡p A−1, also gilt:
−1 ≡p a(t−1)12 a−112 ≡p
αt−1 − βt−1
α− β
≡p (
√
(Spur(A))2 − 4)t−1√
(Spur(A))2 − 4
≡p (
√
(Spur(A))2 − 4)t−2
Dann ha¨tte (Spur(A))2 − 4 eine Ordnung, die t− 2 teilt. Da aber nach Voraussetzung
t − 2 < p − 1 gilt, kann (Spur(A))2 − 4 kein quadratischer Nichtrest maximaler Ordnung
gewesen sein.
4.3.2.6 Korollar: Es sei p eine Primzahl und A ∈ SL(2, Zp). A besitzt genau dann eine
Ordnung, die p+1 teilt, wenn (Spur(A))2− 4 ein quadratischer Nichtrest in Z∗p ist.
Beweis:
”⇒” Angenommen, es gilt ord(A)|p+ 1, dann folgt somit: Ap ≡p A−1. Dann ist
Spur(Ap) ≡p Spur(A) und a(p)12 ≡p −a12, sowie a(p)21 ≡p −a21. Somit gilt nach Satz (4.2.1.6):
−1 ≡p a(p)12 a−112 ≡p
αp − βp
α− β
≡p (
√
(Spur(A))2 − 4)p√
(Spur(A))2 − 4
≡p ((Spur(A))2 − 4)
p−1
2
Also ist (Spur(A))2 − 4 ein quadratischer Nichtrest.
”⇐” Wird in dem Beweis des obigen Satzes (Satz (4.3.2.5)) gezeigt.
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4.3.2.7 Satz: Es sei p eine Primzahl und A ∈ SL(2, Zp). A besitzt genau dann eine
Ordnung, die p− 1 teilt, wenn (Spur(A))2 − 4 ein quadratischer Rest in Z∗p ist.
Beweis:
”⇒” Angenommen, es gilt ord(A)|p− 1, dann gilt Ap ≡p A. Somit ist
Spur(Ap) ≡p Spur(A) und a(p)12 ≡p a12, sowie a(p)21 ≡p a21. Somit gilt nach Satz (4.2.1.6):
1 ≡p a(p)12 a−112 ≡p
αp − βp
α− β
≡p (
√
(Spur(A))2 − 4)p√
(Spur(A))2 − 4
≡p ((Spur(A))2 − 4)
p−1
2
Also ist (Spur(A))2 − 4 ein quadratischer Rest.
”⇐” Ist (Spur(A))2−4 ein quadratischer Rest, so ist A diagonalisierbar und nach Satz
(4.2.2.1) gilt ord(A)|p− 1.
4.3.2.8 Korollar: Es sei p eine Primzahl und A ∈ SL(2, Zp). Dann gilt ord(A)|p−1 mit
einer Wahrscheinlichkeit von 1
2
. Ebenso gilt ord(A)|p+1 mit einer Wahrscheinlichkeit
von 1
2
.
Beweis:
Nach Satz (4.3.2.7) (bzw. Korollar (4.3.2.6)) gilt ord(A)|p−1 (bzw. ord(A)|p+1) genau
dann, wenn (Spur(A))2 − 4 ein quadratischer Rest (bzw. ein quadratischer Nichtrest) in
Z∗p ist.
Angenommen, die Wahrscheinlichkeit, dass (Spur(A))2− 4 ein quadratischer Rest mo-
dulo p ist, unterscheidet sich signifikant von 1
2
. Dann unterscheidet sich die Wahrschein-
lichkeit, dass die auf einen quadratischen Rest vorangehende Zahl ein quadratischer Rest
ist, ebenfalls signifikant von 1
2
. Also unterscheidet sich die Wahrscheinlichkeit, dass eine
zufa¨llig gewa¨hlte Zahl und die darauf folgende Zahl quadratische Reste sind, signifikant
von 1
4
.
Dies widerspricht aber der Aussage von Theorem 1 aus (Pe92), in der bewiesen wird,
dass die Wahrscheinlichkeit, dass zwei aufeinanderfolgende Zahlen quadratische Reste sind,
sich nicht signifikant von 1
4
unterscheidet.
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4.4 Das diskrete Logarithmusproblem in SL(2, Zn) und
GL(2, Zn)
In diesem Abschnitt wird das diskrete Logarithmusproblem in den Gruppen SL(2, Zn)
und GL(2, Zn) betrachtet. Da sich das diskrete Logarithmusproblem in SL(2, Zn) bzw.
GL(2, Zn) (n = pq) mit Hilfe des Chinesischen Restsatzes fu¨r Matrizen auf das diskrete Lo-
garithmusproblem in SL(2, Zp) und SL(2, Zq) bzw. GL(2, Zp) und GL(2, Zq) zuru¨ckfu¨hren
la¨sst, wird im Folgenden das diskrete Logarithmusproblem lediglich in den Gruppen
SL(2, Zp) und GL(2, Zp) betrachtet.
4.4.1 Das diskrete Logarithmusproblem in SL(2, Zp)
Zuna¨chst soll noch einmal die Definition des diskreten Logarithmusproblems gegeben wer-
den.
4.4.1.1 Definition: Das Problem des diskreten Logarithmus:
Unter dem Problem des diskreten Logarithmus versteht man das Folgende: Sei eine
multiplikative Gruppe G und ein Wertepaar (x, y) ∈ G×G mit y ∈< x >. Bestimme
eine Zahl k, so dass y = xk in G gilt.
Man kann leicht zeigen, dass das diskrete Logarithmusproblem in SL(2, Zp) mindestens
so schwierig ist, wie das diskrete Logarithmusproblem in Zp.
4.4.1.2 Satz: Das diskrete Logarithmusproblem in SL(2, Zp) ist mindestens so schwierig
wie das diskrete Logarithmusproblem in Zp.
Beweis:
Angenommen, das diskrete Logarithmusproblem in SL(2, Zp) wa¨re lo¨sbar, d.h. es gibt
einen effizienten Algorithmus Alg, der zu einem Wertepaar (A,B) ∈ SL(2, Zp)×SL(2, Zp)
mit B ∈< A > und p ∈ P ein k ermittelt, so dass B ≡p Ak gilt, dann kann dieser
Algorithmus dazu verwendet werden, das diskrete Logarithmusproblem in Zp zu lo¨sen.
Um das diskrete Logarithmusproblem fu¨r ein (x, y) ∈ Zp × Zp zu lo¨sen, kann der
Algorithmus Alg wie folgt verwendet werden:
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Man setzt A :=
(
x 0
0 x−1
)
mod p und B :=
(
y 0
0 y−1
)
mod p und verwendet diese
beiden Matrizen als Eingabe fu¨r den Algorithmus Alg. Dieser gibt ein k aus, so dass
B ≡p Ak gilt. Da A` ≡p
(
x` 0
0 x−`
)
gilt, folgt, dass auch xk ≡p y in Zp gilt.
Aus diesem Satz kann man jedoch nicht folgern, dass das Problem des diskreten Loga-
rithmus fu¨r alle Matrizen aus SL(2, Zp) schwierig ist, wie in diesem Abschnitt noch gezeigt
werden soll.
4.4.1.3 Satz: Es sei p eine Primzahl. A ∈ SL(2, Zp)\{±I} besitzt genau dann eine Ord-
nung, die von p geteilt wird, wenn Spur(A) ≡p ±2 gilt.
Beweis:
Gilt Spur(A) ≡p ±2, dann folgt Spur(A)2 − 4 ≡p 0, und somit folgt die Behauptung
aus Satz (4.2.2.8).
4.4.1.4 Satz: Es gibt genau 2((p − 1)2 + 2(p − 1)) Matrizen aus SL(2, Zp), fu¨r die gilt
p|ord(A).
Beweis:
Nach Satz (4.4.1.3) gilt fu¨r alle A mit p|ord(A), dass Spur(A) ≡p ±2 gilt. Des weitern
gilt fu¨r jede Matrix A ∈ SL(2, Zp):
a11a22 − a12a21 ≡p 1
Es folgt also:
a11(2− a11)− a12a21 ≡p −a211 + 2a11 − a12a21 ≡p 1
Fu¨r Spur(A) ≡p 2 werden im Folgenden die beiden Fa¨lle a11 ≡p 1 und a11 6≡p 1
unterschieden:
1. Sei a11 ≡p 1, dann folgt a22 ≡p 2 − a11 ≡p 1. In diesem Fall muss
a12a21 ≡p 0 gelten. Also entweder a12 ≡p 0 oder a21 ≡p 0. Es du¨rfen
aber nicht beide Elemente a12 und a21 den Wert Null annehmen, da in
diesem Fall A ≡p I und ord(A) = 1 gilt.
Dieser Fall kann genau 2(p− 1) Mal auftreten.
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2. Sei a11 6≡p 1, dann folgt a22 ≡p 2 − a11 6≡p 1 und es gilt a11a22 ≡p
−a211 +2a11 6≡p 1. In diesem Fall folgt a12a21 6≡p 0. Also weder a12 ≡p 0
noch a21 ≡p 0. Aber fu¨r jeden sonstigen beliebigen Wert von a12 ∈ Z∗p
gibt es genau einen Wert fu¨r a21 ∈ Z∗p , so dass
−a211 + 2a11 − a12a21 ≡p 1
gilt. Dieser Fall kann genau (p− 1)(p− 1) Mal auftreten.
Insgesamt gibt es also (p − 1)2 + 2(p − 1) Matrizen aus SL(2, Zp) mit Spur(A) ≡p 2,
deren Ordnung von p geteilt wird. Fu¨r Matrizen mit Spur(A) ≡p −2 kann eine a¨quivalente
Fallunterscheidung erfolgen, so dass also gilt:
Insgesamt gibt es 2((p− 1)2 + 2(p− 1)) Matrizen aus SL(2, Zp), deren Ordnung von p
geteilt wird.
Der folgende Satz zeigt, unter welchen Bedingungen eine Matrix aus SL(2, Zp) die
Ordnung p besitzt.
4.4.1.5 Satz: Sei A ∈ SL(2, Zp)\{I}, dann gilt:
ord(A) = p⇔ Spur(A) ≡p 2
Beweis:
”⇒” Sei ord(A) = p. Nach Satz (4.4.1.3) gilt Spur(A) = ±2. Nach Satz (4.2.1.6) gilt
fu¨r jede Matrix B ≡p Ak:
Spur(B) ≡p αk + βk
b12a
−1
12 ≡p a(k)12 a−112 ≡p
αk − βk
α− β
Dabei ist α ≡p Spur(A)+
√
(Spur(A))2−4Det(A)
2
≡p Spur(A)2 und β ≡p
Spur(A)−
√
(Spur(A))2−4Det(A)
2
≡p
Spur(A)
2
.
Es folgt fu¨r k = p:
Spur(Ap) ≡p αp + βp ≡p Spur(A)
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Wa¨re Spur(A) ≡p −2, so gilt Spur(Ap) ≡p −2 6≡p 2 ≡p Spur(I), also Ap 6≡p I. Dies
wa¨re ein Widerspruch zu ord(A) = p.
”⇐” Sei Spur(A) ≡p 2 und Det(A) ≡p 1.
Dann gelten die folgenden Behauptungen fu¨r alle k:
Spur(Ak) ≡p 2
a
(k)
12 a
−1
12 ≡p k
a
(k)
21 a
−1
21 ≡p k
Der Beweis der Behauptungen erfolgt durch Induktion u¨ber k, wobei die dritte Glei-
chung direkt aus der zweiten mit Hilfe von Korollar (4.2.1.2) gefolgert werden kann, weshalb
auf eine explizite Auffu¨hrung im Folgenden verzichtet wird.
Nach Satz (4.2.1.4) gilt:
Spur(Ak) ≡p Spur(A)Spur(Ak−1)−Det(A)Spur(Ak−2)
a
(k)
12 a
−1
12 ≡p Spur(A)a(k−1)12 a−112 −Det(A)a(k−2)12 a−112
≡p 2a(k−1)12 a−112 − a(k−2)12 a−112
Zuna¨chst wird die erste Behauptung Spur(Ak) ≡p 2 bewiesen:
Es folgt fu¨r k = 1, 2:
2 ≡p Spur(A1)
2 ≡p Spur(A2) ≡p Spur(A)Spur(A1)−Det(A)Spur(A0) ≡p 4− 2 ≡p 2
Also stimmt die Behauptung fu¨r k = 1, 2. Angenommen, die Behauptung gilt fu¨r alle
natu¨rlichen Zahlen bis zu einem k − 1, d.h. es gilt Spur(Ak−1) ≡p 2, dann folgt:
Spur(Ak) ≡p Spur(A)Spur(Ak−1)−Det(A)Spur(Ak−2) ≡p 4− 2 ≡p 2
Nun soll die zweite Behauptung a
(k)
12 a
−1
12 ≡p k bewiesen werden:
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Es folgt fu¨r k = 1, 2:
1 ≡p a12a−112
2 ≡p a(2)12 a−112 ≡p 2a(1)12 a−112 − a(0)12 a−112
Also stimmt die Behauptung fu¨r k = 1, 2. Angenommen, die Behauptung gilt fu¨r alle
Zahlen bis zu einem k − 1, d.h. es gilt a(k−1)12 a−112 ≡p k − 1. Dann folgt:
a
(k)
12 a
−1
12 ≡p Spur(A)a(k−1)12 a−112
−Det(A)a(k−2)12 a−112
≡p 2a(k−1)12 a−112 − a(k−2)12 a−112
≡p 2a(k−1)12 a−112 − (a(k−1)12 a−112 − 1)
≡p a(k−1)12 a−112 + 1 ≡p k
Es gilt also Spur(Ap) ≡p 2 und a(p)12 ≡p a12p ≡p 0 und somit Ap ≡p I (da Ap ∈ SL(2, Zp)
gilt). Da A 6≡p I gilt ord(A) = p.
4.4.1.6 Satz: Sei A ∈ SL(2, Zp) und p eine Primzahl und sei ord(A) = p und B ∈< A >,
dann kann das diskrete Logarithmusproblem von B bezu¨glich A mit polynomiellem
Zeit- und Speicheraufwand gelo¨st werden.
Beweis:
Sei B ≡p Ak. Ist B ≡p I, so gilt ord(A) = p|k, und k = p wa¨re eine Lo¨sung des
diskreten Logarithmusproblems. Sei also B 6≡p I. Da ggT (ord(A), p − 1) = 1 ist, ist A
nicht diagonalisierbar, und somit gilt insbesondere entweder a12 6≡p 0∨ a21 6≡p 0. OBdA sei
a12 6≡p 0.
Wie im Beweis von Satz (4.4.1.5) dargestellt, gilt:
a
(k)
12 a
−1
12 ≡p k
Also gilt: Ak ≡p
(
a
(k)
11 a
(k)
12
a
(k)
21 a
(k)
22
)
≡p
(
a
(k)
11 ka12
ka21 a
(k)
22
)
D.h. der diskrete Logarithmus kann bei gegebenen A und B ≡p Ak effizient berechnet
werden.
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Klassifikation der Matrizen aus SL(2, Zp)
In diesem Abschnitt soll gekla¨rt werden, wie schwierig das diskrete Logarithmusproblem fu¨r
Matrizen in SL(2, Zp) ist. Es wurde gezeigt, dass die Ordnung einer Matrix A ∈ SL(2, Zp)
maximal den Wert 2p annehmen kann. Um Aussagen u¨ber die Komplexita¨t des diskre-
ten Logarithmusproblems fu¨r Matrizen aus SL(2, Zp) zu machen, werden die Matrizen in
folgende Klassen eingeteilt:
4.4.1.0.5 Definition: Klassifizierung von Matrizen aus SL(2, Zp)
Die Matrizen aus SL(2, Zp) werden in folgende Klassen eingeteilt:
• Klasse 1:
Die Menge der Matrizen der Klasse 1 beinhaltet alle Matrizen A ∈ SL(2, Zp)
mit ord(A)|(p− 1).
• Klasse 2:
Die Menge der Matrizen der Klasse 2 beinhaltet alle Matrizen A ∈ SL(2, Zp)
mit ord(A)|2p.
• Klasse 3:
Die Menge der Matrizen der Klasse 3 beinhaltet alle Matrizen A ∈ SL(2, Zp)
mit ord(A)|p+ 1.
4.4.1.0.6 Bemerkung: Die hier aufgefu¨hrte Klassifikation der Matrizen aus SL(2, Zp)
entspricht den im Satz von Dickson ((Hu83) S. 213) aufgefu¨hrten mo¨glichen zy-
klischen Untergruppen von SL(2, Zp).
4.4.1.0.7 Satz: Jede Matrix A ∈ SL(2, Zp)\{±I} mit ord(A) 6= 2 liegt in genau einer
der angegebenen Klassen.
Beweis:
Sei A eine Matrix aus SL(2, Zp)\{±I} mit ord(A) 6= 2.
Zuna¨chst wird gezeigt, dass A in mindestens einer der angegebenen Klassen enthalten
ist. Ist A eine Diagonalmatrix, so gilt nach Satz (4.2.2.1) ord(A)|p − 1 und somit wa¨re A
eine Matrix der Klasse 1.
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Ist A eine Dreiecksmatrix, so gilt nach Satz (4.2.2.4) und Satz (4.2.2.5) ord(A)|(p− 1)p
und mit ord(A) ≤ 2p aus Korollar (4.3.2.3) folgt: Entweder gilt ord(A)|p−1 oder ord(A)|2p.
Mit anderen Worten: Entweder ist dann A eine Matrix der Klasse 1 oder eine Matrix der
Klasse 2.
Im folgenden soll nun der Fall betrachtet werden, dass A weder eine Diagonal- noch
eine Dreiecksmatrix ist.
Gilt Spur(A) ≡p 2, so ist ord(A) = p und somit eine Matrix der Klasse 2. Sei also im
Folgenden auch Spur(A) 6≡p 2.
Nach Satz (4.2.1.6) gilt fu¨r B ≡p Ak:
Spur(B) ≡n αk + βk
b12a
−1
12 ≡p a(k)12 a−112 ≡p
αk − βk
α− β
b21a
−1
21 ≡p a(k)21 a−121 ≡p
αk − βk
α− β
Dabei ist α ≡p Spur(A)+
√
(Spur(A))2−4Det(A)
2
und β ≡p Spur(A)−
√
(Spur(A))2−4Det(A)
2
.
Somit folgt fu¨r p = k und Det(A) ≡p 1:
Spur(B) ≡p αp + βp
b12a
−1
12 ≡p a(k)12 a−112 ≡p
αp − βp
α− β
b21a
−1
21 ≡p a(k)21 a−121 ≡p
αp − βp
α− β
Wie in dem Beweis von Satz (4.3.2.5) folgt:
Spur(B) ≡p Spur(A)
a
(p)
12 a
−1
12 ≡p
αp − βp
α− β ≡p ±1
fu¨r Spur(A) 6≡p 2 und
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Spur(Ap) ≡p αp + βp ≡p 2Spur(A)
2
≡p Spur(A)
Gilt a
(p)
12 a
−1
12 ≡p ((Spur(A))2 − 4)
p−1
2 ≡p −1, dann ist (Spur(A))2 − 4 ein quadratischer
Nichtrest. Nach Korollar (4.3.2.6) gilt dann ord(A)|p+ 1, also Ap ≡p A−1
Gilt a
(p)
12 a
−1
12 ≡p 1, dann gilt a(p)12 ≡p a12. Nach Satz (4.2.1.1) folgt a(p)21 ≡p a21 und
(a11 − a22)a−112 ≡p (a(p)11 − a(p)22 )(a(p)12 )−1
⇒ a11 − a22 ≡p a(p)11 − a(p)22
Zusammen mit
Spur(A) ≡p a11 + a22 ≡p a(p)11 + a(p)22 ≡p Spur(Ap)
folgt a11 ≡p a(p)11 ∧ a22 ≡p a(p)22 .
Mit anderen Worten: Es gilt:
Ap ≡p A ∨ Ap ≡p A−1
Also gilt entweder Ap−1 ≡p I, dann ist A eine Matrix der Klasse 1, oder Ap+1 ≡p I,
dann ist A eine Matrix der Klasse 3. Also ist jede Matrix in mindestens einer der Klassen
enthalten.
Nun wird gezeigt, dass A in genau einer der obigen Klassen liegt, falls ord(A) 6= 2 gilt.
Es existiert eine Primzahl t > 2 mit t|ord(A) (da A 6≡p ±I). Wu¨rde A in mehreren Klassen
liegen, so mu¨sste t mindestens zwei der Zahlen p − 1, p, p + 1 teilen. Wenn t zwei Zahlen
teilt, so teilt t auch die Differenz der beiden Zahlen. Da die mo¨glichen Differenzen von
p − 1, p, p + 1 jedoch 1, 2 sind mu¨sste t ∈ {1, 2} gelten. Dies ist aber ein Widerspruch zu
t > 2.
Je nach Klasse, in der eine Matrix liegt, ko¨nnen unterschiedliche Aussagen u¨ber die
Schwierigkeit des diskreten Logarithmusproblems getroffen werden.
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4.4.1.0.8 Satz: Sei A eine Matrix der Klasse 1, dann ist das diskrete Logarithmuspro-
blem in < A > a¨quivalent zum diskreten Logarithmusproblem in Zp.
Beweis:
Wenn es einen Algorithmus Alg gibt, der das diskrete Logarithmusproblem fu¨r Matrizen
der Klasse 1 lo¨sen kann, kann dieser dazu verwendet werden, das diskrete Logarithmuspro-
blem in Z∗p zu lo¨sen. Dies geschieht wie folgt:
Um das diskrete Logarithmusproblem (x, y) mit y ≡p xk zu lo¨sen, gibt man als Einga-
beparameter fu¨r Alg die Matrizen
(
a11 0
0 a−111
)
und
(
ak11 0
0 a−k11
)
ein.
Nun soll der umgekehrte Fall betrachtet werden. Angenommen, es gibt einen Algo-
rithmus Alg, der das diskrete Logarithmusproblem in Z∗p lo¨sen kann, dann kann dieser
Algorithmus dazu verwendet werden, das diskrete Logarithmusproblem fu¨r Matrizen der
Klasse 1 zu lo¨sen.
Sei A eine Matrix der Klasse 1, also ord(A)|p − 1. Ist A eine Diagonalmatrix, so folgt
die Behauptung sofort, da dann gilt:
Ak ≡p
(
a11 0
0 a−111
)k
≡p
(
ak11 0
0 a−k11
)
Also sei im Folgenden A keine Diagonalmatrix, oBdA sei a12 6≡p 0, dann gilt Ap ≡p A
und somit:
a
(p)
12 a
−1
12 ≡p 1 ≡p
αp − βp
α− β ≡p
√
(Spur(A))2 − 4Det(A)p−1
Also muss (Spur(A))2 − 4Det(A) ein quadratischer Rest in Z∗p sein. D.h. man kann
die diskreten quadratischen Wurzeln von (Spur(A))2 − 4Det(A) in Z∗p berechnen. D.h.√
(Spur(A))2 − 4Det(A) ∈ Z∗p , und somit gilt auch:
α ≡p Spur(A) +
√
(Spur(A))2 − 4Det(A) ∈ Z∗p
und
β ≡p Spur(A)−
√
(Spur(A))2 − 4Det(A) ∈ Z∗p
(Es gilt α, β 6≡p 0, da
√
Spur(A2)− 4Det(A) 6≡p ±Spur(A))
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Nach Satz (4.2.1.6) gilt fu¨r B ≡p Ak:
Spur(B) ≡p αk + βk
b12a
−1
12 (α− β) ≡p b12a−112
√
(Spur(A))2 − 4Det(A)
≡p αk − βk
Es folgt also fu¨r eine Matrix B ≡p Ak:
2−1(Spur(B) + b12a−112 (α− β)) ≡p αk
Mit anderen Worten: Um das diskrete Logarithmusproblem (A,B) mit B ≡p Ak fu¨r die
Matrizen der Klasse 1 mit Hilfe des Algorithmus Alg zu lo¨sen, gibt man als Eingabepara-
meter fu¨r Alg α und 2−1(Spur(B) + b12a−112 (α− β)) ≡p αk ein.
4.4.1.0.9 Satz: Sei A eine Matrix der Klasse 2, dann ist das diskrete Logarithmuspro-
blem in < A > mit polynomiellem Zeit- und Speicheraufwand lo¨sbar.
Beweis:
Gilt ord(A) = p, so ist das diskrete Logarithmusproblem nach Satz (4.4.1.6) mit po-
lynomiellem Zeit- und Speicheraufwand lo¨sbar. Gilt ord(A) = 2p, und man mo¨chte das
diskrete Logarithmusproblem von einer Matrix B ∈< A > bezu¨glich A lo¨sen, so lo¨st man
zuna¨chst das diskrete Logarithmusproblem von B2 bezu¨glich A2. Sei k diese Lo¨sung. Dann
ist entweder k oder k + p die Lo¨sung des diskreten Logarithmusproblems von B bezu¨glich
A.
4.4.1.0.10 Bemerkung: Fu¨r Matrizen der Klasse 3 la¨sst sich keine direkte Beziehung
zwischen dem Berechnen von diskreten Logarithmen in der Gruppe Matrizen der
Klasse 3 und dem Berechnen von diskreten Logarithmen in der Gruppe Z∗p bewei-
sen.
Da Matrizen der Klasse 3 nicht diagonalisierbar sind, kann auch keine Aussage
daru¨ber getroffen werden, ob das Berechnen von diskreten Logarithmen in der
Gruppe Matrizen der Klasse 3 mindestens so schwierig ist wie in der Gruppe Z∗p .
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4.4.2 Das diskrete Logarithmusproblem in GL(2, Zp)
In diesem Abschnitt soll gezeigt werden, dass das diskrete Logarithmusproblem inGL(2, Zp)
in engem Zusammenhang mit dem diskreten Logarithmusproblem in Z∗p steht.
Betrachtet man die Gruppe GL(2, Zp)\SL(2, Zp), so wird sofort deutlich, dass das dis-
krete Logarithmusproblem in GL(2, Zp) mindestens so schwierig ist wie das diskrete Loga-
rithmusproblem in Z∗p .
4.4.2.1 Satz: Das diskrete Logarithmusproblem in GL(2, Zp)\SL(2, Zp) ist mindestens
so schwierig wie das diskrete Logarithmusproblem in Z∗p .
Beweis:
Angenommen, das diskrete Logarithmusproblem in GL(2, Zp)\SL(2, Zp) wa¨re lo¨sbar,
d.h. es gibt einen AlgorithmusAlg, der zu einemWertepaar (A,B) ∈ GL(2, Zp)\SL(2, Zp)×
GL(2, Zp)\SL(2, Zp) mit B ∈< A > und p ∈ P ein k ermittelt, so dass B ≡p Ak gilt, dann
kann dieser Algorithmus dazu verwendet werden, das diskrete Logarithmusproblem in Z∗p
zu lo¨sen.
Um das diskrete Logarithmusproblem fu¨r ein (x, y) ∈ Z∗p × Z∗p zu lo¨sen, kann der
Algorithmus Alg wie folgt verwendet werden: Man setzt A :=
(
x 0
0 1
)
mod p und B :=(
y 0
0 1
)
mod p und verwendet diese beiden Matrizen als Eingabe fu¨r den Algorithmus
Alg. Dieser gibt ein k aus, so dass B ≡p Ak gilt. Da A` ≡p
(
x` 0
0 1`
)
gilt, folgt, dass
auch xk ≡p y in Z∗p gelten muss.
Es stellt sich die Frage, ob das diskrete Logarithmusproblem in Z∗p a¨quivalent zu dem
diskreten Logarithmusproblem in GL(2, Zp) ist. Diese Frage soll im na¨chsten Abschnitt
eingehender behandelt werden.
Klassifikation der Matrizen aus GL(2, Zp)
In diesem Abschnitt soll gekla¨rt werden, wie schwierig das diskrete Logarithmusproblem fu¨r
Matrizen in GL(2, Zp) ist. Es wurde gezeigt, dass die Ordnung einer Matrix A ∈ GL(2, Zp)
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maximal den Wert (p2 − 1) annehmen kann. Die in dem vorherigen Abschnitt eingefu¨hrte
Einteilung der Matrizen in Klassen kann fu¨r den Fall A ∈ GL(2, Zp) erweitert werden.
4.4.2.0.11 Definition: Klassifizierung von Matrizen aus GL(2, Zp)\SL(2, Zp)
Die Matrizen aus GL(2, Zp)\SL(2, Zp) werden in folgende Klassen eingeteilt:
• Klasse 4:
Die Menge der Matrizen der Klasse 4 beinhaltet alle Matrizen
A ∈ GL(2, Zp)\SL(2, Zp) mit ord(A)|(p− 1).
• Klasse 5:
Die Menge der Matrizen der Klasse 5 beinhaltet alle Matrizen
A ∈ GL(2, Zp)\SL(2, Zp) mit ord(A)|(p− 1)p.
• Klasse 6:
Die Menge der Matrizen der Klasse 6 beinhaltet alle Matrizen
A ∈ GL(2, Zp)\SL(2, Zp) mit ord(A)|(p− 1)(p+ 1).
Zuna¨chst soll gezeigt werden, dass in dieser Klassifizierung alle Matrizen aus GL(2, Zp)
enthalten sind.
4.4.2.0.12 Satz: Jede Matrix A ∈ GL(2, Zp)\SL(2, Zp) liegt in mindestens einer der
Klassen 4, 5 oder 6.
Beweis: Sei A =
(
a11 a12
a21 a22
)
eine beliebige Matrix aus GL(2, Zp)\SL(2, Zp). Dann
gilt B :≡p Ap−1 ∈ SL(2, Zp).
Des Weiteren gilt nach Satz (4.2.1.6) fu¨r B ≡p Ap−1:
Spur(B) ≡p αp−1 + βp−1
mit α ≡p Spur(A)+
√
(Spur(A))2−4Det(A)
2
und β ≡p Spur(A)−
√
(Spur(A))2−4Det(A)
2
.
Man unterscheidet die folgenden zwei Fa¨lle:
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1. Fall: (Spur(A))2 − 4Det(A) ist ein quadratischer Rest in Z∗p .
In diesem Fall gilt α ∈ Z∗p und β ∈ Z∗p und somit:
Spur(B) ≡p αp−1 + βp−1 ≡p 2
Dann gilt nach Satz (4.4.1.5) entweder B ≡p I, oder ord(B) = p. Gilt
B ≡p I, so ist A eine Matrix der Klasse 4. Gilt ord(B) = p, so ist A
eine Matrix der Klasse 5.
2. Fall: (Spur(A))2 − 4Det(A) ist kein quadratischer Rest in Z∗p .
In diesem Fall gilt α 6∈ Z∗p und β 6∈ Z∗p , und somit gilt fu¨r C :=
Ap mod p:
Spur(C) ≡p αp + βp
≡p (Spur(A) +
√
(Spur(A))2 − 4Det(A))p
2p
+
(Spur(A)−√(Spur(A))2 − 4Det(A))p
2p
≡p 2Spur(A) +
√
(Spur(A))2 − 4Det(A)−√(Spur(A))2 − 4Det(A)
2
≡p Spur(A)
Falls A eine Diagonalmatrix ist, gilt nach Satz (4.2.2.1) ord(A)|p − 1,
und somit wa¨re A eine Matrix der Klasse 4. Ist A eine Dreiecksmatrix,
so ist nach Satz (4.2.2.4) und Satz (4.2.2.5) A entweder eine Matrix der
Klasse 4 oder eine Matrix der Klasse 5.
Also sei A weder eine Diagonalmatrix noch eine Dreiecksmatrix, dann
gilt:
c12a
−1
12 ≡p
αp − βp
α− β ≡p
(
√
(Spur(A))2 − 4)p√
(Spur(A))2 − 4
≡p (
√
(Spur(A))2 − 4)p−1
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Ebenso folgt:
c21a
−1
21 ≡p (
√
(Spur(A))2 − 4)p−1
Da (Spur(A))2 − 4 ein quadratische Nichtrest ist, gilt:
(
√
(Spur(A))2 − 4)p−1 ≡p −1
Mit Hilfe der Konstanten aus Satz (4.2.1.1) ko¨nnen auch c11 und c22
bestimmt werden. Dass heißt, fu¨r C ≡p Ap gilt:
C ≡p
(
a22 −a12
−a21 a11
)
Dann gilt fu¨r Ap+1:
CA ≡p
(
a22 −a12
−a21 a11
)(
a11 a12
a21 a22
)
≡p
(
a11a22 − a12a21 0
0 a11a22 − a12a21
)
Mit anderen Worten: Ap+1 ist eine Diagonalmatrix und besitzt nach
Satz (4.2.2.1) eine Ordnung, die p − 1 teilt. Daraus folgt, dass A eine
Matrix der Klasse 6 ist.
Klar ist, dass nach der obigen Definition jede Matrix aus der Klasse 4 auch in den
Klassen 5 und 6 enthalten ist. Daher kann Satz (4.4.1.0.7) nur auf die Klassen 5 und 6
erweitert werden.
4.4.2.0.13 Satz: Jede Matrix A ∈ GL(2, Zp)\SL(2, Zp), die nicht in der Klasse 4 liegt,
liegt in genau einer der Klassen 5 oder 6.
Beweis:
Nach Satz (4.4.2.0.13) ist jede Matrix aus GL(2, Zp)\SL(2, Zp), die keine Matrix der
Klasse 4 ist, in mindestens einer der beiden Klassen 5 oder 6 enthalten.
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Angenommen A wa¨re eine Matrix aus GL(2, Zp)\SL(2, Zp), die sowohl in der Klasse
5 als auch in der Klasse 6 enthalten ist. Wenn A in Klasse 5 enthalten ist, gilt p|ord(A).
Ist A eine Matrix der Klasse 6, so folgt ord(A)|(p − 1)(p + 1), und somit mu¨sste auch
p|(p − 1)(p + 1) gelten. Dies ist aber ein Widerspruch, da keine Primzahl existiert, die
entweder die vorangegangene Zahl oder die nachfolgende Zahl teilt.
Je nachdem, in welcher Klasse eine Matrix liegt, ko¨nnen unterschiedliche Aussage u¨ber
die Schwierigkeit des diskreten Logarithmusproblems getroffen werden.
4.4.2.0.14 Satz: Sei A eine Matrix der Klasse 4, dann ist das diskrete Logarithmuspro-
blem in < A > a¨quivalent zum diskreten Logarithmusproblem in Z∗p .
Beweis:
Klar ist, dass ein Algorithmus Alg, der das diskrete Logarithmusproblem fu¨r Matrizen
der Klasse 4 zu lo¨sen vermag, dazu verwendet werden kann, das diskrete Logarithmuspro-
blem in Z∗p zu lo¨sen. Dies geschieht wie folgt:
Um das diskrete Logarithmusproblem (x, y) mit y ≡p xk zu lo¨sen, gibt man als Einga-
beparameter fu¨r Alg einfach die Matrizen
(
x 0
0 x
)
und
(
y 0
0 y
)
ein.
Nun soll der umgekehrte Fall betrachtet werden. Angenommen, es gibt einen Algo-
rithmus Alg, der das diskrete Logarithmusproblem in Z∗p lo¨sen kann, dann kann dieser
Algorithmus dazu verwendet werden, das diskrete Logarithmusproblem fu¨r Matrizen der
Klasse 4 zu lo¨sen.
Sei A eine Matrix der Klasse 4, also ord(A)|p − 1. Ist A eine Diagonalmatrix, so folgt
die Behauptung sofort, da dann gilt:
Ak ≡p
(
a11 0
0 a22
)k
≡p
(
ak11 0
0 ak22
)
Also sei im Folgenden A keine Diagonalmatrix, oBdA sei a12 6≡p 0, dann gilt Ap ≡p A
und somit:
a
(p)
12 a
−1
12 ≡p 1 ≡p
αp − βp
α− β ≡p
√
(Spur(A))2 − 4Det(A)p−1
KAPITEL 4. EIGENSCHAFTEN VON GL(2, ZN) UND SL(2, ZN) 75
Also muss (Spur(A))2 − 4Det(A) ein quadratischer Rest in Z∗p sein. D.h. man kann
die diskreten quadratischen Wurzeln von (Spur(A))2 − 4Det(A) in Z∗p berechnen und es
gilt:
√
(Spur(A))2 − 4Det(A) ∈ Z∗p . Da Zp ein Ko¨rper ist, gilt somit auch α, β ∈ Zp. Des
Weiteren gilt α, β 6≡p 0, da
√
(Spur(A))2 − 4Det(A) 6≡p ±Spur(A) fu¨r Det(A) 6≡p 0. Das
heißt, es gilt:
α ≡p Spur(A) +
√
(Spur(A))2 − 4Det(A) ∈ Z∗p
β ≡p Spur(A)−
√
(Spur(A))2 − 4Det(A) ∈ Z∗p
Nach Satz (4.2.1.6) gilt fu¨r B ≡p Ak:
Spur(B) ≡p αk + βk
b12a
−1
12 (α− β) ≡p b12a−112
√
(Spur(A))2 − 4Det(A)
≡p αk − βk
Es folgt also fu¨r eine Matrix B ≡p Ak:
2−1(Spur(B) + b12a−112 (α− β)) ≡p αk
Mit anderen Worten: Um das diskrete Logarithmusproblem (A,B) mit B ≡p Ak fu¨r die
Matrizen der Klasse 4 mit Hilfe des Algorithmus Alg zu lo¨sen, gibt man als Eingabepara-
meter fu¨r Alg α und 2−1(Spur(B) + b12a−112 (α− β)) ≡p αk ein.
4.4.2.0.15 Satz: Sei A eine Matrix der Klasse 5, die nicht in der Klasse 4 enthalten ist,
dann ist das diskrete Logarithmusproblem in < A > ho¨chstens so schwierig wie
das diskrete Logarithmusproblem in Z∗p .
Beweis:
Gibt es einen Algorithmus Alg, der das diskrete Logarithmusproblem in Z∗p lo¨st, dann
kann dieser dazu verwendet werden, um das diskrete Logarithmusproblem fu¨r Matrizen der
Klasse 5 zu lo¨sen. Sei A eine Matrix der Klasse 5 und sei B := Ak mod p gegeben. Um das
diskrete Logarithmusproblem (A,B) zu lo¨sen, lo¨st man die beiden folgenden Logarithmus-
probleme:
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Zuna¨chst lo¨st man das diskrete Logarithmusproblem von (Ap−1, Bp−1). Ap−1 ist eine
Matrix der Klasse 2, und somit ist dieses Logarithmusproblem nach Satz (4.4.1.6) mit
polynomiellem Zeit- und Speicheraufwand lo¨sbar. Man erha¨lt ein k′ mit k′ ≡p k.
Des Weiteren lo¨st man das diskrete Logarithmusproblem von (Ap, Bp). Ap ist eine Ma-
trix der Klasse 4 und somit ist das Lo¨sen dieses diskreten Logarithmusproblems a¨quivalent
zum diskreten Logarithmusproblem in Z∗p . Mit anderen Worten: Man kann den Algorithmus
Alg verwenden, um dieses Logarithmusproblem zu lo¨sen. Man erha¨lt ein k′′ mit k′′ ≡p−1 k.
Aus k′ und k′′ kann k mit Hilfe des Chinesischen Restsatzes berechnet werden.
4.4.2.0.16 Bemerkung: Fu¨r Matrizen der Klasse 6 kann nicht gezeigt werden, ob das
Berechnen von diskreten Logarithmen in der Gruppe der Klasse 6 Matrizen ge-
nauso schwierig oder sogar schwieriger ist als das Berechnen von diskreten Lo-
garithmen in der Gruppe Z∗p . Aber es kann gezeigt werden, dass das diskrete
Logarithmusproblem in der Gruppe der Klasse 6 Matrizen ebenfalls mindestens
so schwierig ist, wie das diskrete Logarithmusproblem in Z∗p :
Es seien A,B Matrizen der Klasse 6, dann gilt:Det(A) 6≡p ±1 und Det(B) 6≡p ±1.
Wenn es einen Algorithmus ga¨be, der das diskrete Logarithmusproblem (A,B)
lo¨sen ko¨nnte, dann ko¨nnte dieser auch dazu verwendet werden, das diskrete Lo-
garithmusproblem (Det(A), Det(B)) in der Gruppe Z∗p zu lo¨sen.
4.5 Das diskrete Wurzelproblem in GL(2, Zn) und
SL(2, Zn)
In diesem Abschnitt wird das Problem des Ziehens diskreter Wurzeln in GL(2, Zn) und
SL(2, Zn) behandelt, wobei n = pq das Produkt zweier Primzahlen darstellt. Generell muss
man beim Ziehen diskreter Wurzeln in einer Gruppe G mit Ordnung |G| zwei Fa¨lle unter-
scheiden. Betrachtet man die d−teWurzel eines Elements ausG und es gilt ggT (d, |G|) = 1,
so existiert eine eindeutige diskrete d − te Wurzel zu jedem Element g ∈ G, denn dann
existiert ein t ∈ Z mit dt ≡|G| 1 und gt ist die d− te Wurzel von g.
Gilt ggT (d, |G|) = ` > 1, so kann es fu¨r ein g ∈ G keine, eine oder mehrere d − te
Wurzeln geben. Zuna¨chst soll der erste Fall betrachtet werden, also ggT (d, |G|) = 1 mitG =
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GL(2, Zn). Dieser Fall entspricht der RSA-Verschlu¨sselung, da bei der RSA-Verschlu¨sselung
immer eine eindeutige Entschlu¨sselung des Chiffretextes mo¨glich sein muss.
4.5.1 Satz: Ist die Ordnung ord(A) einer Matrix A oder ein Vielfaches dieser Ord-
nung, wie z.B. |GL(2, Zn)|, bekannt, so ist das Ziehen diskreter d − ter Wurzeln mit
ggT (d, ord(A)k) = 1 mit polynomiellem Zeit- und Speicheraufwand mo¨glich.
Beweis: Sei A eine beliebige Matrix aus GL(2, Zn) und ein Vielfaches der Ordnung
von A (ord(A)k) bekannt, so dass ggT (d, ord(A)k) = 1 gilt. Dann gibt es eine Zahl t mit
dt ≡ord(A)k 1. Dann ist At eine d− te Wurzel von A, denn es gilt (At)d ≡n Atd ≡n A.
4.5.2 Korollar: Fu¨r jede Matrix A ∈ SL(2, Zn) mit Spur(A) ≡p 2 ist das Berechnen
einer diskreten d − ten Wurzel mit ggT (d, n) = 1 mit polynomiellem Zeit- und Spei-
cheraufwand mo¨glich.
Beweis:
Nach Satz (4.4.1.5) gilt ord(A) = p in SL(2, Zp) und ord(A) = q in SL(2, Zq) und somit
ord(A) = n in SL(2, Zn).
Im folgenden soll das RSA-Problem fu¨r die Matrixgruppe GL(2, Zn) formuliert werden.
RSA-Problem in GL(2, Zn):
Sei eine Matrix A ∈ GL(2, Zn) und eine Zahl d mit ggT (d, |GL(2, Zn)|) = 1 gegeben.
Finde eine Matrix B ∈ GL(2, Zn), so dass Bd ≡n A gilt.
4.5.3 Satz: Das RSA-Problem in GL(2, Zn)\SL(2, Zn) ist mindestens so schwierig wie
das RSA-Problem in Z∗n.
Beweis:
Angenommen, das RSA-Problem in GL(2, Zn)\SL(2, Zn) wa¨re lo¨sbar, d.h. es gibt einen
Algorithmus Alg, der zu einer beliebigen Matrix A ∈ GL(2, Zn)\SL(2, Zn) und einer Zahl
d mit ggT (d, |GL(2, Zn)|) = 1 eine Matrix B ermittelt, so dass Bd ≡n A gilt, dann kann
dieser Algorithmus dazu verwendet werden, diskrete d− te Wurzeln in Z∗n zu berechnen.
Um eine diskrete d− te Wurzel fu¨r ein Element g ∈ Z∗n zu lo¨sen, kann der Algorithmus
Alg wie folgt verwendet werden: Man wa¨hlt A ∈ GL(2, Zn)\SL(2, Zn) mit Det(A) ≡n g
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und verwendet diese Matrix sowie d als Eingabe fu¨r den Algorithmus Alg. Dieser gibt eine
Matrix B aus, so dass Bd ≡n A gilt. Dann folgt: Det(B)d ≡n Det(Bd) ≡n Det(A) ≡n g.
Also ist Det(B) eine d− te Wurzel von g in Z∗n.
Auch in der Gruppe SL(2, Zn) ist das RSA-Problem mindestens so schwierig wie in Z
∗
n:
4.5.4 Satz: Das RSA-Problem in SL(2, Zn) ist mindestens so schwierig wie das RSA-
Problem in Z∗n.
Beweis:
Angenommen, das RSA-Problem in SL(2, Zn) wa¨re lo¨sbar, d.h. es gibt einen Algorith-
mus Alg, der zu einer Matrix A ∈ SL(2, Zn) und einer Zahl d mit ggT (d, |SL(2, Zn)|) = 1
eine Matrix B ermittelt, so dass Bd ≡n A gilt, dann kann dieser Algorithmus dazu verwen-
det werden, diskrete d− te Wurzeln in Zn zu berechnen.
Um eine diskrete d− te Wurzel fu¨r ein Element g ∈ Zn zu lo¨sen, kann der Algorithmus
Alg wie folgt verwendet werden: Man setzt A :≡n
(
g 0
0 g−1
)
und verwendet diese Matrix
sowie d als Eingabe fu¨r den Algorithmus Alg. Dieser gibt eine Matrix B aus, so dass
Bd ≡n A gilt. Da A` ≡n
(
g` 0
0 g−`
)
gilt, folgt, dass auch B ≡n
(
u 0
0 u−1
)
mit ud ≡n g
in Zn gelten muss.
4.5.1 Klassifikation der Matrizen aus SL(2, Zn)
Um differenzierte Aussagen u¨ber die Beziehung des RSA-Problems in SL(2, Zn) bzw.
GL(2, Zn) machen zu ko¨nnen, werden die Matrizen wieder in Klassen unterteilt. Zuerst
werden Matrizen aus SL(2, Zn) betrachtet.
4.5.1.1 Definition: Klassifizierung von Matrizen aus SL(2, Zn)
Sei n = pq, p, q Primzahlen. Die Matrizen aus SL(2, Zn) werden in folgende Klassen
eingeteilt:
• Klasse A:
Die Menge der Matrizen der Klasse A beinhaltet alle Matrizen A ∈ SL(2, Zn),
so dass A mod p eine Matrix der Klasse 1 ist und A mod q eine Matrix der
Klasse 1 ist. Es gilt also ord(A)|ϕ(n).
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• Klasse B:
Die Menge der Matrizen der Klasse B beinhaltet alle Matrizen A ∈ SL(2, Zn),
so dass entweder genau A mod p eine Matrix der Klasse 2 ist oder genau
A mod q eine Matrix der Klasse 2 ist, aber nicht beide Matrizen in der Klasse
2 enthalten sind.
• Klasse C:
Die Menge der Matrizen der Klasse C beinhaltet alle Matrizen A ∈ SL(2, Zn),
so dass A mod p eine Matrix der Klasse 1 ist und A mod q eine Matrix der
Klasse 3 ist, oder umgekehrt A mod p eine Matrix der Klasse 3 ist und A mod q
eine Matrix der Klasse 1 ist.
• Klasse D
Die Menge der Matrizen der Klasse D beinhaltet alle Matrizen A ∈ SL(2, Zn),
so dass A mod p eine Matrix der Klasse 2 ist und A mod q eine Matrix der
Klasse 2 ist.
• Klasse E:
Die Menge der Matrizen der Klasse E Matrizen beinhaltet alle Matrizen A ∈
SL(2, Zn), so dass A mod p eine Matrix der Klasse 3 ist und A mod q eine
Matrix der Klasse 3 ist.
4.5.1.2 Satz: Sei A ∈ SL(2, Zn) eine Matrix, fu¨r die gilt: A 6≡p I, A 6≡q I und
ggT (ord(A), 2) = 1. Dann liegt A in genau einer der angegebenen Klassen.
Beweis:
Nach Satz (4.4.1.0.7) liegt A mod p in genau einer der Klassen aus Definition (4.4.1.0.5).
Ebenso liegt A mod q in genau einer der Klassen aus Definition (4.4.1.0.5). Durch den
Chinesischen Restsatz fu¨r Matrizen (Satz (3.2.1.7)) folgt, dass A in genau einer der oben
aufgefu¨hrten Klassen liegen muss.
4.5.1.3 Satz: Das RSA-Problem ist fu¨r Matrizen der Klasse D mit polynomiellem Zeit-
und Speicheraufwand lo¨sbar.
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Beweis:
Sei A eine Matrix der Klasse D, dann hat A mod p eine Ordnung, die 2p teilt und
A mod q eine Ordnung, die 2q teilt. Es folgt, dass die Ordnung von A 4pq = 4n teilen
muss. Nach Satz (4.5.1) ist dann die Berechnung diskreter d− ter Wurzeln mo¨glich.
Es zeigt sich sogar, dass das Ziehen diskreter Wurzeln mo¨glich ist, wenn die betrachtete
Matrix modulo einer der beiden Primzahlen eine Matrix der Klasse 2 ist.
4.5.1.4 Satz: Das RSA-Problem ist fu¨r Matrizen der Klasse B mit polynomiellem Zeit-
und Speicheraufwand lo¨sbar.
Beweis:
Sei A eine Matrix der Klasse B, dann ist A modulo genau eine der beiden Primzahlen
(oBdA p) eine Matrix der Klasse 2. D.h. es gilt dann A mod p hat eine Ordnung, die 2p
teilt. Dann gilt fu¨r A2n mod p:
A2n ≡p A2pq ≡p (A2p)q ≡p Iq ≡p I
Da A mod q keine Matrix der Klasse 2 ist, folgt, dass fu¨r a
(2n)
11 gilt:
a
(2n)
11 − 1 ≡p 0
a
(2n)
11 − 1 6≡q 0
Mit anderen Worten: ggT (a
(2n)
11 − 1, n) ist ein nicht trivialer Faktor von n. Kennt man
die Faktorisierung von n, so kann man die Ordnung der Gruppe SL(2, Zn) bestimmen.
Nach Satz (4.5.1) ist dann die Berechnung diskreter d − ter Wurzeln von A ∈ SL(2, Zn)
mo¨glich.
4.5.1.5 Satz: Das RSA-Problem fu¨r Diagonalmatrizen aus SL(2, Zn) ist a¨quivalent zum
RSA-Problem in Z∗n.
Beweis:
Eine Diagonalmatrix A ∈ S(2, Zn) hat die folgende Form:
A =
(
g 0
0 g−1
)
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Dabei ist g ∈ Z∗n.
Es gilt:
xd ≡n g ⇔
(
xd 0
0 x−d
)
≡n
(
g 0
0 g−1
)
Angenommen es gibt einen Algorithmus Alg, der das RSA-Problem in Z∗n lo¨sen kann,
d.h. also in der Lage ist d − te Wurzeln modulo n zu berechnen. Dann kann dieser zur
Berechnung einer d− te Wurzel aus der obigen Matrix verwendet werden.
Umgekehrt kann ein Algorithmus, der das RSA-Problem fu¨r Diagonalmatrizen lo¨sen
kann, dazu verwendet werden, das RSA-Problem in Z∗n zu lo¨sen.
4.5.1.6 Korollar: Das RSA-Problem ist fu¨r Diagonalmatrizen der Klasse A ist minde-
stens so schwierig, wie das RSA-Problem in Z∗n.
Beweis:
Diagonalmatrizen sind Matrizen der Klasse A, damit folgt die Behauptung aus Satz
(4.5.1.5).
4.5.1.7 Bemerkung: Der obige Satz la¨sst sich nicht auf alle Matrizen der Klasse A
erweitern. Um den Satz anwenden zu ko¨nnen, mu¨sste man die Matrizen der Klasse
A zuerst diagonalisieren. Um die Eigenwerte zu bestimmen, muss eine quadratische
Gleichung in Z∗n gelo¨st werden. Dies ist aber a¨quivalent zur Faktorisierung von n.
Daher ist nicht klar, ob das RSA-Problem fu¨r Matrizen der Klasse A a¨quivalent
zu dem RSA-Problem in Z∗n ist. Es ko¨nnte daher sein, dass das RSA-Problem fu¨r
Matrizen der Klasse A schwieriger zu lo¨sen ist als das RSA-Problem in Z∗n.
Ebenso ist nicht bekannt, ob das RSA-Problem in den Klassen C und E in einer Relation
zu dem RSA-Problem in Z∗n steht. Das RSA-Problem ko¨nnte in den einzelnen Klassen
sowohl schwieriger als auch leichter als in Z∗n sein. Die beiden folgenden Sa¨tze zeigen, dass
es von der Zahl d abha¨ngt, wie sich das diskrete Wurzelproblem in diesen Klassen zu dem
RSA-Problem in Z∗n verha¨lt.
4.5.1.8 Satz: Sei d eine Zahl, die genau eine der beiden Zahlen p − 1 und p + 1 teilt.
Dann ist das Ziehen einer d − ten Wurzel in den Klassen C und E mindestens so
schwierig wie in Z∗n.
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Beweis:
Angenommen es gibt einen Algorithmus Alg, der eine d-te Wurzel aus einer Matrix A
mit d|ord(A) bestimmen kann, die aus einer der Klassen C oder E stammt. Da d|ord(A)
gilt, gibt es mehrere (verschiedene) d-te Wurzeln. In Abschnitt 4.5.3 wird gezeigt werden,
wie mittels eines solchen Algorithmus der Modulus n faktorisiert werden kann. D.h. das
Berechnen d-ter Wurzeln in den Klassen C und E ist a¨quivalent zur Faktorisierung von n
und somit mindestens so schwierig wie das Berechnen d-ter Wurzeln in Z∗n.
4.5.1.9 Satz: Seien p, q zwei große Primzahlen und sei n = pq. Das Ziehen einer n− ten
Wurzel fu¨r eine beliebige Matrix A ∈ GL(2, Zp) mit ggT (ord(A), n) = 1 ist genauso
schwierig wie das Berechnen von diskreten n− ten Wurzeln in Z∗n.
Beweis:
Nach Satz (4.2.1.6) gilt fu¨r A ≡n Bn:
Spur(A) ≡n αn + βn
mit α ≡n Spur(B)+
√
(Spur(B))2−4Det(B)
2
und β ≡n Spur(B)−
√
(Spur(B))2−4Det(B)
2
.
Somit folgt:
Spur(A) ≡n
(
Spur(B) +
√
(Spur(B))2 − 4Det(B)
2
)n
+
(
Spur(B)−√(Spur(B))2 − 4Det(B)
2
)n
≡n Spur(B)
n + (
√
(Spur(B))2 − 4Det(B))n
2n
+
Spur(B)n − (√(Spur(B))2 − 4Det(B))n
2n
≡n Spur(B)
n
2n−1
Außerdem gilt Det(A) ≡n Det(Bn) ≡n (Det(B))n.
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Mit anderen Worten: Ein Algorithmus, der die n−teWurzel aus A berechnen kann, be-
rechnet immer auch gleichzeitig die beiden n−tenWurzeln vonDet(A) und Spur(A)2−(n−1).
Er kann also dazu verwendet werden, diskrete n− te Wurzeln in Z∗n zu berechnen.
Ebenso ist es mo¨glich, einen Algorithmus, der n − te Wurzeln in Z∗n lo¨sen kann, dazu
zu verwenden zu einer Matrix A ≡n Bn die Werte Spur(B) und Det(B) zu bestimmen. In
Abschnitt 4.5.3 wird gezeigt werden, dass diese beiden Werte zusammen mit der Kenntnis
von A ausreichen, um B vollsta¨ndig aus A zu bestimmen, wenn ggT (ord(A), n) = 1 gilt.
4.5.2 Klassifikation der Matrizen aus GL(2, Zn)
Die erfolgte Klassifizierung fu¨r Matrizen aus SL(2, Zn) soll nun wie im vorherigen Abschnitt
auf Matrizen aus GL(2, Zn)\SL(2, Zn) erweitert werden.
4.5.2.1 Definition: Klassifizierung von Matrizen aus GL(2, Zn)\SL(2, Zn)
Seien p, q Primzahlen und sei n = pq. Die Matrizen aus GL(2, Zn)\SL(2, Zn) werden
in folgende Klassen eingeteilt:
• Klasse G:
Die Menge der Matrizen der Klasse G beinhaltet alle Matrizen A ∈ SL(2, Zn),
so dass fu¨r eine der beiden Primzahlen (oBdA p) A mod p ∈ SL(2, Zp) sowie
A mod q ∈ GL(2, Zq)\SL(2, Zq) gilt.
• Klasse H:
Die Menge der Matrizen der Klasse H beinhaltet alle Matrizen
A ∈ GL(2, Zn)\SL(2, Zn), so dass A mod p eine Matrix der Klasse 4 und A mod
q eine Matrix der Klasse 4 ist.
• Klasse I:
Die Menge der Matrizen der Klasse I beinhaltet alle Matrizen
A ∈ GL(2, Zn)\SL(2, Zn), so dass entweder genau A mod p eine Matrix der
Klasse 5 oder genau A mod q eine Matrix der Klasse 5 ist, aber nicht beide
Matrizen der Klasse 5 angeho¨ren.
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• Klasse J:
Die Menge der Matrizen der Klasse J beinhaltet alle Matrizen
A ∈ GL(2, Zn)\SL(2, Zn), so dass A mod p eine Matrix der Klasse 4 und A mod
q eine Matrix der Klasse 6 ist, oder umgekehrt A mod p eine Matrix der Klasse
6 und A mod q eine Matrix der Klasse 4 ist.
• Klasse K
Die Menge der Matrizen der Klasse K beinhaltet alle Matrizen
A ∈ GL(2, Zn)\SL(2, Zn), so dass A mod p eine Matrix der Klasse 5 ist und
A mod q eine Matrix der Klasse 5 ist.
• Klasse L:
Die Menge der Matrizen der Klasse L beinhaltet alle Matrizen
A ∈ GL(2, Zn)\SL(2, Zn), so dass A mod p eine Matrix der Klasse 6 und A mod
q eine Matrix der Klasse 6 ist.
4.5.2.2 Satz: Jede MatrixA ∈ GL(2, Zn)\SL(2, Zn) liegt in genau einer der angegebenen
Klassen.
Beweis:
Sei A eine Matrix aus GL(2, Zn)\SL(2, Zn). Gilt fu¨r eine der beiden Primzahlen p oder
q (oBdA p), dass A mod p ∈ SL(2, Zp) liegt, so ist A eine Matrix der Klasse G.
Also sei A keine Matrix der Klasse G. Nach Satz (4.4.2.0.13) liegtA mod p in genau einer
der Klassen aus Definition (4.4.2.0.11), falls A mod p 6∈ SL(2, Zp). Ebenso liegt A mod q in
genau einer der Klassen aus Definition (4.4.2.0.11), falls A mod q 6∈ SL(2, Zq). Durch den
Chinesischen Restsatz fu¨r Matrizen (Satz (3.2.1.7)) folgt, dass A in genau einer der oben
aufgefu¨hrten Klassen liegen muss.
Nach Satz (4.5.3) ist das RSA-Problem in GL(2, Zn)\SL(2, Zn) mindestens so schwierig
wie in Z∗n. Nach der obigen Klasseneinteilung kann nun eine Aussage getroffen werden, fu¨r
welche Klassen das RSA-Problem in GL(2, Zn)\SL(2, Zn) mit polynomiellem Zeit- und
Speicheraufwand lo¨sbar ist.
4.5.2.3 Satz: Das RSA-Problem ist fu¨r Matrizen der Klassen G und I mit polynomiellem
Zeit- und Speicheraufwand lo¨sbar.
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Beweis:
Das RSA-Problem ist mit polynomiellem Zeit- und Speicheraufwand lo¨sbar, wenn die
Ordnung der Gruppe GL(2, Zn) bekannt ist. Die Ordnung von GL(2, Zn) kann berechnet
werden, wenn man die Primfaktoren p und q der Zahl n kennt.
Sei A eine Matrix der Klasse G, dann gilt entweder A ∈ SL(2, Zp) oder A ∈ SL(2, Zq),
aber A 6∈ SL(2, Zn). OBdA sei A ∈ SL(2, Zp) und A 6∈ SL(2, Zq). Dann gilt Det(A) ≡p 1
und Det(A) 6≡q 1. Es folgt, dass ggT (Det(A) − 1, n) = p gilt. Somit erha¨lt man einen
nichttrivialen Faktor von n und kann n faktorisieren. Dann ist auch das RSA-Problem mit
polynomiellem Zeit- und Speicheraufwand lo¨sbar.
Sei A eine Matrix aus einer der Klassen I, dann gilt fu¨r genau eine der beiden Prim-
zahlen p und q (oBdA p), dass A mod p eine Matrix der Klasse 5 in GL(2, Zp) ist. Nach
Satz (4.2.2.8) gilt dann, dass Spur(A) ≡p 4Det(A) gilt. Es folgt, dass ggT (Spur(A) −
4Det(A), n) = p ein nichttrivialer Faktor von n ist. Dann ist auch das RSA-Problem mit
polynomiellem Zeit- und Speicheraufwand lo¨sbar.
4.5.2.4 Bemerkung: Fu¨r Matrizen der Klasse K und der Klasse L kann keine konkretere
Aussage u¨ber den Zusammenhang des RSA-Problems in den einzelnen Klassen mit
dem RSA-Problem in Z∗p getroffen werden. Es gilt aber wie fu¨r alle Matrizen aus
GL(2, Zp)\SL(2, Zp), dass das RSA-Problem fu¨r Matrizen mindestens so schwierig
ist wie das RSA-Problem in Z∗p (siehe Satz (4.5.3)).
4.5.3 Diskrete Wurzeln in GL(2, Zn) und Faktorisierung
In diesem Abschnitt soll der Zusammenhang zwischen diskreten Wurzeln in GL(2, Zn) und
der Faktorisierung von n erla¨utert werden. In diesem Zusammenhang sind vor allen Dingen
d− te diskrete Wurzeln zu betrachten wobei ggT (d, |GL(2, Zn)|) = ` > 1 gilt.
Zuna¨chst wird kurz der Zusammenhang zwischen der Faktorisierung von n und Qua-
dratwurzeln modulo n erla¨utert.
Es soll gezeigt werden, dass sowohl das Berechnen von wesentlich verschiedenen Qua-
dratwurzeln in GL(2, Zn), als auch das Berechnen von wesentlich verschiedenen kubischen
Wurzeln in GL(2, Zn) a¨quivalent zur Faktorisierung von n ist.
4.5.3.1 Satz: Sei n = pq (p, q prim mit p 6= q) und y ≡n x2 ein quadratischer Rest
KAPITEL 4. EIGENSCHAFTEN VON GL(2, ZN) UND SL(2, ZN) 86
modulo n. Dann existieren vier diskrete quadratische Wurzeln xi, i = 1, 2, 3, 4 mit
x2i ≡n y und es gilt:
x2 ≡p x1 x2 ≡q −x1
x3 ≡p −x1 x3 ≡q x1 x3 ≡n −x2
x4 ≡p −x1 x4 ≡q −x1 x4 ≡n −x1
Beweis:
Es reicht zu zeigen, dass es vier genau quadratische Wurzeln zi, i = 1, 2, 3, 4 von 1 gibt
(also z2i ≡n 1), dann folgt fu¨r x2 ≡n y:
(xzi)
2 ≡n x2z2i ≡n y (4.5)
Nach dem Chinesischen Restsatz gilt Zn ∼= Zp × Zq. Es gibt mindestens vier Quadrat-
wurzeln von 1, denn 1, n− 1, x1, x2 mit
x1 ≡p 1 x1 ≡q −1
x2 ≡p −1 x2 ≡q 1
sind Quadratwurzeln von 1. Sei umgekehrt z eine Quadratwurzel von 1 in Zn, also z
2 ≡n 1,
dann muss nach dem Chinesischen Restsatz auch z2 ≡p 1 und z2 ≡q 1 gelten, also z ≡p ±1
und z ≡q ±1.
Da im allgemeinen in nicht-abelschen Gruppen, wie den Matrizengruppen GL(2, Zp)
und SL(2, Zp), nicht (AB)
2 = A2B2 fu¨r A,B ∈ GL(2, Zp) gilt, soll im Folgenden gekla¨rt
werden, wann fu¨r zwei Matrizen A,B ∈ GL(2, Zp) AB ≡p BA und somit auch (AB)2 ≡p
A2B2 gilt.
4.5.3.2 Satz: Seien A :=
(
a11 a12
a21 a22
)
und B :=
(
b11 b12
b21 b22
)
Matrizen aus GL(2, Zn),
dann gilt AB ≡n BA genau dann, wenn:
b12a21 ≡n a12b21
(a11 − a22)b12 ≡n (b11 − b22)a12
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Beweis:
Es gilt:
AB ≡n
(
a11 a12
a21 a22
)(
b11 b12
b21 b22
)
≡n
(
a11b11 + a12b21 a11b12 + a12b22
a21b11 + a22b21 a21b12 + a22b22
)
BA ≡n
(
b11 b12
b21 b22
)(
a11 a12
a21 a22
)
≡n
(
b11a11 + b12a21 b11a12 + b12a22
b21a11 + b22a21 b21a12 + b22a22
)
Dann folgt, dass AB ≡n BA genau dann erfu¨llt ist, wenn die folgenden Gleichungen
gelten:
a11b11 + a12b21 ≡n b11a11 + b12a21
a11b12 + a12b22 ≡n b11a12 + b12a22
a21b11 + a22b21 ≡n b21a11 + b22a21
a21b12 + a22b22 ≡n b21a12 + b22a22
Diese Gleichungen ko¨nnen in die beiden folgenden Gleichungen u¨berfu¨hrt werden:
a12b21 ≡n b12a21
(a11 − a22)b12 ≡n (b11 − b22)a12
Bemerkung:
Die beiden Gleichungen entsprechen den Gleichungen aus Satz (4.2.1.1).
4.5.3.3 Korollar: Seien A :=
(
a11 0
0 a22
)
und B :=
(
b11 0
0 b22
)
Diagonalmatrizen
aus GL(2, Zn), dann gilt AB ≡n BA.
Beweis:
Die Behauptung folgt direkt aus der Kommutativita¨t von Z∗n.
4.5.3.4 Satz: Seien A,B Matrizen aus GL(2, Zp) mit B ≡p Ak, wobei B keine Diago-
nalmatrix der Form
(
b11 0
0 b11
)
ist. Dann gilt: Sind B, k, Spur(A) und Det(A)
bekannt, so ist damit A eindeutig bestimmt.
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Beweis:
Ist A eine Diagonalmatrix, so ist Spur(A)2 − 4Det(A) ein quadratischer Rest, und auf
der Hauptdiagonalen stehen die beiden Werte
Spur(A)+
√
(Spur(A))2−4Det(A)
2
und
Spur(A)−
√
(Spur(A))2−4Det(A)
2
. Da Spur(A)2−4Det(A) ein quadratischer Rest in Z∗p ist, ko¨nnen
die Quadratwurzeln in Z∗p berechnet und somit die beiden Eintra¨ge auf der Hauptdiagona-
len bestimmt werden. Welcher Eintrag an die Stelle a11 geho¨rt, kann durch Ausprobieren
und Berechnen von Ak bestimmt werden.
Sei A keine Diagonalmatrix, d.h. einer der Eintra¨ge a12, a21 6≡p 0 (oBdA sei a12 6≡p 0).
Da B in dem Erzeugnis von A liegt, mu¨ssen A und B die gleichen Konstanten aus Korollar
(4.2.1.2) besitzen. Wa¨re B eine Diagonalmatrix, so folgt aus der zweiten Gleichung aus
Satz (4.2.1.1) ((a11 − a22)b12 ≡p (b11 − b22)a12), dass b11 ≡p b22 gilt. Somit wa¨re B ≡p(
b11 0
0 b11
)
. Dies ist ein Widerspruch zur Satzvoraussetzung.
Sei also B keine Diagonalmatrix (oBdA sei b12 6≡p 0). Dann gilt:
K1 ≡p a−112 a21 ≡p b−112 b21
K2 ≡p (a11 − a22)a−112 ≡p (b11 − b22)b−112
Nach Satz (4.2.1.6) gilt fu¨r B ≡p Ak:
Spur(B) ≡p αk + βk
b12a
−1
12 ≡p a(k)12 a−112 ≡p
αk − βk
α− β
b21a
−1
21 ≡p a(k)21 a−121 ≡p
αk − βk
α− β
mit α ≡p Spur(A)+
√
(Spur(A))2−4Det(A)
2
und β ≡p Spur(A)−
√
(Spur(A))2−4Det(A)
2
.
Ist Spur(A) und Det(A) bekannt, so ko¨nnen α, β, αk, βk in dem Zerfa¨llungsko¨rper von
PA(X) berechnet werden. Somit ist auch die Bestimmung der Elemente a12 ≡p b12 α−βαk−βk
und a21 ≡p b21 α−βαk−βk mo¨glich. Zusammen mit K2 und a12 kann a11−a22 ≡p K2a12 berechnet
werden.
Da die Spur(A) ≡p a11 + a22 bekannt ist, ko¨nnen auch a11 und a22 bestimmt werden:
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a11 ≡p K2a12 + a22 ≡p K2a12 + Spur(A)− a11
⇒ a11 ≡p 2−1(K2a12 + Spur(A))
a22 ≡p Spur(A)− a11
Somit ist A vollsta¨ndig bestimmt.
4.5.3.5 Korollar: Sei A eine Matrix aus GL(2, Zp), die keine Diagonalmatrix ist. Dann
gilt: Sind Spur(A), Det(A) und die Konstanten K1, K2 aus Korollar (4.2.1.2) be-
kannt, ist damit A eindeutig bis auf Vertauschung der Eintra¨ge auf der Hauptdia-
gonalen bestimmt.
Beweis:
Es gilt nach dem Beweis von Satz (4.5.3.4):
K1 ≡p a−112 a21 ≡p b−112 b21
K2 ≡p (a11 − a22)a−112 ≡p (b11 − b22)b−112
Spur(A) ≡p a11 + a22
Det(A) ≡p a11a22 − a12a21
Es folgt:
a11 ≡p 2−1(Spur(A) + a12K2)
a22 ≡p 2−1(Spur(A)− a12K2)
⇒ Det(A) ≡p (Spur(A) + a12K2)(Spur(A)− a12K2)
4
− a212K1
≡p ((Spur(A))
2 − a212K22)− 4a212K1
4
⇒ a12 ≡p
√
((Spur(A))2 − 4Det(A)
K22 + 4K1
Da Zp ein Ko¨rper ist, kann es in Zp fu¨r vorgegebene K1, K2 maximal zwei mo¨gliche
Lo¨sungen fu¨r a12 geben. Wie aus dem Beweis von Satz (4.5.3.4) bereits hervorgeht, sind
bei gegebenem a12, K1, K2, Spur(A), Det(A) die restlichen Eintra¨ge der Matrix A eindeutig
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bestimmbar. Es gibt also ho¨chstens 2 Matrizen ∈ GL(2, Zp), die die gleiche Spur, die gleiche
Determinante und die gleichen Konstanten K1, K2 besitzen.
Da mit A :=
(
a11 a12
a21 a22
)
auch A′ :=
(
a22 −a12
a21 a11
)
alle obigen Vorgaben erfu¨llt, ist
A bis auf Vertauschung der Eintra¨ge auf der Hauptdiagonalen eindeutig bestimmt.
4.5.3.6 Satz: Es seien p, q Primzahlen und sei n = pq. Seien A,B Matrizen ausGL(2, Zn)
mit B ≡n Ak, wobei B mod p und B mod q jeweils keine Diagonalmatrix der Form(
b11 0
0 b11
)
ist. Dann gilt: Sind B, k, Spur(A) und Det(A) bekannt, so ist A damit
eindeutig bestimmt.
Beweis:
Die Behauptung folgt aus Satz (4.5.3.4) und dem Chinesischen Restsatz fu¨r Matrizen
(Satz (3.2.1.7)).
4.5.3.7 Korollar: Sei A eine Matrix aus GL(2, Zn), die keine Diagonalmatrix ist. Es
gelte ggT (a12, n) = ggT (a21, n) = 1, dann folgt: Sind Spur(A), Det(A) und die
Konstanten K1, K2 aus Korollar (4.2.1.2) bekannt, so ist damit A eindeutig bis auf
Vertauschung der Eintra¨ge auf der Hauptdiagonalen bestimmt.
Beweis:
Folgt aus Korollar (4.5.3.5) zusammen mit dem Chinesischen Restsatz fu¨r Matrizen
(Satz (3.2.1.7)).
Quadratwurzeln in SL(2, Zn)
Der folgende Abschnitt bescha¨ftigt sich mit Quadratwurzeln in der Gruppe SL(2, Zn),
wobei n = pq das Produkt der beiden Primzahlen p und q ist. Dabei werden die Aussagen
zuna¨chst fu¨r die Gruppe SL(2, Zp) bewiesen und dann auf zusammengesetzte Zahlen n = pq
erweitert. Am Ende des Abschnitts wird ein Verfahren angegeben, wie ein Algorithmus,
der Quadratwurzeln in SL(2, Zn) berechnet, zur Faktorisierung von n verwendet werden
kann.
Zuna¨chst wird gezeigt, dass fu¨r zwei Quadratwurzeln A,B einer Matrix gilt, dass das
Produkt (A−B)(A+B) immer die Nullmatrix ergibt.
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4.5.3.0.17 Satz: Seien A und B Matrizen aus SL(2, Zp) mit A
2 ≡p B2 ≡p C mit C2 6≡p
±I. Dann folgt (A−B)(A+B) ≡p 0.
Beweis:
Es gilt A2 − B2 ≡p 0. In diesem Beweis werden zwei Fa¨lle unterschieden, je nachdem,
ob C eine Diagonalmatrix ist oder nicht.
Sei zuna¨chst C keine Diagonalmatrix. Da C keine Diagonalmatrix ist, ist weder A noch
B eine Diagonalmatrix. OBdA sei a12 6≡p 0. Nach Korollar (4.2.1.2) mu¨ssen alle Matrizen
aus < A > die gleichen Konstanten aus Korollar (4.2.1.2) besitzen. Ebenso mu¨ssen alle
Matrizen aus < B > die gleichen Konstanten besitzen. Aus A2 ≡p B2 folgt, dass auch
A und B die gleichen Konstanten besitzen. Aus Satz (4.5.3.2) folgt, dass Matrizen, die
die gleichen Konstanten besitzen, bezu¨glich Matrizenmultiplikation vertauschbar sind. Es
folgt:
0 ≡p A2 −B2 ≡p AA−BB ≡p AA+ AB −BA−BB
≡p (A−B)(A+B)
Sei nun C eine Diagonalmatrix. Sind A und B ebenfalls Diagonalmatrizen, so gilt nach
Korollar (4.5.3.3) AB ≡p BA und somit
0 ≡p A2 −B2 ≡p AA−BB ≡p AA+ AB −BA−BB
≡p (A−B)(A+B)
Sei also eine der beiden Matrizen A,B (oBdA A) keine Diagonalmatrix (oBdA sei A
keine Diagonalmatrix und a12 6≡p 0). Es gilt:
C ≡p
(
c11 c12
c21 c22
)
≡p A2 ≡p
(
a211 + a12a21 a12(a11 + a22)
a21(a11 + a22) a
2
22 + a12a21
)
Da a12 6≡p 0 gilt, folgt a11 + a22 ≡p 0, also a11 ≡p −a22. Es folgt: c11 ≡p a211 + a12a21 ≡p
a222 + a12a21 ≡p c22 und Det(C) ≡p 1 ≡p c11c22 ≡p c211. Somit wa¨re c11 ≡p c22 ± 1, also
C ≡p ±I, was ein Widerspruch zur Voraussetzung C 6≡p ±I ist.
4.5.3.0.18 Bemerkung: Aus der Tatsache, dass (A − B)(A + B) ≡p 0 gilt, folgt nicht
A ≡p ±B, da der Matrizenring u¨ber dem Ko¨rper Zp Nullteiler entha¨lt. Aber es
gilt Det(A−B) ≡p 0 oder Det(A+B) ≡p 0.
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4.5.3.0.19 Korollar: Seien A und B Matrizen aus SL(2, Zn) mit n = pq und A
2 ≡n
B2 ≡n C mit C2 6≡p ±I und C2 6≡q ±I. Dann folgt (A − B)(A + B) ≡n 0 in
SL(2, Zn).
Beweis:
Die Behauptung folgt direkt aus dem vorherigen Satz zusammen mit dem Chinesischen
Restsatz fu¨r Matrizen (Satz (3.2.1.7)).
4.5.3.0.20 Satz: Es gibt genau zwei Quadratwurzeln von I, die in SL(2, Zp) liegen. Diese
sind I und −I.
Beweis:
Sei A eine Matrix in SL(2, Zp) mit A
2 ≡p I. Es werden zwei Fa¨lle unterschieden, je
nachdem, ob A eine Diagonalmatrix ist oder nicht.
Sei zuna¨chst A eine Diagonalmatrix. Ist A eine Diagonalmatrix, so folgt Det(A) ≡p
a11a22 ≡p 1, und somit a11 ≡p a−122 . Des weiteren folgt aus A2 ≡p I:
a211 ≡p 1 ≡p a222
Zusammen folgt a11 ≡p a22 ≡p ±1 und somit A ≡p ±I.
Angenommen, A ist keine Diagonalmatrix, dann ist eines der beiden Elemente a12, a21
auf der Nebendiagonalen ungleich 0.
Es gilt:
I ≡p A2 ≡p
(
a211 + a12a21 a12(a11 + a22)
a21(a11 + a22) a
2
22 + a12a21
)
Somit folgt, dass Spur(A) ≡p 0 gelten muss, also a11 ≡p −a22. Es folgt fu¨r Det(A):
Det(A) ≡p a11a22 − a12a21 ≡p −a211 − a12a21 ≡p −(a211 + a12a21) ≡p −1. Dies wa¨re aber ein
Widerspruch zu A ∈ SL(2, Zp).
4.5.3.0.21 Satz: Seien A,B Matrizen aus SL(2, Zp)\{±I} mit A ≡p B2, dann gibt es
genau eine weitere Matrix C aus SL(2, Zp) mit C
2 ≡p A und es gilt C ≡p −B.
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Beweis:
Mit B ∈ SL(2, Zp) gilt auch −B ∈ SL(2, Zp), also gibt es mindestens zwei quadratische
Wurzeln von A. Sei C eine quadratische Wurzel von A mit C2 ≡p A.
Wieder werden zwei Fa¨lle unterschieden. Sei zuna¨chst A keine Diagonalmatrix. Ist
A keine Diagonalmatrix, so kann auch weder B noch C eine Diagonalmatrix sein. D.h.
mindestens einer der Elemente b12, b21 (bzw. c12, c21) ist ungleich 0 mod p. Seien oBdA
b12, c12 6≡p 0. Nach Satz (4.2.1.1) gilt:
b12a21 ≡p a12b21
(a11 − a22)b12 ≡p (b11 − b22)a12
c12a21 ≡p a12c21
(a11 − a22)c12 ≡p (c11 − c22)a12
und somit:
b12c21 ≡p c12b21
(c11 − c22)b12 ≡p (b11 − b22)c12
Nach Satz (4.5.3.2) gilt somit BC ≡p CB und C−1B ≡p BC−1 ∈ SL(2, Zp). Es folgt:
(BC−1)2 ≡p BC−1BC−1 ≡p BBC−1C−1 ≡p AA−1 ≡p I
Also ist BC−1 eine Quadratwurzel von I und somit nach Satz (4.5.3.0.20) gleich ±I.
Es folgt C ≡p ±B.
Sei nun A eine Diagonalmatrix. Sind B und C ebenfalls Diagonalmatrizen, so gilt
BC ≡p CB und die Behauptung folgt wie oben. Sei also mindestens eine der beiden
Matrizen B,C keine Diagonalmatrix. oBdA sei b12 6≡p 0. Da a12 ≡p b12(b11 + b22) ≡p 0 gilt,
folgt b11 ≡p −b22. Es gilt 1 ≡p Det(B) ≡p −b211−b12b21. Des Weiteren gilt a11 ≡p b211+b12b21
und a22 ≡p b211 + b12b21. Da A eine Diagonalmatrix ist, folgt zusammen:
A ≡p
(
−1 0
0 −1
)
≡p −I
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Dies ist aber ein Widerspruch zur Voraussetzung A ∈ SL(2, Zp)\{±I}.
4.5.3.0.22 Korollar: Seien p, q Primzahlen und seien A,B Matrizen aus SL(2, Zn) mit
A ≡n B2 und n = pq, so dass A 6≡p ±I und A 6≡q ±I. Dann gibt es genau 4
Matrizen Ci aus SL(2, Zn) mit C
2
i ≡n A.
Beweis:
Der Beweis folgt aus Satz (4.5.3.0.20) und Satz (4.5.3.0.21) zusammen mit dem Chine-
sischen Restsatz fu¨r Matrizen (Satz (3.2.1.7)).
Die Frage, wann u¨berhaupt eine Matrix A ∈ SL(2, Zp) ein quadratischer Rest ist, wird
durch den folgenden Satz beantwortet:
4.5.3.0.23 Satz: Sei A eine Matrix aus SL(2, Zp). Genau dann ist A ein quadratischer
Rest in SL(2, Zp), wenn gilt: Spur(A) + 2 ist ein quadratischer Rest in Z
∗
p .
Beweis:
”⇒” Ist A ein quadratischer Rest in SL(2, Zp), dann gibt es eine Matrix B ∈ SL(2, Zp)
mitB2 ≡p A. Nach Satz (4.2.1.5) gilt Spur(A) ≡p Spur(B)Spur(B1)−Det(B)Spur(B0) ≡p
(Spur(B))2 − 2. Also ist Spur(A) + 2 ein quadratischer Rest in Z∗p .
”⇐” Angenommen, Spur(A) + 2 ist ein quadratischer Rest in Z∗p , dann gibt es ein
g ∈ Z∗p mit g2 ≡p Spur(A) + 2. Setzt man g ≡p Spur(B), dann gibt es nach Satz (4.5.3.4)
eine Matrix B ∈< A >, die sich eindeutig bis auf die Reihenfolge der Eintra¨ge auf der
Hauptdiagonalen bestimmen la¨sst und die gleichen Konstanten wie A besitzt. Fu¨r den
nicht durch Satz (4.5.3.4) abgedeckten Fall, dass B die Form
(
b11 0
0 b11
)
besitzt, folgt
B ≡p ±I und A ≡p I.
Ist B2 eine Matrix, welche die gleichen Konstanten, die gleiche Spur und die gleiche
Determinante wie A besitzt, so existieren nach Korollar (4.5.3.5) nur zwei Matrizen, die
diese Vorgaben erfu¨llen ko¨nnen. Diese unterscheiden sich in der Reihenfolge der Eintra¨ge
auf der Hauptdiagonalen und der Multiplikation der Nebendiagonalen mit −1. Fu¨r eine
Matrix A ∈ SL(2, Zp) ist die von A verschiedene Matrix, die die gleichen Konstanten und
die gleiche Spur besitzt, also gleich A−1. Gilt also B2 6≡p A, so folgt (B−1)2 ≡p A. Dann
ist A ein quadratischer Rest in SL(2, Zp).
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4.5.3.0.24 Korollar: Sei A eine Matrix aus SL(2, Zp). Kennt man eine Quadratwurzel
B ∈ SL(2, Zp) von A, so kennt man auch eine Quadratwurzel von Spur(A)+ 2 in
Z∗p .
Beweis:
Aus dem ersten Teil des Beweises von Satz (4.5.3.0.23) folgt (Spur(B))2 ≡p Spur(A)+2.
Also ist Spur(B) eine Quadratwurzel von Spur(A) + 2.
4.5.3.0.25 Korollar: Es seien p, q Primzahlen und n = pq. Sei A eine Matrix aus
SL(2, Zn). Genau dann ist A ein quadratischer Rest in SL(2, Zn), wenn gilt:
Spur(A) + 2 ist ein quadratischer Rest in Z∗n.
Beweis:
Die Behauptung folgt direkt aus Satz (4.5.3.0.23) zusammen mit dem Chinesischen
Restsatz fu¨r Matrizen (Satz (3.2.1.7)).
4.5.3.0.26 Korollar: Es seien p, q Primzahlen und n = pq. Sei A eine Matrix aus
SL(2, Zn). Kennt man eine Quadratwurzel B ∈ SL(2, Zn) von A, so kennt man
auch eine Quadratwurzel von Spur(A) + 2 in Z∗n.
Beweis:
Die Behauptung folgt direkt aus Korollar (4.5.3.0.24) zusammen mit dem Chinesischen
Restsatz fu¨r Matrizen (Satz (3.2.1.7)).
4.5.3.0.27 Satz: Es seien p, q Primzahlen und n = pq. Ein Algorithmus, der in SL(2, Zn)
Quadratwurzeln berechnen kann, kann dazu verwendet werden, n zu faktorisieren.
Beweis:
Ein Algorithmus, der fu¨r einen quadratischen Rest A ∈ SL(2, Zn) eine Wurzel berech-
nen kann, berechnet nach Korollar (4.5.3.0.26) eine Quadratwurzel aus Spur(A) + 2.
Um n zu faktorisieren, wa¨hlt man eine zufa¨llige Matrix B ∈ SL(2, Zn) und berechnet
A ≡n B2. A gibt man als Eingabe in den Algorithmus, der Wurzeln in SL(2, Zn) berechnen
kann. Erha¨lt man als Ru¨ckgabewert von A eine Matrix C, fu¨r die gilt C 6≡n ±B, so
erha¨lt man auch eine wesentlich verschiedene Wurzel von Spur(A) + 2. Mit Hilfe von zwei
wesentlich verschiedenen Wurzeln kann n faktorisiert werden.
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Kubische Wurzeln in SL(2, Zn)
Der folgende Abschnitt bescha¨ftigt sich mit kubischen Wurzeln in der Gruppe SL(2, Zn)
(n = pq). Die gesonderte Betrachtung kubischer Wurzeln in SL(2, Zp) resultiert aus der
Tatsache, dass in der Gruppe SL(2, Zp) immer Matrizen existieren, die mehrere (verschie-
dene) dritte Wurzeln besitzen. Daher wird durch Kenntnis zweier wesentlich verschie-
dener dritter Wurzeln einer Matrix aus SL(2, Zn) immer auch die Faktorisierung von n
ermo¨glicht.
Wie im vorherigen Abschnitt werden die Aussagen zuna¨chst fu¨r die Gruppe SL(2, Zp)
bewiesen und dann auf zusammengesetzte Zahlen n = pq erweitert. Am Ende des Ab-
schnitts wird ein Verfahren angegeben, wie ein Algorithmus, der Kubische Wurzeln in
SL(2, Zn) berechnet, zur Faktorisierung von n verwendet werden kann.
Zu einer Matrix aus SL(2, Zp) kann es sowohl eine eindeutige dritte Wurzel aus SL(2, Zp)
geben also auch mehrere dritte Wurzeln. Der folgende Satz zeigt auf, wie viele Wurzeln es
zu einer Matrix in SL(2, Zp) geben kann.
4.5.3.0.28 Satz: Seien A,B Matrizen aus SL(2, Zp)\{±I} mit A ≡p B3, dann gibt es
entweder keine weitere dritte Wurzel von A, oder genau zwei weitere Matrizen
C1, C2 aus SL(2, Zp) mit C
3
i ≡p A.
Beweis:
Zuna¨chst soll gezeigt werden, dass sowohl Matrizen in SL(2, Zp) existieren, die eine
eindeutige dritte Wurzel besitzen, als auch Matrizen, die drei verschiedene dritte Wurzeln
in SL(2, Zp) besitzen.
Es gilt nach Satz (3.2.1.5) |SL(2, Zp)| = (p − 1)p(p + 1), somit teilt die Zahl 3 genau
eine der Zahlen p− 1, p, p+1. Nach Korollar (4.3.2.3) betra¨gt die maximale Ordnung einer
Matrix aus SL(2, Zp) genau 2p.
Nach Satz (4.3.2.5) existieren Matrizen aus SL(2, Zp), deren Ordnung p+ 1 betra¨gt.
Diagonalisierbare Matrizen in SL(2, Zp) besitzen eine Ordnung, die p− 1 teilt.
Es werden nun die folgenden drei Fa¨lle unterschieden:
1. 3|p− 1:
Somit gilt 3 6 |p + 1. Nach Satz (4.3.2.5) existieren Matrizen, die die
Ordnung p + 1 besitzen. Wa¨hlt man eine solche Matrix A, so gibt es
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nur eine Matrix B ∈ SL(2, Zp) mit B3 ≡p A und ord(B) = p+1. Ga¨be
es eine weitere Matrix C ∈ SL(2, Zp) mit C3 ≡p A, so ha¨tte diese die
Ordnung 3(p + 1) = 3p + 3 > 2p, was einen Widerspruch zu Korollar
(4.3.2.3) darstellt.
2. 3 = p:
Somit gilt 3 6 |p+ 1. Dieser Fall kann wie Fall 1 behandelt werden.
3. 3|p+ 1:
Somit gilt 36 |p− 1. Nach Korollar (4.3.2.1) existieren Matrizen, die die
Ordnung p − 1 besitzen. Wa¨hlt man eine solche Matrix A, so gibt es
nur eine Matrix B ∈ SL(2, Zp) mit B3 ≡p A und ord(B) = p−1. Ga¨be
es eine weitere Matrix C ∈ SL(2, Zp) mit C3 ≡p A, so ha¨tte diese die
Ordnung 3(p− 1) = 3p− 3 > 2p fu¨r p > 3, was einen Widerspruch zu
Korollar (4.3.2.3) darstellt.
Nun wird gezeigt, dass es, wenn mehrere dritte Wurzeln einer Matrix A ∈ SL(2, Zp)
existieren, mindestens 3 unterschiedliche dritte Wurzeln geben muss. Angenommen, es ga¨be
Matrizen B,C ∈ SL(2, Zp) mit B3 ≡p C3 ≡p A und B 6≡p C, so sind wieder die beiden
folgenden Fa¨lle zu unterscheiden:
1. Sei A keine Diagonalmatrix. Ist A keine Diagonalmatrix, so kann we-
der B noch C eine Diagonalmatrix sein. D.h. mindestens eines der bei-
den Elemente b12, b21 (bzw. c12, c21) ist ungleich 0 mod p. Seien oBdA
b12, c12 6≡p 0. Nach Satz (4.2.1.1) gilt:
b12a21 ≡p a12b21
(a11 − a22)b12 ≡p (b11 − b22)a12
c12a21 ≡p a12c21
(a11 − a22)c12 ≡p (c11 − c22)a12
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und somit:
b12c21 ≡p c12b21
(c11 − c22)b12 ≡p (b11 − b22)c12
Nach Satz (4.5.3.2) gilt dann BC ≡p CB und somit auch
C−1B ≡p BC−1 ∈ SL(2, Zp). Es folgt:
(BC−1)3 ≡p BC−1BC−1BC−1 ≡p BBBC−1C−1C−1 ≡p AA−1 ≡p I
Also ist BC−1 eine dritte Wurzel von I.
Es folgt, dass (BC−1)2 ≡p (BC−1)−1 ebenfalls eine dritte Wurzel von I
und somit CCB−1 ebenfalls eine dritte Wurzel von A ist. Also gibt es
mindestens drei verschiedene Wurzeln von A.
2. Sei A eine Diagonalmatrix. Sind B und C ebenfalls Diagonalmatrizen,
so gilt BC ≡p CB, und die Behauptung folgt wie oben.
Sei also mindestens eine der beiden Matrizen B,C keine Diagonalma-
trix. OBdA sei b12 6≡p 0.
Da
a12 ≡p b12(b211 + b11b22 + b222 + b12b21) ≡p b12((b11 + b22)2 −Det(B)) ≡p 0
gilt, folgt
(b11 + b22)
2 ≡p Det(B) ≡p 1und somit b22 ≡p 1− b11 ∨ b22 ≡p −1− b11
Dann gilt fu¨r a11:
a11 ≡p b311 + 2b11b12b21 + b22b12b21
≡p b311 + (b11b22 −Det(B))(2b11 − b22)
≡p b311 + 2b211b22 + b11b222 −Det(B)(2b11 + b22)
≡p b311 − 2b311 ± 2b211 + b311 ∓ 2b211 + b11 −Det(B)(2b11 − b11 ± 1)
≡p b11 −Det(B)(b11 ± 1) ≡p ±1
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Ebenso gilt fu¨r a22:
a22 ≡p b322 + 2b22b12b21 + b11b12b21
≡p b322 + 2b222b11 + b22b211 −Det(B)(2b22 + b11)
≡p b322 − 2b322 ± 2b222 + b322 ∓ 2b222 + b22 −Det(B)(2b22 − b22 ± 1)
≡p b22 −Det(B)(b22 ± 1) ≡p ±1
Zusammen folgt A ≡p ±I. Dies ist aber ein Widerspruch zur Voraus-
setzung A ∈ SL(2, Zp)\{±I}. Also gilt auch in dem Fall, dass A eine
Diagonalmatrix ist, dass A entweder genau eine oder mindestens 3 dis-
krete Wurzeln besitzt.
Es kann aber auch ho¨chstens 3Wurzeln Ci ∈ SL(2, Zp) von einer MatrixA ∈ SL(2, Zp)\{±I}
geben, da nach Satz (4.2.1.5) fu¨r jede kubische Wurzel Ci ∈ SL(2, Zp) von A gilt:
Spur(A) ≡p Spur(Ci)Spur(C2i )− 1Spur(Ci)
≡p Spur(Ci)(Spur(Ci)Spur(Ci)− 2)− 1Spur(Ci)
≡p (Spur(Ci))3 − 3Spur(Ci)
Also sind die Elemente Spur(Ci) die Nullstellen der kubischen Gleichung X
3 − 3X ≡p
Spur(A). Es kann ho¨chstens 3 verschiedene Elemente Spur(Ci) geben, die diese Gleichung
erfu¨llen, da Zp ein Ko¨rper ist. Zusammen mit Det(Ci) ≡p 1 gibt es nach Satz (4.5.3.4)
ho¨chstens 3 verschiedene Matrizen Ci mit C
3
i ≡p A.
4.5.3.0.29 Korollar: Seien p und q Primzahlen und n = pq. Seien A,B Matrizen aus
SL(2, Zn)\{±I} mit A ≡n B3, dann gibt es entweder keine weitere dritte Wurzel
von A, genau 2 oder genau 8 weitere Matrizen Ci ∈ SL(2, Zp) mit C3i ≡p A.
Beweis:
Die Behauptung folgt direkt aus Satz (4.5.3.0.28) zusammen mit dem Chinesischen
Restsatz fu¨r Matrizen (Satz (3.2.1.7)).
4.5.3.0.30 Satz: Es seien p, q Primzahlen und n = pq. Ein Algorithmus, der in SL(2, Zn)
kubische Wurzeln berechnen kann, kann dazu verwendet werden, n zu faktorisie-
ren.
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Beweis:
Ein Algorithmus, der fu¨r einen kubischen Rest A ∈ SL(2, Zn) eine kubische Wurzel
Ci berechnen kann, berechnet nach Korollar (4.5.3.0.29) eine von ho¨chstens 9 kubischen
Wurzeln modulo n.
Um n zu faktorisieren, wa¨hlt man eine zufa¨llige Matrix B ∈ SL(2, Zn) und berechnet
A ≡n B3. A gibt man als Eingabe in den Algorithmus, der kubische Wurzeln Ci ∈ SL(2, Zp)
berechnen kann. Erha¨lt man als Ru¨ckgabewert von A eine Matrix C, fu¨r die C 6≡n B gilt,
so gilt mit Wahrscheinlichkeit 1
3
, dass C ≡p B oder C ≡q B gilt. In diesem Fall gilt, dass
fu¨r mindestens eine der Matrizenstellen gilt: ggT (ci,j − bi,j, n) ist ein nichttrivialer Faktor
von n.
Ein Faktorisierungsalgorithmus mittels Matrizen aus SL(2, Zn)
Neben den bereits aufgefu¨hrten Verfahren, die beschreiben, wie ein Algorithmus, der qua-
dratische oder kubische Wurzeln in SL(2, Zn) zu berechnen vermag, dazu genutzt werden
kann, n zu faktorisieren, wird im Folgenden ein weiteres Verfahren beschrieben, wie man
mit Hilfe von Matrizen aus SL(2, Zn) die Zahl n faktorisieren kann, wenn fu¨r eine der
beiden Primfaktoren p bzw. q gilt, dass p−1 (oder p+1) bzw. q−1 (oder p+1) nur durch
kleine Primfaktoren teilbar ist.
Im folgenden sei angenommen, dass oBdA p − 1 (oder p + 1) nur durch Primfaktoren
geteilt wird, die kleiner als eine kleine Schranke S sind.
Zuna¨chst wird nun eine Zahl k berechnet, fu¨r die gilt, dass sie von p− 1 (p+ 1) geteilt
wird. Zum Beispiel kann k := S! oder k :=
∏
pi∈P ;pi<S
pfii mit fi = blogpiSc gewa¨hlt werden.
Dann wa¨hlt man eine zufa¨llige Matrix A ∈ SL(2, Zn) und berechnet B := Ak mod n.
Nach Definition (4.4.1.0.5) und Satz (4.4.1.0.7) gilt fu¨r A:
ord(A)|p− 1 ∨ ord(A)|2p ∨ ord(A)|p+ 1
Da p−1|k (oder p+1) gilt, folgt B ≡p I mit Wahrscheinlichkeit 12+² (Korollar (4.3.2.8)).
Mit einer hohen Wahrscheinlichkeit gilt aber B 6≡q I, da q− 16 |k (oder q+16 |k) gilt. Somit
ist ggT (b11 − 1, n) ein nichttrivialer Faktor von n.
Kapitel 5
Eigenschaften von GL(s, Zn) und
SL(s, Zn)
In diesem Kapitel sollen die in dem vorherigen Kapitel dargestellten Erkenntnisse fu¨r 2×2
Matrizen auf allgemeine s× s Matrizen erweitert werden.
5.1 Grundlagen
In diesem Abschnitt werden einige grundlegende Sa¨tze vorgestellt, die fu¨r die Untersu-
chung der Gruppen GL(s, Zp) und SL(s, Zp) notwendig sind. Fu¨r diese Sa¨tze werden keine
vollsta¨ndigen Beweise aufgefu¨hrt, sondern es wird lediglich auf die entsprechenden Beweise
in der Literatur verwiesen.
5.1.1 Satz: Satz von Cayley-Hamilton
Sei A eine s× s Matrix und PA(X) = Det(A−xI) das charakteristische Polynom von
A. Dann gilt PA(X) = 0.
Beweis:
Siehe (Beu94).
5.1.2 Satz: Sei p eine Primzahl, dann gilt: |SL(s, Zp)| = 1p−1
s−1∏
i=0
(ps − pi).
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Beweis:
Siehe (Ro96).
5.1.3 Korollar: Es seien p, q zwei verschiedene Primzahlen und sei n = pq. Dann hat
die Gruppe SL(s, Zn) genau
1
p−1
s−1∏
i=0
(ps − pi) 1
q−1
s−1∏
j=0
(qs − qj) Elemente.
Beweis: Folgt aus Satz (5.1.2) zusammen mit dem Chinesischen Restsatz fu¨r Matrizen
(Satz (3.2.1.7)).
5.1.4 Satz: Sei p eine Primzahl, dann gilt: |GL(s, Zp)| =
s−1∏
i=0
(ps − pi)
Beweis:
Siehe (Ro96).
5.1.5 Korollar: Es seien p, q zwei verschiedene Primzahlen und es sei n = pq. Dann hat
die Gruppe GL(s, Zn) genau
s−1∏
i=0
(ps − pi)(qs − qi) Elemente.
Beweis:
Folgt aus Satz (5.1.4) zusammen mit dem Chinesischen Restsatz fu¨r Matrizen (Satz
(3.2.1.7)).
5.1.6 Satz: SeiA :=

a11 a12 · · · a1s
a21 a22 · · · a2s
...
...
. . .
...
as1 as2 · · · ass
 eine Matrix ausGL(s, Zp) und sei PA(X) :=
s∑
i=0
ciX
i mod p das charakteristische Polynom von A. Dann gilt fu¨r jede Matrix B :=
Ak mod p mit k ≥ s:
Spur(B) ≡p Spur(Ak) ≡p
k−1∑
i=k−s
−ci−(k−s)Spur(Ai)
Dabei sind die ci−(k−s) die Koeffizienten des charakteristischen Polynoms von A sind.
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Beweis:
Der Beweis erfolgt durch Induktion u¨ber k.
Nach Satz (5.1.1) gilt PA(A) = A
s + cs−1As−1 + · · · + c1A + c0I = 0 und somit As ≡p
−
s−1∑
i=0
ciA
i. Es folgt Spur(As) ≡p −
s−1∑
i=0
ciSpur(A
i). D.h. die Behauptung gilt fu¨r k = s.
Angenommen, die Behauptung gilt fu¨r alle ` ≤ k, dann folgt fu¨r Ak+1:
Spur(Ak+1) ≡p Spur(AAk) ≡p Spur(A(−
k−1∑
i=k−s
−ci−(k−s)Ai))
≡p Spur(−
k−1∑
i=k−s
−ci−(k−s)Ai+1)
≡p Spur(−
k∑
i=k+1−s
−ci−(k−s)−1Ai)
≡p −
k∑
i=k+1−s
−ci−(k+1−s)Spur(Ai)
Der folgende Satz zeigt auf, wann zwei Matrizen A,B ∈ GL(s, Zp) zueinander kommu-
tativ sind, d.h. wann AB ≡p BA gilt.
5.1.7 Satz: Seien A :=

a11 a12 · · · a1s
a21 a22 · · · a2s
...
...
. . .
...
as1 as2 · · · ass
 und B :=

b11 b12 · · · b1s
b21 b22 · · · b2s
...
...
. . .
...
bs1 bs2 · · · bss
 Ma-
trizen aus GL(s, Zp). Genau dann gilt AB ≡p BA, wenn die folgenden Gleichungen
erfu¨llt sind:
s∑
k=1
aikbkj ≡p
s∑
k=1
akjbik ∀i, j = 1, 2, . . . , s
Beweis:
Der Beweis folgt direkt, wenn man die Produkte AB und BA bildet und die Kompo-
nenten vergleicht.
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5.1.8 Korollar: Seien A :=

a11 0 . . . 0
0 a22
. . .
...
...
. . . . . .
...
0 · · · · · · ass
 und B :=

b11 0 . . . 0
0 b22
. . .
...
...
. . . . . .
...
0 · · · · · · bss

Diagonalmatrizen aus GL(s, Zn), dann gilt AB ≡n BA.
Beweis:
Die Behauptung folgt direkt aus der Kommutativita¨t von Z∗n.
5.1.9 Korollar: Seien A :=

a11 0 . . . 0
0 a22
. . .
...
...
. . . . . .
...
0 · · · · · · asbs
 eine Diagonalmatrix aus GL(s,K)
mit aii 6= ajj fu¨r i 6= j und B eine beliebige Matrix aus GL(s,K), wobei K ein Ko¨rper
ist. Dann gilt:
AB = BA⇒ B ist eine Diagonalmatrix
.
Beweis:
Da AB = BA in GL(s,K) gilt, folgt fu¨r i, j ∈ {1, 2, . . . , s} in dem Ko¨rper K :
s∑
t=1
aitbtj =
s∑
t=1
atjbit
⇒ aiibij = ajjbij
⇔ 0 = aiibij − ajjbij = bij(aii − ajj)
Da aii 6= ajj fu¨r i 6= j gilt und K ein Ko¨rper ist, folgt dann bij = 0 fu¨r i 6= j. Somit
folgt die Behauptung.
5.1.10 Satz: Seien A und B zwei zueinander a¨hnliche Matrizen aus GL(s, Zp), dann ist
es in polynomieller Zeit mo¨glich, eine Matrix C ∈ GL(s, Zp) zu bestimmen, so dass
A ≡p CBC−1 gilt.
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Beweis:
Jede Matrix kann als Darstellungsmatrix MBB (f) einer linearen Abbildung f : V → V
des s-dimensionalen Vektorraumes V u¨ber Zp auf sich selbst zu einer Basis B des Vektor-
raums interpretiert werden. Fu¨r zwei DarstellungsmatrizenMBB (f) undM
C
C (f) der gleichen
linearen Abbildung f gilt:
MBB (f) =M
C
B(id)M
C
C (f)M
B
C (id)
Dabei sei id die identische Abbildung, und es gilt MCB(id) = (M
B
C (id))
−1 .
Um zu zwei a¨hnlichen Matrizen A,B ∈ GL(s, Zp) eine Matrix C ∈ GL(s, Zp) zu kon-
struieren, so dass A ≡p CBC−1 gilt, geht man wie folgt vor:
Seien A :=

a11 a12 · · · a1s
a21 a22 · · · a2s
...
...
. . .
...
as1 as2 · · · ass
 und B :=

b11 b12 · · · b1s
b21 b22 · · · b2s
...
...
. . .
...
bs1 bs2 · · · bss
 zueinander a¨hn-
liche Matrizen aus GL(s, Zp). Wa¨hle eine Basis B := {b1, b2, . . . , bs} des s-dimensionalen
Vektorraums V u¨ber Zp und definiere die Abbildung f : V → V durch fbj :≡p
s∑
i=1
aijbi.
Dann ist A =MBB (f) die Darstellungsmatrix von f zur Basis B. Kennt man eine Basis C,
so dass B =MCC (f) gilt, so kann man leicht die Matrizen C :=M
C
B(id) und C
−1 :=MBC (id)
erzeugen, so dass A ≡p CBC−1 gilt.
Im folgenden wird nun gezeigt, wie eine solche Basis erzeugt werden kann: Sei C :=
{c1, c2, . . . ci} eine Basis, so dass MCC (f) = B gilt. Dann gilt: f(cj) ≡p
s∑
i=1
bijci. Da B eine
Basis von V ist, gibt es Elemente rk` ∈ Zp, k, ` ∈ {1, 2, . . . , s}, so dass cj ≡p
s∑
k=1
rkjbk gilt.
Es folgt fu¨r j = 1, 2, . . . , s:
f(cj) ≡p
s∑
i=1
bijci ≡p
s∑
i=1
bij(
s∑
k=1
rkjbk)
Da f eine lineare Abbildung ist, gilt f(cj) ≡p
s∑`
=1
r`jf(b`) . Zusammen folgt fu¨r j =
1, 2, . . . , s:
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s∑
`=1
r`jf(b`) ≡p
s∑
i=1
bij(
s∑
k=1
rkjbk)
Dies ist ein Gleichungssystem von s Gleichung in den s2 Unbekannten rij. Wa¨hlt man
nun s(s − 1) zufa¨llige Werte fu¨r ri,j ∈ Zp fu¨r i = 1, 2, . . . , s − 1 und j = 1, 2, . . . s, so sind
die u¨brigen ri,s fu¨r i = 1, 2, . . . , s eindeutig bestimmt. Die rij definieren dann eine Basis
C durch cj ≡p
s∑
k=1
rkjbk, so dass B = M
C
C (f) gilt. Da das Lo¨sen des Gleichungssystems in
polynomieller Zeit mo¨glich ist, folgt die Behauptung des Satzes.
5.1.11 Satz: Seien p und q zwei große Primzahlen und sei n := pq. Seien A und B zwei
zueinander a¨hnliche Matrizen aus GL(s, Zn), dann ist es in polynomieller Zeit mo¨glich,
eine Matrix C ∈ GL(s, Zn) zu bestimmen, so dass A ≡n CBC−1 gilt.
Beweis:
Man geht einfach vor wie im Beweis von Satz (5.1.10) und erha¨lt mit hoher Wahrschein-
lichkeit eine Matrix C ∈ GL(s, Zn), so dass A ≡p CBC−1 und A ≡q CBC−1 gilt. Nach
dem Chinesischen Restsatz fu¨r Matrizen (Satz (3.2.1.7)) folgt dann A ≡n CBC−1.
5.2 Die Gruppe GL(s, Zn)
5.2.1 Die Potenzfunktion in der Gruppe GL(s, Zn)
In diesem Abschnitt werden besondere Potenzierungseigenschaften der Gruppe GL(s, Zn)
behandelt.
Ebenso wie im Fall s = 2 bleiben bei der Potenzierung einer Matrix aus der Gruppe
GL(s, Zn) bestimmte Strukturen erhalten:
5.2.1.1 Satz: Sei A :=

a11 a12 · · · a1s
a21 a22 · · · a2s
...
...
. . .
...
as1 as2 · · · ass
 eine Matrix aus GL(s, Zn) und sei
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B :=

b11 b12 · · · b1s
b21 b22 · · · b2s
...
...
. . .
...
bs1 bs2 · · · bss
 ∈< A >.
Dann gilt:
s∑
t=1
aitbtj ≡p
s∑
t=1
atjbit ∀i, j ∈ {1, 2, . . . , s}
Beweis:
Der Beweis erfolgt durch Induktion u¨ber die Potenz von A. Im folgenden sei a
(k)
ij der
Eintrag in der i− ten Zeile und j − ten Spalte der Matrix Ak.
Die Behauptung gilt fu¨r k = 1, denn :
s∑
t=1
a
(1)
it a
(1)
tj ≡p
s∑
t=1
a
(1)
tj a
(1)
it ∀i, j = 1, 2, . . . , s
Angenommen, die Behauptung gilt fu¨r alle ` ≤ k, dann folgt fu¨r k + 1:
s∑
t=1
a
(1)
it a
(k+1)
tj ≡p
s∑
t=1
a
(1)
it
s∑
u=1
a
(k)
tu a
(1)
uj
≡p
s∑
t=1
s∑
u=1
a
(1)
it a
(k)
tu a
(1)
uj
≡p
s∑
u=1
a
(k+1)
iu a
(1)
uj
≡p
s∑
t=1
a
(1)
tj a
(k+1)
it ∀i, j = 1, 2, . . . , s
5.2.2 Zyklische Untergruppen in GL(s, Zn)
Im folgenden werden die mo¨glichen Ordnungen der von einem Element aus GL(s, Zn)
erzeugten zyklischen Untergruppe behandelt. Dabei werden besonders große zyklische Un-
tergruppen betrachtet. Diese Betrachtung ist sinnvoll, da Verschlu¨sselungsfunktionen, die
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auf dem diskreten Logarithmusproblem oder dem RSA-Problem basieren, immer nur auf
einer zyklischen Untergruppe operieren. Die Wahl der zyklischen Untergruppe, auf der ope-
riert wird, ha¨ngt dabei beim RSA-Verschlu¨sselungsverfahren direkt von der Matrix ab, die
verschlu¨sselt werden soll.
Zuna¨chst werden nur Matrizen u¨ber Zp betrachtet, wobei p eine Primzahl ist. Die be-
wiesenen Aussagen ko¨nnen dann leicht mit Hilfe des Chinesischen Restsatzes auf Matrizen
u¨ber Zn zusammengesetzt werden.
5.2.2.1 Satz: Es sei p eine Primzahl. Jede diagonalisierbare Matrix A ∈ GL(s, Zp) besitzt
eine Ordnung, die p− 1 teilt.
Beweis:
Sei A ∈ GL(s, Zp) eine diagonalisierbare Matrix, d.h. es gibt eine Diagonalmatrix
B ∈ GL(s, Zn) mit B ≡p gAg−1 fu¨r ein geeignetes g ∈ GL(s, Zp).
Fu¨r B gilt:
Bk ≡p

bk11 0 · · · 0
0 bk22
. . .
...
...
. . . . . .
...
0 · · · · · · bkss

Also gilt:
Bp−1 ≡p

bp−111 0 · · · 0
0 bp−122
. . .
...
...
. . . . . .
...
0 · · · · · · bp−1ss
 ≡p I
B und A haben nach Satz (4.1.2) die gleiche Ordnung, also gilt ord(A)|(p− 1).
Klar ist, dass es auch Matrizen in GL(s, Zp) gibt, die genau die Ordnung p−1 besitzen,
da dies schon fu¨r Matrizen aus GL(2, Zp) gezeigt wurde. Fu¨r jede Matrix A ∈ GL(2, Zp)
gilt, dass B :=

A 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 · · · 0 1
 eine Matrix aus GL(s, Zp) mit ord(A) = ord(B) ist.
Dabei stellt die rechte untere Teilmatrix die (s− 2)× (s− 2) Einheitsmatrix dar.
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5.2.2.2 Korollar: Seien p, q Primzahlen und sei n := pq. Dann gilt: Jede diagonalisier-
bare Matrix A ∈ GL(s, Zn) besitzt eine Ordnung, die ϕ(n) teilt.
Beweis:
Die Behauptung folgt direkt aus Satz (5.2.2.1) zusammen mit dem Chinesischen Rest-
satz fu¨r Matrizen (Satz (3.2.1.7)).
5.2.2.3 Satz: Jede Matrix A ∈ GL(s, Zp), deren Eigenwerte in Z∗p liegen und verschieden
sind, besitzt eine Ordnung, die (p− 1) teilt.
Beweis:
Eine Matrix, deren Eigenwerte verschieden sind und in Z∗p liegen, ist in GL(s, Zp)
diagonalisierbar. Nach Satz (5.2.2.1) besitzt jede diagonalisierbare Matrix eine Ordnung,
die p− 1 teilt.
5.2.2.4 Satz: Es sei p eine Primzahl. Jede Matrix A ∈ GL(s, Zp), die mindestens zwei
gleiche Eigenwerte λ ∈ Z∗p besitzt und deren Eigenwerte alle in Z∗p liegen, hat eine
Ordnung, die (p− 1)p teilt.
Beweis:
Da die Eigenwerte αi von A ∈ GL(s, Zp) in Z∗p liegen, existiert eine zu A a¨hnliche
Matrix B ∈ GL(s, Zp), die die Jordansche Normalform besitzt. Mit anderen Worten: Es
gibt eine Matrix B der Form:
B :=

J1 0 · · · 0
0 J2 · · · 0
...
...
. . .
...
0 · · · 0 Jl

mit Ji :=

αi 1 0 · · · 0
0
. . . . . .
...
...
. . . . . . 1
0 · · · 0 αi

B und A haben nach Satz (4.1.2) die gleiche Ordnung.
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Es folgt, dass Bp eine Diagonalmatrix ist, da fu¨r jede Teilmatrix Ji gilt:
Jpi :=

αpi pα
p−1 0 · · · 0
0
. . . . . .
...
...
. . . . . . pαp−1
0 · · · 0 αpi
 ≡p

αpi 0 0 · · · 0
0
. . . . . .
...
...
. . . . . . 0
0 · · · 0 αpi

Nach Satz (5.2.2.1) folgt, dass ord(Bp)|p− 1 gilt. Somit gilt auch ord(B)|p(p− 1).
5.2.2.5 Satz: Seien p, q Primzahlen und sei n = pq, dann gilt: Jede triagonalisierbare
Matrix A ∈ GL(s, Zn) besitzt eine Ordnung, die ϕ(n)n teilt.
Beweis:
Die Behauptung folgt direkt aus Satz (5.2.2.3) und Satz (5.2.2.4) mit Hilfe des Chine-
sischen Restsatzes fu¨r Matrizen (Satz (3.2.1.7)).
5.2.2.6 Satz: Es sei p eine Primzahl und A ∈ GL(s, Zp)\{±I}. Es gilt genau dann
p|ord(A), wenn PA(X) mindestens zwei gleiche Nullstellen in dem Zerfa¨llungsko¨rper
KPA(X) von PA(X) besitzt und A in GL(s,KPA(X)) nicht diagonalisierbar ist.
Beweis:
”⇒” Sei A eine Matrix aus GL(s, Zp) mit p|ord(A). Sei PA(X) das charakteristische
Polynom von A und sei PA(X) =
∏
j∈J
fj mit fj ∈ Zp[x] irreduzibel. Seien weiterhin αi i =
1, 2, . . . , s die Nullstellen von PA(X) in dem Zerfa¨llungsko¨rper von PA(X) u¨ber Zp. Dann
ist jedes αi eine Nullstelle von mindestens einem fj mit Grad(fj) < s. Da fj irreduzibel
ist, folgt αp
Grad(fj)−1
i = 1 in dem Zerfa¨llungsko¨rper. Angenommen alle Nullstellen αi sind
verschieden, dann existiert eine zu A a¨hnliche Matrix B ∈ GL(s,KPA(X)), so dass B eine
Diagonalmatrix ist. Mit anderen Worten: A ist in GL(s,KPA(X)) diagonalisierbar. Dann gilt
B
Q
j∈J
(pGrad(fj)−1)
≡p I, da α
Q
j∈J
(pGrad(fj)−1)
i = 1 in KPA(X) gilt. Es folgt ord(B)|
∏
j∈J
(pGrad(fj) −
1), und da ord(A) = ord(B) gilt, folgt p| ∏
j∈J
(pGrad(fj) − 1). Dies ist aber nicht mo¨glich, da∏
j∈J
(pGrad(fj)−1) ≡p ±1 gilt. Also muss PA(X) mindestens zwei gleiche Nullstellen besitzen.
Ist A in GL(s,KPA(X)) diagonalisierbar, so folgt wie im obigen Fall p|
∏
j∈J
(pGrad(fj)−1), was
einen Widerspruch darstellt.
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”⇐” Hat das charakteristische Polynom PA(X) von A in dem Zerfa¨llungsko¨rper KPA(X)
eine mehrfache Nullstelle, existiert eine zu A a¨hnliche Matrix B ∈ GL(s,KPA(X)), die die
Jordansche Normalform besitzt. Ist A in GL(s, ZKPA(X)) nicht diagonalisierbar, dann ist
auch B keine Diagonalmatrix.
Mit anderen Worten: Es gibt eine Matrix B der Form:
B :=

J1 0 · · · 0
0 J2 · · · 0
...
...
. . .
...
0 · · · 0 Jl

mit Ji :=

αi 1 0 · · · 0
0
. . . . . .
...
...
. . . . . . 1
0 · · · 0 αi

Dabei besitzt mindestens eine der Jordanmatrizen Ji eine Dimension ≥ 2. Es ist leicht
zu sehen, dass fu¨r jede ti-dimensionale Jordanmatrix Ji ∈ GL(ti, KPA(X)) gilt: ord(Ji) =
ord(αi)p, denn es gilt
(Ji)
k :=

αki kα
k−1 0 · · · 0
0
. . . . . .
...
...
. . . . . . kαk−1
0 · · · 0 αki

Daraus folgt, dass p|ord(B) und somit auch p|ord(A) gilt.
5.2.2.7 Satz: Die maximale Ordnung eines Elements A ∈ GL(s, Zp) betra¨gt ps − 1
Beweis:
Sei A eine Matrix aus GL(s, Zp) und sei PA(X) :=
s∑
i=0
ciX
i mit ci ∈ Zp und cs ≡p (−1)s
das charakteristische Polynom von A. Seien αi (i = 1, 2, . . . , s) die Nullstellen des cha-
rakteristischen Polynoms. Da die αi nicht in Zp liegen mu¨ssen, wird im folgenden der
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Zerfa¨llungsko¨rper KPA(X) des charakteristischen Polynoms betrachtet, in dem alle Null-
stellen αi von PA(X) liegen. KPA(X) ist ein Erweiterungsko¨rper von Zp, und der Grad der
Ko¨rpererweiterung ist maximal s!.
Da PA(X) in dem Zerfa¨llungsko¨rper KPA(X) in Linearfaktoren zerfa¨llt, existiert eine
zu A a¨hnliche Matrix B ∈ GL(s,KPA(X)), die die Jordansche Normalform besitzt. Mit
anderen Worten: Es gibt eine Matrix B der Form:
B :=

J1 0 · · · 0
0 J2 · · · 0
...
...
. . .
...
0 · · · 0 Jl

mit Ji :=

αi 1 0 · · · 0
0
. . . . . .
...
...
. . . . . . 1
0 · · · 0 αi

Es ist leicht zu sehen, dass fu¨r jede ti-dimensionale Jordanmatrix Ji ∈ GL(ti, KPA(X))
gilt: ord(Ji) = ord(αi)p, denn es gilt
(Ji)
k :=

αki kα
k−1 0 · · · 0
0
. . . . . .
...
...
. . . . . . kαk−1
0 · · · 0 αki

Somit gilt fu¨r Bk:
Bk :=

(J1)
k 0 · · · 0
0 (J2)
k · · · 0
...
...
. . .
...
0 · · · 0 (Jl)k

Ist PA(X) irreduzibel, so kann PA(X) in KPA(X) keine mehrfachen Nullstellen besitzen,
da KPA(X) ein endlicher und somit vollkommener Ko¨rper ist. Hat PA(X) keine mehrfachen
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Nullstellen, so ist A in GL(s,KPA(X)) diagonalisierbar. Im folgenden sei B ∈ GL(s,KPA(X))
die zu A a¨hnliche Diagonalmatrix. Es wird nun gezeigt, dass die Ordnung von B und somit
auch die Ordnung von Amaximal ps−1 betragen kann. Fu¨r jedes αi ∈ KPA(X)\{0} gilt, dass
αi in dem Teilko¨rper Zp(αi) (also dem Ko¨rper Zp adjungiert der Nullstelle αi) von KPA(X)
liegt. Diese Ko¨rpererweiterung hat den Grad s, da αi eine Nullstelle von PA(X) ∈ Zp[x] ist,
PA(X) irreduzibel ist und Grad(PA(X)) = s gilt. Die multiplikative Gruppe von Zp(αi)
besitzt somit maximal ps − 1 Elemente und es gilt in dieser Gruppe ord(αi) | ps − 1. Da
die multiplikative Gruppe von Zp(αi) eine Untergruppe der multiplikativen Gruppe von
KPA(X) ist, folgt auch, dass ord(αi) | ps − 1 in der multiplikativen Gruppe von KPA(X) gilt.
Mit anderen Worten: Es gilt ord(B) | ps − 1 und somit auch ord(A) | ps − 1. Insbesondere
gilt somit auch ord(A) ≤ ps − 1.
Ist PA(X) reduzibel, so gibt es irreduzible Polynome fj ∈ Zp[x], so dass PA(X) =
m∏
j=1
fj
und 0 < Grad(fj) < s ∀j = 1, 2, . . . ,m gilt. Jede Nullstelle αi von PA(X) ist eine
Nullstelle von mindestens einem fj. Somit hat das Minimalpolynom von αi einen Grad ai <
s. Ist αi eine Nullstelle von fj, dann besitzt fj den gleichen Grad ai wie das Minimalpolynom
von αi. Es gilt ai < s. Die Teilko¨rper Zp(αi) des Zerfa¨llungsko¨rpers KPA(X) haben somit
auch jeweils den Grad ai < s. Die multiplikative Gruppe des Teilko¨rpers K(αi) hat dann
genau pai − 1 Elemente. Es gilt also fu¨r jede der obigen Jordanmatrizen Ji: Jp(p
ai−1)
i = I
u¨ber dem jeweiligen Erweiterungsko¨rper Zp(αi) von Zp. Es folgt fu¨r die Matrix B:
ord(B) = kgV {p(pai − 1), i = 1, 2, . . . ,m}
≤ p(p− 1)kgV
{(
ai−1∑
`=0
p`
)
, i = 1, 2, . . . ,m
}
≤ p(p− 1)
m∏
i=1
(
ai−1∑
`=0
p`
)
≤ p(p− 1)F (p)
Dabei ist F (x) ein Polynom vom Grad s−m. Es folgt:
ord(B) ≤ p(p− 1)F (p) < p(p− 1)ps−m+1 < ps−m+3 − 1
Das heißt, die Behauptung des Satzes gilt fu¨r den Fall, dass PA(X) mindestens drei
irreduzible Faktoren (vom Grad gro¨ßer 0) besitzt. Um den Satz vollsta¨ndig zu beweisen,
muss nur noch der Fall betrachtet werden, dass PA(X) genau zwei irreduzibel Faktoren
mit einem Grad ≥ 1 besitzt.
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Besitzt PA(X) keine mehrfachen Nullstellen in dem Zerfa¨llungsko¨rper KPA(X), so ist A
diagonalisierbar und die Behauptung folgt wie oben. Sei also α eine mehrfache Nullstelle
von PA(X) und seien g(x), h(x) die beiden irreduziblen Faktoren von PA(X). Da g(x) und
h(x) irreduzibel sind, ko¨nnen sie in dem endlichen Zerfa¨llungsko¨rper KPA(X) von PA(X)
keine mehrfachen Nullstellen besitzen. Somit muss α eine Nullstelle sowohl von g(x) als
auch von h(x) sein. Da beide Polynome irreduzibel sind, mu¨ssen sie den gleichen Grad
haben wie das Minimalpolynom von α. Insbesondere mu¨ssen g(x) und h(x) den gleichen
Grad besitzen. Es gilt also Grad(g(x)) = Grad(h(x)) = s
2
.
Dann ist jeder Teilko¨rper Zp(αi) von KPA(X) eine Ko¨rpererweiterung vom Grad
s
2
u¨ber
dem Ko¨rper Zp. Die multiplikative Gruppe von Zp(αi) besitzt somit maximal p
s
2−1 Elemen-
te und es gilt ord(αi) | p s2 − 1. Da die multiplikative Gruppe von Zp(αi) eine Untergruppe
der multiplikativen Gruppe von KPA(X) ist, folgt auch, dass ord(αi) | p
s
2 −1 in der multipli-
kativen Gruppe von KPA(X) gilt. Es folgt ord(B) | p
s
2 − 1 und somit auch ord(A) | p s2 − 1.
Insbesondere gilt somit auch ord(A) < ps − 1.
5.2.2.8 Korollar: Gilt fu¨r eine Matrix A ∈ GL(s, Zp) ord(A) = ps − 1, so ist PA(X)
irreduzibel.
Beweis:
Die Behauptung folgt direkt aus dem Beweis von Satz (5.2.2.7). Dort wird gezeigt,
dass eine Matrix, deren charakteristisches Polynom reduzibel ist, eine kleinere Ordnung als
ps − 1 besitzt.
5.2.2.9 Korollar: Sei n = pq, p, q Primzahlen, dann gilt: Die maximale Ordnung eines
Elementes A ∈ GL(s, Zn) betra¨gt (ps − 1)(qs − 1).
Beweis:
Die Behauptung folgt direkt aus Satz (5.2.2.7) und dem Chinesischen Restsatz fu¨r
Matrizen (Satz (3.2.1.7)).
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5.3 Die Gruppe SL(s, Zn)
5.3.1 Die Potenzfunktion in der Gruppe SL(s, Zn)
In diesem Abschnitt werden besondere Potenzierungseigenschaften der Gruppe SL(s, Zn)
behandelt.
Da SL(s, Zn) eine Untergruppe von GL(s, Zn) ist, gelten alle Sa¨tze aus Abschnitt 5.2.1
auch fu¨r die Gruppe SL(s, Zn).
5.3.2 Zyklische Untergruppen in SL(s, Zn)
Im folgenden soll gekla¨rt werden, welche zyklischen Untergruppen in SL(s, Zn) existieren
und welche besonderen Eigenschaften diese besitzen. Zuna¨chst werden wieder nur die Ma-
trizen u¨ber Zp (wobei p eine Primzahl ist) betrachtet, und dann mit Hilfe des Chinesischen
Restsatzes fu¨r Matrizen auf Matrizen u¨ber Zn zusammengesetzt. Wie in Abschnitt 5.1
bereits dargestellt, besteht SL(s, Zp) aus
1
p−1
∏s−1
i=0 (p
s − pi) Elementen. Da SL(s, Zp) eine
nicht abelsche, assoziative Gruppe und somit eine nicht zyklische Gruppe ist, kann es kein
erzeugendes Element der Gruppe geben.
Ebenso wie in GL(s, Zp) gibt es auch in SL(s, Zp) Matrizen, die genau die Ordnung
p− 1 besitzen.
5.3.2.1 Korollar: Es gibt Matrizen ∈ SL(s, Zp), die die Ordnung p− 1 besitzen.
Beweis:
Es sei a ∈ Zp mit ord(a) = p − 1. Dann ist

a 0
. . . 0 0
0 a−1 0
. . .
...
...
. . . 1
. . .
...
...
. . . . . . . . .
...
... · · · · · · · · · 1

eine Matrix aus
SL(s, Zp), die die Ordnung p− 1 besitzt.
Wie der folgende Satz zeigt, ist die Ordnung einer zyklischen Untergruppe von SL(s, Zp)
durch
s−1∑
i=0
pi beschra¨nkt.
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5.3.2.2 Satz: Sei p eine Primzahl. Die maximale Ordnung eines Elements A ∈ SL(s, Zp)
betra¨gt p
s−1
p−1 =
s−1∑
i=0
pi.
Beweis:
Klar ist, dass die maximale Ordnung eines Elements mindestens p
s−1
p−1 betra¨gt. Denn sei
B ∈ GL(s, Zp) ein Element maximaler Ordnung, also ord(B) = ps − 1, dann ist Bp−1 eine
Matrix, die in SL(s, Zp) liegt und die Ordnung
ps−1
p−1 besitzt.
Im folgenden wird zuna¨chst gezeigt, dass die Ordnung einer Matrix A ∈ SL(s, Zp)
kleiner als p
s−1
p−1 ist, wenn das charakteristische Polynom PA(X) von A reduzibel ist.
Ebenso wie im Beweis von Satz (5.2.2.7) gilt: Da PA(X) in dem Zerfa¨llungsko¨rper
KPA(X) in Linearfaktoren zerfa¨llt, existiert eine zu A a¨hnliche Matrix B ∈ SL(s,KPA(X)),
die die Jordansche Normalform besitzt. Mit anderen Worten: Es gibt eine Matrix B der
Form:
B :=

J1 0 · · · 0
0 J2 · · · 0
...
...
. . .
...
0 · · · 0 Jl

mit
Ji :=

αi 1 0 · · · 0
0
. . . . . .
...
...
. . . . . . 1
0 · · · 0 αi

Ist PA(X) reduzibel, so gibt es irreduzible Polynome fj ∈ Zp[x], so dass PA(X) =∏m
j=1 fj und 0 < Grad(fj) < s ∀j = 1, 2, . . . ,m. Jede Nullstelle αi von PA(X) ist eine
Nullstelle von mindestens einem fj. Somit hat das Minimalpolynom von αi einen Grad ai <
s. Ist αi eine Nullstelle von fj, dann hat fj den gleichen Grad wie das Minimalpolynom von
αi. Die Teilko¨rper Zp(αi) des Zerfa¨llungsko¨rpers KPA(X) haben somit auch jeweils den Grad
ai < s. Die multiplikative Gruppe des Teilko¨rpers Zp(αi) hat dann genau p
ai−1 Elemente.
Es gilt also fu¨r jede der obigen Jordanmatrizen Ji: J
p(pai−1)
i = I in dem Erweiterungsko¨rper
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Zp(αi) von Zp, der αi entha¨lt. Es folgt fu¨r die Matrix B:
ord(B) = kgV {p(pai − 1), i = 1, 2, . . . ,m}
≤ p(p− 1)kgV
{(
ai−1∑
`=0
p`
)
, i = 1, 2, . . . ,m
}
≤ p(p− 1)
m∏
i=1
(
ai−1∑
`=0
p`
)
≤ p(p− 1)F (p)
Dabei ist F (x) ein Polynom vom Grad s − m. Es folgt ord(B) ≤ p(p − 1)F (p) <
p(p− 1)ps−m+1 < ps−m+3 − 1.
Das heißt, die Behauptung, dass die Ordnung von Matrizen aus SL(s, Zp) mit reduziblen
charakteristischem Polynom kleiner als p
s−1
p−1 ist, gilt fu¨r den Fall, dass PA(X) mindestens
vier irreduzible Faktoren (vom Grad gro¨ßer 0) besitzt. Um die Behauptung vollsta¨ndig zu
beweisen, mu¨ssen nur noch die Fa¨lle betrachtet werden, in denen PA(X) genau zwei oder
genau drei irreduzibel Faktoren mit einem Grad ≥ 1 besitzt.
Angenommen, PA(X) zerfa¨llt in genau zwei irreduzible Polynome. Besitzt PA(X) keine
mehrfachen Nullstellen in dem Zerfa¨llungsko¨rper KPA(X), so ist A diagonalisierbar und es
gilt:
ord(A) ≤ kgV (pGrad(f1) − 1, pGrad(f2) − 1)
≤ (pGrad(f1)−1 + pGrad(f1)−2 + . . .+ 1)(pGrad(f2) − 1)
= ps−1 + ps−2 + . . .+ pGrad(f2) − pGrad(f1)−1
−pGrad(f1)−2 − . . .− 1
< ps−1 + ps−2 + . . .+ 1 =
ps − 1
p− 1
Angenommen, PA(X) besitzt eine mehrfache Nullstelle α. Es seien im folgenden g(x), h(x)
die beiden irreduziblen Faktoren von PA(X). Da g(x) und h(x) irreduzibel sind, ko¨nnen
sie in dem endlichen Zerfa¨llungsko¨rper KPA(X) von PA(X) keine mehrfachen Nullstellen
besitzen. Somit muss α eine Nullstellen sowohl von g(x) als auch von h(x) sein. Da beide
Polynome irreduzibel sind, mu¨ssen sie den gleichen Grad haben wie das Minimalpoly-
nom von α. Insbesondere mu¨ssen g(x) und h(x) den gleichen Grad besitzen. Es gilt also
Grad(g(x)) = Grad(h(x)) = s
2
< s− 1.
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Dann ist jeder Teilko¨rper Zp(αi) von KPA(X) eine Ko¨rpererweiterung vom Grad
s
2
u¨ber
dem Ko¨rper Zp. Die multiplikative Gruppe von Zp(αi) besitzt somit maximal p
s
2−1 Elemen-
te und es gilt ord(αi) | p s2 − 1. Da die multiplikative Gruppe von Zp(αi) eine Untergruppe
der multiplikativen Gruppe von KPA(X) ist, folgt auch, dass ord(αi) | p
s
2 − 1 in der multi-
plikativen Gruppe von KPA(X) gilt. Es folgt ord(B) | p
s
2−1 und somit auch ord(A) | p s2 − 1.
Insbesondere gilt somit auch ord(A) < ps−1.
Angenommen, PA(X) zerfa¨llt in genau drei irreduzible Polynome. Besitzt PA(X) keine
mehrfachen Nullstellen in dem Zerfa¨llungsko¨rper KPA(X), so ist A diagonalisierbar und es
gilt:
ord(A) ≤ kgV (pGrad(f1) − 1, pGrad(f2) − 1, pGrad(f3) − 1)
≤ (pGrad(f1)−1 + pGrad(f1)−2 + . . .+ 1)(pGrad(f2) − 1)(pGrad(f3) − 1)
< (pGrad(f1)−1 + pGrad(f1)−2 + . . .+ 1)(pGrad(f2)+Grad(f3) − 1)
= ps−1 + ps−2 + . . .+ pGrad(f2)+Grad(f3) − pGrad(f1)−1 − pGrad(f1)−2 − . . .− 1
< ps−1 + ps−2 + . . .+ 1 =
ps − 1
p− 1
Angenommen PA(X) besitzt eine mehrfache Nullstelle α. Seien f1(x), f2(x), f3(x) die
drei irreduziblen Faktoren von PA(X). Da diese Faktoren irreduzibel sind, ko¨nnen sie in
dem endlichen Zerfa¨llungsko¨rper KPA(X) von PA(X) keine mehrfachen Nullstellen besitzen.
Somit muss α eine Nullstelle von mindestens zwei Polynomfaktoren sein. OBdA sei α eine
Nullstelle von f1(x) und f2(x). Da beide Polynome irreduzibel sind, mu¨ssen sie den gleichen
Grad haben wie das Minimalpolynom von α. Insbesondere mu¨ssen f1(x) und f2(x) den
gleichen Grad besitzen. Es gilt also Grad(f1(x)) = Grad(f2(x)).
Seien im Folgenden αi die Nullstellen von f1(x) und f2(x) und βi die Nullstellen von
f3(x). Dann ist jeder Teilko¨rper Zp(αi) von KPA(X) eine Ko¨rpererweiterung vom Grad
Grad(f1(x)) u¨ber dem Ko¨rper Zp. Die multiplikative Gruppe von Zp(αi) besitzt somit
maximal pGrad(f1(x))−1 Elemente und es gilt ord(αi) | pGrad(f1(x)) − 1. Da die multiplikative
Gruppe von Zp(αi) eine Untergruppe der multiplikativen Gruppe vonKPA(X) ist, folgt auch,
dass ord(αi) | pGrad(f1(x)) − 1 in der multiplikativen Gruppe von KPA(X) gilt. Ebenso folgt
fu¨r alle Nullstellen βi von f3(x), dass ord(βi) | pGrad(f3(x)) − 1 gilt. Es folgt
ord(B) | kgV (pGrad(f1(x) − 1, pGrad(f3(x) − 1)
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< pGrad(f1(x))+Grad(f3)(x)
= ps−Grad(f1(x)) < ps−1 + ps−2 + . . .+ 1
Somit folgt auch ord(A) < ps−1 + ps−2 + . . .+ 1 = p
s−1
p−1 .
Es bleibt zu zeigen, dass die maximale Ordnung von Matrizen in SL(s, Zp), deren
charakteristisches Polynom irreduzibel in Zp ist, kleiner als p
s−1 + ps−2 + . . .+ 1 ist.
Sei A ∈ SL(s, Zp) eine Matrix, deren charakteristisches Polynom PA(X) irreduzibel ist.
Dann gilt fu¨r jede Nullstelle αi von PA(X), dass in dem Erweiterungsko¨rper Zp(αi) gilt:
αp
s−1
i = 1. Somit gilt auch fu¨r alle αi; i = 1, 2, . . . , s in dem Zerfa¨llungsko¨rper KPA(X)
von PA(X): α
ps−1
i = 1. Es folgt also ord(A)|ps − 1.
Seien die αi; i = 1, 2, . . . s die Nullstellen des charakteristischen Polynoms in dem
Zerfa¨llungsko¨rper von PA(X). Da PA(X) irreduzibel ist und KPA(X) ein endlicher und
somit vollkommener Ko¨rper ist, gilt αi 6= αj fu¨r i 6= j. Dann existiert eine zu A a¨hnliche
Matrix B ∈ SL(s,KPA(X)) der Form:
B :=

α1 0 · · · 0
0 α2 · · · 0
...
...
. . .
...
0 · · · 0 αs

Dann gilt fu¨r Bp:
Bp :=

αp1 0 · · · 0
0 αp2 · · · 0
...
...
. . .
...
0 · · · 0 αps

Sei PA(X) =
s∑`
=0
c`x
` mit
cs ≡p (−1)s
ci ≡p (−1)i
∑
alle s− i elementigen
Teilmengen J
∏
j∈J
αj
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Dann gilt fu¨r cpi :
cpi ≡p ((−1)i
∑
alle s− i elementigen
Teilmengen J
∏
j∈J
αj)
p
≡p (−1)i
∑ ∑
alle s− i elementigen
Teilmengen J
(
∏
j∈J
αj)
p
≡p (−1)i
∑ ∑
alle s− i elementigen
Teilmengen J
∏
j∈J
αpj
Es gilt aber auch PB(X) =
s∑`
=0
d`x
` mit
ds ≡p (−1)s
di ≡p (−1)i
∑
alle s− i elementigen
Teilmengen J
∏
j∈J
αpj
Also gilt dj ≡p cpj . Da dj, cj ∈ Zp ∀j ∈ {1, 2, . . . , s} und ggT (p, p − 1) = 1 gilt, folgt
dj ≡p cj ∀j ∈ {1, 2, . . . , s}. Mit anderen Worten: Es gilt PA(X) ≡p PB(X) ≡p PAp(X).
Somit gilt fu¨r die Nullstellen αi i = 1, 2, . . . , s von PA(X), dass α
p
i = αj fu¨r ein geeignetes
j gilt. Da dies fu¨r alle Nullstellen gilt, folgt, dass es eine Zahl k ∈ Z mit αi = αpki in KPA(X)
geben muss.
Es wird nun gezeigt, dass k = s gilt. Angenommen, es gilt k < s, dann gibt es Nullstellen
αi ∈ KPA(X) i = 1, 2, . . . , k, die so angeordnet werden ko¨nnen, dass αpi = αi+1 fu¨r i =
1, 2, . . . , k − 1 und αpk = α1 gilt. Dann gilt fu¨r j = 1, 2, . . . , k:
epj ≡p (
∑
alle s− i elementigen
Teilmengen J
∏
j∈J
αj)
p
≡p
∑
alle s− i elementigen
Teilmengen J
∏
j∈J
αpj
≡p
∑
alle s− i elementigen
Teilmengen J
∏
j∈J
αj ≡p ej
Damit folgt fu¨r alle ej j = 1, 2, . . . , k: e
p−1
j = 1 fu¨r alle ej 6= 0 in dem Zerfa¨llungsko¨rper
KPA(X) und somit ej ∈ Zp fu¨r alle ej. Dann wa¨re aber
s∑
j=0
(−1)jejxj ein Polynom ∈ Zp[x],
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das PA(X) teilt (da alle Nullstellen auch Nullstellen von PA(X) sind) und einen kleineren
Grad hat als PA(X). Dies ist aber ein Widerspruch zur Irreduziblita¨t von PA(X). Also gilt
k = s.
Mit anderen Worten: Die Nullstellen αi ∈ KPA(X) i = 1, 2, . . . , s lassen sich so anord-
nen, dass αpi = αi+1 fu¨r i = 1, 2, . . . , s− 1 und αps = α1 gilt.
Dann gilt fu¨r die Matrix B:
Bp
s−1+ps−2+...+p+1 :=

αp
s−1+ps−2+...+p+1
1 0 · · · 0
0 αp
s−1+ps−2+...+p+1
2 · · · 0
...
...
. . .
...
0 · · · 0 αps−1+ps−2+...+p+1s

=

s∏
i=1
αi 0 · · · 0
0
s∏
i=1
αi · · · 0
...
...
. . .
...
0 · · · 0
s∏
i=1
αi

=

Det(B) 0 · · · 0
0 Det(B) · · · 0
...
...
. . .
...
0 · · · 0 Det(B)
 = I
Es gilt also ord(B)|ps−1+ps−2+ . . .+p+1 und somit ord(A)|ps−1 + ps−2 + . . .+ p+ 1.
Insbesondere gilt somit ord(A) ≤ ps−1
p−1
5.3.2.3 Korollar: Sei p eine Primzahl und sei A eine Matrix aus SL(s, Zp). Ist PA(X)
irreduzibel, dann gilt ord(A)|
s−1∑
i=0
pi.
Beweis:
Folgt aus dem Beweis von Satz (5.3.2.2).
5.3.2.4 Korollar: Sei p eine Primzahl und sei A eine Matrix aus GL(s, Zp) mit ord(A) =
ps − 1, dann ist Det(A) ein erzeugendes Element von Z∗p .
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Beweis:
Sei A eine Matrix der Ordnung ps − 1. Nach Korollar (5.2.2.8) muss dann PA(X)
irreduzibel sein. Ebenso wie im Beweis von Satz (5.3.2.2) folgt dann, dass Nullstellen
αi ∈ KPA(X) i = 1, 2, . . . , s von PA(X) sich so anordnen lassen, dass αpi = αi+1 fu¨r
i = 1, 2, . . . , s− 1 und αps = α1 gilt.
Dann gilt fu¨r die zu A a¨hnliche Diagonalmatrix B ∈ GL(s, Zp):
Bp
s−1+ps−1+...+p+1 :=

αp
s−1+ps−1+...+p+1
1 0 · · · 0
0 αp
s−1+ps−1+...+p+1
2 · · · 0
...
...
. . .
...
0 · · · 0 αps−1+ps−1+...+p+1s

=

s∏
i=1
αi 0 · · · 0
0
s∏
i=1
αi · · · 0
...
...
. . .
...
0 · · · 0
s∏
i=1
αi

=

Det(B) 0 · · · 0
0 Det(B) · · · 0
...
...
. . .
...
0 · · · 0 Det(B)

Also gilt in diesem Fall ord(B)|(ps−1+ps−1+ . . .+p+1)(ord(Det(B))) und somit auch
ord(A)|(ps−1 + ps−1 + . . . + p + 1)(ord(Det(A))). Insbesondere folgt aus ord(A) = ps − 1,
dass ord(Det(A)) = p− 1 gelten muss.
5.3.2.5 Bemerkung: Die Aussage aus Korollar (5.3.2.4) beantwortet eine Frage aus
(De90). Das dort erla¨uterte Problem wurde nach Angaben der Autoren kurz nach
dessen Vero¨ffentlichung bereits auf anderem Wege gelo¨st. Der obige Beweis geht aber
noch einen Schritt weiter. Er zeigt auf, wie sich die Ordnung von Matrizen verha¨lt,
deren charakteristisches Polynom irreduzibel ist: Ist PA(X) irreduzibel und existiert
eine Zahl t ∈ Z mit t|ord(A) und ggT (t,
s−1∏
i=0
pi) = 1, so gilt t|ord(Det(A)).
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5.3.2.6 Satz: Es sei p eine Primzahl und A ∈ SL(s, Zp). A besitzt genau dann eine
Ordnung, die p− 1 teilt, wenn A diagonalisierbar ist.
Beweis:
”⇒” Angenommen, es gilt ord(A)|p − 1. Dann gibt es eine zu A a¨hnliche Matrix B ∈
SL(s,KPA(X)) der Form:
B :=

α1 0 · · · 0
0 α2 · · · 0
...
...
. . .
...
0 · · · 0 αs

Dabei sind die αi die Nullstellen des charakteristischen Polynoms PA(X) von A. Da B
eine Diagonalmatrix ist, gilt: ord(B) = kgV (ord(αi); i = 1, 2, . . . , s). Da ord(A) = ord(B)
gilt, folgt: αp−1i = 1 in dem Zerfa¨llungsko¨rper KPA(X) des charakteristischen Polynoms
PA(X) von A. KPA(X) ist ein Erweiterungsko¨rper von Zp. Die Elemente des Erweite-
rungsko¨rpers, deren Ordnung p − 1 teilt, sind genau die Elemente, die in Z∗p liegen, denn
es gilt: Da KPA(X) ein endlicher Ko¨rper ist, ist die multiplikative Gruppe des Ko¨rpers zy-
klisch. Es gibt also ein Element θ ∈ KPA(X), welches die multiplikative Gruppe von KPA(X)
erzeugt. Fu¨r alle Elemente βi ∈ KPA(X), deren Ordnung p− 1 teilt, existiert also eine Zahl
ai < |KPA(X)| − 1, so dass βi = θai gilt. Es folgt, dass ein Element der multiplikativen
Gruppe genau dann eine Ordnung besitzt, die p − 1 teilt, wenn |KPA(X)| | ai(p − 1) mit
ai < |KPA(X)| gilt. Also genau dann, wenn ai =
|KPA(X)|
p−1 i fu¨r i = 1, 2, . . . , p−1. Mit anderen
Worten es gibt in dem Erweiterungsko¨rper von Zp genau p − 1 Elemente, deren Ordnung
p− 1 teilt. Dieses sind genau die Elemente aus Z∗p
”⇐” Ist A diagonalisierbar, so gilt nach Satz (5.2.2.1): ord(A)|p− 1.
5.4 Das diskrete Logarithmusproblem in SL(s, Zn)
In diesem Abschnitt wird das diskrete Logarithmusproblem in der Gruppe SL(s, Zn) be-
trachtet. Da sich das diskrete Logarithmusproblem in SL(s, Zn) (n = pq) mit Hilfe des
Chinesischen Restsatzes fu¨r Matrizen auf das diskrete Logarithmusproblem in SL(s, Zp)
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und SL(s, Zq) zuru¨ckfu¨hren la¨sst, wird im Folgenden nur das diskrete Logarithmusproblem
in SL(s, Zp) betrachtet.
Man kann leicht zeigen, dass das diskrete Logarithmusproblem in SL(s, Zp) mindestens
so schwierig ist wie das diskrete Logarithmusproblem in Zp.
5.4.1 Satz: Das diskrete Logarithmusproblem in SL(s, Zp) ist mindestens so schwierig
wie das diskrete Logarithmusproblem in Zp.
Beweis:
Angenommen, das diskrete Logarithmusproblem in SL(s, Zp) wa¨re lo¨sbar, d.h. es gibt
einen effizienten Algorithmus Alg, der zu einem Wertepaar (A,B) ∈ SL(s, Zp)×SL(s, Zp)
mit B ∈< A > und p ∈ P ein k ermittelt, so dass B ≡p Ak gilt, dann kann dieser
Algorithmus dazu verwendet werden, das diskrete Logarithmusproblem in Zp zu lo¨sen.
Um das diskrete Logarithmusproblem fu¨r ein (x, y) ∈ Zp × Zp zu lo¨sen, kann der
Algorithmus Alg wie folgt verwendet werden:
Man setzt A ≡p

x 0 . . . 0
0 1 0
...
...
. . . . . .
...
0 · · · 0 x−1
 und B ≡p

y 0 . . . 0
0 1 0
...
...
. . . . . .
...
0 · · · 0 y−1
 und verwendet
diese beiden Matrizen als Eingabe fu¨r den Algorithmus Alg. Dieser gibt ein k aus, so dass
B ≡p Ak gilt. Da A` ≡p

x` 0 . . . 0
0 1 0
...
...
. . . . . .
...
0 · · · 0 x−`
 gilt, folgt xk ≡p y in Zp. Damit ist das
diskrete Logarithmusproblem fu¨r (x, y) ∈ Zp × Zp gelo¨st.
Der folgende Satz zeigt, unter welchen Bedingungen eine Matrix aus SL(s, Zp) die
Ordnung p besitzt.
5.4.2 Satz: Sei A ∈ SL(s, Zp)\{I} Dann gilt:
ord(A) = p ⇔ PA(X) ≡p
s∑
i=0
(−1)i
(
s
i
)
xi
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Beweis:
”⇒” Sei A eine Matrix der Ordnung p und seien αi die Nullstellen des charakteristischen
Polynoms von A in dem Zerfa¨llungsko¨rper von PA(X).
Dann existiert eine zu A a¨hnliche Dreiecksmatrix B ∈ SL(s,KPA(X)), die auf der Haupt-
diagonalen die Elemente αi besitzt. Es gilt fu¨r die Koeffizienten ci von PB(X):
cs ≡p (−1)s
ci ≡p (−1)i
∑
alle s− i elementigen
Teilmengen J
∏
j∈J
αj
cpi ≡p
(−1)i ∑
alle s− i elementigen
Teilmengen J
∏
j∈J
αj

p
≡p (−1)i
∑
alle s− i elementigen
Teilmengen J
(∏
j∈J
αj
)p
≡p (−1)i
∑
alle s− i elementigen
Teilmengen J
∏
j∈J
αpj
≡p (−1)i
∑
alle s− i elementigen
Teilmengen J
∏
j∈J
1 ≡p (−1)i
(
s
i
)
”⇐” Sei PA(X) ≡p
∑s
i=0(−1)i
(
s
i
)
xi. Dann gilt PA(X) ≡p (1− x)s.
Dann gibt es eine zu A a¨hnliche Matrix B der Form
B :=

1 1 0 · · · 0
0 1
. . . . . .
...
...
. . . . . . . . .
...
...
. . . . . . . . . 1
0 · · · · · · 0 1

Es folgt ord(A) = ord(B) = p.
5.4.3 Satz: Sei A ∈ SL(s, Zp) und p eine Primzahl und sei ord(A) = p und B ∈< A >,
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dann kann das diskrete Logarithmusproblem von B bezu¨glich A mit polynomiellem
Zeit- und Speicheraufwand gelo¨st werden.
Beweis:
Sei B ≡p Ak. Ist B ≡p I, so gilt ord(A) = p|k, und k = p wa¨re eine Lo¨sung des diskreten
Logarithmusproblems. Sei also B 6≡p I.
Nach Satz (5.4.2) gibt es eine zu A a¨hnliche Matrix C der Form:
C :=

1 1 0 · · · 0
0 1
. . . . . .
...
...
. . . . . . . . .
...
...
. . . . . . . . . 1
0 · · · · · · 0 1

Es gilt fu¨r ggT (k, p) = 1:
Ck ≡p

1 k 0 · · · 0
0 1
. . . . . .
...
...
. . . . . . . . .
...
...
. . . . . . . . . k
0 · · · · · · 0 1

Es ist in polynomieller Zeit mo¨glich, Matrizen U,U−1 ∈ GL(s, Zp) zu bestimmen, so
dass UAU−1 ≡p C gilt. Dann folgt: UBU−1 ≡p UAkU−1 ≡p (UAU−1)k ≡p Ck. Dann ist
der diskrete Logarithmus von B zur Basis A direkt in den Eintra¨gen von C zu finden.
5.4.1 Klassifikation der Matrizen aus SL(s, Zp)
In diesem Abschnitt soll gekla¨rt werden, wie schwierig das diskrete Logarithmusproblem
fu¨r Matrizen in SL(s, Zp) ist. Dazu werden die Matrizen aus SL(s, Zp) ebenso wie die
Matrizen aus SL(2, Zp) in Klassen unterteilt:
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5.4.1.1 Definition: Klassifizierung von Matrizen aus SL(s, Zp)
Die Matrizen aus SL(s, Zp) werden in folgende Klassen eingeteilt:
• Klasse 1:
Die Menge der Matrizen der Klasse 1 beinhaltet alle Matrizen A ∈ SL(s, Zp)
mit ord(A)|(p− 1).
• Klasse 2:
Die Menge der Matrizen der Klasse 2 beinhaltet alle Matrizen A ∈ SL(s, Zp)
mit ord(A) = 2p oder ord(A) = p.
• Klasse 3:
Die Menge der Matrizen der Klasse 3 beinhaltet alle Matrizen A ∈ SL(s, Zp)
die weder in Klasse 1 sind noch in Klasse 2 mit ord(A)|(p− 1)p.
• Klasse 4:
Die Menge der Matrizen der Klasse 4 beinhaltet alle Matrizen A ∈ SL(s, Zp),
die nicht in Klasse 1 oder Klasse 3 liegen mit ggT (ord(A), pi − 1) > 1 fu¨r ein
i ∈ {2, 3, . . . , s− 1}.
• Klasse 5:
Die Menge der Matrizen der Klasse 5 beinhaltet alle Matrizen A ∈ SL(s, Zp)
mit ggT (ord(A),
s−1∑
j=0
pj) > 1, die nicht in den Klassen 1, 3 oder 4 enthalten.
sind.
5.4.1.2 Satz: Jede Matrix A ∈ SL(s, Zp)\{±I} mit ord(A) 6= 2 liegt in genau einer der
angegebenen Klassen.
Beweis:
Sei A eine Matrix aus SL(s, Zp)\{±I} mit ord(A) 6= 2.
Zuna¨chst wird gezeigt, dass A in mindestens einer der angegebenen Klassen ist. Ist A
eine Diagonalmatrix, so gilt nach Satz (5.2.2.1) ord(A)|p−1, und somit wa¨re A eine Matrix
der Klasse 1.
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Ist A triagonalisierbar, so existiert eine zu A a¨hnliche Matrix B, die die Jordansche
Normalform besitzt. Diese ist entweder eine Diagonalmatrix und ist somit eine Matrix der
Klasse 1, oder eine Matrix der Klasse 2 oder der Klasse 3.
Im Folgenden soll nun der Fall betrachtet werden, dass A nicht triagonalisierbar ist. Ist
A nicht triagonalisierbar, so besitzt das charakteristische Polynom PA(X) von Amindestens
eine Nullstelle α, die nicht in Z∗p liegt. Es gilt α 6≡p 0, da sonst Det(A) ≡p 0 und somit
A 6∈ SL(s, Zp) gelten wu¨rde. Ist PA(X) reduzibel, so sei F (x) der irreduzible Faktor von
PA(X), der die Nullstelle α entha¨lt. Dann gilt α
pGrad(F (x))−1 = 1 in dem Zerfa¨llungsko¨rper
von PA(X) u¨ber Zp. Somit gilt ggT (ord(A), p
Grad(F (x))− 1) > 1, und A ist eine Matrix der
Klasse 4. Ist PA(X) irreduzibel, so gilt nach Korollar (5.3.2.3): ord(A)|
s−1∑
i=0
pi. Dann ist A
mindestens in Klasse 5 enthalten.
Nun wird gezeigt, dass A in genau einer der obigen Klassen liegt, falls ord(A) 6= 2 gilt.
Angenommen, A wu¨rde in Klasse 1 und einer weiteren Klasse liegen (nach Definition kann
sie nicht gleichzeitig in Klasse 3 liegen). A kann nicht in Klasse 2 liegen, denn dann existiert
eine Primzahl t > 2 mit t|ord(A) (da A 6≡p ±I), die auch die 2p teilen mu¨sste. Da t > 2
gilt, folgt t|p, also t = p. Dies ist aber ein Widerspruch zur Voraussetzung t|p− 1.
Die charakteristischen Polynome der Matrizen der Klassen 4 und 5 besitzen mindestens
eine Nullstelle, die nicht in Z∗p liegt, und somit sind diese Matrizen nicht triagonalisierbar in
SL(s, Zp). Somit ko¨nnen sie auch in keiner der Klassen 1, 2 oder 3 liegen. Folglich ko¨nnen
Matrizen, die in einer der Klassen 1, 2 oder 3 liegen, in keiner weiteren Klasse sein. Nach
Definition sind auch die Klasse 4 und 5 disjunkt.
Abha¨ngig von der Klasse in der eine Matrix liegt, ko¨nnen unterschiedliche Aussagen
u¨ber die Schwierigkeit des diskreten Logarithmusproblems getroffen werden.
5.4.1.3 Satz: Sei A eine Matrix der Klasse 1, dann ist das diskrete Logarithmusproblem
in < A > a¨quivalent zum diskreten Logarithmusproblem in Zp.
Beweis:
Dass das diskrete Logarithmusproblem in Zp gelo¨st werden kann, falls ein Algorithmus
zur Berechnung des diskreten Logarithmus fu¨r Matrizen der Klasse 1 existiert, folgt direkt
aus dem gleichen Satz fu¨r Matrizen aus SL(2, Zp) (Satz (4.4.1.0.8)), da die Matrizen der
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Klasse 1 aus SL(2, Zp) in den Matrizen der Klasse 1 aus SL(s, Zp) eingebettet werden
ko¨nnen.
Nun soll der umgekehrte Fall betrachtet werden. Angenommen, es gibt einen Algo-
rithmus Alg, der das diskrete Logarithmusproblem in Z∗p lo¨sen kann, dann kann dieser
Algorithmus dazu verwendet werden, das diskrete Logarithmusproblem fu¨r Matrizen der
Klasse 1 zu lo¨sen.
Sei A eine Matrix der Klasse 1, also ord(A)|p − 1. Ist A eine Diagonalmatrix, so folgt
die Behauptung sofort, da in diesem Fall fu¨r B ≡p Ak gilt:
Ak ≡p

a11 0 . . . 0
0 a22
. . .
...
...
. . . . . .
...
0 · · · · · ·
s−1∏
i=1
a−1ii

k
≡p

ak11 0 . . . 0
0 ak22
. . .
...
...
. . . . . .
...
0 · · · · · ·
s−1∏
i=1
a−kii

Es ist leicht zu sehen, dass der Algorithmus zur Berechnung von diskreten Logarithmen
in Z∗p dazu verwendet werden kann, das diskrete Logarithmusproblem fu¨r Diagonalmatrizen
zu lo¨sen.
Also sei im Folgenden A keine Diagonalmatrix. Da A eine Matrix der Klasse 1 ist, ist A
nach Satz (5.3.2.6) diagonalisierbar. Mit anderen Worten: Das charakteristische Polynom
PA(X) von A zerfa¨llt in Zp in Linearfaktoren. Mit Hilfe des Algorithmus von E. Berlekamp
(Be67) ko¨nnen die Nullstellen von PA(X) bestimmt werden. Somit kann auch eine zu A
a¨hnliche Diagonalmatrix C bestimmt werden. Es gibt also Matrizen U,U−1 ∈ SL(s, Zp), so
dass UAU−1 ≡p C gilt. Dann ist UBU−1 ≡p Ck ebenfalls eine Diagonalmatrix, mit deren
Hilfe der diskrete Logarithmus von B zur Basis A auf das diskrete Logarithmusproblem
der Nullstellen der charakteristischen Polynome in Zp zuru¨ckgefu¨hrt werden kann. Daraus
folgt die Behauptung des Satzes.
5.4.1.4 Satz: Sei A eine Matrix der Klasse 2, dann ist das diskrete Logarithmusproblem
in < A > mit polynomiellem Zeit- und Speicheraufwand lo¨sbar.
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Beweis:
Gilt ord(A) = p, so ist das diskrete Logarithmusproblem nach Satz (5.4.3) mit po-
lynomiellem Zeit- und Speicheraufwand lo¨sbar. Gilt ord(A) = 2p, und man mo¨chte das
diskrete Logarithmusproblem von einer Matrix B ∈< A > bezu¨glich A lo¨sen, so lo¨st man
zuna¨chst das diskrete Logarithmusproblem von B2 bezu¨glich A2. Sei k diese Lo¨sung. Dann
ist entweder k oder k + p die Lo¨sung des diskreten Logarithmusproblems von B bezu¨glich
A.
5.4.1.5 Satz: Sei A eine Matrix der Klasse 3, dann ist das diskrete Logarithmusproblem
in < A > a¨quivalent zum diskreten Logarithmusproblem in Zp.
Beweis:
Sei A eine Matrix der Klasse 3. Dann gilt ord(A)|p(p − 1). Um das diskrete Logarith-
musproblem (A,B) mit B ∈< A > zu lo¨sen, geht man wie folgt vor:
Zuna¨chst berechnet man den diskreten Logarithmus k1 zu (A
p−1, Bp−1), was nach Satz
(5.4.1.4) mit polynomiellem Zeit- und Speicheraufwand mo¨glich ist. Dann berechnet man
den diskreten Logarithmus k2 zu (A
p, Bp), welcher nach Satz (5.4.1.3) a¨quivalent zum
Lo¨sen des diskreten Logarithmusproblems in Zp ist. Der diskrete Logarithmus zu (A,B)
ist dann die eindeutig bestimmbare Zahl k ∈ Zp(p−1) mit k ≡p k1 und k ≡p−1 k2. Also ist
das Berechnen von diskreten Logarithmen in der Klasse 3 a¨quivalent zu dem Berechnen
von diskreten Logarithmen in Zp.
5.4.1.6 Bemerkung: Fu¨r Matrizen der Klassen 4 und 5 la¨sst sich keine direkte Be-
ziehung zwischen dem Berechnen von diskreten Logarithmen in der Gruppe der
Matrizen der beiden Klassen und dem Berechnen von diskreten Logarithmen in der
Gruppe Z∗p beweisen.
Besitzt das charakteristische Polynom einer Matrix der Klasse 4 eine Nullstelle α ∈
Z∗p , so ist das diskrete Logarithmusproblem fu¨r diese Matrix mindestens so schwierig
zu lo¨sen wie das diskrete Logarithmusproblem zur Basis α in Z∗p
Da das charakteristische Polynom von Matrizen der Klasse 5 keine Nullstellen in Zp
besitzt, kann auch keine Aussage daru¨ber getroffen werden, ob das Berechnen von
diskreten Logarithmen in der Gruppe der Klasse 5 Matrizen mindestens so schwierig
ist wie in der Gruppe Z∗p .
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5.5 Das diskrete Logarithmusproblem in GL(s, Zn)
Da sich das diskrete Logarithmusproblem in GL(s, Zn) (n = pq) mit Hilfe des Chinesischen
Restsatzes fu¨r Matrizen auf das diskrete Logarithmusproblem in GL(s, Zp) und GL(s, Zq)
zuru¨ckfu¨hren la¨sst, wird im Folgenden nur das diskrete Logarithmusproblem in GL(s, Zp)
betrachtet.
5.5.1 Klassifikation der Matrizen aus GL(s, Zp)
In diesem Abschnitt wird gezeigt werden, dass das diskrete Logarithmusproblem inGL(s, Zp)
in engem Zusammenhang mit dem diskreten Logarithmusproblem in Zp steht.
Betrachtet man die Gruppe GL(s, Zp)\SL(s, Zp), so wird sofort deutlich, dass das dis-
krete Logarithmusproblem in GL(s, Zp) mindestens so schwierig ist wie das diskrete Loga-
rithmusproblem in Zp.
5.5.1.1 Satz: Das diskrete Logarithmusproblem in GL(s, Zp)\SL(s, Zp) ist mindestens
so schwierig wie das diskrete Logarithmusproblem in Zp.
Beweis:
Die Behauptung folgt direkt aus Satz (4.4.2.1), da die Gruppe GL(2, Zp)\SL(2, Zp) in
eine Untergruppe der Gruppe GL(s, Zp)\SL(s, Zp) eingebettet werden kann.
Ebenso wie in SL(s, Zp) besteht ein enger Zusammenhang zwischen der Diagonalisier-
barkeit einer Matrix und deren Ordnung:
5.5.1.2 Satz: Es sei p eine Primzahl und A ∈ GL(s, Zp). A besitzt genau dann eine
Ordnung, die p− 1 teilt, wenn A diagonalisierbar ist.
Beweis:
Der Beweis erfolgt genauso wie in Satz (5.3.2.6) mitA ∈ GL(s, Zp) undB ∈ GL(s,KPA(X)).
Es wurde bereits gezeigt, dass die Ordnung einer Matrix A ∈ GL(s, Zp) maximal den
Wert (ps− 1) annehmen kann. Die in dem vorherigen Abschnitt eingefu¨hrte Einteilung der
Matrizen in Klassen kann fu¨r den Fall A ∈ GL(s, Zp)\SL(s, Zp) erweitert werden.
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5.5.1.3 Definition: Klassifizierung von Matrizen aus GL(s, Zp)\SL(s, Zp)
Die Matrizen aus GL(s, Zp)\SL(s, Zp) werden in folgende Klassen eingeteilt:
• Klasse 6:
Die Menge der Matrizen der Klasse 6 beinhaltet alle Matrizen
A ∈ GL(s, Zp)\SL(s, Zp) mit ord(A)|(p− 1).
• Klasse 7:
Die Menge der Matrizen der Klasse 7 beinhaltet alle Matrizen
A ∈ GL(s, Zp)\SL(s, Zp) mit p|ord(A).
• Klasse 8:
Die Menge der Matrizen der Klasse 8 beinhaltet alle Matrizen
A ∈ GL(s, Zp)\SL(s, Zp) mit ggT (ord(A), pi + pi−1 + · · ·+ p+ 1) > 1
fu¨r ein i ∈ {1, 2, 3, . . . , s− 1}, die nicht in der Klasse 6 enthalten sind.
• Klasse 9:
Die Menge der Matrizen der Klasse 9 beinhaltet alle Matrizen
A ∈ GL(s, Zp)\SL(s, Zp) mit ord(A)|(ps − 1), die nicht in Klasse 6
oder Klasse 8 enthalten sind.
Zuna¨chst soll gezeigt werden, dass in dieser Klassifizierung alle Matrizen aus GL(s, Zp)
enthalten sind.
5.5.1.4 Satz: Jede Matrix A ∈ GL(s, Zp)\SL(s, Zp) liegt in mindestens einer der ange-
gebenen Klassen 6-9.
Beweis: Sei A ∈ GL(s, Zp)\SL(s, Zp) eine beliebige Matrix, dann ko¨nnen die folgenden
Fa¨lle unterschieden werden:
Ist A diagonalisierbar, so ist A eine Matrix der Klasse 6.
Ist A triagonalisierbar, aber nicht diagonalisierbar, dann ist A eine Matrix der Klasse
7.
Ist A nicht triagonalisierbar, dann besitzt A mindestens eine Nullstelle α 6∈ Z∗p , und
es gilt fu¨r das Minimalpolynom µ ∈ Zp[x] von α: µ|PA(X) und αpGrad(µ)−1 = 1 in dem
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Erweiterungsko¨rper KPA(X) von Zp. Somit gilt ord(α)|pGrad(µ) − 1. Da α 6∈ Z∗p gilt, folgt,
dass es eine Primzahl t geben muss mit t|ord(α) und t|pGrad(µ)−1 + pGrad(µ−2) + . . .+ 1.
Gilt µ 6= PA(X), dann ist Grad(µ) < Grad(PA(X)) = s, und es folgt
ggT (ord(A), pGrad(µ)−1+ pGrad(µ−2)+ . . .+1) > 1, also ist in diesem Fall A eine Matrix der
Klasse 8.
Gilt fu¨r alle Nullstellen αi von PA(X): αi 6∈ Z∗p , so ist PA(X) irreduzibel. Dann ist
PA(X) das Minimalpolynom von allen αi, und es gilt α
ps−1
i = 1 in dem Zerfa¨llungsko¨rper
von PA(X). Dann gilt auch ord(A)|ps − 1. Dann ist A eine Matrix der Klasse 9.
Nach der obigen Definition ist klar, dass eine Matrix A nur in genau einer der Klassen
enthalten ist.
Abha¨ngig von der Klasse, in der eine Matrix liegt, ko¨nnen unterschiedliche Aussagen
u¨ber die Schwierigkeit des diskreten Logarithmusproblems getroffen werden.
5.5.1.5 Satz: Sei A eine Matrix der Klasse 6, dann ist das diskrete Logarithmusproblem
in < A > a¨quivalent zum diskreten Logarithmusproblem in Zp.
Beweis:
Dass das diskrete Logarithmusproblem in Zp gelo¨st werden kann, falls ein Algorithmus
zur Berechnung des diskreten Logarithmus fu¨r Matrizen der Klasse 6 existiert, folgt direkt
aus dem gleichen Satz fu¨r Matrizen aus SL(2, Zp) Satz (4.4.2.0.14), da die Matrizen der
Klasse 6 aus SL(2, Zp) in die Matrizen der Klasse 6 aus SL(s, Zp) eingebettet werden
ko¨nnen.
Nun soll der umgekehrte Fall betrachtet werden. Angenommen, es gibt eine Algorithmus
Alg, der das diskrete Logarithmusproblem in Z∗p lo¨sen kann, dann kann dieser Algorithmus
dazu verwendet werden, das diskrete Logarithmusproblem fu¨r Matrizen der Klasse 6 zu
lo¨sen.
Sei A eine Matrix der Klasse 6, also ord(A)|p − 1. Ist A eine Diagonalmatrix, so folgt
die Behauptung sofort, da fu¨r B ≡p Ak gilt:
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Ak ≡p

a11 0 . . . 0
0 a22
. . .
...
...
. . . . . .
...
0 · · · · · ·
s−1∏
i=1
a−1ii

k
≡p

ak11 0 . . . 0
0 ak22
. . .
...
...
. . . . . .
...
0 · · · · · ·
s−1∏
i=1
a−kii

Es ist leicht zu sehen, dass der Algorithmus zur Berechnung von diskreten Logarithmen
in Z∗p dazu verwendet werden kann, das diskrete Logarithmusproblem fu¨r Diagonalmatrizen
zu lo¨sen.
Also sei im Folgenden A keine Diagonalmatrix. Da A eine Matrix der Klasse 6 ist, ist A
nach Satz (5.5.1.2) diagonalisierbar. Mit anderen Worten: Das charakteristische Polynom
PA(X) von A zerfa¨llt in Zp in paarweise verschiedene Linearfaktoren. Mit Hilfe des Al-
gorithmus von E. Berlekamp (Be67) ko¨nnen die Nullstellen von PA(X) bestimmt werden.
Somit kann auch eine zu A a¨hnliche Diagonalmatrix bestimmt werden, mit deren Hilfe der
diskrete Logarithmus von B zur Basis A bestimmt werden kann. Also gilt die Behauptung
des Satzes.
5.5.1.6 Bemerkung: Fu¨r Matrizen der Klassen 7, 8 und 9 kann nicht gezeigt werden,
ob das Berechnen von diskreten Logarithmen fu¨r Matrizen dieser Klassen genauso
schwierig oder sogar schwieriger ist als das Berechnen von diskreten Logarithmen in
der Gruppe Z∗p .
Es kann auch nicht gezeigt werden, dass das diskrete Logarithmusproblem in diesen
Gruppen mindestens so schwierig ist wie das diskrete Logarithmusproblem in Z∗p :
Es gilt zwar, dass fu¨r Matrizen A,B der Klassen 7, 8 oder 9 ein Algorithmus, der
das diskrete Logarithmusproblem (A,B) lo¨st, immer auch das diskrete Logarith-
musproblem (Det(A), Det(B)) in der Gruppe Z∗p lo¨st. Dies reicht aber nicht aus,
um zu zeigen, dass das diskrete Logarithmusproblem in diesen Klassen mindestens
so schwierig ist wie in Z∗p . Um dies zu zeigen, mu¨sste man zu zwei vorgegebenen
Zahlen (x, y) ∈ Z∗p × Z∗p mit y ≡p xk zwei Matrizen A,B aus einer der Klassen 7,8
oder 9 finden, so dass B ∈< A >; Det(A) ≡p x und Det(B) ≡p y gilt. Zu die-
sem Problem ist aber bis heute kein effizienter Algorithmus bekannt, der nicht die
Kenntnis von k voraussetzt.
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Die folgenden Sa¨tze zeigen, mit welcher Wahrscheinlichkeit eine zufa¨llig gewa¨hlte Matrix
in den einzelnen Klassen enthalten ist.
5.5.1.7 Satz: Sei p eine große Primzahl und sei A eine zufa¨llige Matrix aus GL(s, Zp),
dann la¨sst sich die Wahrscheinlichkeit, dass A eine Matrix aus der Klasse 1 oder
Klasse 6 ist, durch 1
s!
abscha¨tzen.
Beweis:
Die Matrizen der Klasse 1 und der Klasse 6 sind genau die Matrizen, fu¨r die ord(A)|p−1
gilt. Nach Satz (5.5.1.2) ist dann A diagonalisierbar, und PA(X) zerfa¨llt in Zp in paarweise
verschiedene Linearfaktoren. Ist A eine zufa¨llige Matrix aus GL(s, Zp), dann ist auch das
charakteristische Polynom von A ein zufa¨lliges normiertes Polynom aus Zp[x] vom Grad
s. Die Wahrscheinlichkeit, dass ein zufa¨lliges normiertes Polynom aus Zp[x] komplett in
paarweise verschiedene Linearfaktoren zerfa¨llt, betra¨gt
(ps)
ps
.
Es gilt: (
p
s
)
ps
=
p(p− 1) · · · (p− s+ 1)
s!ps
<
1
s!(
p
s
)
ps
=
p(p− 1) · · · (p− s+ 1)
s!ps
>
ps − s(s− 1)ps−1
s!ps
=
1
s!
− 1
(s− 2)!p
Es gilt also:
1
s!
− 1
(s− 2)!p <
(
p
s
)
ps
<
1
s!
Da p im Vergleich zu s sehr groß ist, ist der letzte Term sehr klein. Somit gilt die Behauptung
des Satzes.
5.5.1.8 Satz: Sei p eine große Primzahl und sei A eine zufa¨llige Matrix aus GL(s, Zp),
dann liegt die Wahrscheinlichkeit, dass A eine Matrix aus der Klasse 2, der Klasse
3 oder der Klasse 7 ist, in der Gro¨ßenordnung von 1
p
.
KAPITEL 5. EIGENSCHAFTEN VON GL(S, ZN) UND SL(S, ZN) 136
Beweis:
Die Matrizen der Klasse 2, der Klasse 3 und der Klasse 7 sind genau die Matrizen,
fu¨r die p|ord(A) gilt. Nach Satz (5.2.2.6) besitzt PA(X) in dem Zerfa¨llungsko¨rper KPA(X)
mindestens eine mehrfache Nullstelle. Mit anderen Worten: P (A) besitzt keine quadrat-
freie Faktorzerlegung. Ist A eine zufa¨llig gewa¨hlte Matrix aus GL(s, Zp), dann ist auch
das charakteristische Polynom von A ein zufa¨lliges normiertes Polynom aus Zp[x] vom
Grad s. Die Wahrscheinlichkeit, dass ein zufa¨llig gewa¨hltes normiertes Polynom aus Zp[x]
eine quadratfreie Faktorzerlegung besitzt, betra¨gt nach (FGP96) 1 − 1
p
. Also betra¨gt die
Wahrscheinlichkeit, dass ein zufa¨lliges Polynom keine quadratfreie Faktorzerlegung besitzt,
1
p
.
5.5.1.9 Satz: Sei p eine große Primzahl und sei A eine zufa¨llig gewa¨hlte Matrix aus
GL(s, Zp), dann kann die Wahrscheinlichkeit, dass A eine Matrix aus der Klasse 4
oder der Klasse 8 ist, durch 1− (s−1)!+1
s!
abgescha¨tzt werden.
Beweis:
Die Matrizen der Klasse 4 und der Klasse 8 sind genau die Matrizen, fu¨r die ggT (ord(A), pi+
pi−1 + · · ·+ p+1) > 1 fu¨r ein i ∈ {1, 2, 3, . . . , s− 1} gilt. Dann ist PA(X) nicht irreduzibel
u¨ber Zp und besitzt mindestens einen irreduziblen Faktor vom Grad ≥ 2. Mit anderen
Worten: Die Matrizen der Klasse 4 und Klasse 8 sind genau die Matrizen, deren charak-
teristisches Polynom weder irreduzibel ist, noch komplett in Linearfaktoren zerfa¨llt. Ist A
eine zufa¨llig gewa¨hlte Matrix aus GL(s, Zp), dann ist auch das charakteristische Polynom
von A ein zufa¨lliges normiertes Polynom aus Zp[x] vom Grad s.
Die Wahrscheinlichkeit, dass ein zufa¨llig gewa¨hltes normiertes Polynom aus Zp[x] ir-
reduzibel ist, la¨sst sich nach (FGP96) durch 1
s
abscha¨tzen. Die Wahrscheinlichkeit, dass
einzufa¨llig gewa¨hltes normiertes Polynom aus Zp[x] in Linearfaktoren zerfa¨llt, la¨sst sich
nach Satz (5.5.1.7)und Satz (5.5.1.8)durch 1
s!
abscha¨tzen.
Dann la¨sst sich die Wahrscheinlichkeit, dass A eine Matrix der Klasse 4 oder der Klasse
8 ist, mit 1− 1
s
− 1
s!
= 1− (s−1)!+1
s!
abscha¨tzen. Damit folgt die Behauptung.
5.5.1.10 Satz: Sei p eine große Primzahl und sei A eine zufa¨llig gewa¨hlte Matrix aus
GL(s, Zp), dann la¨sst sich die Wahrscheinlichkeit, dass A eine Matrix aus der Klasse
5 oder der Klasse 9 ist, durch 1
s
abscha¨tzen.
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Beweis:
Die Matrizen der Klasse 5 und der Klasse 9 sind genau die Matrizen, fu¨r die ord(A)|(ps−
1) gilt. Nach Korollar (5.2.2.8) und Korollar (5.3.2.3) ist dann PA(X) irreduzibel u¨ber Zp.
Ist A eine zufa¨llige Matrix aus GL(s, Zp), dann ist auch das charakteristische Polynom von
A ein zufa¨lliges normiertes Polynom aus Zp[x] vom Grad s. Die Wahrscheinlichkeit, dass
ein zufa¨lliges normiertes Polynom aus Zp[x] irreduzibel ist, la¨sst sich nach (FGP96) durch
1
s
abscha¨tzen.
5.6 Das diskrete Wurzelproblem in GL(s, Zn) und
SL(s, Zn)
In diesem Abschnitt wird das Problem des Ziehens diskreter Wurzeln in GL(s, Zn) und
SL(s, Zn) behandelt, wobei n = pq das Produkt zweier Primzahlen darstellt. Wie bereits
in Abschnitt 4.5 beschrieben, muss man beim Ziehen diskreter Wurzeln in einer Gruppe G
mit Ordnung |G| zwei Fa¨lle unterscheiden. Betrachtet man die d−teWurzel eines Elements
aus G, und es gilt ggT (d, |G|) = 1, so existiert eine eindeutige diskrete d − te Wurzel zu
jedem Element g ∈ G, denn dann existiert ein t ∈ Z mit dt ≡|G| 1 und gt ist eine d − te
Wurzel von g.
Gilt ggT (d, |G|) = ` > 1, so kann es fu¨r ein g ∈ G keine, eine oder mehrere d − te
Wurzeln geben. Zuna¨chst soll der RSA-Fall betrachtet werden, also ggT (d, |G|) = 1 mit
G = GL(s, Zn).
RSA-Problem in GL(s, Zn):
Sei eine Matrix A ∈ GL(s, Zn) und eine Zahl d mit ggT (d, |GL(s, Zn)|) = 1 gegeben.
Finde eine Matrix B ∈ GL(s, Zn), so dass Bd ≡n A gilt.
5.6.1 Satz: Ist die Ordnung ord(A) einer Matrix A oder ein Vielfaches ord(A)k dieser
Ordnung, wie z.B. |GL(s, Zn)| bekannt, so ist das Ziehen diskreter d − ter Wurzeln
mit ggT (d, ord(A)k) = 1 mit polynomiellem Zeit- und Speicheraufwand mo¨glich.
Beweis:
Der Beweis erfolgt ebenso wie der Beweis von Satz (4.5.1) mit A ∈ GL(s, Zn): Sei A
eine beliebige Matrix aus GL(s, Zn) und ord(A)k bekannt, so dass ggT (d, ord(A)k) = 1
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gilt. Dann gibt es eine Zahl t mit dt ≡ord(A)k 1. Dann ist At eine d− te Wurzel von A, denn
es gilt (At)d ≡n Atd ≡n A.
5.6.2 Korollar: Fu¨r jede Matrix A ∈ SL(s, Zn) mit PA(X) ≡p
∑s
i=0(−1)i
(
s
i
)
xi ist das
Berechnen einer diskreten d− ten Wurzel mit ggT (d, n) = 1 mit polynomiellem Zeit-
und Speicheraufwand mo¨glich.
Beweis:
Nach Satz (5.4.2) gilt ord(A) = p in SL(s, Zp) und ord(A) = q in SL(s, Zq) und somit
ord(A) = n in SL(s, Zn). Dann folgt die Behauptung aus Satz (5.6.1).
5.6.3 Satz: Das RSA-Problem in GL(s, Zn)\SL(s, Zn) ist mindestens so schwierig wie
das RSA-Problem in Z∗n.
Beweis:
Folgt aus Satz (4.5.3), da GL(2, Zn)\SL(2, Zn) in GL(s, Zn)\SL(s, Zn) eigebettet wer-
den kann.
Ebenso gilt auch:
5.6.4 Satz: Das RSA-Problem in SL(s, Zn) ist mindestens so schwierig wie das RSA-
Problem in Z∗n.
Beweis:
Folgt aus Satz (4.5.4), da SL(2, Zn) in SL(s, Zn) enthalten ist.
5.6.1 Klassifikation der Matrizen aus SL(s, Zn)
Um differenzierte Aussagen u¨ber die Beziehung des RSA-Problems in SL(s, Zn) machen
zu ko¨nnen, werden die Matrizen wieder in verschiedene Klassen unterteilt.
5.6.1.1 Definition: Klassifizierung von Matrizen aus SL(s, Zn)
Sei n = pq, p, q Primzahlen. Die Matrizen aus SL(s, Zn) werden in folgende Klassen
eingeteilt:
KAPITEL 5. EIGENSCHAFTEN VON GL(S, ZN) UND SL(S, ZN) 139
• Klasse A:
Die Menge der Matrizen der Klasse A beinhaltet alle Matrizen A ∈ SL(s, Zn),
so dass A mod p eine Matrix der Klasse 1 und A mod q eine Matrix der Klasse
1 ist. Es gilt also ord(A)|ϕ(n).
• Klasse B:
Die Menge der Matrizen der Klasse B beinhaltet alle Matrizen A ∈ SL(s, Zn),
so dass A mod p eine Matrix der Klasse 2 und A mod q eine Matrix der Klasse
2 ist. Es gilt also ord(A) ∈ {n, 2n, 4n}.
• Klasse C:
Die Menge der Matrizen der Klasse C beinhaltet alle Matrizen A ∈ SL(s, Zn),
so dass genau eine der beiden Matrizen A mod p und A mod q eine Matrix der
Klasse 2 oder eine Matrix der Klasse 3 ist und die andere Matrix aus keiner
der beiden Klassen stammt. Es gilt also fu¨r genau eine der beiden Primzahlen
p, q (oBdA p): p|ord(A).
• Klasse D
Die Menge der Matrizen der Klasse D beinhaltet alle Matrizen A ∈ SL(s, Zn),
so dass mindestens eine der beiden Matrizen A mod p und A mod q eine Matrix
der Klasse 3 ist.
• Klasse E
Die Menge der Matrizen der Klasse E beinhaltet alle Matrizen A ∈ SL(s, Zn),
so dass mindestens eine der beiden Matrizen A mod p und A mod q eine Matrix
der Klasse 4 oder der Klasse 5 ist.
5.6.1.2 Satz: Sei A ∈ SL(s, Zn) eine Matrix fu¨r die gilt: A 6≡p I, A 6≡q I und
ggT (ord(A), 2) = 1. Dann liegt A in mindestens einer der angegebenen Klassen.
Beweis:
Nach Satz (5.4.1.2) liegt A mod p in genau einer der Klassen aus Definition (5.4.1.1).
Ebenso liegt A mod q in genau einer der Klassen aus Definition (5.4.1.1). Durch den Chi-
nesischen Restsatz fu¨r Matrizen (Satz (3.2.1.7)) folgt, dass A in mindestens einer der oben
aufgefu¨hrten Klassen liegen muss.
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Im folgenden wird gezeigt werden, in welcher Relation das RSA-Problem in Z∗n zu dem
RSA-Problem in den einzelnen Klassen steht.
5.6.1.3 Satz: Das RSA-Problem ist fu¨r Diagonalmatrizen aus SL(s, Zn) a¨quivalent zum
RSA-Problem in Z∗n.
Beweis:
Folgt aus Satz (4.5.1.5), da die Diagonalmatrizen aus SL(2, Zn) eine Untergruppe der
Diagonalmatrizen aus SL(s, Zn) sind.
5.6.1.4 Korollar: Das RSA-Problem fu¨r Matrizen der Klasse A ist mindestens so schwie-
rig wie das RSA-Problem in Z∗n.
Beweis:
Diagonalmatrizen sind Matrizen der Klasse A, damit folgt die Behauptung aus Satz
(5.6.1.3).
5.6.1.5 Bemerkung: Der obige Satz la¨sst sich nicht auf alle Matrizen der Klasse A
erweitern. Um den Satz anwenden zu ko¨nnen, mu¨sste man die Matrizen der Klasse
A zuerst diagonalisieren. Um die Eigenwerte zu bestimmen, muss man die Nullstellen
eines Polynoms vom Grad s in Z∗n lo¨sen. Dies ist aber a¨quivalent zur Faktorisierung
von n.
Daher ist nicht klar, ob das RSA-Problem fu¨r Matrizen der Klasse A a¨quivalent
zu dem RSA-Problem in Z∗n ist. Es ko¨nnte daher sein, dass das RSA-Problem fu¨r
Matrizen der Klasse A schwieriger zu lo¨sen ist, als das RSA-Problem in Z∗n.
5.6.1.6 Satz: Das RSA-Problem ist fu¨r Matrizen der Klasse B mit polynomiellem Zeit-
und Speicheraufwand lo¨sbar.
Beweis:
Sei A eine Matrix der Klasse B, dann hat A mod p eine Ordnung, die 2p teilt und
A mod q eine Ordnung, die 2q teilt. Es folgt, dass die Ordnung von A 4pq = 4n teilen muss.
Nach Satz (5.6.1) ist dann die Berechnung diskreter d− ter Wurzeln in polynomieller Zeit
mo¨glich.
Es zeigt sich sogar, dass das Ziehen diskreter Wurzeln mo¨glich ist, wenn die betrachtete
Matrix modulo einer der beiden Primzahlen eine Matrix der Klasse 2 oder der Klasse 3 ist.
KAPITEL 5. EIGENSCHAFTEN VON GL(S, ZN) UND SL(S, ZN) 141
5.6.1.7 Satz: Das RSA-Problem ist fu¨r Matrizen der Klasse C mit polynomiellem Zeit-
und Speicheraufwand lo¨sbar.
Beweis:
Sei A eine Matrix aus einer der Klasse C, dann ist A modulo genau einer der beiden
Primzahlen (oBdA p) eine Matrix der Klasse 2 oder der Klasse 3. D.h. es gilt dann A mod p
hat eine Ordnung, die von p geteilt wird.
Nach Satz (5.2.2.6) gilt dann, dass PA(X) mindestens eine mehrfache Nullstelle in dem
Zerfa¨llungsko¨rper von PA(X) u¨ber Zp besitzt, aber in dem Zerfa¨llungsko¨rper von PA(X)
u¨ber Zq nur einfache Nullstellen besitzt.
Es folgt, dass ggT (PA(X), P
′
A(X)) = 1 in dem Zerfa¨llungsko¨rper u¨ber Zq und
ggT (PA(X), P
′
A(X)) > 1 in dem Zerfa¨llungsko¨rper u¨ber Zp gilt. Dass ggT (PA(X), P
′
A(X)) >
1 gilt, ist klar, falls die mehrfache Nullstelle in Zp liegt, aber auch, wenn alle mehrfache
Nullstellen im Zerfa¨llungsko¨rper liegen, gilt ggT (PA(X), P
′
A(X)) > 1:
Sei α ∈ KPA(X)\{Zp} eine mehrfache Nullstelle von PA(X). Da Zp ein endlicher und
somit vollkommener Ko¨rper ist, ist PA(X) ∈ Zp[x] reduzibel und es gibt zwei irreduzible
Polynome f1(x); f2(x) ∈ Zp[x] mit f1(x)|PA(X) und f2(x)|PA(X) und f1(α) ≡p 0 ≡p f2(α).
Da f1(x) und f2(x) irreduzibel sind und α als Nullstelle besitzen, folgt Grad(f1(x)) =
Grad(f2(x)). Da das Minimalpolynom von α eindeutig bestimmt ist, folgt f1(x) ≡p z×f2(x)
mit z ∈ Zp. Es folgt also PA(X) ≡p f1(x)f2(x)g(x) ≡p z × f2(x)2g(x) fu¨r ein geeignetes
g(x) ∈ Zp[x]. Es folgt P ′A(X) = 2z × f(x)f ′(x)g(x) + z × f(x)2g′(x) und somit: z ×
f(x)|ggT (PA(X), P ′A(X)).
Berechnet man P ′A(X) mod n, so gilt ggT (PA(X), P
′
A(X)) = 1 in Zn[x]. Da aber
ggT (PA(X), P
′
A(X)) > 1 in Zp[x] gilt, folgt, dass fu¨r das bei der Anwendung des euklidi-
schen Algorithmus im letzten Schritt entstandene Polynom f(x) gilt: f(x) ≡p 0. In diesem
Fall kann somit n faktorisiert werden, und das Berechnen diskreter Wurzeln fu¨r eine der
oben aufgefu¨hrten Klassen ist mit polynomiellem Zeitaufwand mo¨glich.
Es ist nicht bekannt, ob das RSA-Problem in der Klasse E in einer Relation zu dem
RSA-Problem in Z∗n steht. Das RSA-Problem ko¨nnte in der Klasse sowohl schwieriger als
auch leichter sein als in Z∗n.
Es ist klar, dass nicht fu¨r alle mo¨glichen Werte von d das RSA-Problem in Z∗n a¨quivalent
zum RSA-Problem in SL(s, Zn) sein kann. Dies wird auch durch den folgenden Satz noch
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einmal verdeutlicht.
5.6.1.8 Satz: Seien p und q Primzahlen und sei n = pq. Sei A eine Matrix aus SL(s, Zn)
mit ggT (ord(A), n) = 1. Sei d eine Zahl, die genau eine der beiden Zahlen ord(A) mod
p und ord(A) mod q teilt. Dann ist das Ziehen einer d−tenWurzel von A a¨quivalent
zum Faktorisieren von n.
Beweis:
Gilt d|ord(A) mod p, so gibt es mehrere d-te Wurzeln. Ist das Ziehen einer d − ten
Wurzel aus A in polynomieller Zeit mo¨glich, so erha¨lt man verschiedene Wurzeln C,C ′ mit
Cd ≡n C ′n ≡n A. Da d6 |ord(A) mod q gilt, folgt C ≡q C ′. Dann gibt es mindestens einen
Eintrag in C und C ′, so dass ggT (cij − c′ij, n) ein nichttrivialer Faktor von n ist.
Interessanterweise gibt es einen Wert fu¨r d, fu¨r den das RSA-Problem in Z∗n a¨quivalent
zu dem RSA-Problem in GL(s, Zp) ist.
5.6.1.9 Satz: Seien p, q zwei große Primzahlen und sei n = pq. Das Ziehen einer n− ten
Wurzel fu¨r eine beliebige Matrix A ∈ GL(s, Zp) mit ggT (ord(A), n) = 1 ist genauso
schwierig wie das Berechnen von diskreten n− ten Wurzeln in Z∗n.
Beweis:
Es gilt fu¨r A ≡n Bn:
Det(A) ≡n Det(Bn) ≡n (Det(B))n.
Mit anderen Worten: Ein Algorithmus, der die n− te Wurzel aus A (also B) berechnen
kann, berechnet immer auch gleichzeitig eine n− te Wurzel von Det(A). Er kann also dazu
verwendet werden, diskrete n− te Wurzeln in Z∗n zu berechnen.
Ebenso kann ein Algorithmus, der n − te Wurzeln in Z∗n lo¨sen kann, dazu verwendet
werden, zu einer Matrix A ≡n Bn die Koeffizienten von PB(X) zu berechnen.
Es gilt fu¨r jeden Koeffizienten cj von PB(X), dass c
n
j mod n die Koeffizienten von PA(X)
sind:
Seien αi i = 1, 2, . . . , s die Nullstellen des charakteristischen Polynoms PB(X) in dem
Zerfa¨llungsko¨rper von PB(X) u¨ber Zp und βi i = 1, 2, . . . , s die Nullstellen von PB(X) in
dem Zerfa¨llungsko¨rper u¨ber Zq. Des Weiteren seien γi die nach dem Chinesischen Rest-
satz eindeutigen Elemente in dem Ring, der durch das kartesische Produkt der beiden
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Zerfa¨llungsko¨rper entsteht, so dass γi ≡p αi und γi ≡q βi gilt. Dann sind αni die Nullstellen
von PA(X) in dem Zerfa¨llungsko¨rper u¨ber Zp und β
n
i die Nullstellen von PA(X) in dem
Zerfa¨llungsko¨rper u¨ber Zq.
Dann gilt cj ≡n
∑
alle s− j elementigen
Teilmengen J
∏
u∈J
γu. Es folgt:
cnj ≡n
 ∑
alle s− j elementigen
Teilmengen J
∏
u∈J
γu

n
≡n
∑
alle s− j elementigen
Teilmengen J
(∏
u∈J
γu
)n
≡n
∑
alle s− j elementigen
Teilmengen J
∏
u∈J
(γu)
n
Dies ist gleich dem j − ten Koeffizienten von PA(X), da γni ≡p αni und γni ≡q βni fu¨r
i = 1, 2, . . . , s gilt.
Mit anderen Worten: Man erha¨lt das charakteristische Polynom von B. Um daraus B
zu bestimmen, kann man wie folgt vorgehen:
Zuna¨chst konstruiert man eine Matrix C ∈ GL(s, Zn), die das gleiche charakteristische
Polynom besitzt wie B. Dies ist nach (SM96) in polynomieller Zeit mo¨glich. C ist mit
hoher Wahrscheinlichkeit eine zu B a¨hnliche Matrix. Die Matrix Cd ist dann eine Matrix,
die das gleiche charakteristische Polynom wie A besitzt. Diese ist mit hoher Wahrschein-
lichkeit a¨hnlich zu A. Ist A a¨hnlich zu Cd, so ist es nach Satz (5.1.11) in polynomieller Zeit
mo¨glich, Matrizen U,U−1 ∈ GL(s, Zn) zu bestimmen, so dass A ≡n UCdU−1 gilt. Dann
ist B ≡n UCU−1. Mit anderen Worten: B ist in polynomieller Zeit aus der Kenntnis des
charakteristischen Polynoms von B und d berechenbar.
Die erfolgte Klassifizierung fu¨r Matrizen aus SL(s, Zn) soll nun wie im vorherigen Ab-
schnitt auf Matrizen aus GL(s, Zn)\SL(s, Zn) erweitert werden.
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5.6.1.10 Definition: Klassifizierung von Matrizen aus GL(s, Zn)\SL(s, Zn) Sei n =
pq, p, q Primzahlen. Die Matrizen aus GL(s, Zn)\SL(s, Zn) werden in folgende Klas-
sen eingeteilt:
• Klasse F:
Die Menge der Matrizen der Klasse F beinhaltet alle Matrizen
A ∈ GL(s, Zn)\SL(s, Zn), so dass fu¨r eine der beiden Primzahlen (oBdA p)
A mod p ∈ SL(s, Zp) gilt und A mod q ∈ GL(s, Zq)\SL(s, Zq) gilt.
• Klasse G:
Die Menge der Matrizen der Klasse G beinhaltet alle Matrizen
A ∈ GL(s, Zn)\SL(s, Zn), so dass A mod p eine Matrix der Klasse 6 und A mod
q eine Matrix der Klasse 6 ist. Es gilt also ord(A)|p− 1.
• Klasse H:
Die Menge der Matrizen der Klasse H beinhaltet alle Matrizen
A ∈ GL(s, Zn)\SL(s, Zn), so dass fu¨r eine der beiden Primzahlen p, q (oBdA
p) p|ord(A) gilt.
• Klasse I:
Die Menge der Matrizen der Klasse I beinhaltet alle Matrizen
A ∈ GL(s, Zn)\SL(s, Zn), so dass n|ord(A) gilt.
• Klasse J:
Die Menge der Matrizen der Klasse J Matrizen beinhaltet alle Matrizen
A ∈ GL(s, Zn)\SL(s, Zn), so dass mindestens eine der beiden Matrizen A mod
p und A mod q eine Matrix der Klasse 8 oder der Klasse 9 ist.
5.6.1.11 Satz: Jede Matrix A ∈ GL(s, Zn)\SL(s, Zn) liegt in mindestens einer der an-
gegebenen Klassen.
Beweis:
Sei A eine Matrix aus GL(s, Zn)\SL(s, Zn). Gilt fu¨r eine der beiden Primzahlen p oder
q (oBdA p), dass A mod p ∈ SL(s, Zp) liegt, so ist A eine Matrix der Klasse F.
Also sei A keine Matrix der Klasse F. Nach Satz (5.5.1.4) liegt A mod p in mindestens
einer der Klassen aus Definition (5.5.1.3), falls A mod p 6∈ SL(s, Zp). Ebenso liegt A mod q
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in mindestens einer der Klassen aus Definition (5.5.1.3), falls A mod q 6∈ SL(s, Zq). Durch
den Chinesischen Restsatz fu¨r Matrizen (Satz (3.2.1.7)) folgt, dass A in mindestens einer
der oben aufgefu¨hrten Klassen liegen muss, denn ist A modulo einer der beiden Primzahlen
eine Matrix der Klasse 7, dann liegt A mod n in der Klasse H oder I. Liegt A modulo einer
der beiden Primzahlen in einer der Klassen 8 oder 9, so ist A mod n eine Matrix der Klasse
J.
Nach Satz (5.6.3) ist das RSA-Problem in GL(s, Zn)\SL(s, Zn) mindestens so schwierig
wie in Z∗n. Nach der obigen Klasseneinteilung kann nun eine Aussage getroffen werden, fu¨r
welche Klassen das RSA-Problem in GL(s, Zn)\SL(s, Zn) mit polynomiellem Zeit- und
Speicheraufwand zu lo¨sen ist.
5.6.1.12 Satz: Das RSA-Problem ist fu¨r Matrizen der Klassen F und H mit polynomi-
ellem Zeit- und Speicheraufwand lo¨sbar.
Beweis:
Das RSA-Problem ist mit polynomiellem Zeit- und Speicheraufwand zu lo¨sen, wenn die
Ordnung der Gruppe GL(s, Zn) oder die Ordnung der Matrix, zu der die diskrete Wurzel
berechnet werden soll, bekannt ist. Die Ordnung von GL(s, Zn) kann berechnet werden,
wenn man die Primfaktoren p und q der Zahl n kennt.
Sei A eine Matrix der Klasse F, dann gilt entweder A ∈ SL(s, Zp) oder A ∈ SL(s, Zq),
aber A 6∈ SL(s, Zn). OBdA sei A ∈ SL(s, Zp) und A 6∈ SL(s, Zq). Dann gilt Det(A) ≡p 1
und Det(A) 6≡q 1. Es folgt, dass ggT (Det(A) − 1, n) = p gilt. Somit erha¨lt man einen
nichttrivialen Faktor von n und kann n faktorisieren. Dann ist auch das RSA-Problem mit
polynomiellem Zeit- und Speicheraufwand lo¨sbar.
Sei A eine Matrix der Klasse H. Dann gilt fu¨r genau eine der beiden Primzahlen p und
q (oBdA p), dass A mod p eine Matrix der Klasse 7 in GL(s, Zp) ist. Nach Satz (5.2.2.6)
gilt dann, dass PA(X) mindestens eine mehrfache Nullstelle in dem Zerfa¨llungsko¨rper von
PA(X) u¨ber Zp besitzt, aber in dem Zerfa¨llungsko¨rper von PA(X) u¨ber Zq nur einfache
Nullstellen besitzt.
Es folgt, dass ggT (PA(X), P
′
A(X)) = 1 in dem Zerfa¨llungsko¨rper u¨ber Zq und
ggT (PA(X), P
′
A(X)) > 1 in dem Zerfa¨llungsko¨rper u¨ber Zp gilt. Das ggT (PA(X), P
′
A(X)) >
1 gilt, ist klar, falls die mehrfache Nullstelle in Zp liegt, aber auch dann, wenn alle mehr-
fachen Nullstellen im Zerfa¨llungsko¨rper liegen, gilt ggT (PA(X), P
′
A(X)) > 1:
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Sei α ∈ KPA(X)\{Zp} eine mehrfache Nullstelle von PA(X). Da Zp ein endlicher und
somit vollkommener Ko¨rper ist, ist PA(X) ∈ Zp[x] reduzibel und es gibt zwei irredu-
zible Polynome f1(x); f2(x) ∈ Zp[x] mit f1(x)|PA(X) und f2(x)|PA(X) und f1(α) ≡p
0 ≡p f2(α). Da f1(x) und f2(x) irreduzibel sind und α als Nullstelle besitzen, folgt
Grad(f1(x)) = Grad(f2(x)). Da das Minimalpolynom von α eindeutig bestimmt ist, folgt
f1(x) ≡p z · f2(x) mit z ∈ Zp. Es folgt also PA(X) ≡p f1(x)f2(x)g(x) ≡p z · f2(x)2g(x) fu¨r
ein geeignetes g(x) ∈ Zp[x]. Es folgt P ′A(X) = 2z · f(x)f ′(x)g(x) + z · f(x)2g′(x) und somit
z · f(x)|ggT (PA(X), P ′A(X)).
Berechnet man P ′A(X) mod n, so gilt ggT (PA(X), P
′
A(X)) = 1 in Zn[x]. Da aber
ggT (PA(X), P
′
A(X) > 1 in Zp[x] gilt, folgt, dass fu¨r das bei der Anwendung des euklidischen
Algorithmus im letzten Schritt entstandene Polynom f(x) gilt: f(x) ≡p 0. In diesem Fall
kann somit n faktorisiert werden, und das Berechnen diskreter Wurzeln fu¨r eine der oben
aufgefu¨hrten Klassen ist mit polynomiellem Zeitaufwand mo¨glich.
5.7 Diskrete Wurzeln in SL(s, Zn) bzw. GL(s, Zn) und
Faktorisierung
In diesem Abschnitt wird der Zusammenhang zwischen diskreten Wurzeln von Matrizen
u¨ber Zn und der Faktorisierung von n erla¨utert. Dabei sind insbesondere d − te diskrete
Wurzeln zu betrachten, wobei ggT (d, |SL(s, Zn)|) = ` > 1 gilt.
5.7.1 d− te Wurzeln in SL(s, Zn) und GL(s, Zn)
Der folgende Abschnitt bescha¨ftigt sich mit d-ten Wurzeln in den Gruppen SL(s, Zn) und
GL(s, Zn) (n = pq, p, q Primzahlen). Aus den Abschnitten 4.5.3 und 4.5.3 ist bereits be-
kannt, dass ein Algorithmus, der Quadratwurzeln oder kubische Wurzeln in SL(2, Zn) be-
rechnet, zur Faktorisierung von n verwendet werden kann. Da SL(2, Zn) eine Untergruppe
von SL(s, Zn) ist, gilt die Aussage auch fu¨r Algorithmen, die Quadratwurzeln in SL(s, Zn)
berechnen ko¨nnen. Hier wird diese Aussage dahingehend erweitert, dass ein Algorithmus,
der k-te Wurzeln (wobei k|ord(A) gilt) aus einer Matrix Ak ∈ GL(s, Zn) zu berechnen
vermag, dazu verwendet werden kann, n zu faktorisieren.
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5.7.1.1 Satz: Es seien p, q Primzahlen, so dass n = pq gilt. Seien k und s natu¨rliche
Zahlen logarithmischer La¨nge von n, mit k| |GL(s, Zn)| und k 6= n. Sei B eine
Matrix aus GL(s, Zn) mit k|ord(B), dann gilt: Ein Algorithmus, der zu der Matrix
A := Bk mod n eine k-te Wurzeln C 6≡n B in polynomieller Zeit zu berechnen
vermag, kann dazu verwendet werden, n in polynomieller Zeit zu faktorisieren.
Beweis:
OBdA kann angenommen werden, dass n 6 |ord(B) gilt. Dies kann sichergestellt werden,
indem man eine zufa¨llige Matrix D ∈ GL(s, Zn) wa¨hlt und B := Dn mod n berechnet.
Ebenso kann oBdA angenommen werden, dass fu¨r die beiden Primzahlen p, q gilt
p 6 |ord(B) und q 6 |ord(B). Wa¨re dies nicht der Fall, so wa¨re nach Satz (5.6.1.12) die Fakto-
risierung von n in polynomieller Zeit mo¨glich.
Angenommen,B und C besitzen das gleiche charakteristische Polynom, so haben PB(X)
und PC(X) in den Zerfa¨llungsko¨rpern u¨ber Zp und Zq die gleichen Nullstellen.
Im folgenden werden die Matrizen B mod p und C mod p betrachtet. Da PC(X) ≡p
PB(X) gilt, haben die Polynome in dem Zerfa¨llungsko¨rper von PC(X) die gleichen Null-
stellen αi i = 1, 2, . . . , s.
Da p 6 |ord(B) gilt, hat PB(X) paarweise verschiedene Nullstellen im Zerfa¨llungsko¨rper
KPB(X). Dann ist B in der Gruppe GL(s,KPB(X)) diagonalisierbar. Sei B
′ := gBg−1 die
zu B a¨hnliche Diagonalmatrix. Dann ist gAg−1 ebenfalls eine Diagonalmatrix, und nach
Korollar (5.1.9) folgt, dass dann gCg−1 ebenfalls eine Diagonalmatrix ist. Da PB(X) paar-
weise verschiedene Nullstellen besitzt, gilt fu¨r alle Nullstellen αi von PB(X) bzw. PC(X):
αki 6≡p αj fu¨r ∀i, j ∈ {1, 2, . . . , s}. Somit folgt auch gBg−1 ≡p gCg−1 und somit B ≡p C.
Da die gleiche Argumentation auch fu¨r die Zerfa¨llungsko¨rper u¨ber Zq gilt, folgt B ≡q C.
Dies ist aber ein Widerspruch zu der obigen Voraussetzung, dass B 6≡n C gilt.
Im Folgenden wird gezeigt, wie hoch die Wahrscheinlichkeit ist, dass
ggT (PB(X), PC(X)) ≡p 1 gilt. Zuna¨chst werden die Nullstellen der beiden Polynome u¨ber
dem jeweiligen Zerfa¨llungsko¨rper u¨ber Zp betrachtet.
Seien βi i = 1, 2, . . . , s die Nullstellen von PB(X) in dem Zerfa¨llungsko¨rper von PB(X)
u¨ber Zp und seien γi i = 1, 2, . . . , s die Nullstellen von PC(X) in dem Zerfa¨llungsko¨rper
von PC(X) u¨ber Zp. Da B
k ≡n Ck gilt, folgt mit einer geeigneten Indizierung in dem
Erweiterungsko¨rper von Zp, der alle Nullstellen von PB(X) und PC(X) entha¨lt:
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βki = γ
k
i i = 1, 2, . . . , s
Da es in jedem Ko¨rper maximal k verschiedene k-te Wurzeln gibt, gilt βi 6= γi mit einer
Wahrscheinlichkeit von jeweils k−1
k
. Mit einer Wahrscheinlichkeit von
(
k−1
k
)s
haben PB(X)
und PC(X) keine gemeinsamen Nullstellen.
Es folgt: ∃i ∈ {1, 2, . . . , s} : βi = γi mit einer Wahrscheinlichkeit:
P ≥ 1−
(
k − 1
k
)s
≥ 1
k
In diesem Fall gilt ggT (PB(X), PC(X)) 6≡p 1.
Die gleichen Wahrscheinlichkeiten gelten fu¨r die Polynome u¨ber den Zerfa¨llungsko¨rpern
u¨ber Zq. Daher gilt fu¨r die Wahrscheinlichkeit, dass ggT (PB(X), PC(X)) ≡p 1 und
ggT (PB(X), PC(X)) 6≡q 1 gilt:
P ≥ 1
k
(
k − 1
k
)s
In diesem Fall ist ggT (ggT (PB(X), PC(X)) − 1, n) ein irreduzibler Faktor von n. Da
k und s logarithmisch in der La¨nge von p sind, ist der Algorithmus in polynomieller Zeit
erfolgreich.
5.7.2 Faktorisierung von n mittels Matrizen aus SL(s, Zn)
Wie im Falle der 2 × 2 Matrizen kann ein weiteres Verfahren beschrieben werden, wie
man mit Hilfe von Matrizen aus SL(s, Zn) die Zahl n faktorisieren kann, wenn fu¨r eine
der beiden Primfaktoren p bzw. q (im folgenden oBdA p) gilt, dass
s−1∑
i=0
pi nur durch kleine
Primfaktoren teilbar ist. Dabei ist s logarithmisch im Vergleich zu n.
Im folgenden sei angenommen, dass oBdA
s−1∑
i=0
pi nur durch Primfaktoren geteilt wird,
die kleiner als eine kleine Schranke S sind.
Zuna¨chst wird nun eine Zahl k berechnet, fu¨r die gilt, dass sie von
s−1∑
i=0
pi geteilt wird.
Zum Beispiel kann k := S! oder k :=
∏
pi∈P ;pi<S
pfii mit fi = blogpiSc gewa¨hlt werden. Dann
wa¨hlt man zufa¨llig eine Matrix A ∈ SL(s, Zn) und berechnet B := Ak mod n.
Da A zufa¨llig gewa¨hlt wurde, ist auch PA(X) ein zufa¨lliges Polynom aus Zn[x] vom
Grad s. Die Wahrscheinlichkeit, dass ein Polynom vom Grad s in dem Polynomring eines
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endlichen Ko¨rpers irreduzibel ist, kann nach (FGP96) mit 1
s
abgescha¨tzt werden. Mit an-
deren Worten: Mit einer Wahrscheinlichkeit von ca. 1
s
ist PA(X) mod p irreduzibel. Dann
gilt nach Korollar (5.3.2.3) ord(A mod p)|
s−1∑
i=0
pi in SL(s, Zp).
Da
s−1∑
i=0
pi|k gilt, folgt B ≡p I mit Wahrscheinlichkeit ca. 1s . Mit einer hohen Wahrschein-
lichkeit gilt ord(A mod q)6 |k, und somit B 6≡q I. Dann ist ggT (b11− 1, n) ein nichttrivialer
Faktor von n.
5.8 Sicherheit des RSA-Verfahrens auf der Gruppe
GL(s, Zn)
Ebenso wie bei dem origina¨ren RSA-Verfahren steht die Sicherheit des Verfahrens in engem
Zusammenhang mit der Wahl der Parameter. Alle in Abschnitt 2.3 beschriebenen Angriffe
sind auf die beiden oben beschriebenen Erweiterungen des RSA direkt u¨bertragbar, wenn
(wie es der Vorschlag der Autoren vorsieht) nur Dreiecksmatrizen verwendet werden.
Lediglich die Aussage aus Abschnitt 2.3.8, dass RSA-Signaturen universell fa¨lschbar
unter einem Angriff mit gewa¨hlten Signaturen sind, la¨sst sich nicht direkt auf Dreiecksma-
trizen u¨bertragen. Im Allgemeinen gilt auch fu¨r Dreiecksmatrizen A,B ∈ GL(s, Zn) nicht
AB ≡n BA.
Dennoch ist es auch bei dem RSA-Verfahren, das auf GL(s, Zn) operiert, mo¨glich,
Signaturen universell zu fa¨lschen. Die universelle Fa¨lschbarkeit von RSA-Signaturen la¨sst
sich sogar durch die Verwendung von nicht-abelschen Gruppen gar nicht verhindern, wie
der folgenden Satz beweist.
5.8.1 Satz: Sei G eine beliebige nicht abelsche Gruppe, auf der das RSA-Verfahren ope-
riert. Dann gilt: Das RSA-Verfahren ist universell fa¨lschbar unter einem Angriff mit
gewa¨hlten Signaturen.
Beweis:
Bei einem Angriff mit gewa¨hlten Signaturen besitzt der Angreifer außer dem o¨ffentlichen
Schlu¨ssel (e, n) des RSA-Signaturschlu¨sselpaares die Mo¨glichkeit, sich beliebige Nachrichten
signieren zu lassen (natu¨rlich darf sich die Nachricht, zu der er eine Signatur fa¨lschen will,
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nicht unter diesen Nachrichten befinden). Um eine Signatur zu einer beliebigen Nachricht
m zu fa¨lschen, wa¨hlt er zufa¨llig ein g ∈ G. Dann berechnet er in G: m′ := gmg−1. Zu der
Nachricht m′ la¨sst er sich dann eine gu¨ltige Signatur erzeugen.
Es gilt in G:
Sig(m′) = (gmg−1)d = gmdg−1
Somit ist g−1Sig(m′)g = md eine gu¨ltige Signatur auf m.
Aus den gewonnenen Erkenntnissen ko¨nnen die folgenden Schlu¨sse fu¨r das RSA-Verfahren
auf der Gruppe GL(s, Zn) gezogen werden:
1. Damit die Sicherheit des RSA-Verfahrens auf GL(s, Zn) gewa¨hrleistet
ist, mu¨ssen die Sicherheitsanforderungen an die Parameter aus Ab-
schnitt 2.4 erfu¨llt sein.
2. Es gibt Matrizen in GL(s, Zn), fu¨r die das RSA-Problem effizient lo¨sbar
ist.
3. Wa¨hlt man die zu verschlu¨sselnde Matrix zufa¨llig aus der Gruppe
GL(s, Zn), dann ist die Wahrscheinlichkeit, dass das RSA-Problem fu¨r
diese Matrix in polynomieller Zeit lo¨sbar ist, vernachla¨ssigbar.
4. Es gibt Matrizen in SL(s, Zp), fu¨r die nicht entschieden werden kann,
ob das RSA-Problem schwieriger oder leichter ist, als in der Gruppe
Z∗n.
5. Wa¨hlt man die zu verschlu¨sselnde Matrix zufa¨llig aus der Gruppe
GL(s, Zn), so ist das RSA-Problem fu¨r diese Matrix mit hoher Wahr-
scheinlichkeit mindestens so schwierig wie das RSA-Problem in der
Gruppe Z∗n.
6. Es ergibt sich eine neue Sicherheitsanforderung an die Primzahlen, die
in einem RSA-basierten Verfahren eingesetzt werden sollen:
Neue Anforderung an die Primzahlen p und q:
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Damit die Zahl n = pq nicht in polynomieller Zeit mit dem oben
beschriebenen Verfahren faktorisiert werden kann, mu¨ssen die beiden
Primzahlen p und q die folgende Eigenschaft besitzen: Fu¨r kleine Werte
von s (s < log2p) sollten die Zahlen
s−1∑
i=0
pi und
s−1∑
i=0
qi nicht ausschließlich
kleine Primteiler besitzen.
Mit anderen Worten: Wendet man das RSA-Verfahren auf zufa¨llige Matrizen aus
GL(s, Zn) an, so ist die Sicherheit des Verfahrens mindestens so hoch wie das RSA-
Verfahren in der Gruppe Z∗n. Es ist sogar mo¨glich, dass das RSA-Verfahren auf der Gruppe
GL(s, Zn) eine ho¨here Sicherheit bietet: Es wurde keine Mo¨glichkeit gefunden, wie ein Al-
gorithmus, der das RSA-Verfahren in Z∗p bricht, genutzt werden ko¨nnte, um das allgemeine
RSA-Verfahren in GL(s, Zp) zu lo¨sen.
Kapitel 6
Zusammenfassung und Ausblick
In dieser Arbeit wurde die Sicherheit des RSA-Verfahrens analysiert, das auf der Gruppe
GL(s, Zn) operiert. Dazu wurde zuna¨chst das diskrete Logarithmusproblem in den Gruppen
SL(s, Zp) und GL(s, Zp)\SL(s, Zp) untersucht.
Ein wesentlicher Bestandteil dieser Untersuchung ist die Unterteilung der Matrizen
aus GL(s, Zp) in verschiedene Klassen, fu¨r die differenzierte Aussagen u¨ber die Schwie-
rigkeit des diskreten Logarithmusproblems getroffen werden konnten. Es konnte gezeigt
werden, dass fu¨r einen Großteil der Matrizen das diskrete Logarithmusproblem mindestens
so schwierig ist wie in der Gruppe Z∗p . Eine genaue Aussage daru¨ber, fu¨r welche Klassen das
Problem a¨quivalent zu dem Problem in Z∗p ist, konnte ebenfalls getroffen werden. Daru¨ber
hinaus wurde gezeigt, dass es sowohl Klassen von Matrizen gibt, fu¨r die das diskrete Lo-
garithmusproblem in polynomieller Zeit lo¨sbar ist, als auch Klassen von Matrizen, fu¨r die
das diskrete Logarithmusproblem in keinem direktem Zusammenhang mit dem diskreten
Logarithmusproblem zu stehen scheint.
Zur Untersuchung des RSA-Verfahrens in der Gruppe SL(s, Zn) und der Gruppe
GL(s, Zn)\SL(s, Zn) wurde die Klassifikation der Matrizen auf den Fall n = pq erweitert.
Auch in diesem Fall konnte gezeigt werden, dass fu¨r den Großteil der Matrizen das RSA-
Verfahren mindestens so sicher ist wie das RSA-Verfahren in Z∗n. Ebenso konnte auch hier
gezeigt werden, dass Klassen von Matrizen existieren, fu¨r die das RSA-Problem in polyno-
mieller Zeit lo¨sbar ist. Diese Klassen besitzen jedoch eine kleine Ma¨chtigkeit, so dass die
Wahrscheinlichkeit, dass das RSA-Problem fu¨r eine zufa¨llig gewa¨hlte Matrix in polynomi-
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eller Zeit lo¨sbar ist, vernachla¨ssigbar klein ist. Wie bei dem diskreten Logarithmusproblem
gibt es auch bei dem RSA-Problem Klassen von Matrizen, fu¨r die das RSA-Problem in
keinem direktem Zusammenhang mit dem RSA-Problem in Z∗n zu stehen scheint. Lediglich
fu¨r den Exponenten n selbst konnte gezeigt werden, dass die Probleme fu¨r Matrizen und
in Z∗n a¨quivalent sind. Im Gegensatz dazu gibt es auch Exponenten, fu¨r die gezeigt werden
konnte, dass das RSA-Problem zu diesem Exponenten fu¨r bestimmte Matrizen a¨quivalent
zur Faktorisierung des Moduls ist. Dies legt die Vermutung nahe, dass das RSA-Problem in
GL(s, Zn) genau dann a¨quivalent zu dem RSA-Problem in Z
∗
n ist, wenn fu¨r den Exponenten
e gilt: ggT (e, ϕ(n)) = ggT (e, |GL(s, Zn)|) = 1
Aus der Analyse der Gruppen SL(s, Zn) und GL(s, Zn)\SL(s, Zn) konnte eine neue
Forderung an Primzahlen abgeleitet werden, die in einem RSA-Verfahren eingesetzt werden
sollen. Diese resultiert aus einer Verallgemeinerung der Faktorisierungsalgorithmen, die
ausnutzen, dass fu¨r genau eine der beiden Primzahlen p, q (oBdA p) gilt, dass p− 1 oder
p + 1 nur kleine Primteiler besitzt. Diese beiden bisher bekannten Algorithmen konnten
dahingehend erweitert werden, dass fu¨r die Primzahl p gilt, dass
s∑
i=0
pi nur kleine Primteiler
besitzt. Dabei ist s eine natu¨rliche Zahl, deren Gro¨ße logarithmisch zu p ist.
Diese Arbeit kann als Ausgangspunkt fu¨r weitergehende Forschungsarbeiten dienen. In-
teressante Fragestellungen, die zum Beispiel die Effizienz der kryptographischen Verfahren
betreffen, wurden in dieser Arbeit nicht betrachtet, da sie den Rahmen der Untersuchung
gesprengt ha¨tten. So ist z.B. denkbar, dass in einigen Klassen von Matrizen effizientere
Algorithmen zur Potenzierung der Matrizen existieren als in anderen Klassen. Dies wird
umso relevanter, je gro¨ßer die Dimension s gewa¨hlt wird. Ebenso sollte der neu entwickelte
Faktorisierungsalgorithmus na¨her untersucht werden. Es ist der Frage nachzugehen, fu¨r
welche Werte s der Algorithmus praktikabel ist. Die Laufzeit des Faktorisierungsalgorith-
mus steigt mit der Gro¨ße von s, gleichzeitig sinkt die Wahrscheinlichkeit, dass die Zahl
s∑
i=0
pi nur kleine Primteiler besitzt. Bisher wurde der entworfene Algorithmus noch nicht
implementiert. Interessant wird nicht zuletzt auch die Antwort auf die Frage sein, wel-
che derzeit verwendeten RSA-Schlu¨ssel durch den neuen Algorithmus gebrochen werden
ko¨nnen.
Anhang
Notationen
p, q p und q bezeichnen jeweils eine ungerade Primzahl.
n Zusammengesetzte natu¨rliche Zahl. Im Allgemeinen gilt innerhalb dieser
Arbeit n = pq.
Zn Menge der Restklassen modulo n.
Z∗n Menge der Zahlen a ∈ Zn mit ggT (a, n) = 1. Diese bildet zusammen mit
der modularen Multiplikation eine Gruppe.
ϕ(n) Ordnung der multiplikativen Gruppe Z∗n.
≡n Es gilt a ≡n b genau dann, wenn n|a− b gilt.
e Natu¨rliche Zahl, die als o¨ffentlicher RSA-Exponent verwendet wird.
d Natu¨rliche Zahl, die als geheimer RSA-Exponent verwendet wird. Es gilt
ed ≡ϕ(n) 1.
m Natu¨rliche Zahl, die als Nachricht bezeichnet wird.
c Natu¨rliche Zahl, die als der Chiffretext bezeichnet wird.
r Zufa¨llig gewa¨hlte natu¨rliche Zahl.
i, j, k Natu¨rliche Zahlen, die als Indizes verwendet werden.
αi, βi, γi Nullstellen eines Polynoms.
h(m) Hashwert der Nachricht m.
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GL(s, Zn) Generalisierte Lineare Gruppe der Dimension s u¨ber Zn. Diese besteht
aus allen s× s-Matrizen mit Eintra¨gen aus Zn, deren Determinante tei-
lerfremd zu n ist.
SL(s, Zn) Spezielle Lineare Gruppe der Dimension s u¨ber Zn. Diese besteht aus
allen s× s-Matrizen mit Eintra¨gen aus Zn, deren Determinante modulo
n den Wert 1 annimmt.
A,B,C Matrizen aus der Menge GL(s, Zn) oder SL(s, Zn).
I Einheitsmatrix.
< A > Menge aller Matrizen, die in dem Erzeugnis von A liegen, also Potenzen
von A sind.
Det(A) Determinante der Matrix A.
Spur(A) Spur der Matrix A.
aij Eintrag in der i-ten Zeile und j-ten Spalte der Matrix A.
a
(k)
ij Eintrag in der i-ten Zeile und j-ten Spalte der Matrix A
k.
Kennzeichnet das Ende eines Beweises.
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Beispiel einer großen faktorisierbaren Zahl
Im Folgenden soll eine Zahl mit Bina¨rla¨nge 80 angegeben werden, die mit dem neuen
Verfahren zur Faktorisierung faktorisiert werden kann. Es gilt:
1093027772825687045118713 = 1054578991787 · 1036458891499
Dabei ist 1036458891499 eine Primzahl, fu¨r die gilt:
10364588914992 + 1036458891499 + 1 = 3 · 43 · 607 · 4051 · 27901 · 174829
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