Abstract. { The mutual information of a single-layer perceptron with N Gaussian inputs and P deterministic binary outputs is studied by numerical simulations. The relevant parameters of the problem are the ratio between the number of output and input units, = P=N, and those describing the two-point correlations between inputs. The main motivation of this work refers to the comparison between the replica computation of the mutual information and an analytical solution valid up to O(1). The most relevant results are: (1) the simulation supports the validity of the analytical prediction, and (2) it also veri es a previously proposed conjecture that the replica solution interpolates well between large and small values of .
here log(x) ln(x) ln 2 . The average < ::: > v; is over the joint probability distribution p v; (ṽ;~ ). For instance, ifṽ and~ are independent, we have p v; = p v p and so I = 0.
The problem of learning the statistical properties of a set of N-dimensional correlated Gaussian inputs is well understood for a linear channel, even in the presence of noise (which is actually necessary to regularise MI) 4]-6]. A non-linear continuous channel has also been studied in the low-noise limit for rather general transfer functions 7] . It was shown that maximisation of the MI leads to a factorial code. Threshold-linear networks 8, 9] (treated with the replica technique) have also been considered. On the other hand, the binary channel, where the outputs take discrete values (say v = 1), is not well understood, although the problem has been studied using replica-symmetric (RS) statistical-mechanical techniques 10]-12]. Most interestingly, an analytical solution has been found, and the existence of a large order phase transition as the number of output neurons increases has been suggested 12]. The relevant parameter to describe this transition's occurrence is the ratio between the number of output and of input units, = P=N. The analytical solution holds up to a value of of order one, beyond which it is not longer correct. On the contrary, the RS solution does not exhibit any transition and gives good approximations at both the small and large regimes. It has been proved that below some 1 the analytical and the RS solutions are very close. In fact, an expansion in powers of shows that the two solutions are identical up to O( 2 ). In spite of the fact that from the third order the corresponding expansions di er, the numerical agreement up to 1 is excellent (a relative di erence of less than 0.9% up to = 0:1). This is due to intriguing cancellations between higher orders.
Here we present simulations with the aim of providing numerical evidence on the validity of the analytical solution. In addition, since the order of the transition is large and the RS solution seems to interpolate well between the small and the asymptotic regimes, we also compare numerical simulations at several values of with the replica theory prediction 10].
The Binary Channel. { We consider a single-layer perceptron, or channel, with N continuous input neurons whose states i de ne a vector~ = f i g N i=1 representing the signal received from the environment.
The output layer has P binary neurons the values v = 1 of which compose the vector v = fv g P =1 , that represents the code. Between the signal and the code there is an encoder, given by a set of synaptic couplings J fJ i g.
The inputs take values drawn from an N-dimensional Gaussian probability distribution, unbiased (< j >= 0) and with correlation matrix C ij X =< i j >, p (~ ) = e ?~ C ?1 X ~ =2 = p 2 C X ; C X = jC X j; (2) which using a convenient shorthand can be expressed as~ : = N(0; C X ). (Here X is a correlation parameter between input neurons, to be de ned more precisely later). The transfer function is deterministic, so that v = sign(h ), where
3 and theJ 's denote the synaptic weight vectors linking the signal~ to each output neuron . They form a set of independent random vectors fJ g P =1 , each distributed according to an N-dimensional Gaussian probability, with mean < J i >= 0 and correlation matrix ? , whose elements are ? ij =< J i J j >. This means thatJ : = N(0; ? ).
We are mainly interested in computing the averaged mutual information per input unit in the thermodynamic limit, i.e. i lim N!1 1 N < I p v ; p ] > J . A useful result to have in mind is that the MI in eq. (1) log p vj > vj > is the conditional entropy of the output given the input (averaged over the input). The codeṽ, given a xed signal~ , has the conditional probability p vj = p v; =p . Since a deterministic channel clearly has zero conditional entropy, in that case the MI reduces to the output entropy.
Analytical results for an example. {
As an example we consider a Gaussian input distribution with two-point correlation C X given by C ij X = X ji?jj . The input neurons are then less (more) spatially correlated if X 1 (X 1). For X = 1, C X is a singular matrix, while for X ! 0 C X tends towards the identity (2) : (7) The RS solution also gives rise to predictions for strongly correlated inputs. For X 1 one obtains: Method. { The rst step of the simulation entails choosing a coupling sample J at random. A given choice of J will be labelled as the sample s, and the total number of samples will be denoted by S. Next, signals~ are drawn in order to obtain several codewordsṽ. A histogram p s v (ṽ) is then constructed from these states, representing the probability p v (ṽ) and allowing us to estimate the output entropy:
Clearly, this approximation to the true code entropy H p v ] will improve as the number of drawn signals increases. In practice, we evaluated p s v (ṽ) using about 100 di erent input states (5)). The good agreement indicates that the thermodynamic limit solution is a good estimation even for N not very large, as long as one is in the low-loading expansion.
In order to evaluate a 3 , we set a 1 1 (to avoid increasing the error through a larger number of parameters to be tted). We analysed the MI only for the value X = 0:5. From eq. 5 the theoretical value a 2 = ?0:244 can be obtained, and from eqs. 7 and 6 we have a An 3 = 0:227 and a RS 3 = 0:063 respectively. The simulation itself was done using several values of P , and for each of them a linear regression was performed using i( )= In this case the corrections due to nite size e ects are noticeable. To observe convergence to the asymptotic regime we considered several values of P , namely P = 3; 5; 7; 10; 12 and 15. We averaged for each over, respectively, S = 2500; 1000; 200; 100; 50 and 20 samples of J . The number of samples S was taken larger as the number of outputs P became smaller, to compensate for the lack of statistics. Numerical evaluation of a 3 is extremely costly in computational time; this is the reason why we restricted ourselves to a single value of X and did not consider values of P larger than 15.
The result is that our simulation is in agreement with the analytical prediction. As we see in g.2b, a P 3 converges to a 3 0:28 as P increases. Given the error bars, this result is compatible with a An 3 but excludes a RS 3 . For the sake of comparison we have included g. 2a where the same numerical analysis is done for a 2 .
The results for strongly correlated inputs are shown in g. 3a. There is good agreement between the simulation and the exponential behaviour of eq.(8): = 0:662 2=3.
The results for the large limit are presented in g.3b. The logarithmic behaviour predicted in eq. (9) is observed.
To verify that the MI is self-averaging we calculated its mean-square deviation (i) over the samples and made a t to the form 1 p N . The good agreement with this expression can be seen in g. 3c. This shows that the methods of statistical mechanics are appropriate to studies of the information in binary channels.
Conclusions. { Our main result refers to the comparison between the RS 10] and analytical 12] solutions. The di erence between them can be seen in a small-expansion. Numerical simulation con rms that the two solutions coincide up to second order. At the next order the solutions are di erent (see eqs. 6-7), and the simulation excludes the replica calculation while it is in agreement with the analytical one (see g. 2).
We have also veri ed the conjecture that the RS solution is a good interpolation between the small and the large behaviors 12]. In particular, the simulation shows that for intermediate values of and strongly correlated inputs the MI behaves as i 2=3 (see g.3a). Moreover, in g.3b we see that the expected logarithmic behaviour for the large case ts the MI very well. 
