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A NOTE ON THE EXISTENCE OF A UNIQUE POSITIVE
ENTROPY SOLUTION TO A FRACTIONAL LAPLACIAN WITH
SINGULAR NONLINEARITIES
MASOUD BAYRAMI-AMINLOUEE AND MAHMOUD HESAARAKI
Abstract. In this paper, we study the existence of a positive solution to the
following elliptic problem:

(−∆)su = u−q + f(x)h(u) + µ in Ω,
u > 0 in Ω,
u = 0 in
(
R
N \ Ω
)
.
Here Ω ⊂ RN (N > 2s) is an open bounded domain with smooth boundary,
s ∈ (0, 1), and q ∈ (0, 1). For s ∈ (0, 1
2
), we take advantage of the convexity
of Ω. The operator (−∆)s indicates the restricted fractional Laplacian, and µ
is a non-negative bounded Radon measure as a source term. The assumptions
on f and h will be precise later. Besides, we will discuss the notion of entropy
solution and its uniqueness for some specific measures.
1. Introduction
This paper is concerned with the existence of a positive solution to the following
fractional problem:
(1.1)


(−∆)su = u−q + f(x)h(u) + µ in Ω,
u > 0 in Ω,
u = 0 in
(
R
N \ Ω
)
.
Here Ω ⊂ RN (N > 2s) is an open bounded domain with smooth boundary, s ∈
(0, 1), and q ∈ (0, 1). But, we will use the convexity condition on Ω for 0 < s <
1
2 . Besides, µ is a non-negative bounded Radon measure as a source term. The
assumptions on f(x) and h(u) are as follows:
(A) f ∈ L1(Ω) and non-negative.
(B) h : R+ → R+ is a nonlinear, non-increasing and continuous function such that:
lim
s→0+
h(s) ∈ (0,∞], and lim
s→∞
h(s) = h(∞) <∞
and also with the following growth conditions near zero and infinity:
∃C1,K > 0 such that h(s) ≤
C1
sγ
if s < K, for some γ ∈ (0, 1]
∃C2,K > 0 such that h(s) ≤
C2
sθ
if s > K, for some θ > 0.
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The operator (−∆)s stands for the fractional Laplacian which is the non-local
generalization of the differential operator −∆u(x) = −
∑N
i=1
∂2u
∂x2
i
(x), and is given
by a singular integral operator in the following way:
(1.2) (−∆)su(x) = CN,s P.V.
∫
RN
u(x)− u(y)
|x− y|N+2s
dy, u ∈ S(RN ).
Where P.V. denotes the Cauchy principal value, S(RN ) is the Schwartz space (space
of rapidly decreasing functions on RN ) and CN,s =
4sΓ(N
2
+s)
π
N
2 |Γ(−s)|
, is the normalization
constant such that the following identity holds:
(1.3) (−∆)su = F−1
(
|ξ|2suˆ(ξ)
)
.
Here Γ is the Gamma function and Fu = uˆ denotes the Fourier transform of u.
By restricting the above integral operator to act only on smooth functions that are
zero outside Ω, we have the restricted fractional Laplacian (−∆|Ω)
s, and the zero
Dirichlet condition recovers as u ≡ 0 in
(
R
N \ Ω
)
.
The above two definitions, (1.2) and (1.3), along with several other definitions
given in [1], are equivalent. One of them, introduced by Caffarelli and Silvestre [2],
is definition through harmonic extensions. This characterization of (−∆)s, is the
Dirichlet-to-Neumann map for a local degenerate elliptic PDE in the following way.
Let f ∈ S(RN ). If U = U(x, y) : RN × [0,∞)→ R is the unique solution to

div
(
y1−2s∇U
)
= ∆xU +
1− 2s
y
Uy + Uyy = 0 in R
N × (0,∞),
U(x, 0) = f(x) on RN ,
then for any 0 < s < 1, (−∆)sf(x) = 4
sΓ(s)
2Γ(1−s) limy→0+ −y
1−2sUy(x, y). Caffarelli
and Silvestre derived some properties of the fractional Laplace operator from this lo-
cal argument in the extension problem. For more details about fractional Laplacian
and also for the basic properties of the fractional Laplace operator, see [5, 3, 6, 4].
Problem (1.1) arises as a steady-state for the related Heat equation, i.e.


ut + (−∆)
su = u−q + f(x)h(u) + µ in Ω× (0, T ),
u(x, 0) = u0(x) in R
N ,
u(x, t) > 0 in Ω× (0, T ),
u(x, t) = 0 in
(
R
N \ Ω
)
× (0, T ).
The classical Heat equation models many diffusion problems in physics. The Heat
equation, as a special case of the diffusive problems, describes how the distribution
of some quantity like heat, evolves over time in a solid medium. More general,
diffusion problems describe the propagation behavior of the micro-particle mass
movement in matter resulting from the random motion of each micro-particle. Re-
cently, studying diffusion problems by replacing the Laplace operator, and its usual
variants, by a fractional Laplacian or other similar non-local operators started.
For these recent progresses, see the papers [7, 8]. Therefore nowadays, studying
fractional Heat type equations and their stationary problems are a favorite.
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Besides, the motivation to study problem (1.1) comes from the following papers.
In paper [9] authors proved the existence of solutions to the following problem:
(1.4)


−∆u = f(x)h(u) + µ in Ω
u > 0 in Ω
u = 0 on ∂Ω,
where Ω is a bounded domain of RN , N > 2 and f , h and µ are the same as
assumptions in problem (1.1) and this paper mainly inspires our problem. Problems
as in (1.4) have been extensively studied both for their pure mathematical interest,
[15, 16, 13, 12, 10, 11, 14], and for their relations with some physical phenomena
in the theory of pseudoplastic fluids, [17]. Moreover, see [18] for the p-Laplacian
evolution case of (1.4).
In [19] Giacomoni, Mukherjee and Sreenadh investigated the existence and stabi-
lization results for the following parabolic equation involving the fractional Lapla-
cian with singular nonlinearity:

ut + (−∆)
su = u−q + f(x, u) in Ω× (0, T ),
u(x, 0) = u0(x) in R
N ,
u(x, t) > 0 in Ω× (0, T ),
u(x, t) = 0 in
(
R
N \ Ω
)
× (0, T ).
Under suitable assumptions on the parameters and datum, they studied the related
stationary problem and then using the semi-discretization in time with the implicit
Euler method, they proved the existence and uniqueness of the weak solution. It is
worth noting that in [20, 21], the authors have shown the same results for the local
version of this problem for the general p-Laplacian case.
It is well-known that for L1 or measure data problems, the notion of distribu-
tional solution does not ensure uniqueness to the following type of problems:{
−div
(
a(x,∇u)
)
= µ Ω,
u = 0 ∂Ω,
where µ is a bounded Radon measure or a function in L1(Ω). There was an at-
tempt to find some additional conditions on the distributional solutions in order
to ensure both existence and uniqueness and some parallel developments achieved,
[22]. Although Stampacchias definition of solution, [23], implies uniqueness, it re-
quires stronger conditions on the solution. Namely, his notion of solution uses a
larger space of test functions rather than C∞c (Ω). In [24], the notion of entropy
solution introduced for the L1 data and then generalized to some specific mea-
sures, [25]. Dall’Aglio, [26], introduced the notion of SOLA (Solution Obtained as
Limit of Approximations) and Lions and Murat, [28, 27], introduced the concept
of renormalized solutions. Recently, for the fractional p-Laplacian Heat equation
Teng, Zhang, and Zhou, [29], have proved the existence and uniqueness of entropy
solution with non-negative L1 data. They have also demonstrated the equivalence
of renormalized and entropy solutions. Also, Abdellaoui, Attar, and Bentifour in
[30] have studied the existence of an entropy solution to a fractional p-Laplacian
equation with weight. Besides, see the work [31] in which authors developed an ex-
istence, regularity, and potential theory for nonlinear non-local equations involving
measure data. For another approach, we refer the readers to the work [32], where
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the author studied some integro-differential equations involving measure data by
the duality method. Also, see [33] for the duality approach to the fractional Lapla-
cian with measure data.
Since our problem (1.1) involves a measure term, µ, it is natural to use the notion
of entropy solution, which will be defined precisely later in section 2.
The rest of the paper is organized as follows. In section 2, we will introduce the
functional framework. Also, after defining the notions of weak solution and entropy
solution to problem (1.1), we will outline our theorem about the existence result.
In section 3, we will provide proof of this result. Finally, in section 4, after proving
the uniqueness of entropy solution, we will show the existence of it for L1 data, i.e.
µ ∈ L1(Ω).
2. Functional framework and main result
Let 0 < s < 1 and 1 ≤ p <∞. The classical fractional Sobolev space defines as
follows:
W s,p(RN ) =
{
u ∈ Lp(RN ) :
∫
RN
∫
RN
|u(x)− u(y)|p
|x− y|N+ps
dxdy <∞
}
endowed with the Gagliardo norm:
‖u‖W s,p(RN ) = ‖u‖Lp(RN ) +
(∫
RN
∫
RN
|u(x)− u(y)|p
|x− y|N+ps
dxdy
) 1
p
.
Also, we define
Xs,p(Ω) =
{
u : RN → R measurable, u|Ω ∈ L
p(Ω),
∫∫
DΩ
|u(x)− u(y)|p
|x− y|N+ps
dxdy <∞
}
,
where DΩ = R
N × RN \ Ωc × Ωc, with Ωc = RN \ Ω and Ω is a bounded smooth
domain in RN . This is a Banach space with the following norm:
(2.1) ‖u‖Xs,p(Ω) =
(∫
Ω
|u|p dx+
∫∫
DΩ
|u(x)− u(y)|p
|x− y|N+ps
dxdy
) 1
p
.
In the case p = 2, we denote by Xs(Ω) the space Xs,2(Ω) which is a Hilbert space
with the following scalar product:
〈u, v〉Xs(Ω) =
∫
Ω
uv dx+
∫∫
DΩ
(u(x) − u(y))(v(x) − v(y))
|x− y|N+2s
dxdy.
Moreover, we define Xs,p0 (Ω) = {u ∈ X
s,p(Ω) : u = 0 a.e. in (RN \ Ω)}. Also, we
let Xs0(Ω) denotes X
s,2
0 (Ω). It is easy to see that:(∫
RN
∫
RN
|u(x)− u(y)|p
|x− y|N+ps
dxdy
) 1
p
=
(∫∫
DΩ
|u(x)− u(y)|p
|x− y|N+ps
dxdy
) 1
p
, ∀u ∈ Xs,p0 (Ω).
This equality defines another norm equivalent to the norm (2.1) for Xs,p0 (Ω). We
denote this norm by ‖u‖Xs,p0 (Ω), i.e.
‖u‖Xs,p0 (Ω) =
(∫∫
DΩ
|u(x)− u(y)|p
|x− y|N+ps
dxdy
) 1
p
.
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Then there exists a positive constant C such that the following inequalities hold
for all u ∈ Xs,p0 (Ω).
‖u‖Xs,p0 (Ω) ≤ ‖u‖W s,p(RN ) ≤ C‖u‖X
s,p
0 (Ω)
.
It is worth mentioning that Xs,p0 (Ω) can also be identified by the closure of C
∞
c (Ω)
in Xs,p(Ω). Besides, for the Hilbert space case, we have:
‖u‖2Xs0(Ω) = 2C
−1
N,s‖(−∆)
s
2 u‖2L2(RN ),
where CN,s is the normalization constant in the definition of (−∆)
s.
For the proofs of the above facts see [34, subsection 2.2] and [3].
For 0 < r < ∞, the Marcinkiewicz space M r(Ω), is the set of all measurable
functions u : Ω→ R, such that there exists C > 0 with the following condition:
ω
({
x ∈ Ω : |u(x)| ≥ t
})
≤
C
tr
, ∀t > 0.
Here ω denotes the Lebesgue measure on RN . This space is endowed with the
following norm:
‖u‖Mr(Ω) = sup
t>0
t
(
ω
({
x ∈ Ω : |u(x)| ≥ t
})) 1r
.
For every 1 < r <∞ and 0 < ǫ ≤ r− 1, the following continuous embeddings hold,
[24]:
(2.2) Lr(Ω) →֒M r(Ω) →֒ Lr−ǫ(Ω).
Also the following continuous embeddings will be used in this paper.
Xs0(Ω) →֒ L
t(Ω), ∀t ∈ [1, 2∗s],(2.3)
X
s,p
0 (Ω) →֒ L
t(Ω), ∀t ∈ [1, p∗s],(2.4)
where 2∗s =
2N
N−2s and p
∗
s =
pN
N−ps are the Sobolev critical exponents. Moreover,
these embeddings are compact for 1 ≤ t < p∗s. See [3, Theorem 6.5 and Theorem
7.1].
Since we are dealing with the non-local operator (−∆)s, a new class of test
functions should be defined precisely instead of the usual one C∞c (Ω), i.e.
T =
{
φ : RN → R
∣∣ (−∆)sφ = ϕ, ϕ ∈ C∞c (Ω), φ = 0 in RN\Ω˜, for some Ω˜ ⋐ Ω}.
It can be shown that T ⊂ Xs0(Ω)∩L
∞(Ω). Moreover, for every φ ∈ T , there exists
a constant β ∈ (0, 1) such that φ ∈ C0,β(Ω). See [36, 35, 37]. It is easy to check
that for u ∈ Xs0(Ω) and φ ∈ T :
2C−1N,s
∫
RN
u(−∆)sφdx = 2C−1N,s
∫
RN
(−∆)
s
2u(−∆)
s
2φdx
=
∫∫
DΩ
(u(x) − u(y))(φ(x) − φ(y))
|x− y|N+2s
dxdy.
This equality shows the self-adjointness of (−∆)s in Xs0(Ω). Also, one can show
that (−∆)s : Xs0(Ω) → X
−s(Ω) is a continuous strictly monotone operator, where
X−s(Ω) indicates the dual of Xs0(Ω).
Definition 2.1. We say that u is a weak solution to (1.1) if:
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• u ∈ L1loc(Ω), and for every K ⋐ Ω, there exists CK > 0 such that u(x) ≥ CK a.e.
in K and also u ≡ 0 in
(
R
N \ Ω
)
.
• Equation (1.1) is satisfied in the sense of distributions with the class of test
functions T , i.e.
(2.5)
∫
RN
u(−∆)sφdx =
∫
Ω
u−qφdx+
∫
Ω
fh(u)φdx+
∫
Ω
φdµ, ∀φ ∈ T .
Note that since φ has compact support in Ω, the first and second terms on the
right-hand side of (2.5) are well-defined by the strict positivity of u on the compact
subsets of Ω. Moreover, the last term is well-posed because of test functions belong
to Cc(Ω).
Concerning the uniqueness, we have another definition to solutions of (1.1). In
fact we would like to consider the entropy solution. The motivation of the definition
comes from [25]. We will denote
Tk(s) =
{
s |s| ≤ k
k sign(s) |s| ≥ k,
the usual truncation operator.
Definition 2.2. Let µ be a measure in L1(Ω) + X−s(Ω). We say that u is an
entropy solution to (1.1) if:
• For every K ⋐ Ω, there exists CK > 0 such that u(x) ≥ CK in K and also u ≡ 0
in
(
R
N \ Ω
)
.
• Tk(u) ∈ X
s
0(Ω), for every k, and u satisfies the following family of inequalities:
(2.6)
∫
{|u−φ|<k}
(−∆)
s
2u(−∆)
s
2 (u− φ) dx ≤
∫
Ω
u−qTk(u− φ) dx
+
∫
Ω
fh(u)Tk(u − φ) dx+
∫
Ω
Tk(u− φ) dµ,
for any k and any φ ∈ Xs0(Ω) ∩ L
∞(Ω).
We will see later that the first and second terms on the right-hand side are well-
defined. Moreover, the assumption µ ∈ L1(Ω) +X−s(Ω) is for the well-posedness
of the measure term, because Tk(u − φ) ∈ X
s
0(Ω) ∩ L
∞(Ω). Notice that the dual
space of Xs0(Ω) ∩ L
∞(Ω) is L1(Ω) +X−s(Ω).
Theorem 2.3. Let s ∈ (0, 1) and q ∈ (0, 1). Also assume that f and h satisfy
assumptions (A) and (B), respectively. Moreover, µ is a non-negative bounded
Radon measure. Then there is a positive weak solution in Xs1,p0 (Ω) to problem
(1.1), for all s1 < s and for all p <
N
N−s .
3. Proof of Theorem 2.3
First of all, we consider the following auxiliary problem:
(3.1)


(−∆)su = u−q + g in Ω,
u > 0 in Ω,
u = 0 in
(
R
N \ Ω
)
,
where 0 ≤ g ∈ L∞(Ω). This problem can be considered as a special case of the
Problem (Qs) in [19, Theorem 2.9]. For the existence and uniqueness of the solution
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to problem (3.1) we have a modified version of [19, Theorem 2.9] in the following
Proposition.
Before we get into the Proposition, we need to define the set C as the set of
functions v ∈ L∞(Ω) such that there exists positive constants k1 and k2 such that:
(3.2) k1δ
s(x) ≤ v(x) ≤ k2δ
s(x).
Here δ(x) = dist(x, ∂Ω), x ∈ Ω, is the distance function from the boundary ∂Ω.
Proposition 3.1. If g ∈ L∞(Ω), g ≥ 0, s ∈ (0, 1), and q ∈ (0, 1), then there exists
a unique positive weak energy solution to (3.1) in Xs0(Ω) ∩ C ∩ C
0,s(RN ).
The notion of the solution to (3.1) is as follows. The function u ∈ Xs0(Ω) is a
weak energy solution to the above problem if:
• For every K ⋐ Ω, there exists CK > 0 such that u(x) ≥ CK in K and also u ≡ 0
in
(
R
N \ Ω
)
.
• For every φ ∈ Xs0(Ω), we have:
(3.3)
∫
RN
(−∆)
s
2 u(−∆)
s
2φdx =
∫
Ω
u−qφdx+
∫
Ω
gφ dx.
Note that the first term on the right-hand side of the above equality is well-defined
by (3.2) and applying the Ho¨lder inequality and the fractional Hardy-Sobolev in-
equality (and convexity of Ω only for 0 < s < 12 ), [38, Theorem 1.1]. More preciesly,
since u behaves like δs, we have the following estimate for every φ ∈ Xs0(Ω).
(3.4)
∫
Ω
u−qφdx ≤ k−q1
∫
Ω
φ
δsq
dx ≤ C1
(∫
Ω
φ2
δ2sq
dx
) 1
2
≤ C2‖φ‖Xsq0 (Ω) ≤ C3‖φ‖Xs0 (Ω).
Here in the last inequality, we used the continuous embedding of Xs20 (Ω) into
Xs10 (Ω), for any s1 < s2. See for example [3, Proposition 2.1].
For general domains with some boundary regularity, the fractional Hardy-Sobolev
inequality is proved for s ∈ [ 12 , 1). See [41, 39, 40]. But in [38], the authors proved
the fractional Hardy-Sobolev inequality for any s ∈ (0, 1), by using the fact that
the domain is a convex set and its distance from the boundary is a superharmonic
function.
It is worth emphasizing that the uniqueness of the weak energy solution to (3.1)
follows from the strict monotonicity of the operator (−∆)su−u−q, for example see
[19, Lemma 3.1].
By considering the well-posedness of the first term on the right-hand side of
(3.3), the well-posedness of the first term on the right-hand side of (2.6) will be
clear after the construction of an entropy solution in section 4. The well-posedness
of the second term on the right-hand side of (2.6) will also be apparent by using
assumption (B) and the same reasoning.
Now, for every v ∈ L2(Ω), define Φ(v) = w where w is the solution to the
following problem for any fixed n (existence and uniqueness is guaranteed by the
above Proposition):
(3.5)


(−∆)sw = w−q + fn(x)hn(|v|+
1
n
) + µn in Ω,
w > 0 in Ω,
w = 0 in
(
R
N \ Ω
)
.
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Here fn = Tn(f) and hn = Tn(h) are the truncations at level n and {µn} is a
sequence of smooth non-negative functions bounded in L1(Ω) such that converges
to µ in the weak-star sense of measures, i.e.∫
Ω
φµn dx→
∫
Ω
φdµ, ∀φ ∈ Cc(Ω).
If we show that Φ : L2(Ω)→ L2(Ω) has a fixed point wn, then wn ∈ L
2(Ω) will be
the weak solution to the following problem in Xs0(Ω) ∩ C ∩ C
0,s(RN ).
(3.6)


(−∆)swn = w
−q
n + fn(x)hn(wn +
1
n
) + µn in Ω,
wn > 0 in Ω,
wn = 0 in
(
R
N \ Ω
)
.
For this purpose, we apply the Schauders fixed-point theorem. We need to prove
that Φ is continuous, compact and there exists a bounded convex subset of L2(Ω)
which is invariant under Φ.
For continuity let vk → v in L
2(Ω). From assumption (B) and the dominated
convergence theorem it is obvious that for each n:∥∥∥(hn(|vk|+ 1
n
)fn + µn)− (hn(|v|+
1
n
)fn + µn)
∥∥∥
L2(Ω)
→ 0, k →∞.
Now, from the uniqueness of the weak solution to (3.1), we conclude Φ(vk)→ Φ(v).
For compactness, we argue as follows. For v ∈ L2(Ω), let w be the solution to
(3.5). If λs1(Ω) is the first eigenvalue of (−∆)
s in Xs0(Ω), [42, Proposition 9], then
we have:
(3.7) λs1(Ω)
∫
Ω
w2 dx ≤
∫
RN
|(−∆)
s
2w|2 dx.
Testing (3.5) with φ = w, we have:
(3.8)
∫
RN
|(−∆)
s
2w|2 dx =
∫
Ω
w1−q dx+
∫
Ω
fnhn(|v|+
1
n
)w dx+
∫
Ω
wµn dx.
By the growth condition on h, assumption (B), we have:∫
Ω
fnhn(|v|+
1
n
)w dx ≤ C1
∫
{|v|+ 1
n
<K}
fnw
(|v|+ 1
n
)γ
+ max
[K,K]
h
∫
{K≤|v|+ 1
n
≤K}
fnw dx
+ C2
∫
{|v|+ 1
n
>K}
fnw
(|v|+ 1
n
)θ
dx
≤ C1n
1+γ
∫
{|v|+ 1
n
<K}
|w| dx+ n max
[K,K]
h
∫
{K≤|v|+ 1
n
≤K}
|w| dx
+ C2n
1+θ
∫
{|v|+ 1
n
>K}
|w| dx
≤
(
C1n
1+γ + n max
[K,K]
h+ C2n
1+θ
)∫
Ω
|w| dx
≤ C3
( ∫
Ω
|w|2 dx
) 1
2
,(3.9)
where in the last inequality we have used the Ho¨lder inequality. Once more us-
ing the Ho¨lder inequality gives
∫
Ω µnw dx ≤ C4
( ∫
Ω |w|
2 dx
) 1
2
and
∫
Ω w
1−q dx ≤
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C5
( ∫
Ω |w|
2 dx
) 1−q
2
for some C4 > 0 and C5 > 0. Thus combining recent two
inequalities with (3.7), (3.8) and (3.9) we obtain:
λs1(Ω)
∫
Ω
|w|2 dx ≤ C6
( ∫
Ω
|w|2 dx
) 1
2
+ C7
(∫
Ω
|w|2 dx
) 1−q
2
,
which implies that Φ(L2(Ω)) is contained in a ball of finite radius in L2(Ω). There-
fore this ball is invariant under Φ. Moreover, we have
∫
RN
|(−∆)
s
2Φ(v)|2 dx =∫
RN
|(−∆)
s
2w|2 dx ≤ C8, which means that Φ(L
2(Ω)) is relatively compact in L2(Ω)
by the compactness of the embedding (2.3).
Proposition 3.2. For every K ⋐ Ω, there exists CK > 0 such that {wn}, the
solution to (3.6), satisfies wn(x) ≥ CK a.e. in K, for each n.
Proof. Let us consider the following problem:
(3.10)


(−∆)svn = fn(x)hn(vn +
1
n
) in Ω,
vn > 0 in Ω,
vn = 0 in
(
R
N \ Ω
)
.
The existence of the weak solution vn follows from a similar proof for (3.6). In
the same way of the proofs of [9, Lemma 2.4] and [35, Lemma 3.2] we can show
that vn ≤ vn+1 a.e. in Ω and also for each K ⋐ Ω, there exists CK > 0 such that
v1(x) ≥ CK a.e. in K.
Now by subtracting the weak formulation of (3.10) from the weak formulation
of (3.6) we obtain:∫
RN
(−∆)
s
2 (wn − vn)(−∆)
s
2φdx =
∫
Ω
fn
[
hn(wn +
1
n
)− hn(vn +
1
n
)
]
φdx
+
∫
Ω
w−qn φdx+
∫
Ω
µnφdx.
Using φ = (wn − vn)
− as a test function and noting that∫
RN
(−∆)
s
2 (wn − vn)(−∆)
s
2 (wn − vn)
− dx ≤ −
∫
RN
|(−∆)
s
2 (wn − vn)
−|2 dx
see [37, Proposition 4], we deduce:
−
∫
RN
|(−∆)
s
2 (wn − vn)
−|2 dx ≥ −
∫
{wn<vn}
fn
[
hn(wn +
1
n
)− hn(vn +
1
n
)
]
(wn − vn) dx
−
∫
{wn<vn}
w−qn (wn − vn) dx−
∫
{wn<vn}
µn(wn − vn) dx.
The right-hand side is non-negative since wn and µn are non-negative functions,
and hn is a non-increasing function. Therefore, we conclude that (wn − vn)
− = 0
or wn ≥ vn a.e. in Ω. Thus for each K ⋐ Ω, there exists CK > 0 such that,
wn ≥ vn ≥ v1 ≥ CK > 0 a.e. in K. 
Proposition 3.3. For any k ≥ 1, {Tk(wn)}
∞
n=1 is bounded in X
s
0(Ω). Moreover,
‖Tk(wn)‖
2
Xs0 (Ω)
= O(k).
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Proof. Taking φ = Tk(wn) as a test function in (3.6) and invoking [37, Proposition
3] we get:
(3.11)
∫
RN
|(−∆)
s
2Tk(wn)|
2 dx ≤
∫
Ω
w−qn Tk(wn) dx
+
∫
Ω
fn(x)hn(wn +
1
n
)Tk(wn) dx+
∫
Ω
Tk(wn)µn dx.
For the first term on the right-hand side of (3.11) we can write the following esti-
mate:∫
Ω
w−qn Tk(wn) dx =
∫
{wn≥k}
w−qn k dx+
∫
{wn<k}
w1−qn dx
≤
∫
{wn≥k}
k1−q dx+
∫
{wn<k}
|Tk(wn)|
1−q dx
=
∫
{wn≥k}
k1−q dx+
∫
Ω
|Tk(wn)|
1−q dx −
∫
{wn≥k}
k1−q dx
=
∫
Ω
|Tk(wn)|
1−q dx.(3.12)
On the other hand, by using Ho¨lder inequality and the embedding (2.3):
(3.13)
∫
Ω
|Tk(wn)|
1−q dx ≤ C
(∫
Ω
|Tk(wn)|
2∗s dx
) 1−q
2∗s
≤ S1−qC‖Tk(wn)‖
1−q
Xs0 (Ω)
,
where S is the best constant in the embedding of Xs0(Ω) →֒ L
2∗s (Ω).
For the second term in (3.11), first of all note that
Tk(wn)
(wn +
1
n
)γ
≤
wn
(wn +
1
n
)γ
=
wγn
(wn +
1
n
)γwγ−1n
≤ w1−γn .
Now by using assumption (B), we deduce:∫
Ω
fnhn(wn +
1
n
)Tk(wn) dx ≤ C1
∫
{wn+
1
n
<K}
fnTk(wn)
(wn +
1
n
)γ
+ max
[K,K]
h
∫
{K≤wn+
1
n
≤K}
fnTk(wn) dx
+ C2
∫
{wn+
1
n
>K}
fnTk(wn)
(wn +
1
n
)θ
dx
≤ C1K
1−γ
∫
{wn+
1
n
<K}
f dx
+ k max
[K,K]
h
∫
{K≤wn+
1
n
≤K}
f dx
+
kC2
K
θ
∫
{wn+
1
n
>K}
f dx
≤
(
C1K
1−γ + k max
[K,K]
h+
kC2
K
θ
)
‖f‖L1 = C4 + kC3.(3.14)
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Also for the last term:
(3.15)
∫
Ω
Tk(wn)µn dx ≤ kC5.
Thus from (3.11), (3.12), (3.13), (3.14) and (3.15) we obtain:
(3.16)
∫
RN
|(−∆)
s
2 Tk(wn)|
2 dx ≤ S1−qC‖Tk(wn)‖
1−q
Xs0 (Ω)
+ C4 + kC3 + kC5.
Now (3.16) gives ‖Tk(wn)‖
2
Xs0(Ω)
≤ C6‖Tk(wn)‖
1−q
Xs0 (Ω)
+C4+kC7, which implies the
boundedness of {Tk(wn)} in X
s
0(Ω). This completes the proof of Proposition. 
Now, we have the following Proposition in the spirit of [37, Theorem 23] and [36,
Theorem 4.10].
Proposition 3.4. {wn}
∞
n=1 is bounded in L
p(Ω), for all p < N
N−2s and bounded in
X
s1,p
0 (Ω), for all s1 < s and for all p <
N
N−s .
Proof. Once more from the embedding (2.3) and the previous Proposition we derive:
(3.17)
(∫
Ω
|Tk(wn)|
2∗s dx
) 2
2∗s
≤ S2
∫
RN
|(−∆)
s
2Tk(wn)|
2 dx ≤ kC.
Now, consider the set {x ∈ Ω :
∣∣(−∆) s2wn(x)∣∣ ≥ t} which the following estimate
holds for it:{
x ∈ Ω :
∣∣(−∆) s2wn(x)∣∣ ≥ t, wn(x) < k} ∪ {x ∈ Ω : ∣∣(−∆) s2wn(x)∣∣ ≥ t, wn(x) ≥ k}
⊂
{
x ∈ Ω :
∣∣(−∆) s2wn(x)∣∣ ≥ t, wn(x) < k} ∪ {x ∈ Ω : wn(x) ≥ k} ⊂ Ω.
Then using the subadditivity property of Lebesgue measure ω we have:
(3.18)
ω
({
x ∈ Ω :
∣∣(−∆) s2wn(x)∣∣ ≥ t}) ≤ ω({x ∈ Ω : ∣∣(−∆) s2wn(x)∣∣ ≥ t, wn(x) < k})
+ ω
({
x ∈ Ω : wn(x) ≥ k
})
.
Now, by using the Chebyshev’s inequality and the previous Proposition:
ω
({
x ∈ Ω :
∣∣(−∆) s2wn(x)∣∣ ≥ t, wn(x) < k}) ≤ 1
t2
∫
RN
|(−∆)
s
2Tk(wn)|
2 dx
≤
kC
t2
, ∀k ≥ 1.(3.19)
Also from (3.17) it is obvious that k2ω({x ∈ Ω : wn(x) ≥ k})
2
2∗s ≤ kC, or:
(3.20) ω
({
x ∈ Ω : wn(x) ≥ k
})
≤
C
k
N
N−2s
, ∀k ≥ 1.
Therefore {wn} is bounded in the Marcinkiewicz space M
N
N−2s (Ω) and by the con-
tinuous embedding (2.2), wn is bounded in L
p(Ω), for all p < N
N−2s . Also, from
(3.18), (3.19) and (3.20) we have:
ω
({
x ∈ Ω :
∣∣(−∆) s2wn(x)∣∣ ≥ t}) ≤ kC
t2
+
C
k
N
N−2s
, ∀k ≥ 1.
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Choosing k = t
N−2s
N−s gives:
ω
({
x ∈ Ω :
∣∣(−∆) s2wn(x)∣∣ ≥ t}) ≤ C
t
N
N−2s
+
C
t
N
N−s
≤
2C
t
N
N−s
, ∀t ≥ 1.
Therefore {(−∆)
s
2wn} is bounded in M
N
N−s (Ω) and again the embedding (2.2)
implies the boundedness of {(−∆)
s
2wn} in L
p(Ω), for all p < N
N−s . Now, by
invoking [43, Theorem 5 (C) in chapter 5] we get the boundedness of {wn} in
X
s1,p
0 (Ω), for all s1 < s and for all p <
N
N−s . 
Now we are ready to prove the Theorem 2.3.
Proof of Theorem 2.3. There exists u ∈ Xs1,p0 (Ω) such that up to a subsequence
wn → u weakly in X
s1,p
0 (Ω), for all s1 < s and for all p <
N
N−s . This implies:
lim
n→∞
∫
RN
(−∆)
s
2wn(−∆)
s
2φdx =
∫
RN
u(−∆)sφdx, ∀φ ∈ T .
Also, using the embedding (2.4), up to a subsequence we may assume that:
• wn → u in L
r(Ω), for any r ∈ [1, p∗s1), where p
∗
s1
= pN
N−ps1
.
• wn(x)→ u(x) pointwise a.e. in Ω.
• There exists d ∈ Lr(Ω), for any r ∈ [1, p∗s1), such that |wn(x)| ≤ d(x), a.e. in Ω
for all n.
Now for every fixed φ ∈ T , we could pass to the limit and obtain:∫
Ω
w−qn φdx→
∫
Ω
u−qφdx∫
Ω
fnhn(wn +
1
n
)φdx→
∫
Ω
fh(u)φdx∫
Ω
φµn dx→
∫
Ω
φdµ.
Therefore, u ∈ Xs1,p0 (Ω), for all s1 < s and for all p <
N
N−s , is a distributional
solution to (1.1). This means that:∫
RN
u(−∆)sφdx =
∫
Ω
u−qφdx +
∫
Ω
fh(u)φdx+
∫
Ω
φdµ, ∀φ ∈ T .
Since for every K ⋐ Ω, there exists CK > 0 such that wn(x) ≥ CK a.e. in
K and also wn ≡ 0 in
(
R
N \ Ω
)
and because of the pointwise convergence, i.e.
wn(x)→ u(x) a.e. in Ω, thus u is a weak solution to (1.1). 
4. Discussion the notion of entropy solution and its uniqueness
As we mentioned it earlier in Introduction, for PDE’s concerning measure data
problems, the notion of distributional solution does not ensure uniqueness. For this
reason, we want to construct an entropy solution (see Definition 2.2) and investigate
its uniqueness. At first, we show the uniqueness. We will follow the idea of [24,
Section 5].
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Let u and v be two entropy solutions. Testing u with φ = Tr(v) and v with
Tr(u) in the weak formulation of entropy inequalities, we have:
(4.1)
∫
{|u−Tr(v)|<k}
(−∆)
s
2u(−∆)
s
2 (u − Tr(v)) dx ≤
∫
Ω
u−qTk(u− Tr(v)) dx
+
∫
Ω
fh(u)Tk(u− Tr(v)) dx +
∫
Ω
Tk(u− Tr(v)) dµ
and
(4.2)
∫
{|v−Tr(u)|<k}
(−∆)
s
2 v(−∆)
s
2 (v − Tr(u)) dx ≤
∫
Ω
v−qTk(v − Tr(u)) dx
+
∫
Ω
fh(v)Tk(v − Tr(u)) dx +
∫
Ω
Tk(v − Tr(u)) dµ.
Adding up the left-hand sides of (4.1) and (4.2) and restricting them to the set
Ar0 = {x ∈ Ω : |u− v| < k, |u| < r, |v| < r},
we obtain:
(4.3) I0 :=
∫
Ar0
|(−∆)
s
2 (u− v)|2 dx.
Also, summing the right-hand sides of (4.1) and (4.2) when restricted to Ar0 gives:
J0 :=
∫
Ar0
(u−q − v−q)(u − v) dx+
∫
Ar0
f(x)(h(u)− h(v))(u − v) dx,
which is obviously non-positive, i.e. J0 ≤ 0. Therefore:
(4.4) I0 =
∫
Ar0
|(−∆)
s
2 (u − v)|2 dx ≤ 0.
Now, consider the set Ar1 = {x ∈ Ω : |u− Tr(v)| < k, |v| ≥ r}. When restricted to
Ar1, the inequality (4.1) becomes as follows:
(4.5)
∫
Ar1
|(−∆)
s
2u|2 dx ≤
∫
Ar1
u−q(u− r) dx
+
∫
Ar1
fh(u)(u− r) dx +
∫
Ar1
(u− r) dµ.
Finally on the set Ar2 = {x ∈ Ω : |u − Tr(v)| < k, |v| < r, |u| ≥ r}, the inequality
(4.1) is as follows:
(4.6)
∫
Ar2
(−∆)
s
2u(−∆)
s
2 (u − v) dx ≤
∫
Ar2
u−q(u− v) dx
+
∫
Ar2
fh(u)(u− v) dx+
∫
Ar2
(u− v) dµ.
Similarly, we can estimate (4.2) on the sets Br1 = {x ∈ Ω : |v−Tr(u)| < k, |u| ≥ r}
and Br2 = {x ∈ Ω : |v − Tr(u)| < k, |u| < r, |v| ≥ r} and find that:
(4.7)
∫
Br1
|(−∆)
s
2 v|2 dx ≤
∫
Br1
v−q(v − r) dx
+
∫
Br1
fh(v)(v − r) dx +
∫
Br1
(v − r) dµ
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and
(4.8)
∫
Br2
(−∆)
s
2 v(−∆)
s
2 (v − u) dx ≤
∫
Br2
v−q(v − u) dx
+
∫
Br2
fh(v)(v − u) dx+
∫
Br2
(v − u) dµ.
Notice that the right-hand sides of (4.5), (4.6), (4.7), and (4.8) goes to zero as
r→∞. Then by combining (4.4), (4.5), (4.6), (4.7), and (4.8) we deduce:
I0 =
∫
Ar0
|(−∆)
s
2 (u− v)|2 dx ≤ o(r), r →∞.
Since Ar0 goes to {x ∈ Ω : |u− v| < k}, as r →∞, we obtain that:∫
|u−v|<k
|(−∆)
s
2 (u− v)|2 dx ≤ 0,
or ∫
RN
|(−∆)
s
2Tk(u − v)|
2 dx ≤ 0, ∀k.
Therefore, Tk(u − v) ≡ 0, for all k, and the uniqueness is proved.
For constructing an entropy solution, we assume that µ ∈ L1(Ω). The reason
is that for a non-negative bounded Radon measure µ, generally it is not possible
to approximate it with an increasing sequence of L∞(Ω) functions, [10]. But for
the case µ ∈ L1(Ω), this can always be done by the usual truncation technique. In
the following argument, the increasing sequence of approximations for µ will ensure
the existence of an increasing sequence of solutions to the following approximating
problems:
(4.9)


(−∆)sun = u
−q
n + fnhn(un +
1
n
) + Tn(µ) in Ω,
un > 0 in Ω,
un = 0 in
(
R
N \ Ω
)
.
Outline of the construction is as follows.
In the same way of section 3, it is possible to show that {Tk(un − φ)}
∞
n=1 is a
bounded sequence in Xs0(Ω) for each fixed k and each fixed φ ∈ X
s
0(Ω) ∩ L
∞(Ω).
Also, {Tk(un − φ)}
∞
n=1 is an increasing sequence of non-negative functions by the
strict monotonicity of the operator (−∆)su − u−q and the increasing behavior of
hn(un +
1
n
)fn + Tn(µ). Therefore, up to a subsequence Tk(un − φ) → Tk(u − φ)
weakly in Xs0(Ω) as n→∞, where u is the weak solution to (1.1) with µ ∈ L
1(Ω).
Once more the strict monotonicity of (−∆)s implies that Tk(un − φ) → Tk(u− φ)
strongly in Xs0(Ω) (see for example [36, Lemma 2.18] for this compactness result).
Now, using Tk(un − φ) as a test function in (4.9), and then passing to the limit
we find an entropy solution even with the equalities instead of the inequalities in
Definition 2.2, i.e. (2.6).
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