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ON LABELED GRAPH C∗-ALGEBRAS
DEBENDRA P BANJADE AND MENASSIE EPHREM
ABSTRACT. Given a directed graph E and a labeling
L, one forms the labeled graph C∗-algebra by taking a
weakly left–resolving labeled space (E,L,B) and considering
a universal generating family of partial isometries and
projections. In this paper, we work on ideals for a labeled
graph C∗-algebra when the graph contains sinks. Using some
of the tools we build, we compute C∗(E,L,B) when E is a
finite graph.
1. Introduction. For many decades graphs have been used as a
tool to study a large class of C∗-algebras. In [15], Kumjian, Pask,
Raeburn and Renault defined the graph groupoid of a countable row–
finite directed graph with no sinks, and showed that the C∗-algebra
of this groupoid coincided with a universal C∗-algebra generated by
partial isometries satisfying relations naturally generalizing those given
in [5]. More recently several people have worked on generalizing these
results to arbitrary directed graphs, higher-rank graphs, and ultra–
graphs.
In the early 2000s, Tomforde introduced ultra–graph C∗-algebras.
Bates and Pask, in [1] introduced a new class of C∗-algebras called
C∗-algebras of labeled graphs. Later, in a series of papers (along with
Carlsen) they provided some classification of these algebras including
computation of K-theory. More recently, Jeong, Kang and Kim, in
[11], among other interesting results, they provided a characterization
for labeled graph C∗-algebra to be an AF algebra.
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A directed graph E = (E0, E1, s, r) consists of a countable set E0
of vertices and E1 of edges, and maps s, r : E1 → E0 identifying the
source (origin) and the range (terminus) of each edge. The graph is
row–finite if each vertex emits at most finitely many edges. A vertex
is a sink if it is not a source of any edge. A path is a sequence of edges
e1e2 . . . en with r(ei) = s(ei+1) for each i = 1, 2, . . . , n− 1. An infinite
path is a sequence e1e2 . . . of edges with r(ei) = s(ei+1) for each i.
For a finite path p = e1e2 . . . en, we define s(p) := s(e1) and
r(p) := r(en). For an infinite path p = e1e2 . . ., we define s(p) := s(e1).
We use the following notations:
E∗ :=
∞⋃
n=0
En, where En := {p : p is a path of length n}.
E∗∗ := E∗ ∪E∞, where E∞ is the set of infinite paths.
Several works have been done on labeled graph C∗-algebras with the
restriction that the graph has no sinks. In this paper, we will present
results on these algebras when the graph may have sinks. The paper
is organized as follows. In section 2, we develop some terminology for
labeled graphs. Then, in section 3, we briefly describe labeled graph
C∗-algebras. In section 4, after building the tools needed, we provide
the theorems that characterize ideals of labeled graph C∗-algebras and
finally describe the C∗-algebras for finite graphs with no loops or cycles.
2. Preliminaries. Let E = (E0, E1, s, r) be a directed graph and
let A be an alphabet. A labeling is a function L : E1 −→ A. Without
loss of generality, we will assume that A = L(E1). The pair (E, L) is
called a labeled graph.
Given a labeled graph (E, L), we extend the labeling function L
canonically to the sets E∗ and E∞ as follows. Using An for the set
of words of size n, L is defined from En into An as L(e1e2 . . . en) =
L(e1)L(e2) . . .L(en). Similarly, for p = e1e2 . . . ∈ E
∞, L(p) =
L(e1)L(e2) . . . ∈ A
∞.
Following tradition, we use L∗(E) :=
∞⋃
n=1
L(En), and L∞(E) :=
L(E∞).
ON LABELED GRAPH C∗-ALGEBRAS 3
For a word α = a1a2 . . . an ∈ L
n(E), we write
s(α) := {s(p) : p ∈ En, L(p) = α}
and
r(α) := {r(p) : p ∈ En, L(p) = α}.
Similarly for α = a1a2 . . . ∈ L
∞(E),
s(α) := {s(p) : p ∈ E∞, L(p) = α}.
Each of these sets is a subset of E0. The use of s and r for an
edge/path verses a label/word should be clear from the context.
A labeled graph (E, L) is said to be left–resolving if for each v ∈ E0,
the function L : r−1(v)→ A is injective. In other words, no two edges
pointing to the same vertex are labeled the same.
Let B be a non-empty subset of 2E
0
. Given a set A ∈ B we write
L(AE1) for the set {L(e) : e ∈ E1 and s(a) ∈ A}.
For a set A ∈ B and a word α ∈ Ln(E) we define the relative range
of α with respect to A as
r(A,α) := {r(p) : L(p) = α and s(p) ∈ A}.
We say B is closed under relative ranges if r(A,α) ∈ B for any A ∈ B
and any α ∈ Ln(E).
B is said to be accommodating if
(1) r(α) ∈ B for each α ∈ L∗(E)
(2) B is closed under relative ranges
(3) B is closed under finite intersections and unions.
If B is accommodating for (E,L), the triple (E,L,B) is called a
labelled space. For trivial reasons, we will assume that B 6= {∅}
A labeled space (E,L,B) is called weakly left–resolving if for any
A, B ∈ B and any α ∈ L∗(E)
r(A ∩B,α) = r(A,α) ∩ r(B,α).
We say (E,L,B) is non–degenerate if B is closed under relative
complements. A normal labeled space is accommodating and non–
degenerate.
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3. Labeled Graph C∗-algebras. Let (E,L,B) be a weakly left–
resolving labeled space. A representation of (E,L,B) in a C∗-algebra
consists of projections {pA : A ∈ B}, and partial isometries {sa : a ∈
A}, satisfying:
(1) For any A, B ∈ B, pApB = pA∩B, and pA∪B = pA+pB−pA∩B.
(2) For any a, b ∈ A, s∗asb = pr(a)δa,b.
(3) For any a ∈ A and A ∈ B, s∗apA = pr(A,a)s
∗
a.
(4) For A ∈ B with L(AE1) finite and A does not contain a sink,
we have
pA =
∑
a∈L(AE1)
sapr(A,a)s
∗
a.
The labeled graph C∗-algebra is the C∗-algebra generated by a universal
representation of (E,L,B). For a word µ = a1 · · · an, we write sµ to
mean sa1 · · · san .
Remark 3.1. Given A ∈ B. If a, b ∈ L(AE1), then
sapr(A,a)s
∗
a · sbpr(A,b)s
∗
b = δa,bsapr(A,a)s
∗
a. Moreover, pAsapr(A,a)s
∗
a =
sapr(A,a)pr(A,a)s
∗
a = sapr(A,a)s
∗
a. Therefore, for any finite subset S of
L(AE1) we have
pA ≥
∑
a∈S
sapr(A,a)s
∗
a.
The result of the following lemma is similar to results obtained for
graph C∗-algebras and other related algebras (see [14, Lemma 1.1] or
[9]).
One easily checks from the relations that s∗µsµ = pr(µ) and that
s∗νsµ = 0 unless one of µ, ν extends the other. In fact,
Lemma 3.2. Let µ, ν ∈ L∗(E). Then
s∗µsν =


pr(µ) if ν = µ
pr(µ)sγ if ν = µγ
s∗γpr(ν) if µ = νγ
0 otherwise
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This, in turn, gives us:
s∗µsν =


pr(µ) if ν = µ
sγpr(ν) if ν = µγ
pr(µ)s
∗
γ if µ = νγ
0 otherwise.
Proof. If µ = ν, then s∗µsν = s
∗
µsµ = pr(µ).
If ν = µγ, then s∗µsν = s
∗
µsµγ = s
∗
µsµsγ = pr(µ)sγ = sγpr(r(µ),γ) =
sγpr(µγ) = sγpr(ν).
If µ = νγ, then s∗µsν = s
∗
νγsν = (sνsγ)
∗sν = s
∗
γs
∗
νsν = s
∗
γpr(ν) =
pr(νγ)s
∗
γ = pr(µ)s
∗
γ .
Lastly, suppose µ = a1a2 . . . am, ν = b1b2 . . . bn, and neither µ nor
ν extends the other. This means ak 6= bk for some k ≤ min{m, n}.
We will assume that k is the smallest such index, that is, ai = bi for
i ≤ k − 1, but ak 6= bk. Then
s∗µsν = (sa1a2...ak−1ak...am)
∗sb1b2...bk−1bk...bn
= (sak...am)
∗(sa1a2...ak−1)
∗sb1b2...bk−1sbk...bn
= (sak...am)
∗pr(b1b2...bk−1)sbk...bn , since ai = bi, for i < k
= (sak...am)
∗sbk...bnpr(b1b2...an)
= s∗am . . . s
∗
ak
sbk . . . sbnpr(b1b2...an)
= 0 because ak 6= bk.

Using ǫ to denote the empty word, and L#(E) to denote L(E∗)∪{ǫ},
we find that
C∗(E,L,B) = span{sµpAs
∗
ν : µ, ν ∈ L
#(E) and A ∈ B}.
Here we use sǫ to mean the unit element of the multiplier algebra of
C∗(E,L,B).
In [12], they provided the a definition of “hereditary” subset of B.
We will restate it here; note that E may contain sinks.
Definition 3.3. For a subset H of B we say that H is hereditary if it
satisfies the following:
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(1) for any A ∈ H and for any α ∈ L∗(E), we have that r(A,α) ∈
H.
(2) A ∪B ∈ H whenever A,B ∈ H.
(3) If A ∈ H and B ∈ B with B ⊆ A, then B ∈ H.
Notice that, in addition to being closed under finite unions, H
is closed under arbitrary intersections. Moreover, when (E,L,B) is
normal, if A ∈ H and B ∈ B, then A \B ∈ H.
In the discussions to follow, we will assume that H does not contain
the empty set. Thus, we modify (1) of Definition 3.3 to: r(A,α) ∈ H,
whenever r(A,α) is non–empty.
4. Main results. We start with a proposition on sub-algebras of
C∗(E,L,B). This is an important result on its own, and we will be
using it to build the C∗-algebras of labeled graphs when the graphs are
finite graphs with no loops or cycles.
Proposition 4.1. Let (E,L,B) be a labeled space and let H be a
hereditary subset of B. Suppose also that ∀a ∈ A, either s(a) ∈ H
or ∀A ∈ H s(a) ∩ A = ∅. Then
I := span{sαpAs
∗
β : α, β ∈ L
#(E), A ∈ H}
is an ideal of C∗(E,L,B) which is Morita equivalent to
C := span{sαpAs
∗
β : s(α) ∈ H or α = ǫ,
s(β) ∈ H or β = ǫ, and A ∈ H}.
Proof. Let A ∈ H, B ∈ B, and let α, β, µ, ν ∈ L#(E). Then
sαpAs
∗
βsµpBs
∗
ν is either zero or is of the form sα′pCsν′ , where C ⊆ A
or C ⊆ r(A, γ), for some γ ∈ L∗(E); either way, C ∈ H. Moreover α′
extends α and ν′ extends ν (or they are equal). Thus I is an ideal.
Using a similar argument we see that
X := span{sαpAs
∗
β : s(α) ∈ H or α = ǫ, β ∈ L
#(E)}
is a right ideal of C∗(E,L,B).
To show that C is an algebra, let sαpAs
∗
β, sµpBs
∗
ν ∈ C then the
product (sαpAs
∗
β)(sµpBs
∗
ν) is zero unless β or µ extends the other.
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In that case, say β = µγ then sαpAs
∗
βsµpBs
∗
ν = sαpAs
∗
µγsµpBs
∗
ν =
sαpAs
∗
γpr(µ)pBs
∗
ν = sαpApr(β)pr(B,γ)s
∗
γs
∗
ν = sαpApr(β)pr(B,γ)s
∗
νγ =
sαpA∩r(β)∩r(B,γ)s
∗
νγ . Now, either ν = ǫ or s(νγ) ⊆ s(ν) ∈ H ⇒
s(νγ) ∈ H. In the case ν = ǫ, looking at pr(B,γ), either the product
is zero or B ∩ s(γ) 6= ∅ which implies that s(γ) ∈ H. Therefore
(sαpAs
∗
β)(sµpBs
∗
ν) ∈ C.
To show that XX ∗ = C, take sαpAs
∗
β , sµpBs
∗
ν ∈ X . Then sαpAs
∗
β ·
(sµpBs
∗
ν)
∗ = sαpAs
∗
β · sνpBs
∗
µ. This is zero unless β or ν extends
the other. In that case, say β = νγ, then sαpAs
∗
β · (sµpBs
∗
ν)
∗ =
sαpApr(ν)s
∗
γpBs
∗
µ = sαpApr(ν)pr(B,γ)s
∗
γs
∗
µ = sαpA∩r(ν)∩r(B,γ)s
∗
µγ . But
s(µγ) ⊆ s(µ) ∈ H ⇒ s(µγ) ∈ H, thus sαpA∩r(ν)∩r(B,γ)s
∗
µγ ∈ C. So
XX ∗ ⊆ C. If sαpAs
∗
β ∈ C, then sαpAs
∗
β = (sαpAs
∗
ǫ )(sβpAs
∗
ǫ )
∗ ∈ XX ∗.
That is, C ⊆ XX ∗. Therefore, XX ∗ = C. Similarly, X ∗X = I 
Definition 4.2. Let (E,L,B) be any labeled space. We call a non
empty element A of B a minimal sinks set if A ⊆ E0sink and for any
B ∈ B either A ⊆ B or A ∩B = ∅.
Corollary 4.3. For a labeled space (E,L,B), let A ∈ B be a minimal
sinks set. Then,
IA = span{sαpAs
∗
β : α, β ∈ L
#(E)}
is a closed two sided ideal of C∗(E,L,B), which is isomorphic to
K(ℓ2(L∗(A))), where L∗(A) := {α : α ∈ L∗(E) and r(α) ⊇ A, or α =
ǫ}.
Proof. Notice that the singleton set H = {A} is hereditary, thus IA
is a two sided ideal. If α, β, µ, ν ∈ L#(E), using Lemma 3.2,
sαpAs
∗
β · sµpAs
∗
ν =


sαpApr(β)pAs
∗
ν if β = µ
sαpAsγpr(β)pAs
∗
ν if β = µγ
sαpApr(µ)s
∗
γpAs
∗
ν if µ = βγ
0 otherwise.
However, sαpApr(β)pAs
∗
ν = sαpA∩r(β)s
∗
ν = sαpAs
∗
ν , if r(α), r(β), r(ν) ⊇
A; otherwise sαpApr(β)pAs
∗
ν = 0.
sαpAsγpr(β)pAs
∗
ν = sαsγpr(A,γ)pr(β)pAs
∗
ν = 0, since A ⊆ E
0
sink. Simi-
larly, sαpApr(µ)s
∗
γpAs
∗
ν = sαpApr(µ)pr(A,γ)s
∗
γs
∗
ν = 0.
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Thus, {sαpAs
∗
β : r(α), r(β) ⊇ A, α = ǫ, or β = ǫ} forms a set of matrix
units. Therefore, IA ∼= K(ℓ
2(L∗(A))). 
We take a short pause to look at a couple of examples; one labeled
graph with two labeled spaces.
Example 4.4. Consider the labeled graph:
u
a
 a // v
Let B1 = {{u, v}, ∅}. (E,L,B1) is a normal labeled space. Recall that
pAsα = sαpr(A,α) and s
∗
αpA = pr(A,α)s
∗
α. In this case, for A = {u, v}
and any word α = aa . . . a, since r(A,α) = A, we get pAsα = sαpA
and s∗αpA = pAs
∗
α. Therefore, if n > m, s
n
apA(s
∗
a)
m = sna(s
∗
a)
mpA =
sn−ma pr(am)pA = s
n−m
a pA. If n = m, s
n
apA(s
∗
a)
m = sna(s
∗
a)
mpA = pA.
And if n < m, snapA(s
∗
a)
m = pAs
n
a(s
∗
a)
m = pApr(an)(s
∗
a)
m−n =
pA(s
∗
a)
m−n. Therefore, C∗(E,L,B1) = span{s
k
apA, pA, pA(s
∗
a)
k : k ∈
N} ∼= C(T). In this example, E0sink /∈ B1.
Now, let B2 = {{u}, {v}, {u, v}, ∅}. (E,L,B2) is also a normal la-
beled space. For A = {v}, IA = span{sαpAs
∗
β : α, β ∈ L
#(E)} =
span{snapA(s
∗
a)
m : n,m ∈ N ∪ {0}} ∼= K(ℓ2(N)) is an ideal of
C∗(E,L,B2). Since p{u,v} = p{u} + p{v}, the C
∗-algebra is generated
by {snap{u}(s
∗
a)
m, snap{v}(s
∗
a)
m : n.m ∈ N ∪ {0}}.
For n,m, k, l ∈ N ∪ {0}, we will compute snap{u}(s
∗
a)
m · skap{u}(s
∗
a)
l.
If m = k,
snap{u}(s
∗
a)
m · skap{u}(s
∗
a)
l = snap{u}pr(am)p{u}(s
∗
a)
l
= snap{u}p{u,v}p{u}(s
∗
a)
l
= snap{u}(s
∗
a)
l.
If m > k,
snap{u}(s
∗
a)
m · skap{u}(s
∗
a)
l = snap{u}p{u,v}pr({u},am−k)(s
∗
a)
m−k(s∗a)
l
= snap{u}(s
∗
a)
l+m−k.
Similarly, (taking the adjoint), if m < k,
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snap{u}(s
∗
a)
m · skap{v}(s
∗
a)
l = sn+k−ma p{u}(s
∗
a)
l.
Thus, {snap{u}(s
∗
a)
m} is a set of matrix units. Therefore,
span{snap{u}(s
∗
a)
m : n,m ∈ N ∪ {0}} ∼= K(ℓ2(N)).
Next we will compute snap{u}(s
∗
a)
m · skap{v}(s
∗
a)
l.
If m = k,
snap{u}(s
∗
a)
m · skap{v}(s
∗
a)
l = snap{u}p{u,v}p{v}(s
∗
a)
l = 0.
If m > k,
snap{u}(s
∗
a)
m · skap{v}(s
∗
a)
l = snap{u}p{u,v}pr({v},am−k)(s
∗
a)
m−k(s∗a)
l
= 0, since pr({v},am−k) = 0.
Similarly, if m < k, snap{u}(s
∗
a)
m · skap{v}(s
∗
a)
l = 0.
This gives us
C∗(E,L,B2) ∼= span{s
n
ap{u}(s
∗
a)
m} ⊕ span{snap{v}(s
∗
a)
m}
∼= K(ℓ2(N))⊕K(ℓ2(N)).
Next we will write out the C∗-algebra of a finite labeled graph when
the graph has no loops or cycles. This characterization is similar to
[14, Corollary 2.3] for a finite directed graph with no loops. In the
proposition, we will assume that E0sink ∈ B and that (E,L,B) is normal.
Afterwards, with the help of examples, we will see the significance of
these assumptions.
Proposition 4.5. Let E be a finite graph with no loops (or cycles).
Suppose also that E0sink ∈ B, where (E,L,B) is a normal labeled space.
For each x ∈ E0sink compute Ax = ∩x∈AA. Let V = {Ax : x ∈ E
0
sink} .
Then
C∗(E,L,B) ∼=
⊕
V ∈V
MnV +1(C),
where nV = the number of words α with V ⊆ r(α).
Proof. When x ∈ E0sink then Ax = ∩x∈AA is a finite intersection
of elements of B, hence is in B, moreover Ax ⊆ E
0
sink. The collection
V = {Ax : x ∈ E
0
sink} is a finite collection of mutually disjoint members
of B. Also, if V ∈ V and B ∈ B either V ⊆ B or V ∩ B = ∅. Then by
Corollary 4.3, each V ∈ V gives us an ideal IV of C
∗(E,L,B).
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Now, let α, β ∈ L#(E) and A ∈ B. Write A = A1 ∪ C1, where
C1 = A ∩ E
0
sink and A1 = A \ C1.
Then sαpAs
∗
β = sαpA1s
∗
β + sαpC1s
∗
β. Notice that C1 is a disjoint union
of elements of V , thus sαpC1s
∗
β =
∑
V ∈V,V⊆C1
sαpV s
∗
β.
Moreover sαpA1s
∗
β =
∑
a∈L(A1E1)
sαapr(A1,a)s
∗
βa =
∑
a∈L(AE1)
sαapr(A,a)s
∗
βa.
For each a ∈ L∗(AE1) write r(A, a) = A2 ∪ C2, where
C2 = r(A, a) ∩ E
0
sink and A2 = r(A, a) \ C2. Then
sαapr(A,a)sβa = sαapA2sβa + sαapC2s
∗
β . This implies sαapA2sβa =∑
ab∈L(AE2)
sαabpr(A,ab)s
∗
βab, and sαapC2s
∗
βa =
∑
V ∈V,V⊆C2
sαapV s
∗
βa.
Since E is a finite graph with no loops, repeating this process will
eventually give us sαpAs
∗
β as a sum of elements of the form sαγpV s
∗
βγ
where V ∈ V . For each V ∈ V there are nV distinct words α in
L∗(E) with r(α) ⊇ V , adding 1 for the empty word ǫ, we get that
IV ∼= Mnv+1(C). For U, V ∈ V , sαpUs
∗
β · sµpV s
∗
ν = 0 unless U = V ,
hence the direct sum. 
In the next, rather trivial, example we, once again, see the signifi-
cance of having E0sink in B.
Example 4.6. Consider the labeled graph:
v
u
a
//
a
>>⑥⑥⑥⑥⑥⑥⑥⑥
w
b
// x
Notice that r(a) = {v, w}, r(ab) = {x}, and E0sink = {v, x}. The
smallest normal labeled space (E,L,B1) containing these sets has
B1 = {{v, w}, {x}, {v, w, x}, {w}, {v}, ∅}. Using Proposition 4.5, we
get C∗(E,L,B1) = M2(C) ⊕ M3(C). On the other hand, if B2 ∼=
{{x}, {v, w}, {v, w, x}, ∅}, which still makes a normal labeled space, it
is not difficult to see that C∗(E,L,B2) ∼=M3(C).
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Example 4.7. Consider the labeled graph:
v
b
  ❆
❆❆
❆❆
❆❆
❆
u
a
// w
b
// x
Notice that r(a) = {w}, r(ab) = {x}, and E0sink = {x}. Consider
B = {{v, w}, {w}, {x}, ∅}, (E,L,B) is a labeled space (not normal). It
is not difficult to see that C∗(E,L,B) = M3(C). If we attempt to
make this space normal by adding {v} into B, the resulting set would
not make (E,L,B) weakly left–resolving.
Remark 4.8. The next natural question would be “can one normalize
a labeled space?” More precisely, given a labeled space (E,L,B1)
is there a normal labeled space (E,L,B2) such that C
∗(E,L,B1) ∼=
C∗(E,L,B2)?
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