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Investigation of the Pool Boiling Heat Transfer Enhancement of Nano-
Engineered Fluids by means of High-Speed Infrared Thermography 
 
By 
Craig Douglas Gerardi 
Abstract 
 
A high-speed video and infrared thermography based technique has been used to obtain 
detailed and fundamental time- and space-resolved information on pool boiling heat 
transfer.  The work is enabled by recent advances in heat transfer diagnostics and 
motivated by increased interest in the enhancement of heat transfer for applications such 
as micro-electronics, space heat-transfer systems, and advanced nuclear reactors.  This 
study critically examined the fundamental processes occurring during nucleate boiling, 
critical heat flux, and rewetting on thin-film heating elements.  A significant focus of the 
work was to investigate and explain the modification of these heat transfer phenomena 
through the addition of silica and diamond nanoparticles to the working fluid. 
 
Bubble departure diameter and frequency, growth and wait times, and nucleation site 
density were measured for every nucleation site during nucleate pool boiling at multiple 
superheats.  The data were compared with decades-old and poorly-validated models and 
correlations, and were used to evaluate the relative contribution of the superheated liquid 
layer and microlayer evaporation to bubble growth.  Deterioration in nucleate boiling 
heat transfer of water-based nanofluids was observed.  It was determined that a reduction 
in the static contact angle, caused by nanoparticle deposition on the surface during 
boiling, created a larger energy barrier for nucleation, which in turn reduced bubble 
departure frequency and nucleation density, thus resulting in a reduced heat transfer 
coefficient. 
 
Critical heat flux enhancement in nanofluids of up to 100% was experimentally observed.  
The cause of this enhancement was determined to be the decreased static contact angle of 
nanofluid boiled surfaces.  The increased wettability modified the growth of bubbles 
prior to CHF and promoted rewetting of hotspots at CHF. 
 
In parallel quenching tests, rewetting temperatures and velocities were simultaneously 
measured for the first time.  Surfaces that had been pre-boiled in nanofluids were found 
to have significantly higher rewetting temperatures and velocities than clean surfaces. 
 
Interpretation of the experimental data was conducted with consideration of the 
governing surface parameters and existing models.  It was found that there is significant 
room for improvement of most pool boiling models, especially with regard to surface 
effects.  The research performed in this thesis help demonstrate the power of the infrared 
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Chapter 2 – Experimental facilities 
 
A  area [m2] 
a  thickness [m] 
Cp  heat capacity [J/kg-K] 
f  frequency [Hz] 
f  volume of DI water needed for dilution [L] 
g  gravity constant (9.81) [m/s2] 
Gr  Grashof number [dimensionless] 
h  heat transfer coefficient [W/m2K] 
k  thermal conductivity [W/m-K] 
L  characteristic length [m] 
L  distance [m] 
ℓ  length [m] 
n  volume of concentrated nanofluid [m3] 
Nu  Nusselt number (hL/k) [dimensionless] 
P  perimeter [m] 
q”  heat flux [W/m2] 
Ra  Rayleigh number [dimensionless] 
SRa  surface mean-roughness [m] 
T  temperature [°C] 
t  time [s] 
T  transmittance (%) 
U  overall heat transfer coefficient [W/m2K] 




α  thermal diffusivity [m2/s] 
β  coefficient of expansion [K-1] 
ν  kinematic viscosity [m2s-1] 
ρ  density [kg/m3] 
σ  surface tension [N/m] 
φ  volumetric fraction of particles 




0  initial 
0  surface 
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0.1  temperature wave diminished by 90% 
∞  bulk 
ITO  Indium-tin-oxide 
l  liquid 
NC  natural convection 
nf  nanofluid 
p  particle 
s  surface 
sapphire sapphire 





Chapter 3 – Nucleate boiling 
 
A  area [m2] 
a  area of bubble influence [m2] 
Ar  Archimedes number [dimensionless] 
B  constant in expression for bubble diameter (1.55 for water) 
B2  bubble growth parameter [m2/s] 
c  constant [dimensionless] 
cM  constant [dimensionless] 
C  constant = 1.5x10-4 for water [dimensionless] 
Cp  heat capacity [J/kg-K] 
C  integration constant 
Cd  drag coefficient [dimensionless] 
Csf  constant for surface fluid term in Rohsenow correlation 
D*  minimum bubble diameter for real bubble growth [m] 
f  bubble departure frequency [Hz] 
F  force [N] 
F’d,t  shear force due to growth of neighboring bubbles [N] 
fT  fluctuation frequency [Hz] 
g  gravity constant (9.81) [m/s2] 
Gr  Grashof number [dimensionless] 
h  heat transfer coefficient [W/K-m2] 
hfg  latent heat of vaporization [J/kg] 
I   current [A] 
Ja  Jacob number [dimensionless] 
k  thermal conductivity [W/m-K] 
kb  Boltzmann constant [J/K] 
ℓ  length [m] 
L  equivalent length [m] 
L  length [m] 
ℓt  Rayleigh-Taylor instability wavelength [m] 
m  mass [kg] 
M  molecular weight [kg/kmol] 
m1  exponent varies between 4 and 6 [dimensionless] 
N constant, fluid dependent (n=1, n=1.7 for water and organic fluid 
respectively) in Rohsenow correlation 
NSD  Nucleation site density [#sites/m2] 
NT total number of nucleation sites  
Nu  Nusselt number [dimensionless] 
P  absolute pressure [Pa] 
p  pitch [m] 
Pr  Prandtl number [dimensionless] 
Q  power [W] 
q"  heat flux [W/m2] 
r  radius [m] 
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R  resistance [Ω] 
R*  universal gas constant [J/mol-K] 
R+ dimensionless bubble radius 
Ra  Rayleigh number [dimensionless] 
Rinf  half of the average center-to-center nucleation site spacing [m] 
SRa  surface mean-roughness [m] 
T  temperature [K] 
t  time [s] 
t+ dimensionless time 
u  velocity [m/s] 
v  velocity [m/s] 
vl  volumetric growth rate of bubble [m3/s] 
V  time averaged volume [m3] 
V  voltage [V] 
'V   volume-averaged fluctuation velocity [m/s] 
'V   time and volume averaged fluctuation velocity [m/s] 
V1cm  center of mass bubble velocity at the moment of detachment [m/s] 
V21d  tangential velocity in the boundary layer [m/s] 




α  thermal diffusivity [m2/s] 
β  coefficient of expansion [K-1] 
β surface parameter [dimensionless] 
γ  constant in transient conduction heat flux [dimensionless] 
δ  boundary layer thickness [m] 
δ microlayer thickness [m] 
θ contact angle [degrees] 
θ expression in nucleation site density correlation [dimensionless] 
θ0 angle between bubble axis and the wall [rad] 
μ  dynamic viscosity [Pa-s] 
ν  kinematic viscosity [m2s-1] 
ρ  density [kg/m3] 
σ  surface tension [N/m] 
φ  angle between the flow direction and upwards-directed vertical [rad] 
φ vapor content of the liquid boundary layer [dimensionless] 





1φ  single-phase  
b  bubble 
b  buoyancy 
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c  cold spot 
c  convection 
c  critical 
CHF  critical heat flux 
cr  critical 
cycle  bubble cycle 
cycle  cycle 
d  departure 
d  drag 
d  dry area 
d  dryout 
e  evaporation 
evap  evaporation 
f  fluid phase 
form  form 
g  growth 
g  vapor phase 
heated  heated 
hemi  end of hemispherical bubble growth and transition to spherical growth 
K  Kolev 
lift  lift 
ME  microlayer evaporation 
min  minimum 
n  normal 
n  nucleation site number 
NC  natural convection 
q  quenching 
R  thermal boundary layer re-formation 
sat  saturation 
shunt  shunt 
t  tangential 
t  total 
tot  total 
turb  turbulent 
vapor  vapor 
w  wait 
w  wall 






Chapter 4 – Critical Heat Flux 
 
a  heater thickness [m] 
A  area [m2] 
C  constant [dimensionless] 
CE  Ergun coefficient [dimensionless] 
Cp  specific heat capacity [J/kg-K] 
D  diameter [m] 
D  liquid flow distance [m] 
f  camera capture frequency [Hz] 
F  force per unity length [N/m] 
g  gravitational acceleration [m/s2] 
H  height [m] 
hfg  latent heat of vaporization [J/kg] 
I  current [A] 
j  superficial vapor velocity [m/s] 
k  thermal conductivity [W/m-K] 
K  constant dependent on contact angle [dimensionless] 
K  permeability of the wicking structure [dimensionless] 
L’  characteristic dimension [m] 
pres  camera pixel resolution [pixels/mm] 
P  power [W] 
q”  heat flux  [W/m2] 
ql  heat flux due to evaporation per unit area [W/m2] 
R  resistance [Ω] 
S  thermal activity [J/m-K-s1/2] 
t  time [s] 
t  heated thickness [μm] 
T  temperature [K] 
U  velocity [m/s] 




α  temperature coefficient of resistance [Ω/Ω-K] 
α  thermal diffusivity [m2/s] 
β  dynamic receding contact angle [degrees] 
δ  macrolayer thickness [m] 
ε  porosity [dimensionless] 
θ contact angle [degrees] 
κ coefficient of proportionality between radius of curvature of liquid 
meniscus and capillary length 
λ  Rayleigh-taylor instability wavelength [m]  
ℜ   radius of curvature of liquid meniscus [m] 
μ  dynamic viscosity [Pa-s] 
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ρ  density [kg/m3] 
σ  surface tension [N/m] 
τd  hovering time of mushroom-shaped bubble [s]   




0  reference value 
1  bottom of bubble 
2  top of bubble 
avg  average 
b  bubble 
b  bare 
br  porous cavity 
c  coated 
CHF  critical heat flux 
cr  critical 
e  equivalent 
g  vapor 
G  gravitational 
hot  hotspot 
l   liquid 
M  momentum due to evaporation 
S  surface tension 





Chapter 5 – Rewetting Phenomena 
 
Bi  Biot number (hL/k) 
Cp  specific heat capacity [J/kg-K] 
f  camera capture frequency [Hz] 
h  heat transfer coefficient of wetted area [W/m2] 
k  thermal conductivity [W/m-K] 
L  characteristic length [m] 
pres  camera pixel resolution [pixels/mm] 
q"  heat flux [W/m2] 
T  temperature [°C] 
t  time [s] 




ξ  ratio of liquid and wall thermal effusivities [dimensionless] 




c  critical 
f  fluid 
heater  heater 
int  interface 
l  liquid 
max  maximum 
rew  rewetting temperature 
sat  saturated 
surf  surface 
v  vapor 






Appendix D –  Nanoparticle fluid/interface structure 
 
a  distance between particles [a] 
b  diffusion weighting term [s/m2] 
B  magnetic field strength [G] 
d  diameter [m] 
D  diffusion coefficient [m2/s] 
D*   apparent diffusion coefficient [m2/s] 
E  attenuation [dimensionless] 
g  magnetic field gradient [G/cm] 
I  intensity [dimensionless] 
k  thermal conductivity [W/m-K] 
kB  Boltzmann’s constant [J/K] 
M  magnetization [dimensionless] 
M  molecular mass [kg/mol] 
NA  Avogadro’s number [mol-1] 
P  population [dimensionless] 
p*  apparent fractional contribution to water population [dimensionless] 
p1  fitting parameter [dimensionless] 
q  wavenumber [m-1] 
R  radius 
r  radius [m] 
S  signal [dimensionless] 
SA  surface area sample [m2/g] 
T  temperature [K] 
t  time [s] 
T1  longitudinal relaxation time [s] 





φ  volume fraction [dimensionless] 
x  mass fraction [dimensionless] 
β  ratio of ordered layer thickness to particle radius [dimensionless] 
γ  gyromagnetic ratio [rad/G] 
Δ  diffusion time [ms] 
δ  gradient length [ms] 
μ  viscosity [Pa-s] 
ρ  density [kg/m3] 
τ  exchange time [s] 
τ  wait period [s] 





0  initial (g=0) 
A  population A (free water) 
B  population B (bound water) 
bound  bound 
e  effective 
f  fluid 
free  free 
H2O  water molecule 
Maxwell Maxwell-Garnett (MG) thermal conductivity 
nanofluid nanofluid 
p  nanoparticle 
water  water 

















The objective of the present work is to develop a systematic method for investigating heat 
transfer processes in pool boiling.  In particular, the boiling characteristics of nanofluids 
are explored in a systematic fashion.  This work is part of a larger research effort of 
nanofluid investigation at MIT, with the following primary objectives: 
 
Objective 1. Prepare stable and well defined nanofluids 
Objective 2. Characterize properties of the nanoparticles used in nanofluids, thermo-
physical properties of nanofluids and surfaces modified through 
nanofluid boiling 
Objective 3. Investigate the single phase and two-phase heat transfer properties of 
nanofluids 
Objective 4. Explore and recommend the possible applications of nanofluids to real-
world systems, particularly nuclear reactors  
 
This thesis focuses on the two-phase heat transfer properties of nanofluids (Objective 3).  





Motivated by recent advances in heat transfer diagnostics and interest in heat transfer 
enhancement techniques, investigations of fundamental boiling processes have received 
increasing attention in the past decade.  Boiling heat transfer research has been further 
fueled by recent advances in micro-electronics, space heat-transfer applications, and the 
renewed interest in advanced nuclear reactor concepts.  Significant modeling and 
experimental boiling heat transfer research was carried out in the 1960s and 1970s.  
These efforts never stopped, but by the 1980s, the existing models and theories were able 
to sufficiently describe most macroscopic boiling processes enabling safe operation of 
innumerable heat transfer systems large and small (Dhir, 1998).  These early models 
made a number of simplified assumptions and were rarely supported with systematic 
experimental evidence.  Recent worldwide interest in developing smaller, safer, and less 
expensive nuclear power plants, and advances in decreasing the size of electronic 
components has made improved heat removal on all scales extremely important.  
Increased need for powerful electronics for space-applications that have significant by-
product heat has made a deeper understanding of low-g heat transfer critical.  Thus, all of 
these developments coupled with the availability of new diagnostics for heat transfer 
applications, has spurred new interest in fundamental boiling processes. 
 
1.1.1 Nuclear Power 
 
The nuclear energy industry and research community is perpetually working toward 
increasing the power density, efficiency, reliability and safety of currently operating 
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nuclear reactors.  These goals, along with reduction of radioactive waste production and 
increased proliferation resistance guide advanced reactor design today.  The primary 
constraint in the design of nuclear reactor thermal hydraulics and safety systems is 
departure from nucleate boiling (DNB).  The rapid escalation in fuel rod temperature 
caused by DNB can destroy the cladding and release dangerous fission products.  
Increasing the design limit of DNB, also known as the critical heat flux (CHF), enables 
increasing reactor power density and safety margins.  The two most likely candidates for 
increasing the design limit are: 
 
1. Developing more complete, mechanistic models for the phenomena that occur at 
CHF, which enables increased confidence in the actual CHF limit and allows for 
reduction in engineering “safety factors” 
2. Physically increasing CHF through modification of flow conditions, heated 
surfaces, coolants, or a combination of these characteristics 
 
This study aims at improving the current understanding of both the fundamental boiling 
phenomena and nano-engineered coolants (nanofluids) used for CHF enhancement.  It 
develops a comprehensive set of diagnostic methods for probing the fundamental 
processes occurring during nucleate boiling, CHF and rewetting. 
 
One method for increasing CHF is by using engineered heated surfaces, or coolants.  
Engineered colloids incorporating nano-size particles in common fluids, also known as 
nanofluids (Choi, 1995), have shown promise for use as advanced engineered coolants 
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for heat transfer systems (Das et al., 2006) over the past decade.  Buongiorno et al. (2008) 
presented the potential application of nanofluids in nuclear reactors, particularly as a 
primary coolant for a Pressurized Water Reactor (PWR), a safety injection coolant for 
Emergency Core Cooling Systems (ECCS), and as a reactor cavity coolant for flooding in 
an in-vessel retention (IVR) scenario.  While the application of nanofluids as a primary 
coolant may be limited by the constraints imposed by carefully controlled chemistry and 
harsh radiation environment of nuclear reactors, there is great promise in reactor safety 
systems, which are, to a first approximation, decoupled from the operational constraints 
of the primary coolant.  Nanofluids have consistently (You et al., 2003; Buongiorno et 
al., 2008) shown enhancement of CHF in pool and flow boiling systems (by as much as a 
factor of three).  Experiments conducted at the author’s laboratory at MIT showed that 
nanoparticle deposition due to boiling was the primary cause of CHF enhancement in 
nanofluid pool (Kim et al., 2006) and flow (Kim et al., 2008) boiling.  The change in the 
heat surface chemistry and morphology is the anticipated mechanism for CHF 
enhancement. 
 
Following a loss of coolant accident (LOCA) in a nuclear reactor, which results from a 
rupture in the pressure boundary of the primary coolant system (PCS), the high-pressure 
coolant rapidly evacuates the system.  Only vapor is present in the core region, which 
rapidly reduces heat removal.  Even if the reactor has been shutdown, decay heat and 
stored energy in the core still need to be removed.  In order to prevent the fuel from 
melting and the cladding from being severely oxidized, the emergency core cooling 
system (ECCS) responds by injecting cold water into the core region.  Since the cladding 
is at a very high temperature at the the time of injection, the injected emergency coolant 
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does not immediately wet the clad as the core is being flooded.  However, clad rewetting 
is essential for effective heat removal.  An understanding of the rewetting process is 
crucial for proper modeling and design of the ECCS.  Also, developing methods to 
increase the temperature at which rewetting occurs and the velocity of the rewetting front 
can greatly improve the performance of ECCS.  Nanofluids have shown great promise 
(Park et al., 2004; Kim et al., 2008a) for increasing the speed and temperature of 
rewetting after multiple rewetting events.  Buongiorno et al. (2008) showed use of 
nanofluids in the ECCS accumulators and safety injection could increase the peak-
cladding temperature margins for a reactor at nominal power, or maintain the margins in 
uprated cores as long as the nanofluids had improved rewetting characteristics. 
 
1.2 Objectives of this work 
 
The goal of this study was to develop and demonstrate a fundamental and systematic 
method for investigating pool boiling.  It provides a framework for detailed investigation 
into the basic heat transfer processes occurring at the solid-liquid-vapor contact point in 
nucleate boiling, critical heat flux, and rewetting phenomenon.  A significant focus of the 
work was to investigate and explain the alteration of these heat transfer phenomena 




This focus of this work was to contribute to the current state of knowledge regarding 
nucleate pool boiling, critical heat flux, and rewetting, as summarized below and 
demonstrated in the remainder of this thesis dissertation. 
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1.3.1 Nucleate boiling 
 
One of the most significant unanswered questions regarding nucleate boiling is: what 
fuels bubble growth once bubble nucleation has occurred at a micro-cavity?  This study 
explores this question, and showed that the infrared technique can be used to directly 
quantify the amount of energy transferred through evaporation of the microlayer beneath 
a growing bubble.  It also found strong evidence to indicate that the primary energy 
source for bubble growth is the superheated liquid layer surrounding the bubble.   
 
Deteriorated nucleate boiling heat transfer in water-based nanofluids was observed.  It 
was determined that a reduction in the static contact angle due to nanoparticle deposition 
on the surface during boiling created a larger energy barrier for nucleation, thus reducing 
bubble departure frequency and nucleation site density, which directly corresponds to a 
reduction in heat transfer. 
 
1.3.2 Critical heat flux 
 
The mechanism for the transition from stable, highly efficient, nucleate boiling to film 
boiling and the resultant surface temperature escalation, known as burnout, has been 
heavily researched but is still without a consensus explanation.  This work provides a 
unique insight into the phenomenon at work on the surface at the moment of critical heat 
flux.  Dryout areas were seen to initiate beneath nucleation sites and merge to become 
large, growing hotspots that eventually caused heater destruction.   
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Critical heat flux enhancement in nanofluids of up to 100% was found experimentally, 
and clear differences in hotspot growth were observed between water and nanofluids.  
The cause of this enhancement was determined to be the decreased static contact angle of 
nanofluid boiled surfaces.  The increased wettability modified the growth of bubbles 
prior to CHF and promoted rewetting of hotspots at CHF.  
 
1.3.3 Rewetting (quenching) 
 
The velocity, temperature, and behavior of a rewetting front are important parameters in 
understanding the mechanisms of fluid quenching processes.  This work developed a 
method to make direct visual observations along with time and space resolved 
temperature measurements of the rewetting front.  The rewetting temperature and 
velocity on surfaces that had been pre-boiled in nanofluids were found to be significantly 
higher than for clean surfaces.   
 
1.4 Organization of this work 
 
Chapter 2 provides an overview of the experimental facility and supporting equipment 
used in this work.  Descriptions of the test fluids used and their properties are included.  
Characterization of the heating element surfaces modified through boiling in nanofluids 




Chapter 3 describes the experimental setup for and results from the systematic study of 
nucleate boiling.  These results are analyzed in detail to explain bubble growth and the 
differences between water and nanofluid nucleate boiling. 
 
Chapter 4 presents the experimental setup for and results from the study on the critical 
heat flux.  The results are used to examine the mechanism for critical heat flux initiation, 
and explain the differences between hotspot phenomenon in water and nanofluids. 
 
Chapter 5 describes the experimental setup for and results from a study on rewetting 
phenomena.  Differences are discussed between clean and fouled-surface rewetting. 
 
Finally, in Chapter 6, this body of work is summarized, with the major conclusions 
highlighted.  Avenues that should be explored in future work are recommended. 
 
Appendix A includes analysis on the heat dissipation in the heater surface beneath 
nucleation events.  Appendix B contains detailed information on the distribution of the 
various bubble parameters analyzed in Chapter 3 of this work.  Appendix C introduces 
controlled modification surfaces by use of nanoparticle thin films, and analyzes the 
boiling properties of these surfaces.  Appendix D discusses an investigation that was 












This Chapter describes a pool boiling facility that was designed to provide a detailed, 
fundamental understanding of boiling processes.  The capabilities of this facility, 
including the specifications of the major pieces of equipment, are discussed.  The types of 
test fluids used, along with their properties are presented.  Modeling of the heating 
element was completed to validate the use of the simplified assumptions made in the 
remainder of this thesis.  Post-test characterization of the heating elements is discussed.  
The results of the characterization will be used in the remainder of this thesis to explain 
the differences between water and nanofluid boiling properties. 
 
2.1 Pool boiling experimental facility description and 
capabilities 
 
An adaptable pool boiling facility (PBF) was used to perform experiments to investigate 
nucleate boiling, critical heat flux (CHF), and rewetting in de-ionized (DI) water and 
water-based nanofluids.  Prior to experiment intiation, the working fluid was degassed by 
maintaining saturated boiling conditions for over one hour and by pre-heating the surface 
to just below the onset of nucleate boiling for ten minutes.  The experiments were 
performed using vapor-deposited thin films which were electrically heated.  High-speed 
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infrared (IR) and visible cameras simultaneously observed the heat transfer phenomenon 
occurring on the heater surface.   
 
A schematic of the pool boiling facility is shown in Figure 2.1, and a photograph of the 
facility in Figure 2.2.   An aluminum test cell sits in an isothermal bath equipped with an 
electric heater.  The test cell contains either DI water or a nanofluid.  The isothermal bath 
is used to bring the entire facility up to the saturation temperature of water (100°C), or 
other desired temperature, prior to the start of each experiment.  The bath maintains the 
facility temperature throughout the duration of each experiment.  Loss of the fluid in the 
test cell through evaporation is minimized by maintaining a quasi-seal on the top of the 
test cell, and allowing for condensation on the inner lid of the test cell.  The seal prevents 
most steam leakage, but is loose enough to keep the test cell at atmospheric pressure.  A 
top and bottom view of the facility is included in Figure 2.3.  Photographs of the inner 
vessel (test cell) are included in Figure 2.4.  Drawings of the outer bath, test cell, and 
bottom flange of the test cell (highlighting the viewing port) are included in Figure 2.5, 
Figure 2.6, and Figure 2.7, respectively. 
 
A thin film heating element made of Indium-Tin-Oxide (ITO) was directly heated by 
passing a DC current through it, i.e. by Joule heating.  Boiling occurred on the upward 
facing side of this film.  Substrates made out of either sapphire or borosilicate were used 
to provide mechanical stability for the heater.  To record the temperature distribution on 
the heater surface an IR high-speed camera was used to measure IR intensity.  For certain 
experiments, simultaneous high-speed video (HSV) was taken with a high-speed digital 
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imaging system.  A function generator produced a transistor-transistor logic (TTL) pulse 
at 480-500 Hz which triggered both cameras to simultaneously record an image allowing 
the synchronization of both cameras’ image sequences.   
 
A custom hybrid hot mirror (dichroic) was placed directly below the heater which reflects 
the IR (3-5 μm) spectrum to the IR camera and transmits the visible (400-700 nm) 
spectrum.  The mirror is termed “hot” because it is designed to reflect the IR spectrum, 
while “cold” mirrors transmit the IR spectrum.  The visible spectrum that passes through 
the hybrid hot mirror is then reflected by a silver-coated mirror to the HSV system.  Thus, 
both cameras image the area of interest from the same point of view.  The sapphire 
substrate is transparent to both the IR and visible spectrums.  The IR camera used was a 
SC 6000 from FLIR Systems, Inc.  The HSV system was a Phantom v7.1 from Vision 
Research. 
 
The ITO heating element is sealed by using silicone gel, effectively turning the sealed 
heater into a window on the bottom surface of the inner vessel.  The silver electrodes of 
the ITO heating element are mechanically and electrically attached to electrode wires by 
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Figure 2.3: Photographs of PBF showing (left) bottom and (right) top views of entire assembly 
(without lid) 
 
   
  (a)    (b)    (c) 
Figure 2.4: Photographs of the inner vessel (test cell) of PBF showing (a) side, (b) bottom and (c) top 













Figure 2.5: Drawing of outer vessel with dimensions (inches) 
 
Figure 2.6: Drawing of test cell with dimensions (inches) 
 50 
 
Figure 2.7: Drawing of bottom flange of test cell including viewing port with dimensions (inches) 
 
2.1.1 Heating element design 
 
A thin film made of Indium-Tin-Oxide (ITO) was resistively heated.  Boiling occurred on 
the upward facing side of this film which had an exposed area of 30x10 mm2, and was 
0.7 µm thick.  A schematic and photograph of the heating element is included in Figure 
2.8.  
 
The ITO was vacuum deposited onto either sapphire or D263 borosilicate substrates.  
Sapphire substrates that were 0.4mm thick were used for nucleate boiling (Chapter 3) and 
CHF (Chapter 4) experiments.  Borosilicate substrates that were 0.16mm thick were used 
for rewetting (Chapter 5) experiments.  Sapphire substrates that were 1.0mm thick were 
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used for nucleate boiling tests from nano-engineered surfaces (Appendix C).  The heaters 
(Model: 10 Ohms/Square, Design3) were made by Diamond Coatings Ltd in West 
Midlands, UK.  The 10 Ohms/Square is the sheet resistance of the ITO, which is the 
resistance per two-dimensional square of the ITO sheet.  Since the dimensions of the 
actual heater are 30 mm x 10 mm, the heater represents three parallel square resistors (10 
mm x 10 mm) of resistance 10 Ohms, for a total theoretical resistance, 
Rtot=(1/10+1/10+1/10)-1 = 3.33 Ohms.  The actual resistance is slightly higher (3.5-3.8 
Ohms) which is due to slight differences in the manufactured ITO thickness and 
properties.   A discussion on the effect of heater temperature on the ITO resistance is 
included in Section 4.3.2.1. 
 
  
   (a)      (b) 
Figure 2.8: (a) Schematic showing breakaway of various layers of the heating element, (b) 
photograph of heating element.  Heated surface is the vertical rectangle in between two silver 
electrodes 
 
The material properties of ITO, sapphire and borosilicate which are used in this work are 
shown in Table 2.1.   
 
Table 2.1: Heating element material thermal properties (T=100°C) (MatWeb, 2009) 
 ρw (kg/m
3) Cp,w (J/Kg-K) kw (W/m-K) 
ITO 7160 340 8.7 
Sapphire (Al2O3) 3980 760 30 




The sapphire and borosilicate substrates are transparent in the visible (380-750nm) and 
mid-IR (3-5μm) spectrums.  The transmission spectrum for sapphire and borosilicate are 
given in Figure 2.9 and Figure 2.10 respectively.  The transmission of the ITO used in 
this work is approximately 80% in the visible spectrum (Eite and Spencer, 2004).  The 
ITO has the advantageous property of being opaque in the mid-IR spectrum as shown in 
Figure 2.11.  In fact, ITO is often used (Yang et al., 2008) as a heat (or infrared) reflector.  
The poor transmission property of ITO is extremely important for this work.  The high 
transmissivity of the substrate, coupled with the poor transmissivity of the ITO ensures 
that temperature measurements are made on the back (bottom) of the ITO substrate.  
Thus, neither the temperature of the fluid, nor the integral temperature through the 
substrate thickness is measured.  This makes thermal analysis of the heater, and 
corresponding temperature measurements straightforward. 
 
In order to verify the high IR transmissivity of the substrates, and the low transmissivity 
of the ITO, a simple analysis was conducted.  Each of the heater types were placed in 
front of a hot (~140°C) blackbody simulator (designed and supplied by the IR camera 
vendor, FLIR, for calibration purposes).  The temperature profile of the heater was then 
measured.  The profile for a 0.16mm borosilicate substrate, 0.4mm sapphire substrate, 
and a 1.0mm sapphire substrate are shown in Figure 2.12, Figure 2.13, and Figure 2.14, 
respectively.  The temperature reduction of the borosilicate substrate, 0.4mm sapphire 
substrate, and 1.0mm substrate compared with air was 12%, 4%, and 5%, respectively.  
In all cases, the temperature reduction of the ITO was greater than 60%.  It is expected 
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that the actual temperature reduction of the ITO would be greater than this, but could not 
be verified since the minimum temperature measured in this analysis was 60°C.  This 
analysis confirms that the IR transmission losses of the substrates are low, while the ITO 
is opaque to the mid-IR spectrum. 
 
 




Figure 2.10: Transmission curves for D263 borosilicate (Borofloat product properties, 2009)  
 
























      
   (a)     (b) 
Figure 2.12: (a) Temperature profile of a blackbody as looked through a 0.16mm thick borosilicate 
heater showing IR attenuation of borosilicate glass and ITO heater, (b) image used to obtain 
temperature plot, showing the reference line used, along with labels of the key parts of the heater 
 




















      
   (a)     (b) 
Figure 2.13: (a) Temperature profile of a blackbody as looked through a 0.4mm thick sapphire 
heater showing IR attenuation of sapphire and ITO heater, (b) image used to obtain temperature 
plot, showing the reference line used, along with labels of the key parts of the heater 
 






























       
   (a)     (b) 
 
Figure 2.14: (a) Temperature profile of a blackbody as looked through a 1.0mm thick sapphire 
substrate (only) showing IR attenuation of sapphire, (b) image used to obtain temperature plot, 
showing the reference line used, along with labels of the key parts of the image 
 
2.1.2 High speed infrared camera 
 
To acquire the temperature distribution on the heater surface, an infrared (IR) high-speed 
camera was used to measure IR intensity.  The IR camera was a SC6000 from FLIR 
systems, Inc. (shown in Figure 2.15).  As configured for this study, the IR camera had a 
spatial resolution of 100μm, and the capture rate was approximately 500 Hz.  The camera 
had an Indium Antimonide (InSb) detector that operated in the 3-5μm wavelength range 
(mid-IR) and had a maximum resolution of 640 x 512 pixels.  The proprietary FLIR 
software, ExaminIR Professional was used for video capture.  Video from the IR camera 
was streamed to a dedicated computer via a gigabit Ethernet connection.  The stream was 
written to memory (rather than directly to hard disk) to prevent loss of frames and then 
written to the hard drive after capture was complete.  This limited capture to 






A 100mm germanium lens (f/2.3) with a 3/4” extension ring was used to achieve the 
desired spatial resolution at the optimal camera distance from the reference plane.   
 
Figure 2.15: SC6000 camera with 100mm germanium lens 
 
2.1.3 High speed video camera 
 
Some experiments involved simultaneous high speed video (HSV) capture of the heater 
surface.  The HSV system was a Phantom v7.1 from Vision Research, Inc. (shown in 
Figure 2.16) that was borrowed from the Edgerton Center at MIT.  The camera had a 
maximum resolution of 800 x 600 pixels, and was monochrome.  As configured for this 
study, the HSV camera had a spatial resolution of 50μm, and the capture rate was 
approximately 500 Hz.  The camera had 1024 Megabytes of onboard memory that 
allowed for a continuous buffer to be saved.  It was possible to “back-trigger” the camera, 
enabling for several seconds of previously recorded video to be saved once the trigger 
button was pressed.  Video saved to the onboard memory was streamed via gigabit 
Ethernet cable to a dedicated laptop. 
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A Nikon mount 105mm lens (f/2.8d) was used, with an aperture setting of “4”.  
Typically, the exposure time was 40μs with the extended dynamic range (EDR) set to 
1μs.   
 
Proprietary Vision Research, Inc. software was used to control the camera and save 
video. 
 






2.1.4 Hybrid hot mirror & visible mirror 
 
A custom hybrid hot mirror, or dichroic, was used to reflect the IR spectrum to the 
infrared camera, and transmit the visible spectrum to the HSV camera.  This enabled the 
simultaneous image recording without warping the image and minimal loss of light 
intensity.  The average reflectance in the 3-5μm wavelength range was approximately 
85%, and the average transmission in the 400-700nm range was approximately 85%.  The 
full transmission and reflectance curves for the hybrid hot mirror are included in Figure 
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2.17, and were provided by the manufacturer (Reynard Corporation – San Clemente, 
CA).  The material was made of 2.0mm thick fused silica and was 2.0”x2.0”.  A special 
coating on one surface of the hot-mirror gave it its IR-reflect, visible-transmit properties.  
The hot-mirror had a scratch-dig ratio of 80/50, and an angle of incidence of 45 degrees.   
 
The optical mirror was a 50mm x 50mm ¼ wave mirror obtained from Edmund optics.  
The mirror had a scratch-dig ratio of 60/40, and was made of protected silver with a 
10mm Silicon Monoxide overcoat.  It has a reflectance value of above 98% in the visible 
spectrum, as quoted by the manufacturer. 
 











   
        (a)          (b)     (c) 




2.1.5 Power supply 
 
The power supply used in this work was a Electronic Measurements, Inc. TCR direct-
current (DC) power supply, and is shown in Figure 2.19.  It had a maximum voltage of 











Figure 2.19: DC Power supply 
 
2.2 Characterization of nanofluids used 
 
Water-based colloids (nanofluids) with silica or diamond nanoparticles were used in this 
thesis.  The properties of these nanofluids are detailed in this section.  The property 
measurements of the actual nanofluids used in this thesis were completed in MIT 
laboratories; however, the measurements were taken by other researchers (listed in the 
respective measurement section).  They are reported here for completeness.  Two 
concentrations of silica nanofluids were used (0.1vol% and 0.01vol%) and one 
concentration of diamond nanofluids were used (0.01vol%).  These particular types of 
nanofluids were chosen due to their high stability, and relatively neutral pH, which 
limited chemical processes from taking place during the experiments. 
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The silica (SiO2) Ludox TMA nanofluids were purchased from Sigma-Aldrich and had a 
delivered concentration of 34 wt%.  The diamond nanofluids were purchased from 
Plasma-Chem Gmbh and had a delivered concentration of 4 wt%.  The nanofluid 



















Where f, n, φ, x, ρl and ρp are the volume of DI water required for dilution, volume of the 
concentrated nanofluid, volumetric fraction desired, weight percent of the concentrated 
fluid, density of the DI water, and density of the nanoparticle, respectively. 
 
2.2.1 Measured thermophysical properties 
 
The pH, thermal conductivity, surface tension, kinematic viscosity, and particle size of 
the nanofluids used in this work are included in Table 2.2.  The silica properties were 
measured by Truong (2007).  The diamond nanofluid properties were measured by Kim 
(2009).  This table clearly shows that the nanofluid properties listed here differ very little 
from those of DI water at the low nanoparticle concentrations used in this work.   
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Table 2.2: Properties of nanofluids (Truong, 2007 and Kim, 2009) 






size ** (nm) 
DI water 5.5-7.0 0.60 ±0.007 
72.9 

























* Reference value from CRC of Chemistry and Physics (2006-2007) 




The density of the nanofluids can be estimated as  
 (1 )nf p lρ φρ φ ρ= + −  (2.2) 
For 0.1vol% silica, and 0.01vol% diamond nanofluids, the density is estimated to be 
1.0012 g/cm3, and 1.00025 g/cm3, respectively.  There is little change from the water 
value of 1.00 g/cm3.  The vapor density of the nanofluids is not expected to differ from 
that of pure water since the particles are not expected to volatize with the water (much 
like salt deposits on evaporated rain water). 
 
2.2.3 Latent heat of vaporization 
 
The latent heat of vaporization of the nanofluids was not measured, but is expected to be 
comparable to that of pure water due to the low particle loading.  This property should be 
verified in the future if higher nanoparticle loadings are to be used in boiling processes. 
 
2.2.4 Specific heat capacity 
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The specific heat capacity can be estimated assuming thermal equilibrium between the 
nanoparticles and the surrounding fluid (Buongiorno, 2006) as 
 









φ ρ φ ρ
φρ φ ρ
+ −= + −  (2.3) 
Zhou and Ni (2008) verified that this relationship works well for dilute concentrations of 
nanofluids.  For 0.1vol% silica, and 0.01vol% diamond nanofluids, the specific heat 
capacity is estimated to 4120 J/kg-K, and 4126 J/kg-K.  There is little change from the 




Based on the measurements and discussion above, the thermophysical properties of 
nanofluids do not significantly deviate from those of DI water.  Thus, the nanofluids 
analysis in subsequent chapters assumes the thermophysical properties of water.  This 
applies even to the situation where there is just a thin “microlayer” on the order of 1 um 
between the heated surface and vapor bubble.  Wen (2008) critically examined the 
influence of the structural disjoining pressure on microlayer evaporation during boiling of 
nanofluids.   Wen found that there were significant changes in the meniscus shape and 
wetting behavior only at nanoparticle concentrations greater than 15 vol%.  It is possible 
that the nanoparticles tend to migrate into the microlayer (Wasan and Nikolov, 2003), the 
particle concentrations used in this thesis are significantly lower (<0.1vol%) than the 
15% value where the properties begin to change dramatically, and are ruled out as having 
a significant influence on any observed changes in boiling phenomena. By the time the 
concentration in the microlayer does reach >10 vol% due to evaporation (assuming a heat 
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flux of q”=1000 kW/m2), the thickness of the microlayer has shrunk to 9 nm, and 
disappears within 20 μs, which is a much shorter time than the bubble growth cycle.  
Therefore, the effects of property changes in the microlayer can be safely neglected. 
 
2.3 Heating element modeling 
 
This analysis examines the heating element in further detail to evaluate its heat transfer 
characteristics.  Additional modeling of the heat flow through the heating element due to 
a bubble forming on and cooling the surface is included in Appendix A.  
 
2.3.1 Heat transfer from bottom of heating element 
 
The natural convection heat transfer coefficient of air from the bottom of the heater can 
be estimated by using McAdams’s (1954) correlation for natural convection from a 
downward-facing horizontal plate: 
 1/40.27 LNu Ra=  (2.4) 
where 
 ( ) 3Pr wg T T LRa Gr β να ∞




≡  (2.6) 
 
For a heater temperature in the range of 100-300°C, the maximum convective heat 
transfer coefficient from the bottom surface of the heater is hNC=7.7-10.7 W/m2-K.  This 
calculation does not take into account the cavity below the heater.  The air in this cavity 
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should be heated by the walls of the vessel, and should be nearly stagnant since it is being 
held in the cavity due to buoyant forces.  This means that the natural convection heat 
transfer coefficient calculation above is an overestimate, since there would be less flow 
than is predicted by the McAdams correlation.  When comparing the calculated natural 
convection heat transfer coefficient with the nucleate boiling heat transfer coefficient 
(hNB≈105 W/m2-K) and film boiling heat transfer coefficient (hfilm≈102 W/m2-K) (Duffey 
and Porthouse, 1973), the heat transfer from the bottom of the plate due to natural 
convection is quite minimal, <1%.  Thus, the majority of the heat produced by the heater 
should be removed by the tests fluid and heat loss through the heater bottom is neglected 
in subsequent analysis. 
 
2.3.2 Heat conduction through ITO 
 
The IR camera measures the temperature on the bottom side of the ITO (as discussed in 
Section 2.1.1).  Potentially, this could mean that the temperature on the upper surface of 
the ITO, in contact with the liquid where boiling actually occurs, could be different than 
what is measured.  One way to estimate the importance of this effect is to examine the 
steady-state heat conduction through the entire heating element and estimate the 
temperature drop across the ITO.  This is particularly useful during the natural convection 
regime, since steady state should be reached shortly after a change in applied heat flux.  
This analysis is not completely applicable underneath nucleation sites since bubble 
growth never reaches steady state.  A more sophisticated analysis of the temperature 
“waves” created by periodic nucleation is discussed in the next section.  The present 
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analysis can still provide an idea of what the temperature profile through the heating 
element would look like. 
 
A simple thermal circuit analysis was completed through the thickness of the heater as 
shown in Figure 2.20.  The natural convection heat transfer coefficient from the bottom 
surface of the heater is estimated to be 11 W/m2-K, using the maximum value from the 
analysis in Section 2.3.1.  Thermal resistance between the ITO and sapphire is neglected.  
Due to the deposition method, the ITO is chemically bonded to the sapphire at the 




Figure 2.20: One-dimensional heat transfer thermal circuit analysis through heating element (neither 
temperatures or heater dimensions are to scale) 
 
The heat flux through the wall is given by 
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By assuming a temperature on the bottom surface of the ITO, TITO, it is trivial to use the 
above relations to determine the temperature drop at the interface of the ITO and 
sapphire, TITO, and bottom of the sapphire, Tsapphire.   
 











⎛ ⎞= + −⎜ ⎟⎜ ⎟⎝ ⎠
 (2.8) 
 
This heat flux can be used simply to find the temperature difference between the 
measured ITO temperature and the bottom of the sapphire: 





− =  (2.9) 
 
Since the ITO has internal heat generation, the temperature profile through it is non-linear 
and must be solved using the conduction equation.  A schematic of a magnified view of 
the ITO element only is shown in Figure 2.21.  The thermal boundary layer is neglected 
along with individual bubble nucleation.  Instead, a heat transfer coefficient, hnb,  is 
assumed to represent the nucleate boiling heat transfer with magnitude 105 W/m2K 
(Duffey and Porthouse, 1973) and the bulk fluid temperature equal to Tsat. 
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Figure 2.21: Schematic of heat transfer profile in ITO (blown up version of Figure 2.20, showing ITO 
element only) 
 
The one-dimensional steady-state heat conduction equation with internal heat generation 








+ =  (2.10) 
 
Where x=0 is the bottom of the heater and x=aITO is the top of the heater, and the 

























This equation can simply be solved with the first two boundary conditions as: 
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Estimates for the temperature drop are shown in Table 2.3 for several different values for 
the measured ITO bottom temperature, TITO.  The heater thermal properties are given in 
Table 2.1.  The internal heat generation rate, q’’’, is calculated using the ITO thickness 
and the highest heat flux reached experimentally, 2000 kW/m2.  This corresponds to an 
internal heat generation rate of approximately 2.8 MW/cm3.   
 
Table 2.3: Steady-state temperature drop across ITO and sapphire for several assumed values of the 




(assumed) TITO -Ts (°C) TITO-Tsapphire (°C) 
0.4 100 0.08 0.01 
0.4 150 0.32 0.02 
0.4 200 0.72 0.03 
1.0 100 0.08 0.03 
1.0 150 0.32 0.05 
1.0 200 0.72 0.06 
 
 
As expected, due to the thinness of the ITO, the temperature drop across it is small.  The 
temperature drop across the sapphire is also shown to be quite small, owing to the 
relatively high thermal conductivity of sapphire.  A similar analysis was conducted for 
the borosilicate glass.  The maximum temperature drop across the borosilicate for a top 
surface temperature of 100°C and 200°C is calculated to be 0.1 and 0.3°C, respectively.  
These values are still within the expected error of the temperature measurement (1-2°C), 
thus heat losses due to conduction through the heater can be neglected. 
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Boiling at fixed nucleation sites can be thought of as a periodic temperature boundary 
condition on a surface.  The formation of a bubble cools the surface and transient 
conduction heats the surface after bubble departure.   It is possible to use the transient 
conduction equation to evaluate the distance a harmonic “temperature wave” will 
penetrate into an infinite medium with a periodic temperature boundary condition at one 
surface. 
 






α∂ ∂=∂ ∂  (2.14) 
with a diagram of the problem shown in Figure 2.22.  
 
 
Figure 2.22: Diagram of temperature wave problem 
 
 
The boundary condition at the surface and at infinite distance into the medium at all 








i tT t T T e
T t T
ω= + Δ
∞ =  (2.15) 
Converting the problem into non-dimensional temperatures with 
x 
T(0,t) =T0+ΔT0eiωt T(∞,t) =T0 
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The particular integral for this partial differential equation is: 
 ( ) ( )22 2, x i x tx t e eω ω αωα αθ − − −= ⋅  (2.18) 
 
From this result, it is possible to find the distance at which the magnitude of the 





ω π= =  (2.19) 
Where the frequency, f, of the temperature boundary condition is given as f=ω/(2π).  The 
speed of the temperature wave propagation through the medium is given by 
 2 4v fαω π α= =  (2.20) 
If L0.1 is much lower than the heater thickness, the heater can be considered “thick” and 
heater conduction effects on boiling could be significant.  Vice versa, if L0.1 is large 
compared to the heater thickness, the heater can be considered “thin” and heater 
conduction effects on boiling are negligible (Pioro et al., 2004). 
 
A table of the dissipation distance of the temperature wave and the speed of the 
temperature wave propagation for the various materials used in this study is given in 
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Table 2.4.  The frequency of bubble formation found experimentally is typically on the 
order of 10-100 Hz.  Therefore, these two values are chosen as representative. 
 
Recalling that the thickness of the ITO is 0.7 μm, the thickness of the sapphire and 
borosilicate substrates is 0.4-1.0 mm and 0.16 mm, respectively, and the typical thickness 
of the nanoparticle deposition layers (see Section 2.4) is of the order of a few μm, the 
results of Table 2.4 suggests that the conduction effects in the ITO and nanoparticle 
layers are negligible, while they could be important in the sapphire and borosilicate 
layers.   
 
Table 2.4: Distance and speed of temperature wave penetration in materials used in this study.  The 
frequency of bubble formation found experimentally is typically on the order of 10-100 Hz, thus are 
chosen as representative values 
 α (W/(m-K)) f (Hz)
Dissipation distance of 
temperature wave, L0.1 (mm) 
Speed of temperature 
wave propagation, v (m/s)
10 0.78 0.45 ITO 3.57 x10-06 
100 0.25 4.49 
10 1.29 1.25 Sapphire 
(Al2O3) 
9.92 x10-06 
100 0.41 12.46 
10 0.30 0.009 Borosilicate 6.60 x10-07 
100 0.11 0.030 
10 26.37 519.00 Nanoparticles 
(SiO2) 
4.13 x10-03 
100 8.34 5190.03 
10 13.23 130.63 Nanoparticles 
(C) 1.04 x10
-03 
100 4.18 1306.28 
 
 
2.4 Heater characterization post-experiment 
 
As boiling heat transfer is strongly affected by the physio-chemical properties of the 
heater surface (i.e., roughness, wettability, micro-cavity size and distribution, etc.), it is 
necessary to characterize such properties for the heaters used in the experiments.  This is 
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particularly important in nanofluids boiling where some nanoparticles deposit on the 
heater surface and can alter its physio-chemical properties substantially.  Therefore, to 
help understand the changes in the nucleate boiling heat transfer coefficient and critical 
heat flux found in nanofluid boiling, surface characterization was performed after each 
experiment.  The observations made in this section are used in later discussions regarding 
the differences between pure water and nanofluid boiling.  Scanning electron microscopy 
(SEM) was used to qualitatively measure the change in surface morphology and to 
identify the elemental composition of the particle deposition layer.  Confocal microscopy 
was used to measure the 3-dimensional surface profile of the heaters allowing the surface 
roughness and roughness ratio (ratio of actual area over the projected area) to be 
obtained.  Lastly, contact angle measurements were completed to quantitatively measure 
the surface wettability, i.e., the affinity of the liquid to each surface. 
2.4.1 Surface morphology characterization using SEM 
 
All SEM images where taken using a FEI/Philips XL30 FEG ESEM.  This SEM is an 
instrument within the MIT Center for Materials Science and Engineering.  SEM images 
for an as-received heater are shown in Figure 2.23 
 
A sample set of SEM images of a heater that has been boiled in pure DI water is shown in 
Figure 2.24. The first image shows the ITO heater in its bottom half, with the top half 
being a silver electrode.  The electrode is shown in order to show how clean and 
featureless the ITO heater is.  This is reinforced at higher magnification in the two other 
images of Figure 2.24.   As mentioned previously, the maximum feature size of the ITO 
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heater, as measured by AFM, is 20nm.  The graph included in Figure 2.24 shows the 
Energy Dispersive X-Ray Spectroscopy (EDS) spectrum of the ITO heater which clearly 
shows the expected peaks of Indium, Tin and Oxygen.  There is little visible or chemical 
difference between the as-received heater and this DI-water-boiled heating element. 
 
A similar set of SEM images are presented for the heater surfaces used in the silica 
nanofluid experiments numbered 08_013 and 08_014 in Figure 2.25 and Figure 2.26 
respectively.  Qualitatively, there is little difference between the morphology of these two 
cases, even though the silica concentrations of each are 0.1 vol% and 0.01 vol% 
respectively.  There is a relatively uniform, thick layer of silica on the surface.  There 
appears to be numerous winding valleys, or channels along the surface.  However, using 
a narrow EDX beam, the only elements that can be detected within these valleys is 
Silicon and Oxygen and not the underlining elements of Indium, or Tin.  This would 
suggest that the Silica coating extends beneath that which is viewable via the presented 
images. 
 
Lastly, a set of SEM images are presented for the heater surfaces used in the 0.01vol% 
diamond nanofluid experiments numbered 08_015 and 08_016 in Figure 2.27 and Figure 
2.28 respectively.  Qualitatively, there is little difference between the morphology of 
these two cases.  The diamond particle deposition layer is considerably more sporadic 
than the silica deposition layer.  This is particularly evident in the EDS spectrum.  While 
carbon is the main element found, the EDS did also detect Indium, Tin and Oxygen 
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which suggests that the underlying ITO is uncovered in some places.  It appears that the 






         
   (a)      (b) 
 
   (c)      (d) 
Figure 2.23: SEM image of as-recieved ITO heater surface: (a) 120x, (b) EDX analysis of heater 
surface showing In-Sn-O, (c) 500x in center of heater (several dust particles are visible, but the 






    
   (a)      (b) 
 
   (c)      (d) 
Figure 2.24: SEM image of boiled ITO heater surface in DI Water (08_004): (a) 500x near electrode 
to show contrast, (b) EDX analysis of heater surface showing In-Sn-O, (c) 120x in center of heater, 
(d) 5000x in center of heater 




   
   (a)      (b) 
 
   (c)      (d) 
Figure 2.25: SEM image of boiled ITO heater surface in Nanofluid (0.1 vol% Silica in water) test 




    
   (a)      (b) 
 
   (c)      (d) 
Figure 2.26: SEM image of boiled ITO heater surface in Nanofluid (0.01 vol% Silica in water) test 
(08_014):  (a) 100x (b) EDX analysis of heater surface showing Si-O (alumina peak is likely due to the 





   (a)      (b) 
 
   (c)      (d) 
Figure 2.27: SEM image of boiled ITO heater surface in Nanofluid (0.01 vol% Diamond in water) 




   
   (a)      (b) 
 
   (c)      (d) 
Figure 2.28: SEM image of boiled ITO heater surface in Nanofluid (0.01 vol% Diamond in water) 





2.4.2 Roughness evaluation using Confocal Microscopy 
 
Confocal microscopy enables quantitative analysis of surface morphology by 
reconstructing a three-dimensional image of the surface that can be used to evaluate 
surface roughness and the roughness ratio, sometimes also referred to as the surface area 
index. 
 
All confocal microscope measurements were taken using an Olympus LEXT OLS 3000 
located at Schlumberger-Doll Research Center in Cambridge MA.   
 
A confocal measurement was taken in two different locations for each heater in order to 
determine consistency in the deposition layer and the corresponding morphology.  The 
three-dimensional images of each test along with a corresponding optical image for 
comparison are shown in Figure 2.30 through Figure 2.34.  These images qualitatively 
agree with the SEM observations of deposition layer characteristics presented above. 
 
Quantitative analysis of the surfaces is reported in Table 2.5.  The reported surface 
roughness, SRa, is the arithmetical mean roughness and is automatically calculated by the 
confocal software.  This value is the arithmetic average value of all the absolute distances 
of the roughness from the center line of the measuring length computed as 
 
0
1 ( )SRa y x dx= ∫ AA  (2.21) 
and is shown in Figure 2.29. 
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Figure 2.29: Surface roughness diagram showing how SRa is computed 
 
The “surface area viewed” column is simply the viewable, flat area seen by the 
microscope, whereas the measured surface area takes into account the actual surface area 
of the peaks and valleys present.  The ratio of these two areas is known as the surface 
index, or surface roughness ratio, and gives an idea of the additional heat transfer area 
available due to the nanoparticle deposits.  The roughness ratio also directly affects the 
static contact angle (Wenzel, 1936).  
 
The results are expected.  The surface roughness of the heater that has been boiled in DI 
water only was approximately the same as the as received heater, SRa< 0.10μm.  The 
relatively large value of surface roughness for spot 1 of this sample is likely anomalous, 
due to a spec of dust or other non-volatile deposit.  For the water test, the surface index 
showed little deviation from 1 (a perfectly smooth surface). 
 
The nanofluid-boiled surfaces had roughness values in the range of 0.9-2.1 μm.  The two 
diamond tests were particularly consistent with each other, both having a roughness value 
of around 1μm.  The surface index of the nanofluid tests ranged from 1.1 to 1.7.  These 






nanoparticle deposits, but are consistent with other nanofluids results (Truong, 2008; 
Kim, 2009). 
 
For one silica experiment, the 0.1vol% 08_013 test, a razor blade was used to remove a 
portion of the nanoparticle deposition layer to approximately expose the base ITO 
surface.  This enabled measuring the approximate thickness of the nanoparticle layer 
using the height step measurement technique in the confocal microscope software, as 
shown in Figure 2.35.  Several measurements were taken at several locations which 
showed a total particle thickness of 4.4μm-5.7μm.  Again, this is an approximate 
measurement for only one sample, but does give reasonable insight into the thickness of 
the nanoparticle deposition layer when boiled for approximately 3 hours from q”=0-1900 
kW/m2 (heat flux increment routine discussed in Section 3.2). 
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Spot 1 0.227 53158 57428 1.080
Spot 2 0.036 51825 51861 1.001
Average 0.132 1.041
Standard Deviation 0.135 0.056
Spot 1 0.890 51125 72191 1.412
Spot 2 2.613 50435 107664 2.135
Average 2.091 1.773
Standard Deviation 0.738 0.511
Spot 1 0.890 50827 64795 1.275
Spot 2 0.829 51329 66329 1.292
Average 0.860 1.284
Standard Deviation 0.043 0.012
Spot 1 1.051 52434 59170 1.128
Spot 2 1.286 51759 58974 1.139
Average 1.169 1.134
Standard Deviation 0.166 0.008
Spot 1 0.982 48756 54320 1.114
Spot 2 0.950 51700 57223 1.107
Average 0.966 1.110
Standard Deviation 0.023 0.005
Nanofluid - 0.01vol% 
Diamond in water 
(08_015)
Nanofluid - 0.01vol% 
Diamond in water 
(08_016)
DI water (08_004)
Nanofluid - 0.1vol% 
Silica in water 
(08_013)
Nanofluid - 0.01vol% 







Figure 2.30: Confocal images of ITO heater surface boiled in DI Water (08_004): (left) 10x optical 
image, (right) 50x 3-D profile.  White islands on optical image specs of dust that fell on the heater 
after the experiment and before evaluation with the confocal microscope 
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Figure 2.31: Confocal images of ITO heater surface boiled in Nanofluid (0.1 vol% Silica in water) 
test (08_013): (left) 10x optical image, (right) 50x 3-D profile 
 
 
Figure 2.32: Confocal images of ITO heater surface boiled in Nanofluid (0.01 vol% Silica in water) 
test (08_014): (left) 10x optical image, (right) 50x 3-D profile 
 
 
Figure 2.33: Confocal images of ITO heater surface boiled in Nanofluid (0.01 vol% Diamond in 




Figure 2.34: Confocal images of ITO heater surface boiled in Nanofluid (0.01 vol% Diamond in 
water) test (08_016): (left) 20x optical image, (right) 50x 3-D profile 
 
 
Figure 2.35: Screen capture of confocal measurement of silica nanoparticle deposition layer thickness 
(top) visible confocal image with line profile shown, (bottom) height profile for the line in the top 




2.4.3 Contact angle measurement 
 
Static contact angles were measured using a KSV Instruments CAM 101 Optical Contact 
Angle system.  The measurement procedure is quite simple.  A small (~2μL) droplet of 
the fluid of interest is placed onto the surface.  An image is then taken, and software 
analyzes this image to find the contact angle on both sides of the droplet.  For each 
heater, the contact angle was measured at two different locations on the surface, post-
experiment.  Measurements were performed at room temperature.   
 
The full listing of measurements is reported in Table 2.6, along with the average value for 
each fluid used. For the heaters that were tested in nanofluids, the contact angle of both 
DI water and the nanofluid that they were tested in are reported.  The measurements 
taken at two different locations on each surface are consistent.  The value of the contact 
angle for the as-received heater is approximately 100°, while the contact angle of the 
heaters that were boiled in DI water only are 80-90°.  The heater for DI water test number 
08_007 was damaged after the experimental run and its contact angle is not reported. 
 
There was very little difference between the contact angles of the pure liquid and the 
nanofluid on any given heater.  This is expected, because the thermo-physical properties 
of the nanofluids vary little from that of DI water at the low concentrations used in these 
tests.  The average contact angle of the heaters boiled in silica nanofluids is 6-12°, while 
the average contact angle of the heaters boiled in diamond nanofluids is 12-16°. 
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Table 2.6: Contact angles on test heater surfaces post-experiment. Left and right values are 
measured on the left and right sides of the droplet (error ±3°) 
Left Right Left Right
Unused heater - DI water 101.22 101.30 99.68 98.84 100.26
08_004 DI water DI water 91.53 88.71 93.69 94.88 92.20
08_006 DI water DI water 79.09 81.08 86.02 79.52 81.43
DI water 10.82 10.60 7.56 10.07 9.76
0.1 vol% Silica 9.77 9.69 15.09 16.11 12.67
DI water 12.80 11.03 9.96 9.94 10.93
0.01 vol% Silica 8.02 7.12 5.15 5.07 6.34
DI water 14.72 14.85 11.83 11.79 13.30
0.01 vol% Diamond 19.39 19.39 13.92 13.93 16.66
DI water 8.82 8.62 14.18 15.16 11.70
0.01 vol% Diamond 9.31 9.44 14.49 14.56 11.95
08_015 0.01 vol% Diamond
08_016 0.01 vol% Diamond
08_013 0.1 vol% Silica
08_014 0.01 vol% Silica
Measurement #1 Measurement #2
Contact Angle (Degrees)Fluid used for contact 
angle measurement AverageTest number Test fluid
 
 
The general trend observed here is that the contact angle is decreased slightly (by ~10-
20°) when the heater is boiled in pure water.  This could be due to oxidation/restructuring 
of the ITO heater surface during nucleate boiling and as the heater achieved CHF, or due 
to contamination during or after the experiment.  There is a much greater reduction in the 
contact angle (by 70-90°) when the heater has been boiled in nanofluids.  There is a 
slight, but statistically significant, trend of the heaters boiled in silica nanofluids having a 
lower contact angle than those boiled in diamond nanofluids. 
 
Representative images of the contact angle measurements are shown in Figure 2.36. 
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      Unused Heater           DI Water (08_004)              DI Water (08_006) 
  
  Silica nanofluid (08_013)        Silica nanofluid (08_014) 
 
  
        Diamond nanofluid (08_015)      Diamond nanofluid (08_016) 
 



















This Chapter describes a study of the nucleate pool boiling characteristics of pure water 
and water-based nanofluids.  Nucleate boiling is an effective mode of heat transfer; 
however, it is still relatively poorly understood.  This gap stems from the decade-old 
difficulty of directly and accurately measuring important boiling parameters such as 
bubble departure diameter and frequency, bubble growth and wait times, and nucleation 
site density, which govern the rate at which heat is transferred from the heater surface to 
the boiling fluid.  Little experimental data is presently available elsewhere for time and 
space resolved bubble growth for nucleate boiling in either pure fluids or nanofluids.  The 
development of boiling studies on micro-scale heaters (Kim et al., 1996; Myers et al., 
2005) and direct visualization of thermal patterns on a heated surface (Theofanous et al., 
2002a&b) have opened the doors to detailed experimentation and understanding of 
fundamental boiling physics.    This thesis, which builds upon the aforementioned 
previous efforts, establishes a state-of-the-art experimental approach to study nucleate 
boiling on a more fundamental and systematic level.  It then presents the first set of data 
using the framework developed herein, along with new insight into the fundamental 
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processes of nucleation.  A comparison of the differences between key boiling 
phenomena in water and nanofluids is made and the impact of these differences on 
nucleate pool boiling heat transfer is discussed. 
 
A review of the existing state of knowledge in the field of nucleate boiling and nanofluid 
heat transfer is first discussed in Section 3.1.1.  Next, a novel method of studying pool 
boiling is described in Section 3.2.  The results of the experiments on nucleate pool 
boiling are described in Section 3.3 along with a detailed analysis of these results.  Final 
discussion and conclusions are given in Section 3.4. 
 
3.1.1 Literature review 
 
The following is a condensed discussion on the history and state-of-the art research on 
nucleate pool boiling fundamentals and the influence of nanofluids on boiling 
performance.  The discussion begins with the theory of bubble growth and departure 
including the characteristics of bubble growth such as bubble diameter, frequency and 
growth time.  The theory behind nucleate boiling heat transfer is discussed.  The progress 
made to-date regarding nucleate boiling heat transfer research follows. 
 
3.1.1.1 Nucleate pool boiling fundamentals 
 
Boiling from a heated surface immersed in a large pool of non-moving fluid is typically 
referred to as pool boiling. A number of engineering systems utilize the pool boiling 
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process such as shell-and-tube evaporators (pool boiling on the shell side), immersion 
cooling of electronic components, some safety systems of nuclear reactors and simple 
boiling water on a stovetop.  There is still no first-principle mechanistic model to predict 
boiling heat flux as a function of superheat.  The thermophysical properties of liquid and 
vapor, surface material and finish and heater size are all inter-dependent variables that 
make theoretical descriptions difficult. There is also no consensus on which heat transfer 
mechanisms are dominant during the bubble nucleation/growth/departure cycle. 
 
A qualitative description of the boiling curve, or wall heat flux, q”, versus wall superheat 
ΔTsat=Tw-Tsat for a surface submerged in a pool of saturated liquid is included in Figure 
3.1 along with qualitative schematics of the boiling regimes in Figure 3.2.  Most of the 
characteristics of this classical pool boiling curve were determined in the 1930s by 
Nukiyama (1934).  As the wall temperature is increased above saturation, heat is 
removed from the surface by natural convection and transferred to the ambient via 
evaporation at the pool’s surface or via conduction through the vessel walls.  At sufficient 
wall superheat, initiation of vapor bubble nucleation occurs in some of the cavities on the 
surface, which is designated the onset of nucleate boiling (ONB).  Nucleation is a very 
efficient heat transfer mechanism, thus the heat transfer coefficient increases at the ONB 
point, which increases the slope of the boiling curve.  With increasing surface superheat, 
more cavities become active.  The initial portion of the nucleate boiling regime is called 
the isolated nucleate boiling regime since the active nucleation sites are few and 
separated which makes the interaction between bubbles nucleating at different sites 
negligible.  As the wall superheat is further increased, more cavities become active and 
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bubble departure frequency increases which causes bubbles at neighboring nucleation 
sites to interact.  This is called the fully developed nucleate boiling regime.  At some 
higher wall superheat, vapor is unable to depart from the surface quickly enough for fresh 
liquid to replace and cool the surface.  At this point there is a rapid decrease in heat 
transfer coefficient as some or the entire surface is covered in vapor.  If the surface 
temperature is controlled, then portions of the surface are covered alternately with a 
vapor film or wetted with nucleate boiling occurring.  The chaotic appearance of vapor 
on the surface further decreases the heat transfer coefficient, and is designated the 
transition boiling regime.  Eventually, the entire surface is covered in a sustained film of 
vapor where the heat flux monotonically increases as increased conduction or convection 
within the film continues to increase with increased surface temperature.  This is called 
the film boiling regime. 
 
If the surface is subjected to a controlled heat flux (i.e. electrically heated surfaces) rather 
than a controlled wall temperature, the boiling regime abruptly transitions from nucleate 
boiling to the film boiling regime at the critical heat flux, designated by the top dotted 
arrow in Figure 3.1.  The transition boiling regime is bypassed in this case, and for most 
engineering systems, this sharp rise in temperature (~1000C) is large enough to melt or 
destroy the heated surface.  In this case, the critical heat flux is referred to as the burnout 
heat flux, and typically represents a design limit for an engineered system.  
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Nucleate boiling heat transfer models 
 
The boiling regime most widely used in practical applications is the nucleate boiling 
regime due to its highly efficient heat transport capability.  As mentioned previously, it is 
one of the most complex boiling regimes, and thus is typically modeled with purely 
empirical correlations or with correlations having some mechanistic basis but relying 
heavily on empirical coefficients to fit the data.  A comprehensive account of all attempts 
to model this regime can be found in Dhir (1998 & 2006) and Carey 2008, but the most 




Mikic and Rohsenow (1969) proposed a model that formulated the phase change 
phenomenon as a single-phase convection process by suggesting that the majority of heat 
removal comes from the local liquid agitation from the wake of departing vapor bubbles.  
By determining the appropriate length and velocity scale, it is possible to find the 
Reynolds number for the single-phase forced convection heat transfer coefficient 
correlation.  Rohsenow used the bubble departure diameter and the vapor superficial 
velocity as the appropriate length and velocity scales respectively.  Mikic and Rohsenow 
(1969) were then able to propose a correlation for nucleate boiling heat flux as a function 
of wall superheat as: 
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where Csf, and n are the experimentally determined surface-fluid pair term, and fluid 
exponent respectively.  For water on mechanically polished stainless steel, Csf=0.0132 
and n=0.33 (Collier & Thome, 2001) 
 
Latent heat (RPI) model 
 
Bowring (1962) developed a superposition approach that accounted for the latent heat 
associated with the vapor bubble along with the microconvection effects caused by 
bubble departure.  This model was fully developed by Kurul & Podowski (1990), and is 
known as the RPI model.  This model is discussed in further detail in Section 3.3.5.1 
where the implementation of this model is verified for use in this work. 
 
Microlayer evaporation model 
 
Immediately after nucleation, the growth of a bubble is hindered by the inertia of the 
liquid surrouding it.  It can be shown (Cooper and Lloyd, 1969) that in this phase the 
shape of the bubble is hemispherical.   In this case, there would be a wedge shaped liquid 
“micro-layer” between the vapor hemisphere and the solid surface.  Snyder (1956) first 
proposed that the evaporation of this microlayer is responsible for transporting a portion 
of the heat from the surface to the bulk fluid.  Judd and Hwang (1976) experimentally 
verified that microlayer evaporation accounted for up to 30% of the total heat transfer for 
the pool boiling of dichloromethane (methylene chloride).  The model discussed here is 
called the microlayer evaporation model, and is discussed in further detail in Section 
3.3.5.2 where its implementation for use in this work is verified. 
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Boundary layer turbulence model 
 
Kolev (2002) developed a model that describes the interaction of neighboring nucleation 
sites on bubble departure size and is based on the boundary layer turbulence that is 
induced by bubble growth and departure.  The model incorporates the effect of the static 
contact angle.  The model is discussed in further detail in Section 3.3.5.3 where its 




Cavities and scratches on the heated surface that trap vapor or gas serve as nuclei for 
initiating bubble growth.  Bankoff (1958) studied the theoretical thermodynamic aspects 
of this nucleation process and provided a cavity criterion for trapped vapor.  As long as 
the contact angle, θ, is greater than the wedge shaped cavity angle, it will permanently 
trap vapor.  Bubble growth will occur at a cavity of radius, rc, that has trapped vapor as 









σΔ ≥  (3.2) 
 
where rmin is the minimum radius of curvature of the bubble during the nucleation event, 
and is given by 
 min
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Initial bubble growth from the cavity is fueled by overpressure and mitigated by liquid 
inertia and pressure reduction due to the increase in bubble volume. 
 
The traditional theory for bubble growth includes a rapid growth phase consisting of an 
overpressure-driven, inertia-controlled phase followed by a slower thermal diffusion 
limited phase, during which liquid inertia effects are negligible.  Starting from the 
Rayleigh equation for bubble growth, Mikic et al (1970) solved this problem with the 
following result: 
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and cM=π/7 for bubble growth on a wall surface. 
 
During the low-heat flux range, or isolated bubble regime, many visual observations can 
be made regarding the nucleation or ebullition cycle.  A detailed description of this cycle 
is given by Hsu and Graham (1986) and is summarized here.  Immediately upon bubble 
departure, a mixture of liquid from the thermal boundary layer and cold, bulk liquid 
rushes in to fill the space vacated by the departing bubble.  Mikic and Rosenhow (1969) 
estimated that an area twice the diameter of the departing bubble is affected by this 
liquid-vapor exchange.  This relatively cool layer of liquid is gradually heated via 
transient conduction by the hot surface until it reaches a temperature high enough to host 
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new bubble growth.  The period between bubble departure and new bubble growth is 
called the wait period.  After initiation of bubble growth, the growth period begins where 
the bubble pushes surrounding fluid outward, which again enhances convection in a 
region twice the diameter of the bubble (Mikic and Rosenhow, 1969).  The growth period 




Several bubble parameters are critical in determining the nucleate boiling heat transfer 
coefficient.  These include the bubble departure diameter, bubble departure frequency, 
nucleation site density, and the growth/wait time.  A discussion of each of these 
parameters follows. 
 
Nucleation site density 
 
The number of active nucleation sites increases with increasing wall superheat (or heat 
flux).  The number of active nucleation sites is important to the rate of heat transfer from 
the surface since an increase in number of sites should increase the amount of heat 
transported from the surface.  No fully mechanistic model has yet to have been 
successfully implemented to describe nucleation site density, which fundamentally stems 
from the lack of knowledge of the number and shape of micro-cavities present on typical 
engineering surfaces.  Kocamustafaogullari & Ishii (1983) developed a correlation using 
data from several researchers showing dependence on the wall superheat as 
 1mSD satN T∝ Δ  (3.6) 
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where the exponent m1 varies between 4 and 6. 
 
Wang and Dhir (1993a,b) developed a mechanistic method for determining the active 
nucleation site density.  Their method, however, requires determining the size, shape and 
mouth angle of every cavity on the heated surface.  This would be tedious and unrealistic 
for practical use.  A plot of nucleation site density vs. wall heat flux is included from 
their work in Figure 3.3.  This figure clearly shows that the dependency of nucleation site 
density on heat flux goes as 
 ( ) 2.0SDN C qθ∝ i  (3.7) 
 
and that the proportionality constant of this dependence varies strongly with contact 
angle, and should also depend on the number of micro-cavities for surfaces made of 
materials other than those considered by Wang and Dhir. 
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Figure 3.3: Nucleation site density versus heat flux (adopted from Wang & Dhir, 1993a) 
 
Wang and Dhir correlated their data for active nucleation site density as a function of 
contact angle as 
 ( ) ( )27 1,5 10 1 cos /SD crN x Dθ−= −  (3.8) 
 
Where the minimum critical cavity diameter, D1,cr for which nucleation can exist is given 
by the Laplace equation (Collier & Thome, 2001): 
 ( )1, 4 / 1 gcr c w
f
D P T P
ρσ ρ
⎛ ⎞⎛ ⎞= − −⎡ ⎤⎜ ⎟⎜ ⎟⎣ ⎦ ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
 (3.9) 
 





Bubble departure diameter 
 
The bubble diameter at departure is determined by the net effect of the forces acting on 
the bubble.  Interfacial surface tension acting along the contact line tends to hold the 
bubble in place on the surface.  The buoyancy force has a major impact on the force 
balance with its direction depending on the orientation of the surface with respect to 
gravity.  All cases in this study focus on boiling from upward-facing surfaces where the 
buoyancy force tends to pull the bubble from the surface.  The inertial force limits how 
rapidly the vapor can push surrounding liquid away, and is the limiting factor in initial 
bubble growth.  For boiling with an imposed flow, drag and lift forces due to net bulk 
liquid motion can also promote bubble detachment.   
 
Along with these forces, the wall superheat, contact angle and thermophysical properties 
of the fluid and vapor phases will also affect the bubble departure diameter. 
 
Numerous researchers have developed models and correlations to describe bubble 
departure diameter.  A thorough discussion is beyond the scope of this thesis, but parts of 
the works of Carey (2008) and Dhir (1998) are summarized below.  Since bubble growth 
is not perfectly spherical unless the surface contact angle is zero, most of the models and 
correlations discussed below consider the bubble departure diameter to be an equivalent 




The first correlation was by Fritz (1935) which assumes that there is a balance between 








⎡ ⎤= ⎢ ⎥−⎣ ⎦
 (3.10) 
 
The effect of contact angle is taken into account empirically. 
 
Zuber (1959) developed a model that takes into account the size of the bubble relative to 
the superheated boundary layer thickness: 












⎡ ⎤−⎡ ⎤= ⎢ ⎥⎢ ⎥ −⎣ ⎦ ⎣ ⎦
 (3.11) 
 
Ruckenstein (1963) considered the shear force caused by the departure of neighboring 
bubbles along with buoyancy and surface tension forces: 
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⎡ ⎤= ⎢ ⎥−⎣ ⎦
 (3.13) 
 
Improving upon Cole’s model, Cole and Rohsenow (1968) developed this model 









⎡ ⎤= ⎢ ⎥−⎣ ⎦
 (3.14) 
 
with C=1.5x10-4 for water and 






ρ=  (3.15) 
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the critical temperature, Tc, is used because their experimental evidence suggested that 
the bubble departure diameter was proportional to it, not to the wall superheat. 
 
Kutateladze and Gogonin (1979) correlated a large set of data to develop a correlation 
that depends on the Jakob number, Prandtl number and Archimedes number and goes as 
follows 









⎡ ⎤= + ⎢ ⎥−⎣ ⎦
 (3.16) 
 
Where K1 is the dimensionless group: 
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 (3.17) 
 
This expression was slightly modified by Stephan (1992) as 
 ( )
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 (3.19) 
 







− −⎛ ⎞ ⎛ ⎞= ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 (3.20) 
 
Jensen and Memmel (1986) recognized the considerable scatter in both the data and the 
corresponding correlations described above.  After analyzing all the available data to 
them at the time, they slightly modified the Kutateladze and Gogonin (1979) formulation 
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of Equation (3.16) to develop a model that fit the available data to an absolute average 
deviation of 44.4%: 









⎡ ⎤= + ⎢ ⎥−⎣ ⎦
 (3.21) 
 
Lastly, a model by Kolev (2002) captures the effect of the tangential shear caused by 
neighboring bubble growth at high heat flux.  This is a very detailed model, and is 
discussed fully in Section 3.3.5.3 where it is further incorporated into a model for 
nucleate boiling heat transfer. 
 
Obviously, there are a significant number of models and correlations for bubble departure 
which attempt to fit a large database, which in itself has considerable uncertainty.  The 
predictions of these models and correlations for saturated water at atmospheric pressure 
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Figure 3.4: Bubble diameter as a function of superheat predicted by several models and correlations 
for saturated water at atmospheric pressure  
 
Bubble departure frequency 
 
The bubble departure frequency is dependent on the bubble departure diameter since both 
the rate of bubble growth and size required for release determine the release frequency.  
The size and characteristics of individual nucleation cavities will affect bubble growth 
and wait times.  Thus, different nucleation sites will have different departure frequencies.  
Typically, researchers simply look at the mean frequency at a given wall superheat. 
 
The first study, by Jakob and Fritz (1931) determined a simple relationship between 
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Peebles and Garber (1953) suggested that the wait time, tw, and growth time, tg, ratio play 
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Zuber (1963) used an analogy between bubble release and natural convection to arrive at 
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where Cd is the drag coefficient that is estimated to be equal to 1 for water at 1atm. 
 
Carey (2008) provides some additional correlations, but reiterates that there is 
considerable discrepancy between models that are each based on a very limited data set.  
Thus, these correlations allow for insight into the relationship of bubble frequency and 
diameter, but cannot provide predictive capabilities at this time.  The predictions for these 
models and correlations for saturated water at atmospheric pressure are shown in Figure 
3.5, which reveal discrepancies as large as 250%. 
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Figure 3.5: Bubble departure frequency versus bubble departure diameter for several models and 





The bubble growth time is clearly dependent on the growth rate and departure diameter.   
Hatton and Hall (1966) used Plesset and Zwick’s (1954) growth rate to determine the 
bubble growth time as 
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Han and Griffith (1965) determined that the wait time corresponded to the heating time 






chose the point at which the the fluid temperature line and bubble equilibrium 
temperature curve become tangent as the minimum wait time: 
 ( )( )
2 2 2
,min 42 2
144 w sat sat
w






−= −  (3.27) 
 
Their experiments showed that the actual waiting time ranged between 17 and 130 times 
this minimum wait time. 
 
3.1.1.2 Nanofluids potential for use in heat transfer systems 
 
Research on potential application of nanofluids for use in heat transfer systems was first 
proposed by Choi (1995), after it was recognized that they may have enhanced thermal 
conductivity capability.  Prior to receiving the designation “nanofluids,” other engineered 
fluids were researched for heat transfer applications.  Most notably, were the addition of 
polymers and other surfactants to fluids.  In their review of heat transfer fluids with 
surfactants, Cheng et al (2007) pointed out that the nucleate boiling heat transfer 
coefficient (HTC) could either be enhanced or deteriorated depending on the choice of 
surfactant additive.  They recognized that heat transfer models for boiling with surfactant 
additives that take into account parameters such as contact angle, surface tension, 
pressure, viscosity, etc. should be developed.   Those early investigations into the effect 
of surfactants on boiling heat transfer inspired the more recent nanofluid boiling work. 
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Many studies have investigated nanofluid heat transfer characteristics, and extensive 
reviews can be found in Wang and Mujumdar (2007) and Das et al (2006).  These 
reviewers primarily focused on the following subjects: 
• Why nanofluids can be utilized as an advanced coolant 
• Preparation and characterization of nanofluids 
• Measurement of thermophysical properties of nanofluids including: thermal 
conductivity, viscosity and surface tension 
• Convective and pool boiling heat transfer of nanofluids 
• Postulated theories and mechanism behind nanofluid heat transport 
 
Das et al. (2006) enumerated the beneficial properties, especially when compared with 
micro-particle additives to fluids, of nanofluids as: 
• High heat conduction 
• Good stability 
• Promise of microchannel cooling without clogging 
• Reduction of erosion and deteriorated pumping power 
 
The known preparation methods of nanofluids include: direct evaporation, one-step 
chemical process, inert gas condensation, laser vapor deposition, and the two-step method 
involving separate production of nanoparticles that are later dispersed into the fluid via 
stirring or sonication. 
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Nanoparticle materials range from oxides (alumina, zirconia, silica, titania, copper 
oxide), to metals (copper, gold, silver, iron), and carbon (diamond, carbon nanotubes).  
Base liquids include water, ethanol, ethylene glycol and refrigerants (FC-72, R-123, R-
134). 
 
The criterion for a colloid to be designated as a ‘nanofluid,’ per Choi (2009) is that the 
particles, fibers or tubes be monosized with lengths between traditional heat transfer 
fluids with no sedimentation 
 
As for the thermophysical properties of nanofluids, Das et al. (2006) and Wang and 
Mujumdar (2007) reported up to 60% thermal conductivity enhancement of 0.05            
vol% nanofluids with metal or metal oxide nanoparticles while up to 250% enhancement 
has been observed for 1% by volume carbon nanotube nanofluids. They also noted that 
viscosity measurements show a general trend of increase in viscosity of nanofluids with 
higher particle concentration. To explain the abnormal increase in thermal conductivity of 
nanofluids, they proposed several possible mechanisms. These include Brownian motion 
of nanoparticles in the fluids, molecular-level layering of liquid at the interface, ballistic 
heat transport through nanoparticles and the charge state of the particles. Wang and 
Mujumdar (2007) also listed analytical models dating back to Maxwell (1904) that try to 
explain the mechanism for thermal conductivity enhancement in nanofluids. However, 




The general agreement of these two reviews is that nanofluids enhance convective heat 
transfer substantially.   They also emphasize that there is not a significant increase in 
pumping power required for nanofluids at low concentration. At MIT, the work of 
Williams (2006) and Rea (2009) found that the turbulent and laminar heat transfer 
coefficients can be increased by the addition of nanoparticles to the base liquid, but this 
increase is not beyond what is predicted by the relevant correlations as long as the 
measured nanofluid properties are used.   
 
There is a significant amount of recent literature regarding pool boiling in nanofluids.  
The majority of these studies focused on the enhancement of the critical heat flux in 
nanofluids over base fluids (primarily water).  There are several studies, however, that 
include experimental results and discussion on the nucleate boiling heat transfer 
coefficient in nanofluids.  A recent review of the work done on nucleate pool boiling in 
nanofluids can be found in Das et al (2008).  Conflicting experimental results from 
researchers reporting heat transfer enhancement, deterioration and no effect make it 
impossible to state a specific trend.  However, it seems that the particle concentration and 
size have a significant impact on the reported results.  Das et al, 2008 reported that 
nanofluids that exhibit nucleate boiling heat transfer coefficient deterioration typically 
have high particle concentrations (4-16% by weight), while enhancement is typically 
found at relatively low particle concentrations (<1.25% by weight).  Kim et al. (2007), 
however, reported a significant decrease in heat transfer coefficients at low (<0.1% by 
vol) particle concentrations of alumina, silica and zirconia nanofluids.  The size of the 
particle relative to the surface roughness of the heated surface seems to play a role in the 
 116 
behavior of the heat transfer coefficient (Das et al., 2008).  Also, Kim et al. (2006) 
showed that the relative surface wettability of deposited nanoparticles compared with a 
clean surface significantly affected the boiling performance. 
 
The first study to look at pool boiling heat transfer in fluids with suspended particles was 
Yang and Maa (1984) and found that the pool boiling heat transfer coefficient was 
improved for low particle concentrations (0.1-0.5 wt%) using alumina particles ranging 
in size from 50nm-1μm.   
 
Das et al. (2003a) found that at high nanoparticle loadings, excessive particle deposition 
of the relatively small alumina particles (20-50nm) compared with the heater surface 
roughness (1.12 μm) caused deterioration of heat transfer due to the effective 
smoothening of the surface.  These researchers proposed that the nanoparticles filled in 
rough surface features, which deteriorates boiling performance. 
 
Bang and Chang (2005a,b) found deterioration of boiling heat transfer for high (4-15 
wt%) particle loadings for smooth surfaces as well.  Their experiments showed that 
nanoparticle deposition increased surface roughness, but they suggest that the thermal 
resistance due to this surface fouling decreases the overall boiling heat transfer. 
 
Wen and Ding (2005) found an enhancement of the nucleate boiling heat transfer 
coefficient using similar nanofluids as Das et al (2003a), but at lower particle 
concentrations (0.32-1.25 wt%).  For this concentration range, they found that the heat 
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transfer coefficient increased with increased loading, by as much as 40%.  Truong (2008) 
and Witharana (2003) also found an enhancement of boiling heat transfer in nanofluids. 
 
Vassallo et al. (2004) and You et al. (2003) found no significant change in boiling heat 
transfer. 
 
Prakash et al. (2007) completed a systematic study of heater surface roughness vs. 
particle size, and they found that the ratio of the two (SRa/dp), which they call the 
surface-particle interaction parameter, can readily predict enhancement or deterioration of 
the heat transfer coefficient.  They found that when the average particle size is larger than 
the surface roughness (low surface-particle interaction parameter) there is a decrease in 
the number of active nucleation sites, and a corresponding decrease in the effective 
nucleate boiling heat transfer coefficient.  When the particle size is significantly smaller 
than the surface roughness (high surface-particle interaction parameter) there is a greater 
number of active nucleation sites and a corresponding increase in the effective nucleate 
boiling heat transfer coefficient.  A summary of the findings from Prakash et al (2007) 
can be found in Figure 3.6, which shows a clear trend of increasing effective heat transfer 
coefficient with increasing SRa/dp. 
 
A summary of the water-based nanofluid results from various researchers can be found in 
Table 3.1 and highlights the high variability in the heat transfer coefficient due to the 
addition of nanoparticles in water. 
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The results discussed above and reported in Table 3.1 are for water-based nanofluid pool 
boiling only.  Other base fluids including refrigerants and ethanol have also been studied. 
At low heat flux, Jung and Park (2007) reported an enhancement in pool boiling heat 
transfer of R123 and R134a-based carbon nanotube nanofluids.  Interestingly, they did 
not observe particle deposition on the surface.  Bang et al (2008) found a slight 
deterioration in pool boiling heat transfer for ethanol based alumina nanofluids. 
 
In summary, while the various researches do try to report some generalized trends to their 
experimental nanofluid boiling results, the data as a whole is still extremely 
contradictory, i.e the addition of nanoparticles into a heat transfer fluid can impact the 
boiling performance in either a positive or negative direction or not at all, likely 
depending on a combination of factors including surface roughness and material, particle 
size and concentration, and surface wettability (before and after particle deposition). 
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Figure 3.6: Impact of surface-particle interaction on the effective nucleate boiling heat transfer 




Table 3.1: Summary of water-based nanofluid pool boiling heat transfer coefficient experimental 
results 
Reference Nanoparticle used (in water) Concentration 
Heat transfer 
coefficient (change 
over pure water) 
Yang et Maa (1984) Alumina 0.1-.5 wt% Enhancement 
Das et al. (2003) Alumina 4-16 wt% Deterioration 
You et al. (2003) Alumina 0.001-0.025 g/L No change 
Tu et al. (2004) Alumina 0.037 g/L Enhancement 
Vassallo et al. (2004) Silica 0.5 vol% No change 
Bang and Chang (2005) Alumina 2-16 wt% Deterioration 
Moreno et al. (2005) Alumina, Zinc-Oxide - No change 
Wen and Ding (2005) Alumina 0.32-1.25 wt% Enhancement 
Jackson et al. (2006) Silica, Cerium-Oxide, Alumina - No change 
Kim et al. (2007) Alumina, Silica, Zirconia 0.001-0.1vol% Deterioration 
Prakash et al (2007) Alumina 0.5-2 wt% Enhancement/ Deterioration 







3.2 Nucleate Pool Boiling Experiment 
 
A pool boiling facility, discussed in Section 2.1, was used to study nucleate pool boiling 
in pure fluids and nanofluids.  All experiments take place at atmospheric pressure at the 
saturation temperature of water.  All tests are completed approximately at sea level in 
Cambridge, MA. 
 
Power is supplied to the heating element in constant current mode via a 250V x 30A DC 
power supply.  The current is adjusted in discrete steps to reach desired heat flux values.  
In order to properly capture the transition from natural convection heat transfer to 
nucleate boiling heat transfer, the heat flux is increased in small steps of 2kW/m2 for the 
heat flux range of 0-30kW/m2, 10kW/m2 for the range 30-100kW/m2 and 50kW/m2 for 
the range 100kW/m2 to the critical heat flux.  The heat flux is held steady at each step for 
a minimum of 1 minute.  This duration is sufficient since the temperature of the heater, as 
measured by high speed infrared camera, reaches equilibrium within ~2s.   
 
Power is measured directly by measuring the current and voltage across the heating 
element.  The current, I, is measured using a shunt resistor connected to the DAQ system.  
The voltage difference, V, across the heater is measured directly by the DAQ system.  
Assuming no heat losses, the power delivered to the heating element is then Q=IV, and 
the heat flux from the heating element into the test fluid is 
 " Qq
A
=  (3.28) 
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The accuracy of the heat loss assumption was proven in Section 2.3.1.  
 
At each heat flux where a measurement is desired, a two-second video (either just the IR 
or synchronized IR and HSV) is taken.  The length of video capture balances storage 
capacity limitations and the need for sufficient amount of data to obtain statistically 
significant bubble parameter measurements.  The heat flux is then noted as part of the 
video file name, and the experiment is continued. 
 
3.2.1 Method of determining nucleation parameters 
 
The raw infrared data obtained for each heat flux for each experiment is converted from a 
FLIR proprietary format to a universal “flexible image transport system” format, or .fts. 
This file is comprised of a matrix of voltage values for each pixel for each frame.  This 
file can be read by MATLAB.  A custom graphical user interface (GUI) was created 
specifically for this work in order to manipulate and extract data.   
 
The process of finding and selecting nucleation sites was completed manually.  
Automated methods proved to be cumbersome and unreliable at properly determining the 
bubble departure diameter.  These automation problems were compounded at high heat 
flux when bubbles interact and growth is asymmetric.  The manual method consists of 
selecting the outer edge of each nucleation site, essentially drawing a line through its 
diameter.  The outer edge is determined by the clear change in contrast between a 
nucleation site and non-nucleating surface.  This change in contrast corresponds to a 
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steep temperature gradient.  A sample screenshot with a yellow line bisecting a single 
nucleation site is shown in Figure 3.7.   
 
 
Figure 3.7: Sample screenshot of selecting the diameter of a nucleation site (yellow line bisects 
diameter). Nucleation sites appear as dark (cold) spots in IR images. 
 
The uncertainty in this measurement is discussed in Section 3.2.2.2.  Each frame is 
selected in sequence, and the nucleation events that have reached their peak diameter are 
selected.  The center of each nucleation site is marked within the GUI in order to prevent 
double counting.  In this way, every nucleation site is found along with the maximum 
diameter of each site. An example screenshot of the nucleation site marking for two 
different heat fluxes is found in Figure 3.8.  Note that not all crosses align with a 
nucleation site since only one frame is shown, while the crosses represent all of the 
nucleation sites found across all frames at a given heat flux.  
 
It is important to note that due to the thinness of the ITO heater and substrate used in 
these experiments, along with the thermal properties of these materials, a nearly perfect 
locally constant surface heat flux boundary condition is obtained.  A series of simulations 
were completed to confirm this feature of the boiling facility, and are presented along 
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with further analysis in Appendix A.  This feature indeed is in contrast with the thick 
metallic, often copper, blocks typically used in boiling experiments.  Metallic blocks 
maintain a constant heat flux averaged over the entire heater, but the heat flux varies 
locally under nucleation sites where large temperature gradients occur.  The high thermal 
diffusivity of the common heating element materials is the primary reason for this local 
variability in heat flux.  
     
 (a)     (b) 
Figure 3.8: Sample screenshots of nucleation site locations for DI Water (08_004) at (a) 50 kW/m2 
and (b) 500 kW/m2. Nucleation sites appear as dark (cold) spots in IR images.  Nucleation sites are 
marked by yellow crosses.  Note that not all crosses align with a nucleation site since only one frame 
is shown, while the crosses represent all of the nucleation sites found across all frames at a given heat 
flux. 
 
Nucleation site density 
 
The nucleation site density can simply be found by taking the total number of nucleation 
sites and dividing by the total heated area.  Since each site is selected manually, and 
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every frame is searched for new nucleation sites, the uncertainty in this measurement is 
expected to be negligible, <2%. Only very small bubbles or bubbles that grow and depart 
faster than the camera frame rate will be missed.  These populations will clearly not have 
a significant impact on the total heat transfer, so they can be disregarded. 
 
Bubble departure diameter 
 
The departure diameter of each bubble is logged via the method above, and converted 
from pixel units to meters by multiplying by a conversion constant that is determined by 
using the known length of an image feature (usually the heater width and/or diameter).  
The uncertainty in this measurement is discussed in Section 3.2.2.2. 
 
Bubble departure frequency 
 
The bubble departure frequency for a given nucleation site is found by taking the peak to 
peak of the temperature response for the center pixel of each nucleation site as shown in 
Figure 3.9.  The average frequency for each nucleation site is chosen as the dominant 
frequency response for each site.  Appendix B discusses the variability of the departure 

























Figure 3.9: Temperature response of center pixel of a single nucleation site in DI Water (08_002) 
showing frequency response of nucleation cycle.  Note the characteristic slow heating and sudden 
cooling cycles, which are expected during a bubble nucleation event. 
 
Bubble growth time 
 
The approximate bubble growth time is found by looking at the derivative of the 
temperature response of the average temperature of the entire nucleation site. Plots of the 
average temperature of an entire nucleation site and its time derivative are shown in 
Figure 3.10.  The start of bubble growth simply corresponds to the time at which the 
average temperature of the nucleation site begins to decline.  The time at which bubble 
growth stops approximately corresponds to the time at which the time derivative of this 
average temperature equals zero.  The difference in these two times is considered to be 
the bubble growth time as shown in Figure 3.11.   
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Figure 3.10: Average temperature of single nucleation site over time and the time derivative of this 
temperature response for DI Water (08_002)  





























Figure 3.11: Selected region showing growth and wait times on plots of the average temperature of 










A benchmark of this automation method is included in Table 3.2.  The temperature data 
shown in Figure 3.10 for DI water is used to automatically find the growth time.  This is 
compared with a manual inspection of the IR images.  The agreement is typically very 
good.  A slight discrepancy due to the relatively low time-resolution for this high-
gradient period is seen, and expected.  An error of approximately 4ms can be expected.   
 
The growth times for each nucleation event are averaged for a single nucleation site in 
order to be tabulated and used for modeling.   
 
Appendix B discusses the variability in the bubble growth time at a given nucleation site, 
and Section 3.2.2.2 discusses the uncertainty in this measurement. 
 
Table 3.2: Benchmark of automation of growth time determination.  Data is for single bubble site, 
and corresponds to temperature data in Figure 3.10, DI Water (08_002) 
Nucleation 
Event 
Growth time found by visual 
inspection of IR images (ms) 
Growth time found by 
automated method (ms) 
1 6 6 
2 8 6 
3 6 4 
4 6 6 
5 8 6 
6 8 6 
7 8 8 
8 6 6 
9 6 6 
10 8 8 




3.2.2 Uncertainty Analysis 
 
This section evaluates the uncertainty in the measurement of the various bubble 
parameters.  
3.2.2.1 Equipment uncertainty 
 
The uncertainty in measurement of quantities such as the current and voltage can be 
closely approximated by using the accuracy values reported by the manufacturer of the 
equipment used, including shunt resistors and the data acquisition system (DAS).  The 
uncertainties for the quantities measured directly through the DAS are reported in Table 
3.3. 
 
Table 3.3: Accuracy of experimental measurements 
Quantity Accuracy 
ΔV (V) 0.0047 
ΔVshunt (mV) 0.009 
ΔRshunt (mΩ) 8.3x10-6 
ΔW (mm) 0.100 
ΔL (mm) 0.100 
 
 
Uncertainty can be propagated in the method outlined by Bevington & Robinson (2003).  
For a function that is a product of two measurement variables (i.e. x=uv), the standard 
deviation of the function is given as 
 
1/22 2u vx x
u v
⎛ ⎞Δ Δ⎛ ⎞ ⎛ ⎞Δ = +⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
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The uncertainty in the area measurement is given as 
 
1/22 2
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The uncertainty in the heat flux measurement is then given as 
 
1/22 2 2
" " V I Aq q
V I A
⎛ ⎞Δ Δ Δ⎛ ⎞ ⎛ ⎞ ⎛ ⎞Δ = + +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠
 (3.32) 
 
A sample uncertainty analysis is included in Table 3.4 for two heat fluxes that bracket the 
heat fluxes of interest in all of the experiments performed in this work: 10kW/m2 and 
1.7MW/m2.  This analysis shows that the total measurement uncertainty in the heat flux is 
less than 2%. 
 
Table 3.4: Uncertainty analysis of heat flux measurement bracketing heat fluxes of interest in 
experiment 08_016 
q" (W) R (Ω) I (A) V (V) q (W) Vshunt (V) ΔI (A) Δq" (W) Δq"/q"
1.03E+04 3.590 0.926 3.320 3.080 0.0031 0.004 117.240 0.011
1.70E+06 4.430 10.733 47.570 510.900 0.0358 0.003 17924.779 0.011  
 
The uncertainty in temperature measurements using the K-type thermocouples is 1.1°C as 
quoted by the vendor. 
 
The accuracy of the temperature measurements using the SC6000 infrared camera is 2% 
as quoted by the vendor.  However, the camera is periodically calibrated in-house during 
an experiment by attaching a thermocouple to the bottom of the heating element.  This 
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should reduce the uncertainty because the actual experimental setup is used for 
calibration which would take into account the emissivity of the heating element, distance 
of the camera from the area of interest, ambient radiation sources, etc.  Of course, the 
uncertainty in the “temperature standard”, the thermocouple, and scatter in the data which 
is fitted to produce a calibration curve would tend to increase the measurement 
uncertainty.  It is difficult to quantify each of these factors, so the total uncertainty of the 
IR temperature measurements is conservatively estimated to be 2%, or approximately 
2°C for the range of interest here.   
3.2.2.2 Bubble parameter measurement uncertainty 
 
The measurement techniques for each of the bubble parameters were discussed in Section 




The uncertainty in measuring the bubble departure diameter arises from three factors:  
accuracy of the distance calibration, measurement bias, and from not capturing the 
moment of departure exactly. 
 
The calibration of the distance measurement is made by counting the number of pixels 
comprising both the width and length of the heater, which are known.  The agreement 
between these two measurements is usually within 0.5%.  The expected measurement 
error for this is two pixels, which is approximately 2% of the total measured distance.  
This corresponds to a 2% error in the distance calibration. 
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The measurement bias when measuring the diameter of the cold spot should be similar to 
that of the calibration measurement, 2 pixels, which corresponds to a 0.2mm error. 
 
The error introduced by not capturing the exact moment of departure should be minimal.  
A frame is captured approximately every 2ms.  The initial radial growth of a bubble is 
extremely fast.  Typically, the thermal footprint of the bubble will also remain visible for 
a time after the departure.  These two details make it likely that there will be some 
measurement error due to not capturing the moment of departure on the order of 4 pixels, 
or 0.4mm error.  
 
The total uncertainty in the measurement of bubble departure diameter would be a 
combination of the three factors discussed above, and is on the order of 10% of the 
bubble departure diameter. 
 
Nucleation site density 
 
As discussed in Section 3.2.1, the error in nucleation site density measurement is 
expected to be negligible, <2%, since each nucleation site is manually selected.  Of the 
bubbles that could possibly be missed, they are likely to be very small bubbles or bubbles 
that grow and depart faster than the camera frame rate.  These populations will clearly not 






The frequency measurement is automatically determined using the peak to peak times of 
the temperature response of each nucleation site.  The maximum that an individual peak 
to peak measurement could be off would therefore be 2*1/fps≈4ms.  This is because the 
automatic peak picking should not ever miss a peak, but it is possible that the bubble 
started growing just under one frame prior to the frame that it shows up in the images.  At 
low heat flux, where the total cycle time is on the order of 80-220ms, this is insignificant.  
At high heat flux, the cycle time could be as low as 10ms, though, so this error would be 
large percentage of the reported frequency.   
 
Since only an average frequency for each nucleation site is reported, there would be some 
spread in each cycle time, however a large number of repeated cycles are used to generate 
this average, so the reported mean frequency should reflect the true frequency well 
(±20%). 
 
Growth and wait times 
 
The uncertainty in the growth and wait time measurements could be as large as 4ms 
which includes missing both the start and end of growth by approximately 1 frame.  The 
wait time calculation is just the total cycle time minus the growth time.  Like the average 
frequency, the growth and wait times reported for each nucleation site are averaged over 
a large number of repeated cycles.  Even though there is variability in the growth and 
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wait times at a single nucleation site should, the reported mean times should reflect the 
true times well due to the large number of data points (±20%). 
 
3.2.3 Facility benchmark 
 
To gain confidence that the experimental facility operates properly, its ability to measure 
the heat transfer coefficient and various bubble parameters for pure water was compared 
with the expected values and general trends from the literature.  Water is the fluid most 
often used in engineering systems, especially nuclear systems, so it is the fluid 
researchers are most interested in improving upon.  Three detailed tests were completed 
with water at its saturation temperature at atmospheric pressure.  The temperature of the 
test fluid was measured with a K-type thermocouple, and easily maintained by 
surrounding the test vessel with an isothermal bath.  Atmospheric pressure is maintained 
by leaving the top of the test vessel open to the environment.   
 
A boiling curve is included in Figure 3.1 for the experimental run that is discussed in this 
work.  This is generated by taking the average temperature for a ~5x5mm2 area in the 
center of the heater across a set (~1s) of IR images for each heat flux shown.  The boiling 
curve compares the data with the predictions of Fishenden & Saunder’s (1950) 
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and Rohsenhow’s (1952) prediction for pool boiling (Csf=0.010):  
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 (3.35). 
 
The actual required wall superheat for the onset of nucleate boiling for the ITO heater is 
several degrees higher than what is predicted by locating the intercept between these two 
curves.  This is expected, since the heater surface is not a typical engineered surface that 
is blanketed by micro-cavities.  Rather, it is an extremely smooth surface with its major 
feature being smaller than 20nm.  This would suggest that a high superheat would be 
necessary to activate much smaller cavities.   














DI Water - Test 1
DI Water - Test 2
DI Water - Test 3
Kutateladze-Zuber CHF Prediction (1958)
Fishenden & Saunders Flat Plate (NC) (1950)
Rohsenow (NB) (1952)
 
Figure 3.12: Boiling curve for pure DI water. Experimental results compared to various models 
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The value of Csf used was 0.010 which was “tuned” to the present data for DI water.  This 
constant is termed the liquid-surface parameter and can usually be found for a given 
liquid surface pair (Csf=0.0132 for water on polished stainless steel). However, using a 
tuned value here is appropriate since no other experiments have determined this 
parameter for this particular liquid-surface combination (water – ITO).   This tuned value 
fits neatly between the typically range for water on various surfaces, Csf=0.007-0.0132 
(Collier & Thome, 2001).  A sensitivity study showing the effect of the Csf value on 
Rohsenhow’s (1952) prediction is included in Figure 3.13, showing that the value of 
0.010 best fits the present data.  It also shows how the typically used value of 0.0132 
significantly deviates from the present data. 
 
There is a sizeable difference between the data and theories in the natural convection 
regime, while there is reasonably good agreement in the nucleate boiling portion of the 
curve.  Some discrepancies are to be expected in nucleate boiling due to many heater and 
fluid characteristics not taken into account in these correlations.  These characteristics 
include surface microgeometry, wall thickness, heater dimension, and heater oxidation. 
 
The satisfactory performance of the facility in obtaining the critical heat flux value is 
confirmed in Section 4.2.2. 
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DI Water - Test 1
DI Water - Test 2
DI Water - Test 3
 
Figure 3.13: Boiling curve for pure DI water, along with a sensitivity study of the value of Csf on 
Rohsenhow (1952) nucleate boiling heat transfer prediction.  This shows that a Csf value of 0.01 best 
matches the DI water data in the present study 
  
 
3.3 Experimental Results 
 
A discussion of the experimental pool boiling results and corresponding analysis follows.   
3.3.1 Pool boiling curves 
 
As mentioned previously, seven experiments were studied in detail to investigate their 
nucleate boiling heat transfer performance.  The pool boiling curves for the seven 
experiments that are further analyzed in the following sections are included in Figure 
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3.14.  Several generalized conclusions can be immediately inferred by inspecting this 
figure.  First, the nucleate boiling heat transfer coefficient for all nanofluids is lower (i.e. 
deteriorated) compared with the water experiments, since the boiling curves are shifted 
significantly to the right.  The second conclusion that can be made is that the value of 
critical heat flux in nanofluids is significantly higher (~100%) than the average water 
value.   
 
There is some variability in the heat transfer coefficient of the nanofluid tests, which can 
be partially attributed to the different types and concentrations of nanofluids.  This 
variability is discussed in further detail in the following sections. 
 
A more detailed analysis of the heat transfer coefficients of pure water and nanofluids 
follows.  Also, a detailed discussion of the modification of the critical heat flux is 
included in Chapter 4.  
 
As mentioned before, these heaters have a maximum feature size of ~20nm.  The widely-
accepted pre-existing nuclei (PEN) theory mentioned in Section 3.1.1.1 which requires a 
minimum superheat to activate a given cavity radius would suggest unrealistically high 
superheats as the maximum cavity radius approaches this 20nm feature size.  Based on 
Equation (3.2), a maximum cavity radius corresponding to 10, 20, 100, and 900 nm 
requires a minimum superheat of 871, 435, 87 and 9K respectively.  This would suggest 
something other than pre-existing cavities are responsible for nucleation in these 
experiments.  Steps were taken to clean the heaters prior to each experiment, but it is 
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likely that small amounts of dust or other contaminants were present on the heater surface 
since this is very difficult to prevent completely.  These contaminants could easily be the 
nucleation sites seen in the experiments.  Also, steps were taken to de-gas the solution 
prior to each experiment, but it is still possible that some dissolved gas remained in 
solution or on the surface which would also assist in lowering the threshold of nucleation.  
Similar observations of nucleation occurring at lower superheats than expected were 
made by Dinh et al. (2003) of boiling on nanoscopically smooth surfaces made of 
Titanium films. 















Test 08_004: DI Water
Test 08_006: DI Water
Test 08_007: DI Water
Test 08_013: 0.1 vol% Silica water-based nanofluid
Test 08_014: 0.01 vol% Silica water-based nanofluid
Test 08_015: 0.01 vol% Diamond water-based nanofluid
Test 08_016: 0.01 vol% Diamond water-based nanofluid
 
Figure 3.14: Pool boiling curve for DI water and nanofluids tests that are systematically discussed in 
this chapter.  Approximate uncertainty in measurement of q” is 2%.  The onset of nucleate boiling 
(ONB) is at approximately the same superheat (~7°C) for all experiments (i.e. water and nanofluid 










The infrared camera measures temperatures on the backside of the ITO heating element.  
The nanoparticles that deposit onto the surface during nanofluid boiling create a thermal 
resistance.  This added thermal resistance could explain the observed reduction of the 
heat transfer coefficient, as revealed by the boiling curve shift to the right, and is 
examined here.  It is possible to estimate the effective thermal conductivity of the layer 
using a correlation presented by Kaviany (1995) that was stated to be ideal for boiling on 
porous surfaces: 
 






ε− −⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠
 (3.36) 
where kporous, kf, and ks, are the thermal conductivities of the porous layer, pore filling 
fluid and nanoparticle material, respectively.  If an arbitrary nanoparticle layer porosity of 
ε =0.40 is chosen, the effective thermal conductivities of the silica and diamond 
nanoparticle layers are 3.9 W/m-K and 37 W/m-K assuming nanoparticle properties 
shown in Table 4.8.  Assuming a nanoparticle layer thickness of 10 μm (which was 
shown to be approximately layer thickness in Section 2.4.2), at a heat flux of q”=2000 
kW/m2, there would be a temperature drop for silica and diamond layers of 
approximately 4°C and 0.5°C, respectively.  If the pore space is assumed to be filled with 
saturated steam instead of liquid water, the temperature drop would be 20°C, and 18°C, 
respectively.  The temperature drop at lower heat fluxes would be significantly less, 
however.  For example, at a heat flux, q”=500 kW/m2, assuming steam in the pores, the 
temperature drop would be less than 5°C for either nanoparticle material.  Since the 
observed shift in the boiling curve at this heat flux is greater than 10°C, the thermal 
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resistance cannot be the only explanation, even when this analysis has chosen fairly 
conservative values for the thermal conductivity of the pore filling fluid.  A better 
understanding of the porosity and fluid that fills the pores is required to make a definitive 
statement on this subject.  Clearly, having a more controlled method of modifying the 
surface morphology and contact angle would make such an analysis more 
straightforward. 
 




As discussed in Section 3.1.1.1, the traditional theory such as Mikic et al (1970) 
described bubble growth as a two phase phenomenon: (i) a rapid initial growth phase that 
is over-pressure driven and inertia-controlled, and a (ii) second thermal diffusion limited 
phase that is slower than the first. 
 
More recent bubble growth theory separates the growth of individual bubbles into two 
distinct time periods as shown in Figure 3.15: the initial growth stage and the final 
growth and departure stage.   
 142 
 
Figure 3.15: Bubble dynamics showing micro and macro layers (a) initial hemispherical growth 
stage; (b) final growth/departure stage (adapted from Zhao et al., 2002) 
 
The initial growth stage corresponds to hemispherical bubble growth from the initial 
nucleation site with a wedge shaped liquid microlayer remaining below the bubble base.  
According to this model, the evaporation of the microlayer fuels further bubble growth 
and extends its radius, rc.  The intense evaporation near the nucleating surface is 
extremely efficient at removing heat and thus drastically cools the area directly below the 
microlayer region.  A dry spot expands from the nucleation site outwards as that portion 
of the microlayer is depleted.  This dryspot is comparatively inefficient at removing heat.  
Thus the heater surface in contact with the dried area begins to heat up even as the outer 
portion of the bubble continues cooling the surface via evaporation.  At some time, themi, 
the final growth and departure stage begins where the bubble’s center of mass begins to 
move upwards as the bubble shape transforms from hemispherical to spherical.  This 
shape change is due to buoyancy force overcoming the inertial and surface tension forces 
















there is little growth of the bubble’s effective radius.  During this stage, further growth of 
the microlayer is limited and facilitates a transition to dominant heat transfer from the so-
called macrolayer.  The macrolayer is traditionally described as the region between the 
outer edge of the microlayer to the outer edge of the vapor bubble (Zhao et al., 2002) as 
in illustration (b) of Figure 3.15. 
 
During the final growth stage, there are three separate divisions below the bubble 
consisting of the dryout region, microlayer region and the macrolayer region.  The dryout 
region is the area delimited by the retreating triple point line of the microlayer.  The outer 
radius of the microlayer increases during the initial growth period but essentially stops 
when the bubble begins to grow into a spherical shape.  The macrolayer is not present 
during the initial growth stage, and extends from the microlayer to the bubble diameter 
during the final growth stage. 
 
Cooper and Lloyd (1969) studied the formation mechanism of the microlayer both 
theoretically and experimentally, and expressed its initial thickness at time, t, neglecting 
the surface tension effect, as: 
  
 0 0.8 ,    0 t tmi l hemiv t c tδ α= = ≤ ≤  (3.37) 
where c=0.64Pr. 
 
From this equation, the bubble radius for the initial growth period may be evaluated as: 
 1/2
2 ,   0 t tl satc hemi
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k TR r t
h cρ α
Δ≡ = ≤ ≤  (3.38) 
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Once the initial growth period ends, the bubble front has reached the radius, rh, where the 
final growth and departure period begins.  The bubble radius at the end of this phase can 







Δ=  (3.39) 
 
As the liquid microlayer evaporates, a dryout region forms which can be obtained by 
considering the change of thickness of the microlayer with time.  The radius of the dryout 
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3.3.2.2 Experimental results and discussion 
 
At low heat flux nucleate boiling, where isolated bubble growth occurs, the growth cycle 
can be described as follows (Hsu & Graham, 1986).  Once the liquid layer above the 
heater surface reaches the required surface superheat, ΔTsat, to activate a given nucleation 
site a bubble begins to form which pushes the surrounding liquid outward.  Evaporation 
occurs at the bubble interface and through the microlayer, which fuels further bubble 
growth.   
 
A single bubble cycle is chosen from the synchronized DI water experiments and the 
HSV and IR for this bubble are shown in Figure 3.16 and Figure 3.17 respectively.  For 
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the IR images of Figure 3.17, the light areas represent warm temperatures (~112 °C), and 
dark areas are the cooled nucleation sites. 
 
The HSV shown in Figure 3.16 visually depicts bubble growth.  The depth of field for 
this particular camera setup is sufficient to see several millimeters past the heater surface, 
thus capturing the shape and size of the bubble even as it detaches from the heater 
surface.  The outer radius of the bubble, Rt, and the microlayer radius, rc, are clearly 
visible in these images. 
 
Both the hemispherical radius and dry out radius are assumed from the IR data as shown 
in Figure 3.17.  The hemispherical radius is taken to be the cooled (thus dark colored) 
circular expanding area.  The dry out area is taken to be the hotter (thus light colored) 




Figure 3.16: HSV for a single bubble life-cycle for frames 46-55 in DI water at 60kW/m2.  Time 
interval between consecutive images is ~2.08ms (08_002). 
 
Figure 3.17: IR data for a single bubble life-cycle for frames 46-55 in DI water at 60kW/m2.  Time 
interval between consecutive images is ~2.08ms (08_002). 
 
After bubble departure (~ frame 55), cool liquid rushes in to replace the space previously 
occupied by the bubble.  The layer of liquid that is now immediately above the heater 
surface is gradually heated by transient conduction until it again reaches the required 
superheat to spawn a new bubble after which the bubble growth process repeats.  The 
time between bubble departure and new bubble growth is called the waiting period, tw. 
Initial hemispherical growth is supported with the HSV of Figure 3.16. Frame 48 shows 
that the outer bubble radius, Rt, and the hemispherical radius, rc, have approximately the 
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same value during the initial growth period (t<themi).  Contrast this with later frames (49-
51), where the outer bubble radius as viewed on the HSV is significantly larger than the 
bubble footprint radius as shown in the IR images. 
 
Expansion of bubble radius, Rt, hemispherical radius, rc, and dry out radius, rd for the 
lifetime of a single bubble at q”=60 kW/m2 is shown in Figure 3.18.  These data points 
are found by enlarging the images with image processing software, and counting the 
pixels of light/dark areas.  The pixel count is then converted to distance by calibration 
with a scale placed near the region of interest.  There is some uncertainty in these 
measurements, on the order of the camera resolution (100μm).   
 




















Bubble radius, Rt, (from HSV system)
Cold spot radius, rc, (from IR camera)
Hemispherical bubble radius, rc, (Cooper & Lloyd, 1969)
Inner hot spot radius, rd, (from IR camera)
Dryspot radius, rd, (Zhao et al., 2002)
 
Figure 3.18: Comparison of bubble, cold spot and dry spot radius with corresponding predictions for 




The spatial variation of heater temperature across this cold spot is shown in Figure 3.19.  
This figure shows temperature data from bubble initiation through bubble departure (~19 
ms) and through the wait period where the liquid above the heater surface is gradually 
heated to the required superheat for subsequent bubble growth.  In this data, there is a 
drastic change in slope of the temperature profile at the three-phase contact line and at the 
outer edge of the hemispherical radius which makes distance determination 
straightforward.  Initial growth of the bubble, and thus its cooling behavior, is quite 
symmetric.  Late-phase growth and departure can be non-symmetrical, however, as the 
convection and buoyancy forces affect bubble behavior.  This can be seen in the 
temperature profile at 8 ms.  
 




























Figure 3.19: Temperature evolution across a single cold spot at q"=60kW/m2 in DI water (08_002) 
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The hemispherical growth time, themi, and departure time can be found using the IR and 
HSV data respectively.  The hemispherical growth time corresponds to a time where the 
cooled region stops growing as the bubble transitions from hemispherical to spherical 
growth and the microlayer has reached its largest radius (frame 50 of Figure 3.17).  The 
departure time can be seen using the HSV as the time the bubble peels off the heater 
surface (frame 55 of Figure 3.16).   
 
The Cooper & Lloyd (1969) model for hemispherical bubble growth of Equation (3.38) is 
plotted in Figure 3.18 and used to compare the HSV bubble radius and IR cold spot 
radius data.  The superheat used in the model was the average superheat for the entire 
heater as obtained by the IR camera (ΔTsat=9K).  The model works well in the early stage 
of hemispherical growth for which it is valid.  The model slightly underpredicts the HSV 
bubble radius at short times for this particular bubble, but overpredicts the size as the 
bubble is lifting from the surface.  The model overpredicts the IR footprint data at long 
times, which is expected since the bubble has transitioned to spherical growth during this 
stage.  The Mikic solution, discussed in Section 3.1.1.1, is not plotted but matches the 
Cooper & Lloyd model since both models are based on the hemispherical bubble growth 
concept. 
 
The Zhao et al. model of Equation (3.40) is used to compare the IR hot spot radius data as 
shown in Figure 3.18.  The agreement here is quite good, thus supporting that this hot 




The growth of cold spot and hot spot are shown for several different heat fluxes in Figure 
3.21 through Figure 3.22.  Data for five bubbles are evaluated at each heat flux in order to 
show a clearer picture of bubble growth variability.  The average radii values are 
represented by a data point, while the error bars represent the minimum and maximum 
radii of the five bubbles evaluated.  There is some disparity between different bubbles, as 
expected, but the overall behavior is consistent across the evaluated bubbles, and the 
agreement with microlayer prediction is reasonably good.  At low heat flux, the 
microlayer prediction underpredicts the experimental data slightly, but has good 
agreement at higher heat flux.  HSV bubble radius data for multiple bubbles at several 
heat fluxes is presented in the following section (Section 3.3.3), where the data is used for 
a discussion on the heat transfer mechanisms that fuel bubble growth.  
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Hemispherical bubble radius, rc, (Cooper & Lloyd, 1969)
Cold spot radius, rc, Data from IR Camera
Dryspot radius, rd, (Zhao et al., 2002)
Inner hotspot radius, rd, Data from IR Camera
 
Figure 3.20: Comparison of cold spot and hot spot radii growth for 5 bubbles with corresponding 
predictions for DI water at q"=32kW/m2. Error bars represent minimum and maximum measured 
values in order to show experimental spread.  Measurement error ±10% 


















Hemispherical bubble radius, rc, (Cooper & Lloyd, 1969)
Cold spot radius, rc, Data from IR Camera
Dryspot radius, rd, (Zhao et al., 2002)
Inner hotspot radius, rd, Data from IR Camera
 
Figure 3.21: Comparison of cold spot and hot spot radii growth for 5 bubbles with corresponding 
predictions for DI water at q"=60kW/m2 (08_002). Error bars represent minimum and maximum 






















Hemispherical bubble radius, rc, (Cooper & Lloyd, 1969)
Cold spot radius, rc, Data from IR Camera
Dryspot radius, rd, (Zhao et al., 2002)
Inner hotspot radius, rd, Data from IR Camera
 
Figure 3.22: Comparison of cold spot and hot spot radii growth for 5 bubbles with corresponding 
predictions for DI water at q"=100kW/m2 (08_002). Error bars represent minimum and maximum 
measured values in order to show experimental spread.  Measurement error ±10% 
 
 
The existence of a centrally expanding hot spot in the IR images, and the bubble growth 
analysis confirms the existence of microlayer evaporation during nucleate boiling in 
water through the direct measurement of surface temperature during bubble growth.  A 
previous study by Koffman and Plesset (1983) used laser interferometry to record 
microlayer evaporation, but had a large amount of uncertainity due to the measurement 
technique (e.g. interpretation of fringe patterns).  The IR thermography technique is 
shown here to be a new method of directly measuring the movement of the three-phase 
contact line during microlayer evaporation. 
 
Our results are significant because they confirm that: (i) there is a microlayer of liquid 
formed underneath initial hemispherical bubble formations, and (ii) this microlayer 
q"=100 kW/m2 
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proceeds to evaporate and project the three-phase contact line radially outward.  Further 
experimental investigation and modeling of bubble and dryspot growth are needed, 
especially at high heat flux.   
 
3.3.3 Equivalent radius analysis 
 
Assuming that all heat transferred from the wall is used as latent heat, an equivalent 
bubble radius (devap) can be computed as: 
 







q t A dt
πρ = ∫  (3.41) 
 
Thus the equivalent bubble radius, Revap, can be evaluated as 
 ( ) ( ) ( )
1/3
0





R t d t q t A dt
hπρ
⎛ ⎞= = ⎜ ⎟⎜ ⎟⎝ ⎠∫  (3.42) 
 
With Aheated being the footprint of the bubble at any time, t, taken from the measured 
bubble radius using the HSV data. 
 
The measured bubble radius in DI water from the HSV is compared with the computed 
equivalent radius in Figure 3.23, Figure 3.24, and Figure 3.25 for q”=32 kW/m2, q”=60 
kW/m2, and q”=60 kW/m2, respectively   In each figure, the measured bubble radius data 
averages 5 bubbles with the error bars representing the minimum and maximum of the 
measured values.  The Cooper & Lloyd (1969) model for bubble growth is included in 
the figures as well. 
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The equivalent radius represents an upper bound on the heat that can be directly 
transferred from the wall to the bubble during its growth stage.  The figures clearly show 
that the computed equivalent radius is significantly smaller than the measured radius.  
This is strong evidence that the bubble gains a significant amount of the energy required 
for it to grow from the superheated liquid layer as opposed to the traditional hypothesis 
that bubble growth is driven by microlayer evaporation fuelled by direct heating from the 
wall.  Instead, it seems that the superheated liquid layer acts as a capacitor, storing energy 
for the bubble to siphon off during growth.  This energy is replenished via conduction 
and micro-convection during and following bubble growth.  This finding is consistent 
with experiments using subcooled FC-72 as the working fluid by Yaddanapuddi and Kim 
(2001) and Demiray and Kim (2002, 2004), who used microheaters that locally controlled 
the surface superheat while measuring the local heat flux, in contrast with our approach 
which controls the heat flux while measuring the local temperature.  Interestingly, both 
approaches arrive at the same conclusion.  While the early bubble growth models such as 
Mikic et al. (1970) assumed that the liquid surrounding a bubble fueled its growth 
through evaporation, more recent models such as Dhir and Liaw (1989) and Zhao et al. 
(2002) looked at direct heat transfer from the surface during bubble growth and proposed 
that evaporation of the microlayer was the dominant mechanism of heat transfer during 
fully developed nucleate boiling.  The present study shows that neither mechanism can be 
neglected.  Recent work by Stephan et al. (2009) supports this observation since they 
experimentally determined that approximately 50-60% of the latent heat fueling bubble 
growth flows through the microlayer region.  Of course, the relative importance of the 
two energy sources will depend on the fluid, surface, and heat flux.     
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Hemispherical bubble radius, rc, (Cooper & Lloyd, 1969)
Average measured bubble radius, R t
Equivalent evaporation bubble radius, Revap
 
Figure 3.23: Comparison of the measured radius, Rt, (taken from HSV) to the equivalent radius, 
Revap, q”=32 kW/m2 in DI water (08_002). Error bars represent minimum and maximum 
measured/calculated values in order to show experimental spread.  Measurement error ±10% 
 





















Hemispherical bubble radius, rc, (Cooper & Lloyd, 1969)
Average measured bubble radius, R t
Equivalent evaporation bubble radius, Revap
 
Figure 3.24:  Comparison of the measured radius, Rt, (taken from HSV) to the equivalent radius, 
Revap, q”=60 kW/m2 in DI water (08_002). Error bars represent minimum and maximum 


























Hemispherical bubble radius, rc, (Cooper & Lloyd, 1969)
Average measured bubble radius, R t
Equivalent evaporation bubble radius, Revap
 
Figure 3.25: Comparison of the measured radius, Rt, (taken from HSV) to the equivalent radius, 
Revap, q”=100 kW/m2 in DI water (08_002). Error bars represent minimum and maximum 




3.3.4 Bubble parameters 
 
The following section presents the post-processed experimental data corresponding to the 
key bubble parameters of interest: average bubble departure diameter, average frequency, 
nucleation site density, and the average growth and wait times.  Next, this data is 
compared with available theoretical models.  The interrelationship between the 
parameters is also discussed.  Finally, there is a comparison of the pure water and 
nanofluid data.  The distribution, or spread in the bubble parameter data is presented and 
analyzed in detail in Appendix B. 
q"=100 kW/m2 
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3.3.4.1 Experimental data 
 
The following figures present the post-processed data showing the bubble parameter 
trends for water and nanofluid pool boiling. Data was obtained and post-processed with 
the method discussed in Section 3.2.1.  Each data point in these figures is a summary for 
all of the nucleation sites at a given heat flux and represents the ensemble average of all 
nucleation site average values at a given heat flux.  In all these plots, the error bars are 
omitted to maintain legibility.  However, a discussion of the uncertainties on all the 
parameters in the plots was presented in Section 3.2.2.2. 
  
The measured average bubble departure diameter, average frequency, nucleation site 
density, average growth time and average wait time versus wall superheat are shown in 
Figure 3.26, Figure 3.27, Figure 3.28, Figure 3.29, and Figure 3.30 respectively.   
 
The measured average bubble departure diameter, average frequency, nucleation site 
density, average growth time and average wait time versus wall heat flux are shown in 
Figure 3.31, Figure 3.32, Figure 3.33, Figure 3.34, and Figure 3.35 respectively. 
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08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.26: Measured average bubble departure diameter vs. wall superheat for water and 
nanofluids (Error ±10%) 
 































08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.27: Measured average bubble departure frequency vs. wall superheat for water and 
nanofluids  
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08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.28: Measured nucleation site density (NSD) vs. wall superheat for water and nanofluids 
(Error <2%) 


























08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.29: Measured average bubble growth time vs. wall superheat for water and nanofluids 
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08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.30: Measured average bubble wait time vs. wall superheat for water and nanofluids 


































08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.31: Measured average bubble departure diameter vs. wall heat flux for water and 
nanofluids 
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08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.32: Measured average bubble departure diameter vs. wall heat flux for water and 
nanofluids 




















08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.33: Measured nucleation site density (NSD) vs. wall heat flux for water and nanofluids 
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08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.34: Measured average bubble growth time vs. wall heat flux for water and nanofluids 




















08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 






Comparison of data with theory 
 
The measured average bubble departure diameters for water and nanofluids versus wall 
superheat are compared with several theoretical models in Figure 3.36.   All of these 
models are discussed in the literature review of Section 3.1.1.  For those models requiring 
the surface contact angle as an input, θ=90° or θ=10° were chosen as these are 
approximately the measured value for a clean heater and fouled heater, respectively (see 
Section 2.4).   
 
It is interesting to note that one of the oldest and most widely used models, Fritz (1935), 
overpredicts the measured departure diameter by approximately a factor of 4 for an 
assumed contact angle of θ=90° (which is approximately the contact angle of a ‘clean’ 
heater in this study) and consistently underestimates the diameter for a contact angle of 
θ=10° (which is approximately the contact angle of a nanoparticle fouled surface in this 
study).  The model most able to accurately predict the water and nanofluid diameter 
trends is Zuber (1959).  This is most likely because the values of both the heat flux and 
wall superheat are used in this model which means that a boiling curve is not assumed a 
priori as in all other models.  Additionally, the, Ruckenstein (1963) & Zuber (1964), Cole 
(1967), Cole & Rohsenow (1968) poorly reflect the present data, while the Kutateladze & 
Gogonin (1979), Jensen & Memmel (1986), Borishanskiy et al (1981), Stephan (1992) 
models tend to agree with the present data.  The present data supports the hump behavior 
 164 
seen by Kolev (2002) where the bubble departure diameter continues to increase with 
increased superheat until a superheat of approximately 20C, at which point the trend 
reverses and bubble departure decreases with increasing superheat due to neighboring 
bubbles interacting and forcing early departure.  This behavior can be seen in every data 
set except the water data of 08_004, but is not as pronounced as the model predicts.  It is 
also important to note that the data here is the measured bubble footprint using the IR 
data.  For contact angles of 90° or less, this is always smaller than the actual bubble 
departure diameter, with the exact ratio primarily dependent on the contact angle.  
 


































08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
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et al. (1981) 
Jensen & Memmel 
(1986) 















Fritz [β=90°] (1935) 
Cole & Rohsenow (1968) 
Fritz [β=10°] (1935) 
 
Figure 3.36: Measured bubble departure diameter vs. wall superheat for water and nanofluids 
compared with several theoretical models (discussed in Section 3.1.1.1).  Data labeled in legend.  
Lines for theories labeled directly. 
 
The measured nucleation site density for water and nanofluids vs. wall superheat are 
compared with two theoretical models in Figure 3.37. These models are discussed in the 
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literature review of Section 3.1.1.1.  In this analysis, the Kocamustafaogullari & Ishii 
(1983) model uses a value of 4.4 for the exponent, m, as recommended by these authors 
for DI water.  A contact angle of 90 degrees was again chosen for both models to 
approximate the measured value.  It is interesting to note that even though there are more 
nucleation cavities on the porous microstructures created by nanoparticle deposition, the 
nucleation site density is lower at a given superheat for nanofluids.  An explanation for 
this behavior is included in Section 3.3.5.4. 
































08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
Wang & Dhir [θ=90o] (1993)
Kocamustafaogullari & Ishii [θ=90o] (1983)
 
Figure 3.37: Measured nucleation site density (NSD) vs. wall superheat for water and nanofluids 
compared with several theoretical models (discussed in Section 3.1.1.1) 
 
The measured growth times for water and nanofluids vs. wall superheat are compared 
with the theoretical model of Hatton & Hall (1966), (found in Section 3.1.1.1), in Figure 
3.38.  Fritz (1935) is used for the departure diameter, as it was used in the Hatton & Hall 
reference for their model comparison.  The behavior seen in Hatton & Hall (1966) is seen 
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with all the DI water data sets and one nanofluid data set (08_014), namely a decrease in 
the growth time with increasing superheat.  The magnitude of this decrease is not as 
dramatic in the measured data.  The remaining three nanofluid curves initially increase 
slightly to a maximum growth time, after which they decrease to an asymptotic value 
(rather than zero as predicted by the model). 


























08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
Hatton and Hall (1966)
 
Figure 3.38: Measured growth time, tg, vs. wall superheat for water and nanofluids compared with 
the Hatton & Hall (1966) model (discussed in Section 3.1.1.1).  Fritz (1935) is used for the departure 
diameter, as it was used in the Hatton & Hall reference to compare their result 
 
The measured wait times for water and nanofluids vs. wall superheat are compared with 
the theoretical result of Han and Griffith (1965), (found in Section 3.1.1.1), in Figure 
3.39.  The curve in the figure multiplies the Han and Griffith’s model by a factor of 130.  
This is done because the model represents a minimum wait time, not a maximum wait 
time.  As mentioned previously, the actual wait times found by Han and Griffith ranged 
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between 17 and 130 times this minimum wait time, so the upper bound was chosen in this 
figure for comparison.  It is quite clear that the trend of decreasing wait time with 
increasing wall superheat is followed in all of the data sets.  Furthermore, the asymptotic 
behavior is also very similar between the data and theory (the theory goes to a value for 
the wait time of ~2.8ms toward infinite superheat in this case).  This is a coincidental 
result, as the multiplication factor was chosen arbitrarily.  




















08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
Han and Griffith (1965) (x130)
 
Figure 3.39: Measured wait time, tw, vs. wall superheat for water and nanofluids compared with the 
Han & Griffith (1965) minimum wait time model (discussed in Section 3.1.1.1).  Since the Han & 
Griffith model represents the minimum wait time, it was multiplied by a factor of 130 in this figure to 
compare with the actual wait time (as the upper bound mentioned in Section 3.1.1.1) 
 
The measured ratio of average growth time to average cycle time vs. wall superheat is 
compared with the theoretical value of 0.25 found by van Stralen (1970) in Figure 3.37. 
This data seems to be the first of its kind, as it has previously been extremely difficult to 
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obtain both bubble growth time and departure frequency for a large number of bubbles.  
It is quite clear that while the van Stralen value matches the data at high superheat, the 
model clearly overpredicts it at low superheat. 














08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
van Stralen (1970)
 
Figure 3.40: Ratio of measured average growth and measured average cycle time vs. wall superheat 
for water and nanofluids 
 
The measured bubble departure frequencies for water and nanofluids versus the measured 
bubble departure diameter are compared with several theoretical models in Figure 3.41.  
These theoretical models are discussed in the literature review of Section 3.1.1.1.   In 
general, the models reproduce the trends of the measured data, namely reduced departure 
frequency with increasing bubble departure diameter.  However, all of the models tend to 
overpredict the measured departure frequency at a given departure diameter. 
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08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid




Figure 3.41: Relationship between average bubble departure frequency and average departure 
diameter for experimental water and nanofluid data compared with theoretical models (discussed in 
Section 3.1.1.1) 
 
The interrelationship between the measured nucleation site density and measured bubble 
departure diameter is shown in Figure 3.42, while the relationship between the measured 
nucleation site density and the measured departure frequency is shown in Figure 3.43.  
These two figures are shown simply to provide a more complete picture of the trends 
found in the massive body of data obtained in this work. 
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08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.42: Relationship between nucleation site density (NSD) and average bubble departure 
diameter for experimental water and nanofluid data  
















Bubble Departure Frequency, fb, (Hz)
 
 
08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.43: Relationship between nucleation site density (NSD) and average bubble departure 
diameter for experimental water and nanofluid data  
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Water and nanofluid comparison 
 
The objective of this section is to interrogate the water and nanofluid bubble parameter 
database in order to explain the heat transfer coefficient deterioration measured in the 
nanofluids experiments.  A summary of the general bubble parameter trends between 
water and nanofluids at a given wall superheat obtained from Figure 3.26-Figure 3.30 can 
be found in Table 3.5.  At a given wall superheat, the nanofluid data trended toward a 
higher bubble departure diameter, growth time and wait time than the pure water data, 
while the nanofluids have a lower bubble departure frequency and nucleation site density.   
 
Table 3.5: Summary of general trends found in bubble parameters between water and nanofluids for 














Nanofluids Water Water Nanofluids NanofluidsHigh 
↓ 
Low Water Nanofluids Nanofluids Water Water 
 
 
The time data, i.e. the departure frequency, and the growth and wait times showed the 
greatest difference between water and nanofluids, and are also consistent with each other 
(e.g. a larger growth & wait time corresponds to lower frequency since they are inversely 
related).  The nucleation site density data did not show as great of a separation between 
water and nanofluids; but the water data did exhibit a somewhat higher nucleation site 
density at a given wall superheat.  The departure diameter showed the least pronounced 
trend of all the bubble parameters, as most of the data showed an average bubble 
departure diameter of approximately 1mm with a standard deviation of less than 0.5mm.  
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There is a slight trend, though, toward nanofluids having a larger departure diameter than 
water at a given wall superheat. 
 
3.3.5 Heat transfer coefficient 
 
Several models for the nucleate boiling heat transfer coefficient are described in the 
following section.  The bubble parameters data discussed above are then used directly in 
each model, which makes it possible to relate these parameters to the boiling curve.  A 
physical insight into the reduction of the nucleate boiling heat transfer coefficient in 
nanofluids can be gained in this manner.  It is also possible to evaluate the model 
performance since no assumptions need be made regarding their bubble parameter inputs.  
The three nucleate boiling heat transfer models evaluated here are: the RPI partitioning 
model, microlayer partitioning model and boundary layer turbulence model. 
 




One of the most popular techniques for accurately predicting the nucleate boiling heat 
transfer coefficient from basic principles is called heat flux partitioning (Kurul & 
Podowski, 1990), which has also been labeled as the “RPI Model” after the authors’ 
university.  The model is based on the Bowring (1962) scheme of accounting for the 
various boiling mechanisms separately.  Both have primarily been developed for flow 
boiling, but have been extended and applied to pool boiling here. 
 173 
 
The heat removed by the boiling fluid is assumed to be through the following 
contributions: 
 
1. the net latent heat to form the bubbles (qe) 
2. heat expended in re-formation of the thermal boundary layer, or the so-called 
quenching heat flux (qq) 
3. heat transferred to the liquid phase outside the zone of influence of the bubbles by 
turbulent natural convection (qc). 
 
The total boiling heat flux is obtained through the addition of the three fluxes as: 
 tot e q cq q q q= + + . (3.43) 
 
The expressions to be used in the model for each flux terms are discussed next. 
 
 
Turbulent natural convection 
 
 
The original RPI Model was developed for two-phase flow where a forced convection 
heat transfer coefficient was used.  Since the present work is interested solely in pool 
boiling, a single phase turbulent natural convection heat transfer coefficient is used 
instead.  For a flat upwards-facing plate, McAdams’ (1945) correlation can be used: 
 ( )1/30.14 Prlturb kh GrL= i . (3.44) 
 
Then the heat flux due to natural convection can be estimated from  
 ( )1c turb w satq A h T Tφ= −  (3.45) 
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where A1φ is the area fraction not affected by the presence of bubbles.  No factor 
accounting for enhanced turbulence due to bubble departure is included in the original 
RPI Model for forced convection, so none is included here for natural convection.  
 
Thermal boundary layer reformation 
 
When a bubble departs from a nucleation site, cold liquid rushes in to fill the volume 
vacated by the departing bubble.  This occurs at the beginning of the waiting time, tw, 
after which a nucleation event occurs at the site again.  Assuming only pure conduction to 
the liquid throughout this waiting period, the heating of this replenished liquid layer can 
be modeled as transient conduction to a semi-infinite medium with a step change in 
temperature (Tw-Tsat) at the surface (Benjamin & Balakrishnan, 1996).  The instantaneous 
heat flux for such a case is given by Carslaw and Jaeger (1959) as 




−= . (3.46) 
 



















∫  (3.47) 
 
When the bubble departs, it carries a portion of the superheated thermal boundary layer 
with it in its wake.  Han and Griffith (1965) showed that this portion is four times the 







Da Dπ π= =  (3.48) 
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The fraction of the total wall area influenced by the detaching bubbles is thus: 
 ( ) 211q A b AA A aN D Nφ π= − = =  (3.49) 
 
The wait time, tw, and grow time, tg, comprise the complete ebullition cycle: 
 cycle g wt t t= +  (3.50) 
 





= + . (3.51) 
 
If not obtained directly, the bubble frequency can be estimated via one of several models.  
Van Stralen’s et al. (1975) assumption that the waiting time is three times the growth 
time 
 3w gt t=  (3.52) 
 
is usually used.  A model for the wait time can then be used to calculate the departure 
frequency using this relationship.  Note that in our study, the frequency, wait, and growth 
times are measured directly; therefore, this assumption is not needed, nor are bubble wait 
time models required. 
 
Extending Equation (3.47) from a single nucleation site to all the nucleation sites on the 
surface: 
 ( )" 2 ( )l w satq w b q
l w
k T Tq t f A
tπα
−=  (3.53) 
 
Of course, this assumes that there is no overlap in the areas of influence of neighboring 
nucleation sites which is a valid assumption only at low heat flux (the so-called isolated 
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bubble nucleation regime).  For the analysis below, however, this relationship is extended 
through all heat fluxes since no simple alternative including bubble interaction exists. 
 
Liquid evaporation  
 
A significant fraction of the energy supplied at the heater surface is used to convert liquid 










vapor b SD g b SD
Dm m f N f N
A
π ρ= = . (3.55) 
 






e g fg b SD
Dq h f Nπ ρ=  (3.56) 
 
 
Experimental results and discussion 
 
Since the present work has obtained discrete data for bubble departure diameter, 
frequency, nucleation site density, growth time, and wait time, no 
correlations/assumptions for these parameters will be needed.  This, however, 
necessitates a slight reformulation of the various expressions for the partitioned heat 
fluxes. 
 
The total boiling heat flux is obtained through the addition of the three partitioned heat 
fluxes as given previously: 
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 " " " "tot e q cq q q q= + + . (3.57) 
 






e g fg b SD
D
q h f N
π ρ=  (3.58) 
 
In this case, there is data for the bubble departure diameter, frequency and nucleation site 
density, so the above expression can be modified to account for the individual 
contributions of each nucleation site, n, as 
 ( )" 3, , ,
1
        for n=1,...,N
6
TN
e n g fg b n b n T
n




= ∑ i  (3.59) 
 
with NT being the total number of nucleation sites and n corresponding to each individual 
nucleation site. 
 
Thus, the total contribution to the partitioned evaporation heat flux of all nucleation sites 
is simply 
 ( )" 3, ,
1
    
6
TN
e g fg b n b n
n




= ∑ i  (3.60) 
 
The contribution of each nucleation site to the partitioned quench heat flux is given by 
 ( )( )" 2, , , ,
1
2 ( )         for n=1,...,N
TN
l w sat
q n b n w n b n T
nl




−= ∑  (3.61) 
 
Thus, the total contribution to the partitioned quench heat flux of all nucleation sites is 
simply 
 ( )( )" 2, , ,
1
2 ( ) TNl w sat
q b n w n b n
nl




−= ∑  (3.62) 
 
The expression for turbulent natural convection can be rewritten as 
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c b n turb w sat
n




⎡ ⎤= − −⎢ ⎥⎣ ⎦∑  (3.63) 
 
By using Equation (3.57) it is then possible to compare the predicted total partitioned 
heat flux with the experimental data found in this work.  This comparison is made in 
Figure 3.44 through Figure 3.50 for the seven experimental data sets.  The total 
partitioned heat flux, qtot, is shown along with the component heat fluxes: evaporation, qe; 
quench, qq; and convection, qc. 
 
The RPI model is capable of generally predicting the correct order of magnitude of the 
heat flux, but typically with a very large error.  Also, the model incorrectly predicts the 
boiling curve trend except in one case, the DI water test 08_007.  The model does, 
however, predict the degradation of the nucleate boiling heat transfer coefficient and 
increased critical heat flux in nanofluids as shown in Figure 3.51. 
 
It is clear that the dominant heat transfer mechanism is the quench heat flux.  This is a 
surprising result as the conventional thinking is that the evaporation heat flux dominates, 
especially at high heat flux.  This is considered to be a significant observation.  The 
convective contribution is small in all cases.   
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Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.44: Comparison of actual boiling curve (●) with RPI partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  DI Water test (08_004) 






















Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.45: Comparison of actual boiling curve (●) with RPI partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  DI Water test (08_006) 
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Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.46: Comparison of actual boiling curve (●) with RPI partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  DI Water test (08_007) 




























Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.47: Comparison of actual boiling curve (●) with RPI partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  Nanofluid (0.1 vol% Silica 
in water) test (08_013) 
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Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.48: Comparison of actual boiling curve (●) with RPI partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  Nanofluid (0.01 vol% 
Silica in water) test (08_014) 



























Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.49: Comparison of actual boiling curve (●) with RPI partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  Nanofluid (0.01 vol% 
Diamond in water) test (08_015) 
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Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.50: Comparison of actual boiling curve (●) with RPI partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  Nanofluid (0.01 vol% 
Diamond in water) test (08_016) 
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08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.51: Total partitioned heat flux boiling curve, qtot, as predicted using RPI model with the 
data from the current work used as bubble parameter inputs 
 
 




Instead of considering the evaporative heat flux on the macroscopic scale of the entire 
bubble, more recent analyses consider bubble growth via the vaporization of a thin liquid 
film left under the bubble, termed the microlayer.  The thickness of this microlayer 
shrinks as it evaporates into the bubble volume.  Thus, a dry area is formed (with its 
center being the nucleation cavity), which continually grows as the microlayer depletes.  
Only conduction heat transfer through the microlayer is considered, i.e., convection heat 
transfer in the microlayer and within the bubble are neglected. 
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Snyder (1956) first proposed the concept of a microlayer under a vapor bubble during 
nucleate pool boiling and it has been used extensively since (Stralen et al., 1975; Judd & 
Hwang, 1976; Benjamin & Balakrishnan, 1996; Dhir, 2003; etc.).  The model discussed 
below, and used to benchmark the work in this thesis was proposed by Benjamin & 
Balakrishnan (1996). 
 
The rate of heat transfer by microlayer evaporation can be obtained by multiplying the 
average energy transferred per bubble due to microlayer evaporation, ρlhfgVME, by the 
bubble flux density, NSDfb (Judd & Hwang, 1976): 
 
 ME l fg SD b MEq h N f Vρ=  (3.64) 
 
The volume of the microlayer evaporated, VME, can be found by determining the energy 
balance across the microlayer.   Sernas and Hooper (1969) took the surface properties 
into account in calculating the transient conduction heat flux to the bubble from the 
microlayer as: 






−=  (3.65) 
where 




ργ ρ= . (3.66) 
 
If the instantaneous bubble diameter is Dt and the instantaneous diameter of the dry area 
under the bubble is Dd, then the instantaneous area of the microlayer at the base of the 











π π φ⎡ ⎤⎛ ⎞⎢ ⎥= − =⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
. (3.67) 
 
The bracketed term is considered to be a constant and is called φ from this point forward.  
This is a reasonable assumption because experimental data (Torikai et a., 1964; Gerardi 
et al., 2008) show that the ratio (Dt/Db) is a constant value soon after the initiation of 
bubble growth.  A value of φ =0.2 is chosen for all simulations.  This is the approximate 
value that can be extracted from Torikai et al. (1964) and from the present data.  
However, it was seen that the total heat flux predicted with this model is insensitive to 
this parameter for φ<0.5. 
 
An energy balance on the evaporating microlayer for saturated boiling gives: 
 ( ) 2( )
4
l w sat t
l pl w sat
l
k T T Dd m C T T
dt t
γ π φπα
−⎡ ⎤− − =⎣ ⎦  (3.68) 
 
where ml is the instantaneous mass of the evaporating microlayer 
 ( )l m lm A t δρ=  (3.69) 
 
Please note that Equation (3.68) does not include a latent heat of vaporization term, as it 
should in order to accurately model the energy transfer during microlayer evaporation.  
This does not weaken the analysis of the experimental results since actual bubble 
parameters (e.g. bubble diameter, frequency, wait time) are input directly into the 
microlayer model instead of determined by means of correlations as discussed presently.   
 
The instantaneous microlayer thickness, δ, can be related to the diameter of the bubble by 
substituting Equations (3.67) and (3.69) into Equation (3.68), giving 
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 2 t l
t l
dDd
dt D dt t
γαδ δ
πα+ = −  (3.70) 
 
The instantaneous diameter of the growing bubble has been correlated by Benjamin and 
Balakrishnan (1996) using data from Zmola (1950) and Siegel and Keshock (1964) as 
 [ ]1/20.135( )t lD t B Ar Ja tα= i i  (3.71) 
 
where  
 Ja is the Jacob number = (ρlCplΔT)/ρvhfg 
 Ar is the Archimedes number =(g/νl2)(σ/ρlg)3/2 
 B is a constant (1.55 for water) 
 





= . (3.72) 
 






πα+ = −  (3.73) 
 
This is an ordinary differential equation (ODE) that can be solved with an integrating 





αγδ π= −  (3.74) 
 
Note that there was a typo in the original Benjamin & Balakrishnan (1995) paper with the 
variable “t” in the dominator raised to the ½; however, the above is the correct solution to 
the ODE in Equation (3.73). 
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By the time the bubble departs, it is believed that the microlayer nearly fully vaporizes 
meaning that the thickness of the microlayer, δ, is zero.  This gives a boundary condition 
in order to solve for C: 
 0
gt t







C tγαπα= . (3.76) 
 
This expression yields a complete description of the instantaneous microlayer thickness 
as: 
 ( ) ( )23 l g gt t t t tt αγδ π= −  (3.77) 
 
 The total volume of evaporated microlayer (VME) is given by 
 












∫  (3.78) 
 
which can be evaluated by using Equations (3.67) and (3.77), yielding 
 ( )3/22 0.27
10ME l g
V B Ar t Jaγφ π α=  (3.79) 
 
It is then possible to calculate the heat flux associated with the evaporation of the 
microlayer during the time tg (Benjamin & Balakrishnan, 1996): 
 ( )3/22 0.27
10ME l g l fg SD









Thermal boundary layer re-formation 
 
Immediately after bubble departure, liquid rushes into the space the bubble vacated and 
heats up via transient conduction, as discussed in Section 3.3.5.1.  The heat flux absorbed 
by the fluid for all nucleation sites is then given by Benjamin & Balakrishnan (1996): 
 ( )( )" 2 lR SD w sat
l w
kq N a T T
tπα= −  (3.81) 
 
The expression is similar to that given in Section 3.3.5.1, except that Benjamin & 
Balakrishnan assume that the growth time is negligible, so fb=tw. 
 
The average heat flux during the entire bubble cycle is then (Benjamin & Balakrishnan, 
1996): 
 ME g R wcycle
g w
q t q t
q
t t
+= +  (3.82) 
 
The growth time, tg, and wait time, tw, are related to the bubble departure frequency, fb, as 
discussed in Section 3.3.5.1. 
 
Turbulent natural convection 
 
The fraction of the heating surface that is not influenced by bubble departure is A1φ=[1-
NSD•a].  The single-phase turbulent natural convection heat transfer coefficient in this 
regime can be estimated by using McAdams’ (1945) discussed in Section 3.3.5.1.  Using 
this correlation, the heat flux due to natural convection can be estimated from  
 [ ] ( )" 1NC SD turb w satq N a h T T= − −  (3.83) 
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The total boiling heat flux is then obtained (Benjamin & Balakrishnan, 1996) from qME, 
qR, and qNC as: 
 ME g R wtot NC
g w
q t q t
q q
t t





Benjamin & Balakrishnan (1975) used specific models or correlations to determine the 
bubble departure diameter, departure frequency and nucleation site density.  These are 
discussed below. 
 
Bubble departure diameter 
 









⎡ ⎤⎛ ⎞= +⎢ ⎥⎜ ⎟− ⎝ ⎠⎢ ⎥⎣ ⎦
 (3.85) 
 
Nucleation site density 
 
A correlation by Benjamin & Balakrishnan (1997) to determine nucleation site density: 
 ( ) ( ) ( )0.4 1.63 31218.8 PrSDN Tθ γ




14.5 4.5 0.4A AR P R Pθ σ σ
⎛ ⎞ ⎛ ⎞= − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  (3.87) 
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Bubble departure frequency 
 
A correlation by Malenkov (1971) was used to determine the bubble departure frequency. 
The detachment frequency is related to the bubble departure diameter and velocity by  
 ( )1b b
vf
Dπ ϕ= −  (3.88) 
 
The speed of bubble departure, v, immediately prior to detachment equals the speed of 
free rise (Malenkov, 1971), and can be given by 









ρ ρ ρ ρ
⎡ ⎤−= +⎢ ⎥+ +⎣ ⎦
 (3.89) 
 
The vapor content, φ, of the boundary layer increases with increasing heat flux and can 





ϕ ρ= +  (3.90) 
 
Clearly the vapor content of the boundary layer, and thus the bubble departure frequency 
is dependent on the variable that is being solved for, q”, so qME, qR and qC are solved 
iteratively for each wall superheat, ΔT. 
 
To benchmark that the present work has implemented the models of Benjamin & 
Balakrishnan (1996; 1997) properly, a portion of their work was duplicated below.  
 
First, the nucleation site density correlation was duplicated.  The water data in Figure 4b 
of Benjamin & Balakrishnan (1997) was chosen.  The heated surface was made of 
aluminum (Cp=900 J/kgK; ρ=2699 kg/m3; k=210 W/mK) and had an arithmetic average 
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roughness, Ra, of 1.17μm.  Equation (3.86) is used, and the comparison of the present 
work’s implementation and values extracted from the reference are shown in Figure 3.52, 
with good agreement. 




















Benjamin & Balakrishnan (1997) Fig. 4b
 
Figure 3.52: Benchmark of present work’s implementation of Benjamin & Balakrishnan (1997) 
nucleation site density model 
 
Next, the full implementation of the heat flux model was benchmarked against that 
discussed above (Benjamin & Balakrishnan, 1996), with the water data of Figure 3.52 
being chosen.  For this test, the heated surface was made of copper (Cp=385 J/kgK; 
ρ=8960 kg/m3; k=385 W/mK) and an arithmetic average roughness, SRa, of 0.07μm.   
The total heat flux, qtot, from Equation (3.84) is plotted vs. wall superheat as a solid line 
along with the corresponding values from the reference in Figure 3.53.  Also, qME, qR, 
qCYCLE and qC are plotted to show their relative contributions to the total heat flux. It is 
clear that the microlayer evaporation heat flux is increasingly the dominant heat transport 
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mechanism with an increase in wall superheat.  Also, at sufficient wall superheat (in this 
case ~12 °C) the thermal boundary layer re-formation heat flux becomes more important 
than the convection heat flux. 
























Benjamin & Balakrishnan (1996) Fig. 4a
 
Figure 3.53: Benchmark of present work’s implementation Benjamin & Balakrishnan (1996) boiling 
heat flux model 
 
 
Experimental results and discussion 
 
The microlayer description is expected to be more accurate than the RPI model when 
utilizing the actual bubble diameter data from the IR imaging since the measurement 
technique directly obtains the instantaneous area of the microlayer rather than the 
effective diameter of the bubble.   
 
 193 
With the above implementation of the microlayer evaporation model verified, the 
objective is to now benchmark the model with data obtained in the present work. 
 
Since the present work has discrete data for bubble departure diameter, frequency, 
nucleation site density, growth time and wait time, no correlations/assumptions for these 
parameters will be needed.  This, however, necessitates a slight reformulation of the 
various expressions for the partitioned heat fluxes. 
 
The expression for the total microlayer evaporation heat flux is as before: 
 ME l fg SD b MEq h N f Vρ=  (3.91) 
 
In this case, there is data for the bubble departure frequency and microlayer volume for 
each bubble, so the above expression can be modified to account for the individual 
contributions of each nucleation site, n, as 
 ( ), , ,        for n=1,...,Nl fgME n b n ME n Thq f VA
ρ= i  (3.92) 
 
With NT being the total number of nucleation sites and n corresponding to each 
individual nucleation site. 
 
For each nucleation site, n, the volume of the microlayer evaporated is given, as before, 
as 
 








A t t dt
V
dt
δ= ∫ ∫  (3.93) 
In this case,  
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22 2( ) ( ) ( )1




D t D t D tA
D t
π π φ⎡ ⎤⎛ ⎞⎢ ⎥= − =⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 (3.94) 
 
The ratio Dd(t)/Dt(t) is still assumed to be a constant for all t, so the expression in the 
brackets is denoted by φ from this point on.  Again, this is likely a good assumption 
because experimental data (Torikai et al, 1964; Gerardi et al, 2008) show that the ratio 
(Dt/Db) is a constant value soon after the initiation of bubble growth.  A value of φ=0.2 is 
chosen for all simulations.  This is the approximate value that can be extracted from 
Torikai et al (1964) and from the present data.  However, it was seen that the total heat 
flux predicted with this model is insensitive to this parameter for φ<0.5. 
 
An assumption must be made, however, about the bubble growth behavior over time 
since the present data only collects a final, or departure, diameter.  Collection of every 
bubble’s growth behavior from initiation to departure is beyond the scope of this work. 
 
By examining bubble growth behavior of a few bubbles, shown here in Figure 3.24, it can 
be seen that the growth is approximately proportional to the square root of time.  This is 
confirmed by Mikic & Rohsenhow (1970) and Benjamin & Balakrishnan (1996).  Thus, 




=  (3.95) 
 
The thickness of the microlayer is given as before: 
































⎛ ⎞⎛ ⎞ ⎛ ⎞⎜ ⎟−⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠⎝ ⎠=
=
⌠⎮⎮⌡
∫  (3.97) 
 
So, the microlayer evaporation contribution of each individual nucleation site, n, will be 
 ( ) ( )( )1/2 2, , , ,      for n=1,...,N10l fg lME n b n g n b n Thq f t DAρ απ φγ π= i  (3.98) 
 
The contribution of each individual nucleation site to the partitioned quench heat flux is 
written as before, 




2 1         for n=1,...,NlR n w sat b n T
l w n




⎛ ⎞⎜ ⎟= − ⎜ ⎟⎝ ⎠
i  (3.99) 
 
The total nucleation cycle heat flux, qcycle, can then be given by summing the individual 
contributions of each nucleation site: 
 
( )( ) ( )( )
( ) ( ), , , ,1 , ,
TN ME n g n R n w n
cycle
n g n w n
q t q t
q
t t=
⎛ ⎞+⎜ ⎟= ⎜ ⎟+⎝ ⎠
∑  (3.100) 
 
The total contribution to the partitioned natural convection heat flux can be found by 
summing over all nucleation sites: 





NC b n turb w sat
n




⎡ ⎤= − −⎢ ⎥⎣ ⎦∑  (3.101) 
 
The total microlayer partitioned heat flux is as before: 
 tot cycle NCq q q= +  (3.102) 
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By using Equation (3.102) it is then possible to compare the predicted total microlayer 
partitioned heat flux with the experimental data found in this work.  This comparison is 
made in Figure 3.54 through Figure 3.60 for the seven experimental data sets.  The total 
microlayer partitioned heat flux, qtot, is shown along with the component heat fluxes: 
evaporation, qME; quench, qR; and natural convection, qNC. 
 
The microlayer model is capable of generally predicting the correct order of magnitude of 
the heat flux and critical heat flux for the water data.  This includes the general trend of 
the boiling curve.  However, the microlayer model poorly predicts the nanofluid data or 
its trend.  At low heat flux, the microlayer model seems to be several orders of magnitude 
off from the nanofluid data.  This is likely because the wait time takes an enhanced role 
in the microlayer model.  In the case of nanofluids, the wait time is considerably larger 
than that of water at low heat flux (see Figure 3.30).  
 
The microlayer model does predict the degradation of the nucleate boiling heat transfer 
coefficient and increased critical heat flux in nanofluids as shown in Figure 3.61, but not 






































Figure 3.54: Comparison of actual boiling curve (●) with microlayer partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  Shown along with qtot, are 
partitioned contributions to the heat flux of qME, qR, and qNC. DI water test (08_004) 


























Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.55: Comparison of actual boiling curve (●) with microlayer partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  DI water test (08_006) 
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Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.56: Comparison of actual boiling curve (●) with microlayer partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  DI water test (08_007) 




















Nanofluid (0.1 vol% Silica







Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.57: Comparison of actual boiling curve (●) with microlayer partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  Nanofluid (0.1 vol% Silica 
in water) test (08_013) 
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Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.58: Comparison of actual boiling curve (●) with microlayer partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  Nanofluid (0.01 vol% 
Silica in water) test (08_014) 
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Figure 3.59: Comparison of actual boiling curve (●) with microlayer partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  Nanofluid (0.1 vol% 
Diamond in water) test (08_015) 
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Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.60: Comparison of actual boiling curve (●) with microlayer partitioning model using 
corresponding bubble parameters (Db, NSD, fb, tg, tw) for each superheat.  Nanofluid (0.1 vol% 
Diamond in water) test (08_016) 
 



































08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.61: Total microlayer partitioned heat flux boiling curve, qtot, for each data set as predicted 








In order to fully discuss the boundary layer turbulence model for the nucleate boiling heat 
flux developed by Kolev (2002, 2008), a description of the model that Kolev uses to 
describe bubble growth and departure size is required first. 
 
Kolev developed a detailed model describing the growth and departure of bubbles on a 
surface.  This model captures the effect of the tangential shear that is caused by 
neighboring bubble growth.  The isolated bubble growth and departure regime occurs at 
low super heat, but the mutual interaction bubble growth and departure regime dominates 
at high super heat.  This model is able to reproduce some bubble departure data in the 
literature quite well as shown in Figure 3.62. 
 
Figure 3.62: Figure 15.4 from Kolev showing bubble departure diameter as a function of 








D D>  (3.103) 
 
In the derivation of this result, Kolev states that the constant 3/2 is valid for homogenous 
nucleation, while a value of π/7 is appropriate for spherical nucleation from a flat surface.  
Unfortunately, he does use the 3/2 value in his bubble growth model development, so it is 
chosen here in order to accurately reproduce the work. 
 
The minimum critical cavity diameter, D1,cr for which nucleation can exist is given by the 
Laplace equation: 
 ( )1, 4 / 1 gcr c w
f
D P T P
ρσ ρ
⎛ ⎞⎛ ⎞= − −⎡ ⎤⎜ ⎟⎜ ⎟⎣ ⎦ ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
 (3.104) 
 
For bubble growth, Kolev uses the Labuntsov (1974) approximation of the Scriven 
solution, which is analogous to the well-known Mikic (1970) solution. 
 1/22D Bt=  (3.105) 
 
Kolev’s formulation for B is as follows 
 
 2.5 2 l surfB Jaα β=  (3.106) 
 
with the surface parameter given as 
 
 ( ) ( ) ( )213.822cos 2 1 cos 2 cossurf θβ θ θ= + −  (3.107) 
and 











The forces on the bubble as it grows are the buoyancy force, inertial force resisting 
bubble growth, drag force parallel to the wall, lift force, and a shear force caused by the 
growth of neighboring bubbles. 
 
The buoyancy force normal to the surface is: 
 ( )3, cos6b n b l gF D gπ ρ ρ ϕ= −  (3.109) 
 
and parallel to the surface is 
 ( )3, sin6b t b l gF D gπ ρ ρ ϕ= −  (3.110) 
 
The normal drag, or inertial force resisting bubble growth for bubbles in an infinite liquid 
is 







= = =  (3.112) 
Then, 
 21b cmD V B=  (3.113) 
So, Equation (3.111) becomes, 
 ( ) 3/42 2, 3 1 0.1 /d n l form form l lF c B c Bπμ ρ μ⎡ ⎤= +⎣ ⎦  (3.114) 
 
With cform=2 per the Kolev formulation, which took into account pool boiling data. 
 
The drag force parallel to the wall is 
 ( )2, 1 210.3d t l wall d dF c D Vπρ=  (3.115) 
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With cwall=2 per the Kolev formulation which also took into account boiling data for 
negligible interaction of neighboring bubbles.  The boundary layer velocity, V21d, or the 
time averaged velocity profile at distance R1d from the wall is equal to zero in the case of 
natural convection, thus this force term, Fd,t, is equal to zero in this analysis. 
 
The shear lift force caused by the flow of liquid near the wall is 
 ( )2, 212l n l b d liftF D V c
π ρ=  (3.116) 
 
Again, since the term V21d is equal to zero for natural convection, the force term Fl,n is 
also equal to zero for this analysis. 
 
The shear force caused by the growth of neighboring bubbles is a new term that was first 
introduced by Kolev (2002) and is the main novel feature of his model: 
 ( )2' ', 0.3d t l bF D Vπρ=  (3.117) 
 
In the region between the outer radius of the bubble, Rb=Db/2, and the half-pitch (average 
center-to-center spacing) between neighboring bubbles, Rinf=p/2, the conservation of 







⎛ ⎞= ⎜ ⎟⎝ ⎠  (3.118) 
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=  (3.120) 
 
The time-averaged fluctuation velocity, or micro-convection velocity, during the entire 






⎛ ⎞= ⎜ ⎟⎝ ⎠
 (3.121) 
 
where p is the pitch between bubble sites, given in Kolev (2002) and found 





≈  (3.122) 
 
This micro-convection velocity is the speed at which neighboring bubbles push liquid 
towards each other and is the major novel feature of Kolev’s model as it takes into 
account how neighboring nucleation sites interact.  At high heat fluxes, when there are 
many nucleation sites rapidly generating bubbles, neighboring bubbles will force each 
other to detach from the surface early in their nucleation cycle because of this shear force.  
Kolev assumes that for high heat flux, the growth time is the dominant portion of the 
nucleation cycle (i.e. there is negligible wait time between successive nucleation events), 
which makes the quantity tg*fb=1. 
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These correlations were developed by Kolev (2008) using boiling data from Wang and 
Dhir (1993) because he found that the correlations of Wang and Dhir inaccurately 
reproduce the data from which they were derived (Kolev, 2008). 
  
The computation of the bubble inclination angle coincides with the direction of the force 
vector with respect to the wall: 
 , , ,0 arctan
b n d n l nF F Fθ − +=
, ,b t d tF F+ ' ,d tF
⎡ ⎤⎢ ⎥+⎢ ⎥⎣ ⎦
 (3.124) 
 
For pool boiling from a flat plate, this angle represents the cone angle of departure for 
bubbles since the precise angle will change chaotically from bubble to bubble.  Since 
pool boiling is being modeled, the boundary layer velocity, V21d=0, so the shear lift force, 
Fl,n, and tangential drag force, Fd,t, equal zero. 
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⎡ ⎤⎢ ⎥= ⎢ ⎥⎣ ⎦
 (3.127) 
And 
 ( ) 3/4* 2 2 03 1 0.1 / sinl form form l lA D c B c Bσ μ ρ ν θ⎡ ⎤= + +⎣ ⎦  (3.128) 
 
The two transcendental Equations of (3.124) and (3.125) are solved by iteration over the 
two unknowns, Db and θ0.  For each iteration, the inclination angle is computed as the 
average value between the present and previous computed angle in order to ensure the 
algorithm is stable.  
 
Verification of the successful implementation of this model is shown in Figure 3.63.  The 
small discrepancy is likely due to slightly different input parameters since the inputs for 
the Kolev (2002) simulation are not fully documented.  The generalized behavior is quite 
good though which confirms that the implementation of the model is working. 
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Kolev (2007) from Fig. 15.4
 




Kolev’s (2002) heat flux model 
 
Kolev (2002, 2008) uses this model for bubble growth and departure along with data for 
nucleation site density, bubble growth time and a description of boundary layer 
turbulence to develop a new model for the nucleate boiling heat flux and critical heat 
flux.  A description of this model follows, and Figure 3.64 shows a comparison of his 
model with literature data. 
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Figure 3.64: Figure 6 from Kolev (2008) showing bubble departure diameter as a function of 
superheating. Saturated water pool boiling at 1 atm. (reproduced from Kolev, 2008) 
 
The main assumption of Kolev’s model is that the majority of heat transport from the 
wall during nucleate pool boiling comes from boundary layer turbulence due to bubble 
growth and departure.  This model uses current understanding of turbulent eddies to 
describe fluid movement from the wall, and thus the movement of heat.  Zuber (1958) 
first described boiling at a heated wall as a counter-current gas-liquid flow that had a 
turbulent length scale of the order of the Rayleigh-Taylor instability wavelength 
 ( )( ) 1/2/t RT l vgπλ π σ ρ ρ⎡ ⎤= = −⎣ ⎦A  (3.129) 
 
with λRT being the capillary Laplace constant.   
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Kolev extends this idea to describe the stream of bubbles flowing counter-current to the 
liquid as creating a macroscopic instability of the order of the Rayleigh-Taylor instability 
wavelength. 
 
The turbulent eddies that follow behind departing bubbles will stay in contact with the 
wall, being heated via conductive heat transfer, for a time, ΔτT=1/fT, related to the 
departure frequency and the instability wavelength.  The average heat flux at the wall is 
given by the Fourier equation averaged over the period ΔτT: 
 ( ) ( ) ( ) ( )1/2
0
2 21 T w sat w sat
K T T T
T l T l
k T T k T T
q q d f
τ τ ττ πα τ πα
Δ − −= = =Δ Δ∫  (3.130) 
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 (3.131) 
 





= +  (3.132) 
 







πα≈ =  (3.133) 
 
With the minimal thermal boundary layer thickness, δmin, being 
 ( ) [ ]min 212
sat
w sat
w sat g fg
TT T
T T h
σδ ρ= − −  (3.134) 
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=  (3.135) 
 
It is then possible to substitute Equation (3.131) into (3.130) to obtain a final result for 
Kolev’s expression for the nucleate boiling heat flux.   
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⎛ ⎞− ⎜ ⎟= = −⎜ ⎟⎝ ⎠A A
 (3.136) 
 
The interesting feature of this model is that it not only captures the typical slope of the 
nucleate boiling regime, matching with data well, but it also manages to predict critical 
heat flux quite well (shown in Figure 3.64), including the effect of surface-liquid 
interaction via the contact angle. 
 
Verification of the implementation of this model in the present work is included in Figure 
3.65.  Again due to some assumptions regarding the model inputs and the log-log scale 
found in the original work, there are small discrepancies between the present 

















Kolev (2008) from Fig. 6
 
Figure 3.65: Verification of implementation of Kolev heat flux model in present work (θ=35°) 
 
Experimental results and discussion 
 
In order to account for the contribution of individual nucleation sites to the total heat flux, 
the growth time and bubble departure frequency data obtained in this work are modified 
as 
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K g n b n w sat
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⎛ ⎞= −⎜ ⎟⎝ ⎠∑ i A  (3.137) 
 
This is handled slightly different than the RPI or microlayer partitioning models since the 
Kolev model focuses on the average surface heat flux early in his model development by 
accounting for the effect of neighboring nucleation sites through the use of the micro-
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convection velocity.  In this way, we account for the average contribution of each 
nucleation site to the average total surface heat flux. 
 
A comparison of the experimental data obtained in this work with the predicted nucleate 
boiling heat flux using the Kolev formulation is included in Figure 3.66 through Figure 
3.72 for the seven experimental data sets. 
 
The Kolev model is capable of generally predicting the correct order of magnitude of the 
heat flux for the nanofluid data.  This includes the general trend of the boiling curve.  
However, the model poorly predicts the DI water data.  It does a reasonable job with the 
general trend of all data sets.  It does a relatively poor job of predicting the critical heat 
flux for any of the data sets. 
 
At high heat flux, the model seems to significantly divert from the experimental water 
data.  It predicts the nanofluid data better than the water data. 
 
The Kolev model does not predict the degradation of the nucleate boiling heat transfer 
coefficient for nanofluids as well as either the RPI or microlayer models as shown in 
Figure 3.73.  It does a reasonable job of predicting the increase in the critical heat flux of 
nanofluids, however.  As mentioned earlier, the model is developed with the average 
heater heat flux in mind early on, so it seems to have a nearly fixed heat transfer 
coefficient independent of the bubble parameters, which explains the similar slope in the 
water and nanofluids boiling curves. 
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DI Water Data [08_004]
qK
Rohsenow (1952) (NB)
Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.66: Comparison of actual boiling curve (●) with Kolev model using corresponding bubble 
parameters (NSD, tg, tw) for each superheat.  DI water test (08_004) 
















DI Water Data [08_006]
qK
Rohsenow (1952) (NB)
Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.67: Comparison of actual boiling curve (●) with Kolev model using corresponding bubble 
parameters (NSD, tg, tw) for each superheat.  DI water test (08_006) 
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Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.68: Comparison of actual boiling curve (●) with Kolev model using corresponding bubble 
parameters (NSD, tg, tw) for each superheat.  DI water test (08_007) 




















Nanofluid (0.1 vol% Silica in water) Data [08_013]
qK
Rohsenow (1952) (NB)
Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.69: Comparison of actual boiling curve (●) with Kolev model using corresponding bubble 
parameters (NSD, tg, tw) for each superheat.  Nanofluid (0.1 vol% Silica in water) test (08_013) 
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Nanofluid (0.01 vol% Silica in water) Data [08_014]
qK
Rohsenow (1952) (NB)
Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.70: Comparison of actual boiling curve (●) with Kolev model using corresponding bubble 
parameters (NSD, tg, tw) for each superheat.  Nanofluid (0.01 vol% Silica in water) test (08_014) 




















Nanofluid (0.01 vol% Diamond in water) Data [08_015]
qK
Rohsenow (1952) (NB)
Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.71: Comparison of actual boiling curve (●) with Kolev model using corresponding bubble 
parameters (NSD, tg, tw) for each superheat.  Nanofluid (0.1 vol% Diamond in water) test (08_015) 
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Nanofluid (0.01 vol% Diamond in water) Data [08_016]
qK
Rohsenow (1952) (NB)
Kutateladze-Zuber (1958) CHF Prediction
 
Figure 3.72: Comparison of actual boiling curve (●) with Kolev model using corresponding bubble 
parameters (NSD, tg, tw) for each superheat.  Nanofluid (0.1 vol% Diamond in water) test (08_016) 
 
































08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure 3.73: Boiling curve, qK, as predicted using Kolev’s model with the data from the current work 




3.3.5.4 Discussion and Summary of the Differences between the Water 
and Nanofluids Nucleate Boiling Data 
 
 
The deterioration of the nucleate boiling heat transfer coefficient found experimentally 
was correctly predicted by both the RPI and micro-layer partitioning models.  It is 
suggested that the major reason for this deterioration is due to the significantly lower 
bubble departure frequency and nucleation site density found in nanofluids for a given 
superheat.  This data was discussed in Section 3.3.4.1. The dominant heat flux found in 
the RPI model, the partitioned quench heat flux, qq, and the dominant heat flux found in 
the micro-layer partitioning model, the partitioned microlayer evaporation heat flux, qME, 
both go as 
 ,q ME b SDq q f N∝  (3.138) 
 
Thus it is clear that a significant reduction in the bubble departure frequency and 
nucleation site density found in nanofluids would result in a significant reduction in the 
heat transfer coefficient predicted by each of these theories.   
 
It is also not surprising to see that this heat transfer coefficient deterioration is not 
manifested in the boundary layer turbulence model developed by Kolev (2002) since the 
nucleate boiling heat flux predicted by Kolev goes as 
 1/2 1/4K b SDq f N∝  (3.139) 
 




It is interesting to study further the root cause of the change in bubble departure 
frequency and nucleation site density for the nanofluid cases.  Based on the microcavity 
theory of bubble growth, the required superheat (ΔTsat) for bubble nucleation is 
dependent on the cavity size and the contact angle (for fixed fluid properties). 
 
The maximum free energy of formation, ΔG(r*), of a nucleus of radius r* in a 
microcavity of the same radius is given as 
 ( ) 24* *
3
G r rπ σφΔ =  (3.140) 
where the term, φ, reduces the free energy of formation based on the contact angle, θ, as: 
 21 1 1cos cos sin
2 2 4
φ θ θ θ= + +  (3.141) 
When the liquid is completely wetting, θ=0, there is no reduction in the free energy of 
formation compared with that of homogeneous nucleation since φ=1.  When the system is 
non-wetting, θ=180°, no superheat is required for nucleation at the surface since φ=0. 
 










σΔ =  (3.142) 
To find the relationship between the active cavity size and contact angle, it is possible to 
use Equation (3.140) for a given energy of formation:  
 1/2




Holding the fluid properties constant, it is possible to use this relationship in Equation 
(3.142) to determine the relationship between the contact angle and the wall superheat as 
 1/2satT φΔ ∝  (3.144) 
This relationship makes it possible to estimate the difference in superheat required for 
surfaces with two different contact angles assuming all other properties the same.  As 
mentioned in Chapter 2, the static contact angle is reduced significantly on surfaces that 
have been boiled in nanofluids when compared with pure water.  The approximate 
contact angle of a heater that has been boiled only in DI water is θ≈90° which results in a 
value of φ=1/2 and a reduction in the required superheat of 1/√2.  For a heater that has 
been boiled in nanofluids, the contact angle is approximately θ≈10°, where φ≈1, which 
gives no reduction in the required superheat.  Thus this analysis shows that the superheat 
required in water to achieve a given energy of formation is significantly (~1/√2) lower 
than that for nanofluids.  Looking at the boiling curve of Figure 3.14, it is clear that the 
boiling curve for water is shifted by 20-40°C compared with that of nanofluids.  The 
superheat value of water just before its CHF value (~1000kW/m2) is 1/3 lower than that 
of nanofluids at the same heat flux. Thus, the change in contact angle seems to explain 
the deterioration of heat transfer coefficient in nanofluids. 
 
Hazi and Markus (2008) simulated the effect of contact angle on bubble departure 
frequency, and found that as the contact angle increased from 30° to 55°, the departure 
frequency decreased by a factor of 2/3.  This trend is consistent with the present analysis. 
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An additional way to look at the boiling heat transfer coefficient deterioration of 
nanofluids is by directly examining the effect of contact angle on the nucleation site 
density.  Both the nucleation site density models of Dhir (1993) and Kocamustafaogullari 
& Ishii (1983), discussed in Section 3.1.1.1, are dependent on the contact angle.  Figure 
3.74 displays the predictions of these two theories for a contact angle consistent with a 
heater boiled in DI water only (θ≈90°), and for a heater boiled in nanofluids (θ≈10°) 
along with the experimental data.  Both theories predict a significant decrease in 
nucleation site density for a reduction in contact angle, as expected.  This is consistent 
with the experimental data, and is a contributor to the decrease in nucleate boiling heat 
transfer of nanofluids. 




































08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
Wang & Dhir [θ=90o] (1993)
Wang & Dhir [θ=10o] (1993)
Kocamustafaogullari & Ishii [θ=90o] (1983)
Kocamustafaogullari & Ishii [θ=10o] (1983)
 
Figure 3.74: Nucleation site density vs. wall superheat for experimental data and for two models 







A high-speed video and infrared thermography based technique has been used to obtain 
time and space resolved information on bubble nucleation and boiling heat transfer.  This 
approach provides a fundamental and systematic method for investigating nucleate 
boiling in a very detailed fashion.  Specifically, novel data was presented for both pure 
water and water-based nanofluids.  The notable findings discussed in this chapter are 
summarized as follows: 
• Confirmation of the existence of microlayer evaporation during water pool boiling 
• Strong evidence indicating that bubble growth is significantly fueled via heat 
transfer through the superheated liquid layer in addition to the direct heat supply 
from the heater surface.  This confirms for water some previous observations 
obtained with FC-72 
• The nucleate boiling heat transfer coefficient of water-based nanofluids was found 
to be significantly lower than that of water.  The primary reason for this 
deterioration was found to be the reduced bubble departure frequency and 
nucleation site density in nanofluids.  The reduced frequency and nucleation site 
density was explained by the reduction in static contact angle in the case of 
nanofluids, which results in a larger energy barrier for nucleation initiation. 
• Simultaneous observation of several bubble parameters including: bubble departure 
diameter, bubble departure frequency, bubble growth time, bubble wait time, and 
nucleation site density. The data have been compared to decades-old and poorly 
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validated models and correlations.  The agreement between the data and the models 
is generally reasonable, better than expected. 
• These bubble parameters data were directly input to several popular, but poorly 
validated, nucleate boiling heat transfer models to test the models’ ability to predict 
the boiling curves measured in this study, and to further explain nanofluid boiling 
deterioration.   The agreement between the boiling curve data and the trends 
predicted by the RPI heat partitioning model and the microlayer partitioning model 













This chapter describes a study of the pool boiling critical heat flux characteristics of pure 
water and water-based nanofluids.  Some experimental data is available for time and 
space resolved temperature data at the critical heat flux in pure fluids (Theofanous et al., 
2002), but none for nanofluids.  This chapter provides a framework for studying the 
critical heat flux on a more fundamental level than has been accomplished previously and 
provides insight into the fundamental processes of the critical heat flux and burnout.  A 
comparison of the differences between key phenomena in the critical heat flux for water 
and nanofluids is made. 
 
A review of the existing state of knowledge in the area of pool boiling critical heat flux is 
first discussed in Section 4.1.1.  Next, a fundamental method of studying the important 
parameters of the critical heat flux in a detailed fashion is described in Section 4.2.  The 
results of critical heat flux experiments in water and nanofluids are discussed in Section 




4.1.1 Literature review 
 
The following is a condensed discussion on the history and state-of-the art research on 
critical heat flux fundamentals and the influence of nanofluids on the critical heat flux.   
 
4.1.1.1 Critical heat flux fundamentals 
 
A consensus explanation for the physical mechanism causing critical heat flux (CHF), or 
departure from nucleate boiling (DNB) in pure fluids does not yet exist, even after 
decades of intense scrutiny.  Numerous hypotheses exist, which generally fall into the 
following four categories: 
 
• Hydrodynamic instability theory 
• Macrolayer dryout theory 
• Hot/dry spot theory 
• Bubble interaction theory 
 
These theories are outlined below. 
 
Hydrodynamic instability theory 
 
The hydrodynamic instability theory, first proposed by Kutateladze (1952) and Zuber 
(1959), assumes that the occurrence of DNB is dominated by the hydrodynamics of the 
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countercurrent flow of vapor and liquid far above the heated surface.  The hypothesis is 
that the downflow of fresh liquid to the heated surface is prevented by the upward flow of 
vapor.  The initiation of this event is caused by unstable growth of perturbations in the 
rising vapor-column, also known as the Helmholtz instability, as shown in Figure 4.1. 
 
The critical heat flux can be evaluated by examining the energy balance as: 
 "cr v fg gq h jρ=  (4.1) 
 
Where the superficial vapor velocity, jg, is given as 
 2g
v RT
j πσρ λ=  (4.2) 
 
and the Rayleigh-Taylor instability wavelength is given as 
 ( )( ) 1/2/RT l vgλ σ ρ ρ⎡ ⎤= −⎣ ⎦  (4.3) 
 











σ ρ ρρ ρ
−⎡ ⎤= ⎢ ⎥⎣ ⎦
 (4.4) 
 
where Csf for an upwards-facing flat plate is given by Zuber (1959) as 0.13, and by 
Lienhard and Dhir (1973) as 0.149. 
 
It is interesting to note that the Kutateladze-Zuber model proposes that CHF depends 
only on the thermophysical fluid properties, not on the physio-chemical characteristics of 
the boiling surface.  This is one reason that the validity of the hydrodynamic theory has 
recently been openly questioned for pure fluids (Dinh et al, 2004). 
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Figure 4.1: Diagram depicting progression of Kutateladze-Zuber hydrodynamic model 
 
Macrolayer dryout theory 
 
In the macrolayer dryout explanation for CHF, it is assumed that large mushroom-shaped 
bubbles, which are fed by many individual nucleation events, hover above the heated 
surface for a relatively long time before departing.  These bubbles are separated from the 
heater surface by a liquid macrolayer that is approximately 10-30μm thick.  The 
hypothesis is that CHF occurs when the macrolayer dries out during a hovering cycle 
(Haramura & Katto, 1983; Sadasivan et al., 1992).  The term “macrolayer” is used to 
provide a distinction from the liquid microlayer that is formed below individual bubbles 
as they grow from a nucleation site. 
 
As a minimum requirement at CHF, the macrolayer must completely evaporate prior to 
the departure of the mushroom-shaped bubble.  The energy balance for this scenario is: 
 ( )"d l l e l v fgq A A A hτ ρ δ= −  (4.5) 
 
where τd, Al, and Av are the hovering time, area of the liquid and area of the vapor 
respectively. 
 





t << tCHF t ~ tCHF t = tCHF 
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The equivalent thickness of the macrolayer, δe, is found by assuming the bubbles have 
uniform size, and uniform distribution.  It is then possible to assume that the trapped 
liquid is uniformly spread over the surface to find the equivalent microlayer thickness as 
in Sadasivan et al. (1992) model: 
 ( )3cos 3cos cos2 12be D πδ θ θ θ⎡ ⎤= − −⎢ ⎥⎣ ⎦  (4.6) 
 
where Db is the bubble departure size and θ is the contact angle. 
 
Figure 4.2: Macrolayer dryout theory depicting mushroom-shaped bubble fed by individual 
nucleation site columns 
 
Hot/dry spot theory 
 
In the fully-developed nucleate boiling regime, hot/dry spots develop within the bases of 
bubbles growing at certain nucleation sites.  These hot/dry spots can be reversible or 
irreversible.  If rewetting occurs after bubble departure, these hot/dry spots are reversible.  
They are irreversible if rewetting does not occur which initiates a runway surface 
temperature excursion and results in burnout.  Kandlikar (2001) and Theofanous et al. 
(2006) evaluated the microhydrodynamics of the solid-liquid-vapor contact line at the 
boundary of the hot/dry spot.  Kim et al. (2007) incorporated the effect of contact angle 
into Theofanous et al.’s (2006) hot/dry spot model for CHF.  A detailed description of 
Kandlikar’s (2001) model, Theofanous et al.’s (2006) model and Kim et al.’s (2007) 






Bubble interaction theory 
 
At high heat flux, the number and frequency of bubble formation increases.  Rohsenhow 
and Griffith (1956) proposed that at CHF bubbles coalesce radially, thus preventing 
liquid access to cool the surface.   Kolev (2002, 2008) improved upon this model by 
including the effect of the shear force generated by the mutual interaction of growing and 
departing bubbles.  This shear force shortens the bubble cycle prematurely, reducing the 
bubble departure diameter, which reduces the latent heat removal per bubble cycle.  At 
high heat flux, this process can become dominant, resulting in the boiling curve slope 
reversal, or CHF. 
 
Figure 4.3: Bubble interaction theory showing smaller, closely spaced bubbles at CHF 
 
A detailed description of Kolev’s (2002, 2008) model is included in the nucleate boiling 
chapter of this thesis (Section 3.3.5.3).  A unique feature of this model is that it is able to 
predict the DNB point as a natural evolution of nucleate boiling, without the need for a 
separate CHF model or correlation.  The model is also able to take into account the static 
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While, historically, CHF has been viewed as a hydrodynamic phenomenon, several 
studies have recognized the significance of surface characteristics as well.  Tachibana et 
al. (1967) investigated the impact of heater thermal properties on CHF, and found that 
CHF increased when the the heat capacity per unit surface area increased.  They showed 
that there was little correlation between CHF and the thermal diffusivity, α, of the 
surface.  They reasoned that since the Fourier number (αt/L2; where t and L are the 
characteristic time and heater thickness, respectively) is low for all of the materials they 
used, a nearly perfectly insulated boundary condition is achieved in all cases once a vapor 
film forms above the surface at CHF.  This means there was no difference in the spatial 
effect of heat transfer at CHF for these materials based on thermal diffusivity alone.  
They also found that CHF increased when the surface had an oxide coating (aluminum 
oxide) due to increased wettability.  Golobič and Bergles (1997) developed a criterion for 
the asymptotic value of heater thickness where further increase in thickness had little 
effect on CHF. 
 
The effect of contact angle on CHF has been studied by many investigators (including 
those discussed above).  Costello and Frea (1963) varied the thickness of mineral deposits 
on cylinders via boiling in tap water to show that CHF increased with increased deposits 
over that of clean cylinders.  This is clearly not a hydrodynamic effect, and thus was not 
covered in any CHF model at the time. 
 
Heater orientation and its effect on CHF has been extensively studied.  In particular, 
Howard and Mudawar (1999) used high speed photography to investigate the CHF 
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mechanism of heater orientation in upward-facing (0-60°), near-vertical (60-165°), and 
downward-facing (>165°) configurations.  They found that each region has a unique 
trigger mechanism: 
• In the upward-facing orientation buoyancy forces remove vapor vertically,  
• In the near-vertical-facing orientation a wavy liquid-vapor interface repetitively 
sweeps the heater surface,  
• In the downward-facing orientation a vapor layer repetitively stratifies along the 
surface which substantially reduces CHF.   
They recommend separate models be developed for each orientation. 
 
The presence of dissolved gas can lead to a considerable reduction in CHF, as found by 
Jakob and Fritz (1931), since the noncondensable gases tend to preferentially come out of 
solution on the hot surface, degrading heat transfer performance.  This effect decreases 
with decreased subcooling, with minimal effect at saturation conditions.  However, most 
studies (including this one) make an effort to de-gas the test fluid prior to running an 
experiment. 
 
The heater size is an important parameter, notably studied by Lienhard and Dhir (1973) 
who found that CHF is reduced when the heater size is below a geometry-dependent 
characteristic length.  For a flat-plate, the characteristic dimension is the heater width. 
 
Lienhard and Dhir’s expression for the characteristic dimension, L’, is  
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−⎡ ⎤= ⎢ ⎥⎣ ⎦
 (4.7) 
 
where w is the heater width.  If L’ is greater than 2.7, then the hydrodynamic expression 
given in Equation (4.4) will hold.  The value of L’ is ~4.0 for the heater used in these 
experiments, thus edge effects are not expected to play a major role. 
 
4.1.1.2 Critical heat flux enhancement in nanofluids 
 
While there are conflicting results in the literature for anomalous nanofluid enhancement 
in thermal conductivity, single-phase convective heat transfer coefficient, and the 
nucleate boiling heat transfer coefficient, there is little disagreement in the enhancement 
in CHF due to nanofluid boiling.  The magnitude of this enhancement is highly variable, 
but no known works of research report a decrease in CHF with nanofluid boiling.  The 
summary in Table 4.1 reports selected CHF results in a condensed manner.  Most 
researchers used water as a base fluid, and nearly all researchers used very low 
concentrations of nanoparticles (<0.5 vol%) where the thermophysical properties of the 
base fluid are unaffected.  The range of CHF enhancement reported by these researchers 
is from as little as 25% to as much as 200% over CHF for the base fluid.  This is a very 
significant finding, since such a substantial enhancement in the limit of nucleate boiling 
is found with little or no change in the thermophysical fluid properties.  This 




Most researchers agree that the deposition of particles on the surface due to boiling 
changes the surface properties and enhances CHF.  There are several theories for the 
mechanism of enhancement including increased wettability, capillary wicking, enhanced 
radial hotspot dissipation, disruption of the thermal boundary layer via a fin effect, and 
increased heated surface area. 
 
The most widely accepted mechanism for CHF enhancement in nanofluids is due to the 
enhanced wettability of the particle layer over the clean surface, as first proposed by Kim 
et al. (2006).  A presentation on the various explanations of how wettability affects CHF 
are included in Section 4.3.3.1.   Capillary wicking in porous structures has also been 
shown (Polezhaev and Kovalev, 1990; M. Kaviany, 1999; Kim and Kim, 2007) to 
increase critical heat flux for increased capillary length at fixed surface contact angles. 
 
The enhancement in CHF due to nanoparticle deposition has also been experimentally 
verified in flow boiling.  Kim et al. (2009) found CHF enhancement under subcooled, 
atmospheric conditions in alumina-water, zinc oxide-water and diamond-water based 
nanofluids to be 53%, 53% and 38%, respectively at a mass flux of 2500 kg/m2s. 
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Table 4.1: Summary of selected nanofluid CHF enhancement data 
Nanofluids (s) Heater type Reference Particle Fluid Concentration Material 
Max CHF 
enhancement 
You et al. (2003) Al2O3 Water 0.001-0.025 g/L Cu plate 200% 
Vassallo et al. (2004) SiO2 (15-50nm) Water 0.5 v% NiCr wire 60% 
Tu et al. (2004) Al2O3 (38nm) Water 0.037 g/L 
Ti layer on 
glass substrate 67% 
Kim and Kim (2004) TiO2 (27-85 nm) Water 0.01-3 v% Cu Plate 50% 
Moreno et. al (2005) Al2O3 (70-260 nm) Water - Cu Plate 200% 
Moreno et. al (2005) Al2O3 
Ethylene 
Glycol - Cu Plate 200% 
Bang and Chang (2005) Al2O3 (10-100 nm) Water 0.5-4 v% 
Stainless steel 
plate 50% 
Milanova et al. (2006) TiO2 (85nm) Water 10-5-10-1 v% NiCr wire 200% 
Milanova et al. (2006) SiO2, CeO2, Al2O3 (10-20nm) 
Water 0.5 v% NiCr wire 170% 
Jackson et al. (2006) Au (4 nm) Water - Cu plate 175% 
Kim et al. (2007) 




Water 0.001-0.1 v% Stainless steel wire 80% 
Truong (2008) Al2O3, ZnO2, C Water 0.001-0.1 v% 
Stainless steel 
plate and wire 85% 
Coursey and Kim 
(2008) Al2O3 Ethanol 10g/L Copper block 25% 
Gerardi et al. (2008) SiO2, C Water 0.01-0.1 v% 






4.2 Critical heat flux experiment 
 
The experimental setup discussed in Section 2.1 was used for the critical heat flux 
experiments.  These experiments were typically run at the end of the nucleate boiling heat 
transfer experiments discussed in Chapter 3, where after data acquisition for the nucleate 
boiling experiment was complete, the heat flux was increased and infrared images were 
taken of the burnout process.  Long (~20 s) videos were taken as the heat flux was 
increased to CHF in order to ensure capturing the actual burnout event which typically 
lasted 0.5-2.0 s.  This was necessary because the infrared camera setup did not have pre-
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triggering (i.e. back-triggering) capability.  The heat flux at which an irreversible hotspot 
formed was considered the critical heat flux.  The growth of these hotspots was recorded 
and is analyzed in detail in this chapter.   
 
4.2.1 Method of obtaining key CHF parameters and 
measurement uncertainty 
 
The raw infrared data obtained for the burnout event for each experiment is converted 
from a FLIR proprietary format to a universal “flexible image transport system” format, 
or .fts.  This file is comprised of a matrix of voltage values for each pixel in each frame.  
The file can be read in MATLAB and the public domain image software program, 
ImageJ.  A custom graphical user interface (GUI) was created in MATLAB specifically 
for this work to manipulate and extract the pertinent data. 
 
A discussion of the method of obtaining key CHF parameters and the uncertainty in those 
measurements follows. 
 
4.2.1.1 Heat flux 
 
The heat flux value determined to be the critical heat flux for each experiment was 
considered to be the average surface heat flux at the initiation of the irreversible hotspot.  
Since the heat flux was increased in ~50kW/m2 increments near CHF, the measurement 
uncertainty in the critical heat flux value could be as large as 6%.  This is considered to 
be acceptable, as the variability in critical heat flux measurements is typically quite large.  
A 20% variation in critical heat flux measurements is considered acceptable (Rohsenow 
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et al., 1998).  A conservative value of 10% uncertainty is assumed for all average heater 
critical heat flux values.  This estimate takes into account the equipment heat flux 
uncertainty discussed in Section 3.2.2.1. 
 
The uncertainty in the local heat flux during burnout is significant due to the properties of 
the ITO heating element.    A detailed discussion of the local heat flux during burnout is 
included in Section 4.3.2.1 in order to explain extraordinarily fast hotspot heatup rates.   
 
4.2.1.2 Hotspot front velocity 
 
The hotspot front velocity was determined by counting the number of frames required for 











=  (4.8) 
Where pres is the camera pixel resolution (pixels/mm) and f is the camera capture 
frequency (Hz). 
 
Four velocity measurements were taken within the primary hot spot for each experiment 
representing different, but random starting locations and times.  The average values of 
these measurements are reported. 
 
The uncertainty in the measurement of the hotspot front velocity should arise from the 
uncertainty in the distance and time measurements.  The measurement uncertainty in the 
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distance measurement is of the order of 0.2mm.  The measurement uncertainty in the time 
measurement should be negligible since counting the number of frames is exact, and the 
camera electronics are designed to have a high certainty in the absolute time between 
frames.  Based on the distances used to measure the hotspot front velocity, the 
uncertainty in the velocity measurement should range from 4 to 20%. 
 
4.2.1.3 Hotspot area growth rate 
 
The hotspot area is defined as the area of the infrared image that is at a temperature 
greater than 1.1 times the average heater temperature (in Celsius) just prior to CHF.  This 
allows for consistency in the hotspot area measurement between experiments with 
different average heater temperatures.  It also represents a fairly significant temperature 
increase that is easily discernable on the infrared image by simple inspection, thus is a 
logical threshold for automatically determining the hotspot area. 
 
The uncertainty in the measurement of the hotspot area growth rate is dependent only on 
the measurement of the hotspot area (time is known to a very high certainty).  While the 
hotspot velocity is more of an integral measurement (taken over a long time period), the 
hotspot area growth rate is automatically measured for each IR frame.  Thus, the error in 
the hotspot area growth rate should be calculated differently than that of the hotspot front 
speed. The measurement of the perimeter of the hotspot could be off by at least 1-2 pixels 
toward or away from the center of the hotspot along the entire perimeter.  It is estimated 
that this would result in less than a 10% error in the measurement of the area, and thus 
the hotspot area growth rate. 
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4.2.2 Facility benchmark 
 
To gain confidence that the experimental facility operates properly, its ability to measure 
the critical heat flux for pure water was compared with the expected values and general 
trends from the literature.  Water is the fluid most often used in engineering systems, 
especially nuclear systems, so it is the fluid researchers are most interested in improving 
upon.  The satisfactory performance of the facility in the natural convection and nucleate 
boiling heat transfer regimes was discussed and confirmed in Section 3.2.3. 
 
The average value of critical heat flux for the water tests is approximately 976 kW/m2.  
Using the properties for water, the predicted value of CHF for a flat-plate using Zuber 









σ ρ ρπ ρ ρ
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 (4.9) 
 
is 1,107 kW/m2.  The experimental results are well within 20% of the predicted value 
which is considered to be within the acceptable range.  There is a wide variability in 
literature values of CHF for “normal” surfaces, e.g. surfaces made of traditional or 
engineering materials such as stainless steel and aluminum.  Thus, it is not surprising that 
the experimental result are in slight disagreement with the predicted CHF value since the 
heating elements used in these experiments are extremely unique, i.e. thin, nano-smooth, 
conducting metal oxides.   
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Since the validity of the hydrodynamic Zuber-Kutateladze CHF model, which assumes 
no surface effects on CHF, has been questioned (Theofanous et al., 2002a), it is also 
useful to compare the present experimental data with similar data in the literature.  
Reference CHF values for saturated water pool boiling at atmospheric pressure on 
upwards-facing flat pates are shown in Table 4.2.  There is a large variability in the data, 
which is typically of the CHF literature.  The average CHF value of all the references 
listed in the table is 1000 kW/m2 with a standard deviation of 365 kW/m2.  The average 
value is within ~10% of both the present water data and the Kutateladze-Zuber 
prediction.  The surface finish is also an important parameter, and would vary between 
researchers in addition to the type of material.  Great care in characterizing the surface is 
often not completed, or simply not reported.  It is important to note that the majority of 
the analysis in the remainder of the chapter will focus on the relative difference between 
water and nanofluid CHF values rather than their absolute values.  Thus, establishing that 
the water values are of the same order of both a popular theoretical model and literature 
data is sufficient for the purposes of this thesis. 
 
Table 4.2: Reference CHF values for saturated water pool boiling at atmospheric pressure on flat 
plates.  Average CHF value across all references is 1000 ± 365 kW/m2 
Reference Surface used Average CHF value (kW/m2) 
Aluminum 1392 
Nickel 812 Tachibana et al. (1967) 
Copper 696 
Costello et al. (1965) -- 996 
Lienhard et al. (1973) Copper 996 
Liaw and Dhir (1986) Copper plates (θ=90°) 540 
Yang et al. (1997) Stainless steel 1000 
Theofanous et al. (2002) Titanium thin films on glass 831 




4.3 Experimental results 
 
A discussion of the experimental pool boiling critical heat flux results and corresponding 
analysis follows. 
4.3.1 Critical heat flux measurements 
 
The value of CHF reached for all experiments analyzed here are listed in Table 4.3.  The 
average CHF value for deionized water was 976 kW/m2.  The average value for silica 
0.1vol% water-based nanofluids was 1767 kW/m2 which represents an 81% increase over 
DI water.  The CHF value for a single silica 0.01vol% water-based nanofluid experiment 
was 1800 kW/m2 which represents an 84% increase over DI water.  The average value for 
diamond 0.01vol% water-based nanofluids was 1950 kW/m2 which represents a 100% 
increase over DI water.   
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Table 4.3: Summary of CHF results (Error ±10%) 







Average heat flux value 
for test fluid (kW/m2) 
08_004 Yes 900 
08_005 No 1080 
08_006 Yes 900 
08_019 Yes 1000 
DI Water 
08_020 Yes 1000 
976 
 
08_012 No 1800 
08_013 Yes 1900 Nanofluid - Silica (0.1vol%) in water 08_022 Yes 1600 
1767 
Nanofluid - Silica 
(0.01vol%) in water 08_014 Yes 1800 1800 
08_015 Yes 2000 Nanofluid - Diamond 




A detailed analysis of the evolution of CHF and an investigation into the enhancement 
found in nanofluid boiling follows. 
 
4.3.2 Hotspot behavior 
 
Hot spots were observed in the IR images at high heat flux in all experiments.  These hot 
spots would typically expand and then shrink slightly, or even disappear entirely, at heat 
fluxes lower than CHF.  Hot spots behaving in this manner are classified as “reversible”.  
At CHF, one or more hot spots would expand to encompass nearly the entire heated area, 
which would typically result in heater failure (burnout).  Such hot spots are classified as 
“irreversible” according to the terminology introduced by Theofanous et al. (2002a). 
 
 243 
Reversible hotspots were observed only at approximately 95% of the CHF value of a 
given experiment (e.g. >850 kW/m2 for water and >1500 for nanofluids).  This is in 
contrast to the observations of Theofanous et al. (2002a) who observed hotspots starting 
at approximately 25% of the CHF value of their “fresh” heaters.  It is likely that the 
titanium thin films used in Theofanous et al.’s work versus the ITO films used in the 
present work explain these drastically different observations. 
 
During normal bubble growth (pre-CHF), dryout areas were observed to form in the 
center of individual nucleation sites.  These dryout areas developed due to the 
evaporation of the microlayer, as discussed in Section 3.3.2.  These dryout areas were 
immediately cooled as the bubble departed.  Just prior to and at CHF, it has been 
observed that all reversible and irreversible hot spots formed from the merging of several 
dryout areas of neighboring nucleation sites.  This phenomenon was observed for 
surfaces boiled in DI water (Figure 4.4 and Figure 4.5) and both silica (Figure 4.6) and 
diamond (Figure 4.7) based nanofluids. 
 
A reversible hotspot is shown in great detail in Figure 4.4 for DI water operating just 
prior to CHF, at q”≈900kW/m2.  Two neighboring nucleation sites have dryout areas that 
form in their central region during bubble growth.  These dryout areas are not quenched 
as part of the normal bubble departure process.  Instead, the dryout areas grow, and 
merge together to form a larger hotspot.  This hotspot is quickly quenched and disappears 




Figure 4.4: Reversible hotspot formation and rewetting in DI water at q”≈900kW/m2 (08_020).  
1) Initial nucleation sites including centralized dryout areas, 2) merged dryout areas forming a 
reversible hotspot which starts to shrink via rewetting/quenching at t=8ms and has completely 
disappeared at t=10ms 
 
The growth of the irreversible hotspot that eventually leads to burnout for a DI water 
(q”=900kW/m2) experiment is shown in Figure 4.5.  In this case, a single dryout area 
remains stable for several frames until eventually merging with several neighboring 
dryout areas, thus forming a large hotspot.  This hotspot eventually grows to encompass 




         °C 
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Figure 4.5: Inception of irreversible hotspot in DI water at q”=900kW/m2 (08_004). 1) Normal 
nucleation event in the location where the hotspot will initiate in the following frames,  2) Initial 
nucleation event where the first unquenched dryout area occurs, 3) Second nucleation event that 
forms a dryout area, 4) Third nucleation event that forms a dryout area, 5) Merged hotspot (first and 
second dryout areas), 6) Nucleation events that will form the fourth and fifth dryout areas, 7) Three 
dryout areas surrounding larger hotspot that eventually 8) merge into a single hotspot.  This hotspot 
eventually grows to encompass nearly entire heater with eventual burnout (not shown) 
 
The growth of an irreversible hotspot that eventually leads to burnout for a 0.01vol% 
silica nanofluids experiment is shown in Figure 4.6.  The dryout areas from several 
neighboring nucleation sites quickly merge to form a stable hotspot.  This process is more 
dramatic than that of the water discussed above, at least partly owing to the heat flux 
(q”=1800 kW/m2 for the nanofluid versus q”=900 kW/m2 for water), with the dryout 
2 1 2 









areas from many neighboring nucleation sites (10+) quickly merging and forming a large 
hotspot.  This hotspot has several cycles of growing and shrinking, but it ultimately 
grows to encompass nearly the entire heater until burnout occurs. 
 
The growth of an irreversible hotspot that eventually leads to burnout for a 0.01vol% 
diamond nanofluids experiment is shown in Figure 4.7.  It appears that the dryout area of 
a single nucleation site fuels a stable irreversible hotspot that maintains its size for a long 
period of time (~30ms) until it eventually grows and takes over the dryout areas of 
neighboring nucleation sites and becomes a large hotspot which ultimately grows to 
encompass nearly the entire heater until burnout occurs.  Several reversible hotspots are 
shown in the frame prior to the final growth of the irreversible hotspot. 
 
It is interesting to note that in all images, during the initial growth of the dryout area and 
hotspot, it is possible to observe simultaneous heatup and dryout of the central region and 
cooling of the surrounding region (noticeable as a dark outline along the edge of the 
expanding hotspot very clearly in Figure 4.6, for example) as the contact line moves 





Figure 4.6: Inception of irreversible hotspot in 0.01vol% silica nanofluids at q”=1800kW/m2 
(08_014). 1) Initial nucleation events where the first unquenched dryout areas occur, 2) Merging 
dryout areas to form a hotspot, 3) Growing hotspot that further takes over neighboring dryout areas.  
This hotspot eventually grows to encompass nearly entire heater with eventual burnout (not shown).  
It does have several growing (4ms-18ms) and shrinking (20ms-38ms) cycles prior to burnout. 4) 
highlights the dark outline along the outer edge of the expanding hotspot that represents cooling due 
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Figure 4.7: Inception of irreversible hotspot in 0.01vol% diamond nanofluids at q”=2000kW/m2 
(08_015). 1) Initial nucleation event where the first unquenched dryout area occurs, 2) Dryout area 
that turns into a stable hotspot.  This hotspot eventually grows to encompass nearly entire heater 
with eventual burnout (not shown). It remains stable until around t=34ms, by t=36ms it starts 
merging with neighboring dryout areas and continues to do so through t=58ms.   3) Reversible 
hotspot (disappears by t=10ms).  4)  Site of nucleation events that have central dryout areas that 5) 
form a reversible hotspot that 6) shrinks and disappears by t=22ms.  7) Site of nucleation events that 
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The complete evolution of burnout for several experiments is shown below.  Burnout in 
DI water, 0.01vol% silica nanofluids and 0.01vol% diamond nanofluids are shown in 
Figure 4.8, Figure 4.9, and Figure 4.10, respectively.  These images highlight that the 
expansion of the DI water hotspot is fairly constant, while the growth of the nanofluid 
hotspots are irregular, and involve many periods of contraction and expansion.  This 
behavior suggests that the higher surface wettability due to the nanoparticle deposits 
promotes surface cooling and hinders hotspot growth.  Cool liquid continually succeeds 
in collapsing a portion of the vapor layer and quenches the hot surface in nanofluids, 
while this behavior is not as dramatic for DI water.  It is important to note that the total 
time of growth is actually longer for DI water, which is likely due to the surface heat flux 
being roughly half that of the nanofluids at CHF. 
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Figure 4.8: Full evolution of burnout for DI water experiment (08_004).  Growth and eventual 
merger of two irreversible hotspots is shown.  Expansion of bottom hotspot is at a relatively constant 
rate  




Figure 4.9: Full evolution of burnout for 0.01vol% silica nanofluid experiment (08_014).  Expansion 
of hotspots is sporadic involving a significant amount of contraction and expansion cycles.  Hotspot 
shrinks from 500-550ms, 800-850ms, 1200-1250ms, and 1400-1450ms, suggesting that higher 
wettability than water promotes surface cooling. 
>      °C 
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Figure 4.10: Full evolution of burnout for 0.01vol% diamond nanofluid experiment (08_015).  
Expansion of hotspots is fairly sporadic involving some contraction and expansion cycles.  Hotspot 
shrinks from 650-700ms, 1200-1250ms, 1350-1400ms, and 1500-1550ms, suggesting that higher 
wettability than water promotes surface cooling. 
>      °C 
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4.3.2.1 Temperature response of the irreversible hotspots 
 
The temperature responses for the initial heatup phase of the irreversible hotspots were 
examined.  This temperature response has the potential for providing insight into the 
dominant heat transfer mechanisms during hotspot heatup.   
 
One-dimensional transient adiabatic heatup is assumed, with the ITO heating element 
being of infinitesimal thickness and the bottom surface being perfectly insulated (see 
Figure 4.11).  The sapphire of thickness, a, is the only material that participates in the 
heatup.  It is desired to find the time variation of the average temperature of the sapphire 
and the temperature at the interface between the sapphire and the ITO, which is the 
temperature actually measured by the IR camera.  The heat flux supplied by the ITO 
heater is constant as a function of time and can be given as: 
 ( )dT x xk q
dx a
− = −  (4.10) 






∂ ∂=∂ ∂  (4.11) 
 
can be separated to solve for the time and space components separately by setting them 






∂ ∂= =∂ ∂  (4.12) 




























Solving the spatial portion of the Fourier’s equation yields a series solution, but the fast-
decaying series exponentials can be neglected to arrive at an asymptotic solution for the 
spatial portion of the temperature response: 
 ( ) ( ) 21 " 1,
2 3avg
q a xT x t T t
k a
⎛ ⎞⎛ ⎞= + −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
 (4.14) 
 
The average temperature as a function of time can be found through a simple energy 
balance:  
 ( ) 0"avg
p
q tT t T
C aρ= +  (4.15) 
 
Thus, 
 ( ) 20 " 1 " 1, 2 3p
q t q a xT x t T
C a k aρ
⎛ ⎞⎛ ⎞= + + −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
 (4.16) 
 
For all experiments, the transient temperature at the location of irreversible hotspot 
inception is plotted in Figure 4.12 through Figure 4.15.  The predicted adiabatic heatup at 
x=a (top of heater) is indicated by a dashed line in all figures. 
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Figure 4.11: Diagram of geometry assumed for 1D adiabatic heatup of the sapphire substrate 
 





















08_006 - DI Water






















08_019 - DI Water
 



















08_020 - DI Water
 
Figure 4.12: Transient temperature response at the location of irreversible hotspot inception for 
three DI water experiments.  Dashed line represents adiabatic heatup rate.  The bend at the end of 
































08_013 - 0.1vol% Silica























08_022 - 0.01vol% Silica
 
Figure 4.13: Transient temperature response at the location of irreversible hotspot inception for two 
0.1vol% silica nanofluids experiments.  Dashed line represents adiabatic heatup rate.  The bend at 
the end of the curves represents the maximum measurable where the IR sensor saturates 
 























08_014 - 0.1vol% Silica
 
Figure 4.14: Transient temperature response at the location of irreversible hotspot inception for a 
0.01vol% silica nanofluids experiment.  Dashed line represents adiabatic heatup rate.  The bend at 
the end of the curve represents the maximum measurable where the IR sensor saturates 
 





















08_015 - 0.01vol% Diamond






















08_016 - 0.01vol% Diamond
 
Figure 4.15: Transient temperature response at the location of irreversible hotspot inception for two 
0.01vol% diamond nanofluids experiments.  Dashed line represents adiabatic heatup rate.  The bend 




For nearly all experiments, the hotspot heatup rate is faster than what is predicted by the 
adiabatic heatup analysis.  Clearly, this is impossible since adiabatic heatup represents the 
condition in which all the energy generated in the heater stays in the heater.  After 
considerable analysis, it was determined that this behavior is due to the local heater 
electrical resistance being heavily dependent on the local temperature.  A strong positive 
feedback between temperature and electrical resistance made the hotspot temperature of 
most experiments increase faster than the maximum that is predicted using the measured 
average surface heat flux at CHF.  This makes it nearly impossible to know the value of 
the heat flux locally under the hotspots with any degree of certainty.  Note that this 
limitation applies only to the irreversible hotspots, i.e., everywhere else on the heater, 
where the temperature is more moderate, the local value of the heat flux is well 
represented by the average value of the heat flux.  A detailed assessment of this issue 
follows.   
 
 
Local heat flux behavior 
 
An analysis of the resistance versus temperature response of the ITO heating element was 
completed.   A heater was placed on a variable temperature hot-plate.  A cement-on 
thermocouple was placed on the surface of the ITO to directly measure the heater 
temperature.  A small current (~50mA) was passed through the heater in order to 
constantly monitor its resistance without producing significant Joule heating.  The 
temperature of the heater was gradually increased from room temperature (25°C) to 
approximately 350°C in approximately 20°C steps while the resistance value was 
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recorded.  The entire resistance curve as a function of temperature is shown in Figure 
4.16 for a representative heating element.  Similar behavior was observed for other 
heaters.  The ITO heating element clearly undergoes several phase changes at discrete 
temperatures.  Little change in resistance is observed between 25°C and ~200°C.  At 
200°C, there is a sudden spike in resistance.  The large change in resistance from ~3.8 Ω 
to ~18.5 Ω took quite some time.  The heater was left at 210°C for approximately 
30minutes before the highest resistance value was achieved.  The resistance plateaued at 
18.5 Ω until approximately 230°C, where the resistance dramatically dropped. As the 
temperature was increased in discrete steps, the resistance dropped to approximately 5.5 
Ω by 350°C.  This was the temperature limit achievable with the hotplate, so the 
temperature was reduced, and the resistance stayed relatively steady at approximately 








The ITO heaters undergo a restructuring event, likely annealing, at approximately 200°C.  
Several researchers have explored the annealing of ITO thin-films to increase the optical 
transparency of these films.  Depending on the composition of the ITO, researchers have 
found initial crystallization occurring at temperatures above 150°C (Ryouma and Yoichi, 
2000; Hu et. al, 2004).  The reduction of resistance as the temperature increases above 
230°C can be explained by grain growth which reduces electrical resistivity (Guillen and 
Herrero, 2005).   
 
It is possible to define three distinct temperature regions of resistance values: 
T < 180°C Resistance nominally at ~3.8 Ω 
200°C   <  T < 230°C Resistance jumps to a value of approximately 18.0 Ω 
T > 230°C Resistance drops to a value of approximately 5.5 Ω 
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Since the temperature distribution across the heater is not uniform during burnout, the 
local ITO resistivity under the hotspot could be significantly different than that of the 
remainder of the heating element.  This could result in further power peaking, creating a 
local positive power feedback loop.   
 
Only current is controlled in the CHF experiments, thus if the resistance changes, the 
power supply will automatically adjust the voltage, which would change the power input.   
 
To examine this further, a simple circuit analysis was completed.  A constant current of 
9.6 A was chosen, which corresponds to the operating current at the CHF value of water 
(q”~1000 kW/m2).  Three parallel current paths were modeled, each with three resistor 
elements, as shown in Figure 4.17.  Choosing the same number of series resistance 
elements as the number of parallel current paths conveniently results in all individual 
resistor “elements” to have the same resistance value as the total heater resistance when 
the entire heater is at a uniform temperature (i.e. 3.8 Ω prior to CHF, and 5.5 Ω if the 
entire heater were at a temperature greater than 230°C).  The resistor elements represent 
separate locations on the heater, so it is possible to adjust the individual resistances to 
approximate the local resistance changes due to hotspot growth, and then calculate the 
corresponding changes in local power.  The geometry assumes that the hotspot size is 
approximately 1/9th of the total heater size.  Different power peaking behavior would 
occur early in the hotspot growth when its size is small, or later when the hotspot covers 
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the bulk of the heater.  However, a similar conclusion that the ITO annealing causes 
power to peak locally under hotspots should be reached regardless of the hotspot size.   
 
Four distinct “cases” were examined as discussed below to show how the local resistance 
changes during burnout.   
 
Case #1: Prior to CHF, the entire heater is at the same nominal temperature (~113-
150°C), with the same nominal resistance value (~3.8 Ω).   
 
Case #2: At the initiation of burnout, a small area of the heater is coated with a vapor 
film and begins to dramatically heat up.  Once this hotspot temperature reaches ~200°C, 
the local heater resistance dramatically increases to about 18 Ω.  The middle resistor of 
the middle current path represents this hotspot in Figure 4.18.  
 
Case #3: As the hotspot temperature continues to increase above ~250°C, the local 
resistance drops to approximately 5.5 Ω, as in Figure 4.19.   
 
Case #4: If the hotspot is expanding during this time, then there is likely an intermediate 
period where the center of the hotspot is >250°C, and the remainder of the heater is at a 
temperature >180°C, which dramatically increases the resistance in that area of the heater 
as in Figure 4.20. 
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By this time, the heater is assumed to be fully enveloped by film boiling and typically 
catastrophically fails (e.g. the heater breaks and the current path is broken). 
 
Figure 4.17: Circuit diagram for Case #1 (nominal) 
 
Figure 4.18: Circuit diagram for Case #2 (initial hotspot) 
 
Figure 4.19: Circuit diagram for Case #3 (late hotspot) 
I=9.6 A 
R=3.8Ω R=3.8Ω R=3.8Ω 
R=3.8Ω R=5.5Ω R=3.8Ω








R=3.8Ω R=3.8Ω R=3.8Ω 
R=3.8Ω R=18.0Ω R=3.8Ω








R=3.8Ω R=3.8Ω R=3.8Ω 
R=3.8Ω R=3.8Ω R=3.8Ω









Figure 4.20: Circuit diagram for Case #4 (expanded hotspot) 
 
 
It is trivial to find the effective power produced in each of the resistive elements by using 
the current that goes through each leg (P=IL2R).  The power of the nominal resistor, 
Pnominal, and resistor representing the hotspot, Photspot, for each of the four cases are shown 
in Table 4.4.  The total heater resistance would not change as dramatically as what is 
shown if the hotspot is smaller than the 1/9th heater size assumed here. 
 
Table 4.4: Summary of effect on power produced in “hot” spot due to its resistance change relative to 
the nominal ITO resistance 








1 <200 <200 3.8 3.8 32 32 
2 <200 200 3.8 18.0 57 53 
3 <200 >230 3.8 5.5 41 45 
4 200 >230 18.0 5.5 149 77 
 
 
This table clearly shows how both the local power around the hotspot and the total power 
to the heater go up as portions of the heater anneal and the local resistance changes.  The 
table shows that the local power under the hotspot could easily increase by a factor of 













1. The local power is impossible to determine exactly during burnout (and burnout 
only) since only total resistance is measured.  This makes quantitative analysis of 
the burnout process difficult with the present experimental setup 
2. The large resistance changes accelerates the increase in temperature of the heater 
in the hotspot, and likely accelerates its growth and overall burnout process 
 
The local power peaking characteristic of the ITO heating elements severely limits the 
analysis capabilities of the actual burnout event since the local power input cannot be 
measured.  However, a significant amount of analysis is still possible and is the subject of 
the remainder of this chapter.  In particular, it is possible to qualitatively describe the 
differences between the burnout event in pure water and nanofluids, since this 
phenomenon occurs in both cases.  It is also possible to show how the quantification of 
various burnout parameters is made possible with transparent thin-films and high-speed 
infrared thermography.  Once the annealing problem is overcome (either via heater pre-
annealing or use of a different thin-film material), the framework discussed in this thesis 
can be used to further explore and quantify critical heat flux. 
 
4.3.2.2 Hotspot growth speed 
 
A summary of irreversible hotspot front velocities is given in Table 4.5.  Four 
measurements were used to obtain an average hotspot front velocity for each test.  The 
average front velocity of the 0.1vol% and 0.01 vol% silica nanofluids tests are lower than 
that of the average water test by 21% and 28%, respectively, in spite of the roughly 
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double heat flux.  The average front velocity of the 0.01vol% diamond nanofluids tests is 
39% greater than the average water rate. 
 
Table 4.5: Summary of irreversible hotspot front velocities (uncertainty ±4-20%) 
Test fluid Test # Average hotspot front velocity (mm/s) 
Average front velocity







08_013 4.36 Nanofluid - Silica (0.1vol%) in water 
08_022 3.94 
4.15 
Nanofluid - Silica (0.01vol%) in water 08_014 3.77 3.77 





The growth of the hotspot can also be looked at in terms of area growth rate, as 
summarized in Table 4.6.  Plots of the hotspot area fraction histories and growth rate 
histories for DI water, 0.1vol% silica nanofluids, 0.01vol% silica nanofluids, and 
0.01vol% diamond nanofluids are given in Figure 4.21, Figure 4.22, Figure 4.23, and 
Figure 4.24, respectively.  The nanofluid maximum area growth rate was not significantly 
different than that of water. 
 
While at first glance there seems to be a discrepancy between the front speeds and area 
growth rates, it is important to recognize that the front velocity speeds are obtained 
through averaging the distance the front has moved across a long period of time 
(~400ms), while the maximum area growth rate simply looks at the short-time duration 
area changes (~2ms).  The different time scales inherent in these two methods is a 
beneficial feature.  By examining front velocity with a long time scale, it is possible to 
understand the long term growth of the hotspot.  By examining the area growth rate, it is 
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possible to see the oscillations in the hotspot growth.  In particular, it is possible to see 
the rewetting (i.e. hotspot shrinking) found in nanofluid hotspot growth. 
 
Table 4.6: Summary of irreversible hotspot area growth rates (uncertainty ±10%) 
Test fluid Test # 
Maximum hotspot 
area growth rate 
(mm2/s) 
Average maximum area 








08_013 330 Nanofluid - Silica (0.1vol%) in water 
08_022 150 
240 
Nanofluid - Silica (0.01vol%) in water 08_014 250 250 




The approximate values of the total irreversible hotspot growth times are shown in Table 
4.7.  The total growth times of the nanofluids were, on average, less (35-67% less) than 
that of water.  These times are obtained by subtracting the time of heater failure from the 
initiation of the irreversible hotspot, and are only approximate (thus having few 
significant figures).   The irreversible hotspot is the hotspot that eventually encompasses 
the entire heater and leads to heater failure.  The time of its initiation can be found by 
examining the area fraction of hotspot graphs and finding the location in time where there 
is a dramatic upswing in area fraction (where the starting value of the hotspot area 
fraction is approximately zero).  The average hotspot area change supports the IR-image 
observation made above that the nanofluid hotspots tend to expand and contract more 
often than pure water.  Since all heaters are not necessarily going to fail in the same way, 
and the geometry of each hotspot is significantly different, the failure times can be used 
only to qualitatively describe the heatup process, but should not be overly emphasized. 
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Table 4.7: Approximate total irreversible hotspot growth times 
Test fluid Test # Total irreversible hotspot growth time (s) 
Average hotspot growth 







08_013 1 Nanofluid - Silica 
(0.1vol%) in water 08_022 3 
2 
Nanofluid - Silica 
(0.01vol%) in water 08_014 2 2 
08_015 1 Nanofluid - Diamond 



























08_004 - DI Water





















08_004 - DI Water
 























08_006 - DI Water






















08_006 - DI Water
 























08_019 - DI Water























08_019 - DI Water























08_020 - DI Water




















08_020 - DI Water
 
Figure 4.21: The area fraction and area growth rate of the irreversible hotspots for four DI water 
experiments. (The sudden drop at the end of the area fraction curves is due to termination of the 
experiment following the heater burnout) 
 269 























08_013 - 0.1vol% Silica






















08_013 - 0.1vol% Silica
 























08_022 - 0.1vol% Silica























08_022 - 0.1vol% Silica
 
Figure 4.22: The area fraction and area growth rate of the irreversible hotspots for two 0.1vol% 
silica nanofluids experiments (The sudden drop at the end of the area fraction curves is due to 
termination of the experiment following the heater burnout) 























08_014 - 0.01vol% Silica





















08_014 - 0.01vol% Silica
 
Figure 4.23: The area fraction and area growth rate of the irreversible hotspots for two 0.01vol% 
silica nanofluids experiments 
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08_015 - 0.01vol% Diamond






















08_015 - 0.01vol% Diamond
 























08_016 - 0.01vol% Diamond



















08_016 - 0.01vol% Diamond
 
Figure 4.24: The area fraction and area growth rate of the irreversible hotspots for two 0.01vol% 
diamond nanofluids experiments. (The sudden drop at the end of the area fraction curves is due to 




The hotspots which initiate surface burnout are shown to develop from dryout areas 
under nucleation events that are unable to rewet upon bubble departure.  A qualitative 
examination of the infrared images demonstrates stark differences between the hotspot 
development in pure water and nanofluids.  Hotspot growth in nanofluids is impeded 
through rewetting causing expansion to be irregular.  The higher wettability (e.g. lower 
contact angle) of the surfaces boiled in nanofluids likely promotes rewetting.  The 
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differences between water and nanofluids at CHF are explored further in the subsequent 
section. 
4.3.3 Effect of nanoparticles on CHF 
 
The hydrodynamic instability theory developed by Kutateladze-Zuber (1958) suggests 
that CHF is dependent only on fluid properties.  Since the nanofluids at the low 
concentrations used in this study have fluid properties nearly identical to pure water, the 
hydrodynamic instability theory would predict that nanofluids and water have the same 
value for CHF, which is contrary to the experimental evidence.  It is interesting to note 
that recently, the reliability of the hydrodynamic instability theory has been questioned 
even for pure fluids (Theofanous et al., 2002) based on experimental evidence that micro-
hydrodynamics at the heater surface represent the key physics of the burnout process.  
Thus, the other types of CHF theories must be examined to provide insight into nanofluid 
CHF enhancement.  These theories take into account the surface modification caused by 
the nanoparticle deposition during boiling (surface modifications discussed in Section 
2.4). 
 
4.3.3.1 Contact angle 
 
A large difference between water-boiled and nanofluid-boiled surfaces is surface 
wettability.  The contact angle of the ITO surfaces boiled in pure water (θ=80-90°) was 
significantly reduced when boiled in nanofluids (θ=9-14°).  Thus, the discussion below is 
devoted to quantifying the impact of a change in contact angle on CHF. 
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Hot/dry spot theory: Kandlikar (2001) 
 
Kandlikar (2001) developed a model for CHF at saturated pool boiling conditions 
incorporating the hydrodynamic as well as heater surface interaction effects on hot/dry 
spots that form on the surface during burnout.  Kandlikar considered the force balance on 
the left half of a single bubble at the moment where the force due to change in 
momentum from evaporation (or evaporation recoil force), FM, is higher than the sum of 
the hydrostatic pressure (FG) and surface tension forces (FS,1 & FS,2) holding the bubble in 
its spherical shape (see Figure 4.25).  This causes the liquid-vapor interface to move 
rapidly outward along the heater surface, resulting in CHF.   
 
Figure 4.25: Forces due to surface tension, gravity, and momentum acting on a bubble parallel to the 
surface (adapted from Kandlikar, 2001) 
 
The surface tension force for a unit length in the direction normal to the heater plane at 
the base of the bubble, FS,1 , and the top of the bubble, FS,2, are given by 
 ,1 cosSF σ θ=  (4.17) 
 
and 









respectively. Note that in Kandlikar’s (2001) work, the angle used was the dynamic 
receding contact angle, β, rather than the static contact angle, θ.  The dynamic receding 
contact angle is the correct quantity to use since the bubble is growing at the moment of 
critical heat flux.  Unfortunately, this quantity is very difficult to measure, thus the static 
contact angle is used in this work.  The static angle is often used when the receding 
contact angle is not measured. 
 
The hydrostatic force on the bubble interface parallel to the heater surface inclined at an 
angle φ from the plane perpendicular to gravity is given by a triangular pressure 
difference.  This force due to the hydrostatic head on a surface of height Hb and unit 
width is given by: 
 ( ) 21 cos
2G l v b
F g Hρ ρ φ= −  (4.19) 
 
With the bubble height related to the bubble diameter, Db: 




DH θ= +  (4.20) 
 
The force due to the momentum change from evaporation at the interface is given by the 
product of the evaporation mass flow rate and the vapor velocity relative to the interface.  
The interface can be represented by a plane of bubble height, Hb, and unit width normal 
to the plane of Figure 4.25.  The heat flux due to evaporation per unit area is given by ql.  
The resulting force due to the momentum change at the interface is given as 
 
2
1 1l b l l
M b
fg fg v fg v
q H q qF H
h h hρ ρ




The heat flux due to evaporation per unit area of the interface, ql, has been averaged over 
the growth time over the bubble.  This quantity can be related to the average heat flux of 
the heater, q, by assuming the interface is a cylinder with diameter Davg=Db/2 and height, 
Havg=(Davg/2)(1-cosθ).  The bubble influence area is assumed to be a circle with diameter 
2Db (Han & Griffith, 1965).  Thus, the relationship between the total heat flux and at the 
interface as 
 
( )( )( )
( )( )2










+ += =  (4.22) 
 
Kandlikar assumes that CHF occurs when the force due to the momentum change, FM, 
pulling the bubble interface away from the bubble center exceeds the sum of the forces 
holding the bubble intact, FS,1 , FS,2 and FG.  The force balance at this moment is 
 
 ,1 ,2M S S GF F F F= + +  (4.23) 
 
The present analysis has discrete data for the bubble diameter at all wall superheats.  The 
surface contact angle is also known, thus it is possible to calculate these bubble forces at 
a given superheat without relying on empirical models and correlations.  The forces 
acting on the bubble as a function of wall superheat for a DI water test are shown in 
Figure 4.26.  The average bubble diameter at a given superheat is used for this analysis.  
The force due to the momentum change due to evaporation never matches the sum of the 
gravity and surface tension forces.  However, the trend is as Kandlikar predicted.  
Namely, FM approaches (FS,1 +FS,2+FG) near CHF.   
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The ratio of the force due to the momentum change over the sum of the gravity and 
surface tension forces is plotted for all superheats for every experiment analyzed in the 
current work in Figure 4.27.  While none of the experiments reach a value of unity, which 
is the condition predicted by Kandlikar for CHF, it is remarkable how all cases show the 
same trend.  The value of the force ratio is between 0.33-0.50 at CHF for all cases.  The 
fact that a value of unity is never reached is not entirely surprising since there are a 
number of assumptions in Kandlikar’s model, including the bubble shape, area of bubble 
influence and the average diameter.  There is a very clear shift to the right for the 
nanofluid data, illustrating the reduction in the momentum force with decreasing contact 
angle. 
 
A similar graph is shown in Figure 4.28 with the departure diameter input being the 
maximum diameter experimentally found at a given superheat rather than the average 
departure diameter that was used in Figure 4.27.  The force due to the momentum change 
increases with increasing diameter, so using the maximum diameter approximately 
represents the maximum value of this force at a given superheat.  The nanofluid curve is 
shifted to the right as before.  By using the maximum diameter, the force ratio at CHF is 
in the vicinity of unity. 
 
This analysis clearly demonstrates the effect of contact angle on the forces theorized to 
dominate at CHF.  It also is the first time actual experimental data has been used to 
quantify these forces and relate them to the CHF condition. 
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Figure 4.26: Forces acting on bubble vs. wall superheat for DI water test (08_004) 
 
Figure 4.27: Ratio of FM and (FS,1 +FS,2+FG) vs. wall superheat for all boiling tests.  The average 




Figure 4.28: Ratio of FM and (FS,1 +FS,2+FG) vs. wall superheat for all boiling tests.  The maximum 
bubble diameter, Db,max, at a given superheat is used as input along with the contact angle and heat 
flux 
 
Kandlikar combines Equations (4.17), (4.18), (4.19), and (4.21) to solve for the heat flux, 
q”, where CHF is reached, q”CHF: 
 ( ) ( )" 1/2 1 cos 2 1 cos cos
16 4
b




θ σρ ρ ρ θ φ⎡ ⎤+⎛ ⎞= + − +⎢ ⎥⎜ ⎟⎝ ⎠ ⎣ ⎦  (4.24) 
 
Kandlikar then assumes that the bubble diameter at departure is half the wavelength of 







σλ π ρ ρ
⎡ ⎤= ⎢ ⎥−⎣ ⎦
 (4.25) 
 
The value of C1 ranges from 1 to 3 , and Kandlikar chooses to use a value of 1, yielding 











σ ρ ρρ ρ
−⎡ ⎤= ⎢ ⎥⎣ ⎦
 (4.26) 
where 
 ( ) 1/21 cos 2 1 cos cos
16 4
K θ π θ φπ
+⎛ ⎞ ⎡ ⎤= + +⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦  (4.27) 
 
A comparison of Kandlikar’s predicted CHF value with the experimental data is included 
in Figure 4.29.  There is good agreement between this model and the experimental data.  
The ratio of CHF value at a given contact angle over the CHF value at θ=90° is plotted in 
Figure 4.30 in order to further highlight the correlation between reduced contact angle 
and CHF enhancement found experimentally and confirmed by Kandlikar’s model.  
Incidentally, these experimental data confirm that the classic Zuber-Kutateladze 
hydrodynamic theory, which assumes no surface effects on CHF, is not generally valid. 
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Figure 4.30: The ratio of CHF value at a given contact angle over the CHF value at θ=90° vs. static 
contact angle.  ** The curve for this theory compares heat flux with heat flux at 80° 
 
 
Hot/dry spot theory (Theofanous et al., 2006) 
 
Theofanous et al. (2006) developed a hot/dry spot theory that is based on the same 
hypothesis as Kandlikar (2001), namely that at CHF, the evaporation vapor recoil force 
which drives the liquid meniscus to recede becomes larger than the surface tension force, 
which drives the meniscus to rewet the hot/dry spot.  Theofanous et al. hypothesize that 
these hot dry spots develop in the bases of bubbles at certain nucleation sites and grow 
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This expression is identical to the Kutateladze-Zuber expression for CHF except for the 
parameter κ, which both Kim et al. (2007) and Dinh and Tu (2007) developed 
expressions for as discussed below. 
 
Kim et al. (2007) showed that the parameter κ is the coefficient of proportionality 
between the radius of curvature of the liquid meniscus, ℜ , and the capillary length: 
 ( )l vg
σκ ρ ρℜ = −  (4.29) 
 
They then developed an analytical expression approximating the average radius of 
curvature of the meniscus by using Lord Rayleigh’s formula for the volume of a static 
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θ π θκ θ
−−⎡ ⎤= − −⎢ ⎥⎣ ⎦  (4.31) 
 
A comparison of the CHF value predicted by Equation (4.28) (using the expression of 
Equation (4.31)) and is made with the experimental data in Figure 4.29.  This figure 
shows that the Theofanous et al. (2006) model with Kim et al.’s (2007) proportionality 
constant overpredicts the value of CHF for all contact angles, but predicts the correct 
trend (i.e. increased CHF with decreased contact angle).  To better show this trend, 
Figure 4.30 displays the CHF enhancement with reduced contact angle.  Note that since 
the expression for κ goes to zero at θ=90°, a reference value of θ=80° is used in this 
figure to approximate the effect of reducing the contact angle from a heater boiled in DI 
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water (θ≈80°) to the range of contact angles resulting from boiling in nanofluids (θ≈9°-
14°).  From this figure, it is clear to see that this model is able to reasonably predict the 
correlation between CHF enhancement and increase in surface wettability caused by 
nanoparticle deposition. 
 
Dinh and Tu (2007) developed a qualitative expression for the κ factor by assuming that 
the reason that hot spots remain stable and grow at CHF is because the three phase 
contact line on the edge of the hot spot is not able to move inward and wet the dry area.  
The force that drives the liquid toward the central area of the hotspot is due to surface 
tension and the interfacial curvature: 
 ~ / bF Dσ σ  (4.32) 
 
Dinh and Tu (2007) assume that the bubble departure diameter, Db, is given as 
 ~bD θℜ  (4.33) 
 
where the capillary length scale, ℜ , is given as 
 ( )l vg
σκ ρ ρℜ = −  (4.34) 
 
Thus, the expression for the surface tension force can be written as 
 ( )1 1 l vF gσ κ θ σ ρ ρ− −= −  (4.35) 
 
The force that drives the meniscus to recede from the central region, thus making the hot 
spot larger is caused by vapor recoil that is scaled to the evaporation flux as 
 21~
2v v v
F Uρ  (4.36) 
 





hρ=  (4.37) 
 
The two forces are equal at the moment of burnout, thus it is possible to solve for the 
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 (4.38) 
 
Interestingly, this equation is similar to the original Kutateladze-Zuber (1958) with an 
additional surface-dependent term.  
 
Tu and Dinh’s expression does not quantitatively provide the value of CHF, since they 
leave the development of the κ factor to future mechanistic modeling or direct numerical 
simulations.  The qualitative enhancement in CHF with reduced contact angle is shown in 
Figure 4.30, however, and is in good agreement with the experimental data.     
 
Macrolayer dryout theory – Sadasivan et al. (1995)  
 
The macrolayer dryout theory approach assumes that CHF occurs when the liquid 
macrolayer that separates the surface from large mushroom-shaped bubbles (fed by 
multiple individual nucleation sites) completely dries out during a bubble hovering cycle. 
Sadasivan et al. (1992) developed an expression for the time to dry out the macrolayer, 







δ ρτ =  (4.39) 
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The drying time is clearly dependent on fluid properties, the heat flux, and the macrolayer 
thickness, δe.  Sadasivan et al. developed an expression for the macrolayer thickness that 
incorporates the effect of the surface contact angle by assuming a uniform bubble size, 
Db, and a uniform bubble distribution 
 ( )3cos 3cos cos2 12be D πδ θ θ θ⎡ ⎤= − −⎢ ⎥⎣ ⎦  (4.40) 
 
Thus, for a given bubble diameter, the macrolayer thickness increases with decreasing 
contact angle as shown in Figure 4.31. 
 
 
Figure 4.31: Macrolayer thickness vs. contact angle 
 
Sadasivan et al. propose that DNB occurs if τd < τh.  Since the hovering time is mostly 
dependent on hydrodynamics and weakly on heat flux (Katto & Yokoya, 1968) an 
increase in the hovering time (resulting from an increase in the macrolayer thickness) 
results in a roughly proportional increase in CHF.   
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There is no known model that fully incorporates the Sadasivan et al. postulate into a 
direct correlation for CHF.  However, it is still possible to estimate the increase in CHF 
with reduced contact angle based on the increase in macrolayer thickness.  Assuming a 
contact angle of 80° for a clean surface, then the CHF increase predicted by a reduction 
of the contact angle to 10° (nanoparticle deposited surface) would be approximately 12-
fold.  The CHF enhancement experimental measured was not nearly as large as this 
prediction, but it is clear that the macrolayer dryout theory strengthens the physical 
explanation for CHF enhancement due to an increase in surface wettability. 
 
Bubble interaction theory (Kolev, 2008) 
 
As mentioned in the introductory section of this chapter, the bubble interaction theory as 
developed by Kolev (2002, 2008) accounts for shear force generated by the mutual 
interaction of growing and departing bubbles.  The details of this model will not be 
repeated here; however, for this discussion it is helpful to note that Kolev’s model takes 
into account the surface wettability in two ways.  The first, and most significant, is 
through the nucleation site density which is heavily dependent on contact angle (Wang & 
Dhir, 1993).  The second is simply through the bubble growth shape based on the surface 
energies.  The effect of a change in contact angle on the boiling curve and CHF as 
predicted by Kolev is shown in Figure 4.32.  A comparison of Kolev’s prediction with 
the experimental data is shown in Figure 4.29.  The model underpredicts the actual CHF 
value, but captures the trend of enhanced CHF with increased surface wettability 





















Figure 4.32: Effect of contact angle on the boiling curve 
 
4.3.3.2 Radial heat dissipation  
 
In addition to increasing the surface wettability, the nanoparticle layer deposited on the 
surface may also promote radial heat dissipation of a local hot spot via conduction.  To 
assess the importance of this effect, it is useful to examine the “thermal activity,” S, of 
the surface (Arik & Bar-Cohen,  2003): 
 ,w p w wS t C kρ=  (4.41) 
where t, ρw, Cp,w, and kw are the thickness, density, heat capacity and thermal 




The higher the thermal activity, the more effectively conduction can dissipate a local hot 
spot.  Arik and Bar-Cohen (2003) show that the effect “saturates” when the value of S > 8 








∝ +  (4.42) 
 
The thermo-physical properties of the heater and nanoparticle materials used in this study 
are included in Table 4.8, including the thermal activity value for each material.  The 
thermal activity of the heater (sapphire + ITO) is approximately 3.8 J/(m-K-s1/2), which 
suggests that the rewetting of the heater is likely conduction limited.  The estimated 
thermal activity of either the silica or diamond nanoparticles is <0.6 J/(m-K-s1/2), mostly 
due to the relatively small thickness of the nanoparticle layer compared with the sapphire.   
A plot of the heat flux increase due to an increase in thermal activity is included in Figure 
4.33.  The increase in thermal activity due to the addition of the carbon nanoparticle layer 
to the clean heater (sapphire+ITO) is also shown in this plot.  The enhancement predicted 
using the relationship in (4.42) due to the addition of the diamond nanoparticle layer is 
<2%.  This analysis strongly suggests that the nanoparticle layer is not capable of 
significantly affecting the radial heat-conduction-driven dissipation of the local hot spots 
that form near CHF. 
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ITO 0.7 7160 340 8.7 4602 ~0.0032 
Sapphire (Al2O3) 400 3980 760 30 9526 ~3.8104 
Nanoparticles (SiO2) ~10 2.6 745 ~ 8 124 ~0.0012 
Nanoparticles (C) ~10 3515 520 ~ 1900 58931 ~0.5893 
 
















Figure 4.33: Variation of dimensionless pool boiling CHF with thermal activity (adapted from Arik 
and Bar-Cohen, 2003) 
 
4.3.3.3 Capillary wicking due to porous layer 
 
The presence of a uniform, thin porous-layer coating could modify the critical heat flux 
by altering liquid replenishment to the surface through capillary wicking.   
Increase in S due to diamond nanoparticle 
layer 
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Polezhaev and Kovalev (1990) extended Zuber’s hydrodynamic model by recognizing 
that the porous layer modifies the characteristic length-scale.  They estimated the ratio of 









λ=  (4.43) 
 
where λb and λc are the critical instability wavelengths on a bare and coated surface 
respectively.  They called this the hydrodynamic liquid-choking limit.   
 






⎡ ⎤= ⎢ ⎥−⎣ ⎦
 (4.44) 
 





⎛ ⎞= ⎜ ⎟⎝ ⎠  (4.45) 
 
Where ε, and dbr are the porosity of the surface and porous cavity diameters respectively.   
By examination of the SEM images of the nanoparticle deposits, it is possible to 
approximate the porosity as somewhere between 0.4 and 0.6, and the porous cavity 
diameter to be on the order of 10-100μm.  A plot of the CHF ratio as a function of 
porosity for two porous cavity diameters (10μm and 100μm) is shown in Figure 4.9.  The 
effect of capillary wicking predicted by this model is very strong, resulting in a CHF 
enhancement well beyond what was experimentally observed.  However, this 
qualitatively shows that the microstructure hydrodynamic liquid-choking limit could be 

























Figure 4.34: Critical heat flux enhancement as a function of porosity for two values of porous cavity 
diameter 
 
Kim and Kim (2007) explored the effect on CHF due to capillary wicking caused by the 
porosity of nanoparticle coatings.  They found several values for CHF for well wetting 
nanoporous surfaces.  They were able to show that based on the porosity of the surface 
and effect of the porous layer on capillary action, they could explain further CHF 
enhancement for these well wetted surfaces.  Such an analysis was not completed for the 




particular combination of surfaces and nanoparticles used in the present work to 
corroborate Kim and Kim’s results. 
 
4.3.3.4 Surface area (fin-action) 
 
Since the roughness of the heater surface is increased due to the deposition of 
nanoparticles, the total wetted area of the heating element actually increases.  These 
added micro-features could potentially act as fins, providing a more efficient path of 
thermal transport to the fluid.  The surface index measured using confocal microscopy is 
1.1-1.8 for nanoparticle surfaces, suggesting that the effective heat flux could be 56% to 
91% of the measured heat flux.  However, it is important to recognize that in order for the 
fin, or extended surface, to increase the effective heat transfer area, it must experience a 
temperature gradient, which means it must penetrate the thermal boundary layer.  The 
temperature gradient is typically assumed to be linear through the thermal boundary layer 
thickness, δ (Collier & Thome, 2001).  Thus, the thickness can be estimated by using the 
single phase natural convection heat transfer coefficient, h: 
 lk
h
δ =  (4.46) 
 
The single-phase natural convection heat transfer coefficient is estimated to be 
approximately 2000 kW/m2 assuming a flat-horizontal upwards facing plate, and using 
the McAdams (1945) correlation.  Thus, the thermal boundary layer thickness is 
approximately 200μm.  Since the roughness is on the order of 1-2 μm, these micro-
features would not penetrate through the boundary layer providing no temperature 
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gradient for the fin action to promote convective heat transfer.  Thus, the fin, or extended 
surface, effect is ruled out as a mechanism for modified critical heat flux. 
 
4.3.3.5 Nucleation site density 
 
 
As shown in Section 3.3.4.1, the nucleation site density of nanofluids was observed to be 
lower at a given surface superheat than water.  Qualitatively, this supports the CHF 
enhancement found in nanofluids.  Since the CHF event was seen to originate from 
dryspots that formed underneath individual nucleation sites and then expand by merging 
with neighboring hotspots, it would seem that, everything else being the same, a lower 
density of nucleation sites could delay the point at which neighboring dryspots could 
merge.  This is because there is a lower density of neighboring nucleation spots whose 
hotspots could merge and lead to burnout.  Theofanous et al. (2002) saw an opposite 
trend, where heaters that were aged at higher CHF and a much higher nucleation site 
density than fresh heaters.  However, between nominally the same heaters (i.e. fresh or 
aged), they found a lower nucleation site density for higher CHF values.  Further detailed 
study on the relationship between the nucleation site density and CHF should be carried 





The pool boiling critical heat flux characteristics of pure water and water-based 
nanofluids were examined in detail.  Time and space resolved temperature data was 
obtained prior to, and during the critical heat flux event.  The study provides a framework 
for studying the critical heat flux on a more fundamental level than has been 
accomplished previously and provides insight into the fundamental processes of the 
critical heat flux and burnout.  Novel data were presented for both pure water and water-
based nanofluids.  The notable findings discussed in this chapter are summarized as 
follows: 
• Hot/dry spots were observed in all experiments at heat fluxes very near CHF.  
These hotspots eventually grow to encompass the majority of the heater surface 
which leads to heater destruction (burnout).  In all cases, the dryout of the 
microlayer under individual bubbles was shown to be the origination of these 
hot/dry spots.  Typically, the dryout areas below neighboring nucleation sites 
merged into a large hot/dry spot that eventually grew in size. 
• Enhancement of the critical heat flux of approximately 100% for silica and 
diamond nanofluids was found experimentally.  The enhancement strongly 
correlates with the reduction of the contact angle due to nanoparticle deposition.   
The increased wettability modifies the bubble growth behavior prior to CHF, and 
promotes rewetting (or quenching) of hotspots. 
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• A qualitative analysis of the IR images showed that nanofluid hotspot growth was 
impeded through rewetting, making hotspot growth irregular.  The higher 
wettability likely promotes this rewetting  
• Quantitative bubble data obtained via infrared-thermography was used for the first 
time to examine the magnitude of the dominant bubble forces as the heat flux 
approached the CHF value.  The data confirmed that a recent CHF theory based on 












This Chapter describes a study of the rewetting (or quenching) behavior of clean and 
nanoparticle coated flat-horizontal, upwards-facing surfaces.  First-of-a-kind 
experimental data are presented for rewetting on clean or fouled transparent heating 
elements.  Infrared thermography allows for detailed analysis of the wall temperature 
response, while high speed video provides simultaneous visualization of the 
corresponding rewetting phenomena. 
 
5.1.1 Literature review 
 
The following is a condensed discussion on the historical and state-of-the art research on 
rewetting fundamentals and influence of fouled surfaces on rewetting phenomena.   
 
5.1.1.1 Rewetting fundamentals 
 
Rewetting is defined as the reestablishment of liquid in contact with a hot surface as the 
edge of the three-phase liquid-vapor-solid contact line advances through progressive 
cooling of the surface.  The process involves the transition from an initial heat transfer 
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regime characterized by a high-temperature dry wall with a low heat transfer coefficient 
(film boiling), to regimes where the wall is primarily wetted with a high heat transfer 
coefficient (transition and nucleate boiling).  A schematic representation of the rewetting 
process along with the corresponding local surface temperature profile is included in 
Figure 5.1.  Understanding this process is imperative to the analysis of emergency core 
cooling systems used after a loss of coolant accident (LOCA) in a nuclear reactor, 
cryogenic processes and other industrial processes. 
 
Figure 5.1: Schematic representation of the rewetting process with corresponding local surface 
temperature profile 
 
The advancing velocity of the three-phase contact line is called the rewetting velocity, or 
quenching velocity.  The apparent temperature at which the surface begins to be cooled 
rapidly with a sudden steep temperature drop is called the rewetting temperature, or 
quenching temperature.  This temperature has also been referred to as the minimum film 
boiling (MFB) temperature or Leidenfrost temperature throughout the literature.  The 








parameters (e.g. flow velocity, geometry, etc.) and surface properties (roughness, 
porosity, etc.) also play a role.   
 
When a liquid contacts a sufficiently hot surface it undergoes a phase transition and 
forms a vapor film along the surface preventing liquid from contacting the surface.  This 
situation is hydrodynamically unstable, as the heavier phase is above the lighter phase.  
As the surface cools, the vapor film can reach a point where it is no longer sustainable 
and collapses, reestablishing surface-liquid contact. 
 
In order to mitigate fuel rod temperature rise following a light water reactor LOCA, the 
emergency core cooling system (ECCS) activates, flooding the reactor vessel with water.  
Typically, bottom-flooding is employed to cool the fuel bundles, but top-spraying can 
also be used in certain scenarios.  In either case, the fuel rods are cooled through the 
development of a quench front; therefore, a clear understanding of the velocity of the 
quench front propagation is required to have confidence in the emergency systems. 
 
Duffey and Porthouse (1973) developed an analytical expression to approximate the 
quench velocity by solving the two-dimensional heat conduction problem.  They assumed 
that: 
 
1. Water wets the surface up to the Leidenfrost temperature, Trew, which is assumed 
to be a constant  
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2. There is a constant heat transfer coefficient for the wetted surface and no heat 
transfer over the dry surface.  This assumption is acceptable since the magnitude 
of the heat transfer coefficient for wetting is of order 105 W/m2K, while it is of 
order 102 W/m2K for film boiling 
 





x y k t
ρ∂ ∂ ∂+ =∂ ∂ ∂  (5.1) 
 
with the approximate first order approximate solution for a high rewetting rate 
(Bi≡hL/k>>1) given as 







−  (5.2) 
 
which is independent of the thermal conductivity and thickness of the surface. 
 
The rewetting temperature is typically an input used in models for the rewetting velocity, 
thus it is an important parameter.  However, due to the difficulty measuring the rewetting 
temperature, several empirical methods for its determination the rewetting temperature 
have been developed.   
 
Spiegler et al. (1963) assumed that the rewetting temperature is the maximum possible 
superheat temperature of the liquid, Tmax, or temperature of homogeneous nucleation.  
Models based on this hypothesis typically assume that rewetting does not occur if the 
interface (liquid-solid) temperature, Tint, is higher than the maximum temperature, Tmax.  
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Based on this hypothesis and knowledge that the spinodal limit of the van der Waals 
equation of state for the fluid is given at low pressure by Tmax=(27/32)Tc, Lienhard 
(1976) found the following expression for the maximum superheat: 
 
8




⎡ ⎤⎛ ⎞⎢ ⎥= + ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 (5.3) 
 
Carslaw and Jaeger (1959) recommend calculating the interface temperature simply by 
assuming that the liquid and solid behave like two semi-infinite slabs of uniform initial 
temperatures Tl and Tw that are suddenly brought into contact, with an interface 
temperature given by: 
 int 1
w lTT ξξ
Τ += +  (5.4) 
where 




ρξ ρ=  (5.5) 
 
Methods employing thermodynamics (David et al, 2001), hydrodynamics (Huh and 
Scriven, 1971; David et al., 1999), surface chemistry (Tanner, 1979), heat transfer 
(Duffey and Porthouse, 1973), statistical mechanics (Gerweck and Yadigaroglu, 1991) 
and intermolecular forces (de Gennes, 1985) have all been used.  Since the experimental 
method presented in this thesis has the advantage of directly measuring the rewetting 




5.1.1.2 Overview of recent work on rewetting of nanoparticle fouled 
surfaces 
 
Park et al. (2004) performed quench experiments on a copper sphere in alumina 
nanofluids to investigate the effect of nanoparticles on film boiling heat transfer.  They 
found that the film-boiling heat transfer rate in nanofluids was slightly lower than that of 
pure water.  However, they made an interesting observation:  after repeated quench tests 
with the same sphere, they found that the sphere would quench more rapidly for each 
repetition.  They observed the apparent complete bypass of the film boiling regime 
suggesting that the nanoparticle deposition on the surface prevented stable vapor film 
formation.  This results in more rapid quenching.  This observation was made by several 
other researchers (Choo et al., 2008; Kim et al., 2009a).  However, the exact 
mechanism(s) by which nanoparticle deposition accelerates quenching has not been 
identified.  Kim et al. (2009a) suggest that the enhanced surface wettability caused by 
nanoparticle deposition increases the inherent rewetting temperature of the fluid-surface 
pair.  They further suggest that the presence of rough hydrophilic deposits on the surface 
destabilize the vapor film and provide a location for the liquid to “stick” to the surface 
and spread at high surface temperature. 
 
5.2 Rewetting Experiment 
 
The facility discussed in Section 2.1 was slightly modified to study rewetting phenomena 
on clean surfaces and nanoparticle-fouled surfaces. 
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Heating elements similar to those used for boiling experiments were used for the 
rewetting experiments.  In order to maintain heater integrity throughout the steep 
temperature gradient at the location of the quenching front, thin heater elements were 
used, which are less prone to failure due to thermal stresses.  Borosilicate substrates that 
were 0.17mm thick were used rather than the 0.4 mm thick sapphire substrates that were 
used in the boiling experiments.  All other heater dimensions are the same as the previous 
experiments.   
 
Figure 5.2: Schematic of quenching experiment 
 
The experimental procedure used for the rewetting experiments is considerably different 























empty.  The outer bath is brought to approximately saturated boiling temperature (100°C) 
as in the boiling experiments.  Prior to the quenching event, the heater is brought up to 
the desired temperature (~300°C) through direct heating.  This temperature is maintained 
for approximately 20min prior to the quenching event to ensure a stable initial 
temperature value.  Power is supplied to the heating element in constant current mode via 
a 250V x 30A DC power supply.  A thermocouple is placed directly onto the heater 
surface during the heat-up phase. The IR camera is calibrated by using the thermocouple 
readings during this heat-up stage. The current is adjusted in discrete steps until the 
heater reaches the desired temperature.  Once this temperature is reached, DI water 
(T=100°C) is poured into the inner bath, which floods the heater element.  This transient 
is recorded at 500Hz by the IR and HSV cameras. 
 
In order to provide some control over the rate of flooding, the water is supplied via a tube 
to a trench surrounding the heating element which provides an upflow of water to the 
heating element as shown in Figure 5.2.   
 
5.2.1 Heater fouling procedure 
 
In order to understand the impact of a nanoparticle fouled surface on rewetting 
phenomena, several heating elements were coated with nanoparticles prior use in the 
rewetting experiments.  The heating elements were placed in a separate pool containing 
the nanofluid of interest (0.01vol% diamond particles in water or 0.1vol% silica particles 
in water) and boiled for >30min at a heat flux greater than half of the expected CHF 
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value (in nanofluids), or q”≈1000 kW/m2.  This was considered a high enough heat flux, 
and a long enough coating time to sufficiently modify the surface.  The heating elements 
were examined using SEM and had a similar morphology as those discussed in Chapter 
2.4. 
 
5.2.2 Uncertainty Analysis 
 
A discussion of the uncertainty in the measurements of the heater power and the 
temperature measurements are included in Section 3.2.2.1. 
 
5.2.2.1 Rewetting velocity 
 
 
The uncertainty in the measured velocity should arise from the uncertainty in the distance 
measurement and the time measurement.  The measurement uncertainty in the distance 
measurement should be of the order of 0.2mm.  The measurement uncertainty in the time 
measurement should be negligible since counting the number of frames is exact, and the 
camera electronics are designed to have a high certainty in the absolute time between 
frames.  Based on the distances used to measure the rewetting velocity, the uncertainty in 
the velocity measurement should range from 2-9% of the measured velocity. 
 
5.2.2.2 Rewetting temperature 
 
 
While the uncertainty in the actual temperature is of the order of 2% as discussed in 
Section 3.2.2.1, there is some additional uncertainty introduced in the determination of 
the actual rewetting temperature, which primarily stems from the method of determining 
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this value.  Careful visual inspection of the temperature history curves enables estimation 
of the rewetting temperature by identifying the sharp change in slope as the rewetting 
front reaches the chosen location which dramatically increases the heat transfer rate 
locally.  There is an element of arbitrariness in the identification of the point of slow 
change, which may introduce a bias expected to be on the order of 5°C. 
 
 
5.3 Experimental results 
 
High speed infrared and high speed video images were taken for six rewetting 
experiments.  A list of the rewetting experiments discussed here and the fluid used to coat 
(i.e. foul) them is included in Table 5.1.   
 
Table 5.1: List of rewetting experiments and their corresponding surface deposition. All rewetting 
experiments used DI water. 
Fluid used for pre-coating Run # 
DI water (no pre-coating) quench_03 
DI water (no pre-coating) quench_05 
 
Diamond (0.01 vol%) quench_04 
Diamond (0.01 vol%) quench_06 
 
Silica (0.1 vol%) quench_09 
Silica (0.1 vol%) quench_10 
  
 
Sample sets of synchronized infrared and HSV images are included in Figure 5.3 and 
Figure 5.4.  Figure 5.3 shows the rewetting event from beginning to end, with a time step 
of 100ms between frames.  Figure 5.4 shows a brief portion of the rewetting event, (from 
1050 – 1080 ms into the event), with a time step of 2 ms between frames.  It is possible to 
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view individual nucleation events along the quench front in this figure.  Both figures 
show the synchronized IR (left image of each time step) and HSV (right image of each 
time step) of a quenching experiment on clean ITO.  Images are bottom view, with 
quenching liquid entering the top of each frame and moving across (downward) the 
heating element.  The HSV frames show a distinct film boiling region (bottom), nucleate 
boiling (or quench) front, and fully wetted region (top).  The IR images show a dramatic 




Figure 5.3: Synchronized IR (left image of each time step) and HSV (right image of each time step) of 
quenching experiment on clean ITO.  Images are bottom view, with quenching liquid entering the top 
of each frame across the heating element.  The HSV frames show a distinct film boiling region 
(bottom), nucleate boiling (or quench) front, and wetted region (top). The IR images show a dramatic 




Figure 5.4: Synchronized IR (left image of each time step) and HSV (right image of each time step) of 
quenching experiment on clean ITO.  The HSV frames show a distinct film boiling region (bottom), 
nucleate boiling (or quench) front, and wetted region (top). The IR images show a dramatic 
temperature drop at the nucleate boiling (quench) front, as expected.  It is possible to see individual 
nucleation events along the quench front in the HSV portion of this figure. 
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5.3.1 Rewetting hydrodynamics 
 
The rewetting velocity is an important parameter in the analysis of engineering systems 
such as the quenching of overheated rod bundles by emergency cooling water following a 
postulated loss-of-coolant accident in light water nuclear reactors.  The movement of the 
quench front is clearly discernable in the IR images obtained in this work.  Thus, it is a 
simple task to extract the rewetting velocity.   
 
The rewetting velocity was determined by counting the number of frames required for the 











=  (5.6) 
 
where pres is the camera pixel resolution (pixels/mm), and f is the camera capture 
frequency (Hz).   
 
Four velocity measurements were taken for each experiment representing different, but 
random, starting locations and times.  The average values of these quench speeds are 
reported in Table 5.2.  The average quench front speed of the 0.01vol% diamond pre-
coated heating elements is slightly higher (7%) than that of clean, uncoated heaters.   The 
average quench front speed of the 0.1vol% silica pre-coated heating elements is 
convincingly higher (57%) than that of clean, uncoated heaters.  However, no quench 
front enhancement with diamond nanoparticle fouling was observed.  Kim et al. (2009a) 
found that the rewetting velocities of rodlets coated with alumina nanoparticles were 
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three orders of magnitude higher than clean rodlets, while quenching was not 
significantly altered for diamond nanoparticle-coated rodlets.  The present experimental 
data and the work of Kim et al. (2009a) clearly show that the type of nanoparticles used 
significantly influences rewetting phenomena.  In particular, both studies suggest that 
diamond nanoparticles have little to no beneficial influence on rewetting. 
 
Table 5.2: Summary of average quench front speed and rate. Error in speed is ±0.2mm/s and in 






Clean (none) 10.97 3383
0.01vol% Diamond 11.79 2500
0.1vol% Silica 17.18 6650  
 
The heat transfer coefficient at the quench front could be different for fouled surfaces due 
to a difference in the shape of the meniscus and due to improved wettability or capillarity 
due to the nanoparticle layer.  David et al. (2000) developed an analytical non-isothermal 
microscale model of the three-phase, solid-liquid-gas, contact zone to show the strong 
effect of the solid-liquid interactions on the film profile.  In particular, they showed that 
thermocapillarity and wettability effects would greatly affect the rewetting velocity and 
temperature.   
 
Time and space-resolved temperature information for the entire rewetting event is 
available through analysis of the IR images.  This makes it possible to evaluate the local 
heat transfer along the quench front.  By examining the temperature response at discrete 
locations and evaluating the derivative of this response, it is possible to estimate the 
quench rate, or cooling rate, in K/s at the three-phase contact line.  Example temperature 
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responses and the corresponding time derivatives of these temperature responses for a 
clean surface, a 0.01vol% diamond-fouled surface, and a 0.1vol% silica-fouled surface 
are included in Figure 5.5, Figure 5.6, and Figure 5.7 respectively.  Three locations were 
chosen for each experiment, and the average quench rate of each heater surface type is 
reported in Table 5.2.  From these results, it is clear that the silica coating has a 
considerably higher quench rate than that of both the clean and diamond coated surfaces.  
The diamond coated surfaces exhibited a slightly lower average quench rate than the 
clean surfaces, suggesting that the diamond nanoparticles had a negligible effect on the 
rewetting phenomena.  It should be noted that due to the ad-hoc nature of introducing the 
water to the heater surface, there will be some differences in water flowrates which could 
impact the rewetting speeds.  Future experiments should include more a controlled 
introduction of fluid to the heated surface. 




































Figure 5.5: Rewetting temperature response (left) and time-derivative of temperature response 
(right) at a single location for a clean (uncoated) heating element 
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Figure 5.6: Rewetting temperature response (left) and time-derivative of temperature response 
(right) at a single location for a 0.01vol% diamond coated heating element 
 
































Figure 5.7: Rewetting temperature response (left) and time-derivative of temperature response 
(right) at a single location for 0.1vol% silica coated heating element 
 
5.3.2 Rewetting temperature 
 
In order to determine the rewetting velocity, most of the models developed in the last 40 
years require the assumption of an a priori value for the quench rewetting temperature at 
the three-phase contact line.  There is no generally agreed upon method for determining 
this parameter despite attempts by a number of researchers.  Techniques that use one or 
more of the methods reviewed in Section 5.1.1.1 lead to different predictions of the 
rewetting temperature for the same solid-liquid system.  For example, for ethanol on 
stainless steel Baumeister and Simon (1973) predict a value of 154.8 °C, Carslaw & 
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Jaeger (1959) predict a value of 172 °C, and David et al. (2001) predict a value ranging 
from 149-200 °C.  For spheres in saturated water, Dhir and Purhit’s (1978) experimental 
correlation predicts a value of ~200°C, while Witte and Henningson (1969) report a value 
of ~130°C.   
 
The experimental setup of the present work has the advantage of having the capability of 
directly measuring both the quench front velocity and rewetting temperature 
simultaneously.  The rewetting temperature can be estimated by examining the time-
dependent temperature profile across the heater as shown in Figure 5.8.  The temperature 
values in Figure 5.8 are extracted along the vertical red line shown in Figure 5.9.  The 
value of the rewetting temperature is determined by careful visual inspection of the 
temperature history curves.  An estimation of the rewetting temperature is made by 
identifying the sharp change in slope as the rewetting front reaches the chosen location 
which dramatically increases the heat transfer rate locally.  Values reported in this section 
are the average rewetting temperature from multiple locations, with an error of 
approximately ±10°C.  For the experiment shown in Figure 5.8, which was a clean 
(uncoated) experiment, the rewetting temperature was approximately 230°C.  The 
temperature distribution and corresponding IR images for a heater that was boiled in 
0.01vol% diamond nanoparticles are shown in Figure 5.11 and Figure 5.12 respectively.  
For this experiment, the rewetting temperature was approximately 260°C.  The 
temperature distribution and corresponding IR images for a heater that was boiled in 
0.1vol% silica nanoparticles are shown in Figure 5.14 and Figure 5.15 respectively.  For 
this experiment, the rewetting temperature was greater than 300°C, which was the 
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maximum temperature that could be measured in this particular experiment due to the IR 
calibration used. 
 
Duffey and Porthouse (1973) established an approximate analytical solution for the two-
dimensional rewetting problem that relates the rewetting temperature and velocity.  Their 
first order approximation for Bi>>1 (Bi in the current experiments is approximately 46) is 
independent of the thermal conductivity and thickness of the heater, and is given by 




heater p heater w sat
rew sat
C u T T
T T
h
πρ − +  (5.7) 
 
Where Tw, u and h are the initial wall temperature where the velocity is measured, the 
quench front velocity, and effective rewetting heat transfer coefficient respectively.  The 
effective rewetting heat transfer coefficient is “tuned” to a value of 55 kW/m2-K by using 
the measured rewetting velocity and temperature of a single clean heater experiment 
(08_quench03).  This value is then used along with the measured rewetting velocities to 
calculate the rewetting temperature from Equation (5.7) for the remaining experiments.  
The measured and calculated rewetting temperatures are listed in Table 5.3.  The 
increased rewetting temperatures found experimentally for the nanoparticle coated 
surfaces are consistently predicted by the calculations with good agreement in most 
cases.  Note that the previous discussion on the quench rate suggests that assuming the 
same heat transfer coefficient at the rewetting front is not a correct assumption; however, 
the current assumption must be made without having the means to directly measure this 




It is interesting to note that the rewetting temperature found experimentally for water on 
stainless steel by Yao and Henry (1978) and Kim et al. (2009a) were 230°C and 240°C 
respectively, which is quite close to the values of 230-240°C found in this work for a 
clean ITO surface.  The rewetting temperature found by Kim et al. (2009a) for 
nanoparticle fouled surfaces was >285 °C which is close to the values of >260 °C found 
in this work.  It is important to point out that these previous studies determined the 
average rewetting temperature of a sphere or rod by inferring the surface temperature 
using a individual thermocouple inside the quenched object.  The present study is capable 
of determining the local rewetting temperature and velocity simultaneously. 
 
Table 5.3: Measured and calculated rewetting temperatures for all quenching experiments. 
Measured temperatures are ±10°C 
Coating Run # Trew (measured) (°C) Trew (calc) (°C) 
Clean quench_03 230 230* 
Clean quench_05 240 233 
 
Diamond (0.01 
vol%) quench_04 260 260 
Diamond (0.01 
vol%) quench_06 260 202 
 
Silica (0.1 vol%) quench_09 290 313 
Silica (0.1 vol%) quench_10 >300 387 
*tuned value (see text) 
5.3.3 Rewetting heat flux 
 
According to Duffey & Porthouse (1973) the conduction flux in the direction parallel to 
the surface for a Bi>>1 is simply equal to the rate of cooling of the surface, 
 ( ),heater p heater w rewTk C u T Tx
δ ρδ
⎛ ⎞ ≈ −⎜ ⎟⎝ ⎠  (5.8) 
 315 
The Bi for our test conditions is approximately 46, thus this expression may be used.   
It is possible to use the measured rewetting temperatures and velocities to estimate the 
heat flux at the quench front in these experiments.  It is then also possible to use the IR 
images to calculate the quenching heat flux directly by finding the gradient of the 
temperature profile in the direction of the quench front movement and multiply it by the 
thermal conductivity of the borosilicate substrate (1.2 W/mK).  Doing this at several 
moments in time allows for the construction of a heat flux vs. distance plot as shown in 
Figure 5.10 through Figure 5.16. The heat flux distribution for a clean uncoated heater, a 
heater precoated with 0.01vol% diamond nanoparticles and 0.1vol% silica nanoparticles 
is shown in Figure 5.10, Figure 5.13, and Figure 5.16 respectively.   
 
The maximum heat flux is chosen as the rewetting heat flux (since this location was used 
to find the rewetting velocity and temperature).  A summary of the heat fluxes predicted 
by the Duffey & Porthouse (1973) theory and found experimentally is shown in Table 
5.4.  The magnitude of the rewetting heat flux predicted by Duffey and Porthouse does 
not match that found experimentally for any run.  Duffey & Porthouse’s model is for a 
2D system in the axial and radial directions (tubes were used in their experiments).  Thus, 
their model would be expected to overestimate the quench heat flux since the present 
setup consists of a 3D slab which likely includes some dissipation in the x-y plane.  This 
should explain the order of magnitude difference between the experimental and 
theoretical heat flux values.  There are also discrepancies between nominally identical 
experiments (i.e. clean heater tests) which could be due to the ad-hoc approach to 
introducing the fluid to the system.  A more controlled method of wetting the heater 
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surfaces could reduce these discrepancies.  The rewetting heat flux for the diamond 
nanofluids was significantly reduced compared with water, rather than increased as 
expected (see CHF enhancement, Chapter 4).  This reason behind this observation is not 
known at this time.  However, after examining the rewetting velocities and temperature 
for the diamond nanofluid pre-coated surfaces, there seems to be little rewetting benefit 
from this type of pre-coated (also observed by Kim et al. (2009b)), thus this question is of 
little practical interest. 
 
A look at the ratio between the heat flux magnitude and that of the first case (quench_03) 
shows similarities between the theory and experiments, but there is still some wide 
disparity between the two.   
 
Table 5.4: Comparison of theoretical and experimental values of the maximum rewetting heat flux 






[Duffey et al.] 
q"/q"(quench_03) 
[Experimental] 
Clean quench_03 2.19 0.35 1.00 1.00 
Clean quench_05 1.40 0.15 0.64 0.43 
      
Diamond 
(0.01 vol%) quench_04 1.53 0.23 0.70 0.66 
Diamond 
(0.01 vol%) quench_06 0.86 0.23 0.39 0.66 
      
Silica 
(0.1 vol%) quench_09 1.56 0.68 0.71 1.94 
Silica 
(0.1 vol%) quench_10 1.68 0.28 0.77 0.80 
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Figure 5.8: Temperature distribution across line shown in Figure 5.9 at 100ms time intervals showing 
a clear demarcation of the rewetting temperature as the heat transfer coefficient dramatically 
increases at the three-phase contact line causing a steep increase in the slope of the temperature. 
Data is for a clean (uncoated) heater (08_quench03) 
 
 
Figure 5.9: IR images of clean (uncoated) heater element (08_quench03).  The vertical red line 
represents distance (x) values of Figure 5.8 with the top value representing 0.0 mm and the bottom 









































Figure 5.10: Heat flux distribution across line shown in Figure 5.9 at 100ms time intervals for a clean 
(uncoated) heater (08_quench_03).  The peak at each time is the location of the rewetting front. 
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Figure 5.11: Temperature distribution across line shown in Figure 5.12 at 100ms time intervals 
showing a clear demarcation of the rewetting temperature as the heat transfer coefficient 
dramatically increases at the three-phase contact line causing a steep increase in the slope of the 
temperature. Data is for a heater precoated with 0.01vol% diamond nanoparticles (08_quench04) 
 
 
Figure 5.12: IR images for a heater precoated with 0.01vol% diamond nanoparticles (08_quench04).  
The vertical red line represents distance (x) values of Figure 5.11 with the top value representing 0.0 









































Figure 5.13: Heat flux distribution across line in Figure 5.12 at 100ms time intervals for a heater 
precoated with 0.01vol% diamond nanoparticles (08_quench_04).  The peak at each time is the 
location of the rewetting front. 
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Figure 5.14: Temperature distribution across line shown in Figure 5.15 at 100ms time intervals 
showing a clear demarcation of the rewetting temperature as the heat transfer coefficient 
dramatically increases at the three-phase contact line causing a steep increase in the slope of the 
temperature. Data is for a heater precoated with 0.1vol% silica nanoparticles (08_quench09).  
Temperatures above ~300°C for this experiment could not be measured due to the temperature 
calibration used.  Thus, the actual rewetting event is likely not observed as it is above 300°C 
 
 
Figure 5.15: IR images for a heater precoated with 0.1vol% silica nanoparticles (08_quench09).  The 
vertical red line represents distance (x) values of Figure 5.14 with the top value representing 0.0 mm 


































Figure 5.16: Heat flux distribution across line in Figure 5.15 at 100ms time intervals for a heater 
precoated with 0.1vol% silica nanoparticles (08_quench_09).  The peak at each time is the location of 





A high-speed video and infrared thermography based technique has been used to obtain 
time and space resolved information on rewetting behavior of clean and nanoparticle-
fouled flat-horizontal, upwards-facing surfaces.  Both clean and fouled transparent 
heating elements were used which allowed for the examination of the detailed wall 
temperature response with simultaneous visualization of the corresponding rewetting 
phenomena.   
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The experimental results demonstrate that the silica nanoparticle coated surfaces have a 
significantly increased rewetting temperature (>30 °C) and rewetting velocity (57%) over 
uncoated ITO surfaces.  The influence of the diamond nanoparticle coated surfaces on 
rewetting was not substantial.  Previous researchers (Kim et al., 2009b) found a similar 
insignificant influence of diamond coatings on rewetting, while silica and alumina 
coatings had a dramatic affect.  The results presented here further support use of certain 
nanoparticle surfaces for favorable rewetting response.   This is an indication that a 
decrease in contact angle is not the only factor that influences rewetting phenomena, 
since both the silica and diamond pre-boiled surfaces had approximately the same contact 
angle.  Surface morphology and chemistry likely play a role as well. 
 
These results also are the first that demonstrate the potential of using transparent thin-
films to directly study variations of the local temperature and vapor-liquid interface on a 








6 Summary, Conclusions and 










Motivated by recent advances in heat transfer diagnostics and interest in heat transfer 
enhancement techniques, the framework for a fundamental and systematic investigation 
of pool boiling heat transfer has been developed.  The heat transfer processes that occur 
at the solid-liquid-vapor contact point in nucleate pool boiling, critical heat flux and 
rewetting have been examined.  The infrared studies on boiling pioneered by Theofanous 
et al. (2002) were used as a starting point to obtain even more detail on bubble growth 
across a large population of bubbles.  Creative use of the bubble data in heat transfer and 
critical heat flux models enabled new insight to be gained regarding the modes of heat 
flow necessary for bubble growth and for the bubble forces important at the moment of 
the critical heat flux.  The modification of the studied heat transfer processes through the 
addition of nanoparticles to the working fluid was investigated and several explanations 
were proposed and explored. 
 
Improvement of existing heat transfer systems that utilize two-phase processes including 
boiling and quenching can be made through greater fundamental understanding of major 
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phenomena.  The data obtained in this work is compared with the traditional decades-old 
and poorly-validated nucleate boiling models and correlations.  Good agreement between 
the data and bubble growth models was found, while poor agreement between the data 
and three nucleate boiling heat transfer models was found.  This study reaffirms the 
observation by Theofanous et al. (2002) that new insights into boiling heat transfer 
mechanisms can be obtained with the present technique.  In particular, it shows that a 
greater understanding of recently proposed techniques for enhancement of boiling heat 
transfer can be acquired with the present technique. 
 
The heating elements were characterized pre- and post- experiment in order to ensure a 
great deal of control and understanding over the surface properties.  Both scanning 
electron microscopy (SEM) and confocal microscopy were used to analyze the heating 
elements after the experiments to show that there was little modification of the surface 
after boiling in DI water.  Considerable deposition of nanoparticles onto the boiled 
surface was observed after boiling in nanofluids.  A distinct change in the morphology of 
the surfaces boiled in nanofluids was observed, which contained numerous winding 
valleys, tunnels and channels. 
 
The surface roughness of heaters that have been boiled in DI water, as measured by the 
confocal microscope, were approximately the same as the as-received heater, SRa< 0.10 
μm.  The nanofluid deposited surfaces had roughness values in the range of 0.9-2.1μm.  
The confocal microscope was used to estimate the thickness of the nanoparticle coating 
to be between 4.4μm and 5.7μm. 
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The value of the static contact angle, θ, for an unused heater is approximately 100°, while 
the contact angle of the heaters that were boiled in DI water are 80-90°, suggesting that 
the boiling process alters the surface.  The values for the contact angle of heaters that 
were boiled in nanofluids ranged from 6 to 16°.  This represents a significant drop in 
contact angle compared with the surfaces boiled in clean water. 
 
The contributions made in pool boiling nucleate boiling, critical heat flux, and rewetting 
are outlined below. 
 
 
6.2 Nucleate boiling 
 
A high-speed video and infrared thermography based technique has been used to obtain 
time and space resolved information on bubble nucleation and boiling heat transfer in 
water and water-based nanofluids.  This approach provides a fundamental and systematic 
method of investigating nucleate boiling in a detailed fashion.  Data on bubble departure 
diameter and frequency, growth and wait times, and nucleation site density are measured 
with relative ease.  These parameters govern the rate at which heat is transferred from the 
heater surface to the boiling fluid. 
 
The bubble growth cycle of individual nucleation sites were examined in detail.  A single 
bubble cycle is visualized in Figure 6.1, while the surface temperature footprint of this 
same bubble is shown in Figure 6.2.  The outer (equivalent) bubble radius as a function of 
time can easily be measured using the HSV images, while the outer radius of the portion 
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of the bubble that is in direct contact with the surface can be measured by examining the 
IR image sequence.  The IR images can also be used to measure the dry area that grows 
in the central region of the bubble as the wedge-shaped microlayer between the surface 




Figure 6.1: HSV for a single bubble life-cycle for frames 46-55 in DI water at 60kW/m2.  Time 
interval between consecutive images is ~2.08ms  
 
 
Figure 6.2: IR data for a single bubble life-cycle for frames 46-55 in DI water at 60kW/m2.  Time 
interval between consecutive images is ~2.08ms 
 
 
These measured parameters are compared with theoretical models, as shown in Figure 
6.3.   The agreement between the experimental data and models are reasonable.  The 
bubble growth data matches the theoretical model in the early stage of bubble growth 
when its shape is hemispherical.  The measured hot spot radius closely matches the 
predicted dryspot radius due to microlayer evaporation.  The growth of the hot spot in the 
central region of the bubble suggests there is a microlayer of liquid formed underneath 
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initial hemispherical bubble formations.  This microlayer proceeds to evaporate and 
project the three-phase contact line radially outward.  This analysis confirms the 
existence of microlayer evaporation during nucleate boiling in water through the direct 
measurement of surface temperature during bubble growth.  A previous study by 
Koffman and Plesset (1983) used laser interferometery to record microlayer evaporation, 
but had a large amount of uncertainty due to the measurement technique (e.g. 
interpretation of fringe patterns).  The IR thermography technique is shown here to be a 
new method of directly measuring the movement of the three-phase contact line during 
microlayer evaporation. 
 




















Bubble radius, Rt, (from HSV system)
Cold spot radius, rc, (from IR camera)
Hemispherical bubble radius, rc, (Cooper & Lloyd, 1969)
Inner hot spot radius, rd, (from IR camera)
Dryspot radius, rd, (Zhao et al., 2002)
 
Figure 6.3: Comparison of bubble, cold spot and dry spot radius with corresponding predictions for 




The measured bubble radius can be compared with the equivalent bubble radius predicted 
by assuming that all of the heat transferred from the wall directly below the bubble is 
used as latent heat.  Measured data from five bubbles at a heat flux of q”=60kW/m2 is 
compared with this equivalent evaporation bubble radius in Figure 6.4.  The figure 
clearly shows that the computed equivalent radius is significantly smaller than the 
measured radius.  This is strong evidence that the bubble gains a significant amount of 
the energy required for it to grow from the superheated liquid layer (via evaporation 
along the truncated sphere liquid-vapor interface), as well as evaporation fuelled by direct 
heating from the wall.  It seems that the superheated liquid layer acts as a capacitor, 
storing energy for the bubble to siphon off during growth, as was originally postulated by 
early researchers such as Mikic et al. (1970).  This energy is replenished via conduction 
and micro-convection during and following bubble growth.  This finding is consistent 
with experiments using subcooled FC-72 as the working fluid by Yaddanapuddi and Kim 
(2001) and Demiray and Kim (2002, 2004), who used microheaters that locally controlled 
the surface superheat while measuring the local heat flux, in contrast with the present 
approach which controls the heat flux while measuring the local temperature.  
Interestingly, both approaches arrive at the same conclusion. 
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Hemispherical bubble radius, rc, (Cooper & Lloyd, 1969)
Average measured bubble radius, R t
Equivalent evaporation bubble radius, Revap
 
Figure 6.4: Comparison of the measured radius, (taken from HSV) to the equivalent radius at q”=60 
kW/m2 in DI water. Measured radius error is within ±10%. 
 
 
The high speed infrared data can be used to find the nucleation site density, bubble 
departure diameter, bubble departure frequency, and bubble growth times at a given 
superheat.  These bubble parameters were obtained for several pure water and nanofluid 
experiments.  A summary of the experimental data for these parameters are shown in 
Figure 6.5.  The experimental data was also compared with several popular theoretical 
models.  In general, the data showed similar trends as the theoretical models, but 
typically the magnitude of the bubble parameters are inconsistent with the models’ 
predictions.   
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08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid































08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
(a)      (b) 
















08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid


























08_004 - DI Water
08_006 - DI Water
08_007 - DI Water
08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
   (c)      (d) 
Figure 6.5: Measured bubble parameter data as a function of wall superheat showing the average (a) 
bubble departure diameter, (b) bubble departure frequency, (c) nucleation site density, and (d) 
bubble growth time 
 
 
There was little difference in the measured departure diameter between water and 
nanofluids.  However, the measured bubble departure frequency data and nucleation site 
density for nanofluids were significantly lower than water at a given superheat.  It was 
postulated that the reduction in the static contact angle in nanofluids created a larger 
energy barrier for nucleation, thus reducing bubble departure frequency and nucleation 
site density. 
 
The bubble parameter data obtained for all individual nucleation sites at a given heat flux 










boiling curves can be compared with the experimental boiling curves to assess the 
validity of each model.  An example of this comparison for DI water for the RPI heat 
partitioning model is made in Figure 6.6.  The RPI heat partitioning accounts for the net 
heat required to form the vapor phase, qe, the heat expended in the reformation of the 
thermal boundary layer after bubble departure, qq, and the heat transferred to the liquid 
phase from the surface directly due to natural convection, qc.  The contributions of each 
of these partitioned heat fluxes are shown in Figure 6.6.  The thermal boundary layer 
reformation, or quench heat flux (qq) is shown to be the dominant heat transfer path from 
the surface fuelling bubble growth.   This further supports the conclusion made earlier 
that the superheated liquid layer is responsible for the majority of the surface heat 
removal, and not direct surface-to-bubble heat transfer in the form of latent heat. 

























Figure 6.6: Comparison of actual boiling curve (●) with RPI partitioning model using corresponding 




6.3 Critical heat flux 
 
The pool boiling critical heat flux characteristics of pure water and water-based 
nanofluids were examined.  Time and space resolved temperature data was obtained prior 
to, and during the critical heat flux event.  A comparison of the differences between key 
phenomena in the critical heat flux for water and nanofluids is made.  
 
A summary of the average experimental CHF values for each test fluid can be found in 
Table 6.1.  The average CHF value for deionized water was 976 kW/m2.  The average 
enhancement over DI water found for 0.1vol% silica, 0.01vol% silica, and 0.01vol% 
diamond nanofluids was 81%, 84%, and 100%, respectively.  
 
Table 6.1: Summary of CHF results (Error ±10%) 
Test Fluid Average critical heat flux (kW/m2) 
DI Water 976 
Nanofluid – Silica (0.1vol% in water) 1767 
Nanofluid – Silica (0.01vol% in water) 1800 




Hot spots were observed in the IR images at high heat flux in all experiments.  These hot 
spots would typically expand and then shrink slightly, or even disappear entirely, at heat 
fluxes lower than CHF.  Hot spots behaving in this manner are classified as “reversible”.  
At CHF, one or more hot spots would expand to encompass nearly the entire heated area, 
which would typically result in heater failure (burnout).  Such hot spots are classified as 
“irreversible” according to the terminology introduced by Theofanous et al. (2002a).  The 
heat flux at which an irreversible hotspot formed was considered the critical heat flux.   
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During normal bubble growth (pre-CHF), dryout areas were observed to form in the 
center of individual nucleation sites.  These dryout areas developed due to the 
evaporation of the microlayer.  These dryout areas were immediately cooled as the 
bubble departed.  Just prior to and at CHF, it has been observed that all reversible and 
irreversible hot spots formed from the merging of several dryout areas of neighboring 
nucleation sites.  This phenomenon was observed for surfaces boiled in DI water and 
water-based nanofluids.  A reversible hotspot is shown in Figure 6.7 for DI water 
operating just prior to CHF, at q”≈900kW/m2.  Two neighboring nucleation sites have 
dryout areas that form in their central region during bubble growth.  These dryout areas 
are not quenched as part of the normal bubble departure process.  Instead, the dryout 
areas grow, and merge together to form a larger hotspot.  This hotspot is quickly 





Figure 6.7: Reversible hotspot formation and rewetting in DI water at q”≈900kW/m2.  
1) Initial nucleation sites including centralized dryout areas, 2) merged dryout areas forming a 
reversible hotspot which starts to shrink via rewetting/quenching at t=8ms and has completely 
disappeared at t=10ms 
 
The growth of the irreversible hotspot that eventually leads to burnout for a DI water 
(q”=900kW/m2) experiment is shown in Figure 6.8.  In this case, a single dryout area 
remains stable for several frames until eventually merging with several neighboring 
dryout areas, thus forming a large hotspot.  This hotspot eventually grows to encompass 




         °C 
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Figure 6.8: Inception of irreversible hotspot in DI water at q”=900kW/m2. 1) Normal nucleation 
event in the location where the hotspot will initiate in the following frames,  2) Initial nucleation 
event where the first unquenched dryout area occurs, 3) Second nucleation event that forms a dryout 
area, 4) Third nucleation event that forms a dryout area, 5) Merged hotspot (first and second dryout 
areas), 6) Nucleation events that will form the fourth and fifth dryout areas, 7) Three dryout areas 
surrounding larger hotspot that eventually 8) merge into a single hotspot.  This hotspot eventually 
grows to encompass nearly entire heater with eventual burnout (not shown) 
 
 
The complete evolution of burnout for DI water and 0.01vol% silica nanofluids are 
shown in Figure 6.9 and Figure 6.10, respectively.  Burnout occurs at q”=1800 kW/m2 
for the nanofluid case versus q”=900 kW/m2 for water.  These images highlight that the 
expansion of the DI water hotspot is fairly constant, while the growth of the nanofluid 
hotspots are irregular, and involve many periods of contraction and expansion.  This 
2 1 2 









behavior suggests that the higher surface wettability due to the nanoparticle deposits 
promotes surface cooling and hinders hotspot growth.  Cool liquid continually succeeds 
in collapsing a portion of the vapor layer and quenches the hot surface in nanofluids, 




Figure 6.9: Full evolution of burnout for DI water experiment. Growth and eventual merger of two 
irreversible hotspots is shown.  Expansion of bottom hotspot is at a relatively constant rate  
>     °C 
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Figure 6.10: Full evolution of burnout for 0.01vol% silica nanofluid experiment.  Expansion of 
hotspots is sporadic involving a significant amount of contraction and expansion cycles.  Hotspot 
shrinks from 500-550ms, 800-850ms, 1200-1250ms, and 1400-1450ms, suggestion higher wettability 
than water promotes surface cooling. 
 




The velocity of the hotspot as it expanded to encompass the entire heater was recorded.  
A comparison of the average hot spot front velocites for the various test fluids is included 
in Table 6.2.  The average front velocity of the 0.1vol% and 0.01 vol% silica nanofluids 
tests was lower than that of the average water test by 21% and 28%, respectively, in spite 
of the roughly double heat flux.  The average front velocity of the 0.01vol% diamond 
nanofluids tests was 39% greater than the average water rate.  The growth of the hotspot 
can also be looked at in terms of area growth rate, which is summarized in Table 6.2.  
The nanofluid maximum growth rate was not significantly different than that of water.   
 
Table 6.2: Summary of irreversible hotspot front velocities (uncertainty ±4-20%), and maximum 
area growth rate (uncertainty ±4-20%) 
Test Fluid Average hotspot front velocity (mm/s) 
Average maximum area 
growth rate (mm2/s) 
DI Water 5.55 249 
Nanofluid – Silica  
(0.1vol% in water) 4.15 240 
Nanofluid – Silica  
(0.01vol% in water) 3.77 250 
Nanofluid – Diamond 
(0.01vol% in water) 7.35 245 
 
 
The irregular growth and higher velocity of hotspots in nanofluid boiling when compared 
with water was explained as result of the higher wettability of nanofluid boiled surfaces.  
Several popular theories were used to show the effects of wettability on heat transfer 
phenomena at CHF.  For example, the theory of Kandlikar (2001) was used to show that 
the magnitude of the vapor recoil force is dramatically reduced when surface wettability 
is increased.  Kandlikar argues that CHF occurs when the vapor recoil force equals the 
magnitude of all of the other forces holding the bubble together (hydrostatic pressure and 
surface tension).  The magnitude of the forces on the bubble as a function of superheat 
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were calculated using experimental data obtained in the present study, including the 
average bubble departure diameter.  The ratio of the forces pulling the bubble apart (FM) 
and holding the bubble together (FS,1 +FS,2+FG) for water and nanofluid data are shown in 
Figure 6.11.  While none of the experiments reach a value of unity, which is the condition 
predicted by Kandlikar for CHF, it is remarkable how all cases show the same trend.  The 
value of the force ratio is 0.33 to 0.50 at CHF for all cases. There is a very clear shift to 
the right for the nanofluid data, illustrating the reduction in the vapor recoil force with 
decreasing contact angle. 
 
Figure 6.11: Ratio of FM and (FS,1 +FS,2+FG) vs. wall superheat for all boiling tests.  The average 
bubble diameter, Db, at a given superheat is used as input along with the contact angle and heat flux 
 
 
The effect of contact angle on the experimental magnitude of CHF was compared with 
several CHF theories that incorporate this parameter.  The ratio of the CHF magnitude at 




respective theory at θ=90° are shown in Figure 6.12.   All theories (except for the 
traditional Kutateladze-Zuber, 1958) exhibited the same trend that was found 
experimentally, e.g. that CHF increased with decreasing contact angle.  Both the 
experimental data and recent theories show that the classic Kutateladze-Zuber 
hydrodynamic theory, which assumes no surface effects on CHF, is not generally valid. 
 
Figure 6.12: The ratio of CHF value at a given contact angle over the CHF value at θ=90° vs. static 
contact angle.  ** The curve for this theory compares heat flux with heat flux at 80° 
 
 
6.4 Rewetting phenomena 
 
A high-speed video and infrared themography based technique was used to obtain time 
and space resolved information for rewetting behavior of clean and nanoparticle-coated, 
flat-horizontal, upwards-facing surfaces.  First-of-a-kind experimental data are presented 
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for rewetting on clean or fouled transparent heating elements where both visualization 
and temperature information were obtained. 
 
Rewetting is defined as the reestablishment of liquid in contact with a hot surface as the 
edge of the three-phase liquid-vapor-solid contact line advances through progressive 
cooling of the surface.  The process involves the transition from an initial heat transfer 
regime characterized by a high-temperature dry wall with a low heat transfer coefficient 
(film boiling), to regimes where the wall is primarily wetted with a high heat transfer 
coefficient (transition and nucleate boiling). 
 
Transparent heating elements similar to those used in the nucleate boiling and critical 
heat flux experiments were heated to approximately 300°C and observed with the high 
speed video and infrared cameras while being flooded with DI water.  Several heaters 
were pre-boiled in nanofluids, dried, and then installed in the rewetting facility.   
 
A sample set of synchronized infrared and HSV rewetting images are included in Figure 
6.13.  This figure shows the rewetting event from beginning to end, with a time step of 
100ms between frames, with the synchronized IR (left image of each time step) and HSV 
(right image of each time step) of a quenching experiment on a clean ITO heater.  Images 
are bottom view, with quenching liquid entering the top of each frame and moving across 
(downward) the heating element.  The HSV frames show a distinct film boiling region 
(bottom), nucleate boiling (or quench) front, and fully wetted region (top).  The IR 
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Figure 6.13: Synchronized IR (left image of each time step) and HSV (right image of each time step) 
of quenching experiment on clean ITO heater.  Images are bottom view, with quenching liquid 
entering the top of each frame across the heating element.  The HSV frames show a distinct film 
boiling region (bottom), nucleate boiling (or quench) front, and wetted region (top). The IR images 




It was possible to obtain the rewetting front velocity, and quench rate from the infrared 
images.  The average values of these parameters for clean and fouled surfaces are shown 
in Table 6.3. 
 
The average quench front speed of the 0.01vol% diamond pre-coated heating elements is 
slightly higher (7%) than that of clean, uncoated heaters.   The average quench front 
speed of the 0.1vol% silica pre-coated heating elements is convincingly higher (57%) 
than that of clean, uncoated heaters.  Kim et al. (2009) found that the rewetting velocities 
of rodlets coated with alumina nanaparticles were three orders of magnitude higher than 
clean rodlets, while quenching was not significantly altered for diamond nanoparticle-
coated rodlets.  The present experimental data and the work of Kim et al. (2009) clearly 
show that the type of nanoparticle used significantly influences rewetting phenomena.  In 
particular, both studies suggest that diamond nanoparticles have little to no beneficial 
influence on rewetting. 
 






Clean (none) 10.97 3383
0.01vol% Diamond 11.79 2500
0.1vol% Silica 17.18 6650  
 
In order to determine the rewetting velocity, most of the models developed in the last 40 
years require the assumption of an a priori value for the quench rewetting temperature at 
the three-phase contact line.  There is no generally agreed upon method for determining 
this parameter despite attempts by a number of researchers.  Techniques that use one or 
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more of the methods lead to different predictions of the rewetting temperature for the 
same solid-liquid system.   
 
The experimental setup of the present work has the advantage of having the capability of 
directly measuring both the quench front velocity and rewetting temperature 
simultaneously.  The rewetting temperature was experimentally estimated by examining 
the time-dependent temperature profile across the heater, and is shown in Table 5.3.  The 
rewetting temperatures for the fouled surfaces were higher than that of the cleaned 
surfaces, by as much as 70°C.  The experimentally determined rewetting velocity was 
input into the two-dimensional rewetting theory of Duffey and Porthouse (1973) to 
predict a rewetting front temperature in order to compare the experimental values with a 
model value.  The increased rewetting temperatures found experimentally for the 
nanoparticle coated surfaces are consistently predicted by the calculations with good 
agreement in most cases.   
 
The results presented here further support use of certain nanoparticle surfaces for 
favorable rewetting response.   These results also are the first that demonstrate the 
potential of using transparent thin-films to directly study variations of the local 
temperature and vapor-liquid interface on a heated surface for rewetting events. 
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Table 6.4: Measured and calculated rewetting temperatures for all quenching experiments 
Coating Run # Trew (measured) (°C) Trew (model) (°C) 
Clean quench_03 230 230* 
Clean quench_05 240 233 
 
Diamond (0.01 
vol%) quench_04 260 260 
Diamond (0.01 
vol%) quench_06 260 202 
 
Silica (0.1 vol%) quench_09 290 313 
Silica (0.1 vol%) quench_10 >300 387 





A high-speed video and infrared thermography based technique has been used to obtain 
detailed and fundamental time- and space-resolved information on pool boiling heat 
transfer.  The work is enabled by recent advances in heat transfer diagnostics and 
motivated by increased interest in the enhancement of heat transfer for applications such 
as micro-electronics, space heat-transfer systems, and advanced nuclear reactors.  This 
study critically examined the fundamental processes occurring during nucleate boiling, 
critical heat flux, and rewetting.  A significant focus of the work was to investigate and 
explain the modification of these heat transfer phenomena through the addition of 
nanoparticles to the working fluid. 
 
In summary, the four main findings of this thesis work are: 
 
 
• Macroscopic boiling behavior: the critical heat flux, nucleate boiling heat transfer 
coefficient, and quenching rate of nanofluids were found to be higher, lower, and 
higher than water, respectively. 
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• Nanoparticle deposition increases wettability; the IR data obtained for nucleation 
sites, hot spots, and quench velocities indicate that the wettability increase is 
responsible for the observed changes in the nucleate boiling heat transfer 
coefficient, critical heat flux, and quenching rate, respectively. 
• IR data for pure water were used to test the long-held belief that microlayer 
evaporation is the dominant bubble growth mechanism in nucleate boiling; instead 
it was found that the majority of energy used in bubble growth is drawn from the 
superheated boundary layer. 
• IR data for pure water were used to show that at the critical heat flux, hot spots 
form following some nucleation events; neighboring hot spots were found to 
merge, grow to encompass the entire heater, and cause heater burnout. 
 
 
6.6 Recommended future work 
 
 
The results and investigation methods introduced in this study naturally lead to many 
possible avenues of future work.  The most promising would be to engineer surfaces to 
have desirable boiling properties by controlling their physio-chemical characteristics.  
One possible method would be to pre-boil surfaces in nanofluids, using nanofluids that 
lead to optimal surface wettability and porosity.  While parameters such as heat flux, 
boiling duration, and nanoparticle concentration could be controlled to optimize the 
thickness of the particle layer, this method suffers from relying on van der Waals forces 
to hold the particle layer together and attached to the surface.  A more promising avenue 
would be to optimize boiling processes by nano-engineering surfaces which allows for 
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precise control over a broad range of properties.  Recent advances in layer-by-layer 
deposition of nanoparticles with controlled surface wettability, roughness, porosity and 
surface charge could be exploited to optimize individual boiling characteristics (Forrest et 
al., 2009).  Furthermore, using similar techniques to create nano-patterns on the surface 
could make simultaneous optimization of several boiling characteristics (e.g. nucleate 
boiling heat transfer coefficient and critical heat flux) possible.  The thermography 
techniques presented in this thesis could be used to evaluate the performance of these 
nano-engineered surfaces.  The unique characteristics of nano-engineered surfaces could 
be combined with methods of extracting detailed boiling parameters (e.g. bubble 
departure diameter, frequency, and nucleation site density) introduced in this thesis to 
develop new understanding and comprehensive models of nucleate boiling. 
 
Several of the conclusions made in this work were based on a fairly limited set of data 
and experiments.  This particularly applies to the study of microlayer evaporation.  
Further experimental investigation and modeling of the bubble and dryspot growth is 
needed, especially at high heat flux.  Other fluids should be used to compare the 
importance of microlayer evaporation across a broader range of conditions.   
 
While there are many models and correlations available for bubble departure diameter, 
frequency and nucleation site density, their predictions differ greatly, and are validated on 
a limited set of data (or none at all).  The facility and methodology presented in this thesis 
could be exploited to build a larger library of these parameters across a wide range of 
conditions and working fluids.  Simultaneous measurement of all of these parameters 
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would make possible the development of models that explain the interdependency of the 
parameters.  Very little data or models are available for the bubble growth and wait times.  
This facility could easily be used to build a database of growth and wait times and to 
develop more comprehensive growth and wait time models. 
 
Analysis of hotspot growth and temperatures in this thesis were limited due to the 
properties of the ITO heaters used.  Development of transparent thin-film heaters for 
boiling applications that experience little change in resistance for the temperature range 
of 100°C to 400°C would facilitate much more detailed analysis of hotspot growth.   
 
The results presented in this thesis support the hypothesis that at CHF, rapid evaporation 
of the liquid meniscus beneath individual bubbles causes the liquid-vapor interface to 
quickly expand and form a hotspot.  Visualization at CHF from below and from the side, 
coupled with the surface temperature distribution, could help verify this hypothesis. 
 
With respect to rewetting, more rigorous experiments with controlled flooding would 
facilitate analysis of the rewetting velocity and temperature for different surface 
treatments.  Spray-cooling or bringing a sessile drop into contact with the surface would 
allow for controlled liquid contact with the surface.  Control over the surface treatment 
through nano-engineering of the surface would also assist analysis.  Indirect heating 
could be used to avoid the characteristic that ITO exhibited of large resistance changes 
with temperature.  The thermography methods introduced in this work have great 






Appendix A. Radial heat 
conduction in heating element 
beneath nucleation event 
 
 
The majority of heat removed from a surface due to a nucleation event is via the bubble 
itself either through evaporation (phase-change), convection, or due to transient 
conduction to the cool liquid that replaces a departing bubble.  A portion of the total heat 
removed, however, is conducted through the heating element from the area surrounding 
the nucleation site.  This study aims to quantify the upper bound of this radial conduction 
heat flow by using the actual temperature profile underneath a nucleation event on the 
surface of the heating element, obtained by high-speed infrared imaging.  It is then 
possible to determine the amount of energy flow into this region and compare this with 
total heat generation in the corresponding region. 
 
The motivation of this analysis is to determine whether a nearly perfect locally constant 
heat surface heat flux boundary condition is achieved with the heating elements used in 
this study.  This is a possible scenario due to the thinness of the ITO heater and substrate 
used in these experiments, along with the thermal properties of these materials.  This 
behavior is in contrast with the thick metallic, often copper-made, blocks typically used 
in boiling experiments.  Metallic blocks maintain a constant heat flux averaged over the 
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entire heater, but the heat flux varies locally under nucleation sites where large 
temperature gradients occur.  The high thermal diffusivity of the common heating 
element materials is the primary reason for this local variability in heat flux. 
 
Temperature profiles underneath nucleation events were obtained via high-speed infrared 
imaging of a directly heated indium-tin-oxide (ITO) heating element deposited onto a 
sapphire substrate.  Since the ITO is opaque and sapphire is very transparent to infrared 
light (3-5um), the obtained temperatures are assumed to be from the bottom side of the 
ITO heating element.  Only conduction through the sapphire is considered in this analysis 
since its thickness (0.4mm) is three orders of magnitude larger than that of the ITO 
(0.7μm). 
 
A computational fluid dynamics package, FLUENT, was used for this analysis.  Only the 
energy equation was necessary since heat transfer in solid elements is being simulated, so 
the flow equation was turned ‘off’.  FLUENT was chosen for its ease of use, especially 
for inputting a non-uniform temperature profile boundary condition.  The temperature 
profile was extracted from raw high-speed infrared images using a custom-made 
MATLAB script and was assumed to be axi-symmetric.  The axi-symmetric assumption 
is reasonable for isolated bubble growth since the bubble shape is nearly spherical.  The 
infrared images confirm this assumption is very good at low heat flux, with deterioration 
of symmetric bubble growth at higher heat flux as more and more bubbles interact.  Since 
this study only aims to approximate the bounds on the heat flow, symmetry was assumed 





A grid of 48000 cells was used for this simulation which corresponds to 80 axial and 600 
radial cells.  A basic sensitivity study on the number of grid points needed to achieve 
convergence was completed, but not shown here.  The number of grid points chosen here 
is well above that required to have good numerical stability and convergence; however, 
each steady-state simulation took approximately 30 sec to converge on a standard-
desktop machine so the number of cells was considered acceptable.  The mesh is shown 
in Figure A.1. 
 
Figure A.1: Mesh used for all simulations magnified in central region to show mesh detail (actual 







The temperature on the top of the sapphire surface from r=0 to the maximal nucleation 
footprint is input directly as a profile boundary condition in FLUENT and obtained with 
the IR imaging.   The maximal radius of the nucleation footprint is easily identifiable as a 
flattening out of the temperature at the local surface superheat. A sample temperature 
profile is shown in Figure A.8.  The temperature on the top of the sapphire far from the 
nucleation event is assumed to be this maximum local surface superheat in order to 
correctly simulate heat flow in a single nucleation site. A zero-heat flux boundary 
condition is assumed for the bottom of the sapphire since the convective heat transfer 
coefficient on this wall is negligible (see analysis in Section 2.3.1).  A schematic of the 




The materials properties of sapphire used in this simulation are shown in Table A.1. 
 







Sapphire 30 900 3970 
 
 















To ensure proper usage of FLUENT, a simple verification test was run by simulating 1D 
conduction with two walls held at two different temperatures.  In this case, one wall was 
assumed to be at 300K, while the other was at 400K.  A linear temperature profile 
between these two walls is expected, and was properly modeled.  The temperature profile 
is shown in Figure A.3, and a 2-D representation of the temperature contours is shown in 
Figure A.4.  The heat flux calculated by FLUENT (7.5 MW/m2) is exactly that predicted 
by Fourier’s one-dimensional heat conduction law. 
 
 




Figure A.4: Verification case showing contours of the calculated linear temperature profile between 
two walls at different temperatures 
 
 
Simulation results and discussion 
 
 
A summary of the results from the simulations can be found in Table A.2.  Two regions 
were looked at for each nucleation site in order to evaluate the importance of radial 
conduction beneath that site.  The first region is simply the entire circular area below the 
nucleation site termed the “whole area under bubble”.  The second region is termed the 
“highest heat flow region” which was taken as the area where the highest temperature 
gradient is found underneath the nucleation site.  A greater portion of the total heat 
generated above this region should be lost through radial conduction when compared 
with the portion lost from the whole region.  This is clearly evident in the simulation 
results.  A sample image showing the high heat flux region selected for a nucleation site 
is in Figure A.5 with the cropped region being the area of interest. 
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The percentage of the total heat generated that flows through the heater via radial 
conduction is small, but not insignificant, especially at low heat flux.  For the 50kW/m2 
cases looked at, a small, but not negligible amount of the total heat generated flows 
through the heater surface when a bubble forms on it.  This amounts to about 10% and 
6% for the highest heat flow region and entire bubble region respectively.  For the 
500kW/m2 cases looked at, a smaller portion of the total heat flows radially through the 
heater surface.  This amounts to about 2% and 1% for the highest heat flow region and 
entire bubble region respectively.  Temperature and heat flux magnitude contours are 



























under bubble 988 20 7.9 #1 50 Highest heat 
flow region 146 78 13.5 
Whole area 
under bubble 567 33 5.9 #2 50 Highest heat 
flow region 125 11 8.5 
Whole area 
under bubble 567 33 5.9 #3 50 Highest heat 
flow region 103 11 10.7 
Whole area 
under bubble 567 15 2.7 #4 50 Highest heat 
flow region 40 3 8.0 
Whole area 
under bubble 5,667 16 0.3 #5 500 Highest heat 
flow region 108 3 2.8 
Whole area 
under bubble 5,667 26 0.5 #6 500 Highest heat 
flow region 285 6 2.0 
Whole area 
under bubble 5,667 66 1.2 #7 500 Highest heat 




Figure A.5: Sample temperature contour highlighting where the highest heat flux region was selected 
demarked by the cropped (black) area. (site #2) 
 
 
Figure A.6: Sample temperature contour highlighting where the highest heat flux region was selected 
demarked by the cropped (black) area. (site #6) 
 








Figure A.7: Temperature contour showing entire simulation boundary.  Nucleation site is only in 
central region, with its radius extending <1/3 of the total simulated radius. (site #1) 
 
 
Figure A.8: Radial temperature profile along top of sapphire heater with r=0.0m being the center, 







Figure A.9: Temperature contour for nucleation site #1 (DI water, 50 kW/m2).  With coordinate 
system for reference 
 
 








Figure A.11: Temperature contour for nucleation site #2 (DI water, 50 kW/m2 
 
 








Figure A.13: Temperature contour for nucleation site #3 (DI water, 50 kW/m2 
 
 





























Figure A.19: Temperature contour for nucleation site #6 (DI water, 500 kW/m2 
 
 







Figure A.21: Temperature contour for nucleation site #7 (DI water, 500 kW/m2 
 
 







Appendix B. Bubble parameter 
data distribution 
 
Data from many bubble cycles at each nucleation site are used to arrive at the average 
values for the departure frequency, growth time and wait time that were discussed in 
Section 3.3.  The average values for the nucleation site are then used for further analysis 
in evaluating the heat transfer coefficient models discussed in Section 3.3.5.  There is, of 
course, some variability in these parameters even for a given single nucleation site.  In 
order to quantitatively show this variability, several representative nucleation sites were 
chosen and the distributions of key parameters are plotted in this appendix.  Graphs of the 
distribution of the cycle time, tcycle, growth time, tg, and the ratio of growth to cycle time 
across all nucleation events for a given nucleation site are displayed along with the 
temperature history of that particular nucleation site.  Figure B.1 through Figure B.3 
present this data for three different nucleation sites for DI water (08_006) at a heat flux of 
50kW/m2.  Figure B.4 through Figure B.6 present this data for three different nucleation 
sites for DI water (08_006) at a heat flux of 500kW/m2.  Figure B.7 through Figure B.9 
present these four graphs for three different nucleation sites for 0.01vol% diamond 
nanofluid (08_016) at a heat flux of 50kW/m2.  Figure B.10 through Figure B.12 present 
these four graphs for three different nucleation sites for 0.01vol% diamond nanofluid 
(08_016) at a heat flux of 500kW/m2.  Three nucleation sites were chosen at each heat 
flux in order to provide a representative sample of the data. 
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There is a clear narrow distribution of the cycle and growth times for an individual 
nucleation site, and each distribution is approximately normal.  This behavior would be 
expected, as each nucleation site should have a characteristic growth behavior which 
would approximately be equal to the mean value.  External factors, such as neighboring 
bubble growth, would tend to occasionally modify growth away from the characteristic 
growth behavior, thus accounting for the distribution.  The fairly narrow distribution 
makes it reasonable to use the mean value for an individual nucleation site as an input to 
the heat transfer coefficient models.   


































































Figure B.1: Single nucleation site #1 for DI water test (08_006), q”=50kW/m2: (a) temperature 
history, and distributions of (b) cycle time, (c) growth time, and (d) ratio of growth to cycle time  
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Figure B.2: Single nucleation site #2 for DI water test (08_006), q”=50kW/m2: (a) temperature 
history, and distributions of (b) cycle time, (c) growth time, and (d) ratio of growth to cycle time  



































































Figure B.3: Single nucleation site #3 for DI water test (08_006), q”=50kW/m2: (a) temperature 
history, and distributions of (b) cycle time, (c) growth time, and (d) ratio of growth to cycle time 
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Figure B.4: Single nucleation site #1 for DI water test (08_006), q”=500kW/m2: (a) temperature 
history, and distributions of (b) cycle time, (c) growth time, and (d) ratio of growth to cycle time 






































































Figure B.5: Single nucleation site #2 for DI water test (08_006), q”=500kW/m2: (a) temperature 
history, and distributions of (b) cycle time, (c) growth time, and (d) ratio of growth to cycle time 
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   (c)             (d) 
Figure B.6: Single nucleation site #3 for DI water test (08_006), q”=500kW/m2: (a) temperature 
history, and distributions of (b) cycle time, (c) growth time, and (d) ratio of growth to cycle time 
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   (c)             (d) 
Figure B.7: Single nucleation site #1 for 0.01vol% diamond nanofluid test (08_016), q”=50kW/m2: (a) 
temperature history, and distributions of (b) cycle time, (c) growth time, and (d) ratio of growth to 
cycle time 
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Figure B.8: Single nucleation site #2 for 0.01vol% diamond nanofluid test (08_016), q”=50kW/m2: (a) 
temperature history, and distributions of (b) cycle time, (c) growth time, and (d) ratio of growth to 
cycle time 
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Figure B.9: Single nucleation site #3 for 0.01vol% diamond nanofluid test (08_016), q”=50kW/m2: (a) 
temperature history, and distributions of (b) cycle time, (c) growth time, and (d) ratio of growth to 
cycle time 
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Figure B.10: Single nucleation site #1 for 0.01vol% diamond nanofluid test (08_016), q”=500kW/m2: 
(a) temperature history, and distributions of (b) cycle time, (c) growth time, and (d) ratio of growth 
to cycle time 
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Figure B.11: Single nucleation site #2 for 0.01vol% diamond nanofluid test (08_016), q”=500kW/m2: 
(a) temperature history, and distributions of (b) cycle time, (c) growth time, and (d) ratio of growth 
to cycle time 
 381 


































































Figure B.12:  Single nucleation site #3 for 0.01vol% diamond nanofluid test (08_016), q”=500kW/m2: 
(a) temperature history, and distributions of (b) cycle time, (c) growth time, and (d) ratio of growth 
to cycle time 
 
In order to further display the extent of the data captured in this work, and to display the 
distributions found between different nucleation sites at a given heat flux concisely, so-
called box-and-whisker plots (or box plots) are presented in Figure B.13 through Figure 
B.16 for DI water data (08_006) only.  Figure B.13 and Figure B.14 present the cycle 
time and the growth time to cycle time ratio box-and-whisker plots respectively for water 
at 50 kW/m2.  Figure B.15 and Figure B.16 present the cycle time and the growth time to 
cycle time ratio box-and-whisker plots respectively for water at 500 kW/m2.  Twenty 
nucleation sites are randomly selected for each plot to give an idea of the variability 
found in the data.  For these figures, the red line in the center of each box depicts the 
median of the data of interest for that particular nucleation site. The lower and upper 
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boundaries of each box represent the first quartile and third quartile of the data.  The 
whiskers extend to the most extreme data points not considered outliers.  The outliers are 
not shown in order to make the graph as clear as possible. 





















Figure B.13: A box-and-whisker diagram conveniently depicting the distribution of the cycle times 
for 20 randomly selected nucleation sites (numerically listed on x-axis) of DI water (08_006) at 
q”=50kW/m2.  The red line in the center of each box depicts the median cycle time for that particular 
nucleation site. The lower and upper boundaries of each box represent the first quartile and third 
quartile of the data.  The whiskers extend to the most extreme data points not considered outliers.  
The outliers are not shown in order to make the graph as clear as possible. 
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Figure B.14: A box-and-whisker diagram conveniently depicting the distribution of the growth time 
to cycle time ratios for 20 randomly selected nucleation sites (numerically listed on x-axis) of DI 
water (08_006) at q”=50kW/m2.  The red line in the center of each box depicts the median of tg/tcycle 
for that particular nucleation site. The lower and upper boundaries of each box represent the first 
quartile and third quartile of the data.  The whiskers extend to the most extreme data points not 
considered outliers.  The outliers are not shown in order to make the graph as clear as possible. 
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Figure B.15: A box-and-whisker diagram conveniently depicting the distribution of the cycle times 
for 20 randomly selected nucleation sites (numerically listed on x-axis) of DI water (08_006) at 
q”=500kW/m2.  The red line in the center of each box depicts the median cycle time for that 
particular nucleation site. The lower and upper boundaries of each box represent the first quartile 
and third quartile of the data.  The whiskers extend to the most extreme data points not considered 
outliers.  The outliers are not shown in order to make the graph as clear as possible. 
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Figure B.16: A box-and-whisker diagram conveniently depicting the distribution of the growth time 
to cycle time ratios for 20 randomly selected nucleation sites (numerically listed on x-axis) of DI 
water (08_006) at q”=500kW/m2.  The red line in the center of each box depicts the median of tg/tcycle 
for that particular nucleation site. The lower and upper boundaries of each box represent the first 
quartile and third quartile of the data.  The whiskers extend to the most extreme data points not 
considered outliers.  The outliers are not shown in order to make the graph as clear as possible. 
 
The spread in the bubble departure diameter, frequency, growth and wait times between 
individual nucleation sites at a given heat flux (or superheat) is also interesting to study.  
While individual nucleation site values are used as inputs for all of the models in this 
thesis, the average values for all nucleation sites at a given heat flux (or superheat) were 
used in Section 3.3.4 to qualitatively compare water and nanofluid data.  Select 
distributions of bubble departure diameter, frequency and ratio of bubble growth time to 
the cycle time are included for a DI water experiment (08_006) in Figure B.17 through 
Figure B.20 and a 0.01 vol% diamond nanofluid experiment (08_016) in Figure B.21 
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through Figure B.25.  Also included in these figures is a plot showing the relationship 
between bubble departure frequency and diameter for every nucleation site accounted for 
at the particular heat flux of interest. 
 
It is clear that the distribution of average parameter values between individual nucleation 
sites is larger than the distribution at a given nucleation site, as discussed above.  This is 
expected, as individual nucleation sites will have different physical characteristics as well 
as different externalities effecting bubble growth (i.e. more or less neighboring sites).  
This spread becomes less pronounced with increasing heat flux as an increasing number 
of nucleation sites crowd the heated surface.  The dominant mechanism for departure thus 
likely becomes forced departure due to neighboring nucleation site interaction, which is 
the novel feature in Kolev’s (2002) boundary layer turbulence which is discussed in 
detail in Section 3.3.5.3. 
 
The plots of frequency versus diameter show a rough trend of decreasing departure 
frequency with increased departure diameter, as would be expected.  This is particularly 
evident at low heat flux, and becomes less marked at high heat flux.   
 
The mean departure diameter, frequency, growth time and wait time versus wall 
superheat for the three DI water experiments are shown in Figure B.26.  These mean 
values are the average frequency of all the nucleation sites at a given superheat.  The 
error bars on each mean value represent the minimum and maximum of the average 
values of the particular parameter at a given wall superheat.  Thus, the figure is able to 
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present the full range of the data values for each parameter in a somewhat condensed 
form.  Similar plots are presented for the silica nanofluid and diamond nanofluid 
experiments in Figure B.27 and Figure B.28 respectively.  The standard deviation of the 
overall mean value due to the spread in the data at each nucleation site for the growth 
time and cycle time are expected to be on the order of 4% and 5% respectively based on 
an analysis of data from the DI water 08_006 experiment. 
 









































































Figure B.17: Distribution of bubble departure diameter, frequency, ratio of bubble growth time to 
the cycle time, and relationship between frequency and diameter for DI water (08_006) at 
q”=50kW/m2 
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Figure B.18: Distribution of bubble departure diameter, frequency, ratio of bubble growth time to 
the cycle time, and relationship between frequency and diameter for DI water (08_006) at 
q”=100kW/m2 
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Figure B.19: Distribution of bubble departure diameter, frequency, ratio of bubble growth time to 
the cycle time, and relationship between frequency and diameter for DI water (08_006) at 
q”=500kW/m2 
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Figure B.20: Distribution of bubble departure diameter, frequency, ratio of bubble growth time to 
the cycle time, and relationship between frequency and diameter for DI water (08_006) at 
q”=900kW/m2 
 391 













































































Figure B.21: Distribution of bubble departure diameter, frequency, ratio of bubble growth time to 
the cycle time, and the relationship between frequency and diameter for nanofluid (0.01 vol% 
Diamond in water) test (08_016) at q”=50kW/m2 
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Figure B.22: Distribution of bubble departure diameter, frequency, ratio of bubble growth time to 
the cycle time, and the relationship between frequency and diameter for nanofluid (0.01 vol% 










































































Figure B.23: Distribution of bubble departure diameter, frequency, ratio of bubble growth time to 
the cycle time, and the relationship between frequency and diameter for nanofluid (0.01 vol% 
Diamond in water) test (08_016) at q”=500kW/m2 
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Figure B.24: Distribution of bubble departure diameter, frequency, ratio of bubble growth time to 
the cycle time, and the relationship between frequency and diameter for nanofluid (0.01 vol% 
















































































Figure B.25: Distribution of bubble departure diameter, frequency, ratio of bubble growth time to 
the cycle time, and the relationship between frequency and diameter for nanofluid (0.01 vol% 
Diamond in water) test (08_016) at q”=1900kW/m2 
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08_006 - DI Water
08_007 - DI Water





















08_004 - DI Water
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Figure B.26: Mean departure diameter, frequency, growth time and wait time including complete 
data range at each wall superheat for DI water experiments 




























08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
























08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
























08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
























08_013 - 0.1 vol% Silica Nanofluid
08_014 - 0.01 vol% Silica Nanofluid
 
Figure B.27: Mean departure diameter, frequency, growth time and wait time including complete 
data range at each wall superheat for silica nanofluid experiments 
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08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid



























08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid





















08_015 - 0.01 vol% Diamond Nanofluid
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08_015 - 0.01 vol% Diamond Nanofluid
08_016 - 0.01 vol% Diamond Nanofluid
 
Figure B.28: Mean departure diameter, frequency, growth time and wait time including complete 
















In this thesis, the primary effect causing deterioration of nucleate boiling heat transfer, 
enhancement in the critical heat flux and improvement in the rewetting characteristics of 
nanofluid-boiled surfaces was determined to be due to an increase in wettability.  
However, the modification of surfaces by means of boiling in nanofluids is not ideal for 
studing the effect of wettability.  In particular, the roughness, wettability, thickness, and 
porosity of structures deposited via nanofluid boiling are not directly controlled.  
Furthermore, some applications may require greater durability than these structures can 
provide.  The use of a method that allows for superior control of the durability, 
roughness, thickness, porosity and local wettability of surfaces would be much more 
desirable for industrial applications.  A brief study on the boiling characteristics of 
nanoparticle thin-film coated surfaces was completed using the infrared methods 
discussed in the body of this thesis, in order to (i) confirm the importance of the 
wettability effect on boiling, and (ii) explore their potential for future in-depth study and 
practical applications. 
 
Multifunctional nanoparticle thin-film coatings have great promise as boiling heat 
transfer surfaces due to their highly-controllable wetting properties.  Much work has been 
done to develop coatings that exhibit extreme wetting characteristics such as 
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superhydrophobicity (Chen et al., 1999; Zhai et al., 2004) and superhydrophilicity (Wang 
et al., 1997; Cebeci et al., 2006).  These coatings have been developed to give surfaces 
self-cleaning, antifogging and bacteria-resistant properties, for example.  The definition 
of superhydrophobic surfaces is one that exhibits a water droplet contact angle >150°, 
while superhydrophillic surfaces exhibit water contact angles of <5° in less than 0.5s 
(Cebeci et al., 2006).   
 
Cebeci et al. (2006) developed a method of building stable superhydrophilic 
multifunctional surfaces via a simple layer-by-layer nanoparticle assembly method.  This 
involves dipping the surface in negatively charged colloidal particles, and then in a 
positively charged polycation (or positively charged colloidal particles).  A single bilayer 
is formed through this process, with thickness on the order of the colloidal particle 
diameter.  The process is repeated several times to build a film comprised of many 
bilayers.  After assembly, the multilayer films exhibit reasonable adhesion and 
mechanical integrity, but can be rubbed off with aggressive mechanical action.  The 
mechanical durability of the films can be greatly increased by heating the as-assembled 
film to approximately 500°C for 4 hours.  This is a well-known calcination process which 
burns out any polymer (if used as the polycation) and fuses the nanoparticles together.   
There are currently two main types of hydrophilic nanoparticle coatings produced by the 
research group of Professor Michael Rubner at MIT, which fabricated the thin-films used 
in this study.  The first is layer-by-layer assembly of negatively charged colloidal SiO2 
nanoparticles and positively charged poly(allylamine hydrochloride) (PAH).  The second 
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is layer-by-layer assembly of positively charged TiO2 nanoparticles and negatively 
charged SiO2 nanoparticles. 
 
In the present work, the TiO2/SiO2 thin-film coatings were chosen for two reasons.  First, 
these coatings are extremely thin compared with the SiO2-PAH bilayers.  Ten TiO2/SiO2 
nanoparticle bilayers are approximately 140nm in thickness.  Second, they have good 
mechanical stability without requiring calcination, better than SiO2-PAH bilayers.  High 
temperatures were expected to change the properties of the ITO (particularly resistivity), 
thus calcination was avoided in this study.  However, the long-term durability of these 
boiling surfaces should be a consideration for future in-depth thin-film boiling studies. 
 
The method of Lee et al. (2006) was used to produce the nanoparticle coated ITO 
surfaces.  The heating elements were alternately dipped in a positively charged 0.03wt% 
TiO2 colloid (average size ~7nm) and negatively charged 0.03wt% SiO2 colloid.  The pH 
of both suspensions was adjusted to 3.0.  The RMS surface roughness of the assembled 
films, determined by atomic force microscopy (AFM) by Lee et al. (2006), was 
approximately 10nm.   The measured porosity of the films was 35.8%, as measured by an 
in situ ellipsometric method developed by Lee et al. (2006). 
 
A total of four coated surfaces were used in this study.  All four surfaces were coated 
with the hydrophilic nanoparticle coating and had a contact angle of approximately 14°.  
Two of the surfaces underwent an additional treatment with flourosilane to increase the 
contact angle of the surfaces to approximately 77°, without modifying the surface 
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roughness.  This treatment involves placing the heaters in an oven at 140°C with a small 
amount of heptadecafluoro-1,1,2,2-tetrahydrodecyl triethoxylsilane (fluorosilane).  The 
fluorosilane bonds to the top layer of silica nanoparticles, and acts to prevent water from 
wetting the surface completely, while the bare nanoparticle coatings have excellent water 
wetting properties.  This treatment has been used in combination with other nanoparticle 
multilayer configurations to obtain contact angles of greater than 130°, but resulted in a 
contact angle of 77° for the present configuration.  The contact angles of the surfaces 
used in this study are summarized in Table C.1. 
 
Table C.1: Surface contact angles prior to boiling 
Coating Contact angle prior to boiling, degrees (±3°) 
Clean 100 
TiO2-SiO2 nanoparticle coating 14 
TiO2-SiO2 nanoparticle coating with 
fluorosilane treatment 77 
 
 
The infrared camera was used to study the nucleate boiling and critical heat flux behavior 
of these coated surfaces.  The boiling curves for these tests are compared with heaters 
that did not have the nanoparticle thin-film coating (these experiments are discussed in 
Section 3.3.1) in Figure C.1.  The nucleate boiling heat transfer coefficients for the tests 
are plotted in Figure C.2, and are found by calculating the slope along the boiling curves.  
DI water was used as the test fluid for all experiments.  The total experiment time for all 
runs was approximately 1 hour.   
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Clean heater, θ=100o, Test: 08_004
Clean heater, θ=100o, Test: 08_006
Clean heater, θ=100o, Test: 08_007
TiO2-SiO2 nanoparticle coating w/ Flourosilane treatment, θ=77
o, Test: 08_coat04
TiO2-SiO2 nanoparticle coating w/ Flourosilane treatment, θ=77
o, Test: 08_coat05
TiO2-SiO2 nanoparticle coating, θ=14
o, Test: 08_coat02
TiO2-SiO2 nanoparticle coating, θ=14
o, Test: 08_coat03
Kutateladze-Zuber (1958) CHF prediction
Fisenden & Saunders (1950) flat plate natural convection
Rohsenow (1952) nucleate boiling
 
Figure C.1: Boiling curves for nanoparticle thin-film experiments 
 


















Clean heater, θ=100o, Test: 08_004
Clean heater, θ=100o, Test: 08_006
Clean heater, θ=100o, Test: 08_007
TiO2-SiO2 nanoparticle coating w/ Flourosilane treatment, θ=77
o, Test: 08_coat04
TiO2-SiO2 nanoparticle coating w/ Flourosilane treatment, θ=77
o, Test: 08_coat05
TiO2-SiO2 nanoparticle coating, θ=14
o, Test: 08_coat02
TiO2-SiO2 nanoparticle coating, θ=14
o, Test: 08_coat03
 





There is a clear deterioration in the nucleate boiling heat transfer coefficient with 
decreasing contact angle, as evidenced by the right-shift of the particle-coated boiling 
curves.  This decrease is expected, and is discussed for nanofluid-boiled surfaces in 
Section 3.3.5.  It is expected that detailed analysis IR data of the thin-film coatings will 
show a decrease in bubble departure frequency and nucleation site density with 
decreasing contact angle, as was seen with the nanofluids data in the body of this thesis.  
This is due to the larger energy barrier required to form bubbles as the contact angle is 
decreased.  Bubble parameter data was not obtained for these nanoparticle thin-film 
coatings since the work presented in this work is merely a scoping study, and the data is 
manually intensive to obtain.  A decrease in the bubble departure frequency and 
nucleation site density directly leads to a reduction in the nucleate boiling heat transfer 
coefficient.  The increase in superheat as a function of contact angle (q= 900kW/m2 for 
all data) is compared with the theoretical superheat increase with decreasing contact 
angle due to increased energy of bubble formation (discussed in Section 3.3.5.4) is shown 
in Figure C.3.  This clearly shows that the trend found experimentally is similar to, but 
does not exactly match, the prediction.  
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Prediction (free energy of formation)
 
Figure C.3: Ratio of wall superheat to that at θ=100° as a function of contact angle.  All experimental 
superheats are taken at q”=900kW/m2  
 
The CHF values obtained for the coated surfaces are listed in Table C.2.  When compared 
with the average CHF value of the clean heaters, the CHF value was enhanced by 31% 
and 51% for the 77° and 14° surfaces, respectively. 
 
A comparison of the CHF values with several theories is shown in Figure C.4.  This 
figure is similar to what is shown in Section 4.3.3.1, where a discussion of the theories 
used here is also available.  The ratio of the CHF value at a given contact angle over the 
CHF value at θ=90° is plotted in Figure C.5, in order to highlight the correlation between 




Table C.2: CHF values for nanoparticle thin-film boiling experiments (±10%) 
Coating Test # CHF value (kW/m2) 
Average CHF for 
coating (kW/m2) 
Clean -- -- 976 
08_coat02 1500 TiO2-SiO2 nanoparticle coating 08_coat03 1450 1475 
08_coat04 1200 TiO2-SiO2 nanoparticle coating 
with fluorosilane treatment 08_coat05 1350 1275 
 
 
















Theofanous et al. (2006); Kim et al. (2007)
Kolev (2008)
 





Figure C.5: The ratio of CHF values at a given contact angle over the CHF value at θ=90° vs. static 
contact angle. ** Experimental data compares heat flux with heat flux at 100° 
*** Curve for this theory compares heat flux with heat flux at 80° 
 
 
Example infrared images from a coated surface in Figure C.6, at several different values 
of heat flux, show that clear infrared image qualities can be obtained even when the 
surface has been modified with the nanoparticle thin-film coatings. 
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     (a)    (b)       (c) 
Figure C.6: Infrared images for a nanoparticle thin-film boiling experiment, θ=14° at q”= (a) 50 
kW/m2, (b) 500 kW/m2, and (c) 1500 kW/m2 (08_coat02) 
 
 
The progression of CHF shown in Figure C.7, for a nanoparticle surface with a 14° 
contact angle is similar to that of the nanofluid-boiled surfaces discussed in Section 4.3.2.  













Thin-films of nanoparticles were deposited onto heating elements in order to control 
heater contact angle without significantly modifying roughness or heater thickness.   
Deterioration in nucleate boiling heat transfer coefficient with decreased contact angle 
was expected and actually observed.  An enhancement in CHF was found with decreasing 
contact angle.  This enhancement is predicted theoretically.  The experimental 
enhancement was not as extreme as that predicted. 
 
This study showed that it was possible to modify the contact angle of the heater surfaces 
used in this thesis and to measure the boiling bubble parameters.  Greater understanding 
of the effect on boiling heat transfer of single surface parameters (e.g. wettability, 
roughness, thickness, and porosity) is possible with this coating technique.  It is 
recommended that future studies on the effect of surface parameters on fundamental 








Appendix D. NMR-based 






In the past decade, significant research effort has been invested in investigating the 
transport properties of nanofluids, particularly thermal conductivity (Eastman et al., 
2004; Kabelac and Kuhnke, 2006; Gandhi, 2007; Tomofeeva et al., 2007; Das et al., 
2008; Murshed et al., 2008; Buongiorno et al., 2009).  Several researchers found an 
increase in thermal conductivity (Li and Xuan, 2000, Eastman et al., 2001, Kang et al., 
2006, Hong et al., 2005, Jana et al., 2007, Chopkar et al., 2006) beyond the predictions of 
the classical effective medium theory. 
 
In this work, the structure of an alumina nanofluid at several concentrations was probed 
using PFG NMR diffusion techniques.  A thin layer of water molecules was found to 
surround each nanoparticle, but the increase in the nanoparticle effective radius due to 
this water layer was determined to have a small effect on the nanofluid thermal 
conductivity.  The exchange time between bound and free water populations was also 
determined to be too long to increase the efficiency of heat transfer from nanoparticles to 
the bulk liquid.  The particular nanofluid studied here did not exhibit anomalous thermal 
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conductivity increase, or have a structure that would lend itself to more efficient 







Liquid molecules close to a surface are known to form layered (amorphous glass-like) 
structures (Henderson and Swol, 1984; Yu et al., 2000).  The work of Yu and Choi 
(2003) explored a connection between this liquid layer and an enhancement in thermal 
conductivity in colloids composed of nanoparticles.  They suggested that the solid-like 
layer of liquid molecules behaves as a thermal bridge between the nanoparticle and bulk 
fluid.  The work of Yu et al. (2000) showed that the ordered liquid molecules are in an 
intermediate physical state between a bulk liquid and solid, so Yu and Choi (2003) 
assume that this solid-like liquid layer would have a higher thermal conductivity than the 
bulk liquid.  Alternatively, this effect can be though as an increase of the effective 
volume fraction of the particles, which would be expected to increase the thermal 
conductivity of the nanofluids.  Yu and Choi (2003) showed that this effect is pronounced 
particularly when the nanoparticle diameter is less than 10nm assuming a fixed ordered-
liquid layer of thickness 1-2nm.   
 
The goal of this study was to probe the structure of one nanofluid to determine if the 
ordered layer could have a significant effect on the thermal conductivity.  A non-invasive 
technique, nuclear magnetic resonance (NMR), was chosen for this investigation. 
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NMR is a physical phenomenon described independently by Bloch et al. (1946a&b) and 
Purcell et al. (1946).  It involves the interaction of atomic nuclei placed in an external 
static magnetic field with an applied near resonance electro magnetic field.  NMR 
spectroscopy has been widely used for chemical and physical molecular analysis (Farrar, 
1987).  NMR utilizes the intrinsic nuclear angular momentum, called spin, found in some 
elemental isotopes.  In this work, 1H NMR is used.  A sample is placed in a strong 
magnetic field aligned in the +Z direction.  In order to detect the Free Induction Decay 
(FID) signal, a radio frequency (RF) pulse is used to excite the spins.  The rotating spins 
couple to the detection coil to generate an electromagnetic field (emf), which is 
amplified, mixed to audio and then digitized.  The acquired signal is called a FID because 
the acquisition period is carried out in the absence of a RF pulse, so the excited spins 
evolve freely in the magnetic field.  The spins evolve at their characteristic frequency 
while they relax to their equilibrium states.  The temporal signal is processed with a 
Fourier transform (FT) to generate the frequency spectrum.  This one dimensional 
frequency spectrum is characteristic of the sample’s chemical species. 
 
When a fluid containing protons is immersed in a static magnetic field of strength B0, it is 
magnetized in according to the strength of B0.  The net magnetization, M0, of the sample 
at thermal equilibrium is related to the occupation number densities of the proton spins 
according to the Boltzman distribution.  The magnetization, M, of the sample is reached 
according to 
 ( ) ( )1/0 1 t TM t M e−= −  (D.1) 
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where T1 is the longitudinal relaxation time which is approximately 15 s for protons in 
heavy water.   
 
The magnetization time evolution under the influence of a magnetic field oriented in the 
direction of B0 can be described by the Bloch equations.  When the direction of the 
magnetization is tilted from its equilibrium position (aligned with B0) the magnetization 
rotates with an angular frequency, ω0, called the Larmor frequency, which depends on the 
strength of the magnetic field and the gyromagnetic ratio of the nucleus being examined.  
The gyromagnetic ratio of the proton, γ, is equal 4250 rad/G.  The Larmor frequency of 
the free precession motion is given by: 
 0 0Bω γ=  (D.2) 
For protons, the Larmor frequency is approximately 300 MHz for a field strength of 7.1T.   
 
Self-diffusion is the random translational motion of molecules driven by internal kinetic 




=  (D.3) 
Where kB is the Boltzmann constant, T is temperature and f is the friction coefficient.  
For the simple case of a spherical particle with an effective hydrodynamic radius (e.g. 
Stokes radius) rs in a solution of viscosity μ is:  
 6 sf rπμ=  (D.4) 
 415 
NMR can be used to noninvasively study diffusion coefficients.  The most commonly 
used method is through use of pulsed-field gradient (PFG) NMR.  In PFG NMR, a 
spatially dependent magnetic field gradient, gz, is applied to spatially label the spins in 
the sample.  After a certain time, the spatial encoding can be read and the movement of 
the spins can be determined and related to the diffusion of the molecules in the direction 
of the gradient.  Only a basic description of PFG NMR will be discussed here, specific to 
the requirements of this work.  A more complete description can be found in Callaghan 
(1993) and Price (1997; 1998). 
 
The most basic pulse sequence used to measure diffusion is the Stejskal and Tanner 
(1965) PFG sequence based on the Hahn spin echo. The spin echo was introduced by 
Erwin Hahn (1950) to suppress the magnetic field inhomogeneity which introduces a 
shortening of the spin-spin relaxation time.  The Hahn echo sequence is π/2-τ-π-τ where a 
group of spins are initially excited by the first π/2 pulse.  The field inhomogeneity may 
introduce a spread of phase shifts at the time of the π pulse.  The π pulse changes the sign 
of these phase shifts.  The spins evolve in the same local field and thus completely 
unwind the phase shift during the second τ time period, resulting in an echo. 
 
The Stejskal and Tanner PFG sequence is shown in Figure D.1, where equal rectangular 
gradient pulses of duration δ are inserted into each τ period.   The first π/2 pulse rotates 
the macroscopic magnetization from the z-axis into the x-y plane.  During the first τ 
period at time t1, a gradient pulse of duration δ and magnitude g is applied so that at the 
end of the first τ period each spin experiences a phase shift due to a combination of the 
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main field and the gradient.  The π pulse at the end of the τ period reverses the sign of the 
precession.  At time t1+Δ, a second gradient pulse of equal magnitude and duration to the 
first is applied.  If the spins have not undergone any translational motion with respect to 
the z-axis, the effects of the two applied gradients will cancel and all spins will refocus.  
If the spins have moved, however, the degree of dephasing due to the applied gradient is 
proportional to the displacement in the direction of the gradient in the period Δ.  The total 
attenuation of the acquired signal when compared to the same pulse sequence with g=0 is 
given by: 








= =  (D.5) 
where the wavenumber, q, is given by 
 q gγ δ=  (D.6) 
Typically, attenuation plots for increasing values of g, δ, or Δ are obtained in order to 
have several data points in which to fit and determine the diffusion coefficient.  The 
magnitude of g is generally chosen as the variable parameter since it keeps the total 
experiment time constant for all data points and avoids T2 effects.  This was the strategy 
chosen for this work. 
 

















All data was obtained on a 300 MHz Brüker Spectrometer.  The probe used was a Bruker 
inverse probe (Bruker SEI 300MHz SB 5mm with XYZ-gradient, Z8459) and had a 
maximum z-gradient strength of 61 G/cm.  A 5.0mm ID tube was used for all 
experiments.  The experiments were performed at a temperature of 25 °C.  The maximum 
gradient strength used was 28.35 G/cm to avoid sample heating and reduce ringdown 
effects.  The π/2 pulse length was found separately for each colloid concentration and is 
listed in Table D.1. 
 
The nanofluid (nanoparticle colloid) used in this work was Nyacol Alumina (Al2O3) in 
water (Nyacol AL20).  The mean particle diameter for this nanofluid as measured by 
dynamic light scattering (DLS) was approximately 40 nm (Williams, 2006), and the 
nanoparticles were shown to be fairly monodispersed but not perfectly spherical.  The as-
received particle weight percent was confirmed using neutron activation analysis (NAA) 
and thermogravimetric analysis (TGA) to be approximately 20% (Williams, 2006).  The 
BET surface area was approximately 185 m2/g (Brothers, 2006).  The as-received pH was 
4.0 (Williams, 2006).  The diluted samples are expected to have higher pH values.  The 
viscosity as a function of particle concentration found by Williams (2006) at a given 







⎛ ⎞⎜ ⎟−⎝ ⎠=  (D.7) 
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where φ is the volume fraction of the nanoparticles.  The viscosity increase for the 
highest concentration examined in this work, 20wt%, is approximately 7.2 times the 











where x, ρp, and ρf are the particle mass fraction, density of the particle (3920 kg/m3) and 
density of water (998 kg/m3), respectively.  For the highest weight fraction used in this 
work (20wt%), the equivalent volume fraction is 6%. To obtain concentrations lower than 
the as-received value, samples were diluted with pure (99.9%) D2O.  The solvent was 
chosen to be D2O instead of H2O in order to avoid radiation damping effects.  The added 
D2O and H2O solvent in the as-received nanofluid were assumed to be the same fluid for 
dilution purposes.  However, this does introduce some NMR differences between 
samples since the higher concentration nanofluids contain a higher percentage of protons.  
This would introduce some lineshape changes, and effectively increase the diffusion 
coefficient at higher concentrations.  There are also small variations (~10%) in the 
density and viscosity of D2O and H2O. These effects are neglected in this study. 
 
The thermal conductivity for this nanofluid as a function of particle concentration at a 
given temperature found by Williams (2006) is: 
 ( )4.5503 1nanofluid waterk k φ= +  (D.9) 
The thermal conductivity for the highest particle concentration examined in this work, 
20wt%, is approximately 1.20 times the thermal conductivity of pure water.  While the 
thermal conductivity was found to increase with concentration, Williams (2006) 
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determined that the increase was not anomalous, e.g. not significantly larger than what 
was predicted using the Maxwell-Garnett (MG) model, accounting for the effect of non-
spherical shape. 
 
Table D.1: Experimental pulse and relaxation values for the samples tested 
Alumina Concentration (weight percent) π/2 length (μs) T1 (sec) T2 (ms) 
Pure D2O 10.00 14.5 3254 
2 10.125 7.55 97.7 
5 10.25 5.36 41.0 
10 10.35 3.48 16.30 
15 10.50 2.58 9.05 






The longitudinal relaxation value, T1, was measured for all samples using the inversion 
recovery pulse sequence (shown in Figure D.2).  The value of τ is varied and the 
intensities of the spectra are plotted against it.  The data is then fitted to the expression: 
 ( ) ( ) 1/1 TI I p e ττ −= ∞ +  (D.10) 
Where I is the signal intensity, and p1 is a fitting parameter which in the ideal case would 
equal 2, but in reality 1<p1<2 since a perfect negative signal is not achieved.  An example 
plot of the inversion recovery curve for one sample is shown in Figure D.3.  A list of the 
T1 values for each sample are listed in Table D.1, and plotted in Figure D.4.   
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Data, Alumina, 5 wt%
Nonlinear least squares fit (area under peak); T1=5.36s
 
Figure D.3: Inversion recovery curve for 5wt% Alumina sample, and the exponential fit enabling 
determination of the T1 value 





















Figure D.4: T1 measurements as a function of alumina concentration using the inversion-recovery 
method 








The transverse relaxation value, T2, was determined for all samples by using the Carr-
Purcell, Meiboom Gill (CPMG) pulse sequence as shown in Figure D.5.  The value of n 
was varied (by even integers), and the intensities of the signal are plotted versus the total 
delay time, e.g. t=n(2t1), allowing for the value of T2 to be determined as: 
  ( ) ( ) 2/0 t TI t I e−=  (D.11) 
where I is the signal intensity.  An example plot of the CPMG curve for one sample is 
shown in Figure D.6.  A list of the T2 values for each sample listed in Table D.1 and 
plotted in Figure D.7.   
 
 
Figure D.5: CPMG pulse sequence for measuring T2.  The period within the brackets is repeated n 
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Data, Alumina, 5 wt%
Nonlinear least squares fit (area under peak); T2=41ms
 
Figure D.6: CPMG curve for 5wt% Alumina sample, and the exponential fit enabling determination 
of the T2 value 






















Figure D.7: T2 measurements as a function of alumina concentration using the CPMG method 







In order to best measure diffusion coefficient when T2<T1 (which is the case for the 
alumina nanofluids), a Pulsed Gradient Stimulated Echo (PGSTE) with bipolar gradients, 
also known as the Cott’s 13-interval pulse sequence (Cotts et al., 1989) technique is often 
employed.  The PGSTE method has the advantage of having the bulk magnetization 
aligned along the z-axis during the majority of the diffusion time, Δ.  Since T1>>T2 for 
liquids containing macromolecules (including the nanofluids studied here), Δ can be 
sufficiently long since the magnetization is subject only to T1 relaxation.  The use of self-
compensating (bipolar) gradient pulses reduce eddy current effects introduced by the 
applied gradients (Price, 1998), and reduces or eliminates the cross term between the 
applied and internal magnetic field gradients (Sorland et al., 1999).  The internal field 
gradients are due to the susceptibility changes throughout the heterogeneous nanofluids.  
The Cotts 13-interval pulse sequence was slightly modified in this work to include 
DEPTH (Bendall and Gordon, 1983; Bendall and Pegg, 1985) pulse sequences to select 
homogenous regions of the RF field which help eliminate background resonances from 
the probe.  The technique used here along with the phase cycling of the DEPTH pulses 
were developed by Cory and Ritchey (1988).  The full pulse sequence is presented in 
Figure D.8, and the phase cycling used is presented in Table D.2.  A gradient pulse of 
duration 10ms and 20% strength was applied during the diffusion time, Δ, in the x-plane 
for all experiments in order to ensure that all spins measured are oriented in the z-




Figure D.8: Bipolar PGSTE pulse sequence with DEPTH slice selection pulses 
 
 
The intervals t1 and t2 on either side of the gradient pulses are equal, which eliminates the 
applied and background gradient cross term. The total attenuation of the acquired signal 
when compared to the same pulse sequence with g=0 for the Cotts 13-interval pulse 









= =  (D.12) 
Where the diffusion weighting term, b, is given as: 
 
 2 24 6
3
b q τ δ⎛ ⎞= Δ + −⎜ ⎟⎝ ⎠  (D.13) 
 
δ
π/2 π  π π/2
Gz 
t1 t2 
τ Δ Acquisition 
 






Table D.2: Phase cycling for pulse sequence shown in Figure D.8.  The phase for the third and fourth 
π pulse is always x.  The DEPTH sequence phase cycling (first 3 pulses) was developed in Cory and 
Ritchey (1988) 
First π/2 First π Second π Second π/2 Third π/2 Receiver 
x x x x x x 
-y -y y -y -y -y 
-x -y -y -x -x -x 
y -x x y y y 
x -x x x x x 
-y y y -y -y -y 
-x y -y -x -x -x 
y x x y y y 
-x -x -y x x x 
y y x -y -y -y 
x y x -x -x -x 
-y x y y y y 
-x x -y x x x 
y -y x -y -y -y 
x -y x -x -x -x 




Experimental Results and Analysis 
 
 
PGSTE with bipolar gradient diffusion measurements were made of pure (99.9%) D2O 
and Nyacol alumina nanofluid samples of various concentrations.  The z-gradient 
strength was calibrated to achieve a self-diffusion coefficient of 1H in the pure D2O equal 
to the literature value at 25°C of 1.87x10-9 m2/s (Mills, 1973).  Using a standard sample 
of known diffusion coefficient is the simplest method of calibrating the gradient strength, 
and benefits from automatically accounting for non-ideal gradient behavior since the 
same experimental conditions are used to calibrate the gradient as are used in all 
experiments (Price, 1998). 
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The attenuation, E, of the stimulated echo amplitude as a function of b (from Equation 
D.13) for all the samples tested is shown in Figure D.9.  A value of Δ=100ms was used 
for all experiments in this figure.  The area under each spectra peak were used to 
determine the attenuation amplitude.  This area was compared with the area computed 
under a region of background noise away from the peak of width equal to that as the 
peak.  This can be used as an estimate of the signal-to-noise, and was determined to be 
<0.5% for all data points.  A sample of the spectra obtained for the 5wt% sample is 
shown in Figure D.11. 
 
The bi-exponential behavior seen in the attenuation plot, which increases with particle 
concentration, is due to the presence of multiple water populations with distinct 
diffusional properties (Lee and Springer, 2003).  This observation will be discussed in 
greater detail later in this chapter. 
 
The linear portion of each attenuation curve (first ~8-12 data points, shown in Figure 
D.10) is then fit to Equation D.12 using a least-squares fitting routine in order to obtain 
the self-diffusion coefficient for each sample, which are plotted in Figure D.12.  The 
error bars for each diffusion coefficient represent the 95% confidence interval obtained 
by the least-squares fitting routine assuming that the data is normally distributed. 
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Figure D.9: Attenuation plots for D2O and Alumina nanofluids of several concentrations using the 
PGSTE with bipolar gradient pulse technique.  For all experiments, Δ=100ms, δ=1.6ms and 
τ=13.7ms.  Error in individual measurements due to the signal to noise ratio are <0.5%. 
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Figure D.10: Blown-up region from Figure D.9 showing data points that are fitted to determine 
diffusion coefficient.  
 
Region blown-up 
in Figure D.10 
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Figure D.11: Experimental diffusion spectra for the alumina 10wt% sample (not all spectra obtained 
are shown for figure clarity).  The area under each peak is used to generate the attenuation 
magnitude shown in the previous figure 


























Figure D.12: Self-diffusion coefficient data (●) as a function of alumina nanoparticle concentration in 





The diffusion time dependence of the attenuation curves for the 20wt% sample is shown 
in Figure D.13 for the range 50ms ≤ Δ ≤ 500ms.  For very short diffusion times, similar 
attenuation behavior as pure water would be observed.  At longer diffusion times, when 
the distance that the solvent molecules travel within the diffusion time is comparable with 
the distance between particles, a, restricted diffusion should be observed.  The average 
distance between particles, a, can be estimated by assuming hexagonal close packing: 
 3 8 2
23 3
pda πφ
⎡ ⎤= −⎢ ⎥⎢ ⎥⎣ ⎦
 (D.14) 
where dp is the particle diameter.  Using this method, the distance between particles for 
the 2wt% and 20wt% samples is estimated to be 147nm and 43nm, respectively.  The 






⎛ ⎞= ⎜ ⎟⎝ ⎠  (D.15) 
which is approximately 2.7μs and 0.2 μs for the 2wt% and 20wt% samples, respectively.  
At much longer diffusion times, the solvent will travel distances much further than the 
distance between particles, and will interact with numerous particles.  Thus, the volume-
averaged self-diffusion coefficient will approach a value determined by the excluded 
volume of the obstructive particles (Jonsson et al., 1986).  This is the regime that all the 
present experiments are expected to operate in, since the diffusion times utilized (50-
500ms) are several orders of magnitude larger than the estimated restricted diffusion 
times listed above.  
 
 430 
The diffusion time dependence on the water self-diffusion coefficient is shown in Figure 
D.14, and show no time-dependence of the diffusion coefficient in the range used in the 
present work. 
 















Figure D.13: Attenuation plots for 20wt% Alumina nanofluids using several different values of Δ, 
showing dependence of high b result on diffusion time 
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Figure D.14: Diffusion coefficient dependence on the diffusion time for one sample (Alumina 
20wt%).  Diffusion coefficient is shown (●), while the average value of the three data points is 
represented by the horizontal dotted line.  Error bars are 95% confidence intervals of fitting 
coefficient to the diffusion attenuation curves 
 
 
In the excluded volume regime, the diffusion coefficient, D, will decrease as the volume 
fraction of the nanoparticles increases.  Assuming spherical particles, and symmetric 








φ= +  (D.16) 
Where D0 is the diffusion coefficient in pure D2O.  The reciprocal of the quantity on the 
left hand side of Equation D.16 is called the tortuosity, which is defined as the distance a 
molecule must travel to go a straight-line distance divided by that straight-line distance 
(Boudreau & Meysman, 2006), i.e. the presence of the particles make the water take a 
more tortuous path during the diffusion process.  The prediction for the reduction in the 
self-diffusion coefficient as a function of particle concentration using the excluded 
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volume expression (i.e. obstruction factor) is plotted along with the data in Figure D.15.  
The obstruction expression captures the trend of decreasing diffusion coefficient with 
increased nanoparticle concentration that was determined experimentally, but is unable to 
account for the magnitude of the decrease.  Thus, it is likely that additional factors 
contribute to this decrease. 










Figure D.15: The decrease in self-diffusion coefficient compared with pure water data (●) for varying 
concentration of alumina nanoparticles compared with several theoretical estimates.   Error bars are 
95% confidence intervals of fitting coefficient to the diffusion attenuation curves 
 
 
Direct interaction between the nanoparticles and water molecules would reduce the 
effective self-diffusion coefficient of the water molecules beyond the decrease due to the 
obstruction effect.  That is, those water molecules sticking to the nanoparticles move 
according to the nanoparticle diffusion coefficient, which is much lower than that of the 










assuming water monolayer 
around particles 
Free/Bound model 
assuming water tri-layer 
around particles 
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certain percentage of water molecules are physically “bound” to the particles during the 
diffusion time, while the remaining bulk water molecules diffuse normally (including the 
obstructive, or tortuosity, factor).  This simple model can be written as: 
 
 ( )1 bound free bound boundD P D P D= − +  (D.17) 
where Pbound is the fraction of water molecules “bound” to the nanoparticles.  The free 




D D φ= +  (D.18) 
and the diffusion coefficient for the bound fraction, Dbound, is assumed to be equal to that 
of the diffusion coefficient of the nanoparticle which can be found using the Einstein 







dπμ=  (D.19) 
Where kB, and T are the Boltzmann’s constant and T is the absolute temperature of the 
sample.  The viscosity of the sample, μ, was experimentally determined as a function of 
concentration as given by the expression of Equation D.7.  The rotation of the particles is 
neglected from these calculations. 
 
The bound fraction of molecules can be estimated by assuming a monolayer of water 





1bound A A H O
M xP S
N x Rπ
⎛ ⎞= ⎜ ⎟⎜ ⎟− ⎝ ⎠
 (D.20) 
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where SA, M, NA, and x are the BET surface area of the sample (185 m2/g), molecular 
mass of water, Avogadro’s number, and mass fraction of nanoparticles in the sample, 
respectively.  The accepted Van der Waals radius, RH2O for water molecules is 1.4Å 
(Bondi, 1964). 
 
A comparison of the data and the prediction for a monolayer and tri-layer of bound water 
molecules on the nanoparticle surface is included in Figure D.15.  The tri-layer curve 
merely assumes that three times the monolayer fraction is in the bound water population 
at a given nanoparticle concentration (since RH2O <<rp).   
 
A comparison of the data with the obstruction model and liquid layering model suggests 
that a fraction of water molecules are “bound,” or heavily interact with, the nanoparticles 
in the alumina nanofluid.  The thickness of the bound layer around each nanoparticle was 
estimated to be equivalent to the diameter of approximately 3 water molecules (~8.4Å).  
This finding is consistent with the work of other researchers.  Yu et. al (2000) found an 
ordered layer that was approximately three liquid molecules thick on flat silicon surfaces, 
using nonpolar molecules of tetrakis(2-ethlhexoxy)silane.  Turanov and Tolmachev 
(2009) used similar techniques as the present work and estimated that there was an 






The non-monoexponential decay of the diffusion echo amplitude clearly suggests that 
there are multiple water populations, or compartments, that are diffusionally dissimilar.  
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The above analysis assumed that there were two such static populations.  However, it is 
likely that there is equilibrium exchange of water molecules between the two populations.  
Kärger (1969) and Andrasko (1976) developed a two-site exchange (2SX) model to 
describe the non-monexponential decay found in a two-compartment system: 
 
* ** *A BbD bD
A BE p e p e
− −= +  (D.21) 
Where pA*, and pB* are the apparent fractional contributions from populations A and B 
with (pA*≡1- pB*).  Population A and B are assumed to be the “free” and “bound” water 
populations, respectively, in this work.  The diffusion weighting term, b, is the same 
quantity as what is given in Equation D.13.  The apparent diffusion coefficients for spin-
bearing molecules in populations A and B are given by (Lee & Springer, 2003): 
 
 ( ) ( ) ( )( )1/22 1* 2 1 1 2 1 1 41 42A A B A B B A B A A BD D D q D D q qτ τ τ τ τ τ −− − − − − −⎡ ⎤⎡ ⎤= + + + + − + − +⎢ ⎥⎣ ⎦⎣ ⎦ (D.22) 
 ( ) ( ) ( )( )1/22 1* 2 1 1 2 1 1 41 42B A B A B B A B A A BD D D q D D q qτ τ τ τ τ τ −− − − − − −⎡ ⎤⎡ ⎤= + + + − − + − +⎢ ⎥⎣ ⎦⎣ ⎦ (D.23) 
And the apparent fractional contribution from contribution from population B can be 
written as (Lee & Springer, 2003): 
 
 ( ) ( )1* * * *B B A A A B B Ap D D p D p D D−= − + −  (D.24) 
Where pA, pB, DA, DB are the true fractional contributions and diffusion coefficients of 
populations A and B which would be obtained in the absence of exchange.  The mean 
lifetimes of spins in population A and B are given by τA and τB, respectively.  The wave-
number, q, is defined as in Equation D.6.  The equilibrium condition requires that pA/pB= 
τA/ τB and pA+pB=1.  Thus, there are four independent 2SX parameters: DA, DB, pB and 
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τB.  The true diffusion coefficients DA, and DB can be estimated using the same procedure 
discussed previously.  The true population in B can also be estimated using the 3-layer 
estimate from above.  This makes it possible to use the Kärger-Andrasko 2SX model to 
estimate the mean lifetimes the spins spend in each population.  Note that this model 
neglects inherent transverse relaxation effects (Lee & Springer, 2003). 
 
A comparison of the diffusion attenuation data with the attenuation predicted using the 
2SX model for several values of τB for Alumina concentrations of 5wt% and 20wt% are 
shown in Figure D.16 and Figure D.17, respectively.  The exchange time should not 
change based on the particle concentration, so there is some discrepancy between the two 
figures since based on a comparison between the data and the 2SX curves, the value for 
τB for 5wt% alumina is estimated to be between 50-75ms, while for 20wt% it is estimated 
to be between 75-100ms.  Several explanations could account for this small discrepancy, 
including differences in particle agglomeration between samples, and differences in 
surface chemistry due to the dilution process.  Also, the 2SX model does not account for 
the differences in T1 and T2 between the free and bound species, even though these 
differences would affect the experimental results.  However, only an order of magnitude 
estimate is required for the present work, so based on the two sets of data and the 2SX 
curves, the value of τB is estimated to be between 50ms and 100ms.  The exchange time, 
τ (≡(τA-1+ τB-1)-1), can also be assumed to be on the order of 50-100ms due to the small 
value of pb (i.e. τA has similar order as τB). 
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b=γ2g2δ2(4Δ-2/3δ+6τ) x 10-9 (m-2s)
E
 
Figure D.16: Diffusion data (●) for 5wt% alumina nanofluids compared with the 2SX model 
prediction for several values of τB 








b=γ2g2δ2(4Δ-2/3δ+6τ) x 10-9 (m-2s)
E
 
Figure D.17: Diffusion data (●) for 20wt% alumina nanofluids compared with the 2SX model 
prediction for several values of τB 
Alumina – 5 wt% 





Connection of nanofluid structure to thermal conductivity 
 
 
The above analysis provides a guide to the structure of the alumina nanofluids that were 
examined in this work.  The results point to the existence of a thin layer of water 
molecules (~3 molecules deep) that surround each alumina particle.  The exchange of 
these “ordered” molecules with the bulk fluid is very slow, on the order of 50-100ms.  
This exchange time can be compared with the heat flow through the fluid (i.e. vibrational 
energy exchange) using the diffusive heat equation, which is applicable even for 
nanoscale length-scales in fluids, as demonstrated by Shenogin et al. (2004).  For one-
dimensional slab analysis, the characteristic time for transient heat conduction is  
 2 /cond Lτ α=  (D.25) 
where L and α, are the distance the heat is transported and thermal diffusivity of the fluid, 
respectively.  The thickness of the liquid bound layer is approximately 1nm, which is the 
distance chosen for L.  The thermal diffusivity of water at room temperature is 
approximately, α=1.5x10-7 m2/s.  Thus, τcond is on the order of 7x10-12 s.  This value is 
significant lower than the 50-100ms exchange time, which suggests that the exchange 
between bound and free liquid does not contribute to the transport of heat in the alumina 
nanofluids studied here. 
 
 
The slow exchange time between bound and free water populations suggests that heat is 
not transported from the nanoparticle to the bulk liquid through exchange of the two 
water populations; the heat is transported in the usual way for a fluid, e.g. through 
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vibrational energy transfer, and ordinary kinetic energy transfer.  This result is not 
surprising since the polar water molecule has an affinity to alumina surfaces, what is 
called a “high value of enthalpy of immersion,” which is an index of the affinity between 
the nanoparticle and water molecules (Somasundaran, 2006).  In order for the exchange 
time to be faster in a nanofluid, different materials should be chosen.  This would require 
stable and well dispersed small (<10nm) particles with high thermal conductivity, and 
high surface area that have a strong affinity for water with a short correlation time for 
bound water.  The existence of such a system is not known at this time, but if it were 
found than methods similar to those discussed in this work should be used to investigate 
the nanofluid to determine if a fast exchange time has a noticeable effect on thermal 
conductivity. 
 
The thinness of the layer of water molecules found suggests that the hypothesis of Yu & 
Choi (2003) that the ordered layer of water molecules increases the effective thermal 
conductivity, does not hold for this particular nanofluid at room temperature.  The 
effective radius of the particles due to the presence of the ordered water molecule layer 
would be approximately 21nm versus 20nm for bare particles, which is an increase in 
particle radius of ~4.2%.  To further quantify the effect of this larger effective radius on 
the thermal conductivity, the method of Yu and Choi (2003) is employed.  They show 
that the effective volume concentration, φe, of the nanoparticles including the ordered 
liquid layer is: 
 ( )31eφ φ β= +  (D.26) 
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where φ is the actual nanoparticle concentration, and β=h/rp is the ratio of the ordered 
layer thickness to the original particle radius (β=0.042 for the tri-layer assumption 
utilized here).   
 
The simplest method for determining the effective thermal conductivity of a two 
component suspension (without any ordered liquid layer effect) is the Maxwell-Garnett 
(1904) equation for the effective thermal conductivity of a homogeneous suspension 






p l p l
Maxwell l
p l p l
k k k k
k k
k k k k
φ
φ
+ + −= + − −  (D.27) 
Where kp and kl are the thermal conductivities of the nanoparticle and liquid, 
respectively. Values of kp=35 W/(m-K) and kl=0.61 W/(m-K) were assumed. 
 
The effective thermal conductivity of a homogenous suspension with an ordered liquid 
layer surrounding each particle can be determined using the modified Maxwell-Garnett 








p l p l
YuChoi l
p l p l
k k k k
k k
k k k k
β φ
β φ
+ + − += + − − +  (D.28) 
This model assumes that the thermal conductivity of the ordered liquid layer is equal to 
the thermal conductivity of the nanoparticle, which significantly overpredicts the true 
value (i.e., solid water, or ice, has a lower thermal conductivity than alumina), but is used 
here as to illustrate the maximum effective thermal conductivity increase that the ordered 
layer could provide. 
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A comparison of thermal conductivity data obtained by Williams (2006) for the same 
nanofluids that were used in the present study with the Maxwell-Garnett and modified 
Maxwell-Garnett model assuming a water tri-layer around the nanoparticles is shown in 
Figure D.18.  Williams (2006) obtained the data shown in the figure using a calibrated, 
home-built transient hot wire (THW) setup, which has been shown to reliably measure 
the thermal conductivity of nanofluids, when compared with other measurement 
techniques (Williams, 2006; Buongiorno et. al, 2009).  The error bars included are not 
due to uncertainty; instead they are a standard deviation of repeated experimental 
measurements. 
 
The modified Maxwell-Garnett model (with tri-layer) does exhibit an increase in the 
thermal conductivity over that of the original Maxwell-Garnett model.  It also fits the 
data slightly better than the original Maxwell-Garnett model.  However, Williams (2006) 
explains that the original Maxwell-Garnett model is able to reasonably predict the 
thermal conductivity of these particular nanofluids.  Williams also notes that the alumina 
nanoparticles are not perfectly spherical.  He showed that an effective medium theory that 
takes into account the eccentricity (or non-spheroid) shape of the nanoparticles predicts 
an increase in thermal conductivity that can easily bound the measured values.  The 
reader is also reminded that a non-physical upper-bound value for the thermal 
conductivity of the water tri-layer was assumed for the modified Maxwell-Garnett 
analysis shown in Figure D.18.   
 
 442 
The curvature of the measured thermal conductivity data in relation to the models, where 
there is under prediction at low concentration particle concentration, and better agreement 
at higher concentration could be due to experimental uncertainties (e.g. uncertainties in 
particle concentration, sample temperature, and particle agglomeration which were not 
accounted for in the error bars of Williams, 2006).  This behavior could also be real, and 
suggest that there are two competing effects with respect to thermal conductivity 
enhancement of the alumina nanofluid.  The first is due to the particle layering increasing 
the liquid ordering, which would tend to increase the effective thermal conductivity.  The 
second is due to reduced bulk diffusion due to the particle obstruction effects, which 
would tend to decrease the effective thermal conductivity.  The data trend could suggest 
that the first effect dominates at low concentrations, while the second effect dominates at 
higher concentrations.  Alternatively, the non-spherical shape of the particles could 
explain the increase at low concentrations.  Additional fluids with different BET surface 
areas, and particle shapes would need to be investigated in order to substantiate the 
layering hypothesis. 
 
In summary, the ordered layer surrounding the nanoparticles in the alumina nanofluid 
investigated in this work is shown to possibly account for a small increase in the effective 
nanofluid thermal conductivity.  However, both the experimental data and the tri-layer 
model do not exhibit an enhancement in thermal conductivity significantly higher than 
that predicted by effective medium theory. 
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Figure D.18: Comparison of thermal conductivity data (●) obtained by Williams (2006) with the 
Maxwell-Garnett (MG) effective medium theory and the modified MG equation by Yu & Choi (2003) 
assuming a tri-layer of ordered liquid surrounding each nanoparticle.  Note error bars are due to 









The structure of an alumina nanofluid at several concentrations was probed using PFG 
NMR diffusion techniques.  A thin layer of water molecules (~3 molecules thick) was 
found to surround each nanoparticle.  The increase in the nanoparticle effective radius 
due to this water layer was determined to have a small effect on the nanofluid thermal 
conductivity.  The standard Maxwell-Garnett model was able to adequately predict the 
nanofluid thermal conductivity for the nanofluid investigated.  The exchange time 
Maxwell-Garnett 
Yu & Choi modified Maxwell-
Garnett assuming water tri-layer 
around particles 
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between bound and free water populations was also determined to be too long to increase 
the efficiency of heat transfer from nanoparticles to the bulk liquid.  The particular 
nanofluid studied here did not exhibit anomalous thermal conductivity increase, or have a 
structure that would lend itself to more efficient conduction of heat beyond the prediction 
of effective medium theory.  In order for a nanofluid to exhibit anomalous thermal 
conductivity enhancement due to the presence of the thin bound layer that has a short 
correlation time, it would have to have the following properties: 
• particles with high thermal conductivity 
• small particles having high diffusivity 
• high surface area 
• stable, and well dispersed particles 
• particles that have a high affinity for water 
• a short correlation time for bound water 
 
If such a nanofluid could be found, then methods similar to those discussed in this work 
could be used to determine if these requirements result in a system that has thermal 
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