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TWO MINIMIZATION PROBLEMS ON NON-SCATTERING
SOLUTIONS TO MASS-SUBCRTICIAL NONLINEAR
SCHRO¨DINGER EQUATION
SATOSHI MASAKI
Abstract. In this paper, we introduce two minimization problems on
non-scattering solutions to nonlinear Schro¨dinger equation. One gives us
a sharp scattering criterion, the other is concerned with minimal size of
blowup profiles. We first reformulate several previous results in terms of
these two minimizations. Then, the main result of the paper is existence
of minimizers to the both minimization problems for mass-subcritical
nonlinear Schro¨dinger equations. To consider the latter minimization,
we consider the equation in a Fourier transform of generalized Morrey
space. It turns out that the minimizer to the latter problem possesses
a compactness property, which is so-called almost periodicity modulo
symmetry.
1. Introduction
In this paper, we consider time global behavior of solutions to the follow-
ing focusing nonlinear Schro¨dinger equation
(1.1)
{
i∂tu+∆u = −|u|
2αu, (t, x) ∈ I × Rd
u(t0, x) = u0(x),
where d > 1, I ⊂ R is an interval, t0 ∈ I, and u(t, x) : I × R
d → C is an
unknown.
We introduce two minimization problems associated with time global be-
havior of solutions to (1.1). First, we briefly recall several previous results in
terms of the two problems. Then, we consider some mass-subcritical cases
α < 2/d and establish existence of minimizers to the both problems, which
is the main result.
1.1. Two minimization problems. To be more precise, let us make some
notation. Let X be a Banach space which corresponds to a state space.
Suppose that X is so that eit∆ becomes a linear bounded operator on X
and that eit∆ converges strongly to the identity on X as |t| → 0. We also
suppose that (1.1) is locally well-posed in X in the following sense: For any
given u0 ∈ X and t0 ∈ R, there exist an interval I ∋ t0 and a unique function
u(t, x) ∈ I × Rd → C such that u(t) ∈ C(I,X) and the equality
(1.2) u(t) = ei(t−t0)∆u0 + i
∫ t
t0
ei(t−s)∆(|u|2αu)(s)ds in X
holds for all t ∈ I. Moreover, continuous dependence on the data holds: If
u0,n ∈ X converges to u0 in X as n→∞ then a sequence of corresponding
solutions un(t) with data un(t0) = u0,n converges to u(t) in L
∞(J,X) as
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n → ∞ for any J ⊂⊂ I. We say that u is a maximal-lifespan solution if it
cannot be extended to any strictly larger interval. Let Imax = Imax(u) :=
(Tmin(u), Tmax(u)) be the maximal interval of a u.
We say a solution u(t) scatters in X for positive time direction (resp. neg-
ative time direction) if Tmax = +∞ (resp. Tmin = −∞) and if e
−it∆u(t) has
a strong limit in X as t→∞ (resp. t→ −∞).
First minimization problem. We now introduce the first problem. Let
ℓ : X → R>0 be a size function. Suppose that ℓ is continuous. The first
minimization is the following;
E1 = E1(α,X, ℓ)
:= inf
{
inf
t∈Imax(u)
ℓ(u(t))
∣∣∣∣ u(t) : solution to (1.1) that does notscatter for positive time direction.
}
When ℓ(·) = ‖·‖X , we simply denote E1(α,X). If a size function ℓ(·) is
invariant under complex conjugation, that is, if
(1.3) ℓ(f) = ℓ(f), ∀f ∈ X
is satisfied then it is obvious from time symmetry of (1.1) that
E1 = inf
{
inf
t∈Imax(u)
ℓ(u(t))
∣∣∣∣ u(t) : solution to (1.1) that does notscatter for negative time direction.
}
= inf
{
inf
t∈Imax(u)
ℓ(u(t))
∣∣∣∣ u(t) : solution to (1.1) that does notscatter for at least one time direction.
}
.
Notice that the validity of small data scattering result in X is expressed as
E1(α,X, ℓ) > 0. In other words, the positivity of E1 suggests that (X, ℓ)
is a suitable framework to consider time global behavior of solutions. The
value E1 gives us a sharp scattering criterion;
ℓ(u0) < E1 =⇒ u(t) scatters for positive time direction.
Further, u(t) scatters for both time direction if ℓ satisfies (1.3).
Also remark that E1(α,X) < ∞ is equivalent to existence of a nonscat-
tering solution in X.
Second minimization problem. The next problem is
E2 = E2(α,X, ℓ)
:= inf
{
lim sup
t↑Tmax(u)
ℓ(u(t))
∣∣∣∣∣ u(t) : solution to (1.1) that does notscatter for positive time direction.
}
.
As in E1, a similar infimum value for negative time direction has the same
value under the assumption (1.3). Intuitively, E2 is a minimum size of
possible “blowup profiles.”1
1 It is known that, in some cases, a solution that does not scatter for positive time
direction tends to an orbit of a static profile, a blowup profile, by a group action, say G,
as time approaches to the end of maximal time interval (e.g., a standing wave solution
u(t, x) = eitωφω(x)). If a size function ℓ is chosen so that it is invariant under the group
action G, then the size of such a solution tends to that of a corresponding profile. Of
course, another kind of behavior may take place, in general, and so it may not be a
definition of E2.
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It is obvious by definition that
0 6 E1 6 E2 6∞.
Further, if ℓ(·) is a time independent quantity, such as L2-norm of the solu-
tion, then two infimum values coincide. On the other hand, it may happen
that E1 < E2 (see Theorems 1.2 and 1.6). A good point on these mini-
mizations is that ℓ(·) needs not to be a time independent quantity. Hence,
it enables us to consider the problem under a setting that no conserved
quantity is available.
Besides E1 = ∞ implies non-existence of a nonscattering solution, E2 =
∞ gives us a weaker statement that any bounded (in the sense of a corre-
sponding size function) solution scatters. This kind of scattering result is
extensively studied in the defocusing case (see [23, 25, 36, 38, 39, 40], for
instance). Although we need some modification on E1 and E2, there is an
example of the setting that yields E1 < E2 =∞ (see Theorems 1.6 and 1.7).
In this way, we can obtain somewhat detailed information on dynamics
from a combination of these two values.
1.2. Evaluation of E1 and E2 for mass-critical and -supercritical
cases. The main interest here is to find explicit values of E1 and E2. Fur-
ther, we seek minimizers. Besides its own interest, to know a minimizer
would be a key step of finding the explicit infimum values. In some mass-
critical and -supercritical settings, a ground state solution Qα(t, x) attains
E1 and/or E2, where Qα(t, x) is given by
Qα(t, x) :=
e
itQ(x), 0 < α < 2d−2 ,
W (x) =
(
1 + |x|
2
d(d−2)
)− d−2
2
, α = 2d−2
Here, Q(x) is a positive radial solution of −∆Q+Q = Q2α+1 and W solves
−∆W =W
d+2
d−2 .
Let us now collect several settings that explicit value of E1 and E2 can be
determined. They are reformulations of previous results. Let us begin with
the mass-critical case.
Theorem 1.1 (mass-critical case). Let d > 1 and α = 2/d. Let X = L2(Rd)
and ℓ(·) = ‖·‖L2. Then, E1 = E2 = ‖Q‖L2(Rd).
This result is just a rephrase of Dodson [8] (see also [24, 27]). The next
case is energy-critical case.
Theorem 1.2 (energy-critical case). Let d > 4 and α = 2/(d − 2). Let
X = H˙1(Rd) and ℓ(·) = ‖·‖H˙1 . Then,
E1 =
√
2
d
‖W‖H˙1(Rd) , E2 = ‖W‖H˙1(Rd)
Moreover, there exists a global radial solution W−(t) such that
(1) W−(t) scatters for negative time direction and limt→−∞ ‖W−(t)‖H˙1(Rd) =
E1;
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(2) W−(t) converges to W exponentially as t→∞, that is, there exists
positive constants c and C such that
‖W−(t)−W‖H˙1(Rd) 6 Ce
−ct
for all t > 0. In particular, limt→∞ ‖W−(t)‖H˙1(Rd) = E2.
Furthermore, there is no solution u(t) which does not scatter for positive time
direction and which attains E1 at some finite time. That is, if ‖u(t0)‖H˙1 =
E1 for some t0 ∈ Imax(u) then u(t) scatters for both time directions.
The above theorem follows by summarizing several previous results [7, 10,
22, 26, 30]. We give a proof in Appendix A.
Remark 1.3. In the 3d cubic case (d = 3 and α = 1, H˙1/2-critical), charac-
terizations for E1(1,H
1(R3), ℓ) and E2(1,H
1(R3), ℓ) similar to Theorem 1.2
can be obtained from results in [1, 9, 11, 19], where ℓ(f) := ‖f‖
1/2
L2
‖∇f‖
1/2
L2
.
It would be possible to extend the result to whole inter-critical cases, i.e.,
between mass-critical and energy-critical case. However, we do not pursue
it any more.
1.3. Mass-subcritical case and weighted L2 spaces. Now, we turn to
the mass-subcritical case α < 2/d, which is the main interest of this paper.
It is well-known that global well-posedness holds in L2 or H1. These are
natural spaces in which the conserved quantities make sense. However, these
spaces are not suitable to consider time global behavior because a scaling
argument shows that E2(α,L
2) = E2(α,H
1) = 0. Then, we need some other
space X to have E1 > 0. The main purpose of the paper is to see that a
hat-Morrey space is a good candidate for this kind of analysis.
Before this, we briefly recall some previous results in weighted L2 spaces.
Weighted L2 spaces are frequently used for the analysis of the mass-subcritical
case and are spaces in which small data scattering holds. In this paper, we
consider the following two weighted spaces
FH1 := {f ∈ S ′ | Ff ∈ H1}, FH˙s := {f ∈ S ′ | Ff ∈ L
2d
d−2s ∩ H˙s},
where 0 < s < d/2 and F stands for the Fourier transform with respect to
the space variable.
To consider (1.1) in a weighted L2 space, we generalize the concept of
solution by introducing an interaction variable v(t) := e−it∆u(t). Let X =
FH1 or X = FH˙s. Notice that eit∆ (t 6= 0) is not a bounded operator on
X any more. For given u0 such that v0 = e
−it0∆u0 ∈ X, we say u(t, x) ∈
I × Rd → C is a solution to (1.1) on an interval I ∋ t0 if v(t) belongs to
C(I,X) and satisfies
v(t) = v0 + i
∫ t
t0
e−is∆[|eis∆v(s)|2α(eis∆v(s))]ds in X
for all t ∈ I. The continuous dependence is also defined as a continuity of
v0 7→ v(t) as in the previous case. It is worth mentioning that it may happen
that u(0) ∈ X but u(t) 6∈ X for all t 6= 0. In particular, this implies that a
time translation symmetry breaks down.
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Remark 1.4. Remark that if X is so that eit∆ becomes a linear bounded
operator on X and that eit∆ converges strongly to identity on X as |t| →
0, then modified notion of well-posedness coincides with the original one.
Indeed, v(t) = e−it∆u(t) ∈ C(I,X) is equivalent to u(t) ∈ C(I,X) and the
above modified integral formula is equivalent to (1.2). In this sense, this
modified formulation is a generalization.
We then modify the definition of E1 slightly; fix t0 = 0 and
E˜1(α,X, ℓ) := inf
{
ℓ(u(0))
∣∣∣∣ u(t) : solution to (1.1) that does notscatter for positive time direction.
}
.
Namely, we measure size of solutions at a specific time because time trans-
lation symmetry is broken. Similarly, the infimum E2 associated with the
weighted L2 spaces are defined in a modified form
E˜2 = inf
{
lim sup
t↑Tmax(u)
ℓ(e−it∆u(t))
∣∣∣∣∣ u(t) : solution to (1.1) that does notscatter for positive time direction.
}
.
Remark 1.5. By Remark 1.4, we can introduce E˜1 and E˜2 under the original
definition of well-posedness. In that case, we have E˜1 = E1 thanks to
the time translation symmetry. Further, if ℓ is invariant under eit∆ then
E˜2 = E2.
It is known that the weighted spaces are the spaces in which small data
scattering holds, i.e., E˜1(α,X) > 0 (see [13, 41, 34] and references therein).
Further, in [33, 34], existence of a minimizer to E˜1 is shown for suitable size
functions. However, it will turn out soon that E˜2 is not finite. It would
suggest that the weighted L2 spaces are not so good frameworks for the
second minimization.
Let us now introduce precise results in the weighted L2 framework. Let
sc := d/2− 1/α. Remark that sc < 0 if and only if α < 2/d.
Theorem 1.6 (mass-subcritical case I, [33, 34]). Let d > 1 and max(1/d, 2/(d+
2)) < α < 2/d. Let X = FH1 and
ℓ(f) = ℓFH1(f) := ‖|x|f‖
−sc
L2 ‖f‖
1+sc
L2 .
Then, 0 < E˜1 < ℓFH1(Q) < E˜2 = ∞. Further, there exists a solution uc(t)
that attains E˜1, i.e., ℓFH1(uc(0)) = E˜1.
Notice that E˜2 = ∞ implies that even a minimizer uc(t) to E˜1 satisfies
supt>0
∥∥e−it∆uc(t)∥∥FH1 = ∞. The proof of E˜2 = ∞ is immediate from
time decay property that the boundedness of ℓFH1(e
−it∆u(t)) gives. The
infiniteness of E˜2 can be understood also as a reflection of the fact that
ℓFH1(e
−it∆u(t)) is a scattering-solution-oriented value. For example, even
the ground state solution is not bounded;
sup
t∈R
ℓFH1(e
−it∆Qα(t)) =∞.
Intuitively, if u(t) does not scatter then e−it∆ gives some uncancelled “dis-
persion effect,” which penalized by the weighted L2 norm.
We have a similar result in the case X = FH˙ |sc|.
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Theorem 1.7 (mass-subcritical case II, [34]). Let d > 1 and max(1/d, 2/(d+
2)) < α < 2/d. Let X = FH˙ |sc| and ℓ(·) = ‖·‖FH˙|sc|. Then, 0 < E˜1 <
ℓ(Q) < E˜2 =∞. Further, there exists a solution uc(t) that attains E˜1, i.e.,
ℓ(uc(0)) = E˜1.
In [34], the identity E˜2 =∞ is not shown. A proof will appear elsewhere.
1.4. Mass-subcritical case and hat-Morrey space. Let us proceed to
the main issue. In this paper, we want to consider (1.1) in mass-subcritical
case with choosing a state space X and a size function ℓ so that the both
E1 and E2 becomes positive and finite. As seen in the previous section, if
we choose a weighted L2 space as a state space, then the finiteness of E2
problem is not clear. Hence, we will seek another space.
The conclusion is that a hat-Morrey space is a good candidate. The space,
introduced by Bourgain [5], is used in a refinement of a Stein-Tomas esti-
mate, a special case of Strichartz’ estimate, see [4, 35, 6, 3]. The definition
is as follows.
Definition 1.8. For j ∈ Z, we let
Dj :=
{
2−j([0, 1)d + k) =
N∏
l=1
[kl2
−j , (kl + 1)2
−j)
∣∣∣∣∣k ∈ Zd
}
be a set of dyadic cubes with size 2−j . Let D := ∪j∈ZDj . For a cube τ ∈ D,
we frequently use the notation τ = τ jk := 2
−j([0, 1)d + k) with suitable j ∈ Z
and k ∈ Zd. Let us introduce a (generalized) Morrey norm by
‖f‖Mpq,r :=
∥∥∥|τ jk | 1p− 1q ‖f‖Lq(τkj )∥∥∥ℓr
j∈Z, k∈Zd
for 1 6 q 6 p 6 r 6 ∞. If r < ∞ we assume q < p < r. A hat-Morrey
norm is also introduced by
‖f‖Mˆpq,r := ‖Ff‖Mp
′
q′,r
=
∥∥∥|τ jk | 1p′− 1q′ ‖Ff‖Lq′ (τ jk)∥∥∥ℓr
j∈Z, k∈Zd
for 1 6 p 6 q 6∞ and p′ 6 r 6∞. Again, if r <∞ we assume q′ < p′ < r.
We define function spaces Mpq,r and Mˆ
p
q,r as sets of functions in L
q
loc(R
d) and
FLq
′
loc(R
d), respectively, such that the corresponding norm is finite.
Remark 1.9. We remark that Mpq,∞ coincide with usual Morrey and so that
the Mpq,r is a generalization. If r < ∞ then M
p
p,r = Mˆ
p
p,r = {0}. If r < ∞
thenM rq,r andM
r′
q,r do not contain 1τ (x) for any τ ∈ D, where 1A(x) denotes
the characteristic function of a set A ⊂ Rd.
The hat-Morrey space is a generalization of a hat-Lebesgue space Lˆp =
Mˆpp,∞ = FLp
′
. It is known that some dispersive estimates, such as the
Strichartz’ estimates, are naturally extended to the hat-Morrey and hat-
Lebesgue spaces [4, 20, 32]. By means of these estimate, well-posedness
of nonlinear Schro¨dinger equation is established in [15, 20, 32] for d = 1.
In [14, 16, 31], well-posedness of KdV-type equations are studied in hat-
Lebesgue spaces.
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In [32], the first problem E1 for generalized KdV equation is considered
and they show that existence of a special solution which attains this value,
in a suitable sense, under an assumption on a relation between the values
of E1 for generalized KdV equation and for nonlinear Schro¨dinger equation.
As one tool for obtaining the result, well-posedness of (1.1) in a hat-Morrey
space is established for d = 1. We first generalize this well-posedness for
higher dimensions. Although our main interest is mass-subcritical case α <
2/d, one does not need this “restriction” for a well-posedness result.
Theorem 1.10. Let d > 1 and 2d ·
1
1+ 2
d(d+3)
< α < 2d ·
2
1− 2
d(d+3)
.
(1) The equation (1.1) is locally well-posed in Lˆdα.
(2) The equation (1.1) is locally well-posed in Mˆdαq,r , provided
dα < q <
(
1 +
2
d(d+ 3)
)
dα,
and
(dα)′ < r 6 ((d+ 2)α)∗,
where a∗ = min(a, 2a/(a − 2))
Let us now turn to the minimization problems. For these problems, we
assume that
(1.4)
2
d
·
1
1 + 2d(d+3)
< α <
2
d
, (dα)′ < r < ((d+ 2)α)∗
and take X = Mˆdα2,r as a state space. Notice that the first assumption
of (1.4) is necessary to take q = 2 in Theorem 1.10 (2), and the second
assumption is exclusion of the end point r = ((d+2)α)∗, which is necessary
for concentration-compactness-type arguments. We remark that Mˆdα2,r is
one of the spaces on which {eit∆}t forms a one-parameter group of linear
bijective isometries, and that eit∆ converges strongly to the identity operator
as |t| → 0.
Introduce a size function as follows:
(1.5) ℓr(f) := inf
ξ∈Rd
∥∥∥e−i(·)·ξf(·)∥∥∥
Mˆdα2,r
.
One sees that ℓr is an equivalent quasi-norm on Mˆ
dα
2,r (see Remark 3.2).
Since ℓr satisfies (1.3), the meaning of E1 and E2 can be strengthen. An
important fact is that the size of ground state is bounded in time
ℓr(e
itQ) = ℓr(Q) <∞,
which gives us a desired a priori bound on the second minimization value,
E2(α, Mˆ
dα
2,r , ℓr) 6 ℓr(Q) <∞.
Remark 1.11 (defocusing case). In this paper, we only consider focusing
equations. However, the focusing nation is only used for the above a priori
bound on E2. For the defoucsing case, if we assume E2 < ∞ then the
same results as in Theorems 1.13 and 1.15 are obtained by the same proof.
Further, if we obtain some contradiction from the conclusions in Theorems
1.13 and 1.15 then we have E2 =∞. It is needless to say that Theorem 1.10
holds without the boundedness assumption.
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Now, let us introduce the main results of this paper.
Theorem 1.12. Let d > 1 and suppose (1.4). Then, 0 < E1(α, Mˆ
dα
2,r , ℓr) <
ℓr(Q).
This theorem says two things. Firstly, E1 is positive, that is, a small data
scattering result holds in Mˆdα2,r . Secondly, E1 is strictly smaller than the size
of ground state, and so the ground state solution is not a minimizer to the
E1 problem. As for a minimizer to E1, we have the following;
Theorem 1.13. Let d > 1 and suppose (1.4). There exists a maximal-
lifespan solution uE1(t) to (1.1) such that
(1) uE1(t) does not scatter for positive time direction.
(2) uE1(t) attains E1 in such a sense that one of the following holds;
(a) ℓ(uE1(0)) = E1,
(b) uE1(t) scatters for negative time direction and
ℓr
(
lim
t→−∞
e−it∆uE1(t)
)
= E1.
Remark 1.14. In the above theorem, validity of the case (2)-(a) implies that
existence of a minimizer as in Theorems 1.6 and 1.7. On the other hand,
(2)-(b) corresponds to the situation as in the energy-critical case (Theorem
1.2). Notice that in the energy-critical case, the case (2)-(a) never happens.
We next state existence of a minimizer to E2 of which flow is totally
bounded modulo dilations, and translations in both physical and Fourier
sides.
Theorem 1.15. Let d > 1 and suppose (1.4). There exists a maximal-
lifespan solution uE2(t) to (1.1) such that
(1) uE2(t) does not scatter for both time directions.
(2) supt∈Imax(uE2 )∩{t>0}
ℓr(uE2(t)) = supt∈Imax(uE2 )∩{t60}
ℓr(uE2(t)) = E2.
(3) uE2(t) is almost periodic modulo symmetry i.e. there exist y(t), z(t) :
Imax(uE2)→ R
d, N(t) : Imax(uE2)→ 2
Z, and C(η) > 0 such that
(1.6) sup
|w|6
N(t)
C(η)
∥∥∥(eiw·(x−y(t)) − 1)uE2(t)∥∥∥
Mˆdα2,r
+
∥∥F−11|ξ−z(t)|>C(η)N(t)FuE2(t)∥∥Mˆdα2,r 6 η
for any η > 0 and for any t ∈ Imax(uE2).
Remark 1.16. The validity of (1.6) is equivalent to pre-compactness (or total
boundedness) of the set{
e−iN(t)
−1x·z(t)
N(t)1/α
uE2
(
t,
x
N(t)
+ y(t)
)∣∣∣∣∣t ∈ Imax
}
⊂ Mˆdα2,r
(see Theorem 2.19, below). y(t) and z(t) correspond to a spacial center and a
frequency center, respectively. The meaning of the smallness of the first term
in the left hand side of (1.6) is close to that of
∥∥1|x−y(t)|>C(η)/N(t)uE2(t)∥∥Mˆdα2,r .
However, the equivalence of two smallnesses is not clear.
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The ground state solution is an example that does not scatter and is al-
most periodic modulo symmetry. Namely, the ground state solution satisfies
the first and third property of Theorem 1.15. In mass-critical and energy-
critical cases, E2 coincides with the size of ground state (Theorems 1.1 and
1.2). In the proofs of these theorems, a solution with almost periodicity
modulo symmetry plays a crucial role. The main step of the proof there is
to derive a contradiction from the assumption that E2 is less than the size
of ground state via a precise analysis on almost-periodic-modulo-symmetry
solutions similar to that given in Theorem 1.15. In view of these facts, one
conjecture in our case would be E2(α, Mˆ
dα
2,r , ℓr) = ℓr(Q). This equality in-
sists that every nonscatter solution u(t) (even uE1(t) given in Theorem 1.13)
satisfies
lim sup
t↑Tmax
ℓr(u(t)) > ℓr(Q),
which seems reasonable from the view point of the soliton resolution con-
jecture. However, it is not clear even if we believe that there is no almost-
periodic-modulo-symmetry solution “smaller” than the ground states, as in
the mass-critical or energy-critical cases. One negative reason is that we
do not know whether the size function ℓr is chosen well enough to capture
such phenomena. An appropriate choice of a size function (for the above
conclusion) would be given by a variational characterization of Q, which is
not known in Mˆdα2,r .
The rest of the paper is organized as follows. In Section 2, we introduce
basic facts and several tools. In particular, Theorems 1.10 and 1.12 are
established in this section. Section 3 is devoted to the study of a compactness
result, a linear profile decomposition (Theorem 3.11). Then, we turn to the
minimization problems. We prove Theorem 1.15 in Section 4, and Theorem
1.13 in Section 5.
2. Preliminaries
2.1. Strichartz’ estimates. Strichartz’ estimate is a key tool for well-
posedness theory. The estimates is naturally extended in terms of hat-
Lebesgue spaces and hat-Morrey spaces. In one dimensional case, this kind
of generalization is established in [20].
We first introduce Strichartz’ estimate in hat-Morrey space.
Proposition 2.1. If
1
p
<
d+ 1
d+ 3
min
(
1
2
,
1
q
)
then ∥∥eit∆f∥∥
Lpt,x(R
1+d)
6 C ‖f‖
Mˆ
dp
d+2
q,p∗
,
where p∗ = min(p, 2pp−2).
The proof is similar to [3, Theorem 1.2] which corresponds to the case
p = 2(d + 2)/d. The condition of the proposition is necessary because the
proof is based on the following bilinear restriction estimate.
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Proposition 2.2 ([47]). Let Q,Q′ be cubes of sidelength 1 in Rd such that
min{|x− y| | x ∈ Q, y ∈ Q′} ∼ 1
and let f, g be functions such that fˆ and gˆ are supported in Q and Q′,
respectively. Then, for all p > 2(d+3)d+1 and all q such that
1
q
>
d+ 3
d+ 1
1
p
,
it holds that ∥∥(eit∆f)(eit∆g)∥∥
L
p/2
t,x
6 C ‖f‖Lˆq ‖g‖Lˆq
with a positive constant C independent of Q, Q′, f , and g.
Let us proceed to Strichatz’ estimates in hat-Lebesgue space. We have
an embedding between hat-Morrey and hat-Lebesgue spaces.
Proposition 2.3. We have the following embeddings.
• If 1 6 q < p < r 6∞ then Lp →֒Mpq,r.
• If 1 6 q′ < p′ < r 6∞ then Lˆp →֒ Mˆpq,r.
For the proof, see [4, 37, 3, 32]. The only one dimensional case is consid-
ered there, however the modification is obvious.
Proposition 2.4. Let d > 1 and let 1 6 p, q, r 6∞ be such that
2
p
+
d
q
=
d
r
.
Assume that a triplet (p, q, d) is either (p, q, d) = (∞,∞, 2), (p, q, d) =
(2, 2dd−2 , d) with d > 3, or satisfies
0 6
1
q
6
1
2
, 0 6
1
p
<
1
2
−
1
q
,
1
p
6
1
4
,
if d = 1;
0 <
1
q
6
1
2
, 0 6
1
p
< min
(
−
2
3q
+
1
2
,−
3
2q
+
3
4
)
if d = 2; and
0 6
1
q
6
1
2
, 0 6
1
p
6
d
d− 2
1
q
,
1
p
< −
d
3
(
1
q
−
d+ 1
2(d + 3)
)
+
d+ 1
2(d + 3)
,
1
p
< −
d+ 1
2
(
1
q
−
d+ 1
2(d + 3)
)
+
d+ 1
2(d + 3)
if d > 3. Then, it holds that
(2.1)
∥∥eit∆g∥∥
LptL
q
x(R1+d)
6 C ‖g‖Lˆr(Rd)
and that
(2.2)
∥∥∥∥∫
R
e−it
′∆F (t′)dt′
∥∥∥∥
Lˆr′(Rd)
6 C ‖F‖
Lp
′
t L
q′
x (R1+d)
for some positive constant C.
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Proof. The second estimate (2.2) follows from (2.1) by duality. So, let us
restrict our attention to the first estimate. The one dimensional case is
due to Hyakuna and Tsutsumi [20]. Let us consider the multi dimensional
case. The diagonal case p = q > 2(d+3)d+1 is an immediate consequence of
Propositions 2.1 and 2.3. The off-diagonal case follows by interpolating the
diagonal case and well-known r = 2 cases. 
As for the Strichartz estimate for the hat-Lebesgue space, one can obtain
a dual estimate (2.2). Note that a dual space of a hat-Morrey space is not
clear; only a pre-dual space is characterized (see Section 2.3).
Let us now proceed to inhomogeneous estimates. For t0 ∈ R and an
interval I ⊂ R such that I ∋ t0, let
Φ[F ](t, x) =
∫ t
t0
ei(t−t
′)∆F (t′)dt′.
The first estimate is as follows.
Corollary 2.5. If
1 6 r <
2
1− 2d(d+3)
then
‖Φ[F ]‖L∞(I,Lˆr) 6 C ‖F‖
L
(d+2)r
2r+d
t,x (I×R
d)
for any F ∈ L
(d+2)r
2r+d
t,x (I × R
d).
This follows (2.2) and the fact that eit∆ is an isometry on Lˆr. The next
one is an inhomogeneous estimate for non-admissible pairs.
Proposition 2.6 ([21, 12, 28, 49]). Let 1 6 p1, p2, q1, q2 6∞. The estimate
‖Φ[F ]‖Lp1t (I,L
q1
x )
6 C ‖F‖
L
p′2
t (I,L
q′2
x )
holds true if the following three assumptions are fulfilled:
• (acceptability) For i = 1, 2,
pi < d
(
1
2
−
1
qi
)
or (pi, qi) = (∞, 2);
• (scale condition) ∑
i=1,2
(
2
pi
+
d
qi
)
= d;
• (additional assumption) q1, q2 <∞ if d = 2, and
(2.3)
1
p1
+
1
p2
< 1,
d− 2
d
6
q1
q2
6
d
d− 2
.
if d > 3
Further restricting to the case p1 = q1 and p2 = q2, we obtain
(2.4) ‖Φ[F ]‖
L
(d+2)α
t,x (I×R
d)
6 C ‖F‖
L
(d+2)α
2α+1
t,x (I×R
d)
,
12 SATOSHI MASAKI
provided
(2.5)
2
d
·
1
1 + 1d+1
< α <
2
d
·
1
1− 11+d
.
This estimate is sufficient for our purpose. We remark that the condition
(2.5) comes from the acceptability. It is known that the condition (2.3) can
be relaxed slightly (see [12, 28, 49]). However, we do not recall it since,
under the diagonal assumption, the condition (2.3) is already weaker than
(2.5).
2.2. Well-posedness results. With the Strihcartz’ estimates, we obtain
local well-posedness. The following norm plays an important role in the
well-posedness theory.
Definition 2.7 (Scattering norm). For an interval I ⊂ R and function
u(t, x) : I × Rd → C, we define a scattering norm by
SI(u) := ‖u‖L(d+2)αt,x (I×Rd)
.
Lemma 2.8. Let d > 1 and α > 0 satisfy (2.5). Then, there exists a
constant δ = δ(d) > 0 such that if a function u0 ∈ S
′ and an interval I ⊂ R
satisfy t0 ∈ I and
SI(e
i(t−t0)∆u0) 6 δ
then there exists a unique solution u(t) : I × Rd → C to (1.1) such that
SI(u) 6 2SI(e
i(t−t0)∆u0).
Proof. By the non-admissible Strichartz’ estimate (2.4),∥∥Φ[|u|2αu]∥∥
L
(d+2)α
t,x (I×R
d)
6 C
∥∥|u|2αu∥∥
L
(d+2)α
(2α+1)
t,x (I×R
d)
= C ‖u‖2α+1
L
(d+2)α
t,x (I×R
d)
and similarly,∥∥Φ[|u1|2αu1]− Φ[|u2|2αu2]∥∥L(d+2)αt,x (I×Rd)
6 C(‖u1‖L(d+2)αt,x (I×Rd)
+ ‖u2‖L(d+2)αt,x (I×Rd)
)2α ‖u1 − u2‖L(d+2)αt,x (I×Rd)
By a standard fixed point argument, we obtain a unique solution u ∈
L
(d+2)α
t,x (I × R
d) of the equation u(t) = ei(t−t0)∆u0 + iΦ[|u|
2αu] if δ is suffi-
ciently small. 
Proof of Theorem 1.10. Let t0 = 0 for simplicity. Notice that the assump-
tion
2
d
·
1
1 + 2d(d+3)
< α <
2
d
·
1
1− 2d(d+3)
is stronger than (2.5).
Step 1. Since α > 2d ·
1
1+ 2
d(d+3)
, if u0 ∈ Lˆ
dα then
SR(e
it∆u0) 6 C ‖u0‖Lˆdα
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by Proposition 2.4. The same conclusion is deduced from Proposition 2.1
for u0 ∈ Mˆ
dα
q,r if α >
2
d ·
1
1+ 2
d(d+3)
, q < (1 + 2d(d+3) )dα, and r 6 ((d+ 2)α)
∗.
Step 2. Since eit∆u0 ∈ L
(d+2)α
t,x (R×R
d), there exists an interval I ∋ 0 such
that
SI(e
it∆u0) 6 δ,
where δ is the number given in Lemma 2.8. Then, the lemma gives a unique
solution u(t) ∈ L
(d+2)α
t,x (I × R
d).
Step 3. Let us show that u(t) possesses the desired continuity. By Corollary
2.5, the Duhamel term obeys∥∥Φ[|u|2αu]∥∥
L∞(I,Lˆdα)
6 C ‖u‖2α+1
L
(d+2)α
t,x (I×R
d)
as long as α < 2d ·
1
1− 2
d(d+3)
. Thus, u(t)− eit∆u0 = iΦ[|u|
2αu] ∈ C(I, Lˆdα).
Obviously, if u0 ∈ Lˆ
dα then the linear part satisfies eit∆u0 ∈ C(I, Lˆ
dα)
and so u(t) ∈ C(I.Lˆdα). On the other hand, if u0 ∈ Mˆ
dα
q,r then e
it∆u0 ∈
C(I, Mˆdαq,r). Since Lˆ
dα →֒ Mˆdαq,r follows from the assumptions q > dα and
r > (dα)′, we conclude that u(t) ∈ C(I, Mˆdαq,r).
Continuous dependence on the data follows by a standard argument. 
Remark 2.9. Let us make a comment on the assumption of Theorem 1.10
on α. The lower bound of α is used in the existence part. Without this
assumption, neither u0 ∈ Lˆ
dα nor u0 ∈ Mˆ
dα
q,r is sufficient to obtain a solution
u(t) ∈ L(d+2)α(I ×Rd). On the other hand, the upper bound of α is used in
the persistence-of-regularity part. Without this assumption, the obtained
solution u(t) ∈ L(d+2)α(I × Rd) does not necessarily belong to C(I, Lˆdα) or
C(I, Mˆdαq,r). Remark that one can obtain a solution under a weaker assump-
tion (2.5) (and the lower bound on α).
Remark 2.10. If u0 ∈ Lˆ
dα then the solution u(t) belongs to some off-diagonal
space-time function space Lpt (I, L
q
x(Rd)), p 6= q. Indeed, |u|2αu ∈ L
(d+2)α
2α+1
t,x (I×
R
d) implies the Duhamel term iΦ[|u|2αu] belongs to Lpt (I, L
q
x(Rd)) for suit-
able (p, q) satisfying the assumption of non-admissible Strichartz’s estimate
(Proposition 2.6). Similarly, the linear part eit∆u0 also belongs to some
Lpt (I, L
q
x(Rd)) by Proposition 2.4. Hence, the solution belongs to the in-
tersection. A off-diagonal estimate, or a mixed-norm estimate, similar to
Proposition 2.4 would be possible also for the hat-Morey space. However,
we do not pursue it in this paper.
In the rest of this section, we let X be Lˆdα or Mˆdαq,r that satisfies the
assumption of Theorem 1.10. We next characterize finite time blowup and
scattering in terms of the scattering norm of the solution. For the proof, see
[31].
Proposition 2.11 (Blowup and scattering criterion). Let u(t) be an X-
solution of (1.1) given in Theorem 1.10.
• If Tmax <∞ then S[0,T )(u)→∞ as T ↑ Tmax.
• The solution scatters for positive time direction if and only if Tmax =
+∞ and S[0,∞)(u) <∞
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A similar statements are true for negative time direction.
An immediate consequence is small data scattering,
Theorem 2.12 (small data scattering). Let u(t) be a nonzero X-solution
of (1.1) given in Theorem 1.10. If SR(e
i(t−t0)∆u0) 6 δ then u(t) scatters in
X for both time directions, where δ is the constant given in Lemma 2.8.
The first part of Theorem 1.12 is a rephrase of this theorem. One has
also a nonscattering result for solution with non-positive energy.
Theorem 2.13. Let u(t) be a nonzero X-solution of (1.1) given in The-
orem 1.10. We further assume that u0 ∈ H
1 and E[u0] :=
1
2 ‖∇u0‖L2 −
1
p+1 ‖u0‖
2α+1
L2α+1 6 0. Then, u(t) is global and does not scatter for both time
directions.
The proof is similar to [31, Theorem 1.10]. Then, the rest of Theorem 1.12
is immediate by looking at energy of cQ(x) for 0 < c 6 1 (see [32, 33, 34],
for instance).
We also use the following stability estimate. For an interval I ⊂ R, we
say a function u(t) ∈ C(I,X) is an X-solution to (1.1) on I with error
e(t) ∈ L
(d+2)α/(2α+1)
t,x (I × R
d) if u(t) satisfies
u(t) = ei(t−t0)u(t0) + iΦ[|u|
2αu](t)− iΦ[e](t) in X
for any t, t0 ∈ I. Namely, i∂tu+∆u = −|u|
2αu+ e (at least formally).
Proposition 2.14 (Long time stability). Let t0 ∈ R and I ⊂ R be a interval
containing t0. Let e(t), e˜(t) ∈ L
(d+2)α/(2α+1)
t,x (I×R
d). Let u˜ ∈ C(I,X) be an
X-solution to (1.1) with error e˜(t). Assume that u˜ satisfies
SI(u˜) 6M,
for some M > 0. Then there exists ε1 = ε1(M) such that if u(t0), u˜(t0) ∈ X,
e(t), and e˜(t) satisfy
SI
(
ei(t−t0)∆(u(t0)− u˜(t0))
)
+ ‖e‖
L
(d+2)α
2α+1
t,x (I×R
d)
+ ‖e˜‖
L
(d+2)α
2α+1
t,x (I×R
d)
6 ε
for some 0 < ε < ε1, then there exists an X-solution u ∈ C(I,X) to (1.1)
on the same I with error e(t). Further, the following estimates are valid.
SI(u− u˜) 6 Cε,∥∥|u|2αu− |u˜|2αu˜∥∥
L
(d+2)α
2α+1
t,x (I×R
d)
6 Cε,
‖u− u˜‖L∞(I,X) 6 ‖u(t0)− u˜(t0)‖X + Cε.
The proof is standard. For instance, see [32, 33].
2.3. Functional analysis. In this section, we introduce two functional
analysis results on Morrey spaces.
We first give a pre-dual of Morrey spaceMpq,r. This allows us to consider a
weak-∗ convergence in Morrey and hat-Morrey spaces. In particular, thanks
to the Banach-Alaoglu theorem, a closed unit ball of Mpq,r is compact with
respect to weak-∗ topology. We use an argument similar to [17].
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Definition 2.15. Let 1 6 q 6 p 6∞. We say a function g is a (p′, q′)-block
with respect to a dyadic cube Q ∈ D if supp g ⊂ Q and
‖g‖Lq′ (Rd) = ‖g‖Lq′ (Q) 6 |Q|
1
q′
− 1
p′ .
A function g is simply called a (p′, q′)-block if there exists a dyadic cube Q0
such that g becomes a (p′, q′)-block with respect to Q0.
Definition 2.16. Let 1 6 q 6 p 6 r 6 ∞. The block space Np
′
q′,r′ is the set
of all measurable functions g for which there exists a decomposition
g(x) =
∑
j∈Z1+d
λjAj(x),
where Aj is a (p
′, q′)-block with respect to τ j1j′ = 2
−j1([0, 1)d + j′) (j =
(j1, j
′) ∈ Z×Zd), λj ∈ ℓ
r′
j (Z
1+d), and the convergence takes place for almost
all x ∈ Rd. The norm of g is given by
‖g‖
Np
′
q′,r′
= inf ‖λj‖ℓr′
j
(Z1+d) ,
where {λj} runs over all admissible expressions above.
Theorem 2.17. Let 1 6 q 6 p 6 r 6 ∞ be such that Mpq,r is defined and
let p > 1. The generalized Morrey space Mpq,r is the dual of the block space
Np
′
q′,r′ in the following sense.
(1) Let f ∈ Mpq,r. Then, for any g ∈ N
p′
q′,r′, we have f · g ∈ L
1(Rd) and
the mapping
Np
′
q′,r′ ∋ g 7→
∫
Rd
f(x)g(x)dx ∈ C
defines a continuous linear functional Lf on N
p′
q′,r′.
(2) Conversely, any continuous linear functional L on Np
′
q′,r′ can be real-
ized as L = Lf |N
p′
q′,r′ with a certain f ∈M
p
q,r. If f1, f2 ∈M
p
q,r define
the same functional then f1 = f2 almost everywhere.
Furthermore, we have ‖Lf‖Mpq,r→C = ‖f‖Np′
q′,r′
.
Remark 2.18. By the above theorem, the dual of Mˆpq,r is given by Nˆ
p′
q′,r′ =
{f ∈ S ′ | Ff ∈ Npq,r′} with (f, g)Mˆpq,r ,Nˆp
′
q′,r′
=
∫
Rd
Ff(ξ)Fg(ξ)dξ, for 1 6 q′ 6
p′ 6 r 6∞ such that Mˆpq,r is defined and p <∞.
Proof. We first prove the first assertion. For given g ∈ Np
′
q′,r′ and ε > 0,
there exists a decomposition
g(x) =
∑
j∈Z,k∈Zd
λjkg
j
k(x),
where each gjk is a (p
′, q′)-block with respect to τ jk and∥∥∥λjk∥∥∥
ℓr
′
j,k(Z
1+d)
6 (1 + ε) ‖g‖
Np
′
q′,r′
.
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Then, twice use of Ho¨lder’s inequality yields
‖fg‖L1(Rd) 6
∑
j∈Z, k∈Zd
|λjk|
∫
τ jk
|f(x)gjk(x)|dx
6
∑
j∈Z, k∈Zd
|λjk| ‖f‖Lq(τ jk)
∥∥∥gjk∥∥∥
Lq′
6
∑
j∈Z, k∈Zd
|λjk|
(
|τ jk |
1
p
− 1
q ‖f‖
Lq(τ jk)
)
6 ‖f‖Mpq,r
∥∥∥λjk∥∥∥
ℓr
′
j,k(Z
1+d)
6 (1 + ε) ‖f‖Mpq,r ‖g‖Np
′
q′,r′
.
Let us proceed to the second assertion. Let L be a bounded linear func-
tional on Np
′
q′,r′ . For each j ∈ Z and k ∈ Z
d, the mapping
Lp
′
(Rd) ∋ g 7→ Ljk(g) ≡ L(g1τ jk
) ∈ C
is a bounded linear functional. Since p′ ∈ [1,∞), we see that Ljk is realized
by an Lploc(R
d)-function f jk with supp f
j
k ⊂ τ
j
k . Since L
j1
k1
(g) = Lj2k2(g) holds
by definition for all g ∈ Lp
′
(Rd) with supp g ⊂ τ j1k1 ∩ τ
j2
k2
, one sees that there
is a function f ∈ Lploc(R
d) such that f jk(x) = f1τ jk
(x) for all j ∈ Z and
k ∈ Zd. Then,
Ljk(g) =
∫
τ jk
g(x)f(x)dx
for all g ∈ Lp
′
loc(R
d), j ∈ Z, and k ∈ Zd. We now show that f ∈ Mpq,r. We
define
gjk(x) =
 |τ
j
k |
1
p
− 1
q ‖f‖1−q
Lq(τ jk)
|f(x)|q−11
τ jk
(x), ‖f‖
Lq(τ jk)
> 0
0 otherwise.
Remark that q < ∞ by the definition of Mpq,r. Then, g
j
k is a (p
′, q′)-block
with respect to τ jk since
∥∥∥gjk∥∥∥
Lq′
= |τ jk |
1
p
− 1
q . Fix a finite set K ⊂ Z1+d. Take
an arbitrary nonnegative sequence {ρjk}j,k ∈ ℓ
r′(Z1+d) supported on K and
set
(2.6) gK =
∑
(j,k)∈K
ρjkg
j
k ∈ N
p′
q′,r′ .
We have ∑
(j,k)∈K
ρjk|τ
j
k |
1
p
− 1
q ‖f‖
Lq(τ jk)
=
∫
Rd
|f(x)|gK(x)dx = L(h),
where h = gK(x)sgn(f(x)). Further, by the decomposition (2.6),
|L(h)| 6 ‖L‖
Np
′
q′,r′
→C
‖h‖
Np
′
q′,r′
6 ‖L‖
Np
′
q′,r′
→C
∥∥∥ρjk∥∥∥
ℓr
′
j,k(Z
1+d)
.
Since r > 1 and since K and {ρjk} are arbitrary, we conclude that
‖f‖Mpq,r 6 ‖L‖Np′
q′,r′
→C
.
TWO MINIMIZATION PROBLEMS FOR MASS-SUBCRITICAL NLS 17
Furthermore, L = Lf |N
p′
q′,r′ holds. The uniqueness follows by a standard
argument. 
We next characterize total boundedness of a bounded set K ⊂Mpq,r.
Theorem 2.19. Let 1 6 q < p < r <∞. A bounded set K ⊂Mpq,r is totally
bounded if and only if for any η > 0 there exists C(η) > 0 such that
(2.7)
∥∥f1{|x|>C(η)}∥∥Mpq,r + sup|z|61/C(η) ‖(T (z)− 1)f‖Mpq,r 6 η
for any f ∈ K, where T (a) is a translation (T (a)f)(x) = f(x− a), a ∈ Rd.
Remark 2.20. This kind of characterization for Lp space for 1 6 p < ∞
is due to Kolmogorov, Tamarkin, Tulajkov, and Riesz [29, 43, 46, 48] (see
also [18]). Further, when p = 2, a characterization in terms of Fourier
transformation is given by Pego [42].
The proof relies on the following lemma.
Lemma 2.21 ([18]). Let X be a metric space. Assume that, for every ε,
there exist some δ, a metric space W , and a mapping P : X → W so that
P (X) is totally bounded, and if x, y ∈ X are such that dW (P (x), P (y)) < δ
then dX(x, y) < ε. Then X is totally bounded.
Proof of Theorem 2.19. Let us first prove if a bounded setK ⊂Mpq,r satisfies
(2.7) then K is totally bounded.
Given ε > 0, take C(ε) > 0 so that (2.7) holds. Let j0 ∈ Z be the
maximum number that satisfies 2−j0 > C(ε). Define D0 := [−2
−j0 , 2−j0)d ⊂
R
d. Remark that D0 ⊃ {|x| 6 C(ε)}. Let j1 = j1(ε) > j0 be an integer to
be chosen later. Recall the notation τ jk := 2
−j([0, 1)d + k) ∈ Dj with j ∈ Z
and k ∈ Zd. Let K0 = Z
d ∩ [−2j1−j0 , 2j1−j0)d so that D0 =
⋃
k∈K0
τ j1k . We
define a projection operator P = P(ε) : Mpq,r →M
p
q,r as
Pf(x) :=

1
|τ j1k |
∫
τ
j1
k
f(y)dy, x ∈ τ j1k , ∃k ∈ K0,
0, otherwise.
Remark that suppPf ⊂ D0. P is a bounded operator. Indeed, by the
embedding Lp →֒Mpq,r for q < p < r, suppPf ⊂ D0, and triangle inequality,
we have
‖Pf‖Mpq,r 6 C ‖Pf‖Lp(D0) 6 C
∑
k∈K0
∥∥∥∥∥ 1|τ j1k |
∫
τ
j1
k
fdy
∥∥∥∥∥
Lp(τ
j1
k )
6 C
∑
k∈K0
|τ j1k |
1
p
− 1
q ‖f‖
Lq(τ
j1
k )
6 C2d(j1−j0)(1−
1
r
) ‖f‖Mpq,r .
By the assumption (2.7),
(2.8)
‖f − Pf‖Mpq,r 6
∥∥f1Dc0∥∥Mpq,r + ‖f1D0 − Pf‖Mpq,r 6 ε+ ‖f1D0 − Pf‖Mpq,r
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for any f ∈ K. We estimate ‖f1D0 − Pf‖Mpq,r . Remark that
‖f1D0 − Pf‖
r
Mpq,r
=
∑
j∈Z
∑
k∈Zd
|τ jk |
(
1
p
− 1
q
)
r
‖f1D0 − Pf‖
r
Lq(τ jk)
.
We first consider the case j 6 j0. In this case, τ
j
k ∩D0 6= ∅ if and only if
k ∈ {−1, 0}d ⊂ Zd. Further, for k ∈ {−1, 0}d, τ jk ∩D0 = τ
j0
k . Therefore,
(2.9)
∑
j6j0
∑
k∈Zd
|τ jk |
(
1
p
− 1
q
)
r
‖f1D0 − Pf‖
r
Lq(τ jk)
=
∑
j6j0
∑
k∈{−1,0}d
|τ jk |
(
1
p
− 1
q
)
r
‖f −Pf‖r
Lq(τ
j0
k )
=
∑
j6j0
2
−d(j−j0)
(
1
p
− 1
q
)
r ∑
k∈{−1,0}d
|τ j0k |
(
1
p
− 1
q
)
r
‖f − Pf‖r
Lq(τ
j0
k )
6 Cp,q,r,d
∑
k∈{−1,0}d
|τ j0k |
(
1
p
− 1
q
)
r
‖f − Pf‖r
Lq(τ
j0
k )
since q < p. We next consider the case j0 6 j 6 j1. If j > j0 then, for each
τ jk ∈ Dj , either τ
j
k ⊂ τ
j0
l ⊂ D0 for some l ∈ {−1, 0}
d or τ jk ∩D0 = ∅ holds.
Further, τ jk ⊂ τ
j0
l if and only if k ∈ [−2
j−j0 , 2j−j0)d. We have∑
j06j6j1
∑
k∈Zd
|τ jk |
(
1
p
− 1
q
)
r
‖f1D0 − Pf‖
r
Lq(τ jk)
=
∑
j06j6j1
∑
k∈[−2j−j0 ,2j−j0 )d
|τ jk |
(
1
p
− 1
q
)
r
‖f − Pf‖r
Lq(τ jk)
.
For each τ jk ∈ Dj in the summand of the right hand side, Ho¨lder’s inequality
yields
‖f − Pf‖q
Lq(τ jk)
=
∑
m∈Zd, τ
j1
m ⊂τ
j
k
∫
τ
j1
m
∣∣∣∣∣ 1|τ j1m |
∫
τ
j1
m
(f(x)− f(y))dy
∣∣∣∣∣
q
dx
6
∑
m∈Zd, τ
j1
m ⊂τ
j
k
1
|τ j1m |
∫
τ
j1
m
∫
τ
j1
m
|f(x)− f(y)|qdydx.
We introduce the change of variable y = x−z. Since it holds for any m ∈ Zd
that |x− y| 6 Cd2
−j1 as long as x, y ∈ τ j1m , one has
‖f − Pf‖q
Lq(τ jk)
6
∑
m∈Zd, τ
j1
m ⊂τ
j
k
1
|τ j1m |
∫
|z|6C2−j1
(∫
τ
j1
m
|f(x)− T (z)f(x)|qdx
)
dz
= 2j1d
∫
|z|6C2−j1
‖(T (z)− 1)f‖q
Lq(τ jk)
dz
6 C2j1d
q
r
(∫
|z|6C2−j1
‖(T (z)− 1)f‖r
Lq(τ jk)
dz
) q
r
,
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where we have used Ho¨lder’s inequality in z to obtain the last line. Hence,
combining above estimates, we reach to
(2.10)∑
j06j6j1
∑
k∈Zd
|τ jk |
(
1
p
− 1
q
)
r
‖f1D0 − Pf‖
r
Lq(τ jk)
6 Cq,r,d
∑
j06j6j1
∑
k∈Zd
|τ jk |
(
1
p
− 1
q
)
r
2j1d
∫
|z|6C2−j1
‖(T (z)− 1)f‖r
Lq(τ jk)
dz
= Cq,r,d2
j1d
∫
|z|6C2−j1
 ∑
j06j6j1
∑
k∈Zd
|τ jk |
(
1
p
− 1
q
)
r
‖(T (z)− 1)f‖r
Lq(τ jk)
 dz.
We finally consider j > j1. As in the previous case,∑
j>j1
∑
k∈Zd
|τ jk |
(
1
p
− 1
q
)
r
‖f1D0 − Pf‖
r
Lq(τ jk)
=
∑
j>j1
∑
k∈[−2j−j0 ,2j−j0 )d
|τ jk |
(
1
p
− 1
q
)
r
‖f − Pf‖r
Lq(τ jk)
.
For each τ jk ∈ Dj in the summand of the right hand side, τ
j
k ⊂ τ
j1
l for some
l ∈ K0. Denoting l = l(k) ∈ K0 be a (unique) vector such that τ
j
k ⊂ τ
j1
l , we
have
‖f − Pf‖q
Lq(τ jk)
6
1
|τ j1l(k)|
∫
τ jk
(∫
τ
j1
l(k)
|f(x)− f(y)|qdy
)
dx
as in the previous case. Now, we again introduce change of variable y = x−z.
In this case, since x ∈ τ jk and y ∈ τ
j1
l(k)
, we have |z| 6 Cd(2
−j + 2−j1) 6
Cd2
−j1 . The rest of the estimate is similar to the previous case. We obtain
(2.11)∑
j>j1
∑
k∈Zd
|τ jk |
(
1
p
− 1
q
)
r
‖f1D0 −Pf‖
r
Lq(τ jk)
6 Cq,r,d2
j1d
∫
|z|6C2−j1
∑
j>j1
∑
k∈Zd
|τ jk |
(
1
p
− 1
q
)
r
‖(T (z)− 1)f‖r
Lq(τ jk)
 dz.
By (2.9), (2.10), and (2.11), we have
‖f1D0 − Pf‖
r
Mpq,r
6 Cp,q,r,d2
j1d
∫
|z|6Cd2
−j1
‖(T (z) − 1)f‖rMpq,r dz
6 Cp,q,r,d
(
sup
|z|6Cd2
−j1
‖(T (z)− 1)f‖Mpq,r
)r
.
Now, we choose j1 so that Cd2
−j1 6 1/C(ε(Cp,q,r,d)
−1/r), where C(·) is the
function in the assumption (2.7). Then, plugging the above estimate to (2.8)
and using the assumption (2.7), we conclude that ‖f − Pf‖Mpq,r 6 2ε for any
f ∈ K and so that ‖f − g‖Mpq,r 6 4ε+‖Pf − Pg‖Mpq,r for any f, g ∈ K. This
shows that if ‖Pf − Pg‖Mpq,r 6 ε then ‖f − g‖Mpq,r 6 5ε. Since P is bounded
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and since images of P is finite dimensional, PK is totally bounded. Thus,
we conclude from Lemma 2.21 that K is totally bounded.
Conversely, assume that a bounded set K is totally bounded and prove
(2.7). By a standard argument, it suffices to show that each f ∈ K ⊂Mpq,r
satisfies ∥∥f1{|x|>R}∥∥Mpq,r + sup|z|61/R ‖(T (z) − 1)f‖Mpq,r → 0
as R→∞. Fix f ∈ K. Since r <∞, for any ε > 0, there exists a finite set
Ω ∈ Z× Zd such that
sup
|z|61
 ∑
(j,k)∈Z1+d\Ω
|τ jk |
( 1
p
− 1
q
)r ‖T (z)f‖r
Lq(τ jk)
1/r 6 ε.
Hence, the proof is reduced to showing that∥∥f1{|x|>R}∥∥Lq(τ) + sup
|z|61/R
‖(T (z) − 1)f‖Lq(τ) → 0
as R→∞ for each dyadic cube τ and f ∈ Lqloc. This is obvious. 
3. Compactness tool
In this section, we treat a compactness result, a linear profile decompo-
sition. We first collect notations and elementary facts in Section 3.1 and
Section 3.2. The main result of this section is Theorem 3.11 in Section 3.3.
Throughout this section, we suppose d > 1 and (1.4).
3.1. Deformations. We introduce a dilation
(D(h)f)(x) = h
1
α f(hx), h ∈ 2Z,
translation in physical space
(T (a)f)(x) = f(x− a), a ∈ Rd,
translation in Fourier space
(P (b)f)(x) = e−ix·bf(x), b ∈ Rd,
and Schro¨dinger group U(s) = eis∆, s ∈ R. Each of them forms a group and
inverses of them are summarized as follows:
D(h)−1 = D(h−1), T (a)−1 = T (−a), P (b)−1 = P (−b), U(s)−1 = U(−s).
It is easy to see that T (a) and U(s) are isometric bijection on Mˆdα2,r since
they are just multiplication by e−ia·ξ and e−is|ξ|
2
respectively in the Fourier
side. Similarly, D(h) is also an isometric bijection on Mˆdα2,r as long as h is a
dyadic number. For P (b), we have the following.
Lemma 3.1. It holds that
2−d ‖f‖Mˆdα2,r
6 ‖P (b)f‖Mˆdα2,r
6 2d ‖f‖Mˆdα2,r
for any b ∈ Rd and f ∈ Mˆdα2,r .
For the proof, see [32, Lemma 2.3].
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Remark 3.2. Let ℓr : Mˆ
dα
2,r → R be as in (1.5). As an immediate consequence
of Lemma 3.1, we see that ℓr(·) is a quasi norm of Mˆdα2,r which is equivalent
to ‖·‖Mˆdα2,r
.
Next we collect commutation of the above operators:
D(h)T (a) = T (h−1a)D(h), D(h)P (b) = P (hb)D(h),
D(h)U(t) = U(h−2t)D(h), T (a)P (b) = eia·bP (b)T (a),
T (a)U(s) = U(s)T (a),
and
U(s)P (b) = e−is|b|
2
P (b)U(s)T (−2sb).
The last one is nothing but a Galilean transform.
Definition 3.3. We call a bounded operator on Mˆdα2,r of the form
(3.1) G = eiθD(h)P (b)U(s)T (a), (θ, h, s, a, b) ∈ R× 2Z × R× Rd × Rd
as a deformation of Mˆdα2,r . We define G ⊂ L(Mˆ
dα
2,r) as a set of all defor-
mations. G forms a group with functional composition as a multiplication.
Id ∈ G is the identity element.
It follows from Lemma 3.1 and the above commutation that
2−d ‖f‖Mˆdα2,r
6 ‖Gf‖Mˆdα2,r
6 2d ‖f‖Mˆdα2,r
and
ℓr(Gf) = ℓr(f)
for any G ∈ G and f ∈ Mˆdα2,r .
Remark 3.4 (Normal representation). By the commutation relations above,
we can freely change the order of four operators D, P , U , and T in the
representation (3.1) by a suitable change of parameters. We refer the rep-
resentation as in (3.1) to as a normal representation of G ∈ G.
3.2. Orthogonality of families of deformations. We next introduce sev-
eral notions on families of deformations.
Definition 3.5 (a vanishing family). We say a family of deformations
{Gn}n ⊂ G is vanishing if, in the normal representation
Gn = e
iθnD(hn)P (bn)U(sn)T (an),
it holds that
| log hn|+ |bn|+ |sn|+ |an| → ∞
as n→∞.
Lemma 3.6. A family {Gn}n ⊂ G is vanishing if and only if {G
−1
n }n is
vanishing.
Proof. If we denote Gn = e
iθnD(hn)P (bn)U(sn)T (an) then
G−1n = e
i(−θn+an·bn+sn|bn|2)D(h−1n )P (−hnbn)U
(
−
sn
h2n
)
T
(
−
an + 2snbn
hn
)
.
It is obvious that if Gn is not vanishing then G
−1
n is not vanishing. The other
direction follows from the same argument by the relation (G−1n )
−1 = Gn. 
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Lemma 3.7. If a family {Gn}n ⊂ G is not vanishing then there exist a
subsequence nk of n and G ∈ G such that Gnk → G strongly in L(Mˆ
dα
2,r) as
k →∞, i.e., for any φ ∈ Mˆdα2,r , Gnkφ→ Gφ (strongly) in Mˆ
dα
2,r as k →∞.
Proof. We denote Gn = e
iθnD(hn)P (bn)U(sn)T (an). Since Gn is not vanish-
ing, there exists a subsequence nk such that (e
iθnk , hnk , bnk , snk , ank) con-
verges to (eiθ, h, b, s, a) ∈ {z ∈ C | |z| = 1} × 2Z × Rd × R × Rd as k → ∞.
The conclusion is obvious by taking G := eiθD(h)P (b)U(s)T (a). 
Proposition 3.8. For a family {Gn}n ⊂ G of deformations, the following
three statements are equivalent:
(1) {Gn}n is vanishing;
(2) For any φ ∈ Mˆdα2,r , Gnφ ⇀ 0 weakly-∗ in Mˆ
dα
2,r as n→∞;
(3) For any subsequence nk of n there exist a sequence {uk}k ⊂ Mˆ
dα
2,r
and subsequence kl of k such that ukl ⇀ 0 and G
−1
nkl
ukl ⇀ φ 6= 0
weakly-∗ in Mˆdα2,r as l→∞.
Proof. “(2)⇒(3)” is obvious by taking uk = Gnkφ for some φ 6= 0. “(3)⇒(1)”
is also immediate because the contraposition is Lemma 3.7.
Let us prove “(1)⇒(2)”. By density argument, it suffices to show that
(FGnφ,Fψ) → 0 as n → ∞ for any φ,ψ ∈ F(C
∞
0 ) ⊂ S. If | log hn| → ∞
then we use Ho¨lder’s inequality to obtain |(FGnφ,Fψ)| 6 ‖FGnφ‖Lr′ ‖Fψ‖Lr =
Cφ,ψ(hn)
1
α
− d
r . We obtain the result by taking r > dα if hn → 0 and r < dα
if hn → ∞. Let us next suppose that | log hn| is bounded and |bn| → ∞ as
n→∞. In this case, we have (FGnφ,Fψ) = 0 for large n because Fφ and
Fψ have compact support and because | log hn| is bounded. Let us suppose
that | log hn| + |bn| is bounded and |sn| → ∞ as n → ∞. In this case, the
result follows from
|(FGnφ,Fψ)| = |(Gnφ,ψ)| 6 C ‖U(sn)φ‖L∞ ‖ψ‖L1 6 C|sn|
− d
2 ‖φ‖L1 ‖ψ‖L1 ,
where the constant C depends on the bound of | log hn|. Finally, let us
consider the case where | log hn| + |bn| + |sn| is bounded and |an| → ∞ as
n→∞. Thanks to the boundedness of | log hn|+ |bn|+ |sn|, the proof boils
down to showing that (T (an)φ,ψ)→ 0 as n→∞, which is obvious. 
Let us now introduce a notion of orthogonality of two families of defor-
mations.
Definition 3.9 (Orthogonality). Let {Gn}n, {G˜n}n ⊂ G be two families of
deformations. We say {Gn}n and {G˜n}n are orthogonal if {G
−1
n G˜n}n is
vanishing.
Proposition 3.10. We introduce the following relation ∽ for families of
deformations: For {Gn}n, {G˜n}n ⊂ G, {Gn}n ∽ {G˜n}n is true if {Gn}n and
{G˜n}n are not orthogonal. Then, ∽ defines an equivalent relation.
Proof. The reflexivity of ∽ follows from the fact that sequence of the identity
{Gn = Id}n is not vanishing. The symmetry of ∽ follows from Lemma 3.6.
The transitivity of ∽ is a consequence of Lemma 3.7. Indeed, if {G1n}n ∽
{G2n}n and {G
2
n}n ∽ {G
3
n}n then there exists a subsequence nk such that
(G1nk)
−1G2nk → G ∈ G, (G
2
nk
)−1G3nk → G˜ ∈ G
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strongly in L(Mˆdα2,r) as k →∞, in light of Lemma 3.7. For the same subse-
quence nk, we have
(G1nk)
−1G3nk = [(G
1
nk
)−1G2nk ][(G
2
nk
)−1G3nk ]→ GG˜ ∈ G
strongly in L(Mˆdα2,r) as k →∞. This implies that the sequence {(G
1
n)
−1G3n}n
does not satisfy the third assertion of Proposition 3.8. 
We conclude this section with an explicit representation of orthogonality.
Let {Gjn = eiθ
j
nD(hjn)P (b
j
n)U(s
j
n)T (a
j
n)}n ⊂ G (j = 1, 2) be families of de-
formations in the normal representation. {G1n}n and {G
2
n}n are orthogonal
if and only if
(3.2)
∣∣∣∣log h1nh2n
∣∣∣∣+ ∣∣∣∣b1n − h2nh1n b2n
∣∣∣∣+
∣∣∣∣∣s1n −
(
h1n
h2n
)2
s2n
∣∣∣∣∣
+
∣∣∣∣∣a1n − h1nh2n a2n + 2
(
h1n
h2n
)2
s2n
(
b1n −
h2n
h1n
b2n
)∣∣∣∣∣→∞
as n→∞. This is immediate from the identity
(G2n)
−1G1n = e
iθnD
(
h1n
h2n
)
P
(
b1n −
h2n
h1n
b2n
)
U
(
s1n −
(
h1n
h2n
)2
s2n
)
T
(
a1n −
h1n
h2n
a2n + 2
(
h1n
h2n
)2
s2n
(
b1n −
h2n
h1n
b2n
))
with suitable θn ∈ R.
3.3. Linear profile decomposition.
Theorem 3.11 (Linear profile decomposition). Let 2
d+ 2
d+3
< α < 2/d
and (dα)′ < r < ((d + 2)α)∗. For any bounded sequence {un}n ⊂ Mˆ
dα
2,r ,
there exist φj ∈ Mˆdα2,r , R
j
n ∈ Mˆdα2,r and pairwise orthogonal families of de-
formations {Gjn}n ⊂ G (j = 1, 2, . . . ) parametrized as in (3.1) by {Γ
j
n =
(0, hjn, ξ
j
n, s
j
n, y
j
n)}n such that, extracting a subsequence in n,
(3.3) un =
l∑
j=1
Gjnφ
j +Rln
for all n, l > 1. Moreover, {Rjn}n,j satisfies
(3.4) (Gkn)
−1Rjn ⇀
{
φk j < k,
0 j > k
weakly-∗ in Mˆdα2,r as n → ∞ for all j > 0 and k > 1, with a convention
R0n = un, and
(3.5) lim sup
n→∞
∥∥∥eit∆Rln∥∥∥
L
(d+2)α
t,x (R
1+d)
→ 0
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as l→∞. Furthermore, a decoupling inequality
(3.6) lim sup
n→∞
ℓr(un) >
 J∑
j=1
ℓr(φ
j)r
1/r + lim sup
n→∞
ℓr(R
J
n)
holds for all J > 1.
The proof is done by modifying the argument in the L2 case [3, 6]. The
modification to the Mˆdα2,r-framework is essentially the same as for the Airy
equation, see [32]. For self-containedness, we give a proof in Appendix B.
4. Proof of Theorem 1.15
We first introduce a function L(E) for E > 0 by
L(E) = sup
SI(u)
∣∣∣∣∣∣
u(t) : I × Rd → C : sol. to (1.1),
sup
t∈I
ℓr(u(t)) 6 E
 ∈ [0,∞].
Remark that, in the above definition, u(t) is not always a maximal-lifespan
solution. Small data scattering implies that L(E) 6 CE for E 6 δ. Further,
since Qα(t, x) is a nonscattering solution, L(ℓr(Q)) = ∞. By the long time
stability, we see that L(E) is continuous. Combining these facts, one sees
that there exists a critical value
Ec = Ec(α, Mˆ
dα
2,r , ℓr) := sup{E | L(E) <∞}
= min{E | L(E) =∞} ∈ [δ, ℓr(Q)].
By definition, one has
(4.1) Ec 6 E2.
Indeed, by definition of E2, for any ε > 0, there exists a solution v(t) with
maximal interval I that does not scatter for positive time direction and
lim sup
t↑sup I
ℓr(v(t)) 6 E2 + ε.
Then, one can choose t0 ∈ I so that
sup
t∈[t0,sup I)
ℓr(v(t)) 6 E2 + 2ε.
On the other hand, since v(t) does not scatter for positive time direction,
L(supt∈[t0,sup I) ℓr(v(t))) =∞, proving
Ec 6 sup
t∈[t0,sup I)
ℓr(v(t))
and so Ec 6 E2 + 2ε. Since ε > 0 is arbitrary, we obtain (4.1).
Our task is now to show
Theorem 4.1. Let d > 1 and suppose (1.4). There exists a solution v(t) to
(1.1) with maximal existence interval such that
(1) v(t) does not scatter for both time directions.
(2) sup
Imax(v)∩{t>0}
ℓr(v(t)) = sup
Imax(v)∩{t60}
ℓr(v(t)) = Ec(α, Mˆ
dα
2,r , ℓr).
(3) v(t) is almost periodic modulo symmetry as in (1.6).
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As an immediate consequence of this theorem, we obtain E2 = Ec. Indeed,
once we obtain a solution v(t) with the first two properties of the above
theorem, it follows that
E2 6 lim sup
t↑sup Imax(v)
ℓr(v(t)) 6 sup
Imax(v)∩{t>0}
ℓr(v(t)) = Ec.
By means of (4.1), we obtain the desired result.
4.1. The key convergence result. For u : I × Rd → C and τ ∈ I, we
denote S>τ (u) := SI∩{t>τ}(u), S6τ (u) := SI∩{t6τ}(u).
Proposition 4.2. Let un : In ×R
d → C be a sequence of solutions to (1.1)
such that
(4.2) lim sup
n→∞
sup
t∈In
ℓr(un(t)) = Ec,
and let tn ∈ In be a sequence of times such that
(4.3) lim
n→∞
S>tn(un) = limn→∞
S6tn(un) =∞.
Then, there exist a sequence of deformations Gn = {D(hn)P (bn)T (an)}n
and a subsequence of n such that (Gn)
−1un(tn) converges strongly in Mˆ
dα
2,r
to a function φ ∈ Mˆdα2,r along the subsequence. Further, a solution Φ(t) of
(1.1) with Φ(0) = φ satisfies the first two properties in Theorem 4.1.
In the rest of this section, we prove this proposition. Our argument is in
the same spirit as in [26]. By the time translation symmetry of (1.1), we may
let tn = 0. We apply profile decomposition lemma to yield a decomposition
un(0) =
J∑
j=1
Gjnφ
j + wJn
up to subsequence, where Gjn is parameterized as in (3.1) with θ
j
n ≡ 0.
Refining the subsequence and changing notations, we may assume that
for each j, the sequence {sjn} converges to some sj ∈ {0,±∞}. Further, if
sj = 0 then we may let sjn ≡ 0. Let Φj : Ij ×RN → C be a nonlinear profile
associated with (φj , {sjn}n), i.e.,
• If sj = 0 then Φj(t) is a solution to (1.1) with Φj(0) = φj.
• If sj = ∞ (resp. sj = −∞) then Φj(t) is a solution to (1.1) that
scatters to φj for positive time direction (resp. negative time direc-
tion).
Define
vjn(t) := e
−i(hjn)
2|bjn|
2tD(hjn)P (b
j
n)T (a
j
n − 2b
j
n(h
j
n)
2t)Φj((hjn)
2t+ sjn)
and
u˜Jn(t) :=
J∑
j=1
vjn(t) + U(t)w
J
n .
Remark that vjn solves (1.1) and v
j
n(0) = D(h
j
n)P (b
j
n)T (a
j
n)Φj(s
j
n).
Lemma 4.3. There exists j such that Φj(t) does not scatter for positive
time direction.
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Proof of Lemma 4.3. Assume for contradiction that Φj scatters for positive
time direction for all j. We apply long time stability with u˜(t) = u˜Jn(t) for
large J and n > N(J).
We first demonstrate that u˜Jn(0)− un(0)→ 0 in Mˆ
dα
2,r as n→∞. Indeed,
we have
u˜Jn(0)− un(0) =
J∑
j=1
vjn(0) − G
j
nφ
j
=
J∑
j=1
D(hjn)P (b
j
n)T (a
j
n)U(s
j
n)(U(−s
j
n)Φ
j(sjn)− φ
j).
Hence, by definition of nonlinear profile Φj(t) and Lemma 3.1,∥∥u˜Jn(0)− un(0)∥∥Mˆdα2,r 6 2d
J∑
j=1
∥∥U(−sjn)Φj(sjn)− φj∥∥Mˆdα2,r → 0
as n→∞.
We will show that
∥∥u˜Jn∥∥L(d+2)αt,x (R+×R) is uniformly bounded and that the
error e := i∂tu˜
J
n +∆u˜
J
n + |u˜
J
n|
2αu˜Jn tends to zero as n → ∞ for each J . By
the orthogonality, it follows that∥∥∥|vjn|θ|vkn|1−θ∥∥∥
L
(d+2)α
2
t,x
→ 0
as n→∞ for any j 6= k and 0 < θ < 1 (see [2, 35]). Hence, we see that
‖e‖
L
(d+2)α
2α+1
t,x (R+×R)
→ 0
as n → ∞. On the other hand, since
∑∞
j=1
∥∥φj∥∥r
Mˆdα2,r
< ∞, for any ε > 0
there exists J0 = J0(ε) such that∥∥∥∥∥∥
J∑
j=J0
Gjnφ
j
∥∥∥∥∥∥
Mˆdα2,r
6 ε
for any J > J0 and n > N(J), where we have used Lemma 3.1 and orthog-
onality of Gjn. This implies that∥∥∥∥∥∥
J∑
j=J0
vjn(0)
∥∥∥∥∥∥
Mˆdα2,r
6 2ε
for any J > J0(ε) and n > N(J). By small data result, one then sees that∥∥v˜Jn∥∥L∞(R,Mˆdα2,r)∩L(d+2)αt,x (R×Rd) 6 Cε
for such J and n, provided ε > 0 is sufficiently small, where v˜Jn(t) is a solution
to (1.1) with v˜Jn(0) =
∑J
j=J0(ε)
vjn(0). As in the long time perturbation, it
follows that ∥∥∥∥∥∥
J∑
j=J0
vjn
∥∥∥∥∥∥
L∞(R,Mˆdα2,r)∩L
(d+2)α
t,x (R×R
d)
6 C ′ε
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for any J > J0 and n > N
′(J). Hence,
∥∥uJn∥∥L(d+2)αt,x 6
J0∑
j=1
∥∥ΦJ∥∥
L
(d+2)α
t,x
+
∥∥∥∥∥∥
J∑
j=J0
vjn
∥∥∥∥∥∥
L
(d+2)α
t,x
+ C
∥∥wJn∥∥Mˆdα2,r <∞
for any J > J0 and n > N
′′(J). This contradicts with the assumption
(4.3). 
By the previous result, there exists at least one Φj that blows up for pos-
itive time direction. Renumbering the index j if necessary, we may assume
that Φj does not scatter for positive time direction if and only if 1 6 j 6 J1.
Remark that the number J1 is finite because of decoupling inequality and
small data scattering. Also remark that sj 6=∞ for 1 6 j 6 J1 otherwise it
scatters for positive time direction by definition of Φj.
We now prove that J1 = 1. For each m,n > 1 let us define an integer
j(m.n) ∈ {1, 2, . . . , J1} and an interval Kmn of the form [0, τ ] by
sup
16j6J1
SKmn (v
j
n) = SKmn (v
j(m,n)
n ) = m.
By the pigeonhole principle, there is a j1 ∈ {1, 2, . . . , J1} so that for infinitely
many m one has j(m,n) = j1 for infinitely many n. By reordering the
indices, we may assume that j1 = 1. Then, by definition of E2 and (4.1),
(4.4) lim sup
m→∞
lim sup
n→∞
sup
t∈Kmn
ℓr(v
1
n(t)) > E2 > Ec.
Lemma 4.4. ψj ≡ 0 for j > 2. And, w1n → 0 in Mˆ
dα
2,r as n→∞.
Proof of Lemma 4.4. In light of long time stability, it holds for each m that
(4.5) lim sup
J→∞
lim sup
n→∞
sup
t∈Kmn
∥∥un(t)− u˜Jn(t)∥∥Mˆdα2,r = 0.
Here we remark that, by definition of Kmn , we have
sup
n
SKmn (v
j
n) 6 m
for 1 6 j 6 J1 and so the assumption of long time stability is fulfilled. For
j > J1, we have S>0(v
n
j ) 6 Cj <∞. Define
cj := inf
t∈Imax(Φj)
ℓr(Φ
j(t)).
We shall show that cj = 0 for j > 2.
Assume for contradiction that cj0 > 0 for some j0 > 2. By means of (4.4),
for any ε > 0 there exists m = m(ε) such that
sup
t∈Kmn
ℓr(v
1
n(t))
r
> Erc − ε
for a subsequence of n. The subsequence depends on m and is denoted again
by n.
Fix m. Then, for the same ε, we can choose J = J(ε,m) = J(ε) so that
sup
t∈Kmn
∥∥un(t)− u˜Jn∥∥Mˆdα2,σ 6 ε
as long as n > N(ε,m, J) = N(ε) by using (4.5). Without loss of generality,
we may assume that J > j0.
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Fix J . Set
w˜kn(t) :=
J∑
j=k+1
vjn(t) + e
it∆wJn .
for k = 0, 1, 2, . . . , J − 1 and w˜Jn(t) = e
it∆wJn . Remark that w˜
0
n = u˜
J
n. For
each j = 0, 1, 2, . . . , J , we may show that for any given sequence {tn}n such
that tn ∈ K
m
n there exists a subsequence of n, which is again denoted by n,
such that
(4.6) ℓr(w˜
j
n(tn))
r − γℓr(v
j+1
n (tn))
r − γℓr(w˜
j+1
n (tn))
r
> on(1)
for any 0 < γ < 1.
Before the proof of (4.6), we shall complete the proof of the lemma. Once
inequality (4.6) is proven, we deduce for any {tn}n with tn ∈ K
m
n that
(4.7) ℓr(u˜
J
n(tn))
r −
J∑
j=1
γjℓr(v
j
n(tn))
r − γJℓr(w˜
J
n(tn))
r
> on(1)
holds up to subsequence. Now, choose a sequence {tn}n so that
ℓr(v
1
n(tn))
r
> sup
t∈Kmn
ℓr(v
1
n)
r −
ε
2
.
Then, by means of (4.7), extracting subsequence of n, one verifies that
sup
t∈Kmn
ℓr(u˜
J
n)
r > γ sup
t∈Kmn
ℓr(v
1
n)
r +
J∑
j=2
γjcrj + γ
Jℓr(w
J
n)
r −
γ
2
ε+ on(1),
where we have used
ℓr(u˜
J
n(tn))
r
6 sup
t∈Kmn
ℓr(u˜
j
n(t))
r,
ℓr(v
j
n(t)) > cj for j > 2, and ℓr(w˜
J
n(tn)) = ℓr(w
J
n). Hence, by definition of
m, for large n,
sup
t∈Kmn
ℓr(u˜
J
n)
r
> γ sup
t∈Kmn
ℓr(v
1
n)
r +
J∑
j=2
γjcrj − ε > γE
r
c + γ
j0crj0 − 2ε.
By assumption (4.2), we also have
sup
t∈Kmn
ℓr(un(t)) 6 Ec + ε
for large n. Thus, for sufficiently large n, we have
Ec + ε > sup
t∈Kmn
ℓr(un(t))
> sup
t∈Kmn
ℓr(u˜
J
n(t))− C sup
t∈Kmn
∥∥un(t)− u˜Jn(t)∥∥Mˆdα2,r
> (γErc + γ
j0crj0 − 2ε)
1
r −Cε,
that is,
crj0 6 Cε+ γ
−j0(1− γ)Erc ,
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which is a contradiction when ε is sufficiently small and γ is sufficiently close
to one. Hence, φj ≡ 0 for j > 2. Once we know φj ≡ 0 for j > 2, we see
that wJn = w
1
n for all J . Arguing as above, one sees that
lim sup
n→∞
∥∥w1n∥∥Mˆdα2,r = lim supJ→∞ lim supn→∞ ∥∥wJn∥∥Mˆdα2,r 6 ε
for any ε > 0. Hence, limn→∞
∥∥w1n∥∥Mˆdα2,r = 0.
Thus, it suffices to show (4.6) to complete the proof. We first note that
w˜jn = v
j
n + w˜
j+1
n and so∥∥Fw˜jn(tn)∥∥2L2(τ) = ∥∥Fvj+1n (tn)∥∥2L2(τ) + ∥∥Fw˜j+1n (tn)∥∥2L2(τ)
+ 2Re
〈
Fvj+1n (tn),Fw˜
j+1
n (tn)
〉
τ
for each dyadic cube τ ∈ D, where 〈f, g〉τ =
∫
τ f(x)g(x)dx. By an elemen-
tary inequality
(a− b)
σ
2 >
(
m
m+ 1
)σ−2
2
a
σ
2 −m
σ−2
2 b
σ
2
for any a > b > 0 and m > 0 and by embedding ℓ2D →֒ ℓ
r
D, it follows that∑
τ∈D
|τ |r(
1
2
− 1
dα
)
∥∥w˜jn∥∥rL2(τ)
=
∑
τ∈D
|τ |r(
1
2
− 1
dα
)
(∥∥Fvj+1n ∥∥2L2(τ) + ∥∥Fw˜j+1n ∥∥2L2(τ) + 2Re 〈Fvj+1n ,Fw˜j+1n 〉τ) r2
>
∑
τ∈D
|τ |r(
1
2
− 1
dα
)
(∥∥Fvj+1n ∥∥2L2(τ) + ∥∥Fw˜j+1n ∥∥2L2(τ) − 2 ∣∣〈Fvj+1n ,Fw˜j+1n 〉τ ∣∣) r2
>
(
m
m+ 1
) r−2
2 ∑
τ∈D
|τ |r(
1
2
− 1
dα
)
(∥∥Fvj+1n ∥∥2L2(τ) + ∥∥Fw˜j+1n ∥∥2L2(τ)) r2
− 2
r
2m
r−2
2
∑
τ∈D
|τ |r(
1
2
− 1
dα
)
∣∣〈Fvj+1n ,Fw˜j+1n 〉τ ∣∣ r2
>
(
m
m+ 1
) r−2
2
(∑
τ∈D
|τ |r(
1
2
− 1
dα
)
∥∥Fvj+1n ∥∥rL2(τ) +∑
τ∈D
|τ |r(
1
2
− 1
dα
)
∥∥Fw˜j+1n ∥∥rL2(τ)
)
− 2
r
2m
r−2
2
∑
τ∈D
|τ |r(
1
2
− 1
dα
)
∣∣〈Fvj+1n ,Fw˜j+1n 〉τ ∣∣ r2 ,
where we have omitted the time variable (tn) in the above estimate. Hence,
the equation (4.7) follows if we show
(4.8)
∑
τ∈D
|τ |r(
1
2
− 1
dα
)
∣∣〈Fvj+1n (tn),Fw˜j+1n (tn)〉τ ∣∣ r2 → 0
as n→∞ up to subsequence.
We now claim that it suffices to show the above convergence with replacing
vj+1n (tn) with
D(hj+1n )T (a
j+1
n − 2b
j+1
n (h
j+1
n )
2tj+1n )P (b
j+1
n )U((h
j+1
n )
2tj+1n + s
j+1
n )f
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for suitable f . For simplicity, we drop upper index j+1 for a while. To this
end, we shall recall that
vn(tn) = e
iθnD(hn)P (bn)T (an − 2bn(hn)
2tn)Φ((hn)
2tn + sn),
with suitable θn ∈ R. In view of (4.8), we may neglect e
iθn . By extracting
subsequence, we may suppose that (hn)
2tn+ sn converges to T ∈ Imax(Φ) ⊂
[−∞,∞]. We first consider the case T is interior of Imax(Φ). In this case,
Φ((hn)
2tn+ sn) converges strongly to Φ(T ) in Mˆ
dα
2,r . Hence, we may replace
Φ((hn)
2tn + sn) by U((hn)
2tn + sn)(U(−T )Φ(T )). Namely, we take f =
U(−T )Φ(T ). If T = sup Imax(Φ) then T = ∞ and Φ must scatters for
positive time direction because tn is taken from K
m
n . Hence, we may replace
Φ((hn)
2tn+sn) by U((hn)
2tn+sn)Φ+ for some Φ+ ∈ Mˆ
dα
2,r . This implies that
the choice f = Φ+ works. The case T = inf Imax(Φ) is handled similarly.
Since tn > 0 and sn ∈ Imax(Φ), this case occurs only if sn → −∞ as n→∞
and T = −∞. So, we may replace Φ((hn)
2tn + sn) by U((hn)
2tn + sn)Φ−
for some Φ− ∈ Mˆ
dα
2,r . The claim is true. Remark that
D(hn)P (bn)T (an − 2bn(hn)
2tn)U((hn)
2tn + sn)f = e
iγnU(tn)Gnf
for suitable γn ∈ R.
We shall show ∑
τ∈D
|τ |r(
1
2
− 1
dα
) |〈Ff,Frn〉τ |
r
2 → 0
as n→∞, where
rn := (G
j+1
n )
−1U(−tn)w˜
j+1
n (tn).
Since f ∈ Mˆdα2,r and rn is uniformly bounded in Mˆ
dα
2,r , for any ε > 0 there
exists a finite set of dyadic cubes Ω ⊂ D independent of n such that
∑
τ∈D\Ω
|τ |r(
1
2
− 1
dα
) |〈Ff,Frn〉τ |
r
2 6
 ∑
τ∈D\Ω
|τ |r(
1
2
− 1
dα
) ‖Ff‖rL2(τ)
 12 ‖rn‖ r2Mˆdα2,r
6 ε.
Hence, the proof is reduced to showing that
〈Ff,Frn〉τ → 0
as n → ∞ for each dyadic cube τ . A similar argument as in the previous
paragraph allows us to replace w˜j+1n with
U(tn)
 J∑
k=j+2
Gknf
k + wJn
 .
With this replacement, it suffices to show〈
Ff,F
 J∑
k=j+2
(Gj+1n )
−1Gknf
k + (Gj+1n )
−1wJn
〉
τ
→ 0
as n → ∞. The desired convergence now follows form mutual orthogonal-
ity of families {Gjn}n ⊂ G (j = 1, 2, 3, . . . ) and from weak-∗ convergence
(Gj+1n )−1wJn ⇀ 0 as n→∞ in Mˆ
dα
2,r . 
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Let us finish the proof of Proposition 4.2. So far, we obtain
un(0) = G
1
nφ
1 + o(1)
in Mˆdα2,r as n →∞. Further, s
1
n 6= +∞ and the nonlinear profile Φ
1(t) does
not scatter for positive time direction and so supImax(Φ1)∩{t>0} ℓr(Φ
1(t)) >
Ec. By the assumption (4.2), we see that
sup
Imax(Φ1)∩{t>0}
ℓr(Φ
1(t)) = Ec
by the stability (or arguing as in Lemma 4.4).
Remark that we did not yet use the assumption limn→∞ S60(un) = ∞.
Arguing as in Lemmas 4.3 and 4.4, this assumption implies that Φ1(t) have
the same property for negative time direction. Namely, s1 6= −∞, Φ1(t)
does not scatter for negative time direction, and
sup
Imax(Φ1)∩{t60}
ℓr(Φ
1(t)) = Ec.
We conclude that Φ1(t) is the desired solution.
4.2. Almost periodicity modulo symmetry. In this section, we com-
plete the proof of Theorem 4.1. By definition of Ec, we can take a sequence
of solutions un : In × R
d → C that satisfies the assumption of Proposition
4.2. Therefore, thanks to Proposition 4.2, we obtain a maximal-lifespan so-
lution v(t) that satisfies that satisfies the first two properties of Theorem
4.1. Then, E2 = Ec follows. Thus, let us prove that v(t) is almost periodic
modulo symmetry as in (1.6). To this end, the main step is the following.
Proposition 4.5. There exists a(t) : Imax(v) → R
d, b(t) : Imax(v) → R
d,
λ(t) : Imax(v)→ 2Z such that the set{
(D(λ(t))P (b(t))T (a(t)))−1v(t)
∣∣ t ∈ Imax(v)} ⊂ Mˆdα2,r
is totally bounded in Mˆdα2,r .
Indeed, the property (1.6) for v(t) then follows from the characterization
of total boundedness (Theorem 2.19) with N(t) = λ(t), y(t) = a(t)/λ(t),
and z(t) = λ(t)b(t).
Remark 4.6. By using Proposition 4.2, we see that for any sequence {τn}n ⊂
Imax(v) there exists a sequence of parameters (λn, an, bn) ∈ 2
Z × Rd × Rd
such that (D(λn)P (bn)T (an))
−1v(τn) possess a convergence subsequence.
However, this statement is weaker. We have to choose parameters a(t), b(t),
and λ(t) independently of choice of a sequence {τn}n.
Proof. Step 1. We first construct λ(t), a(t), and b(t). Fix σ ∈ Imax(v). For
simplicity, we omit time variable σ and write v = v(σ) in this step. Since
v(t) does not scatter for positive time direction, it holds that
(4.9) SR(e
it∆v) > δ,
where δ is the number given in Lemma 2.8. Moreover, we have
‖v‖Mˆdα2,r
6 2dEc <∞.
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Mimicking the proof of Lemma B.5, we see that for any ε > 0 there
exist a sequence of dyadic cubes {τm}
M
m=1 ⊂ D, M = M(ε), and constant
Cj = Cj(ε) > 0 (j = 1, 2) such that if we define f
m(x) by
Ffm(ξ) := Fv(ξ) × 1τm\(∪m−1k=1 τk)
(ξ)× 1{|Fv(ξ)|6C1|τm|−1/(dα)′}(ξ)
then it holds that
|τm|
1
(dα)′
− 1
2 ‖Ffm‖L2(τm) > C2
for each m = 1, 2, . . . ,M and that∥∥∥∥∥eit∆
(
v −
M∑
m=1
fm
)∥∥∥∥∥
L
(d+2)α
t,x (R×R
d)
6 ε.
Choose ε = δ/3. Then, at least one fm satisfies
SR(e
it∆fm) >
δ
2M(δ/3)
=: δ1.
Indeed, otherwise we obtain a contraction with (4.9). Pick such m = m0
and define λ(σ) ∈ 2Z and b(σ) ∈ Zd by the relation
τm0 = λ(σ)([0, 1)
d + b(σ)).
Set g(x) = [P (b(σ))−1D(λ(σ))−1fm0 ](x). Then,
|Fg(ξ)| = (λ(σ))d−
1
α |Ffm0(λ(σ)(ξ + b(σ)))| 6 C11[0,1)d(ξ).
Arguing as in [4, Lemma 22], we see that for any ε > 0 there exists a
sequence of disjoint unit cubes {Qk}
K
k=1 ⊂ R× R
d, K = K(ε), such that∥∥eit∆g∥∥
L
(d+2)α
t,x ((R×Rd)\
⋃K
k=1Qk)
6 ε.
Take ε = δ1/3. Then, at least for one k, we have∥∥eit∆g∥∥
L
(d+2)α
t,x (Qk)
>
δ1
2K(δ1/3)
=: δ2
Choose such k = k0 and define a(σ) as the x-coordinate of the center of Qk0 .
Step 2. We now prove that the above λ(t), a(t), and b(t) give the desired
conclusion. Take any sequence {tn} ⊂ Imax(v), since the assumption of
Proposition 4.2 is satisfied with un ≡ v and this {tn}, up to subsequence,
we have
v(tn) = D(λn)P (bn)T (an)φ+ o(1)
in Mˆdα2,r as n → ∞. Changing parameters and notations, and refining sub-
sequence if necessary, we can rewrite the above convergence as
(4.10)
T (a(tn))
−1P (b(tn))
−1D(λ(tn))
−1v(tn) = T (an)
−1P (bn)
−1D(λn)
−1φ+ o(1)
in Mˆdα2,r as n→∞. Without loss of generality, we may assume that an, bn ∈
Z
d. Now, it suffices to show that |log λn|+ |an|+ |bn| is bounded (under the
new representation).
Set w(t) = T (a(t))−1P (b(t))−1D(λ(t))−1v(t). By definition of λ(t) and
b(t), we have ∥∥1{|Fw(t)|6C1}(Fw(t))∥∥L2([0,1)d) > C2
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for any t ∈ Imax(v). By (4.10), there exists n0 such that
C2
2
6
∥∥1{|Fw(tn)|6C1}F [T (an)−1P (bn)−1D(λn)−1φ]∥∥L2([0,1)d)
6
∥∥F [T (an)−1P (bn)−1D(λn)−1φ]∥∥L2([0,1)d)
= λ
d( 1
2
− 1
dα
)
n ‖Fφ‖L2(λn([0,1)d+bn))
for n > n0. Let N0 be the number of the dyadic cubes τ ∈ D such that
|τ |
1
2
− 1
dα ‖Fφ‖L2(τ) >
C2
2
.
Then, N0 is bounded because
N0
(
C2
2
)r
6 ‖φ‖r
Mˆdα2,r
6 (2dEc)
r.
Therefore, #{λn([0, 1)
d + bn) ∈ D | n > 1} 6 n0 + N0 < ∞. Hence,
log |λn|+ |bn| is bounded.
Refining subsequence and changing notations, we may suppose that λn ≡
1 and bn ≡ 0. By definition of a(t), we have∥∥eit∆F−1 (1AnFw(tn))∥∥L(d+2)αt,x (R×[−1/2,1/2]d)) > δ2,
where An ⊂ [0, 1)
d is a suitable set depending only on v(tn). By (4.10) and
Strichartz’ estimate, there exists n1 such that∥∥eit∆F−1 (1AnF(T (an)−1φ))∥∥L(d+2)αt,x (R×[−1/2,1/2]d) > δ22
holds for all n > n1. Let N1(n) be the number of vectors a ∈ Z
d such that∥∥eit∆F−1 (1AnFφ)∥∥L(d+2)αt,x (R×([−1/2,1/2]d+a)) > δ22 .
Then, N1(n) is uniformly bounded because
N1(n)
(
δ2
2
)(d+2)α
6
∥∥eit∆F−1 (1AnFφ)∥∥(d+2)αL(d+2)αt,x (R×Rd)
6 C
∥∥F−1 (1AnFφ)∥∥(d+2)αMˆdα2,r
6 C ‖φ‖
(d+2)α
Mˆdα2,r
6 C(2dEc)
(d+2)α.
Hence, #{an | n > 1} 6 n1+supnN1(n) <∞. In particular, an is bounded.

5. Proof of Theorem 1.13
By definition of E1, we can take a sequence u0,n ∈ Mˆ
dα
2,r of initial data
which satisfies the following two properties:
(1) a solution un(t) such that un(0) = u0,n does not scatter for positive
time direction. Or equivalently,
(5.1) S>0(un) =∞.
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(2) It has a size slightly bigger than E1 i.e.
(5.2) ℓr(u0,n) 6 E1 +
1
n
.
We argue as in the proof of Proposition 4.2 to obtain the result. See [33,
34, 32] for details. We only comment the following two respects.
The first is that the case sjn → −∞ may happen. This difference comes
from the fact that we do not necessarily have
sup
n
S60(un) =∞.
Remark that it is possible to choose a sequence {tn}n so that a new sequence
u˜0,n := un(tn) satisfies this assumption and (5.1). However, we then lose the
assumption (5.2) in general. In other words, a time translation argument
is forbidden by the assumption (5.2). We also remark that if s1n ≡ 0 then
(2)-(a) of Theorem 1.13 occurs and if s1n → −∞ then (2)-(b) of Theorem
1.13 takes place.
The second is that the proofs of φj ≡ 0 for j > 2 and w1n → 0 in Mˆ
dα
2,r as
n→∞ are much simpler. By the linear profile decomposition, we obtain
u0,n =
J∑
j=1
Gjnφ
j + wJn
Then, the same argument as in the proof of Lemma 4.3 shows that one
of Φj(t), a nonlinear profile associated with (φj , sjn), does not scatter for
positive time direction. Suppose that Φ1(t) is the nonlinear profile does not
scatter. Then, by definition of E1, we have ℓr(φ
j) > E1. Combining the
decoupling inequality, we immediately obtain the conclusion.
Appendix A. Proof of Theorem 1.2
In this section, we prove Theorem 1.2.
Proof. By [26, Theorem 1.7], we see that E2 = ‖W‖H˙1 for d > 5. For d = 4,
the same conclusion is obtained by [26, Theorem 1.16] and [7, Theorem 1.7].
Let us prove that E1 =
√
2/d ‖W‖H˙1 . We first remark that
1
d ‖W‖
2
H˙1
=
E[W ]. If a nontrivial u0 ∈ H˙
1 satisfies ‖u0‖H˙1 6
√
2/d ‖W‖H˙1 then it holds
that
E[u0] =
1
2
‖u0‖
2
H˙1
−
d− 2
2d
‖u0‖
2d
d−2
L
2d
d−2
<
1
2
‖u0‖
2
H˙1
6
1
d
‖W‖2
H˙1
= E[W ].
Thus, ‖u0‖H˙1 < ‖W‖H˙1 and E[u0] < E[W ] hold. Then, in light of [26,
Corollary 1.9] and [7, Theorem 1.5], a corresponding solution u(t) is global
and scatters for both time directions. Hence, we obtain E1 >
√
2/d ‖W‖H˙1 .
On the other hand, [10, Theorem 1] and [30, Theorem 1.3 and Proposition
1.5] show that there exists a radial global solution W−(t) such that
(1) E[W−] = E[W ];
(2) W−(t) scatters for negative time direction;
(3) W−(t) converges to W exponentially as t→∞, that is, there exists
positive constants c and C such that
‖W−(t)−W‖H˙1(Rd) 6 Ce
−ct
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for all t > 0. In particular, limt→∞ ‖W−(t)‖H˙1 = ‖W‖H˙1 = E2.
for d > 3. Since W−(t) scatters for negative time direction, we have
‖W−(t)‖
L
2d
d−2
→ 0 as t → −∞. Combining with the energy conservation,
we deduce that
1
2
‖W−(t)‖
2
H˙1 = E[W ] +
d− 2
2d
‖W−(t)‖
2d
d−2
L
2d
d−2
→ E[W ]
as t→ −∞. Namely,
‖W−(t)‖H˙1 →
√
2E[W ] =
√
2
d
‖W‖H˙1
as t→ −∞. Since ‖W−(t)‖H˙1 is continuous in time, this shows
E1 6 lim
t→−∞
‖W−(t)‖H˙1 =
√
2
d
‖W‖H˙1 ,
which completes the proof. 
Remark A.1. If we consider the problem under the radial symmetry then
we obtain the same conclusion for d = 3 by using a result by Kenig and
Merle [22]. Without the radial symmetry, we only have the upper bounds
E1 6
√
2/d ‖W‖H˙1 and E2 6 ‖W‖H˙1 .
Appendix B. Proof of Theorem 3.11
In this section, we prove a linear profile decomposition. Throughout this
section, we assume that d > 1 and
2
d
·
1
1 + 2d(d+3)
< α <
2
d
, (dα)′ < r < ((d+ 2)α)∗.
The proof consists of two parts. The first is a decomposition of a bounded
sequence of functions in Mˆdα2,r with a different notion of smallness of remain-
ders. The second is a concentration compactness type result, which assures
that the modified notion of smallness is stronger than the original one.
B.1. Decomposition of a sequence. Let us first introduce notations. For
a bounded sequence P = {Pn}n ⊂ Mˆ
dα
2,r , we introduce a set of weak-∗ limits
modulo deformations
M(P ) :=
{
φ ∈ Mˆdα2,r
∣∣∣∣∣ φ = limk→∞G
−1
nk
Pnkweakly- ∗ in Mˆ
dα
2,r ,
∃Gn ∈ G, ∃subsequence nk
}
.
and define
η(P ) := sup
φ∈M(P )
ℓr(φ),
where ℓr(·) is the size function introduced in (1.5). The main result of this
section is a decomposition with a smallness of remainders with respect to η.
Theorem B.1. Let u = {un}n be a bounded sequence of functions in Mˆ
dα
2,r .
Then, there exist φj ∈ M(u), Rln ∈ Mˆ
dα
2,r , and pairwise orthogonal families
of deformations {Gjn}n ⊂ G (j = 1, 2, . . . ) such that, up to subsequence, a
36 SATOSHI MASAKI
decomposition (3.3) holds for any l, n > 1. Moreover, {Rjn}n,j satisfies the
convergence (3.4) and
(B.1) η(Rl)→ 0
as l→∞. Furthermore, a decoupling inequality (3.6) holds for any J > 1.
We first recall a decoupling inequality in [32].
Lemma B.2 (Decoupling inequality). Let {un}n be a bounded sequence in
Mˆdα2,r . Let {Gn}n ⊂ G be a sequence of deformations. Suppose that G
−1
n un
converges to φ weakly-∗ in Mˆdα2,r as n→∞. Set Rn := un − Gnφ. Then, for
any γ > 1 and b0 ∈ R
d, it holds that
(B.2) γ ‖P (b0)un‖
r
Mˆdα2,r
> ‖P (b0)Gnφ‖
r
Mˆdα2,r
+ ‖P (b0)Rn‖
r
Mˆdα2,r
+ oγ(1)
as n→∞.
The idea of the proof is to sum up the local (in the Fourier side) L2
decoupling with respect to intervals. We do not repeat details.
Proof of Theorem B.1. We may suppose η(u) > 0, otherwise the result holds
with φj ≡ 0 and Rjn = un for all j > 1. Then, we can choose φ
1 ∈ M(u)
so that ℓr(φ
1) > 12η(u) by definition of η. Then, by definition of M(u), one
finds G1n ∈ G such that
(G1n)
−1un ⇀ φ
1 weakly- ∗ in Mˆdα2,r
as n → ∞ up to subsequence. Define R1n := un − G
1
nφ
1. Then, (3.3) holds
for l = 1. It is obvious that
(B.3) (G1n)
−1R1n ⇀ φ
1 − φ1 = 0 weakly- ∗ in Mˆdα2,r
as n→∞. By Lemma B.2,
(B.4) γ ‖P (b0)un‖
r
Mˆdα2,r
>
∥∥P (b0)G1nφ1∥∥rMˆdα2,r + ∥∥P (b0)R1n∥∥rMˆdα2,r + oγ(1)
as n → ∞ for any constant γ > 1 and b0 ∈ R
d. Since γ > 1 and b0 are
arbitrary, the decoupling inequality (3.6) holds for J = 1.
If η(R1) = 0 then the proof is completed by taking φj ≡ 0 for j > 2.
Otherwise, we can choose φ2 ∈ M(R1) so that ℓr(φ
2) > 12η(R
1). Then, as
in the previous step, one can take G2n ∈ G so that
(G2n)
−1R1n ⇀ φ
2 weakly- ∗ in Mˆdα2,r
as n → ∞ up to subsequence. In particular, φ2 6≡ 0. Together with (B.3),
Proposition 3.8 (3) gives us that {(G2n)
−1G1n}n is vanishing. Hence, G
1
n and
G2n are orthogonal. Then, Proposition 3.8 (2) implies that
(G2n)
−1un = (G
2
n)
−1G1nφ
1 + (G2n)
−1R1n ⇀ 0 + φ
2 weakly- ∗ in Mˆdα2,r
as n→∞. Hence, we obtain φ2 ∈ M(u). Set R2n := R
1
n−G
2
nφ
2. Then, (3.3)
holds for l = 2. Further, one deduces from Lemma B.2 that
γ
∥∥P (b0)R1n∥∥rMˆdα2,r > ∥∥P (b0)G2nφ2∥∥rMˆdα2,r + ∥∥P (b0)R2n∥∥rMˆdα2,r + oγ(1)
as n→∞ for any γ > 1 and b0 ∈ R
d. This implies (3.6) for J = 2 with the
help of (B.4).
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Repeat this argument and construct φj ∈ M(Rj−1) and Gjn ∈ G, induc-
tively. If we have η(Rj0) = 0 for some j0 then, for j > j0+1, we take φ
j ≡ 0
and define suitable Gjn so that mutual orthogonality holds. In what follows,
we may suppose that η(Rj) > 0 for all j > 1. In each step, Rjn is defined
by the formula Rjn = R
j−1
n − G
j
nφj . The decomposition (3.3) is obvious by
construction.
Let us now prove that pairwise orthogonality. To this end, we demonstrate
by induction that Gjn is orthogonal to Gkn for 1 6 k 6 j−1. Since (G
j
n)−1r
j
n ⇀
φj and (Gj−1n )−1r
j
n ⇀ 0 weakly-∗ in Mˆdα2,r as n→∞, Proposition 3.8 implies
that Gjn and G
j−1
n are orthogonal. Suppose that G
j
n is orthogonal to Gkn for
k0 6 k 6 j − 1. Proposition 3.8 (2) yields
(Gjn)
−1Rk0−1n =
j−1∑
k=k0
(Gjn)
−1Gknφ
k + (Gjn)
−1Rj−1n ⇀ φ
j weakly- ∗ in Mˆdα2,r
as n → ∞. On the other hand, (Gk0−1n )
−1Rk0−1n ⇀ 0 as n → ∞. We
therefore see that Gjn and Gk0−1n are orthogonal. Hence, by induction, G
j
n is
orthogonal to Gkn for 1 6 k 6 j − 1.
The above argument also proves that the convergence (3.4). and φj ∈
M(u) for all j > 1.
To conclude the proof, we shall show (B.1) and (3.6). Notice that the
inductive construction gives us
(B.5) ℓr(φ
j+1) >
1
2
η(Rj)
for j > 1 and
γ
∥∥P (b0)Rjn∥∥rMˆdα2,r(B.6)
>
∥∥P (b0)Gj+1n φj+1∥∥rMˆdα2,r + ∥∥P (b0)Rj+1n ∥∥rMˆdα2,r + oγ,j(1).
as n → ∞ for (fixed) j > 1 and any γ > 1 and b0 ∈ R
d. Combining (B.4)
and (B.6) for 1 6 j 6 J , we have
γJ ‖P (b0)un‖
r
Mˆdα2,r
>
J∑
j=1
γJ−j
∥∥P (b0)Gjnφj∥∥rMˆdα2,r + ∥∥P (b0)RJn∥∥rMˆdα2,r + oγ,J(1)
>
J∑
j=1
γJ−jℓr(φ
j)r + ℓr(R
J
n)
r + oγ,J(1).
Take first infimum with respect to b0 and then limit supremum in n to obtain
lim sup
n→∞
ℓr(un)
r >
J∑
j=1
γ−jℓr(φ
j)r + γ−J lim sup
n→∞
ℓr(r
J
n)
r.
Since γ > 1 is arbitrary, we obtain (3.6). Finally, (3.6) and (B.5) imply
(B.1). 
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B.2. Concentration compactness. The second part of the proof of The-
orem 3.11 is concentration compactness. Intuitively, the meaning of the
concentration compactness is as follows. Let us consider a bonded sequence
{un}n ⊂ Mˆ
dα
2,r . Without any additional assumption, we may not expect to
find any nonzero weak-∗ limit of the sequence. Such a sequence is easily
constructed by considering an orbit of general deformations2. So, to find a
nonzero limit, we make some additional assumption on the sequence. If the
additional assumption is so strong that it removes all possible deformations
that {un}n may possess with few exceptions, say G, then we can find a
nonzero weak-∗ limit modulo G. In our case, the additional assumption is
(B.8) below. Recall that SI(u) := ‖u‖L(d+2)αt,x (I×Rd)
.
Theorem B.3 (Concentration compactness). Let a bounded sequence {un} ⊂
Mˆdα2,r satisfy
(B.7) ‖un‖Mˆdα2,r
6M
and
(B.8) SR(e
it∆un) > m
for some positive constants m,M . Then, η(u) > β(m,M) holds for some
positive constant β(m,M) depending only on m,M .
Remark B.4. The choice of a set G given in Definition 3.3 is the best
one. Remark that the assumptions (B.7) and (B.8) are “preserved” under
D(h), T (a), P (b), and U(s), and so we cannot remove any of these actions
from G. The main point of the above theorem is that a set G with these
four actions is “enough.”
Plugging Theorem B.3 to Theorem B.1, we obtain desired decomposition
result. Before proceeding to the proof of Theorem B.3, we complete the
proof Theorem 3.11.
Proof of Theorem 3.11. By means of Theorem B.1, it suffices to show (3.5)
as l → ∞ Assume for contradiction that a sequence Rln given in Theorem
B.1 satisfies
lim sup
l→∞
lim sup
n→∞
SR(e
it∆Rln) > 0.
Then, we can choose m > 0 and a subsequence lk with lk → ∞ as k → ∞
such that the assumption of Theorem B.3 is fulfilled for each k. Then,
Theorem B.3 implies η(Rlk) > Cβ > 0, which contradicts to (B.1). 
The proof of Theorem B.3 consists of three steps. The argument is very
close to that in the mass-critical case α = 2 such as [35, 6, 3] or that for
generalized KdV equation [45, 32]. Throughout the proof, we fix q˜ and r˜ so
that
2 < q˜ <
(
d+
2
d+ 3
)
α, r˜ = ((d+ 2)α)∗.
2 Here, general deformation means a set of bounded linear operators on Mˆdα2,r that the
norms of itself and its inverse are uniformly bounded. The set G given in Definition 3.3
is an example. There exist infinitely many such a set in view of multiplier type operators
{eitφ(i∇)}t∈R, where φ is a real valued function. The notion of general deformation is in
the same spirit as what is called as displacement in [44].
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Remark that this choice gives
(B.9) cSR(e
it∆f) 6 ‖f‖Mˆdαq˜,r˜
6 ‖f‖Mˆdα2,r
by Proposition 2.1, where c is a positive constant.
Step 1 – Decomposition into a sum of scale pieces. Let us start
the proof of Theorem B.3 with a decomposition of bounded sequence into
some pieces of which Fourier transforms have mutually disjoint compact
supports and are bounded.
Lemma B.5. Suppose that a sequence {un}n ⊂ Mˆ
dα
2,r satisfy ‖un‖Mˆdα2,r
6M .
Then, for any ε > 0, there exist a subsequence of n which denoted still by
n, a number J , a sequence of dyadic cubes {τ jn = h
j
n([0, 1)d + b
j
n)}n ⊂ D
(hjn ∈ 2Z, b
j
n ∈ Zd, 1 6 j 6 J), {f
j
n}n ⊂ Mˆ
dα
2,r (1 6 j 6 J), and qn ∈ Mˆ
dα
2,r
such that ∣∣∣∣∣log hjnhkn
∣∣∣∣∣+
∣∣∣∣bjn − hkn
hjn
bkn
∣∣∣∣→∞
as n→∞ for 1 6 j < k 6 J , and un is decomposed into
un =
J∑
j=1
f jn + qn(B.10)
for all n > 1. Moreover, it holds that
‖un‖
r
Mˆdα2,r
>
J∑
j=1
∥∥f jn∥∥rMˆdα2,r + ‖qn‖rMˆdα2,r
for all n > 1 and
lim sup
n→∞
‖qn‖Mˆdαq˜,r˜
6 ε.(B.11)
Further, there exists a bounded and compactly supported function Fj such
that f̂ jn satisfies
(B.12) |τ jn|
1
α′
∣∣Ff jn(hjn(ξ + bjn))∣∣ 6 Fj(ξ)
for any n > 1.
Proof. Pick ε > 0. If lim supn→∞ ‖un‖Mˆdαq˜,r˜
6 ε then there is nothing to be
proved. Otherwise, we can extract a subsequence so that
‖un‖Mˆdαq˜,r˜
> ε
for all n. By Ho¨lder’s inequality, the embedding Mˆdα2,r →֒ Mˆ
dα
q,r (q > 2), and
assumption, one sees that
ε 6 ‖un‖
1−θ
Mˆdαq˜,r
‖un‖
θ
Mˆdαq˜,∞
6 ‖un‖
1−θ
Mˆdα2,r
‖un‖
θ
Mˆdαq˜,∞
6M1−θ ‖un‖
θ
Mˆdαq˜,∞
,
where θ = θ(r, r˜) ∈ (0, 1). Hence, there exists a dyadic cube τ1n := h
1
n([0, 1)
d+
b1n) ∈ D with h
1
n ∈ 2
Z and b1n ∈ Z
d such that
(B.13)
∫
τ1n
|uˆn|
q˜′ dξ > C1ε
q˜′
θ |τ1n|
( 1
q˜′
− 1
(dα)′
)q˜′
,
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where C1 = C1(r, r˜,M) is a positive constant. On the other hand, it holds
for any A > 0 that
(B.14)
∫
τ1n∩{|uˆn|>A}
|uˆn|
q˜′dξ 6 Aq˜
′−2 ‖uˆn‖
2
L2(τ1n)
6 Aq˜
′−2|τ1n|
2( 1
dα
− 1
2
) ‖un‖
2
Mˆdα2,r
6M2Aq˜
′−2|τ1n|
2
dα
−1.
since q˜′ < 2. We choose A so that
M2Aq˜
′−2|τ1n|
2
dα
−1 =
C1
2
ε
q˜′
θ |τ1n|
( 1
q˜′
− 1
(dα)′
)q˜′
.
or more explicitly,
A =
(
2
C1M2
) 1
2−q˜′
ε
1
θ
(
q˜′
2−q˜′
)
|τ1n|
− 1
(dα)′ =: Cε|τ
1
n|
− 1
(dα)′ .
From (B.13) and (B.14), we have
(B.15)
∫
τ1n∩{|uˆn|6Cε|τ
1
n|
−1/(dα)′}
|uˆn|
q˜′dξ >
C1
2
ε
q˜′
θ |τ1n|
( 1
q˜′
− 1
(dα)′
)q˜′
.
Ho¨lder’s inequality implies that
(B.16)
∫
τ1n∩{|uˆn|6Cε|τ
1
n|
−1/(dα)′}
|uˆn|
q˜′dξ
6
(∫
τ1n∩{|uˆn|6Cε|τ
1
n|
−1/(dα)′}
|uˆn|
2dξ
) q˜′
2
|τ1n|
1− q˜
′
2 .
Combining (B.15) and (B.16), we reach to the estimate
(B.17) |τ1n|
1
(dα)′
− 1
2
(∫
τ1n∩{|uˆn|6Cε|τ
1
n|
−1/(dα)′}
|uˆn|
2dξ
) 1
2
>
(
C1
2
) 1
q˜‘
ε
1
θ .
We define v1n by v̂
1
n := uˆn1τ1n∩{|uˆn|6Cε|τ1n|−1/(dα)
′} and q
1
n := un − v
1
n. Then,
(B.17) implies that
∥∥v1n∥∥Mˆdα2,r > Cε 1θ . Further, we have
|τ1n|
1
(dα)′
∣∣∣v̂1n(h1n(ξ + b1n))∣∣∣ 6 Cε1[0,1]d(ξ).
If lim supn→∞
∥∥q1n∥∥Mˆdαq˜,r˜ 6 ε then we have done. Otherwise, the same
argument with un being replaced by q
1
n enables us to define τ
2
n := h
2
n([0, 1)
d+
b2n), v
2
n, and q
2
n (up to subsequence). We repeat this argument and define
τ jn := h
j
n([0, 1)d + b
j
n), v
j
n, and q
j
n inductively. It is easy to see that
‖un‖
r
Mˆdα2,r
>
N∑
j=1
∥∥vjn∥∥rMˆdα2,r + ∥∥qNn ∥∥rMˆdα2,r
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since supports of {vjn}16j6N and q
N
n are disjoint in the Fourier side and since
r > 2. Since ‖vjn‖Mˆdα2,r
> Cε
1
θ for each j, together with (B.9), we see that
lim sup
n→∞
∥∥qJn∥∥Mˆdαq˜,r˜ 6 ε
holds in at most J = J(ε) steps. Set qn := q
J
n .
We reorganize vjn to obtain mutual asymptotic orthogonality. It is done
as follows; We collect all k > 2 such that | log h
1
n
hkn
|+
∣∣∣b1n − hknh1n bkn∣∣∣ is bounded,
and define f1n := v
1
n +
∑
k v
k
n. Since
|τ1n|
1
(dα)′
∣∣∣v̂kn(h1n(ξ + b1n))∣∣∣
=
(
h1n
hkn
) 1
(dα)′
|τkn |
1
(dα)′
∣∣∣∣v̂kn(hkn [h1nhkn
{
ξ +
(
b1n −
hkn
h1n
bkn
)}
+ bkn
])∣∣∣∣
6 Cε
(
h1n
hkn
) 1
(dα)′
1[0,1]d
(
h1n
hkn
{
ξ +
(
b1n −
hkn
h1n
bkn
)})
,
we see that |τ1n|
1
(dα)′Ff1n(h
1
n(ξ + b
1
n)) 6 F1(ξ) for some bounded and com-
pactly supported function F1. Similarly, we define f
j
n inductively. It is easy
to see that f jn possesses all properties we want. This completes the proof of
Lemma B.5. 
Step 2 – Decomposition of each scale pieces. We next decompose
functions obtained in the previous decomposition.
Lemma B.6. Let F (ξ) be a nonnegative bounded function with compact
support. Suppose that a sequence Rn ∈ Mˆ
dα
2,r satisfy
(B.18) |R̂n(ξ)| 6 F (ξ).
Then, up to subsequence, there exist {φl}l ⊂ Mˆ
dα
2,r with |φ̂
l(ξ)| 6 F (ξ),
(aln, s
l
n) ∈ R
d × Rd with
lim
n→∞
(|sln − s
l˜
n|+ |a
l
n − a
l˜
n|) =∞
for any l˜ 6= l, and {rln}n,l ⊂ Mˆ
dα
2,r with |r̂
l
n(ξ)| 6 F (ξ) such that
Rn(x) =
L∑
l=1
U(sln)T (a
l
n)φ
l(x) + rLn (x)
for any L > 1. Moreover, it holds that
(B.19)
L∑
l=1
∥∥∥φl∥∥∥r
Mˆq2,r
+ lim sup
n→∞
∥∥rLn∥∥rMˆq2,r 6 lim supn→∞ ‖Rn‖rMˆq2,r <∞
for any 2 < q′ < r <∞ and L > 1. Furthermore, we have
(B.20) lim sup
n→∞
SR(e
it∆rLn )→ 0
as L→∞.
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For the proof, see [6, Proposition 3.4]. A key restriction estimate in our
case is established in Proposition 2.1.
Step 3 – Completion of the proof of Theorem B.3. We are now
ready to prove Theorem B.3. For the proof, we recall the following space-
time nonresonant property.
Lemma B.7. Let φj ∈ Mˆdα2,r (1 6 j 6 J). Let {G
j
n}n ⊂ G (1 6 j 6 J) be
mutually orthogonal families. Then,∥∥∥∥∥∥
J∑
j=1
eit∆Gjnφ
j
∥∥∥∥∥∥
(d+2)α
L
(d+2)α
t,x (R×R
d)
6
J∑
j=1
∥∥eit∆Gjnφj∥∥(d+2)αL(d+2)αt,x (R×Rd) + o(1)
as n→∞.
The proof is standard. For instance, see [3, Lemma 5.5]. Note that
(d+ 2)α > 2(d+3)d+1 > 2.
Proof of Theorem B.3. Let {un} ⊂ Mˆ
dα
2,r be a bounded sequence satisfying
(B.7) and (B.8). Let ε = ε(m,M) > 0 to be chosen later. Let J = J(ε) > 1,
{Ijn = h
j
n([0, 1)d + b
j
n)}n ⊂ D (1 6 j 6 J), {f
j
n}n ⊂ Mˆ
dα
2,r (1 6 j 6 J), and
qn be sequences given in Lemma B.5. Set
R̂jn(ξ) := |h
j
n|
d
(dα)′ f̂ jn(h
j
n(ξ + b
j
n)).
Namely, Rjn = P (b
j
n)−1D(h
j
n)−1f
j
n. Then, by means of (B.12), {R
j
n}n sat-
isfies assumption of Lemma B.6 for each j. Then, thanks to Lemma B.6,
for every 1 6 j 6 J , there exists a family {φj,l}l ⊂ Mˆ
dα
2,r , and a family
{(aj,ln , s
j,l
n )}n,l ∈ R
d ×Rd such that
Rjn =
L∑
l=1
U(sj,ln )T (a
j,l
n )φ
j,l + rj,Ln
with
lim sup
n→∞
SR(e
it∆rj,Ln )→ 0
as L→∞ and that
lim
n→∞
(|sj,ln − s
j,l˜
n |+ |a
j,l
n − a
j,l˜
n |) =∞
for any l 6= l˜. Remark that
f jn = D(h
j
n)P (b
j
n)R
j
n(B.21)
=
L∑
l=1
D(hjn)P (b
j
n)U(s
j,l
n )T (a
j,l
n )φ
j,l +D(hjn)P (b
j
n)r
j,L
n .
We choose L = L(ε) so that
(B.22) lim sup
n→∞
SR(e
it∆D(hjn)P (b
j
n)r
j,L
n ) 6
ε
J
holds for any 1 6 j 6 J . Notice that this is possible by means of the scale
invariance and Galilean transform
SR(e
it∆D(hjn)P (b
j
n)r
j,L
n ) = SR(e
it∆rj,Ln ).
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Let rn :=
∑J
j=1D(h
j
n)P (b
j
n)r
j,L
n + qn. By Lemma B.5 (B.10) and (B.21), we
have
(B.23) un =
J∑
j=1
f jn + qn =
J∑
j=1
L∑
l=1
Gj,ln φ
j,l + rn,
where Gj,ln := D(h
j
n)P (b
j
n)U(s
j,l
n )T (a
j,l
n ). We renumber (j, l) ∈ {1 6 j 6
J, 1 6 l 6 L} as k = 1, 2, . . . ,K and rewrite (B.23) as
(B.24) un =
K∑
k=1
Gknφ
k + rn,
Note that {Gkn}n (k = 1, 2, . . . ,K) are mutually orthogonal families of defor-
mations. Indeed, if k1 6= k2 we have either j(k1) 6= j(k2), or j(k1) = j(k2)
and l(k1) 6= l(k2), where j(k) and l(k) are numbers given by the above
renumbering procedure, k = (j, l). In the first case, the orthogonality follows
from Lemma B.5. In the second case, Lemma B.6 gives the orthogonality,
since hk1n ≡ h
k2
n and b
k1
n ≡ b
k2
n in this case.
By (B.22), (B.11), and Proposition 2.1, we have
SR(e
it∆un) 6 SR(e
it∆(un − rn)) + Cε.
By assumption and Proposition 2.1,
SR(e
it∆(un − rn)) 6 CM.
Combining the above inequality and Lemma B.7, one can verify that
SR(e
it∆un)
(d+2)α 6
K∑
k=1
SR(e
it∆Gknφ
k)(d+2)α + Cε+ o(1)
as n→∞. Notice that SR(e
it∆Gknφ
k) = SR(e
it∆φk). By (B.8), we can take
ε = ε(m,M) small and n large enough to get
Cαm
(d+2)α 6
K∑
k=1
SR(e
it∆φk)(d+2)α.
On the other hand, by Proposition 2.1,
SR(e
it∆φk) 6 C
∥∥∥φk∥∥∥
Mˆdα2,r
.
Since (d+ 2)α > r˜ > r, we have
Cαm
(d+2)α
6 C
(
sup
16k6K
SR(e
it∆φk)
)(d+2)α−r K∑
k=1
∥∥∥φk∥∥∥r
Mˆdα2,r
6 C
(
sup
16k6K
SR(e
it∆φk)
)(d+2)α−r
M r.
Thus, there exists k0 such that
(B.25) SR(e
it∆φk0) > Cα
(
m(d+2)α
M r
) 1
(d+2)α−r
.
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Now, up to subsequence, we have
(Gk0n )
−1un ⇀ φ
k0 + q0 =: ψ weakly- ∗ in Mˆ
dα
2,r
as n→∞, where q0 is a weak-∗ limit of (G
k0
n )
−1qn. Indeed, by Lemma B.5
(B.10), we have
un =
∑
16j6J, j 6=j0
f jn + f
j0
n + qn,
where (j0, l0) is a pair corresponds to k0. By orthogonality obtained in
Lemma B.5, one has (Gj0,l0n )−1f
j
n ⇀ 0 weakly-∗ in Mˆdα2,r as n→∞ for j 6= j0.
Further, (Gj0,l0n )−1f
j0
n ⇀ φj0,l0 weakly-∗ in Mˆdα2,r as n → ∞. Therefore, we
have the above limit and so ψ ∈ M(u).
Let us estimate ‖ψ‖Mˆdα2,r
from below. Since (Gk0n )
−1qn is also bounded in
Mˆdαq˜,r˜ in light of (B.9), it converges to q0 also weakly-∗ in Mˆ
dα
q˜,r˜ as n → ∞.
One then sees from lower semi-continuity that
‖q0‖Mˆdαq˜,r˜
6 lim sup
n→∞
‖qn‖Mˆdαq˜,r˜
6 Cε.
Thanks to (B.9), we have
SR(e
it∆q0) 6 ‖q0‖Mˆdαq˜,r˜
6 Cε.
Finally, using Proposition 2.1 and (B.25), and choosing ε = ε(m,M) > 0
even smaller if necessary, we reach to the estimate
‖ψ‖Mˆdα2,r
> C(SR(e
it∆Gk0n φ
k0)− SR(e
it∆Gk0n q0))
> CSR(e
it∆φk0)− Cε
>
C
2
(
m(d+2)α
M r
) 1
(d+2)α−r
=: β(m,M),
which completes the proof of Theorem B.3. 
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