Abstract-The identification of relationships between clinical concepts in patient records is a preliminary step for many important applications in medical informatics, ranging from quality of care to hypothesis generation. In this work we describe an approach that facilitates the automatic recognition of relationships defined between two different concepts in text. 
INTRODUCTION
The era of electronic health records brings the necessity of automatic recognition for clinical concepts, and the relationships that tie them together. Patient records contain comprehensive accounts of the patients' visits to the hospital. Such information can be invaluable for pharmaco-vigilance, detection of adverse effects, comparative effectiveness studies, etc.
The first step in the automatic processing of a clinical document is the recognition of text phrases which refer to clinically relevant concepts such as: medical problems, treatments and tests. Medical problems are observations about the patient's clinical health. Treatments include procedures, or medications administered to patients. Tests include lab procedures or measurements prescribed to patients. The second step is the identification of relationships among the recognized concepts. A relationship between two clinical concepts identifies how problems relate to treatments, tests and other medical problems in text. Figure 1 shows a diagram of the possible relationships, adapted from the 4 th i2b2 challenge. Table 1 gives examples for each relationship. In this study, we focus on the identification of relationships as defined in the 4 th i2b2 challenge (https://www.i2b2.org/NLP/Relations).
Although there exists a significant body of literature on relationship extraction in biomedicine, it mostly addresses the extraction of relationships between biological entities (e.g. protein-protein interaction) in the scientific literature [1] [2] [3] [4] [5] [6] . Fewer studies are found on the extraction of relationships between diseases, symptoms, and medication in patient records. The proposed methods are typically based on cooccurrence statistics, semantic interpretation, or machine learning. Chen and colleagues [7] proposed an automatic method for extracting disease-drug pairs based on applying an existing Natural Language Processing (NLP) system (MedLEE) for identifying associations. More recently, there were applied methods to the association between symptoms and diseases [8] and to the detection of drug adverse effects to disease related symptoms [9] .
Although co-occurrence based methods can identify the existence of relationships between clinical entities, they are unable to further characterize specific relations. Another significant research effort addressing the extraction of relationships between biomedical entities has resulted in the development of the semantic representation program SemRep, which exploits linguistic analysis of biomedical text and domain knowledge in the Unified Medical Language System (UMLS) [10] . This tool achieved competitive performance in [11] for extracting drug-disease Figure 1 The diagram of clinical relationships. Concepts appear in blue boxes, while the relationships between them appear in colored diamonds. treatment relationships from biomedical text.
We address the relationship identification task with machine learning techniques, which have been shown effective in mining patient smoking and medication status [12] [13] from unstructured patient records. Unlike previous studies that focused on a single entity, our task involved relationship identification between two different kinds of entities.
In this study, we developed a context-based scheme of representing relationships. We defined the relationship between two concepts as a structure of five context-blocks (see Fig. 2 ). We characterized each of these five different blocks, and built a machine learning model that makes an informed decision based on the present characteristics. We achieved an F-measure of 0.768 on average among all eight different kinds of relationships that we studied.
II. DATA Our participation in the 4 th i2b2 challenge allowed us to have access to a corpus of 349 fully de-identified medical records from four different hospitals. This corpus was manually annotated for concept, assertion type and relationship information at the sentence level. Table 2 shows the number of positive and negative examples for each relationship type. Positive examples were extracted from the corpus annotations. Negative examples were created using all the pairs of annotated concepts for all the sentences in the corpus. Each pair of (problem, problem) concepts contributed one candidate to the PIP relationship, each pair of (problem, test) concepts contributed one candidate for each of the TeCP and TeRP relationships, and each pair of (problem, treatment) concepts contributed one candidate for each of TrAP, TrNAP, TrIP, TrWP and TrCP relationships.
III. METHODS
We describe the relationship representation scheme, the relationship features and the evaluation measures.
A. The context-blocks relationship representation scheme
We represent a relationship between two concepts as a schema of five, not necessarily consecutive, context-blocks, as shown in Figure 2 . This structure-Introductory, 1 st Concept, Connective, 2 nd Concept and Conclusive blocksis naturally marked by the location of the two concepts in the sentence. As an operational decision, the introductory and conclusive blocks contained a maximum of five words.
B. Features
We considered 4,961 unique un-stemmed word features extracted from our corpus. We experimented both with word stemming and stop-words elimination [14] . Next, we identified 2,061 distinct Concept Unique Identifiers (CUI features) and 101 distinct Semantic Type categories (SemType features) from mapping our data to UMLS using MetaMap [15] . Finally, the assertion categories (assertion features) were defined in the 4 th i2b2 challenge as: absent, conditional, present, hypothetical, possible, and associatedwith-someone-else, and were extracted from the provided corpus annotations.
C. Machine learning model and iterative feature selection
For each relationship, we built a separate machine learning model that recognized the true relationships from the given candidates. The model took into account the context-block representation, so that each block was represented with its own bag-of-words model. The classification algorithm of choice was a linear SVM. We built a five-fold cross-validation setting with balanced positive and negative instances for each fold.
Our approach was to train our SVM-learner repeatedly, and eliminate a fixed number of lowest-weighted features, after each step. Then a new model was learned on the remaining features. We reduced the number of features 500 at a time, until the system's performance did not improve any more.
Finally, given a test sentence annotated for concept and assertion, all relevant relationship models were tested for each pair of concepts. Next, each score result was converted to a probability value. The two concepts were predicted to have the relationship which score provided the highest probability.
D. Evaluation metrics
We used precision, recall, and F-measure. These values were averaged over the five folds of cross validation. For a system balanced both in precision and in recall, F-measure was used to pick the best models. When the same F-measure was obtained, we broke ties by choosing the model with the less number of features. We performed per-relationship and per-record evaluation. The first measured the system's performance on the relationship candidates, regardless of the patient records they were collected from. The latter measured the system's performance for each patient's record. Here, the number of records varied per relationship, because only the records that had at least one annotated positive example were considered.
We used these baselines to compare the models: String matching: For each relationship we manually examined sample sentences and identified a set of relationship characteristic phrases. Naïve bag-of-words: This SVM model used all the available features without taking into account the contextblock representation of a relationship.
IV. RESULTS
We conducted a wide range of experiments to identify the relationship models and we present a summary of them. Table III shows the per-relationship evaluation results for the PIP identification using the string matching model, the naïve bag-of-words model and the context-blocks relationship representation model. It also presents results when assertion, CUI and SemType features are added to the word features in the Concept blocks. Table IV shows per-relationship evaluation for all eight clinical relationships. For each relationship, the best model combining the word features with the assertion, CUI and SemType features was selected based on the F-measure values. These results illustrate that different relationships benefited from different additional concept features.
A. Concept-blocks relationship model performs best

B. Assertions, Concept identifiers and Semantic Types are important for different relationships
C. Feature selection refined relationship identification
We applied the SVM iterative feature selection to each relationship model selected in Table IV . After feature selection we identified 1000 features for each relationship. Table V presents the F-measures obtained, before and after feature selection, for each relationship using five-fold cross validation. Metrics are computed using both per-relationship and per-record evaluation.
D. Context blocks important for relationship identification
We studied the feature composition of the selected models for each relationship category. We found that specific words were selected in specific context blocks. Consider, for example, the TeCP and TeRP relationships. The word "revealed" was weighted positively in the Connective block of the TeRP relationship, but it was weighted negatively in the Connective block of the TeCP relationship. Stop-words were also highly weighted features, both positively and negatively, in all relationship models.
V. DISCUSSION In this study, we defined the relationship between two concepts as a structure of five distinct context-blocks: the introductory block, the first concept block, the connective block, the second concept block, and the conclusive block. Such a representation was successful in identifying eight relationships between medical problems, treatments and tests in patient records. The performance degraded considerably when the context-blocks structure was removed for the same relationships, with the same set of features and the same classification algorithm (the naïve bag-of-words model). The context-blocks representation captured the individual word positions, and treated them accordingly. For example, for the TrCP relationship the word "without" was a highly weighted negative feature in the introductory block and a highly weighted positive feature in the connective block.
Also, contrary to general belief, stop-words were very valuable in this study. For example, the word "no" was a highly weighted negative feature in the introductory block of the TrAP relationship, while being a highly weighted positive feature in the same block of the TrNAP relationship. Similarly, the words "for", "but", "because", and other stopwords, were observed to fulfill analogous roles.
A limitation of this study is the fact that, in order for a relationship to be identified between two co-occurring concepts; those two concepts need to be identified first. A reliable concept recognizer is a prerequisite for the relationship identification to take place. Next, other types of relationships may also be defined between medical concepts. Moreover, this model only considered the text within a sentence. Such a simplification, by definition, puts a limitation on the sensitivity of the produced results. Future Figure 2 . Relationship representation between two concepts as five context-blocks: introductory block-the set of words from the beginning of the sentence to the occurrence of the first concept, 1 st concept block-the set of words that comprise first concept (not necessarily first in the sentence), connective block-the set of words that tie the two concepts in the relationship, 2 nd concept block-the set of words that comprise second concept, and conclusive block-the set of words from the 2 nd concept to the end of the sentence. work should include natural language techniques in order to obtain a better understanding of the text, as well as resolve pronouns and inference.
VI. CONCLUSIONS
In this work, we defined a relationship identification schema between two concepts in text. In this scheme, the relationship is represented as a structure of five contextblocks: the introductory, first concept, connective, second concept, and conclusive block. This scheme automatically captured the word positions information; critical in certain relationships. We also found that assertion information was useful in identifying clinical tests conducted to investigate medical problems, and treatments which cause medical problems to get worse. Semantic types were useful in identifying treatments that improved a medical problem and UMLS concept identifiers were relevant in identifying two medical problems that were related to each other. Our system benefited from inclusion of stop-words, especially when found in the introductory and connective blocks of the relationship representation. 
