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1 Introduction
In this paper we study the following nonlinear nonlocal Cauchy problem:{
ρ ∂tu+ (−∆)
σ
2 [um] = 0 x ∈ RN , t > 0
u = u0 x ∈ R
N , t = 0.
(1.1)
The nonlocal operator (−∆)
σ
2 is the fractional Laplacian of order σ/2; see
for instance [4] for a comprehensive account on the subject. The parameter σ
is supposed to vary in the open interval (0, 2), thus a representation for such
operator in terms of a singular integral holds. The function ρ(x) is a density;
it is assumed to be positive and to depend continuously on the spatial variable
x. The initial value u0 is a bounded function belonging to the weighted space
L1ρ(R
N ) of measurable functions f satisfying
∫
RN
f ρ dx <∞. Finally, N ≥ 1
and m is a real parameter greater or equal to 1. The aim of this paper is to
investigate existence and uniqueness of solutions to problem (1.1).
By replacing the nonlocal operator in (1.1) with the classical Laplace op-
erator ∆ we obtain the initial value problem for the porous medium equation
1Gabriele Terrone was supported by the UTAustin-Portugal partnership through
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with variable density:{
ρ ∂tu−∆u
m = 0 x ∈ RN , t > 0
u = u0 x ∈ R
N , t = 0.
(1.2)
Problem (1.2) have been extensively studied in the literature; see [9], [10],
[11], [12], [15], [16], [19], and also [20]-[22] where similar problems on Rieman-
nian manifolds have been taken into account. The picture for problem (1.2)
has been completed in [24]-[25] where existence and uniqueness of solutions
to this problem have been established in the class of finite energy solutions
assuming the initial data u0 nonnegative and in L
1
ρ. Uniqueness of solutions
to (1.2) is a delicate issue and is strictly related with the behavior at infinity
of the density ρ. More precisely, if N = 1 or N = 2, then uniqueness of
solutions holds if ρ merely belongs to L∞ (see [12]). If instead N ≥ 3 an ad-
ditional requirement on ρmust be satisfied in order to get uniqueness, namely
that ρ(x) vanishes slowly as |x| diverges, whereas nonuniqueness phenomena
arise if the opposite behavior is satisfied by ρ (see [10], [11], [16], [19]-[22],
[24]-[25]).
If ρ ≡ 1 in (1.1), we get the following nonlocal version of the initial value
problem for the porous medium equation:{
∂tu+ (−∆)
σ
2 [um] = 0 x ∈ RN , t > 0
u = u0 x ∈ R
N , t = 0.
(1.3)
This problem has been studied very recently in [8] where existence, unique-
ness and properties of weak solutions to (1.3) have been established assuming
u0 ∈ L
1(RN ); the particular case σ = 1 has been addressed in [7].
The study of problem (1.1) makes perfect sense, as it can be regarded
both as a generalization of problem (1.3) and as nonlocal version of problem
(1.2). Moreover, problem (1.1) arises in many physical situations (see, e.g.
[1], [13] , [14]) such as diffusions in inhomogeneous media and is particularly
interesting from a probabilistic point of view since, as it is well known, the
fractional Laplacian is the infinitesimal generator of a Le´vy process (see [2]).
Nonetheless, to the best of our knowledge, the analysis of problems like (1.1)
is relatively new in the literature. Some results for nonlocal linear parabolic
equation with a variable density have been established in [5], but not for
problem considered in this paper. Recently, in [23], it has been studied the
special case N = σ = 1, that is
ρ ∂tu+
(
−
∂2
∂x2
) 1
2
[um] = 0 x ∈ R, t > 0
u = u0 x ∈ R, t = 0.
(1.4)
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In the light of results in [10], [11] [16], and [19], bounded initial data have
been considered in [23]; existence and uniqueness of very weak solutions to
problem (1.4) (namely solutions not having finite energy in the whole RN )
have been proved in the class of bounded solutions not satisfying any extra
conditions at infinity.
We point out that the arguments used in [23] are completely different
from those in the present paper. In fact, as well as in [15], [24]-[25], [7]-[8],
we deal here with weak energy solutions to problem (1.1) (see Definition 2.1),
and consider nonnegative bounded initial data u0 belonging to L
1
ρ(R
N ). We
emphasize also that our results differ from those in [7]-[8], where ρ is constant.
We outline next the structure and main contributions of this paper. In
Section 2 after recalling the mathematical background about the fractional
Laplacian, such as its realization through the harmonic extension, we give the
precise notion of solution we will considered. In Section 3 we prove existence
of weak energy solutions. The presence of the varying density ρ does not
bring any additional technical difficulty at this stage of the work, and the
proof of the main result of this Section, Theorem 3.1, goes along the same
lines as the proof of the existence results in [7], [8] and [23]; however we will
sketch it for seek of completeness and for further references.
In Sections 4 and 5 we deal with uniqueness and nonuniqueness of solu-
tions. Concerning these issues, as expected, problem (1.1) turns out to share
many aspects with its local counterpart, problem (1.2).
First, in Theorem 4.1 we establish uniqueness under the additional re-
quirement that ρ(x) vanishes slowly as |x| diverges. As a byproduct, we
show that total mass is conserved along the evolution; see Proposition 4.4.
The opposite situation in which ρ(x) dacays fast as |x| → ∞ is studied in
Section 5. We first prove in Theorem 5.5 that in this case there exist solutions
to (1.1) satisfying an extra condition at infinity (see (5.12)); the proof of this
results makes use of a Theorem shown in [27] and requires N ≥ 2. As a
consequence, in Corollaries 5.7 and 5.8 we easily obtain nonuniqueness of
bounded solutions, if we do not specify their behavior at infinity. Instead,
we shall prove that uniqueness is restored in the class of solutions satisfying
a proper decay condition at infinity (see Theorem 5.9).
Finally, in Section 6 we study the particular situation in which σ = 1 in
(1.1), that is: {
ρ ∂tu+ (−∆)
1
2 [um] = 0 x ∈ RN , t > 0
u = u0 x ∈ R
N , t = 0.
(1.5)
In this case, it is possible to get rid of the boundedness assumption on the
initial data and to generalize to the case u0 ∈ L
1
ρ(R
N ) existence and unique-
ness results previously discussed for u0 ∈ L
1
ρ(R
N ) ∩ L∞(RN ). A key tool,
for this scope, is a smoothing estimate (see Theorem 6.2), which holds true
under the requirement ρ ∈ L∞(RN ), that we prove by slightly adapting an
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argument of [7]. Let us mention that, to the best of our knowledge, our
results are new also in the linear case (m = 1), that is for problem{
ρ ∂tu+ (−∆)
σ
2 [u] = 0 x ∈ RN , t > 0
u = u0 x ∈ R
N , t = 0.
In this case, losely speaking, uniqueness of solutions corresponds to the fact
that the Le´vy process associated to the operator 1ρ(−∆)
σ
2 , starting from any
point in RN , does not attain infinity. On the contrary, a solution satisfying
additional conditions at infinity exists when the Le´vy process exits arbitrarily
large balls.
2 Mathematical background
The fractional Laplacian (−∆)σ/2 is a nonlocal partial differential operator;
it can be defined in many different ways, one of which relies on the Fourier
transform. For any g in the class of Schwartz functions, if (−∆)σ/2g = h
then
hˆ(ξ) = |ξ|σ gˆ(ξ). (2.1)
If we require σ to vary in the open interval (0, 2) we can use the representation
(−∆)σ/2g(x) = CN,σ P.V.
∫
RN
g(x)− g(z)
|x− z|N+σ
dz, (2.2)
where CN,σ =
2σ−1σΓ((N+σ)/2)
piN/2Γ(1−σ/2)
is an appropriate positive normalization con-
stant depending on N and σ.
In the following Sections 3, 4 and 5 we will assume:

(i) ρ ∈ C(RN ), ρ > 0 in RN ,
(ii) u0 ∈ L
∞(RN ) ∩ L+ρ (R
N ),
(iii) m ≥ 1,
(iv) 0 < σ < 2.
(A0)
Here
L1ρ(R
N ) :=
{
f measurable in RN
∣∣∣ ‖f‖L1ρ(RN ) :=
∫
RN
f ρ dx <∞
}
,
L+ρ (R
N ) :=
{
f ∈ L1ρ(R
N )
∣∣∣ f ≥ 0} .
In the final Section 6 we will modify Assumption (A0) by requiring u0 ∈
L+ρ (R
N ) and ρ ∈ L∞(RN ).
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Observe that in view of Assumption (A0)–(i), the measure ρ(x)dx is abso-
lutely continuous with respect the Lebesgue measure in RN and lim
q→∞
‖f‖Lqρ =
‖f‖∞; here ‖f‖Lqρ is the weighted norm
(∫
RN
|f |q ρ dx
)1/q
while ‖ · ‖∞ is
the usual norm in L∞(RN ). Notice also that Assumption (A0)–(i) implies
L1(O) = L1ρ(O) for any bounded domain O ⊂ R
N .
Multiplying the nonlocal partial differential equation in (1.1) by a test
function ψ compactly supported in RN × (0, T ), T > 0, integrating by parts,
taking into account (2.1) and using the Plancherel’s Theorem, we discover
that∫ T
0
∫
RN
ρ u ∂tψdxdt−
∫ T
0
∫
RN
(−∆)σ/4(um) (−∆)σ/4ψ dxdt = 0. (2.3)
The integrals above make sense if the function um belongs to an appro-
priate space, namely the fractional Sobolev space H˙σ/2(RN ), which is the
completion of C∞0 (R
N ) with the norm ‖ψ‖H˙σ/2 = ‖(−∆)
σ/4ψ‖L2(RN ).
Definition 2.1. A solution to problem (1.1) is a function u ≥ 0 such that:
• u ∈ C([0,∞);L1ρ(R
N )) and um ∈ L2
loc
((0,∞) : H˙σ/2(RN ));
• for any T > 0, ψ ∈ C10 (R
N × (0, T )) identity (2.3) holds;
• u(·, 0) = u0 almost everywhere.
In accordance with the terminology of [8], such solutions can be called L1ρ
weak energy solutions.
If ϕ is a smooth and bounded function defined in RN , we can consider its
σ–harmonic extension v = E(ϕ) to the upper half-space
Ω := RN+1+ = {(x, y) : x ∈ R
N , y > 0},
that is, the unique smooth and bounded solution v(x, y) of the problem{
∇
(
y1−σ∇v
)
= 0 in Ω
v(x, 0) = ϕ(x) in Γ.
Here Γ := Ω ∩ {y = 0} ≡ RN . It has been proved (see [4], [8]) that
−µσ lim
y→0+
y1−σ
∂v
∂y
= (−∆)
σ
2 ϕ(x) for all x ∈ Γ,
where µσ :=
2σ−1Γ(σ/2)
Γ(1−σ/2) . We then define the operators
Lσv := ∇
(
y1−σ∇v
)
∂v
∂yσ
:= µσ lim
y→0+
y1−σ
∂v
∂y
.
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Solving problem (1.1) is equivalent to solving the following quasi-stationary
problem for w = E(um), with a dynamical boundary conditions:

Lσw = 0 (x, y) ∈ Ω, t > 0
∂w
∂yσ
= ρ
∂
[
w
1
m
]
∂t
x ∈ Γ, t > 0
w = um0 x ∈ Γ, t = 0.
(2.4)
We introduce next weak energy solutions of problem (2.4). Formally,
multiplying the differential equation in (2.4) by a test function ψ compactly
supported in Ω¯× (0, T ], integrating by parts and taking into account initial
condition and the dynamical boundary condition we get:
1
µσ
∫ T
0
∫
Γ
ρ u ∂tψ dxdt =
∫ T
0
∫
Ω
∇ψ ·
(
y1−σ∇w
)
dxdy dt . (2.5)
We denote by Xσ(Ω) the completion of C∞0 (Ω) with the norm
‖v‖Xσ =
(
µσ
∫
Ω
y1−σ|∇v|2
) 1
2
.
Given a function f ∈ W 1,2(Ω) we denote by f |Γ its trace on Γ, which is in
L2(Γ).
Definition 2.2. A solution to problem (2.4) is a pair of functions (u,w)
with u ≥ 0, w ≥ 0, such that
• u ∈ C
(
[0,∞);L1ρ(Γ)
)
;
• w ∈ L2loc
(
(0,∞);Xσ(Ω)
)
;
• w|Γ×(0,∞) = u
m;
• for any T > 0, ψ ∈ C10 (Ω¯× (0, T )) there holds∫ T
0
∫
Γ
ρ u ∂tψ dxdt = µσ
∫ T
0
∫
Ω
∇ψ ·
(
y1−σ∇w
)
dxdy dt; (2.6)
• the identity u(·, 0) = u0 holds almost everywhere.
The following result establishes the equivalence between the two notions
of solutions given in Definition 2.1 and Definition 2.2; it can be proved as in
[8, Section 3.3].
Proposition 2.3. A function u is a solution to problem (1.1) if and only if
(u,E(um)) is a solution to problem (2.4).
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3 Existence of solutions
The aim of this Section is to establish the following
Theorem 3.1. Let assumption (A0) be satisfied. Then there exists a solution
(u,w) to problem (2.4). Furthermore,
‖u‖L∞(RN×(0,∞)) ≤ ‖u0‖L∞(RN ),
‖w‖L∞(RN×(0,∞)) ≤ ‖u
m
0 ‖L∞(RN )
(3.1)
and
‖u(·, t)‖L1ρ ≤ ‖u0‖L1ρ for any t > 0 . (3.2)
Remark 3.2. In the proof of Theorem 3.1 a solution (u,w) is constructed.
Such solution turns out to be minimal, in the sense that if (u˜, w˜) is another
solution, then u ≤ u˜ and w ≤ w˜.
Proposition 3.3. Let assumption (A0) be satisfied. Let (u,w) and (uˆ, wˆ) be
minimal solutions to problem (2.4) provided by Theorem 3.1, corresponding
to initial data u0 and uˆ0, respectively. Then, for any t > 0,∫
Γ
[u(x, t)− uˆ(x, t))]+ ρ dx ≤
∫
Γ
[u0 − uˆ0]+ ρ dx . (3.3)
The statement of Theorem 3.1 and Proposition 3.3 above can be proved
proceeding as in [8] and [23]. In fact, at this stage of the analysis, the presence
of the varying density ρ does not bring any additional difficulty. However, we
sketch the main steps of their proofs for seek of completeness and for later
references.
We use next a spectral decomposition to define the fractional operator
(−∆)σ/2 in a bounded domain O of RN . In fact, let {ξn}
∞
1 be an orthonor-
mal basis of L2(O) made by eigenfunctions of −∆ in O completed with
homogeneous Dirichlet boundary conditions, and let {λn}
∞
1 the sequence of
the corresponding eigenvalues. For any u ∈ C∞0 (O)
(−∆)σ/2u :=
∞∑
n=1
λσ/2n un ξn in O ,
where u =
∑∞
n=1 un ξn in L
2(O). By density, (−∆)σ/2u can be also defined
for u belonging to the Hilbert space
H
σ/2
0 (O) :=
{
u ∈ L2(O)
∣∣∣ ‖u‖2
H
σ/2
0
:=
∞∑
n=1
λσ/2n u
2
n <∞
}
.
Recall that for every R > 0, in view of hypothesis (A0)–(i), we have
L1(BR) ≡ L
1
ρ(BR), BR being the open ball of radius R with center at 0.
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Let R > 0, u0 ∈ L
1
ρ(BR). We consider the following Cauchy-Dirichlet
problem in BR: 

ρ ∂tu+ (−∆)
σ
2 [um] = 0 x ∈ BR, t > 0,
u = 0 x ∈ ∂BR, t > 0,
u = u0 x ∈ BR, t = 0
(3.4)
and give next
Definition 3.4. A solution to problem (3.4) is a function u ≥ 0 such that:
• u ∈ C([0,∞);L1ρ(BR)) and u
m ∈ L2
loc
((0,∞) : H˙σ/2(BR));
• for any T > 0, ψ ∈ C10 (BR × (0, T )) there holds∫ T
0
∫
BR
ρ u ∂tψ dxdt =
∫ T
0
∫
BR
(−∆)σ/4um (−∆)σ/4ψ dxdt; (3.5)
• u(·, 0) = u0 almost everywhere in BR.
As well as for problem (1.1), to solve problem (3.4) we can also consider
the analogous of problem (2.4) in the half-cylinder CR := BR × (0,∞) with
zero lateral condition:

Lσw = 0 (x, y) ∈ CR, t > 0;
w = 0 x ∈ ∂CR, y > 0, t > 0;
∂w
∂yσ
= ρ
∂
[
|w|
1
m
]
∂t
x ∈ CR, y = 0, t > 0;
w = um0 x ∈ CR, y = 0, t = 0.
(3.6)
Definition 3.5. A solution to problem (3.6) is a pair of functions (u,w),
with u ≥ 0, w ≥ 0, such that:
• u ∈ C
(
[0,∞);L1ρ(BR)
)
;
• w ∈ L2loc
(
(0,∞);Xσ0 (CR)
)
;
• w|BR×(0,∞) = u
m;
• for any T > 0 and ψ = ψ(x, y, t), ψ ∈ C10 (BR × [0,∞)× (0, T )), there
holds∫ T
0
∫
BR
ρ u ∂tψ dxdt = µσ
∫ T
0
∫
CR
∇ψ ·
(
y1−σ∇w
)
dxdy dt; (3.7)
• the identity u(·, 0) = u0 holds almost everywhere in BR.
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As well as in the case of RN (see Proposition 2.3), the two notions of
solutions given in Definition 3.4 and Definition 3.5 are equivalent.
The following existence result holds for problem (3.6).
Proposition 3.6. Let assumption (A0) be satisfied. Then for any R > 0
there exists a solution (uR, wR) to problem (3.6). Moreover, the following
properties are satisfied:
i. If uR and u˜R are solutions of (3.6) corresponding to initial data u0 and
u˜0 respectively, then∫
BR
[uR(x, t)− u˜R(x, t))]+ ρ dx ≤
∫
BR
[u0 − u˜0]+ ρ dx;
in particular, since u0 ≥ 0 then uR(x, t) ≥ 0 for every x ∈ BR and
every t > 0;
ii. 0 ≤ wR ≤ ‖u0‖
m
∞ for every x ∈ CR and every t > 0, 0 ≤ uR ≤ ‖u0‖∞
for every x ∈ BR and every t > 0;
iii. For any R′ > R, wR′(x, t) ≥ wR(x, t) for every x ∈ CR and every t > 0;
Proof. The statement follows as well as in [8, Theorem 7.1 and Theorem 7.2]
and [23, Proposition 3.5].
Proof of Theorem 3.1. To solve the problem in the whole RN we proceed
along the same lines of [8, Theorem 7.2] and [23, Theorem 3.1]. For any
R > 0, by Proposition 3.6 there exists a weak solution (uR, wR) to problem
(3.6) in CR × (0,∞). Since wR are monotonic decreasing with respect to R
and uniformly bounded, there exist the limits
lim
R→∞
uR =: u in Γ× (0,∞),
lim
R→∞
wR =: w in Ω× (0,∞).
Then by usual compactness arguments, it is easy to check that (u,w) is a
solution to (2.4). Clearly, by construction, (u,w) is the minimal solution.
Moreover, from Proposition 3.6 we can infer that (3.1) and (3.2) hold true.
We conclude this Section by showing the L1ρ contraction principle stated
in Proposition 3.3.
Proof of Proposition 3.3. Arguing as in the proof of Theorem 3.1, we have
u = lim
R→∞
uR, uˆ = lim
R→∞
uˆR in R
N ,
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where uR and uˆR solve the approximating problem (3.6) with initial data u0
and uˆ0, respectively. Observe that
u0χBR → u0, uˆ0χBR → uˆ0 as R→∞, in R
N ,
|u0 − uˆ0|χBR ≤ |u0|+ |uˆ0| in R
N , for all R > 0.
Furthermore,
|uR − uˆR| ≤ |u|+ |uˆ| in BR, for all R > 0.
Since u0, uˆ0, u, uˆ ∈ L
+
ρ (R
N ), from the dominated convergence theorem and
Proposition 3.6-i. we obtain the conclusion.
Henceforth, unless otherwise specified, the term solution must be under-
stood in the sense of Definition 2.1.
4 Slowly decaying density
Let us assume the following condition:
there exist Cˆ > 0, Rˆ > 0 and α ∈ (0, σ) such that
ρ(x) ≥ Cˆ|x|−α for all x ∈ RN \BRˆ .
(A1)
Under hypothesis (A1) we will establish both uniqueness of solutions not
satisfying any extra condition at infinity and conservation of mass.
4.1 Uniqueness of solutions
We shall prove the following
Theorem 4.1. Let assumptions (A0), (A1) be satisfied. Then there exists
at most only one bounded solution to problem (1.1).
Before proving Theorem 4.1, let us introduce the following notations.
First of all we set, for later use,
G(s) := sm (s ∈ R+). (4.1)
We also take a nonnegative non-increasing cut-off function η such that
η(s) =


1 if 0 ≤ s ≤ 1,
0 if s ≥ 2;
(4.2)
then, for each R > 0, define
ϕR(x) := η
(
|x|
R
)
for all x ∈ RN . (4.3)
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Observe that, for R = 1, ϕ1(x) = η(|x|) (x ∈ R
N ).
By using the representation (2.2) it can be shown the following lemma
(see [8, Section 9.2], [3]).
Lemma 4.2. For any R > 0 let ϕR be the function defined by (4.3) and
(4.2) and let y := xR . Then, for any R > 0,
(−∆)σ/2x ϕR(x) = R
−σ(−∆)σ/2y ϕ1(y) for all x ∈ R
N . (4.4)
Furthermore, there exists a constant C¯ > 0 such that
∣∣∣(−∆)σ/2ϕ1(x)∣∣∣ ≤ C¯
1 + |x|N+σ
for all x ∈ RN . (4.5)
We are now in position to prove Theorem 4.1.
Proof of Theorem 4.1. Suppose, by contradiction, that there exist two dif-
ferent solutions u, u˜ to problem (1.1). Take any p ≥ 1 and q ≥ 1 to be fixed
later such that 1p +
1
q = 1.
Since u and u˜ are bounded, we get, for some L > 0,
|G(u)−G(u˜)| ≤ L|u− u˜| ≤ C|u− u˜|
1
q in RN × (0,∞) , (4.6)
where C := L
(
‖u‖∞ + ‖u˜‖∞
)1− 1q and G is defined in (4.1).
Let 0 < t1 < t2 < T and set n0 :=
[
2
t2−t1
]
+ 1. Consider a sequence of
functions {fn}n≥n0 ⊂ C
∞([0,∞)), such that, for any n ≥ n0,
0 ≤ fn(t) ≤ 1 for any t ≥ 0, fn(t) = 0 for any t /∈ [t1, t2],
fn(t) = 1 for any t ∈
[
t1 +
1
n
, t2 −
1
n
]
.
Note that fn(t) → χ[t1,t2](t) as n → ∞ for any t ≥ 0, so f
′
n(t) converges to
δ(t− t1)− δ(t− t2) as n→∞ in the sense of distributions.
Let ψ ∈ C∞0 (R
N ); for any n ≥ n0 set
ψn(x, t) := ψ(x)fn(t) for all x ∈ R
n, t ≥ 0.
For each n ≥ n0 we can use such ψn as test function in Definition 2.1, so,
integrating by parts,
∫ T
0
∫
RN
ρ uψf ′n(t)dxdt =
∫ T
0
∫
RN
fn(t)(−∆)
σ/4(G(u)) (−∆)σ/4ψ dxdt
= −
∫ T
0
∫
RN
fn(t)G(u)(−∆)
σ/2ψ dxdt.
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Then sending n→∞ we get:
∫
RN
ρ(x)[u(x, t2)− u(x, t1)]ψ(x)dx =
∫ t2
t1
∫
RN
G(u)(−∆)σ/2ψdxdt . (4.7)
Analogously we have
∫
RN
ρ(x)[u˜(x, t2)− u˜(x, t1)]ψ(x)dx =
∫ t2
t1
∫
RN
G(u˜)(−∆)σ/2ψdxdt . (4.8)
Subtracting (4.8) to (4.7) we obtain:
∫
RN
ρ(x)[u(x, t2)− u˜(x, t2)]ψ(x)dx−
∫
RN
ρ(x)[u(x, t1)− u˜(x, t1)]ψ(x)dx
=
∫ t2
t1
∫
RN
ζ(−∆)σ/2ψ(x)dxdt, (4.9)
where ζ := G(u)−G(u˜).
For any R > 0, let ϕR be the function defined in (4.3) and (4.2). Formula
(4.9) for ψ = ϕR gives:
∫
RN
ρ(x)[u(x, t2)− u˜(x, t2)]ϕR(x)dx−
∫
RN
ρ(x)[u(x, t1)− u˜(x, t1)]ϕR(x)dx
=
∫ t2
t1
∫
RN
ζ(−∆)σ/2ϕR(x)dxdt, (4.10)
Now we estimate the absolute value of the right hand side of (4.10). In view
of (4.6), by using Ho¨lder inequality we obtain:
∣∣∣∣
∫ t2
t1
∫
RN
ζ(−∆)σ/2ϕR(x)dxdt
∣∣∣∣
≤ C
∫ t2
t1
∫
RN
|u− u˜|1/q
∣∣(−∆)σ/2ϕR(x)∣∣dxdt
= C
∫ t2
t1
∫
RN
[ρ(x)]−1/q
∣∣(−∆)σ/2ϕR(x)∣∣|u− u˜|1/q[ρ(x)]1/qdxdt
≤ C(t2 − t1)
1/p
(∫
RN
[ρ(x)]−p/q
∣∣(−∆)σ/2ϕR(x)∣∣pdx
)1/p
·
(∫ t2
t1
∫
RN
|u− u˜|ρ(x)dxdt
)1/q
. (4.11)
Set
C1 := (max
BRˆ
ρ)−p/q, C2 :=
∫
BRˆ
∣∣(−∆)σ/2ϕ1(x)∣∣pdx.
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Performing the change of variable y := |x|R , using hypothesis (A1), and prop-
erties (4.4) and (4.5) we get:∫
RN
[ρ(x)]−p/q
∣∣(−∆)σ/2ϕR(x)∣∣pdx
≤C1
∫
BRˆ
∣∣(−∆)σ/2ϕR(x)∣∣pdx+ 1
Cˆp/q
∫
RN\BRˆ
∣∣(−∆)σ/2ϕR(x)∣∣p|x|α pq dx
=C1R
N−pσ
∫
BRˆ/R
∣∣(−∆)σ/2ϕ1(y)∣∣pdy
+
RN−pσ+α
p
q
Cˆp/q
∫
RN\BRˆ/R
∣∣(−∆)σ/2ϕ1(y)∣∣p|y|α pq dy
≤C1C2R
N−pσ +
RN−pσ+α
p
q
Cˆp/q
∫
RN
1
(1 + |y|(N+σ))p|y|−α
p
q
dy . (4.12)
Since 0 < α < σ, we can choose p > 1 so big that α < pσ−Np−1 . Thus, since
q = pp−1 ,
−pσ +N + α
p
q
< 0,
(N + σ)p− α
p
q
> N .
(4.13)
From (4.13), (4.12), (4.11), for u, u˜ ∈ L1ρ(R
N ), it follows that∫ t2
t1
∫
RN
ζ(−∆)σ/2ϕR(x)dx→ 0 as R→∞ . (4.14)
On the other hand, since u, u˜ ∈ L1ρ(R
N ), 0 ≤ ϕR ≤ 1 and ϕR(x) → 1 as
R→∞ for every x ∈ RN , by the dominated convergence theorem,
lim
R→∞
{∫
RN
ρ(x)[u(x, t2)− u˜(x, t2)]ϕRdx−∫
RN
ρ(x)[u(x, t1)− u˜(x, t1)]ϕRdx
}
=
∫
RN
ρ(x)[u(x, t2)− u˜(x, t2)]dx−
∫
RN
ρ(x)[u(x, t1)− u˜(x, t1)]dx . (4.15)
As a consequence of (4.10), (4.14) and (4.15) we have:∫
RN
ρ(x)[u(x, t2)− u˜(x, t2)]dx−
∫
RN
ρ(x)[u(x, t1)− u˜(x, t1)]dx = 0 .
Since u, u˜ ∈ C
(
[0,∞);L1ρ(R
N )
)
and u(x, 0) = u˜(x, 0) = u0(x) for almost
every x ∈ RN , we have, as t1 → 0
+,∫
RN
ρ(x)[u(x, t2)− u˜(x, t2)]dx =
∫
RN
ρ(x)[u(x, 0) − u˜(x, 0)]dx = 0.
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This implies u(x, t2) = u˜(x, t2), for almost every x ∈ R
N , because ρ > 0 in
R
N . Since t2 > 0 were arbitrary, the proof is complete.
Remark 4.3. i. For problem (1.2), uniqueness is proved in [25] supposing
(A1) with α ∈ (0, N ]. Furthermore, uniqueness for very weak solutions
is established in [19] assuming (A1) with α ∈ (0, 2].
ii. In the present situation, if one wanted to weaken hypothesis (A1) and
to apply the same arguments as above in order to show uniqueness, one
should replace ϕ1 by a function satisfying a decay condition stronger
than (4.5). Unfortunately, as shown in [3], the decay (4.5) is the mini-
mal one can expect.
4.2 Conservation of mass
By exploiting some arguments introduced in the proof of Theorem 4.1, we
can prove the following property of solutions to problem (1.1).
Proposition 4.4. Let assumptions (A0), (A1) be satisfied. Let u be the
bounded solution to problem (1.1). Then∫
RN
u(x, t)ρ(x)dx =
∫
RN
u0(x)ρ(x)dx for any t > 0 . (4.16)
Proof. Keep the same notation as in the proof of Theorem 4.1. By (4.7) with
ψ = ϕR,∫
RN
ρ(x)[u(x, t2)− u(x, t1)]ϕR dx =
∫ t2
t1
∫
RN
G(u)(−∆)σ/2ϕR dxdt.
(4.17)
From (4.17) and (4.14) with ζ replaced by G(u), we obtain∫
RN
u(x, t2)ρ(x)dx =
∫
RN
u(x, t1)ρ(x)dx . (4.18)
Since u ∈ C
(
[0,∞);L1ρ(R
N )
)
, as a consequence of (4.18), by sending t1 → 0
+
we obtain the conclusion.
5 Fast decaying density
Let us assume now that ρ(x) vanishes fast as |x| diverges, that is:
there exist Cˇ > 0, Rˇ > 0 and α ∈ (σ,∞) such that
ρ(x) ≤ Cˇ|x|−α for all x ∈ RN\BRˇ .
(A2)
Under hypothesis (A2) we shall prove existence of a solution to problem (1.1)
satisfying an extra condition at infinity. From this we will infer nonuniqueness
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of solutions to the same problem, if we do not specify extra conditions at
infinity. Instead, uniqueness is restored in the class of solutions satisfying a
suitable decay estimate as |x| → ∞.
5.1 Preliminary results
We shall use the following Proposition, which is shown in [27], and some
consequences of it.
Proposition 5.1. Let N ≥ 1, r > 1, 2r < β < N . Let
β −
N
r
< ν < N
r − 1
r
. (5.1)
Suppose that f(|x|)|x|ν ∈ Lr(RN ). Then there exists a constant C > 0 such
that ∣∣∣∣
∫
RN
f(|y|)
|x− y|N−β
dy
∣∣∣∣ ≤ C ∥∥|x|νf∥∥Lr(RN ) |x|β−ν−Nr
for almost every x ∈ RN .
From Proposition 5.1 we deduce next
Corollary 5.2. Let N ≥ 2. Let assumptions (A0), (A2) be satisfied. Then∫
RN
ρ(y)
|x− y|N−σ
dy → 0 as |x| → ∞ . (5.2)
More precisely,
i. If N = 2, then, for some C > 0, there holds:∫
R2
ρ(y)
|x− y|2−σ
dy ≤ C|x|σ−ν−
2
r for all x ∈ R2 (5.3)
provided 0 < ν < σ and
max
{
2
σ
,
2
2− ν
,
2
α− ν
}
< r <
2
σ − ν
. (5.4)
ii. If N ≥ 3, then, for some C > 0, there holds:∫
RN
ρ(y)
|x− y|N−σ
dy ≤ C|x|σ−
N
r for all x ∈ RN , (5.5)
provided
max
{
N
α
,
2
σ
}
< r <
N
σ
. (5.6)
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Proof. Observe that by (A2),
0 < ρ(x) ≤ ρ˜(x) for all x ∈ RN , (5.7)
where
ρ˜(x) :=


maxBRˇ
ρ if x ∈ BRˇ,
Cˇ|x|−α if x ∈ RN\BRˇ.
i. Let N = 2. Take 0 < ν < σ. Observe that |x|ν ρ˜(|x|) ∈ Lr(R2) whenever
r(α−ν) > 2. Furthermore, we can find r > 1 such that (5.4) is verified. This
permits to apply Proposition 5.1 (with β = σ) to infer that∫
R2
ρ˜(y)
|x− y|2−σ
dy ≤ C
∥∥||x|ν ρ˜∥∥
Lr(R2)
|x|β−ν−
2
r
Then, by (5.7), (5.3) is verified.
ii. Now, let N ≥ 3. Clearly, ρ˜ ∈ Lr(RN ) whenever α r > N . Furthermore,
we can select r > 1 such that (5.6) is verified. This combined with Proposition
5.1 (with β = σ, ν = 0) implies∫
RN
ρ˜(y)
|x− y|N−σ
dy ≤ C ‖|ρ˜‖Lr(RN ) |x|
β−Nr
for almost every x ∈ RN . Then, by (5.7), (5.5) holds true. This completes
the proof.
Remark 5.3. Let us note that the first and the second inequality in condition
(5.1) in Proposition 5.1 are only used to deduce that
∫
RN\B1
f(|y|)
|y|N−β
dy <∞,
and f ∈ L1loc(R
N ), respectively. Indeed, such conditions implies that for every
x ∈ RN , the singular integral
∫
RN
f(|y|)
|x−y|N−β
dy converges. So, if f ∈ L1loc(R
N )
by hypothesis, the thesis of Proposition 5.1 remains true without requiring
the second inequality in (5.1).
For further purposes, let us discuss another application of Proposition
5.1, combined with Remark 5.3. To be specific, we will take r > 1 and
ν > N
r − 1
r
. (5.8)
The role of this condition will be clear in the sequel (see Theorem 5.6 below).
Corollary 5.4. Let N ≥ 2. Let assumption (A0) be satisfied. Moreover,
suppose that
there exist Cˇ > 0, Rˇ > 0 and α ∈ (N,∞) such that
ρ(x) ≤ Cˇ|x|−α for all x ∈ RN\BRˇ .
(A∗2)
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Then (5.2) is satisfied. More precisely, for some C > 0, we have:∫
RN
ρ(y)
|x− y|N−σ
dy ≤ C|x|σ−ν−
N
r for all x ∈ RN , (5.9)
provided N2 (2− σ) < ν < N and
max
{
2
σ
,
N
α− ν
}
< r <
N
N − ν
. (5.10)
Observe that (5.8) is guaranteed by (5.10). Moreover, the conclusion of
Corollary 5.4, valid for α > N , is similar to that of Corollary 5.2, where we
had α > σ.
Proof. Note that |x|ν ρ˜ ∈ Lr(RN ) whenever (α − ν)r > N . Moreover, ρ˜ ∈
L1loc(R
N ); hence, in view of Remark 5.3, in order to apply Proposition 5.1
(with β = σ) when condition (5.8) is satisfied, we have to find r > 1 and
ν > 0 such that 

r > 2σ
r(σ − ν) < N
r(N − ν) < N
r(α − ν) > N.
Since 0 < σ < N , this is equivalent to

r > 2σ
r(N − ν) < N
r(α − ν) > N.
(5.11)
If we assume that N2 (2 − σ) < ν < N and α > N , then we can find r > 1
such that (5.10) is verified. This implies (5.11), hence the thesis follows.
5.2 Existence of solutions satisfying an extra condition
at infinity
Fix any τ ≥ 0. Using Corollary 5.2 we shall prove the existence of a solution
u to problem (1.1) satisfying at infinity the following extra condition:
U(x, t) :=
∫ t
τ
G
(
u(x, s)
)
ds→ 0 as |x| → ∞,
uniformly with respect to t > τ , (5.12)
where the function G is defined by (4.1). Furthermore, we will compute the
decay rate of U(x, t) as |x| → ∞, uniformly with respect to t > τ .
This is the content of next
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Theorem 5.5. Let N ≥ 2. Let assumptions (A0), (A2) be satisfied. Then
there exists a bounded solution u to problem (1.1) such that condition (5.12)
holds. More precisely,
i. if N = 2, then, for some C > 0, we have:
U(x, t) ≤ 2‖u0‖∞
∫
R2
ρ(y)
|x− y|2−σ
dy ≤ C|x|σ−ν−
2
r
for almost every x ∈ R2 \BR¯, t > τ, (5.13)
provided R¯ > 0, 0 < ν < σ and (5.4) is verified.
ii. If N ≥ 3, then, for some C > 0, we have:
U(x, t) ≤ 2‖u0‖∞
∫
RN
ρ(y)
|x− y|N−σ
dy ≤ C|x|σ−
N
r
for almost every x ∈ RN \BR¯, t > τ, (5.14)
provided R¯ > 0 and (5.6) is verified.
Clearly, (5.13) and (5.14) hold true in the whole RN ; however, they are
not useful in BR¯. Indeed, while the right hand sides goes to infinity for
|x| → 0, we know that U is bounded.
Proof. For every R > 0 let uR be the unique solution to problem (3.4). Recall
that, by Proposition 3.6,
0 ≤ uR ≤ ‖u0‖∞ in BR × (0,∞) . (5.15)
Arguing as in Theorem 3.1, it can be proved that u = lim
R→∞
uR solves (1.1).
It remains to show (5.12). Define
UR(x, t) :=
∫ t
τ
G
(
uR(x, s)
)
ds (x ∈ RN , t > τ)
and notice that UR → U as R → ∞ in R
N × (τ,∞), where U in defined in
(5.12). It is direct to see that for every R > 0, t > τ the function UR(·, t) is
a solution to problem{
(−∆)
σ
2 UR = ρ[u0 − uR(·, t)] x ∈ BR
U = 0 x ∈ ∂BR .
So,
UR(x, t) =
∫
BR
KR(x, y)ρ(y)[u(y, τ)− uR(y, t)]dy (x ∈ BR, t > τ),
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whereKR is the Green function for equation (−∆)
σ/2U = 0 in BR, completed
with Dirichlet zero boundary conditions. It is easily seen that
lim
R→∞
UR(x, t) =
∫
RN
K(x, y)ρ(y)[u(y, τ)− u(y, t)]dy
for any x ∈ RN , t > τ, (5.16)
where
K(x, y) :=
1
|x− y|N−σ
(x, y ∈ RN , x 6= y)
is the Riesz Kernel. In fact, there hold
0 < KR(x, y) ≤ K(x, y) for any x, y ∈ BR, x 6= y, (5.17)
and
lim
R→∞
KR(x, y) = K(x, y) for any x, y ∈ R
N , x 6= y. (5.18)
From (A0), (5.15) and (5.17), we have for all x, y ∈ BR, x 6= y, t > τ ,∣∣∣KR(x, y)ρ(y)[uR(y, τ) − uR(y, t)]∣∣∣ ≤ 2‖u0‖∞K(x, y)ρ(y) . (5.19)
Now, fix any x ∈ RN , t > τ . Note that, in view of (A2), the function
y 7→ 2‖u0‖∞K(x, y)ρ(y) belongs to L
1(RN ). Thus, from (5.18) and the
dominated convergence theorem the limit (5.16) follows. Hence
U(x, t) =
∫
RN
K(x, y)ρ(y)[u(y, τ)− u(y, t)]dy (x ∈ RN , t > τ) . (5.20)
From (5.20) and Corollary 5.2 we get (5.13) and (5.14), which in turn
imply (5.12). This completes the proof.
From the proof of Theorem 5.5 and Corollary 5.4 we obtain the following
result.
Theorem 5.6. Let assumptions of Theorem 5.5 be satisfied with (A2) re-
placed by (A∗2). The the conclusion of Theorem 5.5 remains true, with (5.13)
and (5.14) replaced by the following estimate:
U(x, t) ≤ C|x|σ−ν−
N
r for almost every x ∈ RN\BR¯, t > τ, for some C > 0,
provided R¯ > 0,
N
2
(2− σ) < ν < N and (5.10) is verified. (5.21)
Let us recall that solutions constructed in Theorem 5.5 and 5.6 are min-
imal.
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5.3 Nonuniqueness of solutions
From Theorem 5.5 we infer next nonuniqueness of solutions to problem (1.1).
Corollary 5.7. Let N ≥ 2. Let assumptions (A0), (A2) be satisfied. Let
ρ ∈ L1(RN ). Then, for u0 ≡ c ∈ (0,∞), problem (1.1) admits at least two
bounded solutions.
Proof. Note that since ρ ∈ L1(RN ), u0 ≡ c ∈ L
∞(RN ) ∩ L1ρ(R
N ). Clearly,
u˜ ≡ c is a solution to problem (1.1). Moreover, by Theorem 5.5 there exists
a solution u to problem (1.1) satisfying condition (5.20), so u 6≡ u˜. This
completes the proof.
Let us mention that if we only assume u0 ∈ L
∞(RN ), then it is easy to
verify (see, e.g. [23]) that problem (1.1) admits a very weak bounded solution
u, in the sense that u ∈ L∞(RN × (0,∞)) satisfies∫ T
0
∫
RN
ρ u ∂tψdxdt = −
∫ T
0
∫
RN
um (−∆)σ/2ψ dxdt
for any T > 0 and any test function ψ ∈ C∞0 (R
N × [0, T ]). Thus next
nonuniqueness result for very weak solutions immediately follows, without
supposing ρ ∈ L1(RN ).
Corollary 5.8. Let N ≥ 2. Let assumptions (A0), (A2) be satisfied. Then,
for u0 ≡ c ∈ (0,∞), problem (1.1) admits at least two very weak solutions.
5.4 Uniqueness of solutions satisfying a decay estimate
at infinity
Theorem 5.9. Let N ≥ 1. Let assumptions (A0), (A
∗
2) be satisfied. Let
u˜ be the minimal solution to problem (1.1), let u be any solution to problem
(1.1) such that (5.21) is satisfied with τ = 0. Then u ≡ u˜.
Note that the minimal solution u˜ is that constructed in Theorem 5.6.
Proof. Repeat the proof of Theorem 4.1. We obtain:∫
RN
ρ(x)[u(x, t2)− u˜(x, t2)]ϕR(x)dx−
∫
RN
ρ(x)[u(x, t1)− u˜(x, t1)]ϕR(x)dx
=
∫ t2
t1
∫
RN
ζ(−∆)σ/2ϕR(x)dxds, (5.22)
Now we estimate the absolute value of the right hand side of (5.22). Let
γ > 0 be a constant to be fixed later; put C˜ := [2T ‖u0‖
m
∞]
1− 1q . Define
ξ(x) :=
{
1 |x| ≤ 1
|x|−γ |x| > 1 .
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In view of (4.4), (4.6), and by using Ho¨lder inequality and the fact that u˜ is
minimal we obtain: ∣∣∣∣
∫ t2
t1
∫
RN
ζ(−∆)σ/2ϕR(x)dxds
∣∣∣∣
≤ C˜
∫ t2
t1
∫
RN
[ξ(x)]1/q
∣∣(−∆)σ/2ϕR(x)ζ1/q [ξ(x)]−1/qdxds
≤ C˜(t2 − t1)
1/p
(∫
RN
[ξ(x)]
p
q
∣∣(−∆)σ/2ϕR(x)∣∣pdx
)1/p
·
[∫
RN
(∫ t2
t1
G
(
u(x, s)
)
ds
)
[ξ(x)]−1dx
]1/q
. (5.23)
Let t2 = t. Hence, for τ = 0 < t1 and G(u) ≥ 0,∫ t
t1
G(u(x, s))ds ≤ U(x, t) (x ∈ RN , t > 0) . (5.24)
Observe that, from hypothesis (5.21) we get,∫
RN
U(x, t)ξ(x)dx =
∫
B1
U(x, t)dx+
∫
RN\B1
U(x, t)ξ(x)dx
≤ T ‖u0‖
m
∞|B1|+ C
∫
RN\B1
dx
|x|−σ+ν+
N
r +γ
.
In view of (5.10) there holds (5.8), so we can select γ > 0 such that
N −
N
r
− ν + σ < γ < σ . (5.25)
The first inequality in (5.25) implies that∫
RN\B1
dx
|x|−σ+ν+
N
r +γ
<∞,
so ∫
RN
U(x, t)ξ(x)dx <∞ . (5.26)
We need the second inequality of (5.25) in the sequel. In fact, set
C1 :=
∫
B1
∣∣(−∆)σ/2ϕ1(x)∣∣pdx.
Arguing as in the proof of Theorem 4.1 we get:∫
RN
∣∣(−∆)σ/2ϕR(x)∣∣p|x|− γpq dx
≤ C1R
N−pσ +RN−pσ+γ
p
q
∫
RN\B1
1
(1 + |y|(N+p)σ)|y|−γ
p
q
dy . (5.27)
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Since 0 < γ < σ, we can choose p > 1 so big that γ < pσ−Np−1 . So, since
q = pp−1 ,
−pσ +N + α
p
q
< 0,
(N + σ)p− γ
p
q
> N .
(5.28)
From (5.28), (5.27), (5.26), (5.24) and (5.23) we can infer that
∫ t
τ
∫
RN
ζ(−∆)σ/2ϕR(x)dxds→ 0 as R→∞ . (5.29)
On the other hand, since u, u˜ ∈ L1ρ(R
N ), 0 ≤ ϕR ≤ 1 and ϕR(x) → 1 as
R→∞ for every x ∈ RN , by the dominated convergence theorem,
lim
R→∞
{∫
RN
ρ(x)[u(x, t)− u˜(x, t)]ϕRdx−
∫
RN
ρ(x)[u(x, t1)− u˜(x, t1)]ϕRdx
}
=
∫
RN
ρ(x)[u(x, t) − u˜(x, t)]dx−
∫
RN
ρ(x)[u(x, t1)− u˜(x, t1)]dx . (5.30)
As a consequence of (5.22), (5.29) and (5.30) we have:∫
RN
ρ(x)[u(x, t) − u˜(x, t)]dx−
∫
RN
ρ(x)[u(x, t1)− u˜(x, t1)]dx = 0 .
Since u, u˜ ∈ C
(
[0,∞);L1ρ(R
N )
)
and u(x, 0) = u˜(x, 0) = u0(x) for almost
every x ∈ RN , we have, as t1 → 0
+,∫
RN
ρ(x)[u(x, t) − u˜(x, t)]dx =
∫
RN
ρ(x)[u(x, 0) − u˜(x, 0)]dx = 0.
This implies u(x, t) = u˜(x, t), for almost every x ∈ RN , because ρ > 0 in RN .
Since t > 0 were arbitrary, the proof is complete.
6 General initial data for the half-Laplacian
We present now some results for problem (1.1) in the particular case σ = 1,
that is {
ρ ∂tu+ (−∆)
1
2 [um] = 0 x ∈ RN , t > 0
u = u0 x ∈ R
N , t = 0 .
(6.1)
More precisely, we revisit here some of the results in the previous Sections,
removing the assumption u0 ∈ L
∞(RN ). Preliminarily, in the following Sub-
section we establish a smoothing estimate for solutions of problem (6.1).
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6.1 Smoothing effect
The proof of the smoothing estimate will make use of the following
Lemma 6.1. Let assumption (A0)(i)–(iii) be satisfied and σ = 1. Let u be
a solution to problem (6.1). Then ∂tu ∈ L
1
loc
(
(0,∞);L1ρ(R
N )
)
, and
ρ ∂tu ≥ −
ρu
(m− 1)t
in RN × (0,∞) (6.2)
in the sense of distributions. Furthermore, for any 0 ≤ τ < T ,
∫ T
τ
∫
RN
|(−∆)
1
4 um| dxdt+
1
m+ 1
∫
RN
um+1ρ dx
=
1
m+ 1
∫
Rn
ρ um+1(x, τ) dx. (6.3)
Lemma 6.1 can be proved by applying the same arguments as in [7, Propo-
sition 3.1, Theorem 5.4] and [8, Section 8]; we omit the details.
We state the smoothing estimate in the following
Theorem 6.2. Let assumption (A0)(i)–(iii) be satisfied and σ = 1; suppose
ρ ∈ L∞(RN ). Let u be a solution to problem (6.1). Then there exists a
positive constant C = C(N,m) such that
‖u(·, t)‖L∞(RN ) ≤ C t
−θ ‖u0‖
θ/N
L1ρ(R
N )
for any t > 0 , (6.4)
where θ = 1
m−1+ 1N
.
Theorem 6.2 can be proved by minor changes in the proof of [7, Theorem
2.4]. However, we sketch the proof for reader’s convenience.
Proof. We can consider the solution (u,w) to problem (2.4) with σ = 1.
Recall that, according with notations used in Section 3, when dealing with
harmonic extension, we use the notations Ω := RN+1+ and Γ := Ω¯ ∩ {y = 0}.
In view of Lemma 6.1, from equality (2.5) we deduce:∫
Ω
〈∇w,∇ψ〉dxdy +
∫
Γ
ρ ∂tuψ dx = 0.
This combined with (6.2) yields∫
Ω
〈∇w,∇ψ〉dxdy − Lt
∫
Γ
ρ uψ dx ≤ 0,
where Lt :=
1
(m−1)t , ψ ≥ 0. In view of Lemma 6.1, (u,w) is also a so-called
strong solution, that is it solves problem (2.4) with σ = 1 almost everywhere
in Ω × (0,∞) (see [7, Section 5.3]). So, we can choose ψ = wp, p > 0 (see
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[28, p. 187]). Easy computations and the trace embedding give, for some
constant C˜ > 0,
Lt
∫
Γ
ρ ump+1 dx ≥
∫
Ω
〈∇w,∇wp〉dxdy
=
4p
(p+ 1)2
∫
Ω
∣∣∇w p+12 ∣∣2 dxdy ≥ C˜ 4p
(p+ 1)2
(∫
Γ
u
Nm(p+1)
N−1 dx
)N−1
N
≥ C˜ C¯
(∫
Γ
u
Nm(p+1)
N−1 ρ dx
)N−1
N
, (6.5)
where C¯ := 4p(p+1)2 ‖ρ‖
−N−1N
∞ .
For any t > 0 and q ∈ [1,∞), set ‖u(·, t)‖Lqρ(Γ) ≡ ‖u‖q :=
(∫
Γ
|u|qρ dx
) 1
q .
Recall that, in view of assumption (A0)-(i), the measure ρ(x)dx is absolutely
continuous with respect the Lebesgue measure in RN , so lim
q→∞
‖u‖q = ‖u‖∞,
where ‖ · ‖∞ is the usual norm in L
∞(RN ).
Inequality (6.5) imply:
‖u‖sm(p+1) ≤
(
Lt
C˜C¯
) 1
m(p+1)
‖u‖
mp+1
m(p+1)
mp+1 , (6.6)
where s := NN−1 . Iterating (6.6) we get:
‖u‖qk+1 ≤
(
Lt
C˜C¯
) s
qk+1
‖u‖
sqk
qk+1
qk , (6.7)
where qk+1 := s(qk +m− 1), q0 := mp+ 1 .
Easy computations (see [7, Theorem 2.4] for details) give:
‖u‖∞ ≤
(
Lt
C˜C¯
)N
A
‖u‖
q0
A
q0 , (6.8)
where A := q0 +N(m− 1) .
Choose p = 1m ; consequently q0 = 2, A = 2+N(m−1) and C¯ =
4m
m2+2m+1 .
By (6.8), since m ≥ 1,
‖u‖2 ≤ ‖u‖
1
2
1 ‖u‖
1
2
∞ ≤
(
Lt
C˜C¯
) N
2mA
‖u‖
1
2
1 ‖u‖
1
mA
2 ,
so
‖u‖2 ≤
(
Lt
C˜C¯
) N
2(1+N(m−1))
‖u‖
2+N(m−1)
2(1+N(m−1))
1 . (6.9)
From (6.9), (6.8) and (3.2) we obtain:
‖u‖∞ ≤
(
Lt
C˜C¯
)θ
‖u‖
θ/N
1 ≤ Ct
−θ‖u0‖
θ/N
1 .
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Remark 6.3. In [8] the smoothing estimate has been established for problem
(1.3) for σ ∈ (0, 2). It remains to be understood whether such effect holds
for the general problem (1.1) for any σ ∈ (0, 2).
6.2 Existence of solutions
We shall assume, instead of (A0), the following

(i) ρ ∈ C(RN ) ∩ L∞(RN ), ρ > 0 in RN ;
(ii) u0 ∈ L
+
ρ (R
N )
(iii) m ≥ 1 .
(A∗0)
Note that now u0 is not necessary bounded, on the other side we require that
ρ is so. Concerning existence of solutions, we shall prove next
Theorem 6.4. Let assumption (A∗0) be satisfied. Then there exists a mini-
mal solution to problem (6.1). Furthermore, (3.2) holds true.
The same arguments used to prove Proposition 3.3 yield the following
Proposition 6.5. Let assumption (A∗0) be satisfied. Let (u,w) and (uˆ, wˆ)
be minimal solutions provided by Theorem 6.4, corresponding to initial data
u0 and uˆ0, respectively. Then, for any t > 0, inequality (3.3) holds true.
Proof of Theorem 6.4. Let {u0n} ⊂ L
1
ρ(R
N ) ∩ L∞(RN ) such that u0n ≥ 0,
u0n → u0 in L
1
ρ(R
N ) as n → ∞. For any n ∈ N, let un be the minimal
solution provided by Theorem 3.1 corresponding to initial datum u0n. In
view of (3.3), for any t > 0, un(·, t)→ u(·, t) in L
1
ρ(R
N ) as n→∞, for some
function u. Moreover, by standard results in nonlinear semigroup theory,
un → u in C
(
[0,∞);L1ρ(R
N )
)
.
Take any τ > 0. By (6.4), there exists Cτ > 0 such that for all n ∈ N
0 ≤ un ≤ Cτ in R
N × (τ,∞). (6.10)
We can find a positive constant C1 = C1(‖u0‖L1ρ) such that ‖u0n‖L1ρ ≤ C1 for
all n ∈ N. By Theorem 3.1, ‖un(·, τ)‖L1ρ ≤ C1. This combined with (6.10)
implies that there exists C2 > 0 such that
‖un(·, τ)‖Lmρ ≤ C2. (6.11)
From (6.3) and (6.11) we deduce that∫ ∞
0
‖umn ‖
2
H˙1/2
dt ≤
1
m+ 1
Cm2 . (6.12)
From (6.10) and (6.12), since τ > 0 was arbitrary, we can infer that u solves
equation
ρ ∂tu+ (−∆)
1/2[um] = 0 (x ∈ RN , t > 0).
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Observe that for all t > 0∫
RN
|u(x, t)− u0(x)| ρ(x) dx ≤
∫
RN
|u(x, t)− un(x, t)| ρ(x) dx
+
∫
RN
|un(x, t)− u0n(x)| ρ(x) dx+
∫
RN
|u0n(x)− u0(x)| ρ(x) dx.
In view of the contraction principle in L1ρ and continuity in L
1
ρ, this implies
that u(x, 0) = u0(x) for almost every x ∈ R
N . This completes the proof.
6.3 Slowly decaying density
Concerning uniqueness of solutions we shall prove next
Theorem 6.6. Let σ = 1 and assumptions (A∗0), (A1) be satisfied. Then
problem (6.1) admits at most one solution.
Proof. Suppose, by contradiction, that there exist two different solutions u, uˆ.
Then, for some T > 0 and ǫ > 0, there holds
‖u(·, T )− uˆ(·, T )‖L1ρ > ǫ . (6.13)
Since u, uˆ ∈ C
(
[0,∞);L1ρ(R
N )
)
, we can select 0 < τ < T such that
‖u(·, τ)− u0‖L1ρ <
ǫ
4
and ‖uˆ(·, τ) − u0‖L1ρ <
ǫ
4
,
thus
‖uˆ(·, τ) − u(·, τ)‖L1ρ <
ǫ
2
. (6.14)
Let v be the solution to problem{
ρ ∂tv + (−∆)
1
2 [vm] = 0 x ∈ RN , t > 0
v = u(x, τ) x ∈ RN , t = τ ,
and vˆ the solution to problem{
ρ ∂tvˆ + (−∆)
1
2 [vˆm] = 0 x ∈ RN , t > 0
vˆ = uˆ(x, τ) x ∈ RN , t = τ .
Note that, in view of (6.4), u, uˆ are bounded in RN × [τ,∞). Hence such
solutions v, vˆ, provided by Theorem 3.1, are bounded as well. By Proposition
3.3 and (6.14), for all t > τ ,
‖vˆ(·, t)− v(·, t)‖L1ρ ≤ ‖uˆ(·, τ) − u(·, τ)‖L1ρ <
ǫ
2
.
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In view of (A1) for u, v, uˆ, vˆ ∈ L
∞(RN × (τ,∞)), by Theorem 4.1, v = u,
vˆ = uˆ. Hence
‖uˆ(·, t)− u(·, t)‖L1ρ <
ǫ
2
. (6.15)
If we choose t = T , (6.15) is in contradiction with (6.13). Hence u ≡ uˆ. The
proof is completed.
Conservation of mass property remains true even if we assume (A∗0) in-
stead of (A0). In fact, we have next
Proposition 6.7. Let σ = 1 and assumptions (A∗0), (A1) be satisfied. Then
equality (4.16) holds true.
Proof. The unique solution u is obtained as described in the proof of Theorem
6.4. By Proposition 4.4, for every n ∈ N,∫
RN
un(x, t)ρ(x)dx =
∫
RN
u0n(x)ρ(x)dx .
Letting n→∞, since un(·, t)→ u(·, t) ∈ L
1
ρ(R
N ) for any t > 0 and u0n → u0
in L1ρ as n→∞, the thesis follows.
6.4 Fast decaying density
Theorem 6.8. Let N ≥ 2, τ > 0, σ = 1. Let assumptions (A∗0), (A2) be
satisfied. Then there exists a solution u to problem (6.1) such that condition
(5.12) is satisfied. More precisely, inequalities (5.13) and (5.14) with σ = 1
hold true.
Proof. For any n ∈ N, let un be the minimal solution constructed in the proof
of Theorem 6.4. For any n ∈ N, define Un(x, t) :=
∫ t
τ G(un(x, s))ds, x ∈
R
N , t > τ. Repeating the proof of Theorem 5.5, we get for any n ∈ N
0 ≤ Un(x, t) ≤
∫
RN
∣∣K(x, y)ρ(y)[un(y, τ)− un(y, t)]dy∣∣
for all x ∈ RN , t > τ.
By (6.4), there exists C > 0 such that ‖un‖L∞(RN×(τ,∞)) ≤ C uniformly with
respect to n. So,
0 ≤ Un(x, t) ≤ 2C
∫
RN
K(x, y)ρ(y)dy for all x ∈ RN , t > τ, n ∈ N.
Sending n→∞, this yields
0 ≤ U(x, t) ≤ 2C
∫
RN
K(x, y)ρ(y)dy for all x ∈ RN , t > τ.
Hence the conclusion follows as well as in the proof of Theorem 5.5.
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Theorem 6.9. Let N ≥ 2, σ = 1. Let assumptions (A∗0), (A
∗
2) be satisfied.
Let u˜ be the minimal solution to problem (6.1), let u be any solution to
problem (6.1) such that (5.21) is satisfied with τ > 0 and σ = 1. Then
u ≡ u˜.
Proof. Suppose, by contradiction, that u 6= uˆ. Then, for some T > 0 and
ǫ > 0, there holds (6.13). Since u, uˆ ∈ C
(
[0,∞);L1ρ(R
N )
)
, we can select
0 < τ < T such that (6.14) is verified. Let v be the minimal solution to
problem {
ρ ∂tv + (−∆)
1
2 [vm] = 0 x ∈ RN , t > 0
v = u(x, τ) x ∈ RN , t = τ ,
(6.16)
and vˆ the minimal solution to problem{
ρ ∂tvˆ + (−∆)
1
2 [vˆm] = 0 x ∈ RN , t > 0
vˆ = uˆ(x, τ) x ∈ RN , t = τ ;
(6.17)
Such solutions v, vˆ are provided by Theorem 5.6, hence (5.21) holds true
with U replaced by
∫ t
τ
G
(
v(x, s)
)
ds or
∫ t
τ
G
(
vˆ(x, s)
)
ds, with σ = 1. Hence,
by Theorem 5.9, v = u, vˆ = uˆ (note that in Theorem 5.9 we had τ = 0,
however now we can apply it for τ > 0, since in problems (6.16),(6.17) initial
conditions are given for t = τ > 0).
By Proposition 3.3 and (6.14), for all t > τ ,
‖uˆ(·, t)− u(·, t)‖L1ρ ≤ ‖uˆ(·, τ)− u(·, τ)‖L1ρ <
ǫ
2
.
If we choose t = T , (6.15) is in contradiction with (6.13). Hence u ≡ uˆ. The
proof is completed.
Remark 6.10. Note that arguments in Subsections 6.2-6.4 only use σ = 1
and ρ ∈ L∞(RN ) to apply (6.4). Hence all results in these Subsections remain
true for 0 < σ < 2 and general ρ ∈ C(RN ), provided a smoothing estimate
like (6.4) can be established for these values of the parameter σ and for such
a density ρ.
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