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Zusammenfassung
Die vorliegende Arbeit wurde vor allem durch die Ergebnisse Triebels in [37] motiviert.
Dort werden unter anderem die klassischen Navier-Stokes Gleichungen
∂tu −∆xu + (u,∇)u +∇P = 0 in Rn × (0, T ),
divu = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn
(0.0.1)
vor dem Hintergrund superkritischer Funktionenräume vom Besov- und Triebel-Lizorkin-
Typ untersucht. Die Gleichungen (0.0.1) beschreiben die Bewegung einer Flüssigkeit im
Rn, wobei n = 2 oder n = 3 die physikalisch relevanten Fälle darstellen, ausgehend von
einem gegebenen Anfangsgeschwindigkeitsfeld u0. Gesucht sind das Geschwindigkeitsfeld
u(x, t) = (u1(x, t), · · · , un(x, t)) ∈ R
n und der Druck P (x, t) ∈ R zur Zeit t > 0 am Ort
x ∈ Rn. Unter der Bedingung divu = 0 gilt (u,∇)u = div(u ⊗ u), wobei ⊗ das
Tensorprodukt bezeichnet. Mit Hilfe des Lerayprojektors P wird unter Ausnutzung
dieser Beziehung (0.0.1) wie folgt umgeformt. Wir betrachten
∂tu −∆xu + P div(u ⊗ u) = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn.
(0.0.2)
Diese Umformulierung hat den Vorteil, dass die vektorwertigen Navier-Stokes Gleichun-
gen auf den eindimensionalen Fall, genauer gesagt eine klassische Wärmeleitungsglei-
chung mit spezieller Nichtlinearität reduziert werden können. Den zweiten Impuls für
unsere Untersuchungen gab die Arbeit Miaos, Yuans und Zhangs [28]. Hier wird der
Diﬀusionsoperator −∆x in (0.0.1) durch eine Potenz (−∆x)α ersetzt, wobei α > 0 reelle
Werte annimmt. Diese Verallgemeinerung führt bei der Wahl einer geeigneten Nichtlin-
earität zum Beispiel für 1/2 < α ≤ 1 auf eine quasigeostrophische dissipative Gleichung
oder für α > 0 auf eine verallgemeinerte Konvektions-Diﬀusions-Gleichung. Hier ist
insbesondere der Fall α = 2 interessant, wenn die Nichtlinearität in (0.0.2) durch den
Term
P(div(u ⊗ u) +∇x|u|
2) (0.0.3)
ersetzt wird. Dieses vereinfachte Modell vereint die Beschreibung von inkompressiblen
Flüssigkeiten mit der eigenständigen Bewegung darin lebender Mikroorganismen, z.B.
Bacillus subtilis. Solche Bewegungen werden unter anderem durch chemische Substanzen
ausgelöst, die von den Organismen entweder selbst produziert oder aufgenommen wer-
den. Man spricht dabei von Chemotaxis. Erste Ergebnisse dazu ﬁndet man z.B.
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in [11], [12] und [46]. Eine umfassende mathematische Beschreibung fehlt bislang. Wün-
schenswert wäre eine qualitative Methode, die die Abbildungseigenschaften des Opera-
tors ∂t+(−∆x)α für beliebige Werte α > 0 charakterisiert. Einen ersten Ausgangspunkt
dazu kann die vorliegende Arbeit bilden.
Wir starten mit der verallgemeinerten nichtlinearen Wärmeleitungsgleichung
∂tu+ (−∆x)
αu−Du2 = 0 in Rn × (0, T ),
u(x, 0) = u0(x) in Rn,
(0.0.4)
wobei 0 < T ≤ ∞, 2 ≤ n ∈ N, α ∈ N und Du2 =
n∑
j=1
∂ju
2. Der Fall α = 1 entspricht
damit einer klassischen nichtlinearen Wärmeleitungsgleichung. Wir benutzen (0.0.4)
als skalaren Modellfall für die mittels Lerayprojektor P umgeformten verallgemeinerten
Navier-Stokes Gleichungen
∂tu + (−∆x)
αu + (u,∇)u +∇P = 0 in Rn × (0, T ),
divu = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn,
(0.0.5)
d.h. wir interessieren uns für Lösungen folgenden Gleichungssystems
∂tu + (−∆x)
αu + P div(u ⊗ u) = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn
(0.0.6)
mit Parametern n, α und T wie oben angegeben. Unter gewissen Voraussetzung an die
betrachteten Funktionenräume können alle Ergebnisse für (0.0.4) auf (0.0.6) übertragen
werden.
Äquivalent zur Lösung von (0.0.4) ist die Lösung des folgenden Fixpunktproblems für
den Operator Tu0 , deﬁniert als
Tu0u(x, t) := W
α
t u0(x) +
∫ t
0
W αt−τDu
2(x, τ)dτ, x ∈ Rn, 0 < t < T, (0.0.7)
auf einem gewichteten Lebesgueraum Lv((0, T ), b, X), siehe (0.0.9) und (0.0.10). Hierbei
ist
W αt ω(x) :=
[
1
(2π)n/2
(
e−t|ξ|
2α
)∨
∗ ω
]
(x), t > 0, x ∈ Rn (0.0.8)
und ω ∈ S ′(Rn). Dabei fragen wir nach Lösungen, die bezüglich der Raumvariablen
in Funktionenräumen Asp,q(R
n) mit A ∈ {B,F} vom Besov- bzw. Triebel-Lizorkin Typ
liegen. Aufgrund der speziellen Struktur der Nichtlinearität müssen die Parameter s, p
und q so gewählt sein, dass die punktweise Multiplikation von Elementen dieser Räume
deﬁniert ist. Wir betrachten zunächst Multiplikationsalgebren, d.h. das Produkt zweier
Elemente dieser Räume gehört wieder zum selben Raum. Für s > n/p und in einigen
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Grenzfällen s = n/p > 0 ist dies der Fall. Danach schwächen wir diese Bedingung
ab zu n/p − 1 < s < n/p, s > 0. Dann ist die punktweise Multiplikation immer
noch deﬁniert, allerdings gehört das Produkt nicht mehr zum Ausgangsraum. Weiterhin
untersuchen wir den Grenzfall s = n/p > 0 in voller Allgemeinheit und den Spezialfall
F 0p,2(R
n) = Lp(R
n) für 2 ≤ n < p <∞. Die Abhängigkeit von der Zeit t wird mit Hilfe
gewichteter Lebesgueräume Lv((0, T ), b, X) beschrieben. Diese Räume sind deﬁniert als
die Menge aller Funktionen u : (0, T )→ X, sodass∫ T
0
tbv‖u(·, t)|X‖vdt <∞, falls v <∞, (0.0.9)
beziehungsweise
sup
0<t<T
tb‖u(·, t)|X‖, falls v =∞, (0.0.10)
gilt, wobei 1 ≤ v ≤ ∞, b ∈ R, 0 < T <∞ und X = Asp,q(R
n) ein Banachraum ist.
Wir konzentrieren uns zunächst auf die Lösung des homogenen Problems
∂tu+ (−∆x)
αu = 0 in Rn × (0, T ),
u(x, 0) = u0(x) in Rn
(0.0.11)
und untersuchen Abbildungseigenschaften von (0.0.8) in Asp,q(R
n). Dabei nutzen wir aus,
dass Elemente dieser Räume mittels geeigneter Bausteine, in unserem Falle Wavelets
und Moleküle, zerlegt werden können. Konkret werden dabei Eigenschaften von Funk-
tionenräumen auf Eigenschaften von Folgenräumen reduziert. Als erstes Hauptresultat
beweisen wir die Abschätzung
td/2α‖W αt ω|A
s+d
p,q (R
n)‖ ≤ c‖ω|Asp,q(R
n)‖, 0 < t ≤ 1 (0.0.12)
für 1 ≤ p, q ≤ ∞ (p <∞ im Falle der F - Räume), s ∈ R, d ≥ 0 und α ∈ N.
Mit Hilfe dieser Abschätzung lösen wir das Fixpunktproblem (0.0.7) unter Anwendung
des Banachschen Fixpunktsatzes. Lösungen einer partiellen Diﬀerentialgleichung, die
aus einem Fixpunktproblem hervorgehen, nennt man milde Lösungen. Ist diese Lösung
zusätzlich stetig bezüglich der Zeit bis in den Nullpunkt hinein, gemessen in der Norm
des Raumes, zu welchem die Anfangsbedingungen gehören, spricht man von starken
Lösungen. Wir zeigen, dass die Probleme (0.0.4) - (0.0.6) unter der Wahl geeigneter
Anfangsbedingungen eindeutig bestimmte starke Lösungen in gewichteten vektorwerti-
gen Lebesgueräumen besitzen. Insbesondere sind diese Lösungen bezüglich der Zeit-
und Raumvariablen beliebig oft diﬀerenzierbar. Weiterhin zeigen wir, dass die Probleme
(0.0.4) - (0.0.6) unter diesen Bedingungen korrekt gestellt sind im Sinne von [40, Kap.
4.6].
Die Arbeit ist wie folgt aufgebaut. Im Kapitel 1 legen wir die Notation fest und stellen
alle erforderlichen technischen Hilfsmittel zur Verfügung. Insbesondere gehen wir dabei
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auf die Deﬁnitionen von Wavelets und Molekülen ein und wiederholen die wesentlichen
Resultate zur Charakterisierung von Besov- und Triebel-Lizorkin Räumen mit Hilfe
solcher Bausteine.
Im Kapitel 2 bereiten wir die Konstruktion der Lösungen von (0.0.4) - (0.0.6) als Lösung
der Fixpunktgleichung Tu0u = u mit Tu0 wie in (0.0.7) deﬁniert, vor. Wir zeigen, dass
der Faltungskern von (0.0.8),
Gα(x, t) =
 1(2pi)n/2
(
e−t|ξ|
2α
)∨
(x), t > 0, x ∈ Rn,
0, t ≤ 0, x ∈ Rn,
(0.0.13)
eine Fundamentallösung der verallgemeinerten Wärmeleitungsgleichung ist, d.h. es gilt
(∂t + (−∆x)
α)Gα = δ,
wobei δ die δ- Distribution bezeichnet, und untersuchen das Cauchyproblem für (0.0.4)
im Distributionensinn. Insbesondere veriﬁzieren wir, dass unsere Lösungsräume aus-
schließlich reguläre Distributionen enthalten und somit die Lösungsdarstellung als Fal-
tung mit dem KernGα gerechtfertigt ist. Abschließend stellen wir die fourieranalytischen
Methoden zur Behandlung der verallgemeinerten Navier-Stokes Gleichungen und ihrer
Umformulierung, (0.0.5) und (0.0.6), bereit.
Im Kapitel 3 untersuchen wir zunächst die Abbildungseigenschaften von W αt und be-
weisen die Abschätzung (0.0.12) in geeigneten Funktionenräumen Asp,q(R
n). Dabei ver-
wenden wir eine Zerlegung von ω mit Hilfe von Daubechies Wavelets. Bei der Faltung
dieser Wavelets mit Gαt (= G
α für festes t) geht der kompakte Träger verloren. Wir
zeigen, dass mit Hilfe dieser neuen Bausteine, sogenannter α-kalorischer Wavelets, eine
molekulare Zerlegung der Räume Asp,q(R
n) gelingt. Als Hauptresultat beweisen wir die
Existenz eindeutig bestimmter starker Lösungen von (0.0.4) unter der Bedingung, dass
die zugrunde liegenden Räume Asp,q(R
n) Multiplikationsalgebren sind und untersuchen
ihre Stabilität, d.h. ihre Veränderung in Abhängigkeit der Anfangsdaten.
Im Kapitel 4 wenden wir uns der Frage zu, inwieweit die Glattheitseigenschaften der
Räume Asp,q(R
n) abgeschwächt werden können und nutzen dafür Hölderungleichungen
und Einbettungsresultate aus Kapitel 1.4. Dafür klären wir zunächst, wann ein Funk-
tionenraum in Abhängigkeit der betrachteten Diﬀerentialgleichung als kritisch, sub- oder
superkritisch bezeichnet wird. Weiterhin untersuchen wir die Grenzfälle s = n/p und
den Fall s = 0 im Rahmen superkritischer Lebesgueräume Lp(Rn), 2 ≤ n < p <∞.
Im Kapitel 5 wenden wir die Resultate aus den Kapiteln 3 und 4 auf die umformulierte
Version der verallgemeinerten Navier-Stokes Gleichungen, also auf (0.0.6) an. Dabei
nutzen wir die Abbildungseigenschaften des Lerayprojektors und insbesondere der Riesz-
transformation in den Räumen Asp,q(R
n) mit 1 < p < ∞, 1 ≤ q ≤ ∞ aus. Weiterhin
klären wir die Bedingungen, unter denen (0.0.5) und (0.0.6) äquivalent sind.
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Introduction
The present thesis was essentially motivated by the results by Triebel presented in [37]
where he considers the classical Navier-Stokes equations
∂tu −∆xu + (u,∇)u +∇P = 0 in Rn × (0, T ),
divu = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn
(0.0.14)
in supercritical function spaces of Besov and Triebel-Lizorkin type. The equations
(0.0.14) describe the motion of a ﬂuid in Rn, whereas n = 2 or n = 3 are the physically
relevant cases. One looks for a velocity vector u(x, t) = (u1(x, t), · · · , un(x, t)) ∈ Rn and
a pressure P (x, t) ∈ R under a given inital velocity ﬁeld. From the condition divu = 0
it follows (u,∇)u = div(u ⊗ u) where ⊗ denotes the usual tensor product. Using this
relation one transforms (0.0.14) into
∂tu −∆xu + P div(u ⊗ u) = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn.
(0.0.15)
This reformulation has the advantage that the system of Navier-Stokes equations can be
reduced to a scalar nonlinear heat equation. Another essential impetus for our consider-
ations comes from the paper by Miao, Yuan and Zhang [28]. They replace the dissipative
operator −∆x in (0.0.14) by a power (−∆x)α whereas α > 0 takes real values. Regarding
suitable nonlinearities this generalization leads for example for 1/2 < α ≤ 1 to a so-called
quasi-geostrophic dissipative equation or for α > 0 to a generalized convection-diﬀusion
equation. Of particular interest is the case α = 2 when one replaces the nonlinearity in
(0.0.15) by
P(div(u ⊗ u) +∇x|u|
2). (0.0.16)
This simpliﬁed model combines the description of incompressible ﬂuids with the self-
sustained motion of living matters, for instance bacillus subtilis. Among other inﬂuences
such dynamical phases like formation of ﬂocks are forced by chemicals, either consumed
or produced by the organisms themselves. This phenomenon is called chemotaxis. For
ﬁrst results we refer i.a. to [11], [12] und [46]. Up to now a comprehensive description
is not available. It would be desirable to have a qualitative method which characterizes
the mapping properties of the operator ∂t + (−∆x)α for arbitrary values of α > 0. The
present paper could serve as a ﬁrst starting point.
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To begin with we consider the generalized nonlinear heat equation
∂tu+ (−∆x)
αu−Du2 = 0 in Rn × (0, T ),
u(x, 0) = u0(x) in Rn
(0.0.17)
where 0 < T ≤ ∞, 2 ≤ n ∈ N, α ∈ N and Du2 =
n∑
j=1
∂ju
2. Thus, the case α = 1
corresponds to a classical nonlinear heat equation. Further, we are interested in solutions
of the generalized Navier-Stokes equations
∂tu + (−∆x)
αu + (u,∇)u +∇P = 0 in Rn × (0, T ),
divu = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn
(0.0.18)
reformulated by means of the Leray projector using (0.0.17) as their scalar model case.
More precisely we consider the Cauchy problem
∂tu + (−∆x)
αu + P div(u ⊗ u) = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn
(0.0.19)
with parameters n, α and T as above. Under certain requirements on the underlying
function spaces it is possible to transfer all results gained for (0.0.17) to (0.0.19). We
consider solutions of (0.0.17) which solve the ﬁxed point problem Tu0u = u whereas the
operator Tu0 is deﬁned as
Tu0u(x, t) := W
α
t u0(x) +
∫ t
0
Wαt−τDu
2(x, τ)dτ, x ∈ Rn, 0 < t < T (0.0.20)
in some weighted Lebesgue spaces Lv((0, T ), b, X), see (0.0.22) and (0.0.23) below. Here
Wαt ω is deﬁned as
Wαt ω(x) :=
[
1
(2π)n/2
(
e−t|ξ|
2α
)∨
∗ ω
]
(x), t > 0, x ∈ Rn (0.0.21)
for ω ∈ S ′(Rn). In particular we ask for solutions of (0.0.20) which belong to some spaces
Asp,q(R
n) with A ∈ {B,F} of Besov or Triebel-Lizorkin type with respect to the space
variable. Because of the structure of the nonlinearity the parameters s, p and q must be
chosen such that the pointwise multiplication of two elements of these spaces is deﬁned.
We start with the case when Asp,q(R
n) is a multiplication algebra. Then the product of
two elements belongs again to the same space. This holds true if s > n/p and in some
limiting cases s = n/p > 0. Then we relax this condition to n/p − 1 < s < n/p, s > 0.
Here the pointwise multiplication is still deﬁned but the product does not belong to the
original space. Moreover, we investigate the limiting case s = n/p > 0 in full generality
and the special case F 0p,2(R
n) = Lp(R
n) with 2 ≤ n < p <∞. The dependence on time
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will be described in terms of weighted Lebesgue spaces Lv((0, T ), b, X) deﬁned as the
collection of all functions u : (0, T )→ X such that∫ T
0
tbv‖u(·, t)|X‖vdt <∞, if v <∞ (0.0.22)
and
sup
0<t<T
tb‖u(·, t)|X‖, if v =∞, (0.0.23)
respectively, with 1 ≤ v ≤ ∞, b ∈ R, 0 < T < ∞ holds. In our case we choose the
Banach space X = Asp,q(R
n).
First we focus on the homogeneous problem
∂tu+ (−∆x)
αu = 0 in Rn × (0, T ),
u(x, 0) = u0(x) in Rn
(0.0.24)
and consider mapping properties of W αt deﬁned in (0.0.21) in A
s
p,q(R
n). To this end we
use decomposition methods by means of wavelets and molecules. This reduces properties
of function spaces to properties of sequence spaces. As our ﬁrst main result we prove
the estimate
td/2α‖Wαt ω|A
s+d
p,q (R
n)‖ ≤ c‖ω|Asp,q(R
n)‖, 0 < t ≤ 1 (0.0.25)
with 1 ≤ p, q ≤ ∞ (p <∞ in case of F - spaces), s ∈ R, d ≥ 0 and α ∈ N.
Applying Banach’s contraction principle and using (0.0.25) we solve the ﬁxed point
problem (0.0.20). Solutions of a PDE which come out of a ﬁxed point problem are called
mild solutions. If this solution belongs additionally to the space C((0, T ), As0p,q(R
n)) for
all initial data u0 ∈ As0p,q(R
n) then the solution is called strong. For more explanations
we refer to [5] and [23]. We show the existence of unique strong solutions of (0.0.17) -
(0.0.19) in weighted vector-valued Lebesgue spaces under the choice of suitable initial
data. It turns out that these solutions are C∞- functions with respect to space and time.
Moreover, under these conditions the problems (0.0.17) - (0.0.19) are well-posed in the
sense of [40, Kap. 4.6].
The paper is organized as follows. In Chapter 1 we ﬁx notation and provide basic
results and tools which will be used later on. In particular we introduce the concept
of Daubechies wavelets and molecules (as far as we need them for our considerations).
Further we recall the characterization of the spaces Asp,q(R
n) via these wavelets and
molecules.
In Chapter 2 we prepare the construction of solutions of (0.0.17) - (0.0.19) as solutions
of the ﬁxed-point equation related to (0.0.20). In particular we show that the kernel
Gα(x, t) =
 1(2pi)n/2
(
e−t|ξ|
2α
)∨
(x), t > 0, x ∈ Rn,
0, t ≤ 0, x ∈ Rn
(0.0.26)
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of (0.0.21) is a fundamental solution of the generalized heat equation, i.e. it holds
(∂t + (−∆x)
α)Gα = δ
where δ denotes the δ- distribution, and consider Cauchy’s problem for (0.0.17) in the
distributional sense. It comes out that our solution spaces consist entirely of regular
distributions. Hence, the representation as convolution with kernel Gα is justiﬁed. Fi-
nally we discuss the Fourier-analytical methods which are necessary to deal with the
generalized Navier-Stokes equations and its reformulation.
In Chapter 3 we consider at ﬁrst mapping properties of Wαt and prove the estimate
(0.0.25). To this end we use a decomposition of ω by means of Daubechies wavelets.
After the convolution with Gαt (= G
α for ﬁxed t) the resulting building blocks, which
are called α- caloric wavelets, don’t have a compact support. We show that after a
slight modiﬁcation they are molecules for appropriate function spaces. As main result
we show the existence of unique strong solutions of (0.0.17) under the condition that the
underlying function spaces with respect to the space variable are multiplication algebras.
Further, we show that the problem is well-posed.
Chapter 4 deals with the same problem under weaker conditions on the smoothness of
the solution. In particular we focus on the strip n/p − 1 < s < n/p. To begin with we
clarify which spaces should be called critical, sub- and supercritical in this context. We
investigate the limiting case s = n/p and the interesting case s = 0 in the context of
supercritical Lebesgue spaces Lp(Rn), 2 ≤ n < p <∞.
Finally, in Chapter 5 we apply the results related to the scalar case to the reformulated
Navier-Stokes equations. Thereby we use mapping properties of the Leray projector and
in particular of the Riesz transform. Further we clarify under which conditions (0.0.18)
and (0.0.19) are equivalent.
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1 Function spaces on Rn
1.1 Notation
Let Rn be Euclidean n - space with n ∈ N, where N indicates the collection of all natural
numbers, N0 = N ∪ {0},
Rn+1+ = {(x, t) ∈ R
n+1 : x ∈ Rn, t > 0}
and Rn+1+ its closure. We put R = R
1. As usual C denotes the complex plane. Let Z be
the collection of all integers and Zn, n ∈ N, the lattice of all points m = (m1, . . . ,mn)
with mj ∈ Z, j = 1, . . . , n. Nn0 , where n ∈ N, denotes the set of all multi-indices
γ = (γ1, . . . , γn) with γj ∈ N0 and |γ| =
n∑
j=1
γj.
For x ∈ Rn and γ ∈ Nn0 we write
xγ = xγ11 · · · x
γn
n and D
γ =
∂|γ|
∂xγ11 . . . ∂x
γn
n
.
Further, we abbreviate ∂t = ∂/∂t, ∂j = ∂/∂xj and ∂mj = ∂
m/∂xmj , m ∈ N0. We write
a+ = max(a, 0), a ∈ R and deﬁne for ﬁxed n ∈ N
σp = n
(
1
p
− 1
)
+
and σp,q = n
(
1
min(p, q)
− 1
)
+
(1.1.1)
where 0 < p, q ≤ ∞. Any unimportant constant will be denoted by c or C.
1.2 Definitions and basic properties
In this section we introduce the function spaces we are dealing with in the sequel, some of
their basic properties as well as some special cases. As usual S(Rn) denotes the Schwartz
space of all complex-valued inﬁnitely diﬀerentiable rapidly decreasing functions on Rn
and S ′(Rn) its dual, the space of all tempered distributions. Furthermore, Lp(Rn) with
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0 < p ≤ ∞ is the space of all p - integrable complex-valued functions with respect to the
Lebesgue measure, quasi-normed by
‖f |Lp(R
n)‖ =
(∫
Rn
|f(x)|pdx
)1/p
. (1.2.1)
If p =∞ we modify (1.2.1) by
‖f |L∞(R
n)‖ = ess-sup
x∈Rn
|f(x)|. (1.2.2)
The Fourier transform of φ ∈ S(Rn) is deﬁned by
φ̂(ξ) = (Fφ)(ξ) = (2π)−n/2
∫
Rn
e−ixξφ(x)dx, ξ ∈ Rn. (1.2.3)
F−1φ and φ∨ stand for the inverse Fourier transform, given by the right hand side of
(1.2.3) with i in place of −i. Here xξ denotes the scalar product in Rn. F and F−1 are
extended in the usual way to S ′(Rn). Let φ0 ∈ S(Rn) with
φ0(x) = 1 if |x| ≤ 1 and φ0(x) = 0 if |x| ≥ 3/2. (1.2.4)
We deﬁne the sequence
φk(x) = φ0(2
−kx)− φ0(2
−k+1x) for x ∈ Rn, k ∈ N. (1.2.5)
Then
∞∑
k=0
φk(x) = 1 for all x ∈ R
n (1.2.6)
and {φk}∞k=0 is called a smooth dyadic resolution of unity. Because of the Paley-Wiener-
Schwartz theorem F−1[φkFf ] are entire analytic functions for all f ∈ S ′(Rn) and hence
make sense pointwise.
Definition 1.2.1. Let φ = {φk}∞k=0 be the above dyadic resolution of unity.
(i) For 0 < p, q ≤ ∞, s ∈ R we deﬁne the Besov spaces Bsp,q(R
n) as the collection of
all f ∈ S ′(Rn) such that
‖f |Bsp,q(R
n)‖φ =
( ∞∑
k=0
2ksq
∥∥∥F−1φkFf ∣∣∣Lp(Rn)∥∥∥q)1/q (1.2.7)
is ﬁnite. If q =∞ we replace (1.2.7) by
‖f |Bsp,∞(R
n)‖φ = sup
k∈N0
2ks
∥∥∥F−1φkFf ∣∣∣Lp(Rn)∥∥∥. (1.2.8)
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(ii) For 0 < p < ∞, 0 < q ≤ ∞ and s ∈ R the Triebel-Lizorkin spaces F sp,q(R
n) are
deﬁned as the collection of all f ∈ S ′(Rn) such that
‖f |F sp,q(R
n)‖φ =
∥∥∥( ∞∑
k=0
2ksq|F−1φkFf(·)
∣∣∣q)1/q∣∣∣Lp(Rn)∥∥∥ (1.2.9)
is ﬁnite. If q =∞ we replace (1.2.9) by
‖f |F sp,∞(R
n)‖φ =
∥∥∥sup
k∈N0
2ks |F−1φkFf(·)|
∣∣∣Lp(Rn)∥∥∥. (1.2.10)
In what follows we will write Asp,q(R
n), where A stands either for B or F , if an assertion
applies both to B- and F - spaces. A detailed study of these spaces including their history
and properties can be found in [32], [33] and [35]. In particular they are independent (in
the sense of equivalent quasi-norms) of the chosen resolution of unity as long as it fulﬁlls
(1.2.4) - (1.2.6). Therefore we will omit the subscript φ in Deﬁnition 1.2.1 in the sequel.
We recall some special cases and basic properties, referring for further reading again to
the above mentioned literature, in particular to [32, Section 2.3.8] and [35, Section 1.2].
(i) Let δ ∈ R. Then
Iδ : f 7→ F
−1((1 + |ξ|)−δ/2Ff) (1.2.11)
is a one-to-one map onto itself both in S(Rn) and in S ′(Rn). Furthermore, Iδ is a
lift for the spaces Asp,q(R
n) with s ∈ R, 0 < p, q ≤ ∞ (p < ∞ for F -spaces), that
is we have
IδA
s
p,q(R
n) = As+δp,q (R
n) (1.2.12)
in the sense of equivalent quasi-norms.
(ii) Let 1 < p <∞. Then
Lp(R
n) = F 0p,2(R
n) (1.2.13)
is a well-known Littlewood-Paley theorem.
(iii) Applying Iδ with δ = s to (1.2.13) we obtain for 1 < p < ∞, s ∈ R the Bessel-
potential spaces
Hsp(R
n) = IsLp(R
n) = F sp,2(R
n). (1.2.14)
(iv) If s = k ∈ N0 in (1.2.14) then
W kp (R
n) = F sp,2(R
n) (1.2.15)
are the classical Sobolev spaces usually normed by
‖f |W kp (R
n)‖ =
( ∑
|γ|≤k
‖Dγf |Lp(R
n)‖p
)1/p
. (1.2.16)
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(v) We denote the spaces
Cs(Rn) = Bs∞,∞(R
n), s ∈ R (1.2.17)
as Hölder-Zygmund spaces.
Remark 1.2.2. Note that the equalities in (ii) - (iv) has always to be understood in
the sense of equivalent norms.
The above introduced inhomogeneous function spaces have some homogeneous counter-
parts. Let
S˙(Rn) = {φ ∈ S(Rn) : Dγ(Fφ)(0) = 0 for γ ∈ Nn0} (1.2.18)
be the closed locally convex subspace of S(Rn) equipped with the same topology and
S˙ ′(Rn) its topological dual. Let again φ0 ∈ S(Rn) with
φ0(x) = 1 if |x| ≤ 1 and φ0(x) = 0 if |x| ≥ 3/2 (1.2.19)
and let
φj(x) = φ0(2
−jx)− φ0(2
−j+1x), x ∈ Rn, j ∈ Z. (1.2.20)
Then ∑
j∈Z
φj(x) = 1 for x ∈ Rn \ {0}. (1.2.21)
Definition 1.2.3. Let φ = {φj}∞j=−∞ be the above homogeneous dyadic resolution of
unity in Rn \ {0}.
(i) For 0 < p, q ≤ ∞, s ∈ R we deﬁne B˙sp,q(R
n) as the collection of all f ∈ S˙ ′(Rn) such
that
‖f |B˙sp,q(R
n)‖φ =
(
∞∑
j=−∞
2jsq‖F−1φjFf |Lp(R
n)‖q
)1/q
<∞
with the usual modiﬁcation if q =∞.
(ii) For 0 < p < ∞, 0 < q ≤ ∞ and s ∈ R the space F˙ sp,q(R
n) is deﬁned as the
collection of all f ∈ S˙ ′(Rn) such that
‖f |F˙ sp,q(R
n)‖φ = ‖
(
∞∑
j=−∞
2jsq|F−1φjFf(·)|q
)1/q
|Lp(R
n)‖ <∞
with the usual modiﬁcation if q =∞.
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Remark 1.2.4. These spaces are again independent of φ in the sense of equivalent quasi-
norms. They are based on the interpretation of S˙ ′(Rn) as S ′(Rn)/P , where P stands for
the set of all polynomials in Rn. For further details we refer to [39, pp. 17-20].
We deﬁne the vector-valued counterparts of the above function spaces.
Definition 1.2.5. Let X(Rn) be a (quasi-)normed function space. Then
X(Rn)n =
n∏
j=1
X(Rn) (1.2.22)
is the collection of all f = (f1, . . . , fn), fj ∈ X(Rn) (quasi-)normed by
‖f |X(Rn)n‖ =
n∑
j=1
‖fj|X(R
n)‖. (1.2.23)
The corresponding deﬁnition for matrix-valued function spaces reads as follows.
Definition 1.2.6. Let X(Rn) be a (quasi-)normed function space. Then
X(Rn)n×n =
n∏
i,j=1
X(Rn) (1.2.24)
is the collection of all f = (f1, . . . , fn), fj ∈ X(Rn)n (quasi-)normed by
‖f |X(Rn)n×n‖ =
n∑
i,j=1
‖fi,j|X(R
n)‖. (1.2.25)
At the end of this section we introduce the solution spaces we are interested in. These
are weighted Lebesgue spaces with respect to the Bochner integral.
Definition 1.2.7. Let X be a Banach space with X ⊂ Lloc1 (R
n), 0 < T < ∞, b ∈ R
and 1 ≤ v ≤ ∞. Then Lv((0, T ), b, X) contains all f : (0, T )→ X such that
‖f |Lv((0, T ), b, X)‖ =
(∫ T
0
tbv‖f(·, t)|X‖vdt
)1/v
(1.2.26)
is ﬁnite. If v =∞ we replace (1.2.26) by
‖f |L∞((0, T ), b, X)‖ = sup
0<t<T
tb‖f(·, t)|X‖. (1.2.27)
In the sequel we deal with Banach spaces X(Rn) = Asp,q(R
n) and X(Rn)n = Asp,q(R
n)n,
respectively, where A stands either for B or F , with 1 ≤ p, q ≤ ∞ (p <∞ for F -spaces).
Remark 1.2.8. After extending functions f belonging to Lv((0, T ), b, Asp,q(R
n)) from
Rn× (0, T ) to Rn+1 by zero it holds Lv((0, T ), b, Asp,q(R
n)) ⊂ S ′(Rn+1) if b < 1− 1/v or
b = 0 and v =∞, cf. [38, pp. 115, 116].
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1.3 Decomposition methods
One of our main tools will be the characterization of the spaces Asp,q(R
n) by means
of wavelets of Daubechies type and molecules. We recall the necessary deﬁnitions and
assertions as far as we need them for our considerations. Standard references with
respect to wavelets are e.g. [8], [25], [43]. For molecules we refer e.g. to [31], [15, Section
12], [16, Section 5].
1.3.1 Wavelets
As usual, Cu(R), u ∈ N, denotes the space of all complex-valued u - times continuously
diﬀerentiable functions with bounded derivatives in R. Let
ψF ∈ C
u(R), ψM ∈ C
u(R), u ∈ N, (1.3.1)
be real-valued compactly supported Daubechies wavelets with ψ̂F (0) = (2π)−1/2 and∫
R
xvψM(x)dx = 0 for all v ∈ {0, . . . , u− 1}. (1.3.2)
We always assume that ψF and ψM have L2-norm 1. Then
{ψF (x−m), 2
j/2 ψM(2
jx−m) : j ∈ N0, m ∈ Z} (1.3.3)
is an orthonormal basis in L2(R) for any u ∈ N. We extend these wavelets from R to
Rn by the usual multiresolution procedure. Let either
G = (G1, . . . , Gn) ∈ G
0 = {F, M}n (1.3.4)
which means that Gr is either F or M or let
G = (G1, . . . , Gn) ∈ G
j = {F, M}n∗, j ∈ N. (1.3.5)
Here ∗ indicates that at least one of the components of G must be an M . In the sequel,
we denote such a set Gj with G∗. We put
ΨjG,m(x) = 2
jn/2
n∏
r=1
ψGr(2
jxr −mr), G ∈ G
j, m ∈ Zn, (1.3.6)
x ∈ Rn, now with j ∈ N0. Then for any u ∈ N
Ψ = {ΨjG,m : j ∈ N0, G ∈ G
j, m ∈ Zn} (1.3.7)
is an orthonormal basis in L2(Rn) and
f =
∞∑
j=0
∑
G∈Gj
∑
m∈Zn
λj,Gm 2
−jn/2ΨjG,m =:
∑
j,G,m
λj,Gm 2
−jn/2ΨjG,m
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with
λj,Gm = λ
j,G
m (f) = 2
jn/2
∫
Rn
f(x)ΨjG,m(x)dx = 2
jn/2
〈
f,ΨjG,m
〉
is the corresponding expansion, adapted to our needs, where 2−jn/2ΨjG,m are uniformly
bounded functions with respect to j and m. For more detailed explanations cf. [36,
Subsection 1.2.1].
Remark 1.3.1. In particular, ΨjG,m satisﬁes the moment conditions if G ∈ G
∗ since∫
R
xνψM(2
jx−m)dx = 2−j(ν+1)
∫
R
(y +m)νψM(y)dy
= 2−j(ν+1)
ν∑
k=0
cν,k
∫
R
yν−kmkψM(y)dy (1.3.8)
= 0, for all ν < u.
Let Qj,m with j ∈ N0 and m ∈ Zn be cubes in Rn with side length 2−j+1 parallel to
the coordinate axis and 2−jm as left lower corner. Let χj,m denote their characteristic
functions.
Definition 1.3.2. Let 0 < p, q ≤ ∞ and s ∈ R. Let
λ := {λj,Gm ∈ C : j ∈ N0, G ∈ G
j, m ∈ Zn}. (1.3.9)
Then
bsp,q(R
n) = {λ : ‖λ|bsp,q(R
n)‖ <∞} (1.3.10)
with
‖λ|bsp,q(R
n)‖ =
 ∞∑
j=0
2j(s−
n
p
)q
∑
G∈Gj
(∑
m∈Zn
|λj,Gm |
p
) q
p
 1q (1.3.11)
and
f sp,q(R
n) = {λ : ‖λ|f sp,q(R
n)‖ <∞} (1.3.12)
with
‖λ|f sp,q(R
n)‖ =
∥∥∥(∑
j,G,m
2jsq|λj,Gm χj,m|
q
) 1
q
|Lp(R
n)
∥∥∥ (1.3.13)
(usual modiﬁcations if max(p, q) =∞).
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The following decomposition theorem may be found in [36, Theorem 1.20, pp.15-17].
Let σp and σp,q be as deﬁned in (1.1.1).
Theorem 1.3.3. (i) Let 0 < p ≤ ∞, 0 < q ≤ ∞, s ∈ R and {ΨjG,m} be the wavelet
system in (1.3.7) based on (1.3.1) and (1.3.2) with
u > max(s, σp − s). (1.3.14)
Let f ∈ S ′(Rn). Then f ∈ Bsp,q(R
n) if, and only if, it can be represented as
f =
∑
j,G,m
λj,Gm 2
−jn/2ΨjG,m, λ ∈ b
s
p,q(R
n), (1.3.15)
unconditional convergence being in S ′(Rn). The representation is unique,
λj,Gm = λ
j,G
m (f) = 2
jn/2
〈
f,ΨjG,m
〉
(1.3.16)
and
I : f 7→ {λj,Gm (f)} (1.3.17)
is an isomorphic map from Bsp,q(R
n) onto bsp,q(R
n). In particular, it holds
‖f |Bsp,q(R
n)‖ ∼ ‖λ |bsp,q(R
n)‖.
(ii) Let 0 < p <∞, 0 < q ≤ ∞, s ∈ R, and
u > max(s, σp,q − s). (1.3.18)
Let f ∈ S ′(Rn). Then f ∈ F sp,q(R
n) if, and only if, it can be represented as
f =
∑
j,G,m
λj,Gm 2
−jn/2ΨjG,m, λ ∈ f
s
p,q(R
n), (1.3.19)
unconditional convergence being in S ′(Rn). The representation (1.3.19) is unique
with (1.3.16). Furthermore I in (1.3.17) is an isomorphic map from F sp,q(R
n) onto
f sp,q(R
n) and ‖f |F sp,q(R
n)‖ ∼ ‖λ |f sp,q(R
n)‖.
Remark 1.3.4. For a detailed discussion how to understand
〈
f,ΨjG,m
〉
as a dual pairing
of f ∈ Asp,q(R
n) and ΨjG,m ∈ C
u(Rn) we refer to [35, Section 3.1.3] and for further reading
to [32, Section 2.11.1 - 2.11.3].
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1.3.2 Molecules
Next we recall the molecular counterpart of Theorem 1.3.3. Therefore, we have to
introduce corresponding sequence spaces which diﬀer from those for wavelets only by
the lack of the ﬁnite sum over G.
Definition 1.3.5. Let 0 < p, q ≤ ∞ and s ∈ R. Let
µ := {µjm ∈ C : j ∈ N0, m ∈ Z
n}. (1.3.20)
Then
b¯sp,q(R
n) = {µ : ‖µ | b¯sp,q(R
n)‖ <∞} (1.3.21)
with
‖µ | b¯sp,q(R
n)‖ =
 ∞∑
j=0
2j(s−
n
p
)q
(∑
m∈Zn
|µjm|
p
) q
p
 1q <∞ (1.3.22)
and
f¯ sp,q(R
n) = {µ : ‖µ|f¯ sp,q(R
n)‖ <∞} (1.3.23)
with
‖µ | f¯ sp,q(R
n)‖ =
∥∥∥( ∑
j∈N0,m∈Zn
2jsq|µjmχj,m(·)|
q
) 1
q
|Lp(R
n)
∥∥∥ (1.3.24)
(usual modiﬁcations if max(p, q) =∞).
Definition 1.3.6. Let K ∈ N0, N ∈ N0, and L > N + n − 1. Then L∞-functions
bj,m : R
n 7→ C are called (K,N,L) - molecules, related to Qj,m, if
|Dγbj,m(x)| ≤ 2
j|γ|(1 + 2j|x− 2−jm|)−L, |γ| ≤ K, j ∈ N0, m ∈ Z
n, (1.3.25)
and ∫
Rn
xβbj,m(x) dx = 0, |β| < N, j ∈ N, m ∈ Z
n. (1.3.26)
Remark 1.3.7. (i) If N = 0 then (1.3.26) is empty (no condition).
(ii) If K = 0 then bj,m need not to be continuous. For K ∈ N we assume that the
classical derivatives exist up to order K inclusively and are continuous.
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(iii) The condition L > N + n − 1 ensures the existence of (1.3.26) as L1 - integral as
a substitute for the lack of a compact support.
The following analogue of Proposition 1.3.3 for molecules can be found in [31]. Similar
to our notation for the Asp,q(R
n) - spaces we write a¯sp,q(R
n) and asp,q(R
n) with a ∈ {b, f}.
Theorem 1.3.8. Let 0 < p, q ≤ ∞ (p < ∞ for the F-spaces), s ≥ 0. Let K ∈ N0,
N ∈ N0 with
K > s, N >
{
σp − s, B-spaces,
σp,q − s, F -spaces
(1.3.27)
and
L > N + n− 1, L > n+
{
σp, B-spaces,
σp,q, F -spaces.
(1.3.28)
Let f ∈ S ′(Rn). Then f ∈ Asp,q(R
n) if, and only if, it can be represented as
f =
∞∑
j=0
∑
m∈Zn
µjmbj,m, µ ∈ a¯
s
p,q(R
n), (1.3.29)
unconditional convergence being in S ′(Rn), where bj,m are (N,K,L)-molecules. Further-
more
‖f |Asp,q(R
n)‖ ∼ inf ‖µ | a¯sp,q(R
n)‖ (1.3.30)
where the infimum is taken over all admissible representations.
1.4 Embeddings and multiplication properties
In connection with nonlinear generalized heat equations and generalized Navier-Stokes
equations one has to deal with mapping properties of type u 7→ u2 in the spaces Asp,q(R
n).
More precisely we ask for conditions on the spaces Asp,q(R
n) such that the product f1f2 of
two elements f1, f2 ∈ Asp,q(R
n) belongs at least to a space As˜p˜,q˜(R
n). We recall ﬁrst under
which conditions Asp,q(R
n) →֒ Lloc1 (R
n) and Asp,q(R
n) →֒ Lp(R
n), respectively, holds where
→֒ stands for the continuous embedding, cf. [30, Theorem 3.3.2 and Corollary 3.3.1].
Theorem 1.4.1. (i) The following two assertions are equivalent:
(a) F sp,q(R
n) ⊂ Lloc1 (R
n),
(b) either 0 < p < 1, s ≥ σp, 0 < q ≤ ∞,
or 1 ≤ p <∞, s > 0, 0 < q ≤ ∞,
or 1 ≤ p <∞, s = 0, 0 < q ≤ 2.
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(ii) The following two assertions are equivalent:
(a) Bsp,q(R
n) ⊂ Lloc1 (R
n),
(b) either 0 < p ≤ ∞, s > σp, 0 < q ≤ ∞,
or 0 < p ≤ 1, s = n
(
1
p
− 1
)
, 0 < q ≤ 1,
or 1 < p ≤ ∞, s = 0, 0 < q ≤ min(p, 2).
Corollary 1.4.2. Let p <∞. Then the following two assertions are equivalent
(a) Asp,q(R
n) ⊂ Lloc1 (R
n),
(b) Asp,q(R
n) →֒ Lp(R
n), p = max(1, p).
The next two subsections summarize the corresponding multiplication and embedding
results. First we focus on the case when Asp,q(R
n) is a multiplication algebra, i.e.
f1f2 ∈ A
s
p,q(R
n) if f1 ∈ Asp,q(R
n) and f2 ∈ Asp,q(R
n). Provided that we do not have
a multiplication algebra our proofs rely on Hölder inequalities.
1.4.1 Multiplication algebras
Recall that Asp,q(R
n) →֒ Lloc1 (R
n) is called a multiplication algebra if f1f2 ∈ Asp,q(R
n) for
any f1, f2 ∈ Asp,q(R
n) and if there is a constant c > 0 such that
‖f1f2|A
s
p,q(R
n)‖ ≤ c‖f1|A
s
p,q(R
n)‖‖f2|A
s
p,q(R
n)‖ (1.4.1)
for all f1, f2 ∈ Asp,q(R
n). The following theorem may be found in [29, Theorem 6.4.1].
Theorem 1.4.3. Let s>0.
(i) The following statements are equivalent:
(a) F sp,q(R
n) is a multiplication algebra,
(b) F sp,q(R
n) →֒ L∞(R
n),
(c) either s > n/p or s = n/p and 0 < p ≤ 1.
(ii) The following statements are equivalent:
(a) Bsp,q(R
n) is a multiplication algebra,
(b) Bsp,q(R
n) →֒ L∞(R
n),
(c) either s > n/p or s = n/p and 0 < q ≤ 1.
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1.4.2 Hölder inequalities and useful embeddings
The next assertions based on [30, Theorems 4.2.1 and 4.4.1] are already adapted to our
needs.
Theorem 1.4.4. Let s > 0, 0 < p1, p <∞ and 0 < q ≤ ∞. Let
1
r
=
1
p1
−
s
n
> 0 and 0 <
2
r
=
1
p
−
s
n
< 1.
(i) Then holds
Bsp1,q(R
n) · Bsp1,q(R
n) →֒ Bsp,q(R
n)
if, and only if,
0 < q ≤ r.
(ii) Then holds
F sp1,q(R
n) · F sp1,q(R
n) →֒ F sp,q(R
n).
Theorem 1.4.5. Let 1 ≤ p1, p <∞, 1 ≤ q ≤ ∞ such that
1
p1
<
1
p
<
2
p1
(1.4.2)
2s > max
(
0, n
(
2
p1
− 1
))
(1.4.3)
s > n
(
2
p1
−
1
p
)
. (1.4.4)
Then
Asp1,q(R
n) · Asp1,q(R
n) →֒ Asp,q(R
n). (1.4.5)
Starting with elements in Asp,q(R
n) the above Hölder inequalities give estimates in some
spaces As˜p˜,q˜(R
n). To return to our initial space Asp,q(R
n), we need the following embed-
ding, cf. [30, Theorem 3.2.1], already adapted to our needs, too.
Theorem 1.4.6. Let 0 < p < p1 ≤ ∞ (p1 < ∞ for F -spaces), s, s1 ∈ R with
s− n
p
= s1 −
n
p1
and 0 < u, q ≤ ∞.
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(i) Then
Bsp,u(R
n) →֒ Bs1p1,q(R
n)
if, and only if,
0 < u ≤ q ≤ ∞.
(ii) For F -spaces
F sp,∞(R
n) →֒ F s1p1,q(R
n)
holds.
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In this chapter we prepare the construction of solutions of the generalized nonlinear
heat equation, the generalized Navier-Stokes equations and its reformulated version. As
indicated in the introduction they will be represented by means of the convolution with
the kernel Gα, α ∈ N given by
Gα(x, t) =
 1(2pi)n/2
(
e−t|ξ|
2α
)∨
(x), t > 0, x ∈ Rn,
0, t ≤ 0, x ∈ Rn.
For this purpose we recall the basic facts concerning tensor products and convolutions
in D′(Rn). Then we show that Gα is a fundamental solution of the generalized heat
equation, i.e. it holds
(∂t + (−∆x)
α)Gα = δ
where δ denotes the δ- distribution and deal with the Cauchy problem of the inhomoge-
neous generalized heat equation in the distributional sense. Finally, we provide Fourier
analytical methods which we need later on in Chapter 5 when it comes to generalized
Navier-Stokes equations and its reformulation. In particular we introduce the so-called
Leray projector deﬁned by means of scalar Riesz transforms and recall its basic mapping
properties in spaces of Besov and Triebel-Lizorkin type.
2.1 Tensor product and convolution
First we recall the deﬁnition of the tensor product of two distributions f ∈ D′(Rn)
and g ∈ D′(Rm) and some of its basic properties. We follow the representation in [34]
and [42].
Theorem 2.1.1. Let f ∈ D′(Rn) and g ∈ D′(Rm). Then there exists exactly one
distribution h ∈ D′(Rn+m) such that for all functions φ(x) ∈ D(Rn) and ψ(y) ∈ D(Rm)
holds
h(φ(x)ψ(y)) = f(φ(x)) g(ψ(y)). (2.1.1)
For ρ(x, y) ∈ D(Rn+m) we have
h(ρ(x, y)) = fx(gy(ρ(x, y))) = gy(fx(ρ(x, y))). (2.1.2)
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Definition 2.1.2. Let f ∈ D′(Rn) and g ∈ D′(Rm). The distribution h ∈ D′(Rn+m),
given by (2.1.1) and shown to be unique by the above theorem, is called the tensor
product of f and g, being denoted by h = f ⊗ g.
The theorem summarizes some properties of the tensor product.
Theorem 2.1.3. Let f ∈ D′(Rn), g ∈ D′(Rm), and let h ∈ D′(Rl). Then
fx ⊗ gy = gy ⊗ fx (commutativity)
and
(fx ⊗ gy)⊗ hz = fx ⊗ (gy ⊗ hz) (associativity).
Further,
Dγ(fx ⊗ gy) = (D
γfx)⊗ gy
and
supp(f ⊗ g) = {(x, y) : (x, y) ∈ Rn+m, x ∈ supp f, y ∈ supp g}.
The tensor product is continuous that means if the distributions fk, k ∈ N, belong to
D′(Rn) and if fk(φ)
k→∞
−→ f(φ) for every function φ ∈ D(Rn) then
(fk ⊗ g)(ρ)
k→∞
−→ (f ⊗ g)(ρ)
for every function ρ ∈ D(Rn+m).
The proofs of the above theorem as well as the deﬁnition may be found in [34, Sections
3.1.2, 3.1.3].
For our later considerations we also need the convolution of distributions in D′(Rn).
Here we follow [42, Sections 4.1, 4.2]. Let f and g be locally integrable functions in
Rn. If the integral
∫
Rn
f(y)g(x − y)dy exists almost everywhere in Rn and deﬁnes a
locally integrable function then it is called the convolution of the functions f and g. It
is denoted by
(f ∗ g)(x) =
∫
Rn
f(y)g(x− y)dy =
∫
Rn
g(y)f(x− y)dy = (g ∗ f)(x). (2.1.3)
The convolution f ∗ g is a regular distribution and can be represented by
(f ∗ g)(φ) =
∫
R2n
f(x)g(y)φ(x+ y)dx dy, ∀φ ∈ D(Rn). (2.1.4)
Assume now that the sequence {ηk}k ⊂ D(Rn) has the following properties:
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(i) for any compact subset K ⊂ Rn there exists a number N ∈ N such that ηk(x) = 1
for all x ∈ K and k ≥ N ,
(ii) for any multi-index γ ∈ Nn0 there exists a constant cγ such that |D
γηk(x)| < cγ for
all x ∈ Rn and k ∈ N.
Such a sequence can be easily constructed by taking a test function η ∈ D(Rn) with
η(x) = 1 if |x| < 1 and deﬁning ηk(x) := η(x/k). Then the convolution of two distribu-
tions in D′(Rn) is deﬁned as follows
Definition 2.1.4. Let f, g ∈ D′(Rn) and {ηk}k ⊂ D(R2n) be the above deﬁned se-
quence. Then the convolution of f and g is deﬁned by
(f ∗ g)(φ) := lim
k→∞
(f ⊗ g)(ηk(x, y)φ(x+ y)) (2.1.5)
if the limit exists and is independent of the choice of {ηk}k.
Remark 2.1.5. Then f ∗ g belongs to D′(Rn). Further we have that if f, g ∈ Lloc1 (R
n)
and if
∫
Rn
f(y)g(x − y)dy ∈ Lloc1 (R
n) then there exists (f ∗ g) ∈ Lloc1 (R
n) and coincides
with (2.1.3) in the sense of (2.1.4).
Example 2.1.6. Let f, g ∈ D′(Rn) and φ ∈ D(Rn) such that the set
{(x, y) : (x, y) ∈ R2n, x ∈ supp f, y ∈ supp g, x+ y ∈ suppφ} (2.1.6)
is bounded for all φ ∈ D(Rn). Then f ∗ g exists. This holds in particular if one of the
distributions has compact support. Thus the convolution of any f ∈ D′(Rn) with the
δ-distribution δ exists and it holds
f ∗ δ = δ ∗ f = f.
Example 2.1.7. (Young’s inequality) Let f ∈ Lp(Rn), g ∈ Lq(Rn) and p, q, r ≥ 1.
Then f ∗ g ∈ Lr(Rn) and
‖f ∗ g|Lr(R
n)‖ ≤ ‖f |Lp(R
n)‖ ‖g|Lq(R
n)‖ if 1 +
1
r
=
1
p
+
1
q
.
We summarize some properties according to [42, Sections 4.2.1, 4.2.5, 4.2.7] where one
can also ﬁnd the proofs.
Theorem 2.1.8. Let f, g ∈ D′(Rn) be such that f ∗ g exists. Then it holds
(i) f ∗ g = g ∗ f ,
(ii) supp(f ∗ g) ⊂ supp f + supp g.
(iii) Let γ ∈ Nn0 be a multi-index. Then there exist (D
γf)∗ g and f ∗ (Dγg) and it holds
Dγ(f ∗ g) = (Dγf) ∗ g = f ∗ (Dγg).
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2.2 Fundamental solution
In this section we specify a fundamental solution of the generalized heat equation and
show that it is a regular distribution. Recall that Gα ∈ D′(Rn+1), α ∈ N is called a
fundamental solution of the generalized heat equation if it satisﬁes
(∂t + (−∆x)
α)Gα = δ (2.2.1)
where δ ∈ D′(Rn+1) is the δ- distribution.
Proposition 2.2.1. Let α ∈ N. Then the regular distribution
Gα(x, t) =
 1(2pi)n/2
(
e−t|ξ|
2α
)∨
(x) t > 0, x ∈ Rn,
0 t ≤ 0, x ∈ Rn
(2.2.2)
where the inverse Fourier transform is taken with respect to ξ, is a fundamental solution
of the generalized heat equation in D′(Rn+1).
Proof. Step 1. To prove that Gα(x, t) is a regular distribution we show that it is inte-
grable on the set M = {(x, t) : x ∈ Rn, 0 < t < t0} and obtain∫
M
|Gα(x, t)|dx dt ≤
1
(2π)n/2
∫ t0
0
∣∣∣∣∫
Rn
(
e−t|ξ|
2α
)∨
(x) dx
∣∣∣∣ dt
=
1
(2π)n/2
∫ t0
0
t−
n
2α
∣∣∣∣∫
Rn
(
e−|η|
2α
)∨ ( x
t1/2α
)
dx
∣∣∣∣ dt
=
1
(2π)n/2
∫ t0
0
∣∣∣∣∫
Rn
(
e−|η|
2α
)∨
(y) dy
∣∣∣∣ dt
=
t0
(2π)n/2
∣∣∣∣∫
Rn
(
e−|η|
2α
)∨
(y)e−i0·y dy
∣∣∣∣ = t0.
Step 2. We denote temporarily the Fourier transform of φ(x, t) with respect to x ∈ Rn
by
(Fxφ)(ξ, t) =
1
(2π)n/2
∫
Rn
e−ixξφ(x, t) dx, φ ∈ S(Rn+1).
According to [34, Theorem 3.2.4/1], Fx and F−1x provide bijective mappings on both
S(Rn+1) and S ′(Rn+1). In the sequel we write Gαt (x) when we ﬁx t ∈ (0,∞). We have
to verify that Gα ∈ S ′(Rn+1). With
‖φ‖k,l = sup
(x,t)∈Rn+1
(1 + |x|+ |t|)k
∑
|γ|≤l
|Dγφ(x, t)|, k, l ∈ N0 (2.2.3)
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it holds that
|Gα(φ)| ≤
∫
Rn
∫ ∞
0
∣∣∣∣(e−t|ξ|2α)∨ (x)φ(x, t)∣∣∣∣ dt dx
=
∫
Rn
∫ ∞
0
∣∣∣∣(e−|η|2α)∨ (y)φ(t1/2αy, t)∣∣∣∣ dt dy
≤ ‖φ‖k,0
∫
Rn
∫ ∞
0
1
1 + |y|m
1
1 + tk/2α|y|k + tk
dt dy
≤ ‖φ‖k,0
∫
Rn
∫ ∞
0
1
1 + |y|m
1
1 + tk
dt dy, k,m ∈ N0
≤ cm,k‖φ‖k,0
if k ≥ 2 and m ≥ n + 1. Hence Gα is a regular distribution belonging to S ′(Rn+1) and
we can write for φ ∈ S(Rn+1)
Gα(Fxφ) =
∫ ∞
0
Gαt (Fxφ)(t)dt =
∫ ∞
0
(FxG
α
t )(φ(x, t))dt. (2.2.4)
From the explicit form of Gα it follows that Gαt ∈ S(R
n). Thus
(FxG
α
t )(ξ, t) =
1
(2π)n
∫
Rn
e−ixξ
(
1
tn/2α
1
(2π)n/2
∫
Rn
e
i x
t1/2α
η
e−|η|
2α
dη
)
dx
=
1
(2π)n
∫
Rn
e−iyt
1/2αξ
(
1
(2π)n/2
∫
Rn
eiyηe−|η|
2α
dη
)
dy
=
1
(2π)n/2
e−t|ξ|
2α
.
Inserting this into (2.2.4) we get
Gα(Fxφ) =
1
(2π)n/2
∫ ∞
0
∫
Rn
e−t|ξ|
2α
φ(ξ, t)dξ dt. (2.2.5)
Hence,
(∂tG
α + (−∆x)
αGα)(Fxφ) = G
α(Fx(−∂tφ+ |x|
2αφ))
=
1
(2π)n/2
∫ ∞
0
∫
Rn
e−t|ξ|
2α
(−∂tφ(ξ, t) + |ξ|
2αφ(ξ, t))dξ dt
= −
1
(2π)n/2
∫ ∞
0
∫
Rn
∂t(e
−t|ξ|2αφ(ξ, t))dξ dt
=
1
(2π)n/2
∫
Rn
φ(ξ, 0)dξ = (Fxφ)(0, 0) = δ(Fxφ).
Here we have used Fubinis theorem and (2.2.5). Since Fx is a bijective mapping on
S(Rn+1) this leads to
(∂t + (−∆x)
α)Gα = δ.
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2.3 Cauchy’s problem
We shall now use the results of the last two sections to formulate and treat Cauchy’s
problem for an inhomogeneous generalized heat equation. We do not specify the in-
homogeneity yet since its concrete form is not necessary for the rather general results
presented in this part. The ideas follow those of [34, Section 3.3.4]. Let α ∈ N. The
classical Cauchy problem can be described as follows. Let f(x, t) with x ∈ Rn, t ∈ R
be a function which is continuous on the half-space Rn+1+ and u0(x) a function which is
continuous on Rn. We look for a function u(x, t), 2α-times continuously diﬀerentiable
on the domain Rn+1+ and continuous on the half-space R
n+1
+ , that satisﬁes
∂tu(x, t) + (−∆x)
αu(x, t) = f(x, t), x ∈ Rn, t > 0, (2.3.1)
u(x, 0) = u0(x), x ∈ R
n. (2.3.2)
A more general formulation of the Cauchy problem in D′(Rn+1+ ) is given as follows.
Let U0 ∈ D′(Rn) and δ be the δ- distribution in R. Further, let F ∈ D′(Rn+1) with
suppF ⊂ Rn+1+ . Then U ∈ D
′(Rn+1) with suppU ⊂ Rn+1+ and
∂tU + (−∆x)
αU = F + U0,x ⊗ δt (2.3.3)
is called a solution of the Cauchy problem in Rn+1 with the initial data U0. We show
ﬁrst that (2.3.3) is indeed a generalization of (2.3.1), (2.3.2).
Proposition 2.3.1. Let α ∈ N. Let U0, U , and F in (2.3.3) be regular distributions.
Furthermore we assume that U0 = u0(x) is continuous on R
n, F = f(x, t) is continuous
on the half space Rn+1+ , and U = u(x, t) is 2α-times continuously differentiable on the
domain Rn+1+ and continuous on the half space R
n+1
+ . Then the solution u(x, t) of (2.3.3)
is also a solution of (2.3.1), (2.3.2). Conversely, every solution of the classical Cauchy
problem (2.3.1), (2.3.2) is also a solution of (2.3.3) if the functions f(x, t) and u(x, t)
are extended by zero into the domain {(x, t) : (x, t) ∈ Rn+1, t < 0}.
Proof. Step 1. Let φ(x, t) ∈ D(Rn+1). If U is a solution of (2.3.3) then under the above
assumptions
(∂tU + (−∆x)
αU)(φ) = F (φ) + (U0,x ⊗ δt)(φ)
=
∫ ∞
0
∫
Rn
f(x, t)φ(x, t)dx dt+
∫
Rn
u0(x)φ(x, 0)dx. (2.3.4)
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On the other hand we obtain by means of integration by parts
(∂tU + (−∆x)
αU)(φ) = U(−∂tφ+ (−∆x)
αφ)
= −
∫
Rn
∫ ∞
0
u(x, t)∂tφ(x, t)dt dx+
∫
Rn
∫ ∞
0
u(x, t)(−∆x)
αφ(x, t)dt dx
=
∫
Rn
u(x, 0)φ(x, 0)dx+
∫
Rn
∫ ∞
0
(
∂tu(x, t) + (−∆x)
αu(x, t)
)
φ(x, t)dt dx
(2.3.5)
Comparing (2.3.4) and (2.3.5) it follows for φ ∈ D(Rn+1) with suppφ ⊂ Rn+1+ by the
fundamental lemma of calculus of variations cf. e.g. [34, Lemma 1.4.2] that
f(x, t) = ∂tu(x, t) + (−∆x)
αu(x, t), x ∈ Rn, t > 0.
As for the initial data we choose η ∈ D(R) with η(t) = 1 if |t| ≤ 1 and ψ ∈ D(Rn).
Then we set φ(x, t) = η(t)ψ(x). In combination with (2.3.4) and (2.3.5) this choice of φ
yields ∫
Rn
(u(x, 0)− u0(x))ψ(x) = 0
such that we can conclude again by [34, Lemma 1.4.2] that u(x, 0) = u0(x).
Step 2. Conversely, assume that u(x, t) is a solution of (2.3.1), (2.3.2). Then by partial
integration we obtain (2.3.5). Comparison with (2.3.4) shows that U = u(x, t) for t ≥ 0
and U = 0 for t < 0 is a solution in the distributional sense, i.e. of (2.3.3), with
F = f(x, t) for t ≥ 0 and F = 0 for t < 0, and that U0 = u0(x).
We recall [34, Theorem 3.2.4/2] already adapted to our needs which gives us a solution
of an inhomogeneous generalized heat equation in terms of the fundamental solution.
Proposition 2.3.2. Let Gα be the fundamental solution obtained in Proposition 2.2.1
and F ∈ D′(Rn+1) such that the convolution of F and Gα in the sense of Definition
2.1.4 exists. Then it holds
(∂t + (−∆x)
α)(Gα ∗ F ) = F.
Definition 2.3.3. Let ω ∈ S ′(Rn) and α ∈ N. Then we deﬁne
Wαt ω(x) := (G
α
t ∗ ω)(x), t > 0, x ∈ R
n (2.3.6)
where ∗ denotes the convolution in S ′(Rn).
Note that since Gαt ∈ S(R
n) the convolution exists for all ω ∈ S ′(Rn). Furthermore
Wαt ω ∈ C
∞(Rn).
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Proposition 2.3.4. Let ω ∈ S ′(Rn) ∩ Lloc1 (R
n). Let F ∈ Lloc1 (R
n+1) ⊂ D′(Rn+1) with
F (x, t) =
{
f(x, t), x ∈ Rn, t > 0,
0, x ∈ Rn, t ≤ 0
and suppose that its convolution with Gα in D′(Rn+1) in the sense of Definition 2.1.4
exists. Further assume that
H(x, t) =
∫ ∞
−∞
∫
Rn
Gα(t− τ, x− y)F (y, τ) dy dτ =
{
h(x, t), x ∈ Rn, t > 0,
0, x ∈ Rn, t ≤ 0
with
h(x, t) =
∫ t
0
∫
Rn
Gα(t− τ, x− y)f(y, τ) dy dτ =
∫ t
0
Wαt−τf(x, τ)dτ (2.3.7)
belongs to Lloc1 (R
n+1). Then it holds (after extending Wαt ω to R
n+1 by zero)
(∂t + (−∆x)
α)(Wαt ω +H) = F in D
′(Rn+1) (2.3.8)
and
(∂t + (−∆x)
α)(Wαt ω + h) = f in D
′(Rn+1+ ), (2.3.9)
respectively.
Proof. Step 1. We verify that for any ω ∈ S ′(Rn) ∩ Lloc1 (R
n)(
∂t + (−∆x)
α
)
W αt ω(x) = 0, x ∈ R
n, t > 0 (2.3.10)
in the classical sense and thus in D′(Rn+1+ ). Since G
α
t ∈ S(R
n) we have
Fx
(
∂t + (−∆x)
α
)
F−1x
(
e−t|ξ|
2α)
=
(
∂t + |ξ|
2α
)
e−t|ξ|
2α
= 0,
that is
(−∆x)
αGα(x, t) = −∂tG
α(x, t), t > 0, x ∈ Rn. (2.3.11)
Hence, Gα is a classical solution in Rn+1+ and thus in D
′(Rn+1+ ). According to Theorem
2.1.8 and since ω ∈ S ′(Rn) ∩ Lloc1 (R
n) it follows for t > 0 and x ∈ Rn
(−∆x)
αW αt ω(x) = [(−∆x)
αGαt ] ∗ ω(x) = −[∂tG
α
t ] ∗ ω(x) = −∂tW
α
t ω.
The last equality follows from Lebesgue’s dominated convergence theorem.
Step 2. By Proposition 2.3.2 we have for F
(∂t + (−∆x)
α)(Gα ∗ F ) = F in D′(Rn+1).
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Because of F |Rn+1+
= f and suppF ⊂ Rn+1+ this yields
(∂t + (−∆x)
α)(Gα ∗ F ) = f in D′(Rn+1+ ) (2.3.12)
and together with (2.3.10)(
∂t + (−∆x)
α
)
(W αt ω +G
α ∗ F ) = f in D′(Rn+1+ ). (2.3.13)
Under the above assumptions we have by means of Remark 2.1.5 H = Gα∗F ∈ D′(Rn+1)
and h = Gα ∗ f ∈ D′(Rn+1+ ). Thus, the assertions (2.3.8) and (2.3.9) follow.
We conclude the section with a lemma that states under which conditions the solu-
tion spaces Lv((0, T ), b, Asp,q(R
n)) as given in Deﬁnition 1.2.7 consist entirely of regular
distributions.
Lemma 2.3.5. Let 1 ≤ p, q ≤ ∞ and s > 0 (p < ∞ for F -spaces). Let T > 0,
1 < v ≤ ∞ and b < 1− 1
v
. Let
U(x, t) =
{
u(x, t), x ∈ Rn, t ∈ (0, T ),
0, x ∈ Rn, t ∈ R \ (0, T )
where u ∈ Lv((0, T ), b, Asp,q(R
n)). Then U ∈ Lloc1 (R
n+1).
Proof. Under the conditions on p, q, s any u(·, t) ∈ Asp,q(R
n) belongs for ﬁxed t to
Lloc1 (R
n) and to Lp(Rn), cf. Theorem 1.4.1 and Corollary 1.4.2. Thus, there exists for
any compact subset K ⊂ Rn+1 some R > 0 such that∫
K
|U(x, t)| d(x, t) ≤
∫ T
0
∫
|x|≤R
|u(x, t)|dx dt
≤ c
∫ T
0
‖u(·, t)|Lp(R
n)‖dt ≤ c
∫ T
0
t−btb‖u(·, t)|Asp,q(R
n)‖dt (2.3.14)
≤ c
(∫ T
0
t−bv
′
dt
)1/v′
‖u|Lv((0, T ), b, A
s
p,q(R
n))‖ (2.3.15)
≤ c‖u|Lv((0, T ), b, A
s
p,q(R
n))‖, if b < 1−
1
v
.
The ﬁrst part in (2.3.14) and (2.3.15) are obtained by means of Hölder’s inequality.
2.4 Cauchy’s problem for the generalized
Navier-Stokes equations
In Chapter 5 we deal with Cauchy’s problem for the generalized Navier-Stokes equations.
We assume n ∈ N with n ≥ 2, α ∈ N and 0 < T ≤ ∞. As in the case of the generalized
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nonlinear heat equation the diﬀusion part ∂t − ∆x is replaced by ∂t + (−∆x)α. Thus,
the Cauchy problem for the generalized Navier-Stokes equations are given by
∂tu+ (−∆x)
αu+ (u,∇)u+∇P = 0 in Rn × (0, T ),
divu = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn.
(2.4.1)
Hence, the case α = 1 corresponds to the classical Navier-Stokes equations. Recall that
[(u,∇)u]k =
n∑
j=1
uj∂ju
k, k = 1, . . . , n.
As usual the divergence of a vector-valued function u and the gradient of a scalar function
P are given by
divu =
n∑
j=1
∂ju
j, and ∇P = (∂1P, . . . , ∂nP ).
Since divu = 0 it holds that
(u,∇)u = div(u⊗ u),
where u⊗ u is the usual tensor product such that the k-th component of div(u⊗ u) is
given by
div(u⊗ u)k =
n∑
j=1
∂j(u
juk).
Commonly one incorporates the request divu = 0 by means of the so-called Leray
projector P given in terms of scalar Riesz transforms Rk as described below. This leads
to the following reformulation of (2.4.1)
∂tu+ (−∆x)
αu+ P div(u⊗ u) = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn
(2.4.2)
which we will examine in detail in Chapter 5. The next part recalls necessary facts
about Riesz transform and Leray projector following the presentation in [37, Sections
1.2.6 and 6.1.2]
2.4.1 Riesz transform and Leray projector
Let L2(Rn)n be the Hilbert space of all complex-valued functions f = (f1, . . . , fn) with
fk ∈ L2(R
n), k = 1, . . . , n normed by
‖f |L2(R
n)n‖ =
(
n∑
k=1
‖fk |L2(R
n)‖2
)1/2
.
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Further, let
divL2(R
n)n = {f ∈ L2(R
n)n : divf = 0}
be the closed subspace of L2(Rn)n containing all divergence-free functions in L2(Rn)n
where the derivatives must be interpreted in the framework of S ′(Rn). We are interested
in an orthogonal projection from L2(Rn)n onto divL2(Rn)n. Let Rk,
Rkf(·) = i
(
ξk
|ξ|
fˆ
)∨
(·), k = 1, . . . , n, (2.4.3)
be the usual Riesz transform, which can be expressed in terms of singular integrals
Rkf(x) = cn lim
ε↓0
∫
|y|≥ε
yk
|y|n+1
f(x− y)dy, k = 1, . . . , n, (2.4.4)
x ∈ Rn. For convenience we introduce the operator Q given on the Fourier side by
(Q̂f )k(ξ) =
ξk
|ξ|2
n∑
j=1
ξj f̂
j = −i
ξk
|ξ|2
(divf )∧(ξ), k = 1, . . . , n. (2.4.5)
It can be written in terms of the Riesz transform
(Q̂f )k(ξ) =
ξk
|ξ|
n∑
j=1
ξj f̂
j
|ξ|
= −Rk
n∑
j=1
Rjf
j k = 1, . . . , n.
Then the Leray projector P is given by
(P f )k = fk +Rk
n∑
j=1
Rjf
j k = 1, . . . , n (2.4.6)
and hence, can be represented by P = id−Q.
Proposition 2.4.1. Let L2(R
n)n, divL2(R
n)n and P be defined as above. Then P is the
orthogonal projection of L2(R
n)n onto divL2(R
n)n. More precisely it holds
P2 = P = P∗ (2.4.7)
and
PL2(R
n)n = divL2(R
n)n. (2.4.8)
Furthermore,
P∇f = 0 for any f ∈ L2(R
n)n. (2.4.9)
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Proof. For a proof we refer to [37, Proposition 6.1].
For later use we recall that Rk : Lp(Rn) → Lp(Rn), 1 < p <∞ is a linear and bounded
mapping. Further, the following assertion holds.
Proposition 2.4.2. Let 1 < p <∞, 0 < q ≤ ∞ and s ∈ R. Then
Rk : A
s
p,q(R
n) →֒ Asp,q(R
n) (2.4.10)
where A stands either for F or B.
Proof. For a proof we refer to [37, Theorem 1.25] and [38, Theorem 3.52].
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In this chapter we deal with the generalized nonlinear heat equation
∂tu(x, t) + (−∆x)
αu(x, t)−Du2(x, t) = 0, x ∈ Rn, 0 < t < T,
u(x, 0) = u0(x), x ∈ R
n (3.0.1)
where 0 < T ≤ ∞, 2 ≤ n ∈ N, α ∈ N and Du2 =
n∑
j=1
∂ju
2. The case α = 1 corresponds
to a classical nonlinear heat equation. In our approach, a solution of (3.0.1) is considered
as ﬁxed point of the operator Tu0 given as
Tu0u(x, t) := W
α
t u0(x) +
∫ t
0
W αt−τDu
2(x, τ)dτ, x ∈ Rn, 0 < t < T (3.0.2)
in some appropriate function spaces with Wαt as given in Deﬁnition 2.3.3. As we have
seen in Proposition 2.2.1, Gα(x, t) is a fundamental solution of the generalized heat
equation (2.2.1). There we also introduced the notation Gαt (x) = G
α(x, t) if we ﬁx
t > 0.
We are interested in solutions u of (3.0.1) belonging to some Besov or Triebel-Lizorkin
space Asp,q(R
n), A ∈ {B,F}, with respect to the space variable. Because of the structure
of the nonlinearity these spaces have to fulﬁll certain multiplication properties. During
this chapter we assume that they are multiplication algebras which holds if s > n
p
and in
some limiting cases s = n
p
, cf. Theorem 1.4.3. Concerning the initial data, we suppose
u0 ∈ A
s0
p,q(R
n) with s− α < s0 ≤ s. The time dependency of the solution is described in
terms of some weighted Lebesgue spaces as introduced in Deﬁnition 1.2.7.
Our method is as follows. We solve the ﬁxed point problem (3.0.2) for the operator
Tu0 in our solution space. For this purpose we need a-priori estimates in some spaces
Asp,q(R
n) for both terms of the right hand side of (3.0.2). The key estimate, formulated
in Theorem 3.2.2, reads as
td/2α‖Wαt ω|A
s+d
p,q (R
n)‖ ≤ c‖ω|Asp,q(R
n)‖, 0 < t ≤ 1 (3.0.3)
if 1 ≤ p, q ≤ ∞ (p < ∞ in case of F - spaces), s ∈ R, d ≥ 0, and α ∈ N. To achieve
(3.0.3), we apply decomposition methods by means of wavelets and molecules to these
spaces. More precisely, having an appropriate representation of ω ∈ Asp,q(R
n) by means
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of suﬃciently smooth Daubechies wavelets, we show that Wαt ω can be represented by
means of molecules in As+dp,q (R
n).
The main result is contained in Theorem 3.3.5, where existence and uniqueness of a
local mild solution of (3.0.1) in the sense of (3.0.2) is proved for arbitrary initial values
u0 ∈ A
s0
p,q(R
n) with s − α < s0 ≤ s. Moreover we show that the solution is strong.
Detailed explanations what we mean by mild and strong solutions follow in Section 3.3.
Finally, we conclude the chapter with assertions on stability and well-posedness.
3.1 α- caloric wavelets
From now on we assume that ω ∈ Asp,q(R
n) with A ∈ {B,F}. Under the conditions of
Proposition 1.3.3, we can represent
ω =
∑
j,G,m
λj,Gm 2
−jn/2ΨjG,m, λ ∈ a
s
p,q(R
n) (3.1.1)
with
λj,Gm = λ
j,G
m (ω) = 2
jn/2
〈
ω,ΨjG,m
〉
. (3.1.2)
We are interested in a similar decomposition of Wαt ω. We split
ω = ω0 + ωu, u ∈ N, (3.1.3)
where
ω0 =
∑
m∈Zn
λmΨm, λm = λm(ω) = 〈ω,Ψm〉 , (3.1.4)
with
Ψm(x) =
n∏
l=1
ψF (xl −ml), m ∈ Z
n (3.1.5)
and
ωu =
∞∑
j=0
∑
G∈G∗
∑
m∈Zn
λj,Gm 2
−jn/2ΨjG,m, (3.1.6)
with (3.1.2) and G∗ = {F,M}n∗, i.e., at least one of the Gl, l = 1, . . . , n is an M . It
will be essential that u ∈ N in (1.3.1) can be chosen arbitrarily large. That is the reason
why we indicated the chosen u ∈ N in (3.1.6). Moreover, any ΨjG,m in (3.1.6) satisﬁes
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moment conditions up to u as in (1.3.8). With Wαt ω as in Deﬁnition 2.3.3 we obtain for
t > 0
Wαt ω(x) = W
α
t ω
0(x) +W αt ω
u(x)
=
∑
m∈Zn
λmW
α
t Ψm(x) +
∞∑
j=0
∑
G∈G∗
∑
m∈Zn
λj,Gm 2
−jn/2Wαt Ψ
j
G,m(x). (3.1.7)
As we will see below, (3.1.7) is for each ﬁxed t > 0 a representation ofW αt ω by molecules
belonging to As+dp,q (R
n) with some d ≥ 0.
Thus the unconditional convergence of the series is preserved at least as limit in S ′(Rn)
as a dual pairing with respect to
(
e−t|ξ|
2α
)∨
∈ S(Rn). Let
bjG,m(x, t) := 2
−jn/2W αt Ψ
j
G,m(x) =
∫
Rn
Gαt (x− y)2
−jn/2ΨjG,m(y)dy
=
1
(2π)n/2
∫
Rn
(
e−t|ξ|
2α
)∨
(x− y)
n∏
l=1
ψGl(2
jyl −ml)dy. (3.1.8)
According to the case α = 1, cf. [37, Subsection 2.4.2], the functions bjG,m(x, t) are called
α-caloric wavelets. As already mentioned, we show that after a slight modiﬁcation
they are molecules in the sense of Deﬁnition 1.3.6 for appropriately chosen parameters
N, K, L.
Proposition 3.1.1. Let α ∈ N and let bjG,m(x, t) have the meaning of (3.1.8) based on
(1.3.6), where ψM , ψF ∈ Cu(R) are Daubechies wavelets with a given u ∈ N. We put
bjG,m(x, t)d = C 2
jd td/2α bjG,m(x, t), j ∈ N0, G ∈ G
∗, m ∈ Zn. (3.1.9)
Then there exists C > 0 such that the functions bjG,m(x, t)d are (N,K,L)- molecules
according to Definition 1.3.6 for any fixed t with 2jt1/2α ≥ 1, provided that N ≤ u,
K ≤ u, N + n− 1 < L < u+ n− d and 0 ≤ d < u−N + 1.
Proof. Step 1.We start with the moment conditions. It is suﬃcient to consider bjG,m(x, t).
Let |β| < u. Then∫
Rn
xβbjG,m(x, t)dx =
∫
Rn
xβ
∫
Rn
Gαt (x− y)
n∏
l=1
ψGl(2
jyl −ml)dy
 dx
=
∫
Rn
∫
Rn
Gαt (z)(y + z)
βdz
 n∏
l=1
ψGl(2
jyl −ml)dy
=
∫
Rn
Gαt (z)
 n∏
l=1
∫
R
(yl + zl)
βlψGl(2
jyl −ml)dyl
 dz
= 0,
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according to (1.3.8), since at least one of the Gl = M . So the moment conditions (1.3.26)
hold for bjG,m(·, t)d if N ≤ u.
Step 2. We prove (1.3.25) with |γ| = 0 where we may assume m = 0, i.e. we wish to
estimate
bjG(x, t) = b
j
G,0(x, t) =
∫
Rn
Gαt (x− y)
n∏
l=1
ψGl(2
jyl)dy (3.1.10)
where j ∈ N0, G ∈ G∗, 2jt1/2α ≥ 1. We rewrite
bjG(x, t) =
∫
Rn
t−n/2αGα
(
x− y
t1/2α
) n∏
l=1
ψGl(2
jyl)dy (3.1.11)
where Gα(x) = (2π)−n/2
(
e−|η|
2α
)∨
(x). Apparently,
bjG(t
1/2α x, t) =
∫
Rn
Gα(x− y)
n∏
l=1
ψGl(2
j t1/2α yl)dy. (3.1.12)
Next we expand Gα at the origin in a Taylor polynomial with remainder term of order
u and substitute it into (3.1.12). Because of the moment conditions of ΨjG,m terms of
order less than u vanish and we only have to estimate
∣∣bjG(t1/2α x, t)∣∣ . ∫
Rn
∑
|β|=u
∣∣(DβGα)(x− ξ) yβ n∏
l=1
ψGl(2
j t1/2α yl)
∣∣dy
.
∫
Rn
∑
|β|=u
∣∣yβ∣∣ ∣∣∣∣∣
n∏
l=1
ψGl(2
j t1/2α yl)
∣∣∣∣∣ dy (3.1.13)
.
∫
Rn
|y|u
∣∣∣∣∣
n∏
l=1
ψGl(2
j t1/2αyl)
∣∣∣∣∣ dy
where we used the boundedness of the derivatives of Gα in (3.1.13). Since the integrand
is zero outside a ball of radius c 2−j t−1/2α centered at the origin, we obtain
|bjG(t
1/2α x, t)| .
∫
|y|<c 2−jt−1/2α
|y|udy ≤ c
(
2−jt−1/2α
)u+n
, ∀x ∈ Rn. (3.1.14)
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On the other hand, it follows from (3.1.12) and Gα ∈ S(Rn)
|bjG(t
1/2α x, t)| .
∫
|y|<c 2−jt−1/2α
∣∣∣ (e−|η|2α)∨ (x− y)∣∣∣dy
≤
∫
|y|<c 2−jt−1/2α
cL
1 + |x− y|L
dy
.
cL
(1 + |x|)L
∫
|y|<c 2−jt−1/2α
(1 + |y|)Ldy
.
cL
(1 + |x|)L
∫
|y|<c 2−jt−1/2α
dy
∼
cL
(1 + |x|)L
(2−jt−1/2α)n (3.1.15)
for all L > 0 and 2jt1/2α ≥ 1. Let now 0 < ε < 1. Using both estimates, (3.1.14) and
(3.1.15), we ﬁnd
|bjG(t
1/2α x, t)| = |bjG(t
1/2α x, t)|ε|bjG(t
1/2α x, t)|(1−ε)
≤
cε,L
(1 + |x|)L
(
2−jt−1/2α
)εn (
2−jt−1/2α
)(1−ε)(u+n)
(3.1.16)
=
cε,L
(1 + |x|)L
(
2−jt−1/2α
)u−εu+n−L
(2−jt−1/2α)
−L
≤
cε,L
(1 + 2jt1/2α|x|)L
(
2−jt−1/2α
)u−εu+n−L
since 2jt1/2α ≥ 1. Replacing t1/2αx 7→ x in (3.1.16) yields
|bjG(x, t)| ≤
cε,L
(1 + 2j|x|)L
(
2−jt−1/2α
)u−εu+n−L
. (3.1.17)
Let now 0 ≤ d < u−N + 1. We choose L > 0 and 0 < ε < 1 such that
N + n− 1 < L ≤ (1− ε)u+ n− d.
Thus, it follows (
2−jt−1/2α
)(1−ε)u+n−L
≤
(
2−jt−1/2α
)d
. (3.1.18)
Hence, we have shown
|bjG(x, t)| ≤
cε,L
(1 + 2j|x|)L
(
2−jt−1/2α
)d
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for any d ≥ 0 with d < u−N + 1.
Step 3. Let |γ| ≥ 1. Then,
|Dγxb
j
G(t
1/2α x, t)| ≤ 2|γ|jt|γ|/2α
∫
Rn
|Gα(x− y)(Dγ
n∏
l=1
ψGl)(2
jt|γ|/2αyl)|dy
in the classical sense if |γ| ≤ K ≤ u. Because of the compactness of supp ψGl , the
moment conditions also hold for the derivatives of ψM up to order u, which is seen by
integration by parts. Hence, we obtain
|Dγxb
j
G,m(t
1/2α x, t)| = t|γ|/2α|(DγbjG,m)(t
1/2α x, t)| . 2j|γ|t|γ|/2α
(
2−jt−1/2α
)u+n
.(3.1.19)
A similar calculation as in Step 2 yields
|Dγxb
j
G,m(x, t)| ≤ c 2
−jdt−d/2α
2j|γ|
(1 + 2j|x|)L
(3.1.20)
with N, K, L as above. Thus, the functions in (3.1.9) are (N,K,L) -molecules for
2jt1/2α ≥ 1.
Theorem 3.1.2. Let 0 < p, q ≤ ∞ (p < ∞ for the F-spaces), s ∈ R. Let d ≥ 0 such
that s+ d ≥ 0, α ∈ N, and u ∈ N with
u > d+
{
max(s, σp), for B-spaces
max(s, σp,q), for F -spaces.
(3.1.21)
Then, the numbers N , K, L in Proposition 3.1.1 can be chosen such that for some C > 0
and any t with 2jt1/2α ≥ 1
bjG,m(x, t)d = C 2
jd td/2α bjG,m(x, t), j ∈ N0, G ∈ G
∗, m ∈ Zn
are molecules for As+dp,q (R
n) in the sense of Proposition 1.3.8.
Proof. We restrict ourselves to the B-spaces. First we choose N := [σp] + 1. Then
N > σp − (s + d). Since u > σp = [σp] + {σp} it follows that u ≥ N . So the moment
conditions hold for Wαt Ψ
j
G,m with the above chosen N . Let now n+σp < L < u+n− d.
Because of the choice of N we have L > N + n − 1, too. From u > d + σp it follows
that d < u − σp < u − N + 1. Regarding the derivatives of b
j
G,m(x, t)d, we claim
s + d < K ≤ u. Hence, the conditions of both, Proposition 3.1.1 and Proposition 1.3.8
are satisﬁed. Replacing σp by σp,q leads to similar results for the F -spaces.
Later on we only need spaces Asp,q(R
n) with p, q ≥ 1. Hence, the considered spaces are
Banach spaces. This reduces the assumptions with respect to u, N , K and L as follows.
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Corollary 3.1.3. Let 1 ≤ p, q ≤ ∞ (p < ∞ for the F-spaces), s ∈ R. Let d ≥ 0 such
that s+ d ≥ 0, α ∈ N and u ∈ N with
u > d+max(s, 0). (3.1.22)
Then there exists C > 0 such that
bjG,m(x, t)d = C 2
jd td/2α bjG,m(x, t), j ∈ N0, G ∈ G
∗, m ∈ Zn
for any t with 2jt1/2α ≥ 1 are molecules for As+dp,q (R
n) in the sense of Proposition 1.3.8
if N = 1, K = u, and n < L < u+ n− d.
3.2 Mapping properties related to the heat equation
In order to prove the above mentioned a-priori estimate (3.0.3), we ﬁrst derive a corre-
sponding result for ωu deﬁned in (3.1.6).
Proposition 3.2.1. Let 1 ≤ p, q ≤ ∞ (p <∞ for the F-spaces), s ∈ R. Let d ≥ 0 such
that s+ d ≥ 0, α ∈ N, and u ∈ N with
u > d+max(s, 0) (3.2.1)
Then there exists a constant c > 0 such that for any t ≥ 1 and all ω ∈ Asp,q(R
n)
td/2α‖Wαt ω
u|As+dp,q (R
n)‖ ≤ c‖ω|Asp,q(R
n)‖, (3.2.2)
whereas ωu is given by (3.1.6).
Proof. t ≥ 1 ensures 2jt1/2α ≥ 1 for j ∈ N0. Consequently, we can apply Corollary 3.1.3.
Taking into account the molecular representation of Wαt ω
u, we write
W αt ω
u =
∞∑
j=0
∑
G∈G∗
∑
m∈Zn
λj,Gm 2
−jn/2Wαt Ψ
j
G,m
=
∞∑
j=0
∑
G∈G∗
∑
m∈Zn
λj,Gm b
j
G,m(·, t) (3.2.3)
=
∞∑
j=0
∑
G∈G∗
∑
m∈Zn
µj,Gm b
j
G,m(·, t)d
with
C µj,Gm = 2
−jdt−d/2αλj,Gm (3.2.4)
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where C > 0 has the same meaning as in (3.1.9). Let
µ∗ = {µj,Gm : j ∈ N0, G ∈ G
∗, m ∈ Zn} (3.2.5)
and similarly λ∗. We restrict ourselves to the B-spaces. The proof for the F -spaces is
similar. By Proposition 1.3.8, it remains to show that µ∗ ∈ bs+dp,q (R
n). It holds
‖µ∗|bs+dp,q (R
n)‖ =
 ∞∑
j=0
2j(s+d−
n
p
)q
∑
G∈G∗
(∑
m∈Zn
|µj,Gm |
p
) q
p
 1q
∼
 ∞∑
j=0
2jdq 2j(s−
n
p
)q
∑
G∈G∗
(∑
m∈Zn
2−jdpt−dp/2α|λj,Gm |
p
) q
p
 1q
= t−d/2α
 ∞∑
j=0
2j(s−
n
p
)q
∑
G∈G∗
(∑
m∈Zn
|λj,Gm |
p
) q
p
 1q
= t−d/2α‖λ∗|bsp,q(R
n)‖.
Thus,
‖W αt ω
u|Bs+dp,q (R
n)‖ ≤ c ‖µ∗|bs+dp,q (R
n)‖ ∼ t−d/2α‖λ∗|bsp,q(R
n)‖
≤ c t−d/2α‖λ |bsp,q(R
n)‖ ∼ t−d/2α‖ω|Bsp,q(R
n)‖, (3.2.6)
where we used Proposition 1.3.3.
Theorem 3.2.2. Let 1 ≤ p, q ≤ ∞ (p <∞ for the F-spaces), s ∈ R, d ≥ 0 and α ∈ N.
Then there is a constant c > 0 such that
td/2α‖W αt ω|A
s+d
p,q (R
n)‖ ≤ c‖ω|Asp,q(R
n)‖ (3.2.7)
for all t with 0 < t ≤ 1 and ω ∈ Asp,q(R
n).
Proof. Step 1. We prove (3.2.7) for s+ d ≥ 0 and take advantage of the representation
of ω ∈ Asp,q(R
n) as in Proposition 1.3.3. Let 2−2αk < t ≤ 2−2α(k−1), k ∈ N. Instead of
(3.1.3)-(3.1.6) we split ω into
ω = ω0k + ωk =
∑
j<k
∑
G,m
λj,Gm 2
−jn/2ΨjG,m +
∑
j≥k
∑
G,m
λj,Gm 2
−jn/2ΨjG,m. (3.2.8)
We do not indicate u ∈ N chosen according to 3.1.22. If j ≥ k then 2jt1/2α > 2j2−k =
2j−k ≥ 1. Applying Corollary 3.1.3 and Proposition 1.3.8, we ﬁnd as in Proposition 3.2.1
td/2α ‖Wαt ωk|A
s+d
p,q (R
n)‖ ≤ c ‖ω|Asp,q(R
n)‖, (3.2.9)
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where c > 0 is independent of k ∈ N, 2−2αk < t ≤ 2−2α(k−1) and ω ∈ Asp,q(R
n).
Let now j < k and A = B. Then,
‖ω0k|B
s+d
p,q (R
n)‖ ∼
∑
j<k
2j(s+d−
n
p
)q
∑
G∈Gj
(∑
m∈Zn
|λj,Gm |
p
) q
p
 1q
≤ 2kd
∑
j<k
2j(s−
n
p
)q
∑
G∈Gj
(∑
m∈Zn
|λj,Gm |
p
) q
p
 1q
. 2kd‖λ |bsp,q(R
n)‖. (3.2.10)
Similarly for the F -spaces. By means of the generalized Minkowski’s inequality and
(3.2.10) we obtain
‖Wαt ω
0
k|A
s+d
p,q (R
n)‖ ≤
∫
Rn
Gαt (y)‖ω
0
k(x− y)|A
s+d
p,q (R
n)‖dy (3.2.11)
≤ ‖ω0k|A
s+d
p,q (R
n)‖
∫
Rn
Gαt (y)dy ≤ c 2
kd‖λ|asp,q(R
n)‖ (3.2.12)
∼ c 2kd‖ω|Asp,q(R
n)‖. (3.2.13)
Because of the assumption 2−2αk < t ≤ 2−2α(k−1), it follows that t−d/2α ∼ 2kd. Conse-
quently,
td/2α ‖W αt ω
0
k|A
s+d
p,q (R
n)‖ ≤ c ‖ω|Asp,q(R
n)‖. (3.2.14)
Together with (3.2.9) the assertion follows for s+ d ≥ 0.
Step 2. It remains to show the case s+d < 0. For this purpose consider the lift operator
Iδ, δ ∈ R introduced in (1.2.11). Using (2.3.3) we see that
F(W αt (Iδω))(ξ) = F(W
α
t (F
−1[(1 + | · |2)−
δ
2Fω])(ξ)
= e−t|ξ|
2α
(1 + |ξ|2)−
δ
2Fω(ξ)
and
F(Iδ(W
α
t ω))(ξ) = (1 + |ξ|
2)−
δ
2F(W αt ω)(ξ)
= e−t|ξ|
2α
(1 + |ξ|2)−
δ
2Fω(ξ).
Thus, Wαt = I−δW
α
t Iδ. Let s+ d < 0 and δ ∈ R such that s+ d− δ ≥ 0. Then we have
by (1.2.12)
td/2α‖W αt ω|A
s+d
p,q (R
n)‖ = td/2α‖I−δW
α
t Iδω|A
s+d
p,q (R
n)‖
∼ td/2α‖W αt Iδω|A
s+d−δ
p,q ‖ ≤ c ‖Iδω|A
s−δ
p,q ‖ (3.2.15)
∼ c ‖ω|Asp,q(R
n)‖
which completes the proof.
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For later purposes we consider a similar estimate for
W (x, t) := W αt u0(x) +
∫ t
0
W αt−τf(·, τ)dτ, x ∈ R
n, 0 < t < T (3.2.16)
with f in an appropriately chosen function space.
Proposition 3.2.3. Let 1 ≤ p, q ≤ ∞ (p <∞ for the F-spaces), s ∈ R and α ∈ N. Let
T > 0 and
1
α
< v ≤ ∞, −∞ < a < α−
1
v
, 0 ≤ d < 2
(
α−
1
v
)
, −∞ < αg ≤ d. (3.2.17)
Let
u0 ∈ A
s+αg
p,q (R
n) and f ∈ Lαv((0, T ),
a
α
, Asp,q(R
n)). (3.2.18)
Then there is a constant c > 0, independent of u0 and f , such that
‖W (·, t)|As+dp,q (R
n)‖ ≤ c t−
d−αg
2α ‖u0|A
s+αg
p,q (R
n)‖ (3.2.19)
+ c t1−
1
αv
− d
2α
− a
α
 t∫
0
τav‖f(·, τ)|Asp,q(R
n)‖αvdτ
1/αv(3.2.20)
for all t with 0 < t < T (with the usual modification if v =∞).
Proof. We apply Theorem 3.2.2 with s+αg in place of s and d−αg in place of d. Thus,
‖Wαt u0|A
s+d
p,q (R
n)‖ ≤ c t−
d−αg
2α ‖u0|A
s+αg
p,q (R
n)‖. (3.2.21)
For the second summand in (3.2.16) we obtain
‖
t∫
0
W αt−τf(·, τ)dτ |A
s+d
p,q (R
n)‖ ≤
t∫
0
(t− τ)−
d
2α τ−
a
α τ
a
α‖f(·, τ)|Asp,q(R
n)‖dτ
≤ c
 t∫
0
(t− τ)−
d(αv)′
2α τ−
a
α
(αv)′dτ
1/(αv)′ t∫
0
τav‖f(·, τ)|Asp,q(R
n)‖αvdτ
1/αv
≤ c t1−
1
αv
− d
2α
− a
α
 t∫
0
τav‖f(·, τ)|Asp,q(R
n)‖αvdτ
1/αv
using Theorem 3.2.2, Hölder’s inequality with exponent αv as well as the assumptions
a < α− 1/v and d < 2(α− 1/v).
Note, that it was immaterial to replace 1 in Theorem 3.2.2 by any ﬁxed T > 0.
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3.3 Existence and uniqueness
In this subsection we prove our main result, that is the existence and uniqueness of mild
and strong solutions of
∂tu(x, t) + (−∆x)
αu(x, t)−Du2(x, t) = 0, x ∈ Rn, 0 < t < T,
u(x, 0) = u0(x), x ∈ R
n (3.3.1)
where 0 < T ≤ ∞, 2 ≤ n ∈ N, α ∈ N and Du2 =
n∑
j=1
∂ju
2.
Interpretation of the nonlinear termDu2 as inhomogeneity allows us to apply Proposition
3.2.3 to the operator Tu0 deﬁned in (3.0.2). Then we combine the previous estimates with
a ﬁxed point argument for Tu0 . We call solutions u ∈ L
loc
1 ((0, T )×R
n) of (3.3.1), which
are a ﬁxed point of Tu0 , mild. In addition to uniqueness (local in time, 0 < t < T ) we look
for strong solutions. A solution u is called strong if it is mild and belongs to the space
C([0, T ), As0p,q(R
n)) for all intial data u0 ∈ As0p,q(R
n). For more detailed explanations
in this context we refer to [5] and [23]. This is the understanding of Theorem 3.3.5
below. The notation itself goes back to [4], [19] and has been used in the context of
Navier-Stokes equations, that is in the vector-valued case for α = 1 in [17] and [20].
3.3.1 Some preliminary considerations
We have to clarify ﬁrst to which extend we can apply Proposition 2.3.4 when we set
ω := u0 ∈ A
s0
p,q(R
n) and f := Du2, u ∈ Lv((0, T ), b, Asp,q(R
n)). The choice of parameters
will be speciﬁed later on. We consider W (x, t) as deﬁned in (3.2.16) and formulate the
necessary conditions so that the ﬁrst summand belongs to Lloc1 (R
n+1).
Lemma 3.3.1. Let 1 ≤ p, q ≤ ∞ (p < ∞ for F - spaces), α ∈ N, n ≥ 2, −2α < s0 and
T > 0. Let
W α(x, t) =
{
Wαt u0(x), x ∈ R
n, t ∈ (0, T ),
0, x ∈ Rn, t ∈ R \ (0, T ).
(3.3.2)
Then W α(x, t) belongs to Lloc1 (R
n+1) for all u0 ∈ As0p,q(R
n).
Proof. We choose some d ≥ 0 which satisﬁes −s0 < d < 2α. Then As0+dp,q (R
n) →֒ Lp(R
n)
by Theorem 1.4.1 and Corollary 1.4.2. Then we apply Theorem 3.2.2 and obtain for any
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compact subset K ⊂ Rn+1∫
K
|Wα(x, t)| d(x, t) ≤
∫ R
0
∫
|x|≤R
|Wαt u0(x)| dx dt
≤ c
∫ R
0
‖Wαt u0|Lp(R
n)‖ dt
≤ c
∫ R
0
‖Wαt u0|A
s0+d
p,q (R
n)‖ dt
≤ c
∫ R
0
t−d/2α‖u0|A
s0
p,q(R
n)‖ dt (3.3.3)
≤ cR−d/2α+1
with an appropriately chosen R > 0 because of d < 2α. The ﬁrst estimate is obtained
by means of Hölder’s inequality using the fact that W αt u0 ∈ C
∞(Rn).
Now we consider the second summand of (3.2.16). We investigate under which conditions
the convolution of Gα and u2 exists and belongs to Lloc1 (R
n+1) (after extension to Rn+1
by zero).
Lemma 3.3.2. Let 1 ≤ p, q ≤ ∞ (p <∞ for F - spaces) and s ≥ n
p
such that Asp,q(R
n)
is a multiplication algebra. Let u ∈ L2v((0, T ), b, Asp,q(R
n)) with T > 0, 1 < v ≤ ∞ and
−∞ < 2b < 1− 1
v
.
(i) Let
U(x, t) =
{
u(x, t), x ∈ Rn, t ∈ (0, T ),
0, x ∈ Rn, t ∈ R \ (0, T ).
(3.3.4)
Then U2(x, t) ∈ Lloc1 (R
n+1).
(ii) Let
H(x, t) =

t∫
0
∫
Rn
Gα(x− y, t− τ)u2(y, τ) dy dτ, x ∈ Rn, 0 < t < T
T∫
0
∫
Rn
Gα(x− y, t− τ)u2(y, τ) dy dτ, x ∈ Rn, t ≥ T
0, x ∈ Rn, t ≤ 0.
Then H ∈ Lloc1 (R
n+1) and H = Gα ∗ U2 in D′(Rn+1).
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Proof. Step 1. We show (i). It holds
‖u2|Lv((0, T ), 2b, A
s
p,q(R
n))‖ =
(∫ T
0
t2bv‖u2(·, t)|Asp,q(R
n)‖vdt
)1/v
≤ c
(∫ T
0
t2bv‖u(·, t)|Asp,q(R
n)‖2vdt
)1/v
= c‖u|L2v((0, T ), b, A
s
p,q(R
n))‖2.
Applying Lemma 2.3.5 with 2b in place of b this yields the assertion.
Step 2. Let 0 < t ≤ T . Then we obtain for any compact subset K ⊂ Rn+1∫
K
|H(x, t)| d(x, t) ≤
∫ R
0
∫
|x|≤R
|H(x, t)| dx dt ≤
∫ R
0
∫
|x|≤R
∫ t
0
|Wαt−τu
2(x, τ)| dτ dx dt.
Application of Theorem 1.4.3 and Theorem 3.2.2 with some 0 ≤ d < 2α
(
1− 1
v
)
yields∫
K
|H(x, t)|d(x, t) .
∫ R
0
∫ t
0
‖Wαt−τu
2(·, τ)|As+dp,q (R
n)‖ dτ dt
.
∫ R
0
∫ t
0
(t− τ)−
d
2α‖u2(·, τ)|Asp,q(R
n)‖ dτ dt
.
∫ R
0
∫ t
0
(t− τ)−
d
2α τ−2bτ 2b‖u(·, τ)|Asp,q(R
n)‖2dτ dt.
Now it follows similar to the proof of Proposition 3.2.3∫
K
|H(x, t)|d(x, t) .
(∫ R
0
t1−
1
v
−2b− d
2αdt
)
‖u|L2v((0, T ), b, A
s
p,q(R
n))‖2
∼ R2−
1
v
−2b− d
2α‖u|L2v((0, T ), b, A
s
p,q(R
n))‖2.
A similar calculation leads for t ≥ T to∫
K
|H(x, t)|d(x, t) =
∫ R
0
∫
|x|<R
∫ T
0
|Wαt−τu
2(x, τ)|dτ dx dt
.
∫ R
0
∫ T
0
(t− τ)−
d
2α τ−2bτ 2b‖u(·, τ)|Asp,q(R
n)‖2dτ dt
.
∫ R
0
∫ t
0
(t− τ)−
d
2α τ−2bτ 2b‖u(·, τ)|Asp,q(R
n)‖2dτ dt
. R2−
1
v
−2b− d
2α‖u|L2v((0, T ), b, A
s
p,q(R
n))‖2.
Hence, H ∈ Lloc1 (R
n+1).
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Lemma 3.3.3. Let n ≥ 2, α ∈ N, 1 ≤ p, q ≤ ∞ (p <∞ for F - spaces) and s such that
Asp,q(R
n) is a multiplication algebra. Let
0 < λ < g ≤ 1,
2
α
< v ≤ ∞, a = α−
1
v
− αλ, (3.3.5)
and let u0 ∈ As−α+αgp,q (R
n). Further assume that u ∈ L2αv((0, T ), a2α , A
s
p,q(R
n)) is a ﬁxed
point of Tu0 as deﬁned in (3.0.2). Then it holds
(∂t + (−∆x)
α)u = Du2
in the sense of D′(Rn × (0, T )).
Proof. Since u ∈ L2αv((0, T ), a2α , A
s
p,q(R
n)) is a ﬁxed point of (3.0.2) it holds
u(x, t) = Wαt u0(x) +
∫ t
0
W αt−τDu
2(·, τ)dτ. (3.3.6)
Here
W αt−τDu
2(·, τ) = (Gαt−τ ∗Du
2)(·, τ), 0 < τ < t
stands for the convolution of Gαt−τ ∈ S(R
n) and Du2 ∈ S ′(Rn). Let U be the extension
of u to Rn × (R \ (0, T )) by zero as deﬁned in (3.3.4). From Lemma 3.3.2 we know that
the convolution of Gα and U2 exists in the sense of D′(Rn+1) and belongs to Lloc1 (R
n+1).
By Theorem 2.1.8 then also D(Gα ∗ U2) = (DGα) ∗ U2 = Gα ∗DU2 exists. Let
k(x, t) :=
∫ t
0
Wαt−τDu
2(x, τ) dτ =
∫ t
0
(DGαt−τ ) ∗ u
2(x, τ) dτ
=
∫ t
0
∫
Rn
(DGα)(x− y, t− τ)u2(y, τ) dy dτ
for 0 < t < T and
K(x, t) :=
∫ ∞
−∞
∫
Rn
(DGα)(x− y, t− τ)U2(y, τ) dy dτ
=

k(x, t), x ∈ Rn, 0 < t < T
T∫
0
∫
Rn
(DGα)(x− y, t− τ)u2(y, τ) dy dτ, x ∈ Rn, t ≥ T
0, x ∈ Rn, t ≤ 0.
Combining (3.3.6), Lemma 2.3.5 and Lemma 3.3.1 we ﬁnd that K ∈ Lloc1 (R
n+1). More-
over U2 ∈ Lloc1 (R
n+1) by Lemma 3.3.2 and DGα ∈ Lloc1 (R
n+1) as in Step 1 of Proposition
2.2.1.
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Hence, by Proposition 2.3.2 it holds that
(∂t + (−∆x)
α)K = D(∂t + (−∆x)
α)(Gα ∗ U2) = DU2 in D′(Rn+1). (3.3.7)
By (3.3.6) we have
(∂t + (−∆x)
α)(u−Wαt u0) = Du
2 in D′(Rn × (0, T )). (3.3.8)
Thus by (2.3.10),
(∂t + (−∆x)
α)u = Du2 in D′(Rn × (0, T )). (3.3.9)
Remark 3.3.4. In particular Lemma 3.3.3 justiﬁes the reformulation of (3.3.1) into the
ﬁxed point problem (3.0.2).
3.3.2 Main result
Theorem 3.3.5. Let n ≥ 2, α ∈ N, 1 ≤ p, q ≤ ∞ (p < ∞ for F - spaces) and s such
that Asp,q(R
n) is a multiplication algebra.
(i) Let
0 < λ < g ≤ 1,
2
α
< v ≤ ∞, a = α−
1
v
− αλ (3.3.10)
and let u0 ∈ A
s−α+αg
p,q (R
n) for the initial data. Then there exists a number T > 0
such that
∂tu(x, t) + (−∆x)
αu(x, t)−Du2(x, t) = 0 in Rn × (0, T ),
u(x, 0) = u0(x) in R
n (3.3.11)
has a unique mild solution
u ∈ L2αv((0, T ),
a
2α
, Asp,q(R
n)) ∩ C∞(Rn × (0, T )).
(ii) If, in addition, p <∞, q <∞ and
g
2
≤ λ < g ≤ 1 if v <∞ and
g
2
< λ < g ≤ 1 if v =∞ (3.3.12)
then the above solution is strong, that means u ∈ C([0, T ), As−α+αgp,q (R
n)).
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Proof. Step 1. We assume v <∞. The main idea is to apply the estimates of Proposi-
tion 3.2.3 with s− α in place of s, d = α and
f = Du2 ∈ Lαv((0, T ),
a
α
, As−1p,q (R
n)). (3.3.13)
We ask for a ﬁxed point of (3.0.2), i.e.
Tu0u(x, t) = W
α
t u0(x) +
∫ t
0
W αt−τDu
2(x, τ)dτ (3.3.14)
in L2αv((0, T ), a2α , A
s
p,q(R
n)). Then we obtain for 0 < t ≤ T
‖Tu0u(·, t)|A
s
p,q(R
n)‖ ≤ c t−
α−αg
2α ‖u0|A
s−α+αg
p,q (R
n)‖
+ c t1−
1
αv
− α
2α
− a
α
(∫ t
0
τav‖Du2(·, τ)|As−αp,q (R
n)‖αvdτ
)1/αv
. (3.3.15)
We enlarge the integral extending the limits from (0, t) to (0, T ) and multiply both sides
with t
a
2α . Raising to the power of 2αv and integrating over (0, T ) yields∫ T
0
tav‖Tu0u(·, t)|A
s
p,q(R
n)‖2αvdt ≤ c
∫ T
0
t(−α+αg+a)v dt ‖u0|A
s−α+αg
p,q (R
n)‖2αv
+ c
∫ T
0
tαv−2−av dt
(∫ T
0
τav‖Du2(·, τ)|As−αp,q (R
n)‖αvdτ
)2
(3.3.16)
≤ c T δ‖u0|A
s−α+αg
p,q (R
n)‖2αv + c T κ
(∫ T
0
τav‖Du2(·, τ)|As−αp,q (R
n)‖αvdτ
)2
where
δ = (−α + αg + a)v + 1 = α(g − λ)v > 0 (3.3.17)
since g > λ and
κ = αv − 1− av = αλv > 0 (3.3.18)
since λ > 0. Now we use the embedding As−1p,q (R
n) →֒ As−αp,q (R
n) with α ≥ 1, that D is a
bounded mapping from Asp,q(R
n) to As−1p,q (R
n) and the fact that Asp,q(R
n) is assumed to
be a multiplication algebra. It follows that∫ T
0
tav‖Tu0u(·, t)|A
s
p,q(R
n)‖2αvdt
≤ c T δ‖u0|A
s−α+αg
p,q (R
n)‖2αv + c T κ
(∫ T
0
τav‖u(·, τ)|Asp,q(R
n)‖2αvdτ
)2
. (3.3.19)
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Thus, we see that if T > 0 for given u0 is chosen suﬃciently small then Tu0 maps the
unit ball UT in L2αv((0, T ), a2α , A
s
p,q(R
n)) into itself. To show that Tu0 : UT 7→ UT is a
contraction, consider u, v ∈ UT . A similar calculation as above gives
‖Tu0u(·, t)− Tu0v(·, t)|A
s
p,q(R
n)‖
≤ c t
1
2
− a
α
− 1
αv
(∫ t
0
τav‖u2(·, τ)− v2(·, τ)|Asp,q(R
n)‖αvdτ
)1/αv
(3.3.20)
≤ c t
1
2
− a
α
− 1
αv
(∫ t
0
τav‖u(·, τ)− v(·, τ)|Asp,q(R
n)‖αv‖u(·, τ) + v(·, τ)|Asp,q(R
n)‖αvdτ
)1/αv
.
Let temporarily XsT = L2αv((0, T ),
a
2α
, Asp,q(R
n)). Applying Hölder’s inequality with
exponent 2 and using u, v ∈ UT this yields
‖Tu0u− Tu0v|X
s
T‖ ≤ c T
κ
2αv ‖u− v|XsT‖‖u+ v|X
s
T‖ (3.3.21)
with the same κ as is (3.3.18). The second norm can be estimated by means of
Minkowski’s inequality. Thus, Tu0 : UT 7→ UT is a contraction if T > 0 is small enough.
Since we deal with Banach spaces we have shown that Tu0 has a unique ﬁxed point in
UT which is according to Lemma 3.3.3 a solution of (3.3.1).
Step 2. So far we know that (3.3.1) has a unique mild solution in UT . To extend this
assertion to the whole space, we require a certain amount of preparation. In particular,
we show ﬁrst that the solution u is a C∞-function with respect to space and time. Let
again be XsT = L2αv((0, T ),
a
2α
, Asp,q(R
n)). We start with the smoothness with respect
to the space variable. To this end, we apply Proposition 3.2.3 with s − α in place of
s and d = α + η with some η > 0 such that α + η < 2(α − 1
v
), which is possible since
2 < αv, and obtain
‖Tu0u(·, t)|A
s+η
p,q (R
n)‖ ≤ c t−
(α+η)−αg
2α ‖u0|A
s−α+αg
p,q (R
n)‖
+ c t
1
2
− 1
αv
− η
2α
− a
α
(∫ t
0
τav‖u(·, τ)|Asp,q(R
n)‖2αvdτ
)1/αv
. (3.3.22)
The idea is to iterate this argument whereas each iteration step generates a solution of
(3.3.1) which is smoother than the previous one. Therefore we need smoother initial
data. Thus, we apply (3.3.15) - (3.3.19) with initial data uε(x) = u(x, ε) at some ε > 0.
Since Tu0u = u for a solution u of (3.3.1) we have uε(x) ∈ A
s+η
p,q (R
n) →֒ As+η−α+αgp,q (R
n).
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Replacing s− α by s− α + η yields
‖Tuεu(·, t)|A
s+2η
p,q (R
n)‖ ≤ c t−
(α+η)−αg
2α ‖uε|A
s+η−α+αg
p,q (R
n)‖
+ c t
1
2
− 1
αv
− η
2α
− a
α
(∫ t
0
τav‖Du2(·, τ)|As+η−αp,q (R
n)‖αvdτ
)1/αv
≤ c t−
(α+η)−αg
2α ‖uε|A
s+η−α+αg
p,q (R
n)‖
+ c t
1
2
− 1
αv
− η
2α
− a
α
(∫ t
0
τav‖u(·, τ)|As+ηp,q (R
n)‖2αvdτ
)1/αv
(3.3.23)
since As+ηp,q (R
n) is multiplication algebra, too. In particular, we see that the exponents
remain the same. We proceed as in Step 1 and enlarge the integral extending the limits
to (0, T ). Raising to the power of 2αv and integrating over (0, T ) leads after the k-th
iteration to
‖Tuεu|X
s+kη
T ‖ ≤ c T
δ′
2αv ‖uε|A
s+(k−1)η−α+αg
p,q (R
n)‖+ c T
κ˜
2αv ‖u|X
s+(k−1)η
T ‖
where
δ′ = δ − ηv > 0 and κ˜ = κ − ηv > 0
with δ, κ as in (3.3.17), (3.3.18) and a suﬃciently small η > 0. In doing so we obtain af-
ter the k-th step a solution u of (3.3.1) which belongs to some function space As+kηp,q (R
n).
Now we conclude with the embedding As+kηp,q (R
n) →֒ B
s+kη−n
p
∞,∞ = C
s+kη−n
p (Rn) for any
k ∈ N that u is a C∞-function with respect to the space variable.
Step 3. We show that the solution u is a C∞-function with respect to t in any interval
(t0, t1) with 0 < t0 < t1 < T . From Step 1 we know that u ∈ L∞((0, T ), a2α , A
s
p,q(R
n)),
i.e.
sup
t∈(t0,t1)
t
a
2α‖u(·, t)|Asp,q(R
n)‖ <∞.
From this it follows
sup
t∈(t0,t1)
‖u(·, t)|Asp,q(R
n)‖ = sup
t∈(t0,t1)
t−
a
2α t
a
2α‖u(·, t)|Asp,q(R
n)‖
≤ t
− a
2α
0 sup
t∈(t0,t1)
t
a
2α‖u(·, t)|Asp,q(R
n)‖ <∞
independent of s. In combination with Step 2 this leads to
sup
x∈Ω, t∈(t0,t1)
|Dβxu(x, t)| ≤ cβ for all β ∈ N
n
0 .
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where Ω ⊂ Rn is a bounded domain. Since u satisﬁes
(∂t + (−∆
α
x)u = Du
2, (3.3.24)
as we have shown in Lemma 3.3.3, this is also true for the distributional derivative ∂tu.
Thus we obtain iteratively
sup
x∈Ω, t∈(t0,t1)
|
∂k
∂tk
Dβxu(x, t)| ≤ cβ, for all β ∈ N
n
0 ,
hence, ∂
k
∂tk
Dβxu ∈ L∞(Ω× (t0, t1)). Application of Sobolevs embedding theorem leads to
the desired result for any k ∈ N, β ∈ N0.
Step 4. To extend the uniqueness to the whole space let u ∈ UT be the above solution
and v ∈ XsT a second solution. From (3.3.20) - (3.3.21) we know that
‖Tu0u(·, t)− Tu0v(·, t)|A
s
p,q(R
n)‖ ≤ c t
1
2
− 1
αv
− a
α‖u− v|XST0‖‖u+ v|X
S
T0
‖ (3.3.25)
for any 0 < t ≤ T0 ≤ T . We apply Minkowski’s inequality and use u ∈ UT . Then we
obtain for 0 < T0 ≤ T and the same κ > 0 as in (3.3.18)
‖u− v|XsT0‖ ≤ c T
κ
0 (1 + ‖v|X
s
T‖)‖u− v|X
s
T0
‖. (3.3.26)
If we choose T0 > 0 small enough such that c T κ0 (1 + ‖v|X
s
T‖) < 1 it follows that
u(·, t) = v(·, t) for any t ∈ (0, T0]. Denote
T1 := sup{t ∈ (0, T ] : u(·, t) = v(·, t)}
and assume T1 < T . Because of the continuity of u and v, T1 is the maximum with this
property. Now we take u(·, T1) ∈ Asp,q(R
n) →֒ As−α+αgp,q as new initial value and proceed
as in the previous steps until (3.3.26) inclusively. There exists a unique solution u˜ in a
neighbourhood Uδ(T1) with u˜(·, T1) = u(·, T1). Since it holds that u˜(·, t) = u(·, t) for all
t ∈ (0, T1] ∩ Uδ(T1) we have extended u to some interval (0, T2] with T1 < T2. Thus, we
have prolongated u(·, t) − v(·, t) = 0 to some interval (0, T2] where T1 < T2 ≤ T which
contradicts the assumption. This proves the uniqueness in L2αv((0, T ), a2α , A
s
p,q(R
n)).
Step 5. We show ﬁrst, that the continuity up to t = 0 depends only on W αt u0 and u0.
‖u(·, t)− u0|A
s−α+αg
p,q (R
n)‖
≤ c ‖Wαt u0 − u0|A
s−α+αg
p,q (R
n)‖+
∫ t
0
‖W αt−τDu
2(·, τ)|As−α+αgp,q (R
n)‖dτ (3.3.27)
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To the second summand, which we denote by (I), we apply Theorem 3.2.2 with d = αg,
s− α in place of s and ﬁxed t ∈ (0, T ) as follows
(I) ≤ c
∫ t
0
(t− τ)−
αg
2α ‖Du2(·, τ)|As−αp,q (R
n)‖dτ
≤ c
∫ t
0
(t− τ)−
g
2‖u2(·, τ)|Asp,q(R
n)‖dτ
≤ c
∫ t
0
(t− τ)−
g
2 τ−
a
α τ
a
α‖u(·, τ)|Asp,q(R
n)‖2dτ
≤ c
(∫ t
0
(t− τ)−
g
2
(av)′τ−
a(αv)′
α dτ
) 1
(αv)′
(∫ t
0
τav‖u(·, τ)|Asp,q(R
n)‖2αvdτ
) 1
αv
= t−
g
2
− a
α
+1− 1
αv
(∫ t
0
τav‖u(·, τ)|Asp,q(R
n)‖2αvdτ
) 1
αv
. (3.3.28)
Assuming v < ∞ and letting t tend to zero then (3.3.28) tends to zero if −g
2
− a
α
+
1− 1
αv
≥ 0. That means, one can consider solutions u ∈ L2αv((0, T ), a2α , A
s
p,q(R
n)) with
parameters a ≤ α− αg
2
− 1
v
. If v =∞ one has to choose a < α− αg
2
− 1
v
since the integral
is substituted by the supremum. This is satisﬁed if λ ≥ g
2
and λ > g
2
, respectively.
Concerning the ﬁrst summand in (3.3.27) we obtain
W αt u0(x)− u0(x) =
1
(2π)n/2
∫
Rn
t−n/2α
(
e−|ξ|
2α
)∨(x− y
t1/2α
)
u0(y)dy − u0(x)
=
1
(2π)n/2
∫
Rn
(
e−|ξ|
2α
)∨
(z)[u0(x− t
1/2αz)− u0(x)]dz. (3.3.29)
Thus, since p, q ≥ 1
‖W αt u0 − u0|A
s−α+αg
p,q (R
n)‖
.
∫
|z|≤N
(
e−|ξ|
2α
)∨
(z)‖u0(x− t
1/2αz)− u0(x)|A
s−α+αg
p,q (R
n)‖dz
+
∫
|z|>N
(
e−|ξ|
2α
)∨
(z)‖u0(x− t
1/2αz)− u0(x)|A
s−α+αg
p,q (R
n)‖dz. (3.3.30)
Since u0 ∈ As−α+αgp,q (R
n) the second integral is smaller than ε, independent of x and t,
if we choose a suﬃciently large N > 0. Fixing this N , also the ﬁrst integral is smaller
than ε, provided that t is appropriately small, 0 < t ≤ t0(ε), and max(p, q) <∞. Thus,
‖Wαt u0 − u0|A
s−α+αg
p,q (R
n)‖ ≤ 2ε if t ≤ t0(ε). (3.3.31)
Since ε can be choosen arbitrarily small we have shown the continuity of u(·, t) up to
t = 0 in the Banach space As−α+αgp,q (R
n). Hence the solution u is strong in the prescribed
sense.
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Remark 3.3.6. The classical case α = 1 of Theorem 3.3.5 is essentially covered by [38,
Theorems 4.10, 4.14, pp. 119, 121]
3.4 Stability and well-posedness
In addition to the results of the previous part one may ask for stability of a solution.
That means small perturbations of the initial data cause small deviations of the solution.
A solution is called locally stable if for any ε > 0 there exists a δ > 0 and a time T > 0
such that for all 0 < t < T holds
‖u1(·, t)− u2(·, t)|A
s0
p,q(R
n)‖ ≤ ε (3.4.1)
if
‖u10 − u
2
0|A
s0
p,q(R
n)‖ ≤ δ (3.4.2)
whereas ui is a solution (3.3.1) with initial data ui0, i = 1, 2. The problem (3.3.1) is called
well-posed if there is a unique mild solution which is additionally strong and stable in
the above sense.
It is suﬃcient to show the stability for u ∈ L∞((0, T ), a2α , A
s
p,q(R
n)). Recall that by con-
struction of the solution as a ﬁxed point of Tu0 we have ‖u|L∞((0, T ),
a
2α
, Asp,q(R
n))‖ ≤ 1.
Theorem 3.4.1. Let n ≥ 2, α ∈ N, 1 ≤ p, q ≤ ∞ (p < ∞ for F - spaces), s such that
Asp,q(R
n) is a multiplication algebra and a, g, λ as in Theorem 3.3.5 with v =∞ whereas
λ as in (3.3.12). Further, let ui, i = 1, 2 be solutions of (3.3.1) obtained in Theorem
3.3.5 with initial data ui0 ∈ A
s−α+αg
p,q (R
n) in the corresponding time interval (0, Ti). Then
‖u1(·, t)− u2(·, t)|A
s−α+αg
p,q (R
n)‖ ≤ c0‖u
1
0 − u
2
0|A
s−α+αg
p,q (R
n)‖+ c1 t
− g
2
− a
α
+1 (3.4.3)
for all 0 < t < T := min(T1, T2). The constants c0 > 0 and c1 > 0 are independent of
the initial data and t.
Proof. Let u1, u2 be two solutions of (3.3.1) with corresponding initial data u10, u
2
0. Then
it holds
‖u1(·, t)− u2(·, t)|A
s−α+αg
p,q (R
n)‖ (3.4.4)
≤ ‖W αt (u
1
0 − u
2
0)|A
s−α+αg
p,q (R
n)‖+
∫ t
0
‖Wαt−τ (Du
2
1 −Du
2
2)(·, τ)|A
s−α+αg
p,q (R
n)‖dτ.
We apply Theorem 3.2.2 with d = 0 to the ﬁrst summand and with d = αg and s − α
in place of s to the second summand. This yields
‖u1(·, t)− u2(·, t)|A
s−α+αg
p,q (R
n)‖ (3.4.5)
≤ c0 ‖u
1
0 − u
2
0|A
s−α+αg
p,q (R
n)‖+ c
∫ t
0
(t− τ)−g/2‖D(u21 − u
2
2)(·, τ)|A
s−α
p,q (R
n)‖dτ.
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By means of Minkowski’s inequality we can split the norm in the second summand and
estimate the terms with u1 and u2 separately. Let u be either u1 or u2. Then we obtain,
using similar arguments as in the proof of Theorem 3.3.5,∫ t
0
(t− τ)−g/2‖Du2(·, τ)|As−αp,q (R
n)‖ dτ .
∫ t
0
(t− τ)−g/2‖u(·, τ)|Asp,q(R
n)‖2 dτ
=
∫ t
0
(t− τ)−g/2τ−a/α(τa/2α ‖u(·, τ)|Asp,q(R
n)‖)2 dτ
≤
∫ t
0
(t− τ)−g/2τ−a/α dτ ≤ c1t
−g/2−a/α+1, 0 < t < T
because of ‖u|L∞((0, T ), a2α , A
s
p,q(R
n))‖ ≤ 1. The exponent is strictly positive due to
the choice of the parameters. This proves (3.4.3).
Now one can choose for any ε > 0 a suitable δ > 0 and an appropriate T > 0 such that
(3.4.1) follows from (3.4.2) for any 0 < t < T . Hence, the solution of (3.3.1) obtained in
Theorem 3.3.5 is stable and thus the problem well-posed if max(p, q) <∞.
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In this chapter we consider the generalized nonlinear heat equation
∂tu(x, t) + (−∆x)
αu(x, t)−Du2(x, t) = 0, x ∈ Rn, 0 < t < T, (4.0.1)
u(x, 0) = u0(x), x ∈ R
n (4.0.2)
with 0 < T ≤ ∞, 2 ≤ n ∈ N, α ∈ N and Du2 =
n∑
j=1
∂ju
2 where the solution u belongs
now with respect to the space variable to some spaces Asp,q(R
n) with n
p
− 1 < s < n
p
and
s > 0. This ensures that these spaces consist entirely of regular distributions. They are
not multiplication algebras but still possess suﬃcient multiplication properties. As for
the initial data u0 we assume
u0 ∈ A
s0
p,q(R
n) with s− α
(
1−
n
p
+ s
)
< s0 ≤ s (4.0.3)
such that we are within the supercritical case. Furthermore, we study the limiting case
s = n
p
> 0 when Asp,q(R
n) is not a multiplication algebra and the interesting case that
the solution u belongs to F 0p,2(R
n) = Lp(R
n), 1 < p < ∞, also in the framework of
supercritical spaces.
The chapter is organized as follows. We start with some preliminary considerations on
which spaces Asp,q(R
n) should be called critical, sub- and supercritical in the context of
(4.0.1), (4.0.2). Then we deal with mapping properties of the nonlinearity Du2 under
the weaker conditions on the smoothness parameter s. As main result we show that
(4.0.1), (4.0.2) has a unique strong and stable solution u in each of the above mentioned
cases which is a ﬁxed point of Tu0 as deﬁned in (3.0.2).
4.1 Critical and supercritical spaces
Assume that u = u(x, t) is a solution of
∂tu(x, t) + (−∆x)
αu(x, t)−
n∑
i=1
∂ju
2(x, t) = 0, x ∈ Rn, 0 < t < T, (4.1.1)
u(x, 0) = u0(x), x ∈ R
n (4.1.2)
with 0 < T ≤ ∞, 2 ≤ n ∈ N and α ∈ N.
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Proposition 4.1.1. Let λ > 0 and u0 = u0(x), x ∈ R
n. Let uλ = uλ(x, t), x ∈ Rn
0 ≤ t < T be a solution of
∂tu
λ(x, t) + (−∆x)
αuλ(x, t)−
n∑
j=1
∂j(u
λ)2(x, t) = 0, x ∈ Rn, 0 < t < T, (4.1.3)
uλ(x, 0) = λ−2α+1 u0(λ
−1x), x ∈ Rn. (4.1.4)
Then
uλ(x, t) = λ
2α−1uλ(λx, λ2αt), x ∈ Rn, 0 ≤ t < λ−2α T (4.1.5)
is a solution of
∂tuλ(x, t) + (−∆x)
αuλ(x, t)−
n∑
i=1
∂ju
2
λ(x, t) = 0, x ∈ R
n, 0 < t < λ−2α T, (4.1.6)
uλ(x, 0) = u0(x), x ∈ R
n. (4.1.7)
In particular we see, that if u is a soluion of (4.1.1), (4.1.2) in Rn× (0, T ) then uλ solves
the same problem in Rn × (0, λ−2αT ).
Now we assume that uλ is a solution of (4.1.3), (4.1.4) in Rn× (0, T ) and the initial data
u(x, 0) = u0(x), x ∈ Rn have to fulﬁll the additional restriction
uλ(x, 0) ∈ A˙sp,q(R
n) with ‖uλ(x, 0)|A˙sp,q(R
n)‖ ≤ δ (4.1.8)
with some δ > 0. A˙sp,q(R
n) denote the homogeneous spaces as introduced in Section 1.2.
Recall that then
‖f(λ·)|A˙sp,q(R
n)‖ = λs−
n
p ‖f |A˙sp,q(R
n)‖, f ∈ A˙sp,q(R
n), λ > 0. (4.1.9)
Now the question arises which condition we have to impose on u0 such that uλ according
to (4.1.5) - (4.1.7) is again a solution of (4.1.1), (4.1.2) with the same initial data in
Rn × (0, λ−2αT ). For this purpose one has to solve (4.1.3), (4.1.4) under the above
assumptions, that is
λ−2α+1−s+
n
p ‖u0|A˙
s
p,q(R
n)‖ = λ−2α+1‖u0(λ
−1·)|A˙sp,q(R
n)‖ (4.1.10)
= ‖uλ(·, 0)|A˙sp,q(R
n)‖ ≤ δ. (4.1.11)
In other words, if
‖u0|A˙
s
p,q(R
n)‖ ≤ δλ2α−1+s−
n
p , λ > 0, (4.1.12)
then uλ solves (4.1.6), (4.1.7). This suggests to call spaces
Asp,q(R
n), A˙sp,q(R
n), 0 < p, q ≤ ∞, s =
n
p
− 2α + 1 (4.1.13)
51
4 Beyond multiplication algebras
critical. Assume that there exists for any initial data u0 ∈ A˙sp,q(R
n), s = n
p
−2α+1 with
‖u0|A˙
s
p,q(R
n)‖ ≤ δ for some δ > 0 a solution of the Cauchy problem (4.1.1), (4.1.2) in
Rn × (0, T ), u(x, 0) = u0(x). Then by the above considerations there exists a solution
uλ of (4.1.1), (4.1.2) in Rn × (0, λ−2αT ) for any λ > 0 with the same initial data, too.
Assuming additionally uniqueness of this solution this yields to a global unique solution
in Rn × (0,∞), since any λ > 0 is possible. In case of supercritical spaces, i.e for spaces
Asp,q(R
n), A˙sp,q(R
n), 0 < p, q ≤ ∞, s >
n
p
− 2α + 1, (4.1.14)
one has the following situation. Assume that there exists for any initial data u0 with
(4.1.8), δ > 0 and s > n
p
− 2α + 1 a solution of (4.1.1), (4.1.2) in Rn × (0, T ), u(x, 0) =
u0(x). Then one has by (4.1.12) with λ→∞ for arbitrary large initial data u0 a solution
of (4.1.1), (4.1.2) in Rn× (0, λ−2αT ). That means the larger the initial data the smaller
the time interval for which a local solution exists. Letting tend λ to zero one obtains a
global solution under the condition that the initial data become arbitrarily small. For
subcritical spaces A˙sp,q(R
n) with s < n
p
− 2α + 1 by the above considerations one would
obtain a global solution of (4.1.1), (4.1.2) for arbitrary large initial data. This is rather
doubtful.
The most interesting case is the critical case since one is always interested in solutions
which are global in time. In the case α = 1, that is for the Navier-Stokes equations,
spaces Asp,q(R
n) and A˙sp,q(R
n) with s = n
p
− 1 are called critical. This applies especially
to the spaces
Ln(R
n) →֒ B˙
n
p
−1
p,∞ (R
n) →֒ BMO−1(Rn), 0 < p <∞. (4.1.15)
In these cases one has the well-posedness assertion according to [21] for global solutions
of the Navier-Stokes equations with a suitable small chosen δ > 0.
Note that BMO−1(Rn) = F˙−1∞,2(R
n) is the largest critical space where such existence
results are available. For the remaining critical spaces
B˙−1∞,q(R
n) and F˙−1∞,q(R
n) with 2 < q ≤ ∞ (4.1.16)
the situation is diﬀerent. In particular [3] proved the ill-posedness of the Navier-Stokes
problem with initial data in B˙−1∞,∞(R
n). For a more detailed overview we refer to [2], [3],
[7], [5], [9], [13], [18], [23], [24], [45] amongst others and for more references to [37, pp. 191-
194, 209-214]. In what follows we focus our investigations on supercritical inhomogeneous
spaces Asp,q(R
n).
4.2 Main results
Before we can derive a result similar to the case when the underlying function spaces
with respect to the space variable are multiplication algebras, i.e. for Theorem 3.3.5, we
have to deal with mapping properties of the nonlinearity Du2.
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Proposition 4.2.1. Let 0 < p ≤ ∞ (p < ∞ for F -spaces), 0 < q ≤ ∞ and let
0 < 1
p
− s
n
= 1
r
< 1
2
, s > 0.
(i) Then
F sp,q(R
n) · F sp,q(R
n) →֒ F spr,q(R
n),
1
pr
=
1
p
+
1
r
.
Furthermore
‖D(uv)|F s−1−n/rp,q (R
n)‖ ≤ c ‖u|F sp,q(R
n)‖‖v|F sp,q(R
n)‖, u, v ∈ F sp,q(R
n).
(ii) If additionally q ≤ r then
Bsp,q(R
n) · Bsp,q(R
n) →֒ Bspr,q(R
n),
1
pr
=
1
p
+
1
r
.
Furthermore
‖D(uv)|Bs−1−n/rp,q (R
n)‖ ≤ c ‖u|Bsp,q(R
n)‖‖v|Bsp,q(R
n)‖, u, v ∈ Bsp,q(R
n).
Proof. To show (i) we apply Theorem 1.4.4 with p in place of p1, pr in place of p and
Theorem 1.4.6 with the same p and pr and additionally s − nr in place of s1. Then we
obtain
‖D(uv)|F s−1−n/rp,q (R
n)‖ ≤ c ‖uv|F s−n/rp,q (R
n)‖ ≤ c ‖uv|F spr,q‖(R
n)
≤ c ‖u|F sp,q(R
n)‖‖v|F sp,q(R
n)‖. (4.2.1)
The proof of part (ii) follows along the lines of part (i).
Analogously to Section 3.3.1 we justify that under the conditions of Theorem 4.2.3 below
Proposition 2.3.4 with f = Du2 can be applied.
Lemma 4.2.2. Let n ∈ N, n ≥ 2, α ∈ N, 1 ≤ p, q ≤ ∞ and s > 0. Let 1
r
= 1
p
− s
n
and
∞ > r > n (p <∞ for F -spaces, q ≤ r for B-spaces). Let
2n
r
< λ < g ≤ 1 +
n
r
, 0 ≤
1
v
<
α
2
(
1−
n
r
)
, a = α
(
1 +
n
r
)
−
1
v
− αλ (4.2.2)
and let u0 ∈ A
s−α(1+nr )+αg
p,q (Rn). Further assume that u ∈ L2αv((0, T ), a2α , A
s
p,q(R
n)) is a
ﬁxed point of Tu0 as deﬁned in (3.0.2). Then it holds
(∂t + (−∆x)
α)u = Du2
in the sense of D′(Rn × (0, T )).
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Proof. Since u is a ﬁxed point of Tu0 it can be written as
u(x, t) = W αt u0(x) +
∫ t
0
Wαt−τDu
2(x, τ)dτ, x ∈ Rn, 0 < t < T. (4.2.3)
We consider the ﬁrst summand. Let Wα be its extension by zero to Rn × (R \ (0, T ))
as deﬁned in Lemma 3.3.1. To show that Wα belongs to Lloc1 (R
n+1) we check that
s0 = s− α
(
1 + n
r
)
+ αg > −2α. But this is satisﬁed since r > n.
As for the second summand let again U be the extension of u by zero to Rn×(R\(0, T )) as
deﬁned in (3.3.4). From Proposition 4.2.1 we know that u2(·, τ) ∈ Aspr,q(R
n) →֒ Lloc1 (R
n).
From Lemma 2.3.5 and Lemma 3.3.2 it follows with αv in place of v and a
2α
in place
of b that U2 ∈ Lloc1 (R
n+1) if u ∈ L2αv((0, T ), a2α , A
s
p,q(R
n)). Furthermore, U belongs to
Lloc1 (R
n+1). To show that H = Gα∗U2, where H has the meaning of Lemma 3.3.2, exists
and belongs to Lloc1 (R
n+1) we proceed analogously to Lemma 3.3.2. Hereby we restrict
ourselves to the case 0 < t < T . The result for t ≥ T is obtained similarly. We choose
some d ≥ 0 with −s+ n
r
< d < 2
(
α− 1
v
)
which is possible since s > 0, 1
v
< 1 ≤ α and
n
r
< 1−
2
αv
≤ α−
2
v
< 2
(
α−
1
v
)
.
Using Theorem 3.2.2 and the fact thatW αt−τu
2(·, τ) ∈ C∞(Rn) we obtain for any compact
subset K ⊂ Rn+1∫
K
|H(x, t)| dx dt .
∫ R
0
∫
|x|<R
∫ t
0
|Wαt−τu
2(x, τ)| dτ dx dt
.
∫ R
0
∫ t
0
‖Wαt−τu
2(·, τ)|Lp(R
n)‖ dτ dt
.
∫ R
0
∫ t
0
‖W αt−τu
2(·, τ)|A
s−n
r
+d
p,q (R
n)‖ dτ dt
.
∫ R
0
∫ t
0
(t− τ)−
d
2α‖u2(·, τ)|A
s−n
r
p,q (R
n)‖ dτ dt
.
∫ R
0
∫ t
0
(t− τ)−
d
2α τ−
a
α τ
a
α‖u(·, τ)|Asp,q(R
n)‖2 dτ dt (4.2.4)
. R2−
1
αv
− d
2α
− a
α‖u|L2αv((0, T ),
a
2α
, Asp,q(R
n))‖2.
In (4.2.4) we used Proposition 4.2.1. DeﬁningK = D(Gα∗U2) = Gα∗DU2 the remaining
steps coincide exactly with those of Lemma 3.3.3. Hence,
(∂t + (−∆x)
α)u = Du2 in D′(Rn × (0, T )).
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Theorem 4.2.3. Let n ∈ N, n ≥ 2, α ∈ N, 1 ≤ p, q ≤ ∞ and s > 0. Let 1
r
= 1
p
− s
n
and
∞ > r > n (p <∞ for F -spaces, q ≤ r for B-spaces).
(i) Let
2n
r
< λ < g ≤ 1 +
n
r
, 0 ≤
1
v
<
α
2
(
1−
n
r
)
, a = α
(
1 +
n
r
)
−
1
v
− αλ (4.2.5)
and let u0 ∈ A
s−α(1+nr )+αg
p,q (Rn) for the initial data. Then there exists a number
T > 0 such that
∂tu(x, t) + (−∆x)
αu(x, t)−Du2(x, t) = 0, in Rn × (0, T ), (4.2.6)
u(x, 0) = u0(x), in R
n (4.2.7)
has a unique solution
u ∈ L2αv((0, T ),
a
2α
, Asp,q(R
n)) ∩ C∞(Rn × (0, T )).
(ii) If, in addition, p <∞, q <∞ and
g
2
+
n
r
≤ λ < g ≤ 1 +
n
r
if v <∞ and
g
2
+
n
r
< λ < g ≤ 1 +
n
r
if v =∞ (4.2.8)
then the above solution is strong, that means u ∈ C([0, T ), A
s−α(1+nr )+αg
p,q (Rn)).
Proof. Step 1. We assume v <∞. The idea of the proof is similar to that of Theorem
3.3.5. We apply Proposition 3.2.3 with d = α
(
1 + n
r
)
, s− d in place of s and
f = Du2 ∈ Lαv((0, T ),
a
α
, A
s−1−n
r
p,q (R
n)). (4.2.9)
Then we obtain for 0 < t < T
‖Tu0u(·, t)|A
s
p,q(R
n)‖ ≤ c t−
α(1+nr )−αg
2α ‖u0|A
s−α(1+n
r
)+αg
p,q (R
n)‖
+ t1−
1
αv
−
α(1+nr )
2α
− a
α
(∫ t
0
τav‖Du2(·, τ)|A
s−α(1+n
r
)
p,q (R
n)‖αvdτ
)1/αv
. (4.2.10)
We enlarge the integral extending the limits from (0, t) to (0, T ) and multiply both sides
with t
a
2α . Raising to the power of 2αv and integrating over (0, T ) yields∫ T
0
tav‖Tu0u(·, t)|A
s
p,q(R
n)‖2αvdt
≤ c
∫ T
0
t(−α(1+
n
r )+αg+a)v dt ‖u0|A
s−α(1+n
r
)+αg
p,q (R
n)‖2αv
+ c
∫ T
0
t(α−
2
v
−nα
r
−a)v dt
(∫ T
0
τav‖Du2(·, τ)|A
s−α(1+n
r
)
p,q (R
n)‖αvdτ
)2
. (4.2.11)
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Now we use the embedding A
s−(1+nr )
p,q (Rn) →֒ A
s−α(1+nr )
p,q (Rn) and Proposition 4.2.1.
Hence,
‖Tu0u|L2αv((0, T ),
a
2α
, Asp,q(R
n))‖
≤ c T
δ
2αv ‖u0|A
s−α(1+n
r
)+αg
p,q (R
n)‖+ c T
κ
2αv ‖u|L2αv((0, T ),
a
2α
, Asp,q(R
n))‖2 (4.2.12)
with
δ = (−α
(
1 +
n
r
)
+ αg + a)v + 1 =
(
αg −
1
v
− αλ
)
v + 1 > 0 (4.2.13)
since λ < g and
κ = α−
2
v
−
nα
r
− a)v + 1 =
(
−
1
v
−
2nα
r
+ αλ
)
v + 1 > 0 (4.2.14)
since 2n
r
< λ. Thus, Tu0 maps the unit ball UT in L2αv((0, T ),
a
2α
, Asp,q(R
n)) into itself if
T is suﬃciently small.
As for the contraction consider u, v ∈ UT . A similar calculation as above yields
‖Tu0u(·, t)− Tu0v(·, t)|A
s
p,q(R
n)‖
≤ c t
1
2
− 1
αv
− n
2r
− a
α
(∫ t
0
τav‖Du2(·, τ)−Dv2(·, τ)|A
s−α(1+n
r
)
p,q (R
n)‖αvdτ
)1/αv
≤ c t
1
2
− 1
αv
− n
2r
− a
α
(∫ t
0
τav‖u2(·, τ)− v2(·, τ)|A
s−n
r
p,q (R
n)‖αvdτ
)1/αv
. (4.2.15)
Applying again Proposition 4.2.1 and Hölder’s inequality this leads to
‖Tu0u(·, t)− Tu0v(·, t)|A
s
p,q(R
n)‖ ≤ c t
1
2
− 1
αv
− n
2r
− a
α
×
(∫ t
0
τav‖u(·, τ)− v(·, τ)|Asp,q(R
n)‖2αvdτ
)1/2αv
(4.2.16)
×
(∫ t
0
τav‖u(·, τ) + v(·, τ)|Asp,q(R
n)‖2αvdτ
)1/2αv
.
Let temporarily XsT = L2αv((0, T ),
a
2α
, Asp,q(R
n)), then
‖Tu0u− Tu0v|X
s
T‖ ≤ c T
κ
2αv ‖u− v|XsT‖ (4.2.17)
with the same κ as (4.2.14). Hereby we estimated the second integral in (4.2.16) and
used u, v ∈ UT . If T > 0 is small enough, then Tu0 : UT 7→ UT is a contraction. Since we
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deal with Banach spaces we have shown that Tu0 has a unique ﬁxed point in UT which
is a solution of (3.3.1).
Step 2. Similar to Theorem 3.3.5 we want to show that the solution gained in Step 1 is
not only unique in the unit ball but in the whole space XsT = L2αv((0, T ),
a
2α
, Asp,q(R
n)).
We will only emphazise which parts of Step 2 in Theorem 3.3.5 have to be adapted to
the modiﬁed conditions. The idea consists again in iterating (4.2.10) - (4.2.13). We
apply Proposition 3.2.3 now with s−α(1 + n
r
) in place of s and d = α(1 + n
r
) + η, η > 0
such that d < 2
(
α − 1
v
)
, which is possible since 1
αv
≤ 1
2
(
1− n
r
)
and r > n. Then we
obtain after the ﬁrst iteration
‖Tu0u(·, t)|A
s+η
p,q (R
n)‖ ≤ c t−
α(1+nr )+η−αg
2α ‖u0|A
s−α(1+nr )+αg
p,q (R
n)‖
+ c t1−
1
αv
−
α(1+nr )+η
2α
− a
α
(∫ t
0
τav‖u(·, τ)|Asp,q(R
n)‖2αvdτ
)1/αv
.
(4.2.18)
Since for a solution u of (4.2.6), (4.2.7) it holds Tu0u = u we have for any ε > 0 that
uε(x) = u(x, ε) ∈ A
s+η
p,q (R
n) →֒ A
s+η−α(1+n
r
)+αg
p,q (Rn). So we can choose new initial data
uε with a suﬃciently small ε > 0. This yields after the k-th iteration step to
‖Tuεu|A
s+kη
p,q (R
n)‖ ≤ c t−
α(1+nr )+η−αg
2α ‖uε|A
s+(k−1)η−α(1+nr )+αg
p,q (R
n)‖
+ c t1−
1
αv
−
α(1+nr )+η
2α
− a
α
(∫ t
0
τav‖Du2(·, τ)|A
s+(k−1)η−α(1+nr )
p,q (R
n)‖αvdτ
)1/αv
≤ c t−
α(1+nr )η−αg
2α ‖uε|A
s+(k−1)η−α(1−nr )+αg
p,q (R
n)‖
+ c t
1
2
− 1
αv
− n
2r
− η
2α
− a
α
(∫ t
0
τav‖u(·, τ)|As+(k−1)ηp,q (R
n)‖2αvdτ
)1/αv
. (4.2.19)
In the last step we applied Proposition 4.2.1 with s+(k−1)η in place of s. Now one pro-
ceeds similar to Step 2 in Theorem 3.3.5 using the above estimates (4.2.18) and (4.2.19).
Step 3 and Step 4 are proven analogously to Theorem 3.3.5 now with initial data u0
belonging to the space A
s−α(1+n
r
)+αg
p,q (Rn) and the estimate
‖Tu0u(·, t)− Tu0v(·, t)|A
s
p,q(R
n)‖ ≤ c t
1
2
− 1
av
− n
2r
− a
α‖u− v|XsT0‖‖u+ v|X
s
T0
‖ (4.2.20)
instead of (3.3.25). Further, we use Lemma 4.2.2 instead of Lemma 3.3.3.
Step 5. We show the continuity of the solution u ∈ A
s−α(1+nr )+αg
p,q (Rn) up to t = 0.
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Analogously to Step 5 in Theorem 3.3.5 it holds
‖u(·, t)− u0|A
s−α(1+nr )+αg
p,q (R
n)‖
≤ c ‖Wαt u0 − u0|A
s−α(1+nr )+αg
p,q (R
n)‖+
∫ t
0
‖Wαt−τDu
2(·, τ)|A
s−α(1+nr )+αg
p,q (R
n)‖dτ.
(4.2.21)
Then the estimate of the ﬁrst summand in A
s−α(1+nr )+αg
p,q (Rn) works exactly the same as
in (3.3.29) - (3.3.31). Regarding the second summand we obtain∫ t
0
‖Wαt−τDu
2|A
s−α(1+nr )+αg
p,q (R
n)‖dτ ≤ c
∫ t
0
(t− τ)−
αg
2α ‖Du2(·, τ)|A
s−α(1+nr )
p,q (R
n)‖dτ
≤ c
∫ t
0
(t− τ)−
g
2‖u(·, τ)|Asp,q(R
n)‖2dτ
≤ c t1−
1
αv
− g
2
− a
α
(∫ t
0
τav‖u(·, τ)|Asp,q(R
n)‖2αvdτ
) 1
αv
. (4.2.22)
If v <∞ we need a = α
(
1 + n
r
)
− 1
v
− αλ ≤ α− αg
2
− 1
v
to ensure that (4.2.22) tends to
zero if t tends to zero. This leads to the restriction λ ≥ n
r
+ g
2
. If v =∞ then λ > n
r
+ g
2
is required.
Remark 4.2.4. Note that from r > n ≥ 2 and 1
r
= 1
p
− s
n
it follows on one hand
n
r
=
n
p
− s < 1 if, and only if,
n
p
− 1 < s
and hence, s > n
p
− 2α + 1. Thus we deal with supercritical function spaces. On the
other hand we have
1 >
n
r
≥
2
r
if, and only if,
1
r
<
1
2
.
Thus, the condition in Proposition 4.2.1 is satisﬁed.
We show that the strong solution of 4.0.1, 4.0.2 is also stable in the sense of Section
3.4 restricting ourselves again to the case v = ∞. In particular it satisﬁes (3.4.1) for a
suitable δ such that (3.4.2) holds.
Theorem 4.2.5. Let n ≥ 2, α ∈ N, 1 ≤ p, q ≤ ∞ and s > 0. Let 1
r
= 1
p
− s
n
and
∞ > r > n (p < ∞ for F - spaces, q ≤ r for B- spaces). Further, let a, g, λ as in
Theorem 4.2.3 with v = ∞ whereas λ as in (4.2.8) and ui, i = 1, 2 be solutions of
(4.0.1), (4.0.2) obtained in Theorem 4.2.3 with initial data ui0 ∈ A
s−α(1+nr )+αg
p,q (Rn) in
the corresponding time interval (0, Ti). Then
‖u1(·, t)− u2(·, t)|A
s−α(1+nr )+αg
p,q (R
n)‖ ≤ c0‖u
1
0 − u
2
0|A
s−α(1+nr )+αg
p,q (R
n)‖+ c1 t
− g
2
− a
α
+1
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for all 0 < t < T := min(T1, T2). The constants c0 > 0 and c1 > 0 are independent
of the initial data and t. In particular the solution u is locally stable. If additionally
max(p, q) <∞ then the Cauchy problem (4.0.1), (4.0.2) is well-posed.
Proof. Let u1, u2 be two solutions of (3.3.1) with corresponding initial data u10, u
2
0. Then
it holds
‖u1(·, t)− u2(·, t)|A
s−α(1+nr )+αg
p,q (R
n)‖ ≤ ‖W αt (u
1
0 − u
2
0)|A
s−α(1+nr )+αg
p,q (R
n)‖
+
∫ t
0
‖W αt−τ (Du
2
1 −Du
2
2)(·, τ)|A
s−α(1+nr )+αg
p,q (R
n)‖dτ. (4.2.23)
Now we apply Theorem 3.2.2 with d = 0 to the ﬁrst summand and with d = αg and
s− α
(
1 + n
r
)
in place of s to the second summand. This yields
‖u1(·, t)− u2(·, t)|A
s−α(1+nr )+αg
p,q (R
n)‖ ≤ c0 ‖u
1
0 − u
2
0|A
s−α(1+nr )+αg
p,q (R
n)‖
+ c
∫ t
0
(t− τ)−g/2‖D(u21 − u
2
2)(·, τ)|A
s−α(1+nr )
p,q (R
n)‖dτ.
By means of Minkowski’s inequality we can split the norm in the second summand and
estimate the terms with u1 and u2 separately. Let u be either u1 or u2. Then we obtain,
using similar arguments as in the proof of Theorem 4.2.3,∫ t
0
(t− τ)−g/2‖Du2(·, τ)|A
s−α(1+nr )
p,q (R
n)‖ dτ .
∫ t
0
(t− τ)−g/2‖u(·, τ)|Asp,q(R
n)‖2 dτ
=
∫ t
0
(t− τ)−g/2τ−a/α(τa/2α ‖u(·, τ)|Asp,q(R
n)‖)2 dτ
≤
∫ t
0
(t− τ)−g/2τ−a/α dτ ≤ c1t
−g/2−a/α+1, 0 < t < T (4.2.24)
because of ‖u|L∞((0, T ), a2α , A
s
p,q(R
n))‖ ≤ 1. The exponent is strictly positive since
g
2
+
a
α
− 1 =
g
2
− 1 +
1
α
(
α
(
1 +
n
r
)
− αλ
)
< 0
due to λ > g
2
+ n
r
. Hence, (4.2.24) tends to zero if t tends to zero. That means one can
choose for any ε > 0 a suitable δ > 0 and an appropriate T > 0 such that (3.4.1) follows
from (3.4.2) for any 0 < t < T . In particular the solution of (4.0.1), (4.0.2) obtained in
Theorem 4.2.3 is locally stable and thus the problem well-posed if max(p, q) <∞.
4.3 The limiting case s = n
p
We investigate now the limiting case s = n
p
> 0 when the spaces Asp,q(R
n) are not
multiplication algebras. That means in case of F -spaces if 1 < p < ∞, 1 ≤ q ≤ ∞ and
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in case of B-spaces if 1 ≤ p ≤ ∞, 1 < q ≤ ∞. The choice s = n
p
causes in Theorem
1.4.4 1
r
= 1
p
− s
n
= 0 such that the condition in Proposition 4.2.1 is not satisﬁed. That is
the reason why we have to apply Theorem 1.4.5 to obtain an appropriate estimate for
the term Du2. After these preliminary remarks the following embeddings holds.
Proposition 4.3.1. Let n ≥ 2, 1 ≤ p < r <∞, 1 ≤ q ≤ ∞ (1 < p for F -spaces, 1 < q
for B-spaces) and let 1
pr
= 1
p
+ 1
r
. Then
An/pp,q (R
n) · An/pp,q (R
n) →֒ An/ppr,q(R
n).
Furthermore
‖D(uv)|An/p−1−n/rp,q (R
n)‖ ≤ c ‖uv|An/p−n/rp,q (R
n)‖ ≤ c ‖uv|An/ppr,q(R
n)‖ (4.3.1)
≤ c ‖u|An/pp,q (R
n)‖‖v|An/pp,q (R
n)‖. (4.3.2)
Proof. We apply Theorems 1.4.5 and 1.4.6 with p in place of p1, pr in place of p, s = n/p
and s1 = n/p− n/r.
The analogue of Lemma 4.2.2 reads as follows.
Lemma 4.3.2. Let n ∈ N, n ≥ 2, α ∈ N, 1 ≤ p < ∞, 1 ≤ q ≤ ∞ (1 < p for F -spaces,
1 < q for B-spaces) and max(n, p) < r <∞. Let
2n
r
< λ < g ≤ 1 +
n
r
, 0 ≤
1
v
<
α
2
(
1−
n
r
)
, a = α
(
1 +
n
r
)
−
1
v
− αλ (4.3.3)
and let u0 ∈ A
n
p
−α(1+nr )+αg
p,q (Rn). Further assume that u ∈ L2αv((0, T ), a2α , A
n
p
p,q(Rn)) is
a ﬁxed point of Tu0 as deﬁned in (3.0.2). Then it holds
(∂t + (−∆x)
α)u = Du2
in the sense of D′(Rn × (0, T )).
Proof. The proof is the same as that of Lemma 4.2.2 now with s = n
p
> 0 using again
r > n and Proposition 4.3.1 instead of Proposition 4.2.1 with u2(·, t) ∈ An/ppr,q(Rn) for
ﬁxed t ∈ (0, T ).
Thus we obtain the following corresponding existence and uniqueness theorem.
Theorem 4.3.3. Let n ∈ N, n ≥ 2, α ∈ N, 1 ≤ p <∞, 1 ≤ q ≤ ∞ (1 < p for F -spaces,
1 < q for B-spaces) and max(n, p) < r <∞.
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(i) Let
2n
r
< λ < g ≤ 1 +
n
r
, 0 ≤
1
v
<
α
2
(
1−
n
r
)
, a = α
(
1 +
n
r
)
−
1
v
− αλ (4.3.4)
and let u0 ∈ A
n
p
−α(1+nr )+αg
p,q (Rn) for the initial data. Then there exists a number
T > 0 such that
∂tu(x, t) + (−∆x)
αu(x, t)−Du2(x, t) = 0, in Rn × (0, T ), (4.3.5)
u(x, 0) = u0(x), in R
n (4.3.6)
has a unique solution
u ∈ L2αv((0, T ),
a
2α
, A
n
p
p,q(R
n)) ∩ C∞(Rn × (0, T )).
(ii) If, in addition, q <∞ and
g
2
+
n
r
≤ λ < g ≤ 1 +
n
r
if v <∞ and
g
2
+
n
r
< λ < g ≤ 1 +
n
r
if v =∞
then the above solution is strong, that means u ∈ C([0, T ), A
n
p
−α(1+nr )+αg
p,q (Rn)).
(iii) Under the additional assumptions on λ imposed in Part (ii) the solution u obtained
in Part (i) is locally stable and hence the problem well-posed if additionally q <∞.
Proof. The proof coincides exactly with those of Theorems 4.2.3 and 4.2.5 replacing s
by n
p
and using Proposition 4.3.1 instead of Proposition 4.2.1.
4.4 The case F 0p,2(R
n) = Lp(R
n), 2 ≤ n < p <∞
Of special interest is the case F 0p,2(R
n) = Lp(R
n), 1 < p < ∞. We consider only
supercritical function spaces Lp(Rn), i.e. spaces with 2 ≤ n < p < ∞. The following
Proposition deals with the mapping properties of Du2 under these conditions.
Proposition 4.4.1. Let 2 ≤ n < p <∞. Then it holds
‖D(uv)|F
−1−n/p
p,2 (R
n)‖ ≤ c ‖u|Lp(R
n)‖‖v|Lp(R
n)‖, u, v ∈ Lp(R
n).
Proof. We apply Hölder’s inequality
Lp(R
n) · Lp(R
n) →֒ Lp/2(R
n)
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and Theorem 1.4.6 with p/2 in place of p, p in place of p1, s = 0, s1 = −np and q = 2.
Then we have
Lp/2(R
n) = F 0p/2,2(R
n) →֒ F
−n/p
p,2 (R
n)
and hence
‖D(uv)|F
−1−n/p
p,2 (R
n)‖ ≤ c ‖uv|F
−n/p
p,2 (R
n)‖ ≤ c ‖uv|F 0p/2,2‖ (4.4.1)
≤ c ‖u|Lp(R
n)‖‖v|Lp(R
n)‖. (4.4.2)
We formulate very shortly the analogue of Lemma 4.2.2.
Lemma 4.4.2. Let α ∈ N and n ∈ N with 2 ≤ n < p <∞.
2n
p
< λ < g ≤ 1 +
n
p
, 0 ≤
1
v
<
α
2
(
1−
n
p
)
, a = α
(
1 +
n
p
)
−
1
v
− αλ (4.4.3)
and u0 ∈ F
−α(1+np )+αg
p,2 (R
n). Further assume that u ∈ L2αv((0, T ), a2α , Lp(R
n)) is a ﬁxed
point of Tu0 as deﬁned in (3.0.2). Then it holds
(∂t + (−∆x)
α)u = Du2
in the sense of D′(Rn × (0, T )).
Proof. Proceeding similarly to Lemma 4.2.2 we check that s0 = −α
(
1 + n
p
)
+αg > −2α.
But this is satisﬁed since n < p. Hence, Wα belongs to Lloc1 (R
n+1).
From Proposition 4.4.1 we know that u2(·, t) ∈ Lp/2(Rn), 2 < p <∞ for ﬁxed 0 < t < T .
By Lemma 2.3.5 and Lemma 3.3.2 it follows with αv in place of v and a
2α
in place of b
that U2 ∈ Lloc1 (R
n+1) if u ∈ L2αv((0, T ), a2α , A
s
p,q(R
n)). Moreover, U ∈ Lloc1 (R
n+1).
Thus, using Theorem 3.2.2 and the fact that W αt−τu
2(·, τ) ∈ C∞(Rn) we obtain for any
compact subset K ⊂ Rn+1 and some n
p
< d < 2
(
α− 1
v
)
∫
K
|H(x, t)| d(x, t) .
∫ R
0
∫
|x|<R
∫ t
0
|Wαt−τu
2(x, τ)| dτ dx dt
.
∫ R
0
∫ t
0
‖Wαt−τu
2(·, τ)|Lp(R
n)‖ dτ dt
.
∫ R
0
∫ t
0
‖Wαt−τu
2(·, τ)|F
−n
p
+d
p,2 (R
n)‖ dτ dt
.
∫ R
0
∫ t
0
(t− τ)−
d
2α‖u2(·, τ)|F
−n
p
p,2 (R
n)‖ dτ dt
.
∫ R
0
∫ t
0
(t− τ)−
d
2α τ−
a
α τ
a
α‖u(·, τ)|Lp(R
n)‖2 dτ dt (4.4.4)
. R2−
1
αv
− d
2α
− a
α‖u|L2αv((0, T ),
a
2α
, Lp(R
n))‖2.
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In (4.4.4) we used Proposition 4.4.1. The choice of d is possible since
0 <
n
p
< 1−
2
αv
≤ α−
2
v
< 2
(
α−
1
v
)
.
Deﬁning K = D(Gα ∗ U2) = Gα ∗DU2 the remaining steps coincide exactly with those
of Lemma 3.3.3. Hence,
(∂t + (−∆x)
α)u = Du2 in D′(Rn × (0, T )).
Using these embeddings we obtain the analogous result for solutions of 4.0.1, 4.0.2.
Theorem 4.4.3. Let α ∈ N and 2 ≤ n < p <∞.
(i) Let
2n
p
< λ < g ≤ 1 +
n
p
, 0 ≤
1
v
<
α
2
(
1−
n
p
)
, a = α
(
1 +
n
p
)
−
1
v
− αλ
(4.4.5)
and u0 ∈ F
−α(1+np )+αg
p,2 (R
n) for the initial data. Then there exists a number T > 0
such that
∂tu(x, t) + (−∆x)
αu(x, t)−Du2(x, t) = 0, in Rn × (0, T ), (4.4.6)
u(x, 0) = u0(x), in R
n, (4.4.7)
has a unique solution
u ∈ L2αv((0, T ),
a
2α
, Lp(R
n)) ∩ C∞(Rn × (0, T )).
(ii) If, in addition,
g
2
+
n
p
≤ λ < g ≤ 1 +
n
p
if v <∞ and
g
2
+
n
p
< λ < g ≤ 1 +
n
p
if v =∞
then the above solution is strong, that means u ∈ C([0, T ), F
−α(1+np )+αg
p,2 (R
n)).
(iii) Under the additional assumption on the parameter λ imposed in Part (ii) the so-
lution u obtained in Part (i) is locally stable and hence the problem (4.0.1), (4.0.2)
well-posed in the setting of this theorem.
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Proof. One can follow the estimates in Theorem 4.2.3 and Theorem 4.2.5 with the fol-
lowing adjustments. To prove Part (i) one has to choose d = α
(
1 + n
p
)
and s = 0
in Steps 1 - 4 of Theorem 4.2.3. As for Part (ii) Step 5 has to be reproduced with
d = αg and s = −α
(
1 + n
p
)
. Concerning the proof of the stability of the strong so-
lution obtained in Parts (i) and (ii) the ﬁrst summand in (4.2.23) has to be estimated
with d = 0, s = −α
(
1 + n
p
)
+ αg and the second summand again with d = αg and
s = −α
(
1 + n
p
)
.
4.5 Comparison of the solution spaces
We analyze how the solution spaces change in dependence of diﬀerent conditions on the
smoothness of the solution. We restrict ourselves to the case when u(·, t) ∈ Hsp(R
n),
s > n/p, for ﬁxed t > 0 compared with the case u(·, t) ∈ Lp(Rn), 2 ≤ n < p < ∞. As
for the remaining spaces one can proceed similarly. In the ﬁrst case we can choose by
Theorem 3.3.5 initial data u0 ∈ Hs−α+αgp (R
n) with α ∈ N, 1 < p < ∞ and 0 < g ≤ 1
shaded with red stripes in the picture below. That means they have a smoothness
s0 > s − α > n/p − α. The corresponding solution u belongs to Hsp(R
n) with s > n/p
which is represented by the blue shaded area.
1
p
s
1
−α
s=n
p
s=αn
p
−α
s=n
p
−α
1
n
α
n
To receive solutions in Lp(Rn) with 2 ≤ n < p <∞ we can start with u0 ∈ H
−α(1+n
p
)+αg
p (Rn)
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with 2n/p < g ≤ 1 + n/p represented by the red part. Hence, the possible smoothness
of the initial data can almost be −α(1 − n/p). The blue line marks the space Lp(Rn)
with p > n.
Concerning the dependence on t the condition s > n/p results in solution spaces
L2αv((0, T ),
a
2α
, Hsp(R
n)) with a ∈ (−α/2, α) and 1/v ∈ [0, α/2). In the Lp(Rn)- case we
have solution spaces with a ∈ (−α/2(1− n/p), α(1− n/p)) and 1/v ∈ [0, α/2(1− n/p)).
Hence, the range of the parameters a and v in the Lp(Rn)- case is completely included
in the range of parameters when s > n/p.
On the other hand, in particular situations the lowering of the smoothness results in a
higher integrability as the following example shows. Let u0 ∈ H
−αn
p
p (Rn), i.e. we choose
g = 1. This is possible if p > 2n. For λ it follows 2n/p < λ < 1 and hence, 1 − λ > 0.
Concerning the solution space L2αv((0, T ), a2α , H
s
p(R
n)) it holds for the power of the
weight ta/2α
a
α
= 1 +
n
p
−
1
αv
− λ >
n
p
−
1
αv
where we omitted the factor 1/2 for a better readability. Let s > n/p and assume that
u0 ∈ H
−αn
p
p (Rn). That means
s− α(1− g) = −
αn
p
, if, and only if, 1− g =
s
α
+
n
p
.
Because of 0 < λ < g and a = α− 1/v − αλ we obtain with the same α, v as above
s
α
+
n
p
< 1− λ =
a
α
+
1
αv
.
Thus,
a
α
>
s
α
+
n
p
−
1
αv
>
n
αp
+
n
p
−
1
αv
>
n
p
−
1
αv
.
We summarize the outcome. Starting in both cases with the same initial data results in
the Lp(Rn)- case in a solution with a better integrability, more precisely in a lower power
of ta/2α which leads to possible larger values of the weight in a neighborhood of zero.
Hence, it makes sense to study solutions with diﬀerent conditions on the smoothness
separately.
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equations
In this part we will apply the results for the generalized nonlinear heat equation as
presented in the previous chapters. As indicated in Section 2.4 we are interested in the
following problems. Let u(x, t) = (u1(x, t), · · · , un(x, t)) be a velocity ﬁeld and P (x, t)
a scalar pressure, x ∈ Rn, t ∈ (0, T ). Then the generalized Navier-Stokes equations are
given by
(∂t + (−∆x)
α)u + (u,∇)u +∇P = 0 in Rn × (0, T ),
divu = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn.
(5.0.1)
In particular we deal with its reformulation
(∂t + (−∆x)
α)u + P div(u ⊗ u) = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn
(5.0.2)
where n ∈ N, n ≥ 2, α ∈ N, 0 < T ≤ ∞ and P denotes the Leray projector as given in
(2.4.6). Furthermore, ∇, div and ⊗ are deﬁned as in Section 2.4.
Our method is as follows. First we point out the conditions under which (5.0.1) and
(5.0.2) are equivalent. It turns out that this holds true under the additional assumption
divu0 = 0. In the following course of the chapter we stick on (5.0.2). As already
done in Chapters 3 and 4 for the generalized nonlinear heat equation we distinguish
between the following cases. First we ask for solutions u of (5.0.2) which belong for
ﬁxed t ∈ (0, T ) to some spaces Asp,q(R
n)n which are multiplication algebras. Then,
concerning the spaces Asp,q(R
n)n, we concentrate on the strip np − 1 < s <
n
p
. Further,
we consider the limiting case s = n
p
when Asp,q(R
n)n is not a multiplication algebra and
the special case u ∈ F 0p,2(R
n)n in the framework of supercritical function spaces. The
dependence of the solution on time t will be described in terms of weighted vector-
valued Lebesgue spaces L2αv((0, T ), a2α , A
s
p,q(R
n)n). For this purpose we consider the
vector-valued version of (3.0.2), i.e.
Tu0u(x, t) = W
α
t u0(x)−
∫ t
0
Wαt−τ (P div(u ⊗ u))(x, τ)dτ, x ∈ R
n, 0 < t < T. (5.0.3)
We justify that a ﬁxed point of the operator Tu0 is also a solution of
(∂t + (−∆x)
α)u + P div(u ⊗ u) = 0 in Rn × (0, T )
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in the sense of D′(Rn × (0, T )), cf. Lemmas 3.3.3, 4.2.2, 4.3.2 and 4.4.2. To this end we
show that (3.0.1) is the scalar case of (5.0.2).
5.1 Reformulation
From now on we assume that u belongs for ﬁxed t ∈ (0, T ) to some space Asp,q(R
n)n
such that (2.4.10) is fulﬁlled. Further, we assume that Asp,q(R
n)n possesses suitable mul-
tiplication properties as indicated in the introduction of this chapter. This implies in
particular s > 0, except in the special case F 0p,2(R
n)n = Lp(R
n), 2 ≤ n < p < ∞, and
thus Asp,q(R
n) →֒ Lp(R
n), 1 < p < ∞. Consequently, we deal with functions such that
a pointwise multiplication is always well deﬁned. Moreover, the assertions obtained in
Proposition 2.4.1 can be extended to these spaces and Proposition 2.4.2 holds.
We justify that one can reduce (5.0.1) to (5.0.2) under the above described conditions.
Let u be a ﬁxed point of Tu0 as given in (5.0.3). Then it can be represented by
u(x, t) = W αt u0(x)−
∫ t
0
Wαt−τ (P div(u ⊗ u))(x, τ)dτ, x ∈ R
n, 0 < t < T. (5.1.1)
Further, assume divu0 = 0, or equivalently
n∑
j=1
ξj û
j
0(ξ) = 0. We show that then also
divu = 0. It holds that
(divu)∧(ξ, t) = i
n∑
j=1
ξj ûj(ξ) (5.1.2)
= ie−t|ξ|
2α
n∑
j=1
ξj û
j
0(ξ)− i
∫ t
0
e−(t−τ)|ξ|
2α
n∑
j=1
ξj(P div(u ⊗ u))
∧j(ξ, τ)dτ.
(5.1.3)
By our assumption the ﬁrst summand equals zero. Since P is the projection of Asp,q(R
n)
onto divAsp,q(R
n), cf. Proposition 2.4.1 and the above remarks, it follows
n∑
j=1
ξj(P div(u ⊗ u))
∧j(ξ, τ) = (divP(div(u ⊗ u)))∧(ξ, τ) = 0 (5.1.4)
and
(divu)∧(ξ, t) = 0. (5.1.5)
Hence, the property of being divergence-free is inherited from u0 to u.
Proposition 5.1.1. Let either be u(·, t) ∈ Asp,q(R
n)n with 1 < p <∞, 0 < q ≤ ∞, s > 0
or u(·, t) ∈ Lp(R
n) with 2 ≤ n < p <∞, 0 < t < T ≤ ∞.
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(i) Let u be a solution of (5.0.2), divu0 = 0 and P =
n∑
l,j=1
Rj Rl(u
luj). Then u is a
solution of (5.0.1), too.
(ii) Let u be a solution of (5.0.1) and assume that P belongs to a space that covers
(2.4.9). Then u is a solution of (5.0.2), too.
Proof. Step 1. We show (i). According to (5.1.1) - (5.1.5) it follows, that divu = 0
with the consequence, that we can write (u,∇)u = div(u ⊗ u). Then u is a solution of
(5.0.1) and the unknown pressure is determined uniquely up to a constant by
P =
n∑
l,j=1
Rj Rl(u
luj) if, and only if, ∇P = −Q div(u ⊗ u), (5.1.6)
cf. [37, pp. 197, 198].
Step 2. To prove the converse we show ﬁrst that Rk and partial derivatives can be
interchanged. The exchange of Rk and ∂t is immediately clear. For ∂j we obtain
Rk∂ju
l(x, t) = i
(
ξk
|ξ|
(∂ju
l)∧
)∨
(x, t) = −
(
ξkξj
|ξ|
ûl
)∨
(x, t) (5.1.7)
and
∂jRku
l(x, t) = i∂j
(
ξk
|ξ|
ûl
)∨
(x, t) = −
(
ξkξj
|ξ|
ûl
)∨
(x, t), (5.1.8)
j, k, l = 1, . . . , n. Hence,
∂jP = P∂j. (5.1.9)
Let u, P be a solution of (5.0.1). Then u, P is also a solution of
∂tu+ (−∆x)
αu+ div(u⊗ u) +∇P = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn
(5.1.10)
and of
P(∂tu+ (−∆x)
αu+ div(u⊗ u) +∇P ) = 0 in Rn × (0, T ),
u(·, 0) = u0 in Rn.
(5.1.11)
Now we use (5.1.9), P∇P = 0 and Pu = u due to divu = 0 and obtain the desired
result.
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5.2 Main results
Before we show the existence and uniqueness of a strong solution for the reformulated
generalized Navier-Stokes equations, i.e. for (5.0.2) we justify that under the assump-
tions of the theorem below a ﬁxed point of (5.0.3) is also a solution of
(∂t + (−∆x)
α)u = −P div(u ⊗ u).
Lemma 5.2.1. Let n ∈ N, n ≥ 2, α ∈ N, 1 < p < ∞, 1 ≤ q ≤ ∞ and s such that
Asp,q(R
n) is a multiplication algebra. Let
0 < λ < g ≤ 1,
2
α
< v ≤ ∞, a = α−
1
v
− αλ (5.2.1)
and let u0 ∈ As−α+αgp,q (R
n)n. Further assume that u ∈ L2αv((0, T ), a2α , A
s
p,q(R
n)n) is a
ﬁxed point of Tu0 as deﬁned in (5.0.3). Then it holds
(∂t + (−∆x)
α)u = −P div(u ⊗ u)
in the sense of D′(Rn × (0, T ))n.
Proof. Step 1. Since u is a ﬁxed point of Tu0 it can be written as
u(x, t) = Wαt u0(x)−
∫ t
0
Wαt−τ (P div(u ⊗ u))(x, τ)dτ, x ∈ R
n, 0 < t < T. (5.2.2)
We consider the ﬁrst summand. Let W α be the vector-valued version of (3.3.2), i.e.
W α(x, t) =
{
Wαt u0(x), x ∈ R
n, t ∈ (0, T ),
0, x ∈ Rn, t ∈ R \ (0, T ).
(5.2.3)
To show that W α ∈ Lloc1 (R
n+1)n let K ⊂ Rn+1 be compact. Then it holds∫
K
|W α(x, t)|d(x, t) ≤
∫ R
0
∫
|x|≤R
n∑
k=1
|W αt u
k
0(x)|dx dt
=
n∑
k=1
∫ R
0
∫
|x|≤R
|W αt u
k
0(x)|dx dt.
Since s > −2α we know from Lemma 3.3.1 that each component belongs to Lloc1 (R
n+1)
and hence W α ∈ Lloc1 (R
n+1)n.
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Step 2. We turn our attention to the second summand. Let U be the extension of u
by zero to Rn × (R \ (0, T )). Our ﬁrst aim is to show that U ⊗ U ∈ Lloc1 (R
n+1)n×n if
u ∈ L2αv((0, T ),
a
2α
, Asp,q(R
n)n). According to Deﬁnition 1.2.25 we have
‖u ⊗ u|Lαv((0, T ),
a
α
, Asp,q(R
n)n×n)‖
=
(∫ T
0
tav
(
n∑
i,k=1
‖(uiuk)(·, t)|Asp,q(R
n)‖
)αv
dt
)1/αv
.
(∫ T
0
tav
(
n∑
i,k=1
‖ui(·, t)|Asp,q(R
n)‖‖uk(·, t)|Asp,q(R
n)‖
)αv
dt
)1/αv
=
∫ T
0
tav
(
n∑
k=1
‖uk(·, t)|Asp,q(R
n)‖
)2αv
dt
1/αv
= ‖u|L2αv((0, T ),
a
2α
, Asp,q(R
n)n)‖
2.
It follows from Lemma 2.3.5 that each component of U ⊗U and each component of U
belongs to Lloc1 (R
n+1), respectively, since a < α − 1
v
and 1 < v ≤ ∞. Thus we have
U ∈ Lloc1 (R
n+1)n and U ⊗U ∈ Lloc1 (R
n+1)n×n.
Step 3. Now we verify that the convolution of Gα and P(U ⊗U ) exists and belongs to
Lloc1 (R
n+1)n×n whereas we apply the Leray projector column by column to U ⊗U . We
deﬁne the analogue to H in Lemma 3.3.2 as follows
H (x, t) =

t∫
0
∫
Rn
Gα(x− y, t− τ)P(u ⊗ u)(y, τ) dy dτ, x ∈ Rn, 0 < t < T
T∫
0
∫
Rn
Gα(x− y, t− τ)P(u ⊗ u)(y, τ) dy dτ, x ∈ Rn, t ≥ T
0, x ∈ Rn, t ≤ 0.
The convolution with Gα has to be understood element by element. We consider only
the case 0 < t < T and reduce the proof to that of Lemma 3.3.2. We have
|H (x, t)| =
n∑
k,l=1
|Hk,l(x, t)| ≤
n∑
k,l=1
∫ t
0
|Wαt−τ [P(u ⊗ u)
l]k(x, τ)|dτ.
Then we obtain for any compact subset K ⊂ Rn+1 and some d with 0 ≤ d < 2
(
α− 1
v
)
similar to Lemma 3.3.2∫
K
|H (x, t)|d(x, t) .
∫ R
0
∫ t
0
n∑
k,l=1
‖W αt−τ [P(u ⊗ u)
l]k(·, τ)|As+dp,q (R
n)‖dτ dt
.
∫ R
0
∫ t
0
n∑
k,l=1
(t− τ)−
d
2α‖[P(u ⊗ u)l]k(·, τ)|Asp,q(R
n)‖dτ dt. (5.2.4)
70
5 Generalized Navier-Stokes equations
For the norm in (5.2.4) it holds
‖[P(u ⊗ u)l]k(·, τ)|Asp,q(R
n)‖
. ‖(uluk)(·, τ)|Asp,q(R
n)‖+ ‖Rk
n∑
j=1
Rj(u
luj)(·, τ)|Asp,q(R
n)‖
. ‖ul(·, τ)|Asp,q(R
n)‖‖uk(·, τ)|Asp,q(R
n)‖+
n∑
j=1
‖ul(·, τ)|Asp,q(R
n)‖‖uj(·, τ)|Asp,q(R
n)‖.
(5.2.5)
Hence,
n∑
k,l=1
‖[P(u ⊗ u)l]k(·, τ)|Asp,q(R
n)‖ .
n∑
k,l=1
‖ul(·, τ)|Asp,q(R
n)‖‖uk(·, τ)|Asp,q(R
n)‖
=
(
n∑
k=1
‖uk(·, τ)|Asp,q(R
n)‖
)2
= ‖u|Asp,q(R
n)n‖
2.
Now we can proceed similar to Lemma 3.3.2 and obtain∫
K
|H (x, t)|d(x, t) .
∫ R
0
∫ t
0
(t− τ)−
d
2α‖u|Asp,q(R
n)n‖
2dτ dt
. R2−
1
αv
− d
2α
− a
α ‖u|L2αv((0, T ),
a
2α
, Asp,q(R
n)n)‖
2.
Thus, Gα ∗ [P(u ⊗ u)l]k exists in the sense of D′(Rn × (0, T )) for all k, l = 1, . . . , n and
is locally integrable in Rn+1. Then there exists also
∂i(G
α ∗ [P(u ⊗ u)l]k) = (∂iG
α) ∗ [P(u ⊗ u)l]k = Gα ∗ (P∂i(u ⊗ u)
l)k
in the sense of D′(Rn×(0, T )) where we used that partial derivatives and Riesz transform
can be interchanged. The rest of the proof coincides with that of Lemma 3.3.3 replacing
u, u2 and Du2 by their vector-valued counterparts.
Remark 5.2.2. In particular we have seen that considerations for the generalized
Navier-Stokes equations can be reduced to the respective scalar counterpart. Thus,
corresponding assertions for the remaining cases Asp,q(R
n) with n
p
− 1 < s < n
p
or s = n
p
and F 0p,2(R
n) = Lp(R
n), 2 ≤ n < p < ∞ follow similarly replacing the estimates of the
scalar norm ‖uk(·, τ)|Asp,q(R
n)‖ by the respective estimates in Lemmas 4.2.2, 4.3.2 and
4.4.2.
Theorem 5.2.3. Let n ∈ N, n ≥ 2, α ∈ N, 1 < p < ∞, 1 ≤ q ≤ ∞ and s such that
Asp,q(R
n) is a multiplication algebra.
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(i) Let
0 < λ < g ≤ 1,
2
α
< v ≤ ∞, a = α−
1
v
− αλ (5.2.6)
and let u0 ∈ A
s−α+αg
p,q (R
n)n for the initial data. Then there exists a number T > 0
such that
(∂t + (−∆x)
α)u(x, t) + P div(u ⊗ u)(x, t) = 0, in Rn × (0, T ), (5.2.7)
u(x, 0) = u0(x), in R
n (5.2.8)
has a unique mild solution
u ∈ L2αv((0, T ),
a
2α
, Asp,q(R
n)n) ∩ C
∞(Rn × (0, T ))n.
(ii) If, in addition, q <∞ and
g
2
≤ λ < g ≤ 1 if v <∞ and
g
2
< λ < g ≤ 1 if v =∞ (5.2.9)
then the above solution is strong, that means u ∈ C([0, T ), As−α+αgp,q (R
n)n).
(iii) Under the additional assumption on the parameter λ imposed in Part (ii) the solu-
tion u obtained in Part (i) is locally stable and hence the problem (5.0.2) well-posed
in the setting of this theorem if q <∞.
Proof. Step 1. We assume v < ∞. Otherwise one has to modify appropriately. The
idea is to show that the above theorem can be reduced to its scalar version, i.e. to
Theorem 3.3.5. Using Proposition 3.2.3 with d = α and s− d in place of s we obtain
‖Tu0u(·, t)|A
s
p,q(R
n)n‖ =
n∑
k=1
‖Tuk0uk(·, t)|A
s
p,q(R
n)‖
≤
n∑
k=1
t−
α−αg
2α ‖uk0|A
s−α+αg
p,q (R
n)‖
−
n∑
k=1
t
1
2
− 1
αv
− a
α
(∫ t
0
τav‖(P div(u ⊗ u))k(·, t)|As−αp,q (R
n)‖αvdτ
)1/αv
. (5.2.10)
We estimate the norm in (5.2.10). Hereby we use that the Riesz transform Rk with Rk :
Asp,q(R
n)→ Asp,q(R
n) is bounded under the above assumptions, cf. therefore Proposition
2.4.2.
‖(P div(u ⊗ u))k(·, t)|As−αp,q (R
n)‖
≤ ‖ div(u ⊗ u)k(·, t)|As−αp,q (R
n)‖+ ‖Rk
n∑
j=1
Rj div(u ⊗ u)
j(·, t)|As−αp,q (R
n)‖
. ‖ div(u ⊗ u)k(·, t)|As−αp,q (R
n)‖+
n∑
j=1
‖ div(u ⊗ u)j(·, t)|As−αp,q (R
n)‖.
72
5 Generalized Navier-Stokes equations
Now we use the embedding As−1p,q (R
n) →֒ As−αp,q (R
n), ∂j : Asp,q(R
n) → As−1p,q (R
n) is linear
and bounded and the assumption that Asp,q(R
n) is a multiplication algebra. Then we
obtain
‖(P div(u ⊗ u))k(·, t)|As−αp,q (R
n)‖
. ‖
n∑
i=1
∂i(u
iuk)(·, t)|As−1p,q (R
n)‖+
n∑
j=1
‖
n∑
i=1
∂i(u
iuj)(·, t)|As−1p,q (R
n)‖
.
n∑
i=1
‖(uiuk)(·, t)|Asp,q(R
n)‖+
n∑
i,j=1
‖(uiuj)(·, t)|Asp,q(R
n)‖
.
n∑
i=1
‖ui(·, t)|Asp,q(R
n)‖‖uk(·, t)|Asp,q(R
n)‖+
n∑
i,j=1
‖ui(·, t)|Asp,q(R
n)‖‖uj(·, t)|Asp,q(R
n)‖.
(5.2.11)
Inserting (5.2.11) in (5.2.10) yields
‖Tu0u(·, t)|A
s
p,q(R
n)n‖ . t
− 1−g
2
n∑
k=1
‖uk0|A
s−α−αg
p,q (R
n)‖
− t
1
2
− 1
αv
− a
α
(∫ t
0
τav
(
n∑
i,k=1
‖ui(·, t)|Asp,q(R
n)‖‖uk(·, t)|Asp,q(R
n)‖
)αv
dτ
)1/αv
. t−
1−g
2
n∑
k=1
‖uk0|A
s−α−αg
p,q (R
n)‖
− t
1
2
− 1
αv
− a
α
∫ t
0
τav
(
n∑
k=1
‖uk(·, t)|Asp,q(R
n)‖
)2αv
dτ
1/αv
. t−
1−g
2 ‖u0|A
s−α−αg
p,q (R
n)n‖ − t
1
2
− 1
αv
− a
α‖u|L2αv((0, T ),
a
2α
, Asp,q(R
n)n)‖. (5.2.12)
Let u ∈ UT where UT denotes now the unit ball in L2αv((0, T ), a2α , A
s
p,q(R
n)n). We
proceed as in Step 1 of Theorem 3.3.5 and obtain that Tu0 : UT → UT is a self mapping
for an appropriately small chosen T > 0.
As for the contraction assume u, v ∈ UT . Then a similar calculation leads to
‖Tu0u(·, t)− Tu0v(·, t)|A
s
p,q(R
n)n‖ =
n∑
k=1
‖Tuk0u
k(·, t)− Tuk0v
k(·, t)|Asp,q(R
n)‖
.
n∑
k=1
t
1
2
− a
α
− 1
αv×
×
(∫ t
0
τav‖((P div(u ⊗ u))k − (P div(v ⊗ v)))k(·, t)|As−αp,q (R
n)‖αvdτ
)1/αv
. (5.2.13)
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We estimate the norm in (5.2.13), which we denote by (I), using the same ideas as in
(5.2.10) - (5.2.12).
(I) . ‖(div(u ⊗ u)k − div(v ⊗ v)k)(·, t)|As−αp,q (R
n)‖
+ ‖Rk
n∑
j=1
Rj(div(u ⊗ u)
j − div(v ⊗ v)j)(·, t)|As−αp,q (R
n)‖
. ‖
n∑
i=1
∂i(u
iuk − vivk)(·, t)|As−1p,q (R
n)‖+
n∑
j=1
‖
n∑
i=1
∂i(u
iuj − vivj)(·, t)|As−1p,q (R
n)‖
.
n∑
i=1
‖(uiuk − vivk)(·, t)|Asp,q(R
n)‖+
n∑
i,j=1
‖(uiuj − vivj)(·, t)|Asp,q(R
n)‖. (5.2.14)
Inserting this in (5.2.13) yields
‖Tu0u(·, t)− Tu0v(·, t)|A
s
p,q(R
n)n‖ ≤ c t
1
2
− a
α
− 1
αv
×
 t∫
0
τav
(
n∑
i,k=1
‖(uiuk − vivk)(·, t)|Asp,q(R
n)‖
)αv
dτ
1/αv . (5.2.15)
Estimating the norm in (5.2.15) separately using the multiplication properties ofAsp,q(R
n)
leads to
‖(uiuk − vivk)(·, t)|Asp,q(R
n)‖ . (‖ui(·, t)|Asp,q(R
n)‖‖(uk − vk)(·, t)|Asp,q(R
n)‖
+ ‖vk(·, t)|Asp,q(R
n)‖‖(ui − vi)(·, t)|Asp,q(R
n)‖). (5.2.16)
We insert this in (5.2.15) and use Minkowski’s inequality. Hence,
‖Tu0u(·, t)− Tu0v(·, t)|A
s
p,q(R
n)n‖ ≤ c t
1
2
− a
α
− 1
αv
×
(∫ t
0
τav
(
n∑
i=1
‖ui(·, t)|Asp,q(R
n)‖
)αv( n∑
k=1
‖(uk − vk)(·, t)|Asp,q(R
n)‖
)αv
dτ
)1/αv
≤ c t
1
2
− a
α
− 1
αv
(∫ t
0
τav‖u(·, t)|Asp,q(R
n)n‖
αv‖(u − v)(·, t)|Asp,q(R
n)n‖
αvdτ
)1/αv
.
Now we apply Hölder’s inequality and obtain
‖Tu0u(·, t)− Tu0v(·, t)|A
s
p,q(R
n)n‖
≤ c t
1
2
− a
α
− 1
αv ‖u|L2αv((0, T ),
a
2α
, Asp,q(R
n)n)‖‖u − v|L2αv((0, T ),
a
2α
, Asp,q(R
n)n)‖
≤ c t
1
2
− a
α
− 1
αv ‖u − v|L2αv((0, T ),
a
2α
, Asp,q(R
n)n)‖ (5.2.17)
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since u ∈ UT . Multiplication with t
a
2α , raising to the power of 2αv and integration over
t ∈ (0, T ) shows that Tu0 is a contraction in UT with an appropriately small chosen
T > 0. Hence, Tu0 has a uniquely determined ﬁxed point in UT which is also a solution
of (5.0.2).
Step 2. To extend the assertion of Step 1 to the whole space one has to follow the ideas
of Step 2 - Step 4 in Theorem 3.3.5 iterating (5.2.10) - (5.2.12) and replacing the scalar
norms by their vector-valued counterpart.
Step 3. To show that the solution u, obtained in the previous steps, is strong consider
‖u(·, t)− u0|A
s−α+αg
p,q (R
n)n‖ =
n∑
k=1
‖uk(·, t)− uk0|A
s−α+αg
p,q (R
n)‖
.
n∑
k=1
(
‖Wαt u
k
0 − u
k
0|A
s−α+αg
p,q (R
n)‖ −
∫ t
0
(t− τ)
g
2‖(P div(u ⊗ u))k(·, τ)|As−αp,q (R
n)‖dτ
)
.
The ﬁrst summand can be estimated component by component according to (3.3.29) -
(3.3.31). Concerning the second summand we proceed analogously to (5.2.11). Thus,
the situation is similar to (3.3.28) and leads to the same restrictions for the parameter
λ.
Step 4.We show that the solution u is also stable in the sense of (3.4.2), (3.4.1). Let
u1, u2 be solutions with corresponding initial data u10, u
2
0 in the respective time interval.
Then we have
‖u1(·, t)− u2(·, t)|A
s−α−αg
p,q (R
n)n‖ =
n∑
k=1
‖uk1(·, t)− u
k
2(·, t)|A
s−α−αg
p,q (R
n)‖
≤
n∑
k=1
‖W αt (u
k
01
− uk02)|A
s−α−αg
p,q (R
n)‖
−
n∑
k=1
∫ t
0
‖Wαt−τ ((P div(u1 ⊗ u1))
k − (P div(u2 ⊗ u2))
k)(·, τ)|As−α−αgp,q (R
n)‖dτ
≤
n∑
k=1
‖uk01 − u
k
02
|As−α−αgp,q (R
n)‖
−
n∑
k=1
∫ t
0
(t− τ)
g
2‖((P div(u1 ⊗ u1))
k − (P div(u2 ⊗ u2))
k)(·, τ)|As−αp,q (R
n)‖dτ.
But then one is in the same situation as in Step 1 and can follow the arguments starting
from the norm estimate in (5.2.13) with u1 in place of u and u2 in place of v. The rest
of the proof coincides exactly with that of Theorem 3.4.1 now with the vector-valued
norm counterparts.
We formulate the corresponding results for (5.0.2) underlying function spaces Asp,q(R
n)
with n
p
− 1 < s < n
p
.
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Theorem 5.2.4. Let n ∈ N, n ≥ 2, α ∈ N, 1 < p < ∞, 1 ≤ q ≤ ∞ and s > 0. Let
1
r
= 1
p
− s
n
and ∞ > r > n (q ≤ r for B-spaces).
(i) Let
2n
r
< λ < g ≤ 1 +
n
r
, 0 ≤
1
v
<
α
2
(
1−
n
r
)
, a = α
(
1 +
n
r
)
−
1
v
− αλ
(5.2.18)
and let u0 ∈ A
s−α(1+nr )+αg
p,q (Rn)n for the initial data. Then there exists a number
T > 0 such that
(∂t + (−∆x)
α)u(x, t) + P div(u ⊗ u)(x, t) = 0, in Rn × (0, T ), (5.2.19)
u(x, 0) = u0(x), in R
n (5.2.20)
has a unique mild solution
u ∈ L2αv((0, T ),
a
2α
, Asp,q(R
n)n) ∩ C
∞(Rn × (0, T ))n.
(ii) If, in addition, q <∞ for the B-spaces and
g
2
+
n
r
≤ λ < g ≤ 1 +
n
r
if v <∞ and
g
2
+
n
r
< λ < g ≤ 1 +
n
r
if v =∞ (5.2.21)
then the above solution is strong, that means u ∈ C([0, T ), As−α+αgp,q (R
n)n).
(iii) Under the additional assumption on the parameter λ imposed in Part (ii) the solu-
tion u obtained in Part (i) is locally stable and hence the problem (5.0.2) well-posed
in the setting of this theorem if q <∞.
Proof. The proof is the same as that of Theorem 5.2.3 based on Proposition 4.2.1 instead
of Proposition 3.2.3.
For the limiting case s = n
p
> 0 the results are as follows.
Theorem 5.2.5. Let n ∈ N, n ≥ 2, α ∈ N, 1 < p <∞, 1 ≤ q ≤ ∞ (1 < q for B-spaces)
and max(n, p) < r <∞.
(i) Let
2n
r
< λ < g ≤ 1 +
n
r
, 0 ≤
1
v
<
α
2
(
1−
n
r
)
, a = α
(
1 +
n
r
)
−
1
v
− αλ
(5.2.22)
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and let u0 ∈ A
n
p
−α(1+nr )+αg
p,q (Rn)n for the initial data. Then there exists a number
T > 0 such that
(∂t + (−∆x)
α)u(x, t) + P div(u ⊗ u)(x, t) = 0, in Rn × (0, T ), (5.2.23)
u(x, 0) = u0(x), in R
n (5.2.24)
has a unique mild solution
u ∈ L2αv((0, T ),
a
2α
, A
n
p
p,q(R
n)n) ∩ C
∞(Rn × (0, T ))n.
(ii) If, in addition, q <∞ for the B-spaces and
g
2
+
n
r
≤ λ < g ≤ 1 +
n
r
if v <∞ and
g
2
+
n
r
< λ < g ≤ 1 +
n
r
if v =∞ (5.2.25)
then the above solution is strong, that means u ∈ C([0, T ), A
n
p
−α(1+nr )+αg
p,q (Rn)n).
(iii) Under the additional assumption on the parameter λ imposed in Part (ii) the solu-
tion u obtained in Part (i) is locally stable and hence the problem (5.0.2) well-posed
in the setting of this theorem if q <∞.
Proof. The proof is the same as that of Theorem 5.2.3 based on Proposition 4.3.1 instead
of Proposition 3.2.3.
We conclude the chapter with the corresponding result in the Lp(Rn) case, 1 < p <∞.
Theorem 5.2.6. Let α ∈ N and n ∈ N with 2 ≤ n < p <∞.
(i) Let
2n
p
< λ < g ≤ 1 +
n
p
, 0 ≤
1
v
<
α
2
(
1−
n
p
)
, a = α
(
1 +
n
p
)
−
1
v
− αλ
(5.2.26)
and let u0 ∈ F
−α(1+np )+αg
p,2 (R
n)n for the initial data. Then there exists a number
T > 0 such that
(∂t + (−∆x)
α)u(x, t) + P div(u ⊗ u)(x, t) = 0, in Rn × (0, T ), (5.2.27)
u(x, 0) = u0(x), in R
n (5.2.28)
has a unique mild solution
u ∈ L2αv((0, T ),
a
2α
, Lp(R
n)n) ∩ C
∞(Rn × (0, T ))n.
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(ii) If, in addition,
g
2
+
n
p
≤ λ < g ≤ 1 +
n
p
if v <∞ and
g
2
+
n
p
< λ < g ≤ 1 +
n
p
if v =∞ (5.2.29)
then the above solution is strong, that means u ∈ C([0, T ), F
−α(1+np )+αg
p,2 (R
n)n).
(iii) Under the additional assumption on the parameter λ imposed in Part (ii) the solu-
tion u obtained in Part (i) is locally stable and hence the problem (5.0.2) well-posed
in the setting of this theorem.
Proof. The proof is the same as that of Theorem 5.2.3 based on Proposition 4.4.1 instead
of Proposition 3.2.3.
78
Bibliography
[1] F. Baaske, Heat and Navier-Stokes equations in supercritical function spaces,
Rev. Mat. Complut. 28(2), 281-301 (2015).
[2] H. Bahouri, J.-Y. Chemin and R. Danchin, Fourier analysis and nonlinear
partial diﬀerential equations, Springer, Heidelberg. (2011).
[3] J. Bourgain and N. Pavlović, Ill-posedness of the Navier-Stokes equations in a
critical space in 3D, J. Funct. Anal. 225, 2233 - 2247 (2008).
[4] F.E. Browder, Nonlinear equations of evolution, Ann. of Math. 80, 485-523
(1964).
[5] M. Cannone, Harmonic analysis tool for solving the incompressible Navier-
Stokes equations, Handbook of mathematical ﬂuid dynamics, Vol. III. North
Holland, Amsterdam. 161-244 (2004).
[6] M. Cannone and G. Karch, About the regularized Navier-Stokes equation, J.
Math. Fluid. Mech. 7, 1-28 (2005).
[7] J.-Y. Chemin, M. Paicu and P. Zhang, Global large solutions to 3-D inhomo-
geneous Navier-Stokes system with one slow variable, J. Diﬀ. Equations 256,
223-252 (2014).
[8] I. Daubechies, Ten lectures on wavelets, CBMS-NSF Regional Conf. Ser. Appl.
math., SIAM, Philadelphia (1992).
[9] C. Deng and X. Yao, Ill-posedness of the incompressible Navier-Stokes equa-
tions in F˙−1∞,q(R
3), Discrete Contin. Dyn. Syst. 34, 437-459 (2014).
[10] Y. Ding and X. Sun, Strichartz estimates for parabolic equations with higher
order diﬀerential operator, Science China Mathematics 58 (5), 1047 - 1062
(2015).
[11] J. Dunkel, S. Heidenreich, M. Bär and R.E. Goldstein, Minimal continuum
theories of structure formation in dense active ﬂuids, New J. Physics 15, (2013).
[12] J. Dunkel, S. Heidenreich, K. Drescher, H.H. Wensink, M. Bär and R.E. Gold-
stein, Fluid dynamics of bacterial turbulence, Physical review letters 110,
(2013), 228102.
79
Bibliography
[13] C.L. Feﬀerman, Existence and smoothness of the Navier-Stokes equation, The
millennium prize problems. Amer. Math. Soc., Providence, , 57-67 (2006).
[14] J. Franke, On the spaces F sp,q(R
n) of Triebel-Lizorkin type: Pointwise multipli-
ers and spaces on domains, Math. Nachr. 125, 29-68 (1986).
[15] M. Frazier and B. Jawerth, A discrete transform and decompositions of distri-
bution spaces, J. Funct. Anal. 93, 30 - 170 (1990).
[16] M. Frazier, B. Jawerth and G. Weiss, Littlewood-Paley theory and the study
of function spaces, CBMS-AMS Regional Conf. Ser. 79. Amer. Math. Soc.,
Providence, RI (1991).
[17] H. Fujita and T. Kato, On the Navier-Stokes initial value problem, I, Arch.
Rat. Mech. Anal. 16, 269-315 (1964).
[18] M.-H. Giga, Y. Giga and J. Saal, Nonlinear partial diﬀerential equations,
Birkhäuser, Boston (2010).
[19] T. Kato, Nonlinear evolution equations in Banach spaces, Proceedings of the
Symposium on Applied Mathematics. Amer. Math. Soc., 17, 50-67 (1965).
[20] T. Kato, Strong Lp-solutions of the Navier-Stokes equation in Rn, with appli-
cations to weak solutions, Math. Z. 187, 471-480 (1984).
[21] H. Koch and D. Tataru, Well-posedness for the Navier-Stokes equations, Adv.
Math. 157, 22-35 (2001).
[22] O.A. Ladyzhenskaya, The mathematical theory of viscous incompressible ﬂow,
Gordon and Breach, New York (1969).
[23] P.G. Lemarié-Rieusset, Recent developments in the Navier-Stokes problem,
CRC Research Notes in Math. 431. Chapman & Hall, Boca Raton, 269-315
(2002).
[24] P.G. Lemarié-Rieusset, Euler equations and real harmonic analysis, Arch. Ra-
tional Mech. Anal. 204, 269-315 (2012).
[25] Y. Meyer, Wavelets and operators, Cambridge University Press, Cambridge
(1992).
[26] C. Miao, Time-space estimates of solutions to general semilinear parabolic
equations, Tokyo J. Math. 24, 245-276 (2001).
[27] C. Miao and Y. Gu, Space-time estimates for parabolic type operator and
application to nonlinear parabolic equations, J. Partial Diﬀer. Equations 11,
301-312 (1998).
80
Bibliography
[28] C. Miao, B. Yuan and B. Zhang, Well-posedness of the Cauchy problem for the
fractional power dissipative equations, Nonlinear Analysis: Theory, Methods
& Applications 68, 461-484 (2008).
[29] T. Runst and W. Sickel, Sobolev spaces of fractional order, Nemytskij opera-
tors, and nonlinear partial diﬀerential equations, W. de Gruyter, Berlin (1996).
[30] W. Sickel and H. Triebel, Hölder inequalities and sharp embeddings in function
spaces of Bspq and F
s
pq type, Z. Anal. Anwendungen 14, 105-140 (1995).
[31] R.H. Torres, Boundedness results for operators with singular kernels on distri-
bution spaces, Memoirs AMS 442, (1991).
[32] H. Triebel, Theory of Function Spaces, Birkhäuser, Basel (1983).
[33] H. Triebel, Theory of Function Spaces II, Birkhäuser, Basel (1992).
[34] H. Triebel, Higher Analysis, Barth, Leipzig, (1992).
[35] H. Triebel, Theory of Function Spaces III, Birkhäuser, Basel (2006).
[36] H. Triebel, Function spaces and wavelets on domains, European Math. Soc.
Publishing House, Zürich, (2008).
[37] H. Triebel, Local Function Spaces, Heat and Navier-Stokes Equations, Euro-
pean Math. Soc. Publishing House, Zürich, (2013).
[38] H. Triebel, Hybrid Function Spaces, Heat and Navier-Stokes Equations, Euro-
pean Math. Soc. Publishing House, Zürich, (2014).
[39] H. Triebel, Tempered homogeneous function spaces, European Math. Soc. Pub-
lishing House, Zürich (2015).
[40] H. Triebel, PDE models for chemotaxsis and hydrodynamics in supercritical
function spaces, to appear.
[41] V.S. Vladimirov, Equations of Mathematical Physics (Russian) Nauka, Moscow
(1967).
[42] V.S. Vladimirow, Methods of the Theory of Generalized Functions, Taylor &
Francis, New York (2002).
[43] P. Wojtaszczyk, A mathematical introduction to wavelets, Cambridge Univer-
sity Press, Cambridge (1997).
[44] J. Wu, The generalized incompressible Navier-Stokes equations in Besov spaces,
Dynamics of PDE 1(4), 381-400 (2004).
81
Bibliography
[45] T. Yoneda, Ill-posedness of the 3D-Navier-Stokes equations in a generalized
Besov space near BMO−1., J. Funct. Anal. 258, 3376-3387 (2010).
[46] F. Zanger, H. Löwen and J. Saal, Analysis of a living ﬂuid continuum model,
arXiv:160402081v1, (2016).
82


Franka Baaske
Curriculum Vitae
Personal data:
Born: April 12, 1976 in Erfurt, Germany
Email: franka.baaske@uni-jena.de
Citizenship: German
Education:
2013 - now Ph.D. studies at the research group function spaces under the supervision
of Prof. H. J. Schmeißer, FSU Jena, Germany (one year parental leave)
2007 Graduated at FSU Jena, Germany
Academic degree: Diploma
Diploma thesis: Growth envelope functions in weighted Lebesgue and
Sobolev spaces
2002 - 2007 Undergraduate studies at the Faculty of Mathematics of FSU Jena, Ger-
many
2000 Graduated at the Hochschule für Musik Franz Liszt, Weimar, Germany
Academic degree: Diploma
1995 - 2000 Undergraduate studies at the Hochschule für Musik Franz Liszt, Weimar,
Germany
1995 Abitur at the Highschool of Music Schloss Belvedere, Weimar, Germany
Professional experience:
2011 - 2013 Research assistant at the Institute of Applied Analysis, TU Bergakademie
Freiberg, Germany
2008 - 2011 Business consultant at Aon Hewitt in Munich, Germany
1997 - 2002 National and international concert activities, teaching (guitar)
Awards and Grants :
2013 Scholarship of the Land of Thuringia
2008 Scholarship of the Land of Thuringia, returned
1995 - 2000 Prizes at several national and international guitar competitions
Teaching activities :
2016 - now Lectureship at Ernst Abbe Hochschule Jena, Germany
2011 - now Numerous exercises and seminars at TU Bergakademie Freiberg and FSU
Jena
Publications :
2016 with H. J. Schmeißer: On a generalized nonlinear heat equation in Besov
and Triebel-Lizorkin spaces, to appear in Math. Nachr.
2015 Heat and Navier-Stokes equations in supercritical function spaces, Rev.
Mat. Complut. (28), pp. 281-301
2013 with S. Bernstein, H. de Ridder, F. Sommen: On solutions of a discretized
heat equation in discrete Clifford analysis, J. Diﬀer. Equ. Appl. 20 (2),
pp. 271-295
2012 with S. Bernstein: Scattering theory for a Dirac type operator, AIP Con-
ference Proceedings
Talks:
• Function Spaces, Diﬀerential Operators and Nonlinear Analysis (FSDONA) 2016,
July 4 - 9, Prague, Czech Republic
• 10th International Conference on Harmonic Analysis and Partial Diﬀerential Equa-
tions 2016, June 12 - 17, El Escorial, Madrid, Spain
• Function Spaces XI 2015, July 6 - 10, Zielona Góra, Poland
• Workshop on Approximation, Complexity and Function Spaces 2013, July 15 - 17,
Siegmundsburg, Germany
• Hausdorﬀ Center for Mathematics, 2012, October 29, Bonn
• Chinese-German workshop 2012, August 6 - 10, TU Bergakademie Freiberg, Ger-
many
• ICNPAA Congress 2012, July 10 - 14, Vienna, Austria
• Conference on Analysis of Partial Diﬀerential Equations and its Applications 2012,
March 25 - 30, Chongqing, China
• University of Sience and Technology of China 2012, March 12 - 24, Hefei, China
Research stay at University of AdamMickiewicz, Poznan, Poland (Prof. Leszek Skrzypczak),
Academy of Science, Prague, Czech Republic (Prof. Miroslav Krbec), Ghent University,
Belgium (Prof. Frank Sommen)

Ehrenwörtliche Erklärung
Hiermit erkläre ich, dass mir die Promotionsordnung der Fakultät bekannt ist.
Ferner erkläre ich, dass ich die vorliegende Arbeit selbst angefertigt, keine Textabschnitte
oder Ergebnisse eines Dritten oder eigene Prüfungsarbeiten ohne Kennzeichnung über-
nommen sowie alle von mir benutzten Hilfsmittel, persönliche Mitteilungen und Quellen
in meiner Arbeit angegeben habe.
Weitere Personen waren an der inhaltlich-materiellen Erstellung nicht beteiligt. Ins-
besondere habe ich nicht die Hilfe eines Promotionsberaters in Anspruch genommen.
Niemand hat von mir mittelbar oder unmittelbar geldwerte Leistungen für Arbeiten er-
halten, die im Zusammenhang mit dem Inhalt der vorgelegten Arbeit stehen.
Die Arbeit wurde bisher nicht als Prüfungsarbeit für eine staatliche oder andere wis-
senschaftliche Prüfung eingereicht.
Insbesondere wurde nicht die gleiche, eine in wesentlichen Teilen ähnliche oder eine an-
dere Abhandlung bei einer anderen Hochschule als Dissertation eingereicht.
Jena, den 30. Januar 2017 Franka Baaske
