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ON RATIOS OF HARMONIC FUNCTIONS
ALEXANDER LOGUNOV AND EUGENIA MALINNIKOVA
Abstract. Let u and v be harmonic in Ω ⊂ Rn functions with the
same zero set Z. We show that the ratio f of such functions is always
well-defined and is real analytic. Moreover it satisfies the maximum and
minimum principles. For n = 3 we also prove the Harnack inequality
and the gradient estimate for the ratios of harmonic functions, namely
sup
K
|f | ≤ C inf
K
|f | & sup
K
|∇f | ≤ C inf
K
|f | for any compact subset K
of Ω, where the constant C depends on K, Z, Ω only. In dimension two
the first inequality follows from the boundary Harnack principle and
the second from the gradient estimate recently obtained by Mangoubi.
It is an open question whether these inequalities remain true in higher
dimensions (n ≥ 4).
1. Introduction
1.1. Motivation and main results. The classical Harnack principle and
it’s corollary claim that if K is a compact subset of a domain Ω, then there
exists a positive constant C such that for any positive and harmonic in Ω
function u
inf
K
u ≥ C sup
K
u & inf
K
u ≥ C sup
K
|∇u| .
In order to find a proper extension of this principle to harmonic functions
changing a sign we consider the ratios of harmonic functions sharing the
same zero set. Let u and v be harmonic functions in Ω ⊂ Rn that vanish
at exactly the same set Z ⊂ Ω, we call this set the nodal set of u (and
v) and write Z = Z(u). We study the ratio f = u/v. For general real
analytic functions having the same set of real zeros the ratio is not always
well-defined, there are also examples when the ratio is a continuous but
not differentiable function. The situation changes when we assume that the
functions are harmonic. Our first result, so called local division theorem,
says that the ratio of two harmonic functions with common nodal set is real
analytic. It implies that if real zeros of two harmonic functions coincide then
their complex zeros also coincide in some neighborhood of the real plane.
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Our second result says that for n = 3 there exists C = C(Z,K,Ω) such
that
(1) (a) inf
K
|f | ≥ C sup
K
|f | & (b) inf
K
|f | ≥ C sup
K
|∇f |,
when f = u/v and u and v are harmonic functions satisfying Z(u) = Z(v) =
Z. If Z is the empty set, the last statement follows from the classical Harnack
principle.
Ratios of positive harmonic functions frequently appear in classical po-
tential theory, in particular in connection with the Martin boundary and
the (boundary) Harnack principle (see for example [2],[1]) and the Green
function (3G inequalities, see [5]). Our interest in the ratios of harmonic
functions changing a sign grew up from studying the recent work of Dan
Mangoubi, [11]. The following result was obtained in [11] in dimension two.
Theorem (Mangoubi). Let Z ⊂ B2 = {x : |x| < 2} ⊂ R
2, denote
F(Z) = {u : B2 → R,∆u = 0, Z(u) = Z} .
Then for any u, v ∈ F(Z) the ratio f = u/v extends to a smooth nowhere
vanishing function in B2 and there exists a constant CZ > 0 such that
|∇ log |f || ≤ CZ in B1.
We refer the reader to [11] for motivation of the problem, its connection
to Li-Yau’s gradient estimate, and a list of examples of harmonic functions
sharing the zero set.
A connected component Ω of B\Z is called a nodal domain. In dimension
two ∂Ω∩B can be represented locally as a graph of a Lipschitz function, then
one can apply the boundary Harnack principle for Lipschitz domains (see
for example [2]) to see that u = fv for some locally bounded function f that
does not change the sign. In higher dimensions the geometry of the nodal
domains can be much more complicated. We give an example illustrating
that already in dimension three the nodal domains may violate the Harnack
chain condition. Thus there exists a harmonic function v such that B \Z(v)
has components that are not NTA domains (see [6] for the definition); this
creates an obstacle for the direct application of the boundary Harnack prin-
ciple, which would have implied the boundedness of f . However by the local
division theorem the ratio f is always defined and is real analytic. Moreover
our proof of the local division result shows that the Harnack principle for
the ratios (1a) implies the gradient estimate. Thus the main problem in gen-
eralizing Mangoubi’s theorem to higher dimensions is in establishing (1a).
We are able to prove this inequality only in dimension three, for this case
the structure of the critical set of a harmonic function (where the function
and its gradient simultaneously vanish) is less complicated than in higher
dimensions. We prove the following result, which will be referred to as the
Harnack inequality for the ratios of harmonic functions.
Theorem 1.1. Assume that w is a harmonic function in the unit ball B ⊂
R
3. For any compact subset K ⊂ B there exists a constant C that depends
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on w and K only such that for any harmonic functions u, v in B such that
Z(u) = Z(v) = Z(w) and any points x, y ∈ K we have∣∣∣u
v
(x)
∣∣∣ ≤ C ∣∣∣u
v
(y)
∣∣∣ .
This result combined with the local division argument gives estimates for
the derivatives of the ratios of harmonic functions.
Theorem 1.2. Suppose u and v are harmonic functions in Ω ⊂ R3. If
Z(v) = Z(u) = Z, then there exists a real analytic function f such that
u = vf . If we fix x0 ∈ Ω and assume
u
v (x0) = 1, then for any compact set
K ⊂ Ω there exist positive numbers A and R depending only on K,Z and Ω
such that for all x ∈ K and any multi-index α∣∣∣Dα (u
v
)
(x)
∣∣∣ ≤ α!AR|α|.
The extension of Magoubi’s estimate of |∇ log |f || to dimension three im-
mediately follows from Theorem 1.1 and Theorem 1.2.
1.2. Outline of the proof. In order to study the ratios of harmonic func-
tions we want to understand the local behavior of a harmonic function near
its zero point. In higher dimensions the structure of the zero set of a har-
monic function could be very complicated. However the following key ob-
servations still hold: (i) locally the zero set resembles that of a harmonic
polynomial (at least in some sense, see Lemma 2.2 and also Counterexam-
ple 4.1), (ii) if P and Q are homogeneous harmonic polynomials satisfying
Z(Q) ⊂ Z(P ) then Q|P as a polynomial. Our first step is division of har-
monic polynomials with common set of zeros. The main tool is the Brelot-
Choquet theorem which says that a non-constant factor of a harmonic poly-
nomial changes sign, see [3]. The lemma on division that we need follows
form the results of B.H. Murdoch [13]; some facts on divisibility similar to
what we use can be also found in [12, Section 5], where division of harmonic
polynomials is applied to estimates of the maximal singular operators.
The result on division of harmonic polynomials allows us to write the
ratio of two harmonic functions with the same zero set Z as a formal power
series centered at any point of Z. Further, using some intrinsic estimates,
we show that this series has positive radius of convergence, hence the ratio
is a real analytic function. Then we establish the maximum (and minimum)
principle for the ratios of harmonic functions.
Next step is to prove Theorem 1.1. The main idea is to combine the
Maximum Principle and the Boundary Harnack Principle. In dimension
three we prove the following structure lemma: there is a countable setD with
locally finitely many accumulation points such that for any neighborhood V
of D near each point of Z \V the boundaries of all nodal domains are graphs
of Lipschitz functions. When the structure lemma is obtained, the rest of the
argument is relatively simple. We choose a ball Br that contains K and such
that Sr = ∂Br does not contain any points of D or any accumulation point
4 ALEXANDER LOGUNOV AND EUGENIA MALINNIKOVA
of D. Applying the boundary Harnack principle for parts of nodal domains
near Sr we conclude that maxSr |f | ≤ CminSr |f |. Then the maximum and
minimum principles for f give the required Harnack inequality.
1.3. Acknowledgments. We are grateful to Dan Mangoubi for explaining
his work [11] to one of us. The present work was mostly carried out when
the first author visited the Department of Mathematical Sciences of the Nor-
wegian University of Science and Technology and the second author visited
Chebyshev Laboratory at St.Petersburg State University. It is a pleasure
to thank both institutions for their support and great working conditions.
The first author was supported by the Chebyshev Laboratory (Department
of Mathematics and Mechanics, St. Petersburg State University) under the
RF Government grant 11.G34.31.0026, and by JSC ”Gazprom Neft”; the
second author was supported by Project 213638 of the Research Council of
Norway.
2. Local division of power series of harmonic functions
In this section we discuss the local division of harmonic functions with
the common set of zeros Z in Ω ⊂ Rn. We show that for any a ∈ Ω there is
a power series fa such that u(x) = v(x)fa(x) as formal power series centered
at a. We take a ∈ Z and assume that a = 0 to simplify the notation.
2.1. Division of Harmonic Polynomials and Formal Power Series.
Let P and Q be polynomials in R[x1, x2, . . . , xn]. We are interested in con-
ditions on P and Q ensuring the divisibility of P by Q. If P is divisible by
Q, then surely Z(Q) ⊂ Z(P ). The converse statement is false in general but
it appears to be true if Q is a homogeneous harmonic polynomial.
Lemma 2.1 (Division Lemma). Suppose Q is a homogeneous harmonic
polynomial and P is a polynomial such that Z(Q) ⊂ Z(P ). Then P = QR
for some R ∈ R[x1, x2, . . . , xn]
Lemma 2.1 follows from Theorem 2 and Lemma 4 in [13]. We outline a
proof in the last section for reader’s convenience.
We extend the division to a general case and divide a real analytic function
by a harmonic function. For the rest of this subsection we suppose that a
real analytic function u and a harmonic function v are given. Consider the
Taylor expansions of u and v at the origin
u =
∞∑
i=k
ui, v =
∞∑
i=l
vi,
where ui and vi denote homogeneous polynomials of degree i and uk and vl
are non-zero polynomials.
Lemma 2.2. If Z(v) ⊂ Z(u), then Z(vl) ⊂ Z(uk).
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Proof. Assume the contrary: let y be a point such that uk(y) 6= 0 and
vl(y) = 0. We may assume uk(y) > 0, so there is an open convex cone
Γ containing y and ε > 0 such that uk(x) > ε|x|
k for any x ∈ Γ. Since
u(x) = uk(x) + o(|x|
k) near the origin, there exists r > 0 such that for any
x ∈ Γ with |x| < r the inequality u(x) > 0 holds.
Clearly, vl is a harmonic polynomial. By the maximum and minimum
principle there exist y+, y− arbitrarily close to y with vl(y+) > 0 and
vl(y−) < 0, take y+, y− within Γ. Consider ty+ and ty−, where t is a
positive real number . If t is small enough, then v(ty+) > 0,v(ty−) < 0,
|ty+| < r and |ty−| < r. Choose t so that the previous four inequalities
hold, then there exists x in the segment connecting ty+ and ty− such that
v(x) = 0. It is clear that x ∈ Γ and |x| < r, therefore u(x) > 0. Thus we
obtained a contradiction with Z(v) ⊂ Z(u). 
Now, we are in a position to divide an analytic function by a harmonic
one as Taylor series.
Lemma 2.3. If a ∈ Z(v) ⊂ Z(u), then there exists a formal power series f
such that u = vf as power series centered at a.
Proof. We may assume that a = 0. By Lemma 2.2 Z(v) ⊂ Z(u) implies
Z(vl) ⊂ Z(uk) and by Lemma 2.1 uk is divisible by vl. The ratio of uk
and vl is a homogeneous polynomial of degree k − l which we denote by
fk−l and put u˜ := u − vfk−l. Note that Z(v) ⊂ Z(u˜) and that the degree
of the first non-zero polynomial in the Taylor expansion of u˜ is at least
k + 1. Using similar division step for u˜ and v (instead of u and v), we
can find a polynomial fk−l+1 such that u˜k+1 = fk−l+1vl. Further we put
˜˜u := u˜ − vfk−l+1, then the degree of the first polynomial in the expansion
of ˜˜u is at least k + 2. Applying this division step infinitely many times we
obtain a formal equality of power series u = vf , where f =
∑∞
j=0 fk−l+j. 
2.2. Estimates of Formal Power Series. In the previous subsection we
obtained the equality of power series u = vf . Next we obtain estimates on
the coefficients of f and show that the series converges to a real analytic
function in some neighborhood of the origin.
We use the usual multi-index notation, α = (α1, α2, ..., αn), αj ∈ Z+,
xα = xα11 x
α2
2 ... x
αn
n ; the set of multi-indices is equipped with the partial
order α ≤ β if αi ≤ βi for each i: 1 ≤ i ≤ n.
Lemma 2.4. Let u =
∑
α
uαx
α, v =
∑
α
vαx
α, f =
∑
α
fαx
α be formal power
series centered at the origin and such that u = vf . Suppose that |vα| ≤ ar
|α|,
|uα| ≤ ar
α for each α and some positive a and r. Assume also |v(k,0,··· ,0)| =
c > 0 and v =
∑
|α|≥k
vα. Then there exist A and R = (R1, R2, · · · , Rn)
depending only on a, c, r, k, and n such that
(2) |fβ| ≤ AR
β (Rβ := Rβ11 R
β2
2 · · ·R
βn
n )
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for any multi-index β. Hence f represents a real analytic function near the
origin.
Denote (k, 0, . . . , 0) by k˜. By the equality of formal power series u = vf
we have
(3) uβ+k˜ =
∑
γ≤β+k˜,|γ|≤|β|
fγvβ+k˜−γ for any multi-index β.
We need an auxiliary proposition which will be used to estimate |fβ|.
Proposition 2.5. For any a0, r > 0 there exist A = A(a0, r) and R =
(R1, R2, . . . , Rn) = R(a0, r) such that for each multi-index β
(4) a0r
|β+k˜| + a0A
∑
γ≤β+k˜,|γ|≤|β|,γ 6=β
Rγr|β+k˜−γ| ≤ ARβ .
We postpone the proof of the Proposition. First, we assume it is true and
show that then Lemma 2.4 holds with A = A(ac−1, r) and R = R(ac−1, r).
We prove (2) by induction with respect to some lexicographic order on multi-
indices.
Consider the set of multi-indices A := {α = (α1, . . . , αn) : αi ∈ Z+} with
the order ≺ defined by
γ ≺ β
def
⇐⇒


γn < βn
γn = βn, γn−1 < βn−1
...
γn = βn, γn−1 = βn−1 · · · γ2 = β2, γ1 < β1.
Then (A,≺) is a well-ordered set.
Proof of Lemma 2.4. Denote by S the set of multi-indices α with |fα| >
ARα. Our goal is to show that S is an empty set. Suppose S is not empty,
then S has the least element in the ordering ≺, denote it by β. Let us write
⋆ instead of the following summation condition γ ≤ β + k˜, |γ| ≤ |β|, γ 6= β;
clearly this condition implies γ ≺ β. Then (3) can be written as
vk˜fβ = uβ+k˜ −
∑
⋆
fγvβ+k˜−γ
Note that |fγ | ≤ AR
γ for any γ ≺ β. Keeping in mind that |vk˜| = c > 0 we
obtain
|fβ| ≤ c
−1|uβ+k˜|+ c
−1
∑
⋆
|fγvβ+k˜−γ | ≤
c−1ar|β+k˜| + c−1
∑
⋆
ARγar|β+k˜−γ|
by (4)
≤ ARβ.
Therefore |fβ| ≤ AR
β and β /∈ S. Thus S is an empty set and the proof is
completed. 
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Proof of Proposition 2.5. We write rα for r
∑
αi , where α = (α1, ..., αn) with
ai ∈ Z. Dividing the both sides of (4) by AR
β, we reduce it to the following
inequality
(5)
a0r
k
A
rβ
Rβ
+ a0r
k
∑
⋆
Rγrβ−γ
Rβ
≤ 1.
The first summand can be made less then 1/2 for all β if we choose A and
R = (R1, ..., Rn) to be sufficiently large so that
a0r
k
A
≤ 1/2 and Ri ≥ r for all i ∈ [1, n].
Therefore it suffices to achieve
∑
⋆
Rγrβ−γ
Rβ
≤
1
2a0rk
to make the inequality (5) true. By ⋆ we have βi ≥ γi for any i ∈ [2, n] and
|β| ≥ |γ|; denote βi − γi by δi and |β| − |γ| by δ. It’s easy to see that
(6)
∑
⋆
Rγrβ−γ
Rβ
≤
∑
•
(
R1
R2
)δ2 (R1
R3
)δ3
. . .
(
R1
Rn
)δn ( r
R1
)δ
,
where • is the following condition:
δ, δ2, δ3, . . . , δn ∈ Z+, δ +
∑
i≥2
δi > 0.
Note that the right hand side of (6) is the product of geometric progressions
without the first term 1. Therefore
∑
•
(
R1
R2
)δ2 (R1
R3
)δ3
. . .
(
R1
Rn
)δn ( r
R1
)δ
=
1
1− R1R2
1
1− R1R3
. . .
1
1− R1Rn
1
1− rR1
− 1.
And the last expression can be made arbitrarily small by a proper choice of
R (we can take r << R1, R1 << R2 = R3 = .. = Rn). 
2.3. Division by a harmonic function. Lemma 2.4 together with Lemma
2.3 gives us the following theorem.
Theorem 2.6. Suppose u is a real-analytic function and v is a harmonic
function, both functions are defined in some domain Ω ⊂ Rn, n ≥ 2. If
Z(v) ⊂ Z(u), then there exist a real-analytic function f in Ω such that
u = vf .
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Proof. Indeed, for any x0 ∈ Ω we know that the Taylor series at x0 of v
is a divisor of a Taylor series at x0 of u. The only obstacle is to show
that formal power series f = u/v centered at x0 has a positive radius of
convergence; and here Lemma 2.4 comes into play. Represent v as a sum
of monomials: v =
∑
vα(x− x0)
α. If v is not identically zero, we can take
k ≥ 0 such that vα = 0 for any multi-index α with |α| < k and there is
α with |α| = k: vα 6= 0. Further, we can rotate the coordinate axes to
obtain v(k,0,...,0) 6= 0 and apply Lemma 2.4. Finally the estimate (2) implies
the absolute convergence of the power series of f in some neighborhood of
x0. 
2.4. Maximum and Minimum Principle for ratios of harmonic func-
tions. Let u and v be harmonic in Ω and such that Z(u) ⊃ Z(v). We already
know that there exists a real analytic in Ω function f such that u = fv.
Theorem 2.7. Let f be as above. Then f enjoys the maximum and mini-
mum principle, i.e. for any subdomain O ⋐ Ω
max
∂O
f = max
O¯
f & min
∂O
f = min
O¯
f.
Proof. Let M = max∂O f and m = min∂O f . Let D ⊂ Ω be any nodal
domain of v that intersects O. Let Γ0 denote O∩∂D and Γ1 denote D¯∩∂O.
We may assume v is positive in D. It’s clear that mv ≤ u ≤ Mv on Γ1
and surely mv ≤ u ≤ Mv on Γ0 because u and v vanish on Γ0. Therefore
mv ≤ u ≤Mv on D∩O by the standard maximum principle. Hence we have
m ≤ f ≤M everywhere in O¯. Thus max
O¯
f = max
∂O
f and min
O¯
f = min
∂O
f . 
Remark 2.8. The maximum principle for ratios of harmonic functions is
strict, i.e. a local maximum or minimum can not be attained at an interior
point unless f is a constant function. In order to prove it one can show that
if f = 0 at some interior point, then f changes a sign. The last claim can
be proved with the help of Proposition 4.2.
3. Harnack Inequality for the ratios of harmonic in R3 and
Gradient Estimate
In this section we prove Theorem 1.1 and then deduce Theorem 1.2. We
fix a harmonic function w in a subdomain Ω of R3.
3.1. Structure of the nodal set of harmonic function in dimension
three. Let Z = Z(w) ⊂ Ω. We say that a point x ∈ Z is good if for
each nodal domain Ωi with ∂Ωi ∋ x the following holds: there exists a
neighborhood W of x such that ∂Ωi ∩W can be parametrized by a graph
of a Lipschitz function, i.e. ∂Ωi is Lipschitz in some neighborhood of x. We
say that a point x ∈ Z is a bad point if it is not good.
We have Z = Z0 ∪ Z1, where Z0 = {x : w(x) = 0,∇w(x) 6= 0} and
Z1 = {x : w(x) = 0,∇w(x) = 0}. In some neighborhood of each point of Z0
the nodal set is a smooth surface and all points of Z0 are good; Z1 is the
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critical set of w, it is locally a finite union of analytic curves and a discrete
set of points. We refer here to a general structure theorem for real analytic
varieties of  Lojasiewicz, see [10] or [9, Chapter 6.3]. Consider any analytic
curve Γ in Z1 and for each x ∈ Z denote by d(x) the depth of zero at x,
i.e. d(x) is the degree of the first non-zero homogeneous polynomial in the
Taylor series of w at x. Suppose there is a sequence of points {xi}
∞
i=1 on
Γ converging to an interior point x∞ of Γ such that d(xi) ≥ k for some
k ∈ N, then the real analyticity of w and Γ implies d(x) ≥ k for any x ∈ Γ.
Hence there exists k ∈ N such that d(x) = k for all x ∈ Γ except for at
most a countable set of points on Γ with at most two accumulation points
at the ends of the curve (see also the proof of Lemma 2.4 in [8] for a similar
decomposition of the critical set).
Lemma 3.1. Let x be an interior point of Γ and let U be a neighborhood of
x such that for any y ∈ Γ ∩ U : d(y)=k. Then x is a good point.
The main idea of the proof is to consider the first non-zero term of the
Taylor expansion of w at each point y ∈ Γ∩U , it is a homogeneous harmonic
polynomial of degree k of two variables in the plane orthogonal to Γ at y
and the gradient of this term restricted on the plane is bounded from below
by the (k − 1)st power of the distance to y.
Proof. We assume without loss of generality that x = 0. Let I be an interval
containing zero and let Γ : I → Ω be a parametrization such that Γ(0) =
0,Γ(t) = (x(t), y(t), t), Γ′(0) = (0, 0, 1). Assume further that d(Γ(t)) = k
for each t ∈ (−r, r). Let pt(x, y, z) be the kth Taylor polynomial of w at the
point Γ(t),
w(x, y, z) = pt(x− x(t), y − y(t), z − t) + qt(x− x(t), y − y(t), z − t),
where qt is the remainder in the Taylor expansion. By the classical estimates
of the derivatives of harmonic functions we have |qt(X)| ≤ C|X|
k+1 and
|∇qt(X)| ≤ C|X|
k for |X| small enough uniformly in t, here X denotes
(x, y, z). Clearly, pt is a homogeneous harmonic polynomial of degree k
whose coefficients are real analytic in t.
Fix some point t0 ∈ (−r, r) and let v0 = ∇Γ(t0) = (x
′(t0), y
′(t0), 1) be the
tangent vector to Γ at Γ(t0). Let f be some partial derivative of w of order
k − 1, f = ∂αw, |α| = k − 1. Then f(Γ(t)) = 0 when −r < t < r and there-
fore 〈∇f(Γ(t0)), v0〉 = 0. On the other hand (∇f)(Γ(t0)) = ∇(∂
αpt0)(0) and
all partial derivatives of pt0 of order k are constants. Hence 〈∇∂
αpt0 , v0〉 =
0. We know that pt0(ξ) is a homogeneous polynomial of order k. Then
〈∇p(ξ), v0〉 is a homogeneous polynomial of order k − 1 and it can be writ-
ten as
∑
|α|=k−1 cαξ
α. The coefficient cα of that polynomial is equal to
(α!)−1∂α〈∇pt0 , v0〉 = 0. Therefore p(ξ) does not depend on 〈ξ, v0〉 (i.e.
pt0(ξ + sv0) = pt0(ξ) for any s ∈ R). In other words, p(ξ) is actually a ho-
mogeneous harmonic polynomial of degree k of two variables in appropriate
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coordinates. Then there exists an orthogonal basis {a(t0), b(t0), v(t0)} such
that p(t0)(X) = c(t0)Re
{
(〈X, a(t0)〉+ i〈X, b(t0)〉)
k
}
, c(t0) 6= 0.
We may choose a(t), b(t), c(t) to be real analytic functions in t, when |t| is
small enough, with |c(t)| > c0 > 0. We denote v(t) = ∇Γ(t) = (x
′(t), y′(t), 1)
and remark that |v(t)| < 1+ δ for small |t|. The projections of a(t) and b(t)
onto the plane {z = 0} are denoted by a1(t) and b1(t) respectively. We
will also need the matrix A(t) ∈ M2 which is the inverse of the matrix
[a1(t), b1(t)], it exists when t is small enough and depends analytically on t.
Our aim is to show that each nodal domain of w near the origin is a
Lipschitz domain. We will perform some diffeomorphic changes of variables
to simplify the geometry of the nodal set near zero. From this point we
don’t use the fact that the function w is harmonic.
First, let us consider the map F (x, y, z) = (x + x(z), y + y(z), z) defined
on some neighborhood U ⊂ R2 × [−r, r] of the origin; clearly it is a diffeo-
morphism. We define w1 = w ◦ F . Then w1 vanishes on the z-axis with all
its derivatives up to order k − 1. Let X = (x, y, z), we have
w1(x, y, z+ t) = pt(x+x(z+ t)−x(t), y+ y(z+ t)− y(t), z)+O(|X|
k+1) =
pt(x+ x
′(t)z, y + y′(t)z, z) +O(|X|k+1), |X| → 0.
Further, we have
pt(x+ x
′(t)z, y + y′(t)z, z) =
c(t)Re
{
(〈(x, y, 0) + zv(t), a(t)〉 + 〈(x, y, 0) + zv(t), b(t)〉)k
}
.
Taking into account that a(t) and b(t) are orthogonal to v(t), we conclude
that w1(x, y, z + t) = c(t)Re{((X, a1(t)) + i(X, b1(t)))
k} + Qt(X), where
|Qt(X)| ≤ C|X|
k+1 and |∇Qt(X)| ≤ C|X|
k.
Next let G(x, y, z) = (A(z)(x, y), z); it is a diffeomorphism in a neighbor-
hood of the origin, we consider w2(x, y, z) = c
−1(z)(w1 ◦ G)(x, y, z). Then
w2 vanishes on (0, 0, z) for small z with all its derivatives of order up to k−1
and kth Taylor polynomial of w2 at each point (0, 0, z) is Re(x + iy)
k. It
suffices to show that the nodal domains of w2 are Lipschitz near the origin.
Let us fix z0 and consider the plane (x, y, z0); the restriction of w2 to
this plane has the form Re(x+ iy)k+ q˜z0(x, y) where the remainder satisfies
|∇q˜z0(x, y)| ≤ C(x
2 + y2)k/2, while the gradient of the main term is greater
than or equal to c(x2+y2)(k−1)/2. It means that the gradient of w2 does not
vanish in (B \ {0}) × (−r1, r1), where B is a small enough two-dimensional
ball around the origin.
Let D0 be the nodal domain of w2 in B2s that contains the point (s, 0, 0)
for s > 0 is small enough. Take any φ1, φ2 with 0 < φ1 <
pi
2k < φ2 <
pi
k . We
consider the domain
U = {(x, y, z) : |z| < r0, 0 < x < x0, x tanφ1 < |y| < x tanφ2},
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which consists of two connected components. We want to show that U∪{z =
0} contains ∂D0 ∩ V for some neighborhood V of the origin. Note that for
x0, r0 > 0 small enough, we have
w2(x, x tan φ, z) = x
k(cosφ)−k cos kφ+O(|x|k+1) > 0, |φ| ≤ φ1,
w2(x,±x tan φ2, z) = x
k(cosφ2)
−k cos kφ2 +O(|x|
k+1) < 0, and
∂xw2(x, y, z) ≥ c(|x|
2 + |y|2)(k−1)/2 > 0 in Ω.
Then (∂D0 ∩ Bε) \ ({0, 0, z}) ⊂ Ω, where ε > 0 is small enough. Further,
∂D0 is a graph over the plane (0, y, z), and by the implicit function theorem
if ∂D0 is given by (g(y, z), y, z) then
|∇g(y, z)| ≤ |∇w2(g(y, z), y, z)|/|∂xw2(g(y, z), y, z)| ≤ C, when y 6= 0.
Then g(y, z) is a continuous function differentiable everywhere except for the
line {y = 0} with uniformly bounded derivative, hence it is Lipschitz in Bε.
The argument above shows that there are exactly 2k nodal domains in Bε
and each of them can be represented by a graph of a Lipschitz function. 
The proof above suggests that there exist a neighborhood V the origin
and a diffeomorphism H : V → B such that w(x, y, z) = gk(H(x, y, z)),
where gk(x, y, z) = Re(x + iy)
k. We conjecture that it can be constructed
like in the proof of Kuiper-Kuo theorem in [4], the difference is that one
needs to apply it to an analytic one-parameter family of functions; however
we were not able to find such a construction in the literature.
3.2. Proof of Theorem 1.1. First, Lemma 3.1 implies
Corollary 3.2. The set of bad points in Z ∩V is at most countable set with
a finite number of accumulation points.
This corollary will be used in the proof of the following theorem.
Theorem 3.3. Let u and v be any harmonic in Ω functions with Z(u) =
Z(v) = Z let x0 be a point in Z. Let f be the ratio of u and v. There exists
a positive constant C = C(Z, x0) and a ball Br(x0) ⊂ Ω with center x0 and
some radius r such that
inf
Br(x0)
|f | ≥ C sup
Br(x0)
|f |
Proof. We already know from Theorem 2.6 that f is a continuous function
in Ω. Corollary 3.2 implies that there exists a spherical layer Q := BR(x0) \
Br(x0) with R > r ≥ 0 and BR(x0) ⊂ Ω such that every x ∈ Q∩Z is a good
point. Consider the sphere S of radius r+R2 with center at x0. Let Ωi be any
nodal domain with non-empty intersection with S and let Si denote S ∩Ωi.
Note that Si is compact subset of Q. By the boundary Harnack principle
for Lipschitz domains (we refer the reader to [1], [2, Chapter 8.7], and the
references therein), there exists a constant Ci such that max
Si
|f | ≤ Cimin
Si
|f |.
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Put C :=
∏
i
Ci. It can be easily checked by induction on the number of nodal
domains in Q that
max
S
|f | ≤ Cmin
S
|f |.
By the maximum and minimum principle for harmonic fractions we have
supBr |f | ≤ maxS |f | and infS
|f | ≤ inf
Br
|f |. Thus
sup
Br(x0)
|f | ≤ C inf
Br(x0)
|f |.

Now, Theorem 1.1 follows from the previous theorem and standard com-
pactness arguments.
3.3. Proof of Theorem 1.2. Let Z be a zero set of some harmonic function
w in Ω ⊂ R3. Let x0 ∈ Ω \ Z and define
F0(Z) = {u : Ω→ R : ∆u = 0, Z(u) = Z, u(x0) = w(x0)}.
Clearly for any u with the nodal set Z(u) = Z there exists a constant cu
such that cuu ∈ F0(Z).
Lemma 3.4. Consider a point y ∈ Ω0. There exist a neighborhood Vy of
y, Vy ⊂ Ω0, and positive constants Ay, Ry such that for any x ∈ Vy the
inequality
|Dα(f)|
α!
(x) ≤ AyR
|α|
y
holds whenever f = u/v for some u, v ∈ F0(Z).
Proof. To simplify the notation let y = 0. By Theorem 1.1 there exist a
constant C = C(y,w) and a neighborhood V of 0 such that 1C ≤ |
u
w |(x) ≤ C
and 1C ≤ |
v
w |(x) ≤ C for any x ∈ V . Let M = supV |w|, then |u| and |v|
are bounded by CM in V . By the standard Cauchy estimates, there exist
positive numbers a = a(y,w) and r = r(y,w) such that
(7) |uα| ≤ ar
|α| and |vα| ≤ ar
|α|.
Let w =
∞∑
i=k
wi be the decomposition of w into the sum of homogeneous
harmonic polynomials and let wk be the non-zero polynomial of the least
degree k. Let us rotate the coordinate lines to make w(k,0,...,0) 6= 0. Let
further u =
∞∑
i=l
ui and v =
∞∑
i=m
vi be analogous sums for u and v. By
Lemma 2.2 we have Z(wk) = Z(ul) = Z(vm), then Lemma 2.1 implies
k = l = m and uk = c1wk, vk = c2wk, where c1, c2 are non-zero constants.
By l’Hoˆpital’s rule
v(k,0,...,0)
w(k,0,...,0)
= vw (0). Since
1
C ≤ |
v
w |(x) ≤ C, we have
|v(k,0,...,0)| ≥ C
−1|w(k,0,...,0)|. Now we are in position to apply Lemma 2.4,
the constants Ay, Ry depend on y,w but does not depend on u and v.

ON RATIOS OF HARMONIC FUNCTIONS 13
Now our main result is a straightforward consequence of the previous
lemma and a standard compactness argument.
Proof of Theorem 1.2. Real analyticity of f was proved in Theorem 2.6.
Lemma 2.3 claims that for any y there exist Ay and Ry such that
|Dαf(y)|
α! ≤
AyR
α
y for any multi-index α. Since f is real-analytic, then there exist a
neighborhood of y denoted by Vy such that
|Dαf(x)|
α! ≤ A˜y(R˜y)
α for any
x ∈ Vy. Note that K ⊂
⋃
y∈K
Vy. Since K is a compact set, there exist a finite
set {y1, y2 . . . , ym} such that K ⊂
⋃
i∈{1,...,m}
Vyi . Take A := max
i
{A˜yi} and
R := max
i
{R˜yi}. 
4. Concluding remarks
4.1. Nodal sets of harmonic functions and harmonic polynomials.
It is an interesting question to which extend the nodal set of a harmonic
function (or more generally of a solution to some elliptic equation) resem-
bles the nodal set of its first non-zero homogeneous polynomial. We refer
the reader to [8] and references therein. In dimension two the nodal set of
harmonic functions and solutions to elliptic equations locally look like reg-
ular intersections of curves. In higher dimensions we implicitly used some
information on the nodal sets to divide harmonic functions sharing the same
zeros in Rn and prove that most of the points of the nodal set in dimension
three are good. However the following example shows that starting from
dimension three the nodal sets may have complicated local geometry.
Example 4.1. Let H(x, y, z) = x2− y2+ z3− 3x2z, clearly it is a harmonic
polynomial. The intersection of its nodal set with a plane {0, 0, z} is the
union of two orthogonal lines when z = 0 and of two hyperbolas for z 6= 0.
There are only two nodal domains Ω1 and Ω2 (not four like for the case of
x2 − y2) and those nodal domains are not Lipschitz. Moreover the Harnack
chain condition does not hold for Ω1,2 (see [1, 6] for the definition). We
don’t know if the boundary Harnack principle is valid for Ω1,2.
4.2. Differential equation for the ratio. One can think about the ratio
f as a positive solution of the following second order degenerate elliptic
equation
div(v2∇f) = 0.
Unfortunately the coefficient is very singular, v2 does not belong to the
Muckenhoupt class A2 when v changes sign, and we are not able to apply
the Harnack inequality for degenerate elliptic operators with A2 condition on
weight (see [7]) here. It would be interesting to see if one can use harmonicity
of v to obtain Harnack inequality for positive solutions of such equations in
R
n. A more delicate equation for the log f was used in [11] in dimension 2.
Another interesting question is when the equation above admits any non-
trivial positive solutions and how large this family may be.
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4.3. Zeroes and Division of Real-valued Polynomials in Several
Variables. We suggest a proof of Lemma 2.1 in this subsection. The follow-
ing division follows from general results in algebraic geometry, we borrowed
it from [12, Chapter 5].
Lemma (Division Lemma, Mateu, Orobitg, Verdera). Let Q and P be poly-
nomials in R[x1, x2, . . . , xn]. Suppose that H
n−1(Z(P ) ∩ Z(Q)) > 0 and Q
is irreducible. Then there is R ∈ R[x1, x2, . . . , xn] such that P = QR.
We are going to replace irreducible polynomial Q by a homogeneous har-
monic one to prove Lemma 2.1.
We write S ⊏ T in case sets S, T ⊂ Rn satisfy Hn−1(S \ T ) = 0. Lemma
2.1 follows from two propositions below.
Proposition 4.2. If Q is a non-zero homogeneous harmonic polynomial and
Q1 is a non-constant divisor of Q, then Q1 changes sign and H
n−1(Z(Q1)) >
0.
Proposition 4.3. Suppose polynomials P and Q enjoy the following prop-
erties:
(1) Z(Q) ⊏ Z(P ),
(2) If Q1 is a non-constant divisor of Q, then Q1 changes sign.
Then P is divisible by Q.
Proof of Proposition 4.2. If Q1 changes sign, then H
n−1(Z(Q1)) > 0 (see
also the dimension lemma in [12, Chapter 5]). We may therefore assume
Q1 ≥ 0 and try to obtain a contradiction. Let Q = Q1Q2 then clearly,
Q2Q = Q1Q
2
2 ≥ 0. The degree of Q2 is strictly less then the degree of Q.
Since a homogeneous harmonic polynomial is orthogonal on sphere to any
polynomial of smaller degree,
∫
Sr
Q2(x)Q(x)dσ(x) = 0, where Sr is the (n−1)-
dimensional sphere with center 0 and some radius r, σ is the surface Lebesgue
measure. Keeping in mind that Q2Q ≥ 0 we obtain Q2Q = 0 a.e. on Sr.
Since r is an arbitrary positive number, Q2Q ≡ 0. We therefore have Q1 ≡ 0
and a contradiction is obtained (Q1 is a non-constant polynomial). 
Proof of Proposition 4.3. If P or Q is a constant function, then the state-
ment is trivial. We argue by induction on the degree of Q. Consider any
irreducible non-constant divisor of Q and denote it by Q1. We know that
Z(Q1) ⊂ Z(Q) ⊏ Z(P ) and that H
n−1(Z(Q1)) > 0, hence H
n−1(Z(P ) ∩
Z(Q1)) > 0. Applying Division Lemma (see above) to P and Q1, we see
that P is divisible by Q1. Put P˜ := P/Q1 and Q˜ := Q/Q1. It’s clear that
Q˜ enjoys the property (2).
Now, we want to show that Z(Q˜) ⊏ Z(P˜ ). Assume it is not true, i.e.,
Hn−1(Z(Q˜)\Z(P˜ )) > 0. Clearly Z(P ) = Z(P˜ )∪Z(Q1), and by the property
(1), Hn−1(Z(Q) \ Z(P )) = 0. Hence Hn−1(Z(Q \Q1) ∩ Z(Q1)) > 0. Then
by Lemma 4.3, Q1|(Q/Q1) and Q
2
1|Q, which contradicts to the property (2).
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We see that P˜ and Q˜ enjoy the properties (1) and (2), since the degree
of Q˜ is less than the degree of Q we obtain P˜ = Q˜R and then P = QR. 
Remark 4.4. A mind-reader might see that in Theorem 2.6 we can replace
Z(v) ⊂ Z(u) by Z(v) ⊏ Z(u):
Suppose u is a real-analytic function and v is a harmonic function, both
functions are defined in some domain Ω ⊂ Rn, n ≥ 2. If Z(v) ⊏ Z(u), then
there exist a real-analytic function f in Ω such that u = vf .
Actually Z(v) ⊏ Z(u) implies Z(v) ⊂ Z(u) if v is harmonic and u is real
analytic. The previous remark was done on purpose: if we apply it several
times we can obtain the following theorem.
Theorem 4.5. Suppose u is a real-analytic function and v1, v2, . . . , vk are
harmonic functions, all functions are defined in some domain Ω ⊂ Rn,
n ≥ 2. If Z(vi) ⊂ Z(u) for any i ∈ [1, k] and H
n−1(Z(vi) ∩ Z(vj)) = 0 for
i 6= j, then there exist a real-analytic function f in Ω such that u = f
k∏
i=1
vi.
4.4. Real and Complex zeros of harmonic functions. Our results show
that if harmonic functions u and v have the same zero set Z in a ball B ⊂ Rn,
then there zero sets in Cn coincide at least at some complex neighborhood of
a smaller real ball b. Moreover, if a real analytic function vanishes on the zero
set of a harmonic function, then its complex zero set contains all complex
zeroes of the harmonic function in some complex neighborhood. If n = 2 or
3 Theorem 1.2 implies that this neighborhood can be chosen to depend on Z
only and not on u and v, i.e. the real zeros of a harmonic function uniquely
determine its complex zeros in some complex neighborhood. It would be
interesting to prove this directly and see if this neighborhood can be chosen
to depend on Z only in higher dimensions as well.
4.5. Compactness conjecture for harmonic functions with a fixed
zero set. It is a classical fact that a family of positive and harmonic in B1
functions with value 1 at 0 is a normal family. Let Z be any subset of B1.
Consider the set FZ of all harmonic in B1 functions u such that Z(u) = Z
and u(0) = 1. We conjecture that in any dimension FZ is a normal family.
For the dimension n = 2, 3 it follows from the Harnack inequality for ratios
of harmonic functions.
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