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ON THE WELL-POSEDNESS, ILL-POSEDNESS AND
NORM-INFLATION FOR A HIGHER ORDER WATER WAVE MODEL
ON A PERIODIC DOMAIN
X. CARVAJAL, M. PANTHEE, AND R. PASTRA´N
Abstract. In this work we are interested in the well-posedness issues for the initial value
problem associated with a higher order water wave model posed on a periodic domain T.
We derive some multilinear estimates and use them in the contraction mapping argument
to prove local well-posedness for initial data in the periodic Sobolev space Hs(T), s ≥ 1.
With some restriction on the parameters appeared in the model, we use the conserved
quantity to obtain global well-posedness for given data with Sobolev regularity s ≥ 2.
Also, we use splitting argument to improve the global well-posedness result in Hs(T)
for 1 ≤ s < 2. Well-posedness result obtained in this work is sharp in the sense that
the flow-map that takes initial data to the solution cannot to be continuous for given
data in Hs(T), s < 1. Finally, we prove a norm-inflation result by showing that the
solution corresponding to a smooth initial data may have arbitrarily large Hs(T) norm,
with s < 1, for arbitrarily short time.
1. Introduction
Our interest in this work is to study the existence and other qualitative properties of
the solution to the following initial value problem (IVP) posed on a periodic domain Tηt + ηx − γ1ηxxt + γ2ηxxx + δ1ηxxxxt + δ2ηxxxxx + 32ηηx + γ(η2)xxx − 748(η2x)x − 18(η3)x = 0,η(x, 0) = η0(x),
(1.1)
where
γ1 =
1
2
(b+ d− ρ), γ2 = 1
2
(a + c+ ρ), (1.2)
with ρ = b+ d− 1
6
, andδ1 = 14 [2(b1 + d1)− (b− d+ ρ)(16 − a− d)− d(c− a+ ρ)],δ2 = 14 [2(a1 + c1)− (c− a + ρ)(16 − a) + 13ρ], γ = 124 [5− 9(b+ d) + 9ρ]. (1.3)
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The parameters appeared in (1.2) and (1.3) satisfy a + b + c + d = 1
3
, γ1 + γ2 =
1
6
,
γ = 1
24
(5− 18γ1) and δ2 − δ1 = 19360 − 16γ1 with δ1 > 0 and γ1 > 0.
The higher order water wave model (1.1) describes the unidirectional propagation of
water waves was recently introduced by Bona et al. [4] by using the second order ap-
proximation in the two-way model, the so-called abcd−system introduced in [7, 8]. In the
literature, this model is also known as the fifth order KdV-BBM type equation. The IVP
(1.1) posed on the spatial domain R was studied by the authors in [4] considering initial
data in Hs(R) and proved local well-posedness for s ≥ 1. When the parameter γ satisfies
γ = 7
48
, the model (1.1) posed on R possesses hamiltonian structure and the flow satisfies
E(η(·, t)) := 1
2
∫
R
η2 + γ1(ηx)
2 + δ1(ηxx)
2 dx = E(η0). (1.4)
We note that, this conservation law holds in the periodic case as well (see (3.3) below).
This energy conservation (1.4) was used in [4] to prove global well-posedness for s ≥ 2
and low-high splitting technique to get global well-posedness for s ≥ 3
2
. This global
well-posedness result was further improved in [12] for initial data with Sobolev regularity
s ≥ 1. Furthermore, the authors in [12] showed that the well-posedness result is sharp
by proving that the mapping data-solution fails to be continuous at the origin whenever
s < 1.
As mentioned earlier, we are interested in studying the well-posedness issues for the
IVP (1.1) for given data in the periodic Sobolev space Hs(T). Ill-posedness issues are also
considered. To get well-posedness results we use idea from [6] and derive some multilinear
estimates and use contraction mapping principle. To get ill-posedness results we show the
failure of continuity of the flow-map at the origin. This sort of ill-posedness result was
first introduced by Bourgain [11] and further improved/refined by several authors, see for
example [1, 6, 16, 17, 18, 19, 20] and references therein.
Before stating the main results, we record some notations that will be used throughout
this this work. We use C or c to denote various space- and time-independent positive
constants which may be different even in a single chain of inequalities. Given a, b positive
numbers, a . b means that there exists a positive constant C such that a ≤ Cb. We
denote a ∼ b when, a . b and b . a. We will also denote a .λ b or b .λ a, if the
constant involved depends on some parameter λ. Given a Banach space X , we denote
by ‖·‖X the norm in X . We will understand 〈·〉 = (1 + | · |2)1/2. P = C∞(T) denotes
the space of all infinitely differentiable 2π-periodic functions and P′ will denote the space
of periodic distributions, i.e., the topological dual of P. For f ∈ P′ we denote by f̂ the
Fourier transform of f , f̂ =
(
f̂(k)
)
k∈Z
, where
f̂(k) =
1
2π
∫ 2π
0
f(x) e−ikx dx,
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for all integer k. We will use the Sobolev spaces Hs(T) equipped with the norm
‖φ‖Hs = (2π)
1
2
∥∥∥〈k〉sφ̂(k)∥∥∥
ℓ2(Z)
.
We will denote η̂(k, t), k ∈ Z, as the Fourier coefficient of η respect to the variable x.
Here are the main results.
Now we state the first main result of this work that deals with the local well-posedness
for given data in Hs(T) for s ≥ 1.
Theorem 1.1. Let δ1 and γ1 > 0. Then, for any given η0 ∈ Hs(T), s ≥ 1, there exists a
time T := T (‖η0‖Hs) = cs‖η0‖Hs(1+‖η0‖Hs) and a unique solution η ∈ C([0, T ];H
s(T)) of the
IVP (1.1) that depends continuously on the initial data. Moreover, the correspondence
η0 7→ η that associates to η0 the solucion η of the IVP (1.1) is a real analytic mapping of
BR to C([0, T ], H
s(T) ), where for any R > 0, BR denotes the ball in H
s(T) centered at
the origin with radius R and T = T (R) > 0 denotes a uniform existence time for the IVP
(1.1) with η0 ∈ BR.
As in the continuous case, with some restriction on the coefficients of the equation, we
prove the following global well-posedness result in the periodic case too.
Theorem 1.2. Assume δ1, γ1 > 0. Let s ≥ 1 and γ = 748 . Then, the solution of the
IVP (1.1) given by Theorem 1.1 can be extended to arbitrarily large time interval [0, T ].
Hence, the IVP (1.1) with γ = 7
48
is globally well-posed in Hs(T) for s ≥ 1.
We also prove that the well-posedness results obtained in the previous theorems are
sharp by showing that the application data-solution fails to be continuous at the origin
whenever the data is given in Hs(T), s < 1. This is the content of the following theorem.
Theorem 1.3. Given η0 ∈ Hs(T), s < 1, the IVP (1.1) is ill-posed in the sense that
there exists T > 0 such that the flow-map η0 7→ η(t) for any t ∈ (0, T ), constructed in
Theorem 1.1 is discontinuous at the origin from Hs(T) endowed with the topology inducted
by Hs(T) into P′(T).
Finally, we show the following result about norm-inflation which is in accordance to
the third order BBM equation in [5].
Theorem 1.4. For given any s < 1, one can find a sequence of initial data (ηj0)
∞
j=1 ⊂ C∞
such that
ηj0 → 0, as j →∞
in H˙s(T) and a sequence (Tj)
∞
j=1 of positive times with Tj → 0 and j → ∞ such that if
ηj(x, t) is the solution corresponding to the initial data η
j
0, then for all j = 1, 2, · · ·
‖η(·, Tj)‖H˙s(T) ≥ j.
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2. Local Theory in Hs(T) for s ≥ 1
In this section, we address the local well-posedness for the IVP (1.1), for given data
in the periodic Sobolev spaces Hs(T) with s ≥ 1, using multilinear estimates combined
with a contraction mapping argument. We write (1.1) in an equivalent integral equation
format. Taking the Fourier transform of equation in (1.1) with respect to the spatial
variable, we get, for all integer k
η̂t+ ikη̂+γ1k
2η̂t− iγ2k3η̂+ δ1k4η̂t+ iδ2k5η̂+ 3
4
ikη̂2− iγk3η̂2− 1
8
ikη̂3− 7
48
ikη̂2x = 0. (2.1)
The equation (2.1) can be simplified further to
i(1 + γ1k
2 + δ1k
4)η̂t = k(1− γ2k2 + δ2k4)η̂ + k
4
(3− 4γk2)η̂2 − 1
8
kη̂3 − 7
48
kη̂2x . (2.2)
Since γ1, δ1 are positive constants, the fourth-order polynomial
ϕ(k) := 1 + γ1k
2 + δ1k
4, (2.3)
is strictly positive. Similarty to [4], we define three Fourier multiplier operators φ(∂x),
ψ(∂x) and τ(∂x) via their symbols
φ̂(∂x)f(k) := φ(k)f̂(k), ψ̂(∂x)f(k) := ψ(k)f̂(k) and τ̂(∂x)f(k) := τ(k)f̂(k),
(2.4)
where
φ(k) :=
k(1− γ2k2 + δ2k4)
ϕ(k)
, ψ(k) :=
k
ϕ(k)
and τ(k) :=
k(3− 4γk2)
4ϕ(k)
. (2.5)
Then, in view of these definitions and (2.2), the IVP (1.1) can be written in the following
way  iηt = φ(∂x)η + τ(∂x)η
2 − 1
8
ψ(∂x)η
3 − 7
48
ψ(∂x)η
2
x,
η(x, 0) = η0(x).
(2.6)
Consider now the linear homogeneous IVP associated to (2.6){
iηt = φ(∂x)η,
η(x, 0) = η0(x).
(2.7)
Let S be the unitary group in Hs(T), s ∈ R, generated by the operator −iφ(∂x). It is
known that the solution of the IVP (2.7) is given by
η(t) = S(t)η0 , where Ŝ(t)η0(k) = e
−iφ(k)tη̂0(k) (2.8)
and, for all t ≥ 0
‖S(t)η0‖Hs = ‖η0‖Hs . (2.9)
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Using Duhamel’s principle, the IVP (2.6) is equivalent to
η(x, t) = S(t)η0 − i
∫ t
0
S(t− t′)
(
τ(∂x)η
2 − 1
8
ψ(∂x)η
3 − 7
48
ψ(∂x)η
2
x
)
(x, t′) dt′ . (2.10)
In what follows, our objective is to solve the integral equation (2.10) using the contrac-
tion mapping principle.
2.1. Multilinear Estimates. In this subsection we derive some multilinear estimates
which will be useful in the proof of the local well-posedeness result. For motivation, we
recall the “sharp” bilinear estimate proved in [6] in the context of the third order BBM
equation. Here, we will adapt ideas developed in [6] to address the fifth order model under
consideration.
Proposition 2.1. Let u, v ∈ Hs(T) and s ≥ 0. Then
‖ω(∂x)(u v)‖Hs .s ‖u‖Hs‖v‖Hs , (2.11)
where ω(∂x) is the Fourier multiplier operator defined by ω̂(∂x)u(k) = ω(k)û(k) with
ω(k) =
|k|
(1 + k2)
. (2.12)
The estimate (2.11) is not valid for s < 0.
Proof. Expressing ω(∂x)uv in terms of Fourier transformed variables and using duality
and a polarization argument, one may write (2.11) in the equivalent form∣∣∣∑
k∈Z
∑
j∈Z
|k|〈k〉s
(1 + k2)〈j〉s〈k − j〉s â(j)̂b(k − j)ĉ(k)
∣∣∣ . ‖a‖L2‖b‖L2‖c‖L2 , (2.13)
where â(k) = 〈k〉sû(k), b̂(k) = 〈k〉sv̂(k) and ĉ(k) = 〈k〉−sĝ(k). For s ≥ 0, 〈k〉s .
〈j〉s〈k − j〉s. In consequence, the term 〈k〉s/〈j〉s〈k − j〉s is bounded and may be ignored.
Define ĉ1(k) =
|k|
1+k2
ĉ(k). With this notation, the left-hand side of (2.13) is simply 〈â∗b̂, ĉ1〉.
Set â1(k) = â(−k) for all k ∈ Z. Then,
〈â ∗ b̂, ĉ1 〉 = 〈â1 ∗ ĉ1, b̂ 〉,
and using the Cauchy-Schwarz inequality and Young’s inequality we have that
〈â1 ∗ ĉ1, b̂ 〉 ≤ ‖â1 ∗ ĉ1‖ℓ2‖b̂‖ℓ2 ≤ ‖â1‖ℓ2‖ĉ1‖ℓ1‖b̂‖ℓ2
≤ ‖â‖ℓ2
∥∥∥∥ k1 + k2
∥∥∥∥
ℓ2
‖ĉ‖ℓ2‖b̂‖ℓ2 . ‖â‖ℓ2‖b̂‖ℓ2‖ĉ‖ℓ2 .
(2.14)
Using Plancherel’s identity, the estimate (2.14) finishes the proof of (2.11).
If s < 0, let â, b̂ and ĉ be the characteristic functions of the subsets {N − 1, N,N +1},
{−N − 1,−N,−N + 1} and {−1, 0, 1} respectively for some N ∈ Z. Then the left-hand
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side of (2.13) behaves as N−2s, while the right-hand side is a constant independent of N .
Hence, if s < 0, no matter how large is the implied constant, (2.11) fails for N ≫ 1. 
Proposition 2.2. Let τ(∂x) be the operator as defined in (2.5). Then, for any s ≥ 0, the
following estimates hold
‖τ(∂x)(η1η2)‖Hs .s ‖η1‖Hs‖η2‖Hs, (2.15)
‖∂xτ(∂x)(η1η2)‖H1 . ‖η1‖H1‖η2‖H1. (2.16)
Proof. Since γ1 and δ1 are positive constants, there exists a constant C such that τ(k) ≤
Cω(k) for all k ∈ Z. In view of this observation, the estimate (2.15) is consequence of
the inequality (2.11). In order to prove (2.16), from definition of operator τ(∂x), we have
that there exists a constant C such that
|kτ(k)| =
∣∣∣ k2(3− 4γk2)
4(1 + γ1k2 + δ1k4)
∣∣∣ ≤ C.
Hence, since H1 is an algebra, we get
‖∂xτ(∂x)(η1η2)‖H1 = (2π)1/2
∥∥∥〈k〉k τ(k)(̂η1η2)(k)∥∥∥
ℓ2
≤ (2π)1/2C
∥∥∥〈k〉(̂η1η2)(k)∥∥∥
ℓ2
= C‖η1η2‖H1 . ‖η1‖H1‖η2‖H1 .

Proposition 2.3. Let ψ(∂x) be the operator as defined in (2.5). Then for any s > 1/2,
the following estimates hold
‖ψ(∂x)(η1η2η3)‖Hs .s ‖η1‖Hs‖η2‖Hs‖η3‖Hs , (2.17)
‖∂xψ(∂x)(η1η2η3)‖H1 . ‖η1‖H1‖η2‖H1‖η3‖H1. (2.18)
Proof. Observe that |ψ(k)| . ω(k) for all k ∈ Z. Then, inequality (2.11) and the fact
that Hs(T) is a Banach algebra for s > 1/2 imply that
‖ψ(∂x)(η1η2η3)‖Hs = (2π)1/2
∥∥∥ψ(k) ̂(η1η2η3)(k)∥∥∥
l2
. ‖ω(∂x)(η1η2η3)‖Hs
.s ‖η1‖Hs‖η2η3‖Hs .s ‖η1‖Hs‖η2‖Hs‖η3‖Hs .
To prove (2.18), from definition of operator ψ(∂x), we have that there exists a constant
C such that
|kψ(k)| =
∣∣∣ k2
1 + γ1k2 + δ1k4
∣∣∣ ≤ C.
Exploring the property that H1 is an algebra, one gets
‖∂xψ(∂x)(η1η2η3)‖H1 = (2π)1/2
∥∥∥〈k〉k ψ(k) ̂(η1η2η3)(k)∥∥∥
ℓ2
≤ (2π)1/2C
∥∥∥〈k〉 ̂(η1η2η3)(k)∥∥∥
ℓ2
= C‖η1η2η3‖H1 . ‖η1‖H1‖η2‖H1‖η3‖H1 .

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Proposition 2.4. Let ψ(∂x) be the operator as defined in (2.5). Then for any s ≥ 1, the
following estimate hold
‖ψ(∂x)[(η1)x(η2)x]‖Hs .s ‖η1‖Hs‖η2‖Hs , (2.19)
‖∂xψ(∂x)[(η1)x(η2)x]‖H1 . ‖η1‖H1‖η2‖H1 . (2.20)
Proof. Note that 〈k〉ψ(k) . ω(k) for all k ∈ Z. Using Proposition 2.1 with s− 1 ≥ 0 we
have that
‖ψ(∂x)[(η1)x(η2)x]‖Hs = (2π)1/2
∥∥∥〈k〉sψ(k) ̂[(η1)x(η2)x](k)∥∥∥
ℓ2
. (2π)1/2
∥∥∥〈k〉s−1ω(k) ̂[(η1)x(η2)x](k)∥∥∥
ℓ2
= ‖ω(∂x)[(η1)x(η2)x]‖Hs−1 .s ‖(η1)x‖Hs−1‖(η2)x‖Hs−1 .s ‖η1‖Hs‖η2‖Hs.
To show (2.20), from definition of operator ψ(∂x), we have that there exists a constant C
such that
|〈k〉k ψ(k)| = 〈k〉k
2
1 + γ1k2 + δ1k4
≤ C |k|
1 + k2
= C ω(k).
Thus, using inequality (2.11), we obtain
‖∂xψ(∂x)[(η1)x(η2)x]‖H1 = (2π)1/2
∥∥∥〈k〉k ψ(k) ̂[(η1)x(η2)x](k)∥∥∥
ℓ2
. (2π)1/2
∥∥∥ω(k) ̂[(η1)x(η2)x](k)∥∥∥
ℓ2
= ‖ω(∂x)[(η1)x(η2)x]‖L2 . ‖(η1)x‖L2‖(η2)x‖L2 . ‖η1‖H1‖η2‖H1.

2.2. Proof of local well-posedness. In this subsection, we use the linear and non-
linear estimates derived above to prove the local well-posedness result stated in Theorem
1.1.
Proof of Theorem 1.1. Let η0 ∈ Hs(T) and s ≥ 1. We define the application
Ψη(x, t) = S(t)η0 − i
∫ t
0
S(t− t′)
(
τ(∂x)η
2 − 1
8
ψ(∂x)η
3 − 7
48
ψ(∂x)η
2
x
)
(x, t′) dt′ ,
for each η ∈ C([0, T ];Hs(T)). As remarked before S(t) is an unitary group in Hs(T) (see
(2.9)) and therefore
‖Ψη‖Hs ≤ ‖η0‖Hs + CT
[∥∥τ(∂x)η2 − 1/8ψ(∂x)η3 − 7/48ψ(∂x)η2x∥∥C([0,T ];Hs(T))] . (2.21)
The inequalities (2.15), (2.17) and (2.19) imply that
‖Ψη‖Hs ≤ ‖η0‖Hs + CT
[
‖η‖2C([0,T ];Hs(T)) + ‖η‖3C([0,T ];Hs(T))
]
. (2.22)
In the same way, for η and µ in C([0, T ];Hs(T)) we have that
‖Ψη −Ψµ‖Hs ≤ CT‖η − µ‖C([0,T ];Hs(T))
[
‖η + µ‖C([0,T ];Hs(T))+
∥∥η2 + ηµ+ µ2∥∥
C([0,T ];Hs(T))
]
.
(2.23)
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So, taking the closed ball
Br = {u ∈ C([0, T ];Hs(T)) : ‖u‖C([0,T ];Hs(T)) ≤ r with r = 2‖η0‖Hs}
we have that (2.22) and (2.23) become
‖Ψη‖Hs ≤ ‖η0‖Hs + CT (r2 + r3) , (2.24)
‖Ψη −Ψµ‖Hs ≤ CT‖η − µ‖C([0,T ];Hs(T))(r + r2) , (2.25)
where η, µ ∈ Br. Hence, choosing 0 < T ≤ (2Cr(1 + r))−1 we conclude that Ψη ∈ Br
and Ψ is a contraction on Br . The rest of the proof follows a standard argument. 
Remark 2.1. From the proof of the Theorem 1.1, we can infer the following results.
(i) The maximal existence time T = T (‖η0‖Hs) of the solution satisfies
1
4Cs‖η0‖Hs(1 + 2‖η0‖Hs)
=: T ≤ T, (2.26)
where the constant Cs depends only on s.
(ii) The solution cannot grow too much, this means that
‖η(·, t)‖Hs ≤ r = 2‖η0‖Hs (2.27)
for all t ∈ [0, T ] where T is as above in (2.26).
3. Global Theory in Hs(T) for s ≥ 1
In this section, we derive conserved quantity satisfied by the flow of (1.1) and use it to
obtain an a priori estimate with an objective to extend the local well-posedness result to
the global in time. The present theory countenances the spaces Hs(T), s ≥ 1. However,
we begin with a global well-posedness result in Hs(T) for s ≥ 2.
3.1. Global well-posedness in Hs(T), s ≥ 2. Imposing certain restrictions on the
parameters that appear in (1.1), we derive an a priori estimate in H2(T). For this,
multiply the equation in (1.1) by η, integrate by parts over the spatial domain [0, 2π] to
obtain
1
2
d
dt
∫ 2π
0
(
η2 + γ1η
2
x + δ1η
2
xx
)
dx+ γ
∫ 2π
0
η(η2)xxx dx− 7
48
∫ 2π
0
η(η2x)x dx = 0. (3.1)
Simplifying futher, one gets
1
2
d
dt
∫ 2π
0
(
η2 + γ1η
2
x + δ1η
2
xx
)
dx =
(
γ − 7
48
)∫ 2π
0
η3x dx. (3.2)
From (3.2) it is clear that, if we consider γ = 7
48
, the quantity
E(η(·, t)) := 1
2
∫ 2π
0
η2 + γ1(ηx)
2 + δ1(ηxx)
2 dx, (3.3)
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is conserved by the flow of (1.1). Therefore, from now on, we consider γ = 7
48
and use
(3.3) to obtain an a priori estimate in H2(T). Note that, with this consideration the
equation in (1.1) becomes
ηt+ηx−γ1ηxxt+γ2ηxxx+δ1ηxxxxt+δ2ηxxxxx+3
2
ηηx+γ(η
2)xxx−γ(η2x)x−
1
8
(η3)x = 0. (3.4)
As in the real line case [12], using the conserved quantity (3.3), a standard argument
implies the global well-posedness in Hs(T), s ≥ 2. More precisely, we have the following
result.
Theorem 3.1. Let s ≥ 2 and suppose γ1, δ1 > 0 and γ = 748 . Then the IVP (1.1) is
globally well-posed in Hs(T).
3.2. Global well-posedness in Hs(T), 1 ≤ s < 2. In this subsection complete the
proof the global result stated in Theorem 1.2.
Let γ = 7
48
, 1 ≤ s < 2 and T > 0 be arbitrarily large but finite. Our aim in this part is
to extend the local solution to the IVP (1.1) given by Theorem 1.1 to the time interval
[0, T ]. For this purpose, we plan to use the splitting argument introduced in [10, 11] and
way earlier in [9].
Consider s ≥ 1, N ≫ 1 to be chosen later and split the initial data η0 ∈ Hs(T) in the
low and high frequency part η0 = u0+ v0, with û0 = η̂0χ{|k|≤N}. One can easily show that
u0 ∈ Hδ(T) for any δ ≥ s and v0 ∈ Hs(T) and satisfy the growth conditions
‖u0‖L2(T) ≤ ‖η0‖L2(T),
‖u0‖H˙δ(T) ≤ ‖η0‖H˙s(T)N δ−s, δ ≥ s,
(3.5)
and
‖v0‖Hρ(T) ≤ ‖η0‖Hs(T)Nρ−s, 0 ≤ ρ ≤ s. (3.6)
Now, the low frequency part u0 of η0 is evolved according to the IVPi ut = φ(∂x)u+ F (u),u(x, 0) = u0(x), (3.7)
where F (u) = τ(∂x)u
2 − 1
8
ψ(∂x)u
3 − 7
48
ψ(∂x)u
2
x, and the high frequency part v0 of η0
according to the IVP i vt = φ(∂x)v + F (v + u)− F (u),v(x, 0) = v0(x). (3.8)
Note that, η(x, t) = u(x, t) + v(x, t) solves the original IVP (1.1) in the time interval
where both u and v exist. In what follows, we prove the local well-posedness of the IVP
(3.7) with existence time Tu. Now, fixing the solution u of the IVP (3.7), we prove the
local well-posedness of the IVP (3.8) with existence time Tv. Therefore, taking t0 ≤
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min{Tu, Tv}, we see that η = u + v is solution to the IVP (1.1) in [0, t0] with data in
Hs(T), s ≥ 1. Finally, we iterate this process to cover any given time interval.
From Theorem 1.1 we see that the IVP (3.7) is locally well-posed in Hs(T), s ≥ 1, with
existence time given by Tu =
cs
‖u0‖Hs(1 + ‖u0‖Hs)
. In the following theorem we prove the
local well-posedness of the variable coefficients IVP (3.8).
Theorem 3.2. Assume γ1, δ1 > 0 and u the solution of the IVP (3.7). For any given
v0 ∈ Hs(T), s ≥ 1, there exists Tv = cs
(‖u0‖Hs + ‖v0‖Hs)(1 + ‖u0‖Hs + ‖v0‖Hs)
and a
unique solution v ∈ C([0, Tv];Hs(T)) of the IVP (3.8). Moreover, the solution v depends
continuously on the initial data v0.
Proof. To prove this theorem, first we write the IVP (3.8) in its equivalent integral for-
mulation
v(x, t) = S(t)v0 − i
∫ t
0
S(t− t′)(F (v + u)− F (u))(x, t′) dt′
:= S(t)v0 + h(x, t)
(3.9)
where
F (v + u)− F (u) = τ(∂x)
(
v2 + 2uv
)− 1
8
ψ(∂x)
(
v3 + 3uv2 + 3u2v
)− 7
48
ψ(∂x)
(
v2x + 2vxux
)
.
(3.10)
Let u ∈ C([0, Tu];Hs(T)) be the solution of the IVP (3.7) given by Theorem 1.1 that
satisfies
sup
t∈[0,Tu]
‖u(t)‖Hs(T) . ‖u0‖Hs(T). (3.11)
Consider a := 2‖v0‖Hs(T) and define a ball
XaT = {v ∈ C([0, T ];Hs(T)) : |||v||| := sup
t∈[0,T ]
‖v(t)‖Hs(T) ≤ a}.
Now, we define an application
Φu(v)(x, t) = S(t)v0 − i
∫ t
0
S(t− t′)(F (v + u)− F (u))(x, t′) dt′.
As in the real line case (see [12]), using the inequalities (2.15), (2.17), (2.19) and (3.11),
for T ≤ Tu, one can easily show that the application Φu is a contraction on XaT . The rest
of the proof follows using standard argument, so we omit the details. 
Now, we move to derive a crucial estimate to prove the global well-posedness result.
Lemma 3.1. Let s ≥ 1 and let u be the solution of the IVP (3.7) and v the solution of
the IVP (3.8). Then h = h(u, v) defined in (3.9) is in C([0, t0];H
2(T)). Moreover,
‖u(t0)‖H2(T) . N2−s and ‖h(t0)‖H2(T) . N s−3, (3.12)
where t0 ∼ N−2(2−s).
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Proof. First, note that the energy conservation law (3.3) implies
‖u(t0)‖H2(T) ∼
√
E(u(t0)) =
√
E(u0) ∼ ‖u0‖H2(T) . N2−s. (3.13)
Using (3.9) and (3.10), for 1 ≤ δ ≤ s, one obtains
‖h(t0)‖Hδ(T) ≤
∫ t0
0
‖F (v + u)− F (u)‖Hδ(T) dt′
≤
∫ t0
0
(∥∥τ(∂x)(v2 + 2uv)∥∥Hδ(T) + 18∥∥ψ(∂x)(v3 + 3uv2 + 3u2v)∥∥Hδ(T)
+
7
48
∥∥ψ(∂x)(v2x + 2uxvx)∥∥Hδ(T)) dt′.
(3.14)
Applying the estimates (2.15), (2.17) and (2.19), one has
‖h(t0)‖Hδ(T) .
∫ t0
0
‖v‖Hδ(T)
(‖u‖2Hδ(T)+‖u‖Hδ(T)+‖u‖Hδ(T)‖v‖Hδ(T)+‖v‖Hδ(T)+‖v‖2Hδ(T))dt′.
(3.15)
Note that, from local theory one has ‖u‖Hδ(T) . ‖u0‖Hδ(T) and ‖v‖Hδ(T) . 2‖v0‖Hδ(T).
Taking consideration of (3.5) and (3.6) one can conclude that ‖u‖Hδ(T) . 1 and ‖v‖Hδ(T) .
N δ−s. Hence, taking δ = 1, we obtain for s ≥ 1,
‖h(t0)‖H1(T) .
∫ t0
0
(
N1−s +N2(1−s) +N3(1−s)
)
dt′
= t0
(
N1−s +N2(1−s) +N3(1−s)
)
∼ N−2(2−s)
(
N1−s +N2(1−s) +N3(1−s)
)
. N s−3.
(3.16)
Now, using the estimates (2.16), (2.18) and (2.20), one gets
‖∂xh(t0)‖H1(T) .
∫ t0
0
‖v‖H1(T)
(‖u‖2H1(T)+‖u‖H1(T)+‖u‖H1(T)‖v‖H1(T)+‖v‖H1(T)+‖v‖2H1(T))dt′.
(3.17)
Similarly to (3.16), one can easily get
‖∂xh(t0)‖H1(T) . N s−3. (3.18)
Finally, from (3.16) and (3.18), we obtain
‖h(t0)‖H2(T) ∼ ‖h(t0)‖H1(T) + ‖∂xh(t0)‖H1(T) . N s−3, (3.19)
and this completes the proof. 
Now we prove the following result that will complete the proof of Theorem 1.2.
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Theorem 3.3. Let γ1, δ1 > 0, γ =
7
48
and 1 ≤ s < 2 be given. Then the IVP (1.1) is
globally well-posed in the sense that, for any T > 0, the solution given by Theorem 1.1
can be extended to any time interval [0, T ]. Moreover, the solution satisfies
η(t)− S(t)η0 ∈ H2(T), for all time t ∈ [0, T ] (3.20)
and
sup
t∈[0,T ]
‖η(t)− S(t)η0‖H2(T) . (1 + T )2−s, (3.21)
where S(t) was defined in (2.9).
Proof. Let η0 ∈ Hs(T), 1 ≤ s < 2 and T > 0 be given. We decompose the given data
η0 = u0 + v0 in low and high frequency parts satisfying the growth estimates (3.5) and
(3.6), respectively.
The low frequency part u0 and the high frequency part v0 are evolved according to the
IVPs (3.7) and (3.8) respectively. Theorems 1.1 and 3.2, guarantee the existence of the
solutions u and v. In this way the sum η = u + v solves the IVP (1.1) in the common
time interval of existence of u and v.
Using (3.3) and (3.5), we find that
E(u(t)) = E(u0) ∼ ‖u0‖2H2(T) . N2(2−s). (3.22)
The local existence time in H2(T), given by Theorem 1.1, can be estimated by
Tu =
cs
‖u0‖H2(T)
(
1 + ‖u0‖H2(T)
)
&
cs
N2−s(1 +N2−s)
&
cs
N2(2−s)
:= t0.
(3.23)
Since
(‖u0‖Hs(T)+‖v0‖Hs(T))(1+‖u0‖Hs(T)+‖v0‖Hs(T)) . ‖η0‖Hs(T)(1+‖η0‖Hs(T)) = Cs,
one has
Tv =
cs(‖u0‖Hs(T) + ‖v0‖Hs(T))(1 + ‖u0‖Hs(T) + ‖v0‖Hs(T)) ≥ csCs ≥ t0. (3.24)
Using the estimates (3.23) and (3.24) one can infer that the solutions u and v are
both defined in the same time interval [0, t0]. Also, from the inequality (3.22) we get the
following bound on t0
t0 .
1
E(u0)
. (3.25)
From (3.9), we see that the solution η at the time t = t0 ∼ N−2(2−s), is given by
η(t0) = u(t0) + v(t0) = u(t0) + S(t0)v0 + h(t0) := u1 + v1, (3.26)
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where
u1 := u(t0) + h(t0) and v1 := S(t0)v0. (3.27)
Now, at the time t0 we consider the new initial data u1 and v1, and evolve according
to the IVP (3.7) and (3.8), respectively, and continue iterating this process. In each step
of iteration we take the decomposition of the initial data as in (3.27). Hence v1, · · · ,
vk = S(kt0)v0 have the same H
s(T)-norm as that of v0, i.e., ‖vk‖Hs(T) = ‖v0‖Hs(T). To
continue with the iteration argument, we expect that u1, · · · , uk have the same growth
estimate as that satisfied by u0. This will ensure the existence time in each iteration step
has length t0. In this way, we can extend the solution to any given time interval [0, T ].
As in the real line case (see [12]), we complete this process using induction argument.
For the sake of clarity, we provide details considering k = 1, the other values k follows a
similar argument. To accomplish this process we employ the energy conservation (3.3).
In fact, one has
E(u1) = E(u(t0) + h(t0)) = E(u(t0)) +
(
E(u1)−E(u(t0))
)
. (3.28)
Then, using Lemma 3.1, one can easily obtain
E(u1)− E(u(t0)) =
∫ 2π
0
u(t0)h(t0)dx+
1
2
∫ 2π
0
h(t0)
2dx+ γ1
∫ 2π
0
ux(t0)hx(t0)dx
+
γ1
2
∫ 2π
0
hx(t0)
2dx+ δ1
∫ 2π
0
uxx(t0)hxx(t0)dx+
δ1
2
∫ 2π
0
hxx(t0)
2dx
≤ ‖u(t0)‖L2(T)‖h(t0)‖L2(T) +
1
2
‖h(t0)‖2L2(T) + γ1‖ux(t0)‖L2(T)‖hx(t0)‖L2(T)
+
γ1
2
‖hx(t0)‖2L2(T) + δ1‖uxx(t0)‖L2(T)‖hxx(t0)‖L2(T) +
δ1
2
‖hxx(t0)‖2L2(T)
. N2−sN s−3 +
1
2
N2(s−3) + (γ1 + δ1)
(
N2−sN s−3 +
1
2
N2(s−3)
)
. N−1.
(3.29)
Now, a combination of (3.28) and (3.29), yields
E(u1) . E(u(t0)) +N
−1. (3.30)
Given any T > 0, the number of steps required in the iteration process to cover the
time interval [0, T ] is
T
t0
∼ TN2(2−s). For this process to continue smoothly, from (3.30)
it can be inferred that one needs to guarantee
TN2(2−s)N−1 . N2(2−s),
which holds for 1 ≤ s < 2 and N = N(T ) = T .
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Observe that, in each iteration we have ‖vk‖H2(T) = ‖v0‖H2(T) and the growth estimate
‖uk‖2H2(T) ∼ E(uk) . N2(2−s), uniformly.
Finally, for t ∈ [0, T ], there exists an integer k ≥ 0, with t = kt0+τ , for some τ ∈ [0, t0].
Therefore, in the kth-iteration, one obtains
η(t) = u(τ) + S(τ)vk + h(τ)
= u(τ) + S(τ)S(kt0)v0 + h(τ)
= u(τ) + S(t)η0 − S(t)u0 + h(τ).
(3.31)
Therefore,
η(t)− S(t)η0 = u(τ)− S(t)u0 + h(τ), (3.32)
and this completes the proof. 
4. Ill-posedness in Hs(T) for s < 1
In this section we consider the ill-posedness issue in the periodic case. The idea is
similar to the one employed in [12] where the authors considered the continuous case with
a modification in the example of the initial data.
Proof of Theorem 1.3. Let N, k0 ∈ Z be fixed numbers such that N ≫ 1, 1 ≤ k0 ∼ 1,
IN = {N − k0, . . . , N, . . . , N + k0} and consider a sequence
ak =

1
N
√
k0
, |k| ∈ IN ,
0, otherwise.
(4.1)
Now we define ηN via the Fourier transform by η̂N (k) = ak. An easy calculation shows
that
‖ηN‖2H1(T) =
∑
k∈Z
〈k〉2|η̂N(k)|2 = 2
k0∑
j=−k0
〈N + j〉2 1
N2k0
∼ 1, (4.2)
and
‖ηN‖2Hs(T) =
∑
k∈Z
〈k〉2s|η̂N(k)|2 = 2
k0∑
j=−k0
〈N + j〉2s 1
N2k0
.
1
N2(1−s)
→ 0, (4.3)
for any s < 1, when N →∞.
Recall that, while proving the local well-posedness result we used the Picard iteration
scheme to find a unique fixed point that served as the solution to the IVP in question. In
what follows, we show that the second iteration of this scheme
I2(h, h, x, t) :=
∫ t
0
S(t− t′)
(
τ(∂x)
[
S(t′)h
]2 − 7
48
ψ(∂x)∂x
[
S(t′)h
]2)
dt′ (4.4)
fails to be continuous at the origin from Hs(T) to even P′(T) for s < 1.
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For this, we take h = ηN , 0 < t < T and compute the H
s norm of I2(ηN , ηN , x, t) =: I2.
Fourier transform in the spatial variable x, yields
Fx(I2 )(k) =
∫ t
0
e−i(t−t
′)φ(k)
(
τ(k)
( ̂
S(t′)ηN
)2
(k)− 7
48
ψ(k)
̂(
S(t′)∂xηN
)2
(k)
)
dt′
=
∫ t
0
e−i(t−t
′)φ(k)
(
3k − 4γk3
4ϕ(k)
( ̂
S(t′)ηN
)2
(k)− 7
48
k
ϕ(k)
̂(
S(t′)∂xηN
)2
(k)
)
dt′
=
∫ t
0
e−i(t−t
′)φ(k)
(
3k − 4γk3
4ϕ(k)
∑
k1∈Z
e−it
′φ(k−k1)η̂N(k − k1)e−it′φ(k1)η̂N (k1)
− 7
48
k
ϕ(k)
∑
k1∈Z
e−it
′φ(k−k1)(k − k1)η̂N (k − k1)e−it′φ(k1)k1η̂N(k1)
)
dt′
=
∑
k1∈Z
e−itφ(k)
(
3k − 4γk3
4ϕ(k)
− 7
48
kk1(k − k1)
ϕ(k)
)
η̂N(k1)η̂N (k − k1)
∫ t
0
eit
′Θ(k,k1)dt′,
(4.5)
where Θ(k, k1) := φ(k)− φ(k − k1)− φ(k1). We have that∫ t
0
eit[Θ(k,k1)]dt′dk1 =
eit[Θ(k,k1)] − 1
i[Θ(k, k1)]
. (4.6)
Now, inserting (4.6) in (5.6), for any k ∈ Z, we get
Fx(I2)(k) = −i
∑
k1∈Z
X(k, k1)η̂N(k − k1)η̂N(k1)e−itφ(k) e
itΘ(k,k1) − 1
Θ(k, k1)
, (4.7)
where X(k, k1) :=
k
4ϕ(k)
(
3− 4γk2 − 7
12
k1(k − k1)
)
.
Let us define a set
Kk := {k1 ∈ Z : k−k1 ∈ IN , −k1 ∈ IN}∪{k1 ∈ Z : k1 ∈ IN , −(k−k1) ∈ IN}. (4.8)
Thus, if −2k0 ≤ k ≤ 2k0,
Fx(I2)(k) = −i 1
N2k0
∑
k1∈Kk
X(k, k1)e
−itφ(k) e
itΘ(k,k1) − 1
Θ(k, k1)
. (4.9)
With simple calculations, we can deduce that |X(k, k1)| ∼ N2k0 if k 6= 0 and, |Θ(k, k1)| ≤
Ck0. Now, considering 0 < t <
π
4Ck0
, we obtain
∣∣∣∣eitΘ(k,k1) − 1Θ(k, k1)
∣∣∣∣ ≥ sin(tΘ(k, k1) )tΘ(k, k1) t ≥ cos(tΘ(k, k1) )t ≥ t√2/2. (4.10)
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For simplicity we can suppose k0 = 1. With this consideration we have IN = {N −
1, N,N + 1} and K1 = {−N,−N + 1}, and consequently
Fx(I2)(1) =− i 1
N2
X(1,−N)e−itφ(1) e
itΘ(1,−N) − 1
Θ(1,−N) − i
1
N2
X(1,−N + 1)e−itφ(1) e
itΘ(1,−N+1) − 1
Θ(1,−N + 1) .
(4.11)
Observe that X(1,−N +1) = X(1,−N)+ 1
4ϕ(1)
(3−4γ− 7
6
N). So, it follows from (4.11)
that
Fx(I2)(1) =− i 1
N2
X(1,−N)e−itφ(1)
[
eitΘ(1,−N) − 1
Θ(1,−N) +
eitΘ(1,−N+1) − 1
Θ(1,−N + 1)
]
− i e
−itφ(1)
4ϕ(1)N2
(3− 4γ − 7
6
N)
eitΘ(1,−N+1) − 1
Θ(1,−N + 1)
=:P1 + P2.
(4.12)
It is not difficult to see that
|P2| . 1
N
. (4.13)
Now, for 0 < t <
π
4Ck0
, from (4.10) we have
|P1| ∼ 1
N2
N2
∣∣∣∣sin{itΘ(1,−N)}Θ(1,−N) + sin{itΘ(1,−N + 1)}Θ(1,−N + 1)
∣∣∣∣ & t√2. (4.14)
Combining (4.12), (4.13) and (4.14), we conclude that
|Fx(I2)(1)| & t > 0.
Hence
‖I2(ηN , ηN , t)‖2Hs(T) =
∑
k∈Z
〈k〉2s|Fx(I2)(k)|2 & t > 0. (4.15)
By construction ‖ηN‖Hs(T) → 0 when N →∞ if s < 1. This proves that for any fixed
t > 0, considering η0 = ηN , the map η0 → I2(η0, η0, t) cannot be continuous at the origin
from Hs(T) to even P′(T).
Now, we will prove that the discontinuity of the application η0 → I2(η0, η0, t) implies
the discontinuity of the flow-map η0 7→ η(t) at the origin. Using, analyticity of the flow-
map given by Theorem 1.1, we see that there exist T > 0 and ǫ0 > 0 such that for any
|ǫ| ≤ ǫ0, any ‖h‖H1(T) ≤ 1 and 0 ≤ t ≤ T , one has
η(ǫh, t) = ǫS(t)h +
+∞∑
j=2
ǫjIj(h
j, t), (4.16)
where hj := (h, h, · · · , h), hj 7→ Ik(hj, t) is a j-linear continuous map from H1(T)j into
C([0, T ];H1(T)) and the series converges absolutely in C([0, T ];H1(T)).
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From (4.16), one obtains
η(ǫηN , t)− ǫ2I2(ηN , ηN , t) = ǫS(t)ηN +
+∞∑
j=3
ǫjIk(η
j
N , t). (4.17)
Also, we have that
‖S(t)ηN‖Hs(T) ≤ ‖ηN‖Hs(T) ∼ N s−1 (4.18)
and ∥∥∥ +∞∑
j=3
ǫjIk(η
j
N , t)
∥∥∥
H1(T)
≤
( ǫ
ǫ0
)3 +∞∑
J=3
ǫj0‖Ij(ηjN , t‖H1(T) ≤ Cǫ3. (4.19)
Hence, for any s < 1, in view of (4.18) and (4.19) from (4.17), we obtain
sup
t∈[0,T ]
‖η(ǫηN , t)− ǫ2I2(ηN , ηN , t)‖Hs(T) ≤ O(N s) + Cǫ3. (4.20)
Let us fix 0 < t < 1, take ǫ small enough and then N large enough. Now, in view
of (4.16), from (4.20) we can conclude that for any s < 1, ǫ2I2(ηN , ηN , t) approximates
η(ǫηN , t) in H
s(T) .
Choosing 0 < ǫ≪ 1, from (4.17), (4.18) and (4.19), we get
‖η(ǫηN , t)‖Hs(T) ≥ ǫ2‖I2(ηN , ηN , t‖Hs(T) − ǫ‖S(t)ηN‖Hs(T) −
+∞∑
j=3
ǫj‖Ij(ηjN , t‖Hs(T)
≥ C0ǫ2 − C1ǫ3 − CǫN s−1
≥ C0
2
ǫ2 − CǫN s−1,
(4.21)
for fixed t > 0.
Now, we fix 0 < ǫ≪ 1 and choose N sufficiently large, so that for any s < 1, one gets
from (4.21)
‖η(ǫηN , t)‖Hs(T) ≥ C0
4
ǫ2. (4.22)
Recall that, η(0, t) ≡ 0 and for any s < 1, ‖ηN‖Hs(T) → 0. Hence, in the limit when
N → ∞ the flow-map η0 7→ η(t) cannot be continuous at the origin from Hs(T) to
C([0, 1];Hs(T), whenever s < 1. Moreover, as ηN ⇀ 0 in H
1(T), we also have that
the flow-map is discontinuous from H1(T) equipped with its weak topology inducted by
Hs(T) with values even in P′(T). 
5. Norm Inflation
In this section we will prove the result on norm-inflation stated in Theorem 1.4. For
technical reasons we make a change of variables η(x, t) ≡ η(x− δ2
δ1
t, t). With this change
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of variables the equation (1.1) transforms toηt + δ3ηx − γ1ηxxt + γ3ηxxx + δ1ηxxxxt + 32ηηx + γ(η2)xxx − 748(η2x)x − 18(η3)x = 0,η(x, 0) = η0.
(5.1)
where δ3 = 1− δ2
δ1
> 0, γ3 = γ2 + γ1
δ2
δ1
. This sort of change of variables introduced in [3]
eliminates the fifth order term ηxxxxx and only alters the coefficients of the terms ηx and
ηxxx. The formula (2.4) and (2.5) remain the same with an exception of φ which in this
case is replaced by
φ˜(k) =
k (δ3 + γ3k
2)
ϕ(k)
, (5.2)
where ϕ(k) = 1 + γ1k
2 + δ1k
4 is the same symbol given in (2.3). More precisely, the
integral formulation in this case turns out to be
η(x, t) = S(t)η0 − i
∫ t
0
S(t− t′)
(
τ(∂x)η
2 − 1
8
ψ(∂x)η
3 − 7
48
ψ(∂x)η
2
x
)
(x, t′) dt′, (5.3)
where S is the unitary group in Hs(T), s ∈ R, generated by the operator −iφ˜(∂x), i.e.,
Ŝ(t)η0(k) = e
−iφ˜(k)tη̂0(k).
Note that, being translation, the change of variables that we employed does not alter
the Hs norm in the new variables. Taking this point in consideration, we prove Theorem
1.4 for the equation (5.1).
Proof of Theorem 1.4. Let s < 1. The idea is to construct a sequence of initial data
η0 ∈ Hs that leads to the conclusion of the theorem. The second iteration of the Picard
scheme applied on the integral formulation (5.3) allows us to write the solution of the
IVP (5.1) as
η(x, t) = S(t)η0(x) + η1(x, t) + ζ(x, t), (5.4)
with
η1(x, t) := −i
∫ t
0
S(t− t′)
[
τ(∂x)
(
S(t′)η0
)2 − 7
48
ψ(∂x)
(
S(t′)η0
)2
x
]
dt′ (5.5)
and
ζ(x, t) := −i
∫ t
0
S(t− t′)
[
τ(∂x)F1(t
′)− 1
8
ψ(∂x)F2(t
′)− 7
48
ψ(∂x)F3(t
′)
]
dt′, (5.6)
where
F1(t
′) = F11(t
′) + F12(t
′) + F13(t
′),
F11(t
′) = η21(t
′) + 2η1(t
′)
(
S(t′)η0
)
,
F12(t
′) = 2ζ(t′)η1(t
′) + 2ζ(t′)S(t′)η0,
F13(t
′) = ζ2(t′),
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F2(t
′) = F21(t
′) + F22(t
′) + F23(t
′) + F24(t
′),
F21(t
′) = η31(t
′) + 3η21(t
′)S(t′)η0 + 3η1(t
′)
(
S(t′)η0
)2
+
(
S(t′)η0
)3
,
F22(t
′) = 3ζ(t′)η21(t
′) + 6ζ(t′)η1(t
′)S(t′)η0 + 3ζ(t
′)
(
S(t′)η0
)2
,
F23(t
′) = 3ζ2(t′)S(t′)η0 + 3ζ
2(t′)η1(t
′),
F24(t
′) = ζ3(t′),
and
F3(t
′) = F31(t
′) + F32(t
′) + F33(t
′),
F31(t
′) = (η1)
2
x(t
′) + 2(η1)x(t
′)
(
S(t′)η0
)
x
,
F32(t
′) = 2(η1)x(t
′)ζx(t
′) + 2ζx(t
′)
(
S(t′)η0
)
x
,
F33(t
′) = ζ2x(t
′).
Recall that Ŝ(t)η0(k) = e
−iφ˜(k)tη̂0(k) with φ˜ defined in (5.2). For simplicity of exposi-
tion, in what follows, we delete tilde sign and use φ in place of φ˜.
The linear operator S(t) translates the wave and preserves its magnitude, i.e., for all
k = 1, 2, 3, · · · ,
S(t) sin(kx) = sin(kx− tφ(k)), S(t) cos(kx) = cos(kx− tφ(k)). (5.7)
However, the operators φ(∂x), τ(∂x) and ψ(∂x) change the amplitude, add rotation and
vanish on constant functions
φ(∂x) sin(kx−ℓt) = −iφ(k) cos(kx−ℓt), φ(∂x) cos(kx−ℓt) = iφ(k) sin(kx−ℓt), (5.8)
τ(∂x) sin(kx−ℓt) = −iτ(k) cos(kx−ℓt), τ(∂x) cos(kx−ℓt) = iτ(k) sin(kx−ℓt), (5.9)
ψ(∂x) sin(kx− ℓt) = −iψ(k) cos(kx− ℓt), ψ(∂x) cos(kx− ℓt) = iψ(k) sin(kx− ℓt).
(5.10)
Now, we move to construct initial data announced in the beginning of the proof. For
k1, k2 ∈ Z large with k2 = k1 + 1, choose
η¯ = sin(k1x) + sin(k2x) (5.11)
and a mean zero initial data
η0 = k
σ−1
1 η¯, 0 < σ < 1− s. (5.12)
As in the case of the third order BBM equation (see [5]), for η0 chosen in (5.12), we will
prove that whenever s < 1 the Hs(T)-norm of corresponding η1 in (5.4) becomes large in
a short time while the error term ζ stays bounded in the same space.
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Note that
‖S(t)η0‖Hs = ‖η0‖Hs =
(∑
k∈Z
〈k〉2s|η̂0(k)|2
) 1
2 ∼ kσ−1+s1 . (5.13)
The initial data η0 has small H
s(T)-norm as σ − 1 + s < 0. Now,
S(t′)η¯ = sin(k1x− t′φ(k1)) + sin(k2x− t′φ(k2)) (5.14)
and[
S(t′)η¯
]2
=
1
2
[
1− cos(2k1x− 2t′φ(k1))
]
+
1
2
[
1− cos(2k2x− 2t′φ(k2))
]
+ cos[(k1 − k2)x− t′(φ(k1)− φ(k2))]− cos[(k1 + k2)x− t′(φ(k1) + φ(k2))].
(5.15)
Using (5.9) one can get
τ(∂x)
[
S(t′)η¯
]2
= − i
2
τ(k1) sin(2k1x− 2t′φ(k1))− i
2
τ(k2) sin(2k2x− 2t′φ(k2))
+ iτ(k1 − k2) sin[(k1 − k2)x− t′(φ(k1)− φ(k2))]
− iτ(k1 + k2) sin[(k1 + k2)x− t′(φ(k1) + φ(k2))]
=: I1 + I2 + I3 + I4.
(5.16)
Differentiating (5.15) with respect to x, we obtain that
∂xS(t
′)η¯ = k1 cos(k1x− t′φ(k1)) + k2 cos(k2x− t′φ(k2)), (5.17)
and [
∂xS(t
′)η¯
]2
=
k21
2
[
1 + cos(2k1x− 2t′φ(k1)
]
+
k22
2
[
1 + cos(2k2x− 2t′φ(k2))
]
+ k1k2 cos[(k1 − k2)x− t′(φ(k1)− φ(k2))]
+ k1k2 cos[(k1 + k2)x− t′(φ(k1) + φ(k2))].
(5.18)
Using (5.10) we obtain that
− 7
48
ψ(∂x)
[
∂xS(t
′)η¯
]2
=
−7ik21
96
ψ(k1) sin(2k1x− 2t′φ(k1)
]
+
−7ik22
96
ψ(k2) sin(2k2x− 2t′φ(k2))
− 7ik1k2
48
ψ(k1 − k2) sin[(k1 − k2)x− t′(φ(k1)− φ(k2))]
− 7ik1k2
48
ψ(k1 + k2) sin[(k1 + k2)x− t′(φ(k1) + φ(k2))]
=: J1 + J2 + J3 + J4.
(5.19)
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With what we did above,
η1 = k
2(σ−1)
1
4∑
j=1
∫ t
0
S(t− t′)[Ij + Jj ]dt′
:= k
2(σ−1)
1
4∑
j=1
Ij + k
2(σ−1)
1
4∑
j=1
Jj ,
(5.20)
where
Ij :=
∫ t
0
S(t− t′)Ij dt′, and Jj :=
∫ t
0
S(t− t′)Jj dt′,
for j = 1, . . . , 4.
A simple calculation yields∫ t
0
S(t− t′) sin(kx− ℓt′)dt′ =
∫ t
0
sin
(
kx− φ(k)(t− t′)− ℓt′)dt′
=
(
φ(k)− ℓ
)−1(
cos
(
kx− φ(k)t)− cos (kx− ℓt)). (5.21)
In view of (5.16) and (5.21), we have that
I1 = − i
2
τ(k1)
∫ t
0
S(t− t′) sin(2k1x− 2φ(k1)t′)dt′
= − i
2
τ(k1)
[
φ(2k1)− 2φ(k1)
]−1[
cos
(
2k1x− φ(2k1)t
)− cos (2k1x− 2φ(k1)t)]. (5.22)
Similarly,
I2 = − i
2
τ(k2)
∫ t
0
S(t− t′) sin(2k2x− 2φ(k2)t′)dt′
= − i
2
τ(k2)
[
φ(2k2)− 2φ(k2)
]−1[
cos
(
2k2x− φ(2k2)t
)− cos (2k2x− 2φ(k2)t)], (5.23)
I3 = iτ(k1 − k2)
∫ t
0
S(t− t′) sin((k1 − k2)x− (φ(k1)− φ(k2)t′)dt′
= iτ(k1 − k2)
[
φ(k1 − k2)− φ(k1) + φ(k2)
]−1×[
cos
(
(k1 − k2)x− φ(k1 − k2)t
)− cos ((k1 − k2)x− (φ(k1)− φ(k2))t)],
(5.24)
and
I4 = −iτ(k1 + k2)
∫ t
0
S(t− t′) sin((k1 + k2)x− (φ(k1) + φ(k2)t′)dt′
= −iτ(k1 + k2)
[
φ(k1 + k2)− φ(k1)− φ(k2)
]−1×[
cos
(
(k1 + k2)x− φ(k1 + k2)t
)− cos ((k1 + k2)x− (φ(k1) + φ(k2))t)].
(5.25)
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Also, from (5.19) and (5.21), we obtain that
J1 =
ik21
2
ψ(k1)
∫ t
0
S(t− t′) sin(2k1x− 2φ(k1)t′)dt′
=
ik21
2
ψ(k1)
[
φ(2k1)− 2φ(k1)
]−1[
cos
(
2k1x− φ(2k1)t
)− cos (2k1x− 2φ(k1)t)]. (5.26)
Similarly,
J2 =
ik22
2
ψ(k2)
∫ t
0
S(t− t′) sin(2k2x− 2φ(k2)t′)dt′
=
ik22
2
ψ(k2)
[
φ(2k2)− 2φ(k2)
]−1[
cos
(
2k2x− φ(2k2)t
)− cos (2k2x− 2φ(k2)t)], (5.27)
J3 = ik1k2ψ(k1 − k2)
∫ t
0
S(t− t′) sin((k1 − k2)x− (φ(k1)− φ(k2)t′)dt′
= ik1k2ψ(k1 − k2)
[
φ(k1 − k2)− φ(k1) + φ(k2)
]−1×[
cos
(
(k1 − k2)x− φ(k1 − k2)t
)− cos ((k1 − k2)x− (φ(k1)− φ(k2))t)]
(5.28)
and
J4 = ik1k2ψ(k1 + k2)
∫ t
0
S(t− t′) sin((k1 + k2)x− (φ(k1) + φ(k2)t′)dt′
= ik1k2ψ(k1 + k2)
[
φ(k1 + k2)− φ(k1)− φ(k2)
]−1×[
cos
(
(k1 + k2)x− φ(k1 + k2)t
)− cos ((k1 + k2)x− (φ(k1) + φ(k2))t)].
(5.29)
We will estimate only three terms: I4, J1 and J3. The estimate to the other terms is very
similar. Using
cos(A)− cos(B) = 2 sin
(
A+B
2
)
sin
(
B − A
2
)
, (5.30)
for k1 large, we have∫ t
0
S(t− t′)I4dt′ = −iτ(k1 + k2)t sin(tI41)
tI41
sin ((k1 + k2)x+ I42t)
∼ −iτ(k1 + k2)t sin ((k1 + k2)x+ I42t) ,
(5.31)
where I41 = φ(k1+k2)−φ(k1)−φ(k2) and I42 = φ(k1)+φ(k2)+φ(k1+k2) are very small
if k1 is large. Observe that
sin(tI41)
tI41
∼ 1. Similarly, for k1 large∫ t
0
S(t− t′)J1dt′ = ik
2
1
2
ψ(k1)
t sin tJ11
tJ11
sin (4k1x+ J12t)
∼ik
2
1
2
ψ(k1) t sin (4k1x+ J12t) ,
(5.32)
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where J11 = φ(2k1) − 2φ(k1) and J12 = φ(2k1) + 2φ(k1) are very small if k1 is large.
Observe that
sin(tJ11)
tJ11
∼ 1. In the same manner, for k1 large∫ t
0
S(t− t′)J3dt′ =2k1k2ψ(k1 − k2) sin J31
J31
sin ((k1 − k2)x+ J32t)
∼k1k2ψ(−1) t sin tφ(−1)
tφ(−1) sin (x+ J32t)
∼k21t sin (x+ J32t) ,
(5.33)
where J31 = φ(k1 − k2)− (φ(k1)− φ(k2)) and J32 = φ(k1)− φ(k2) + φ(k1 − k2).
Notice that for n ∈ Z, one has F{sin(nx+ ωt)}(k) = eiωktF{sin(nx)}(k) and
F{sin(nx)}(k) =

0, if k 6= n,−n,
− i
2
, if k = n,
i
2
, if k = −n.
(5.34)
Hence, for s < 1 and k1 large, we can obtain
‖I4‖Hs ∼ t|τ(k1 + k2)|(k1 + k2)s ≤ t|τ(k1 + k2)|(k1 + k2) ≤ Ct,
‖J3‖Hs ∼ k21t
and
‖J1‖Hs ∼ tk21ψ(k1)ks1 ≤ tk21ψ(k1)k1 ≤ Ct.
Similarly it can be shown that for all t ≥ 0
‖Jj‖Hs . tk21, j = 2, 4 and ‖Ij‖Hs . tk21, j = 1, 2, 3.
Therefore,
‖η1(·, t)‖Hs ∼ k2(σ−1)+21 t = k2σ1 t. (5.35)
From (5.35), we can infer that Hs(T)-norm of η1 can be made as big as we wish by
choosing k1 sufficiently large.
Now, we move to estimate of ζ . For T > 0, we denote by XT the space C([0, T ], H1per).
From (5.6), Propositions 2.2, 2.3 and 2.4, it follows that
‖ζ‖XT .T‖S(t)η0‖XT (‖η1‖XT + ‖ζ‖XT ) + T (‖η1‖XT + ‖ζ‖XT )2
+ T (‖η1‖XT + ‖ζ‖XT )3 + T (‖η1‖XT + ‖ζ‖XT )‖S(t)η0‖2XT + T‖S(t)η0‖3XT
+ T (‖η1‖XT + ‖ζ‖XT )2‖S(t)η0‖XT .
(5.36)
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Since ‖η1‖XT ∼ k2σ1 T and ‖S(t)η0‖s ∼ kσ−1+s1 , with 0 < σ < 1 − s one has that
‖S(t)η0‖XT ∼ kσ1 . In this way, we can deduce that
‖ζ‖XT . T 2k3σ1 + Tkσ1‖ζ‖XT + T 3k4σ1 + T‖ζ‖2XT
+ T 4 k6σ1 + T‖ζ‖3XT + T 2k4σ1 + Tk2σ1 ‖ζ‖XT + Tk3σ1
+ T 3k5σ1 + Tk
σ
1‖ζ‖2XT
. Tk3σ1 (1 + T + Tk
σ
1 + T
2kσ1 + T
2k2σ1 + T
3k3σ1 ) + Tk
σ
1 (1 + k
σ
1 )‖ζ‖XT
+ T (1 + kσ1 )‖ζ‖2XT + T‖ζ‖3XT
=: α + βX+ ιX2 + TX3,
(5.37)
where X = X(T ) = ‖ζ‖XT . Let T˜ = k−θσ1 , with θ > 3, then for all T ≤ T˜ and k1 large we
get,
α .k
(3−θ)σ
1 + k
(3−2θ)σ
1 + k
(4−2θ)σ
1 + k
(4−3θ)σ
1 + k
(5−3θ)σ
1 + k
(6−4θ)σ
1 . k
(3−θ)σ
1 ,
β .k
(1−θ)σ
1 + k
(2−θ)σ
1 . k
(2−θ)σ
1 ,
ι .k−θσ1 + k
(1−θ)σ
1 . k
(1−θ)σ
1 .
(5.38)
Thus for all T ≤ T˜ , we have
X ≤ C(k(3−θ)σ1 + k(2−θ)σ1 X+ k(1−θ)σ1 X2 + k−θσ1 X3), (5.39)
where C ≥ 1 is a constant. For all
k1 > (28C
3)1/σ (5.40)
and for all T ≤ T˜ , one has that
‖ζ‖XT = X(T ) ≤ 2Ck(3−θ)σ1 . (5.41)
This follows by a continuity argument. If possible, suppose that there exist T ′ ∈ (0, T˜ ]
such that X(T ′) > 2Ck
(3−θ)σ
1 . Since X(0) = 0 and X(T ) is a continuous function, by
intermediate value theorem, there exists T ∗ ∈ (0, T ′) such that X(T ∗) = 2Ck(3−θ)σ1 . Now,
combining (5.39) (with T = T ∗ ) and (5.40) we arrive at
1 ≤ 2k(2−θ)σ1 C + 4k(3−θ)σ1 k(1−θ)σ1 C2 + 8k−θσ1 k2(3−θ)σ1 C3 < 14C3k(2−θ)σ1 <
1
2
, (5.42)
which is a contradiction. Therefore (5.41) is true. This concludes that the remainder
ζ(x, t) is uniformly bounded in H1per for k1 > (28C
3)1/σ and t ≤ T˜ . Now, we consider an
increasing sequence {kj1}, j = 1, · · ·∞ such that
lim
j→∞
kj1 =∞.
Since σ−1+s < 0, from (5.13) we see that the initial data ηj0 given in (5.12) tends to zero
in Hsper. On the other hand (5.4), (5.35) and (5.41) imply that the solutions ηj blow-up
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at times Tj = (k
j
1)
−θσ and Tj → 0 since θ and σ are both positive. This concludes the
proof of the theorem. 
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