In this paper we propose the use of the proportionate principle in order to improve the convergence characteristics of the two microphone method for acoustic feedback cancellation in hearing aids. The reason of using proportionate algorithms is to exploit the sparseness of the adaptive filter coefficients in the transform domain. The convergence improvement can be achieved for both speech and music signals at a moderate increase of the numerical complexity over that of a previous solution in the transform domain.
INTRODUCTION
Hearing aids suffer from acoustic feedback problems caused by the acoustic coupling between loudspeaker and microphone. The microphone(s) picks up the loudspeaker's signal and the created acoustic loop can cause potentially system instability. Therefore, the feedback problem limits the maximum stable gain (MSG) achievable and deteriorates the sound quality [1] . The preferred option to avoid this problem is to use acoustic feedback cancelers (AFC) [2] - [3] . The purpose of AFC is essentially to identify a model of the feedback path and to estimate the feedback signal. The feedback estimate is then subtracted from the microphone signal. Unfortunately, due to the closed loop signals, the biased canceler's coefficients lead to poor system performance [1] , [3] . Different techniques have been proposed to reduce this correlation including phase modification, frequency shifting, decorrelating prefilters, adaptive filters in tandem, use of synthesized signals, inverse gain filters, and probe noise injection [2] - [10] . The signal correlation can be reduced by using orthogonal transforms; these have been shown to increase
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the convergence rates in stochastic gradient algorithms such as the least mean squares (LMS) algorithm [9] , Normalized LMS (NLMS) [11] . The discrete cosine transform (DCT) is applied to the prediction error method (PEM) in [11] to boost the PEM performance for acoustic echo cancellation (AEC) and AFC. In [12] , an additional microphone was employed to obtain an incoming signal estimate that is removed from the error signal prior to adapting the canceler. This method was called the two microphone (TM) acoustic feedback canceler. In [13] the orthogonal transforms were used with the TM method. The discrete Fourier transform (DFT) and the discrete Cosine transform (DCT) were implemented to transform the adaptive filter signals. The transform was not applied only to the input signal of the canceler as in [11] , but also to the error signal. Also a bank of adaptive filters was employed, each adapting to different portions of the spectrum. The full band filter coefficients were synthesized and used to provide the necessary signal estimates [13] . In [13] the NLMS algorithm was used for adapting the filter weights and only results for speech were reported. We've noticed the sparseness of the feedback path in [14] and investigated the use of simplified proportionate algorithms for TM. Thus the use of improved proportionate NLMS (IPNLMS) which is a variant of the proportionate NLMS (PNLMS) [15] and proportionate sign NLMS (PSNLMS) algorithms is proposed for different variations of the transformed domain two-microphone schemes for both speech and music signals. The results with music signals of two microphone methods have not been reported before.
This paper is structured as follows. First, the proposed proportionate transform domain with filtered error version of the TM method is presented followed by simulation results. At the end, the conclusions of the paper and future work are presented.
THE PROPOSED METHOD
In the two microphone method [13] , the location of the microphones is shown in Fig. 1 ...
with filter length g L , which is represented by a polynomial transfer func- [13] .
Fig. 1. Microphone arrangement [13]
The TM configuration is presented in Fig. 2 . We have the incoming signals ( ) In Fig. 3 we show the block diagram of the transformed domain implementations of the TM method used in this paper. The transform can be DFT or DCT [16] , [17] . The scheme from Fig. 3 has not been previously reported (w(n) represent the white noise used as a probe signal). We use the DFT transform in this paper, but the results of using DCT are similar. The scheme from [13] differs from In [13] the NLMS algorithm was used for updating the filter coefficients. The complex NLMS algorithm [18] updates its coefficients as follows:
where is the step-size parameter, We have noticed the sparseness of the adaptive filter coefficients in the M subbands and one known way to exploit this sparseness is to use the proportionality principle for updating the filter coefficients.
A proportionate-type NLMS algorithm [19] updates its coefficients according to:
where ( )
is a diagonal matrix which assigns an individual step-size to each filter coefficient
In case of the IPNLMS algorithm [19] , the diagonal elements of ( ) One variant is to compute a proportionate matrix ( )
for each subband using ( )
An average of less than 0.5 dB improvement has been obtained in our simulations and for each subband an additional 2 g ML multiplications are needed (in our simulations M = 8 was used). This important additional numerical complexity does not justify the relatively small performance improvement that is obtained.
In [20] and [21] several proportionate affine projection sign algorithms were proposed. It was shown that they are robust in impulsive environments. In the following lines the proportionate sign NLMS (PSNLMS) algorithm is derived as a particularization for a projection order of one for the memory improved proportionate affine projection sign algorithm (MIP-APSA) [21] . If we note by
where ( ) sgn ⋅ is the sign function, the complex PSNLMS algorithm updates its coefficients as follows: 
SIMULATION RESULTS
Simulation signals were obtained from a recording studio using a Brüel & Kjaer (B&K) head and torso simulator type 4128C. In our simulations the path change is given by placing a flat surfaced object very close to the ear. It was shown in [13] that the measured second feedback path's magnitude response is much weaker than the first feedback path. The input sequence used for the speech signals was real speech segments from NOIZEUS database which contains 30 IEEE sentences spoken by 3 male and 3 female speakers [22] . In order to assess the performance of the algorithm, the misalignment between the true and estimated feedback path and the maximum stable gain (MSG) measures are used. The misalignment is used to represent the accuracy of the feedback path estimation and is defined as
Misaligment 20 log
MSG is defined as ( ) ( ) 
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Figures 6 and 7 shows the perf investigated algorithms in case of pro feedback path variation at 20 seconds fo and music case respectively. The amplified signal to injected noise r dB. It can be noticed that the performanc the proportionate algorithm differs from the case without noise injection. In some the performance of TM-P-DFT-II in te ment and MSG is better for the first feed be worse in some portions than that of T second feedback path in case of music vestigated cases the execution times of is almost double than that of TM-DFT higher than that of TM-PS-DFT-II. Th of the steady-state performance of inves on the input signal and gain (bias ratio is SINR = 20 ce improvement of m that obtained in e cases (see Fig. 7 ) erms of misaligndback path but can TM-DFT-I for the input. For the inthe TM-P-DFT-II T-I and about 30% ere is dependence stigated algorithms o, the noise probe e sign based algohe superior perforn is confirmed for other applications [15] , [19] environments [20] . Figure 8 show the misalignment difference between the results of the investigated algorithms for two values of the number of subbands (8 and 16) of TM-PS-DFT-II and TM-P-DFT-II when using the same signals and parameters from Fig. 4 .The values above zero indicates that the convergence of the algorithms with 16 subbands is better than that obtained with 8 subbands. It can be noticed that while the initial convergence of TM-P-DFT-II with 16 subbands is better than that obtained with 8 subbands, the increase of the number of subbands worsen the performance of TM-PS-DFT-II. Therefore the number of subbands have an impact on the convergence performance but it should be correlated with the parameters of the proportionate algorithms. Other simulations (not shown here due to lack of space) have shown that the step size and regularization factor choices have also an impact on the performance of the proposed algorithms. 
CONCLUSIONS
In this paper it is shown that a good compromise between numerical complexity and performance is obtained if proportionate algorithms are used for the twomicrophone approach. Better performance are reported for investigated simulations using speech and music signals. Our future work will be focused on developing variable regularization and variable step size versions. Also, further studies are needed for performance optimization through subband range modification.
