Abstract: Single-molecule localization methods play a vital role in a localization-based super-resolution fluorescence microscopy. However, it is difficult for conventional localization schemes based on the Gaussian fitting to locate overlapped high-density fluorescent emitters. Currently, in the spatial domain, the compressive-sensing-based algorithm (CSSTORM) can localize high-emitter-density images. However, the computational cost of this approach is extremely high, which limits its practical application. Here, we propose an alternative frequency-domain compressed sensing (FD-CS) technique for fast super-resolution imaging. Unlike the CSSTORM method, which is a measurement matrix based on the point spread function, a Fourier dictionary designed in the frequency domain and orthogonal matching pursuit is used to reliably recover the original signal. The simulation and experimental results prove that the FD-CS is 1000 times faster than CSSTORM with CVX and ten times faster than that with L1-Homotopy with almost the same localization accuracy and recall rate. This drastic reduction in computational time should allow the compressed sensing approach to be routinely applied to a super-resolution image analysis.
Introduction
Over the past few years, super-resolution fluorescence microscopy has become an essential tool for biological research because it can visualize biological systems with greater resolution and gain a detailed understanding of the complex dynamics of bio-molecules [1] , [2] . Among them, singlemolecule localization microscopy (SMLM), such as stochastic optical reconstruction microscopy (STORM) [3] and photo-activated localization microscopy (PALM) [4] , can achieve sub-diffractionlimit resolution by sequentially imaging and localizing fluorescent emitters in a sample. An image with a spatial resolution of several tens of nanometers is then reconstructed from a large number of molecular localizations, which usually requires several thousand frames or tens of seconds. SMLM naturally requires a longer acquisition time to obtain more spatial information, leading to a trade-off between its spatial and temporal resolution.
The temporal resolution can be improved by increasing the switching rates using a stronger excitation, but such high excitation intensities can increase the photo-damage [5] . Another alternative approach involves increasing the density of the activated fluorophores in each frame so the number of frames will be reduced under the same sample particles. Recently, some methods have been developed for localizing particles from high-density images, such as the dominion astrophysical observatory stochastic optical reconstruction microscopy (DAOSTORM) algorithm [6] , structured sparse model and Bayesian information criterion (SSC-BIC) [7] , faster STORM using compressed sensing (CSSTORM) [8] , and fast localization algorithm based on the continuous space formulation (FALCON) [9] . Among these algorithms, CSSTORM utilizes the sparsity of the signal in each frame and achieves higher recall rates and localization accuracies [8] . However, CSSTORM addresses the large-scale convex problem and suffers from a higher computation complexity. Thus it is still not satisfactory for real-time imaging.
Here, we present an alternative algorithm based on compressed sensing in the frequency domain (FD-CS). The measurement matrix is obtained by the Fourier transformation kernel instead of the point spread function (PSF) kernel in the spatial domain. The signal can be recovered from frequency-estimation by orthogonal matching pursuit (OMP). The FD-CS can work with similarly identified densities, localization accuracies and can significantly improve the computation time compared to CSSTORM [6] .
Principles and Methods of FD-CS
In STORM, the image received at the camera, which includes Q -fluorescent particles, can be denoted as follows [10] :
Where (m, n) is the coordinate of the image, (x i , y i ) is the central position of the particle, P i is the photon counts of the i th particle, h is the normalized PSF of the optical microscopy system, which can usually be approximated by a Gaussian function [11] and b(m, n) is the density of the noise, which contains the background and detector noise.
Since the pixels of the CCD are discontinuous, the two-dimensional discrete Fourier transform (DFT) of Eq. (1) can be approximated as:
Here, M × N is the size of the image, H is the Fourier Transform of h, which is the optical transfer function of the system, and B represents the DFT of the noise. By subtracting and dividing both sides of Eq. (2) by B (k, l ) and H (k, l ), the following can be obtained [12] :
With these transformations, the problem of emitter localization can be addressed in the frequency domain in Eq. (3). Now every grid point can be represented approximately as the center of the emitter. If the value of P i does not equal to 0, it implies that a molecule located at this point (x i , y i ). Conversely, grid points with no molecules fluorescing will have a value P i = 0.
The one-dimensional vector y consists of row-wise concatenations of the image R(k, l ) in the frequency domain in Eq. (3):
The sum on the right-hand side of Eq. (4) can be rewritten in the form of the matrix multiplication:
Where,
Here, W x = exp(−j * 2π/M ), W y = exp(−j * 2π/N ) are the transformation kernel and A is the standard Fourier dictionary.
As the size of the molecule is much less than the pixel of the image, a few molecules maybe located in the same pixel, resulting in an inability to distinguish them. Therefore, to ensure sufficient accuracy, the grid spacing is maintained much smaller than the camera pixel. The ratio between the pixel size and the grid spacing is defined as the oversampling factor or over-complete factor L [8] . The exponential factor exp[−j * 2π(
. Except the size of the vector y is not changed in Eq. (5), the x and A is changed into: Here,
are the transformation kernel. The reconstruction can be achieved by solving the following convex optimization problem:
It's notable that the energy of the noise contains different frequency components because of the Poisson noise. Besides, the signal is not uniformly distributed in the frequency domain because of the shape of the PSF (concentrated at the low frequency), for which we only use the central region of the image for the measurements. The process of the obtained measure values is shown in Fig. 1 . The PSF and transfer function images of the optical system are showed in Fig. 1(a) and (b) respectively. The image I (m, n)of fluorescent moleculars acquired by optical system is showed in the Fig. 1(c) . The Fourier transformation S(k, l) of image I (m, n) is showed in Fig. 1(d) . The image R (k, l) in Fig. 1(e) can be obtained by dividing image in Fig. 1(d) with image in Fig. 1(b) . The image in Fig. 1(f) comes from the red square in Fig. 1(e) . The size of the central region is selected by the cut-off frequency of the signal. Fig. 1(g) shows the transfer function curve of the optical system across the center and Fig. 1(h) shows the power of the transfer function curve. The signal is −3 dB of the normalized value or the signal intensity falls off half-power point when the frequency is 10 and 22. The value of frequency represents the position of pixels in a image.Therefore, according to the transfer function of the system setups, the central size of 13 × 13 is chosen from an image with the of size 30 × 30.
A sparse approximation algorithm called OMP was adopted to address the signal recovery problem, which is established based on the approach described by Tropp and Gilbert with one modification [13] , [14] . The algorithm can be stated as follows: 1) Initialize the iteration counter i = 0, residual r 0 = y, and the set of selected variables ϕ 0 = Ø, Ø is empty set. The algorithm is modified so that it could stop when the new variable is less than the threshold value, i.e., the threshold value is the set minimal photon number. The element value of the reconstruction vector is the photon number emitted by molecules when the point spread function of the optical system is normalized. The threshold value can be estimated based on the experiment data.
Simulations Using FD-CS
The capability of the FD-CS method can be demonstrated by imaging a simulated sample containing a high particle density. The particles are distributed randomly in a 24 × 24 pixel area in the middle of a 30 × 30 pixel image in order to avoid the positioning of particles at the edges of the image. Simulated microscopic images are generated with the following parameters: the numerical aperture (NA) of the optical system is 1.3 (oil immersion objective), the wavelength of fluorescence is 690 nm, the effective pixel size is 100 nm × 100 nm and the standard deviation of the Gaussian PSF is 111.5 nm, which is roughly equal to the pixel size. The fluorescent molecules were assumed to be distributed randomly in a 24 pixel × 24 pixel area in the middle of a 30 pixel × 30 pixel image, which means no molecules were located in the 6 pixel-width margin of the image. The emitted total photons per molecule were set at the peak of the log-normal photon number distribution at 3000, with a standard deviation of 1700 photons. The number of detected photons of pixels follows a Poisson distribution with the mean determined by the fluorescence signal at the pixel and a uniform background (70 photons). In the example below, 48 molecules were distributed randomly in the 24 pixel × 24 pixel field, which means the molecule density is as high as 8.3 μm -2 . According to Eq. (1), the simulated image was then generated [and shown in Fig. 2(a) ]. Then we used the FD-CS method to localize these molecules. We chose the over-complete factor L = 8 and a grid size of 12.5 nm. The super-resolution image was obtained according to the method mentioned above, with their actual positions indicated by red crosses and the reconstructed positions indicated by green circles [see Fig. 2(b) ]. It is clear that the positions reconstructed using FD-CS generally show a good agreement with the simulated true positions of the particles. In order to evaluate the localization precision, the central coordinates of the pixel where the molecule was localized are assumed to be the coordinates of the localized molecule. Each molecule identified by FD-CS is matched to the closest "true" molecule position. The x and y offsets from all molecules were collected and analyzed with histograms [see Fig. 2(c) ]. These histograms are fitted using Gaussian functions whose standard deviations are calculated as the localization precision. To evaluate the performance of the FD-CS, we generated a series of simulated images with emitter densities form 0.6 μm −2 to 9 μm −2 . For the different emitter densities, the simulation was repeated several times and the sum of the molecules for statistics was 2000 approximately. We compared the identified density, precision, and execution time using FD-CS, CS-CVX and L1-homotopy (L1-H), [8] , [15] (see Fig. 3 ). Details of the calculation method of the above arguments are reported in another paper and the diameter of a lateral tolerance disk was 125 nm in all the results [16] . Although the identified density and localization precision of FD-CS is slightly poorer than that of CS-CVX and L1-H, the executive time of FD-CS is significantly faster the other two algorithms. FD-CS is more than three orders of magnitude faster than CS-CVX and about 10 times faster than L1-H.
Experimental Using FD-CS
Next, we test the performance of FD-CS with experimental data, which consist of 500 high-density images of tubulins from the EPFL website [17] . The NA of the optical system was 1.3 (oil immersion objective) and the wavelength of fluorescence was 690 nm. The 500 frames were acquired with a frame rate of 25 fps. The image size was 128 × 128 pixels and the effective pixel size is 100 nm × 100 nm. The comparison of the directly accumulated microtubule images by 500 frames [see Fig. 4(a) ] and reconstructed super-resolution microtubule images using CS-CVX, FD-CS and L1-H Fig. 4 . It is clear that all the super-resolution images exhibit significant improvements. Compared with the CS-CVX and L1-H algorithms, the FD-CS obtained almost the same reconstruction results. With the same computational configurations, the reconstruction time using FD-CS is about 2 h, while CS-CVX and L1-H require more than 1 y and 23 h. All calculations were performed separately using the MATLAB R2016b software package (The MathWorks, Natick, Massachusetts, USA) on the same desktop computer (Intel (R) Core(TM) i5-3470 CPU processor, 3.2 GHz, 64 bit Microsoft Windows 10 Professional operating system, 16 Gbytes RAM).
Conclusion
Both the spatial resolution and temporal resolution were two crucial factors for live-cell imaging. In this study, we developed and demonstrated an FD-CS method for super-resolution imaging with higher emitter densities. We should reiterate that, the use of a Fourier dictionary based on the compressed sensing model for the localization of fluorescence molecules is a new idea, which significantly improves the temporal resolution of STORM and calculation speed. FD-CS can significantly reduce the computation time of CS-CVX by more than three orders of magnitude and and L1-H by one order of magnitude.
