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Let u E CZm[O, h] be given, let u2,,- I be the unique Hermite interpolation 
polynomial of degree 2m - 1 matching ZJ and its first m - 1 derivatives u(j) 
at 0 and h and let e = VI,,-, - u be the error. Ciarlet et al. [3, Theorem 91 
have obtained pointwise bounds on the error e(x) and its derivatives in terms 
of U = maxgGxch ]U (2m)(~)]. Their bounds are 
I eck’(x)I < 
hk(x(h - x))=~ U 
k! (2m - 2k)! ’ 
k = 0, l,..., m; O<x<h. (1.1) 
These bounds are best possible for k = 0 only. Later, in 1967, Birkhoff and 
Priver [ 1] obtained, for m = 2 and m = 3, optimal error bounds on the 
derivatives e(k)(x). More precisely, their results can be described by the 
following 
THEOREM A. Let U(X) E C4[0, h]. Then 
IzJ:~)(x) - U(~)(X)/ <akh4-k Oyf$h Iu’~)(x)~, 
where 
1 fi 1 
QO=*' al=216’ a,==, 
k = 0, 1, 2, 3, (1.2) 
1 
(x3=-. 2 (1.3) 
Further, for u(x) E C6[0, h], we have 
Iu~~‘(x) - U(~)(X)\ </3kh6pk ,yy;, \u@)(x)/, (1.4) . 
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where 
Po=&-p fi PI=------, 30000 Pz= l 1920’ 
&=& IL=& 
(1.5) 
a,=+. 
Here v~(x) and v,(x) are Hermite interpolation polynomials of degree <3 
and of degree <5, respectively. 
They also noted that, for m > 3, their method, using Green’s function, 
seems unlikely to be useful. Analogously to using Hermite interpolation 
polynomials, one may choose to approximate a given function u(x) E 
Czm[O, h] by the so called Lidstone interpolation polynomial (see [4, p. 281) 
L Zm _ i(x) of degree <2m - 1, matching u and its first m - 1 even derivatives 
u(‘-j) at 0 and h. It turns out that in this case we can give pointwise bounds 
on the error and its derivatives in terms of u = maxo(x(h / u(‘“‘)(x)/ which are 
also optimal. An important role in our Theorem 1 (see below) is played by 
the polynomial Q2m(~) (Euler polynomial) of degree 2m given by the 
formula 
Q,,(x) = - j’ G,tx, 4 Qz,,-z(t) & m = 1, 2,..., (1.6) 
0 
where 
and 
Q,(x) =-1 (1.7) 
G,(x, t) = t(x - l), O<t<x<1, 
=x(t - l), O<x<t< 1. 
Clearly from (1.6)-(1.8) it follows that 
Q;n(x> = -Qzn-z(x), Q,,P> = Qdl> = 0. 
Also 
Q”“‘(O) = Q”P’( 1) = 0 
2n 2n p = 0, l)...) n - 1) 
Q;:‘(l) = Q;:)(O) = (-1)“, 
Q:‘,“(X) = (p-1)’ Qz,-zj(X). 
(1.8) 
(1.9) 
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Explicit representation of some of these polynomials is given by 
x(1 -x) 
Q,(x) = 2r 3 Q,(x) = 
x2(1 -.x)2+x(1-X) 
4! 9 
Q,(x) = 
x3( I - x)’ + 3x2(1 - x)’ + 3x(1 - x) 
6! 
3 
Q,(x) = 
x4(1 -x)” +6x3(1 -x)‘+ 17x2(1 -x)‘+ 1741 -x) 
8! 
We now state our first result as follows 
THEOREM 1. Let-u(x)E CZm[O, 11, let L2m-,(~,~)=L2m-I(~) be the 
unique polynomial of degree <2m - 1 satisfying the conditions 
Liz’- l(o) = d2j)(0), L$’ 1(1) = P(l), j = 0, I,..., m - 1. 
(1.10) 
Then, for 0 < x < 1, with u = maxoGXG, ]u(~“‘)(x)/, 
lU’“‘(X)-LffL1(~)1 < UQ2mm2j(X), j = 0, I,..., m - 1, (1.11) 
and 
/u (%l)(x)-~~G&)(x)j 
G u[(l -2x) QLz+2-2j(X> + 2Q2m+zm2jI 
< QLn+2-2j<O>~ j = 1, 2 ,..., m. (1.12) 
Moreover (1.11) and (1.12) are best possible. 
Note! For j = 0, (1.11) is implicitly contained in Theorem 1.1 and 
Theorem 2.1 of Widder IS]. 
Our next aim is to give some applications of Theorem A of Birkhoff and 
Priver to two point Birkhoff interpolation problems. For this purpose, letf E 
C6 [0, 1] and let H, [f, x] be the unique polynomial of degree <5 satisfying 
the conditions 
Hyyj-, Xi) = f’P’(xJ, i=O, 1, p=O,2,3; x0=0, x1 = 1. 
(1.13) 
we may call it the (0, 2, 3) interpolation polynomial with nodes 0 and 1. 
Concerning H,(f, x) we now state the following theorem. 
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THEOREM 2. Let f, C6 [0, 1 ] and let H,[f, x] satisfy (1.13). Then for 
o<x< 1, 
W:P’(fT x) - f’“‘(x>l < u ,yl Ifb”‘(X)l> p = 0, l)...) 5, (1.14) \ . 
where 
u = ,7;“,“, If’6’(x)l~ “f,(x) = 
x3(1 -x)’ +$X*(1 -x>* + fx(1 -x) 
, -. 6! 
(1.15) 
Note. If we denote c, = max,(,(, If~‘(x)l then 
11 1 1 1 
c0=64gp cl=~~, cpt2=ap, p=o, 1,2,3, 
where aP are defined by (1.3). 
Similarly let f E C”[O, 11. We denote by H,[f, x] the unique polynomial 
of degree <7 satisfying the conditions 
HY’(f, Xi) = f’P’(Xi), p = 0, 2, 3,4, i = 0, 1 (1.16) 
with x0 = 0, x, = 1. 
Concerning H,[f, x] we shall prove the following: 
THEOREM 3. Let f E C* [0, 1 ] and H,[ f, x] be the unique polynomial of 
degree <7 satisfying (1.16). Then 
IHtp’tf, xl - f (p)Wl < ~1 ,y,“,“, If ?@>I, p = 0, 1 )...) 7, (1.17) \ \ 
f,(x) = 
x”(l-x)“+(2/5)x3(1-x)3+x~(1-x*)/5+x(l-x)/5 
S! 
. (1.18) 
Note. If d, = max,,,~, If ip’(x)l, then it can be verified that 
d p+*=Pp, P=O, l,..., 5, where the /I, are defined by (1.5). We denote by 
k,[f, x] the unique polynomial of degree <3 satisfying 
k31f, 01 = f(o), klf> ll=f(l>, 
k, If, i I = f(f), k;[f, t] = f ‘(4,. 
(1.19) 
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We shall refer to k,[f, x] as quasi-Hermite interpolation polynomials. 
Concerning k, [f, x], we shall prove the following 
THEOREM 4. Let f E C4[0, 11, let k,[f, x] be the unique polynomial of 
degree <3 satisfying (1.19). Then we have, for p = 0, 1, 2, 3, 
le’P’(x>l = If (p)(x) - @‘[f, x]l < v, ,,yy,xI f (4)(x)l, 
, 
(1.20) 
1 1 5 1 
“O=m’ Vl=$p v2=48, v3=-. 2 
(1.21) 
Furthermore, these constants are best possible as can be verlped by choosing 
x( 1 - x)( 1 - 2x)* 
f(x) = 96 * 
It seems that the following conjecture concerning (1.1) may be worth 
mentioning. Let f E C”“[O, h] and v2,,- ,(x) be the unique Hermite inter- 
polation polynomial of degree <2m - 1 matching u and its first m - 1 
derivatives u(j) at 0 and h. Then 
lu’“‘(x> - v:“,‘-~(x)~ < uh2m-p ok;& If :p)(x)I, p = 0, l,..., (2m - l), 
where 
u = oF;$ luZrn(x>l, f,(x) = 
xm(h - x)” 
, 2m! ’ 
The above conjecture is true for m = 2, and m = 3. For other related 
interesting results, see [ 21. 
2. PRELIMINARIES 
Let us denote by LzmPl(u, x) the interpolation polynomial of degree 
<2m - 1 satisfying the conditions 
L$2,p’,(u, 0) = u’2”‘(0), L:‘,“‘,(u, 1) = u’@‘(l), p = 0, 1,. ., m - 1. 
(2.1) 
The explicit formula for L,,- ,(x) is given by 
m-1 
L *m-,(U,X)= -7‘ [U’“‘(l)di(X) + u’*“(o)di(l -x)1, 
lT0 
(2.2) 
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where 
22’ 
‘Ax) = (2i f I>! B2i+ I 
(1 -+x1 
2 9 for i> 1. 
Here B,(x) denote the well known Bernoulli polynomials: 
B,, B,= 1. 
(2.4) 
(2.5) 
From the properties of Bernoullis polynomials it follows that 
dl’(x)=di_,(x), d,(o)=& Ai(l i> 1, d,(x)=x. (2.6) 
Since L 2m-,(~,~) - U(X) for U(X) E rc2,,,-, (x2,-, denotes the class of 
polynomials of degree <2m - 1) it follows from the Peano theorem that for 
u E c2yo, I] 
e(x) = u(x) - L2m-l(u, x) = \I G,(x, t) ucZm)(t) dt, 
-0 
(2.7) 
where G,(x, t) is the Peano-kernel. Following Widder 151. we have 
G,(x, 0 = \’ G,k Y) G,,-,(A f> h, m = 2, 3,..., (2.8 ) 
-0 
where G,(x, t) is defined by (1.8). 
3. PROOF OF THEOREM 1 
Following the notation used by Birkhoff and Priver [ 11, we shall denote 
Now on using (2.7) we have 
e(2j)(x) = u(2A (x) - L;$‘,(u, x) = !o’ G?*“(x, t) u’“(t) dt. (3.1) 
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Let us substitute u(x) = Q,(x) (as defined by (1.6)) in (3.1) and use various 
properties of Q*,,,(x) as stated in (1.9), we then obtained 
Q:;‘(x) = (-l)j Q2,-2j(x) = (-1)” lo1 Gp.“(x, t) dt. (3.2) 
Also from (2.8) and (1.8) it follows that (-1)” G,(x, t) is nonnegative in the 
unit square 0 <x < 1, 0 < t < 1. Further, from (2.8) it also follows that 
Gz,“(x, t) = G, _ ,(x, t); Gj,fj,“(x, t) = G, -j(x, t). (3.3) 
Therefore (-l)m-j Gz,” (x, t) = (-l)“-j G,-j(x, t) > 0, in the unit square 
0 <x < 1, 0 < t < 1. Hence, on using (3.1), (3.3) it follows that 
1 ec2j)(x)1 < u i,’ / Gyqo)(x, t)l dr = u ’ G~,‘)(x, t) df 1 
= UQ2m - 2j(X)* 
This proves (1.11). Next, we turn to prove (1.12). Due to (3.3) it is enough 
to prove (1.12) forj= 1. From (2.8) it follows that 
G~,‘)(x.~)=l~yG,-,(y,r)d~+ [‘(y- l>G,~,(y,t)dy. 
0 . I 
Therefore 
,f I G:vo’(x, t>l df < 1’ jx Y I G, - , (Y, f)l dy dt 
0 0 0 
+ j”’ j-’ (1 - Y> I G,- ,(Y, 0 & df. 
0 x 
(3.4) 
From (3.2) we know that 
Q2,-Z(Y) = ,fo’ IG,-,(y, t)l dt. (3.5) 
On changing the order of integration in (3.4) and making use of (3.5) we 
obtain 
1’ IG;‘~‘(~, 4 dt G ,f* yQ2,-2(y) dy + i’ (1 - Y) Q2m-2(Y) dY 
0 0 -.X 
-xXzm-2(X). (3.6) 
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Now, we note that (on using (1.9)) 
x;?m-26) =-j-; YQLLY) dv - 1’ (1 - Y> Q;AY) & ” x 
=(--2x+ l)Q;&>+ 2Qdx)~ (3.7) 
Also 
XL,-z(x) = (1 - 2x1 Q;&> = (-1 + 2x) Qz,-z(x). 
Since Qzme2(x) vanishes only at x = 0 and x = 1, it follows that the critical 
points ofXZm-2(~) are x=0,x= 1, x=f. Also~2m~2(1)=~z,,-2(0) and 
xzm-Al) -xz,-z(t) = 1’ (3 - 1) Qzm-z(~) & > 0. ” 112 
Thus we conclude that x~~-~(x) has an absolute maximum at x = 0 and 
x = 1. Therefore, from (3.6) and (2.7) it follows that 
= I(1 -2x)Q;,,Sx>+2QzA~)l~ 
G w2,-*(1). 
But from (3.7) it follows that 
This proves (1.12) completely. 
The inequalities (1.11) and (1.12) are both best possible. To show this, 
take U(X) = Qzm(x), the Euler polynomial defined by (1.6) and (1.7). In view 
of (1.9), we have maxo~,G, ]uzm(x)l = 1. Further use of (1.9) and the 
definition of L,,P,(u(t),x) given by (1.10) shows at once that 
L zm- 1lQ,,<Q xl = 0. N ow it is easy to verify that (1.11) is indeed best 
possible pointwise. A similar argument shows that (1.12) is also best 
possible. Here again we use the same choice of U(X), namely, Q,,(x). 
4. PROOF OF THEOREM 2 
Let fE C”[O, l] and H,[f, x] be the unique polynomial of degree <5 
satisfying (1.13). We set 
e(x)= f(x) - H, If, xl, (4.1) 
266 VARMA AND HOWELL 
and note that 
etp)(0) = 0, etp’( 1) = 0, p = 0,2, 3. (4.2) 
Thus e(x) can be looked upon as the solution of the differential equation 
& dx6 = Q(x) E f'"'(x) (4.3) 
subject to the boundary conditions 
y(P)(O) = y’P’( 1) = 0, p = 0, 2, 3. (4.4) 
We may express (4.3), (4.4) as 
d2y 
z = x(x>, 
Y(O) = 0, Y(l)=0 
(4.5) 
and 
2 = Q(x), 
From (4.5) it follows that 
(4.6) 
Y(X)=( G,(x,z)x(z)dz, (4.7) 
where the G,(x, z) is Green’s function defined by (1.8). Also, the solution of 
(4.6) is known from the work of Birkhoff and Priver [ 11. It is given by 
x(x> =I1 G& 4 Q(f) 4 
0 
(4.8) 
where 
6G,(x, t) = (3t2 - 2t3) x3 + 3(t - 2) t2x2 + 3t2x - t3, 
= (3t2 - 2t3 - 1) x3 + 3( 1 - t>* cx*, 
Therefore, 
t < x, 
t > x. 
(4.9) 
y(x) = 1’ G(x, t) Q(t) dt = j1 G(x, t)f’“‘(t) dt, 
0 0 
(4.10) 
TWO POINT BIRKHOFF INTERPOLATION 267 
where 
G(x, t) = j' G,(x, z) G,(z, t) dz. (4.11) 
0 
Since G,(x, z) and G,(z, t) do not change sign, it follows that G(x, t) is non- 
negative in the unit square 0 < x < 1, 0 < t < 1. Now, using a familiar 
argument, it follows that 
and 
G’*,“(x, t) = G,(x, t) (4.12) 
G”+2*o’(x, t) = G”T~‘(x, t), l=O, 1,2,3. (4.13) 
From the known results of [ 11, 
,‘fl,“,“, j’ 1 G:““(x, t)l dt = a,, l=O, 1,2,3. (4.14) 
\. 0 
From (4.13) and (4.14), (1.14) follows for p = 2, 3,4, 5. Thus it remains to 
prove (1.14) for p = 1. For this purpose we need to compute maxO,,, , 
1: 1 G”*“‘(x, t)l dt. On using (4.11) we obtain 
G”qo’(x, t> = j; yG,(y, t) dy + j’ (Y - 1) G,(Y, t) dy. 
J 
Therefore 
I G’l~o’(x~ t>l G j; Y I GAY, t)l & + j’ (1 - Y) I G,(Y, [>I dy x 
and we know 
i 
’ 
0 
1 G,(y, t)l dt = y2(14; ‘)’ . 
Thus we can write 
.i,’ (G”,“‘(x, t)l dt < j; y3’14; ‘)’ dy + j’ Cl -;I3 y2 dy = e(x). 
x 
But 
S’(x) = 
x2(1 -X)2(2X - 1) 
4! . 
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Thus B(x) has only three critical points: x = 0, x = 1, x = l/2. Since 
S(1) > &l/2) it follows that 
This proves (1.14) for p = 1 as well. Proof of Theorem 3 is very similar to 
the proof of Theorem 2 we will not give any details. Proof of Theorem 4 can 
be given on the lines of Theorem A so we will not give the details. 
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