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Abstract
Various experimental investigations have shown a sharp transition between satisability and
unsatisability of CNF formulas with L clauses over n variables as c = L=n is varied. For
2-SAT it has been shown theoretically that a threshold phenomenon occurs at the critical value
c= 1. For 3-SAT experimental results show a sharp transition near c= 4 but no such threshold
phenomenon has already been proved. Noticing that the XOR-SAT problem (in which one
uses the ‘exclusive or’ instead of the usual ‘or’) is a special case of satisability which is
solvable in polynomial time as decision problem as well as counting problem leads to the
natural question: is there a satisability threshold for XOR-SAT? In this paper, we answer this
question in establishing a threshold phenomenon for XOR-SAT, with associated critical value
c = 1. So, consider randomly generated XOR-CNF formulas F . We prove that F is satisable
with probability 1− o(1) whenever c< 1 and unsatisable with probability 1− o(1) whenever
c> 1 as n tends to innity. Indeed, in following the nice terminology classication given by
Erdos and Renyi for random graphs, we obtain much better: we exhibit a probability distribution
function that gives a complete understanding of the transition from satisability to unsatisability
for random XOR-SAT formulas. ? 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Satisability, SAT for short, is the problem of deciding whether there is a satisfying
truth assignment for a given CNF formula. SAT is of considerable interest as many
computational tasks in AI can be encoded quite naturally in SAT. Unfortunately, SAT is
NP-complete [5], that is to say can be considered as untractable in the worst case unless
P=NP. With k-CNF formulas (in which clauses are restricted to contain exactly k
literals) many experiments have shown a very swift transition between satisability and
unsatisability as the ratio L=n of the number of clauses over the number of variables is
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varied [18,15,11]. That is, there exists ck , a critical value of L=n, such that if L=n<ck
then the formula is almost surely satisable and inversely if L=n>ck then it is almost
surely unsatisable, as n tends to innity. It is worth noticing that such threshold phe-
nomena generally have consequences on the average analysis of algorithms. Indeed, it
has been observed [15,11] that the hard instances of NP-hard problems (which provide
a challenging test material in order to separate ecient algorithms from the others) are
often associated with a sharp transition.
Unfortunately, although the phenomena described above are often observed experi-
mentally, combinatorial problems raised by the probabilistic formalization are dicult
and only few results are proved theoretically. One of the most studied satisability
problem is 3-SAT (corresponding in some sense to the minimal NP-complete satis-
ability problem). It has only been shown theoretically that 3:003<c3< 4:87 [10,13]
whereas experiments have suggested that c3 ’ 4:24 [6]. There is, however, a particular
case of satisability for which the existence of a sharp transition has been shown the-
oretically. A threshold phenomenon has been established for 2-SAT [3,12]; the critical
value is c2 = 1. The proof largely depends upon the fact that a 2-satisability problem
can be interpreted as a graph problem. In this domain combinatorial results can be
used. Moreover, it is worth pointing out that 2-SAT is a special case of satisability
that is tractable, i.e., solvable in polynomial time (and even in linear time [1]).
Polynomially solvable satisability problems have been completely identied by
Schaefer in the elegant Dichotomy Theorem [17]. Among them the XOR-SAT prob-
lem consists in deciding whether a CNF formula using the ‘exclusive or’ instead of
the usual ‘or’ operator is satisable. It is in some sense one of the easiest satis-
ability problem since it is essentially the only one whose counting counterpart (in
which we are interested in counting the satisfying truth assignments) remains solv-
able in polynomial time [7]. Moreover, from a combinatorial standpoint this problem
has straight connections with a well-studied domain: linear systems over nite elds.
The aim of this paper is to describe the phase transition for the satisability of ran-
dom XOR-CNF formulas, and in particular to establish a threshold phenomenon. For
random graphs, the way such a description could be done was given in the semi-
nal work of Erdos and Renyi [8]. These authors proved that many a graph property
arises suddenly when edges are added randomly, moreover, they proposed some kind
of Ariadne’s clew to investigate such threshold phenomenon. Hence, we will show
that the theory of random graphs is very well suited for the study of random formu-
las. Using the so-called threshold functions, this work intends to expose the way a
complete investigation of a threshold phenomenon could be done for a simpler case of
satisability.
The paper is organized as follows. First, we present the problem XOR-SAT, its nat-
ural probabilistic model and recall the denitions of threshold functions. In Section 3
we show how a classical method can be used to get a rst estimate of the probabil-
ity of satisability of a random XOR-CNF formula. This rst estimate allows us to
perform our computations in a slightly modied probabilistic model which is presented
in Section 4. The last section is devoted to our main results.
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2. Denition of XOR-SAT and threshold functions
2.1. The problem XOR-SAT
A literal is a variable x or its negation :x. An XOR-clause is a set of literals
involving distinct variables. An XOR-formula is a conjunction of (not necessarily
distinct) non-empty XOR-clauses. A truth assignment I is a mapping that assigns 0
or 1 to each variable in its domain, I(:x) = 1 − I(x) for each such variable. A truth
assignment I satises an XOR-clause C=(l1; : : : ; lp) (also denoted C=(l1   lp))
i I(C) =
Pp
i=1 I(li)mod 2 = 1. The assignment satises a formula F i it satises
every clause in F . The XOR-SAT problem is the problem of deciding whether there
is a satisfying truth assignment for a given XOR-formula.
Throughout the paper, we reserve n for the number of variables (fx1; : : : ; xng denotes
the set of variables) and L for the number of clauses of XOR-formulas.
Let !n denote the set of 3n − 1 non-empty XOR-clauses over n variables with the








A random XOR-formula with L clauses over n variables consists of a conjunction
of independent random XOR-clauses (C1; : : : ; CL) such that each Ci is distributed uni-
formly over !n. This set of formulas is
!n      !n| {z }
L times
and is denoted by 
L;n. The probability law PL;n induced on 
L;n is the product measure
PL;n =⊗Li=1pn:
(8(C1; : : : ; CL) 2 
L;n)
 








SAT denotes the set of satisable XOR-formulas with L clauses over n variables.
We are interested in estimating the probability that a formula drawn at random from

L;n is satisable, that is in estimating PL;n(SAT ).
It is clear that satisability occurs with lower probability if our random formula has
more clauses, thus we have: PL;n(SAT )>PL+1; n(SAT ). In other words [2] SAT is a
monotone decreasing property. Our aim is to study the evolution of the probability
that a formula drawn at random from 
L;n is satisable, as Erdos and Renyi studied
the evolution of random graphs. Such an investigation is done for increasing functions
L(n) of n, with n tending to +1.
2.2. Threshold functions
The transition from satisability to unsatisability could be described in terms of the
so-called threshold functions introduced by Erdos and Renyi. Following their denitions
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[8], we are looking for a function A(n) tending monotonically to +1 for n ! +1
such that:
lim









If such a function A(n) exists it is called a threshold function of the satisability of
random XOR-formulas. Indeed, threshold functions give a rst estimate of the threshold
behaviour (notice that they are unique up to a constant factor). As observed by Erdos
and Renyi, this could be specied.
When there exists a probability distribution function F so that for each point of
continuity x of F :
lim




then A(n) is called a regular threshold function and F is a threshold distribution
function.
Observe that the above formula does not dene F(x) when x is a point of discon-
tinuity of F . Typically, one says that there is a sharp threshold phenomenon with a
critical value c when F can be chosen as the degenerated distribution function
F(x) = 1 if x6c;
F(x) = 0 if x>c:
Indeed, as indicated by Erdos and Renyi, the situation at the critical value c can be
specied in looking at formulas for which L(n) − cA(n) is o(A(n)) and in exhibiting
a nondegenerated probability distribution that describes the evolution of satisability
near c.
3. A rst estimate
The expected number of truth assignments that satisfy a random XOR-formula gives
a rst estimate (as in [18,3]).
Proposition 3.1. PL;n(SAT )62n−L.
With each truth assignment I = (I(x1); : : : ; I(xn)) 2 f0; 1gn we associate the random
variable XI dened on 
L;n by
XI (C1; : : : ; CL) = I(C1) ^    ^ I(CL):
Lemma 3.2. For each truth assignment I; the random variable XI has a Bernoulli dis-
tribution with parameter ( 12 )
L.
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Proof. The probability that the assignment I is satisfying is
PL;n((C1; : : : ; CL) 2 
L;n s:t: XI (C1; : : : ; CL) = 1) = [pn(C 2 !n s:t: I(C) = 1)]L:
Observe that
#fC 2 !n : I(C) = 1g= #fC 2 !n : I(C) = 0g= #!n2 :
Therefore, PL;n(XI = 1) = (12 )
L.
Proof of Proposition 3.1. Satisability of a random formula can be expressed with
the XI ’s. Let us consider the random variable X =
P
I2f0;1gn XI : What we call SAT is
exactly the event (X>1). Hence,
PL;n(SAT ) = PL;n(X>1): (1)
But, X is a nonnegative random variable, so its expected value satises
E(X )>PL;n(X>1): (2)
The preceding lemma gives E(XI ) = (12 )
L. Hence,














thus completing the proof with (1) and (2).
From this we immediately obtain the following result.
Corollary 3.3. A random XOR-formula with (1 + o(1))cn clauses over n variables
such that c> 1 is unsatisable with probability 1− o(1).
In order to establish a threshold phenomenon this corollary shows that only the
formulas for which the number of clauses L veries L=O(n) are interesting, where n
is the number of variables. Therefore, from now on we will suppose that L=O(n).
4. Probabilistic model
Our goal is now to show that there is a phase transition between the satisability
and the unsatisability of XOR-formulas with L clauses over n variables as c= L=n is
varied, and that the critical value is c=1: To this end we will use the natural encoding
of XOR-formulas by linear systems over F2. We will slightly modify our probabilistic
model in order to work with independent random variables.
First, we add the empty clause and the tautology, respectively, denoted by f and t.
The new probabilistic space is then
~!n = !n [ ff; tg:
46 N. Creignou, H. Daude /Discrete Applied Mathematics 96{97 (1999) 41{53
The set of formulas is
~!n      ~!n| {z }
L times
and is denoted by ~
L;n.
Second, we modify the probability on the set of clauses in dening the probability
~pn:




~pn(f) = ~pn(t) =
1
2  3n :
As before the probability on ~
L;n is the product measure, ~PL;n.








It is quite clear that in order to evaluate asymptotically PL;n(SAT ) it suces to estimate
~PL;n(SAT ). This is precisely stated in the next proposition.
Proposition 4.4. limn!+1 PL;n(SAT ) = limn!+1 ~PL;n(SAT ).
Proof. ~PL;n(SAT ) = ~PL;n(SAT \ 
L;n) + ~PL;n(SAT \c 
L;n).
From (3) the rst term of this sum is exactly ((3n − 1)=3n)LPL;n(SAT ).
The second one is lower than or equal to ~PL;n(c
L;n). A formula is in c
L;n i












Since L=O(n), standard inequalities give jPL;n(SAT )− ~PL;n(SAT )j6L=3n−1.
5. Satisability threshold for XOR-SAT
5.1. Link between XOR-formulas and linear systems
By denition the satisability of an XOR-formula is equivalent to the consistency
of a linear system over F2. Thus, the probability of satisability of randomly generated
formulas is the probability of consistency of random systems over F2. More precisely
consider the encoding of clauses by vectors:
 : ~!n ! f0; 1gn  f0; 1g;
C 7! (U = (u1; : : : ; un); v);
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Amod 2; uij = 1 for 16j6k and ui = 0 otherwise:
Moreover, (t) = ((0; : : : ; 0); 0) and (f) = ((0; : : : ; 0); 1).
Evidently








Therefore, the satisability of a formula C1 ^    ^ CL over the variables x1; : : : ; xn,
is equivalent to the consistency of the following linear system:






















where (Ui; vi)=(Ci), i=1; : : : ; L. Thus, ~PL;n(SAT ) is the probability of consistency of
random linear system AX =B where A (resp. B) is a random matrix (resp. vector) over
F2 whose rows are independent and equidistributed random vectors. The distribution
of each of these row vectors is specied by the following.
Lemma 5.5. The probability law induced by  onf0; 1gn  f0; 1g is






Proof. By denition ~PL;n(U; v) = ~PL;n(C 2 ~!n s. t. (C) = (U; v)):
If (U; v) 2 f((0; : : : ; 0); 0); ((0; : : : ; 0); 1)g then ~PL;n(U; v)= ~PL;n(f)= ~PL;n(t)=1=2 3n:
Otherwise, for a xed U let us set




If J (U ) = fi1; : : : ; ikg then
(C) = (U; v) , C = xj1i1      xjkik and
kX
i=1
ji = vmod 2:
Hence,
#fC s: t: (C) = (U; v)g= #
(
(j1; : : : ; jk) :
kX
i=1
ji = vmod 2
)
= 2k−1:
Therefore, ~PL;n(U; v) = (2k−1=3n), thus completing the proof of Lemma 5.5.
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The interest of the modication of the probabilistic model is clear. In our probabilis-
tic model a random XOR-clause over n variables is naturally encoded by a random
vector from Fn2 whose components are independent variables and each has a Bernoulli
distribution with parameter 23 and by a random element from F2 which has a Bernoulli
distribution with parameter 12 . Thus, we get a simple encoding for random formulas.
Proposition 5.6. Random XOR-formulas with L clauses over n variables are naturally
encoded by random systems AX =B over F2. The coecients Ai;j and Bi; for 16i6L
and 16j6n; are independent random variables with a Bernoulli distribution with
parameter 23 for the Ai;j and
1
2 for the Bi.
Consequently, we are able to give an expression of ~PL;n(SAT ) in terms of the rank
of L n random matrices. From (4) and (5) we obtain





~PL;n[B 2 Im(A) ^ rank(A) = r]:
Since the coecients of A and B are independent and since the last ones have a




2−(L−r) ~PL;n[rank(A) = r]:







The asymptotical analysis of (6) will show that the function A(n) = n is a regular
threshold function for satisability of random XOR-formulas. The following theorem
establishes a sharp threshold phenomenon and species this one thanks to a nondegen-
erated probability distribution when L(n)− n is constant.
Theorem 5.7. Let m be a xed integer. Consider random XOR-formulas with m+ n
clauses over n variables. Then; limn!+1 ~Pn+m;n(SAT )=F(m); where F is a probability
distribution that veries F(x) = 2−xF(−x) and that admits an explicit exponential
asymptotical development:




N. Creignou, H. Daude /Discrete Applied Mathematics 96{97 (1999) 41{53 49
Proof. The proof will be divided into three steps.
 First step. Suppose that the limit distribution function F exists. Let m be a positive













= 2−m ~Pn;n+m(SAT ):
This proves the desired equality in taking the limit as n tends to innity. Therefore,
we can now focus our attention on F(−m) for positive integers m.
 Second step. The key is the estimate of L;n(r). A result of Kovalenko [14]
reduces this to the case of identically distributed matrices, i.e., matrices whose
coecients are random variables with a Bernoulli distribution with parameter 12 .
More precisely, let  L;n(r) denote the probability of the event frank(A)=rg when
A is such a matrix. Then, the following holds:






A straightforward calculus shows that the asymptotical behavior of ~Pn−m;n(SAT )





Now, the probability  L;n(r) is given by the number of matrices over F2 of rank r.
This number is well known [9]:
 L;n(r) = 2−(L−r)(n−r)
(L− r + 1; L)(n− r + 1; n)
(1; r)
;




(1− 2−i) if 0<u6v6+1;
−(u; v) = 1 if u>v>0:
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Observe that 14<
Q+1









(k + 1; n− m)(m+ k + 1; n)
(1; n− m− k) :
 Third step. The existence and the estimate of the limit of Sn;m as n tends to
innity can be obtained by Lebesgue’s Theorem. Consider
f(m)n (k) = 2
−k(m+k+1) (k + 1; n− m)(m+ k + 1; n)
(1; n− m− k) for k6n− m;
0 otherwise:
− jf(m)n (k)j6K2−k where K is some constant








n (k) = 2
−km 2
−k(k+1)(k + 1;+1)
(1;+1) (m+ k + 1;+1):
















(m+ k + 1;+1): (7)
Finally, two Eulerian identities give the desired conclusion:
Y
s>0





ui [4; (5o) p: 106]; (8)
n−1Y
r=0




(1; i)(1; n− i)v
i [4; Ex 11(2) p: 118]: (9)
Applying (8) to u=−2−(m+k+1) yields
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(1; h− i)(1; i)2
−(h−i+1)h:



















(−1)h2−h(h+1)=2(2x)h for x60 and
F(x) = 2−xF(−x) for x> 0;
is indeed a distribution function (see for instance [16]) for F is clearly a contin-
uous function decreasing from 1 to 0.
As a consequence we can complete our rst estimate (Corollary 3.3):
Corollary 5.9 (Threshold phenomenon).
lim
n!+1












Proof. Suppose that limn!+1 [L(n)=n]=c with c< 1. As SAT is a monotone property,
we have
(8m>0) (9N ) (8n>N ) (PL(n); n(SAT )>Pn−m;n(SAT )):









n!+1PL(n); n(SAT )> limm!+1F(−m) = 1:
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6. Conclusion
According to Erdos and Renyi’s observations [8], the problem of the description of
the transition from satisability to unsatisability of random XOR-formulas is settled.
Indeed, for XOR-SAT we have proved the existence of a sharp threshold near the
critical value 1 for the regular threshold function A(n) = n, and we have determined
a probability distribution F that completely describes this new threshold phenomenon.
This sheds some new light on the threshold phenomenon brought to the fore by Chvatal
and Reed [3] for 2-SAT: could we exhibit a nondegenerated probability distribution
associated with this phase transition?
Comparatively to the results known for the classical satisability problem a natural
question arises: is there a comparable threshold for XOR-SAT with xed clause-length?
It appears that even for this simpler problem, the combinatorial problems raised by the
probabilistic formalization needed in order to answer such a question are very dicult.
There is no threshold phenomenon for 2-XOR-SAT (because of the links between this
problem and the existence of cycles in a directed graph). On the contrary, n is a
threshold function for k-XOR-SAT, for any k>3 and experiments suggest that there
is also a threshold phenomenon.
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