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Abstract
In this article, the new Ishikawa iteration method is presented to ﬁnd the approximate
solution of an ordinary diﬀerential equation with an initial condition. Additionally,
some numerical examples with initial conditions are given to show the properties of
the iteration method. Furthermore, the results of absolute errors are compared with
Euler, Runge-Kutta and Picard iteration methods. Finally, the present method, namely
the new modiﬁed Ishikawa iteration method, is seen to be very eﬀective and eﬃcient
in solving diﬀerent type of the problem.
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Introduction
Various kinds of numericalmethods, especially iterativemethods [–], were used to solve
diﬀerent types of diﬀerential equations. In recent years, there has been a growing interest
in the treatment of iterative approximation of ﬁxed point theory on normed linear spaces
[–], Banach spaces [–] and Hilbert spaces [, ], respectively.
A new modiﬁed Ishikawa iteration method has been developed to ﬁnd an approximate
solution for diﬀerent types of diﬀerential equations with initial conditions [, –] on
metric spaces. The solutions are also obtained in terms of the Picard iteration. Also in
Section , examples of these kinds of equations are solved using this new method which
is called new modiﬁed Ishikawa iteration method and also the results are discussed and
comparison using Euler [, ], Runge-Kutta [, ], and Picard iteration methods [, ,
] is presented in tables and ﬁgures. Additionally, this approximated method can solve
various diﬀerent diﬀerential equations such as integral, diﬀerence, integro-diﬀerential and
functional diﬀerential equations. Finally, numerical results shows that the new modiﬁed
Ishikawa iterationmethod ismore or less eﬀective and also convenient for solving diﬀerent
types of diﬀerential equations.
Now, let us give some of the important theorems and deﬁnitions in order to solve linear
and nonlinear diﬀerential equations using a contraction mapping.
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1 Preliminaries
Theorem . (Banach contraction principle) Let (X,d) be a complete metric space and
T : X → X be a contraction with the Lipschitzian constant L. Then T has a unique ﬁxed













Proof We ﬁrst show uniqueness. Suppose there exist x, y ∈ X with T(x) = x and T(y) = y.
Then




therefore d(x, y) = .
To show existence select, x ∈ X. We ﬁrst show that {Tn(x)} is a Cauchy sequence. Notice




)≤ Ld(Tn–(x),Tnx)≤ · · · ≤ Lnd(x,T(x)).




)≤ d(Tn(x),Tn+(x)) + d(Tn+(x),Tn+(x)) + · · ·+
≤ · · · ≤ d(Tm–(x),Tm(x))
≤ Lnd(x,T(x)) + · · · + Lm–d(x,T(x))

















This shows that {Tn(x)} is a Cauchy sequence and since X is complete, there exists u ∈ X
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Corollary . Let (X,d) be a complete metric space and let B(x, r) = {x ∈ X : d(x,x) < r},
where x ∈ X and r > . Suppose T : B(x, r) → X is a contraction (that is, d(T(x),T(y)) ≤
Ld(x, y) for all x, y ∈ B(x, r)with ≤ L < )with d(T(x),x) < (–L)r.Then T has a unique
ﬁxed point in B(x, r) (see []).
Deﬁnition . If the sequence {xn}∞n= provides the condition xn+ = Txn for n = , , , . . . ,
then this is called the Picard iteration [, ].
Deﬁnition . Let x ∈ X be arbitrary. If the {xn}∞n= sequence provides the condition
xn+ = ( – αn)xn + {αn}Tyn,
yn = ( – βn)xn + {βn}Txn
for n = , , , . . . , then this is called the Ishikawa iteration [, ] where (αn) and (βn) are
sequences of positive numbers that satisfy the following conditions:
(i) ≤ αn ≤ βn < , for all positive integers n,




Deﬁnition . If λ ∈ [, ], γ ∈ [, ] and y ∈ X, T is deﬁned as a contraction mapping
with regard to Picard iteration and also the {yn}∞n= sequence provides the conditions
yn+ = λyn– + ( – λ)Tyn–,
yn = ( – γ )yn– + γTyn–, n = ,, . . . ,







dt, n = ,
Tyn– = yn,  < λ,μ < 
then this is called a new modiﬁed Ishikawa iteration where T =
∫ x
x F(t, yn(t))dt.
In order to illustrate the performance of the newmodiﬁed Ishikawa iteration method in
solving linear and nonlinear diﬀerential equations and justify the accuracy and eﬃciency
of themethod presented in this paper, we consider the following examples. In all examples,
we used four types of iterationmethods and the comparison is shown in ﬁgures and tables
respectively.
2 Application of methods
Example . Let us consider the diﬀerential equation y′ =
√|y| subject to the initial con-
dition y() = .
Firstly, we obtained the exact solution of the equation as |y| =  (x + ) =  + x + x

 .
By Theorem . and Corollary ., since T =
∫ x
x F(t, yn(t))dt, then

























∣∣√x –√y∣∣≤  |x – y|.
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So, |T(x) –T(y)| ≤  |x– y| is found. Thus T has a unique ﬁxed point, which is the unique
solution of the integral equation T =
∫ x




Firstly, we approach the approximate solution using by the Picard iteration method.
Thus







are obtained. If we take the series expansion of the function (x + )/ for the seven terms,










 is found. Now, applying the newmodiﬁed Ishikawa
iteration method to the equation for λ = ., γ = .,
y =  + x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x
are found and also for λ = ., γ = .,
y =  + x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x
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are obtained. On the other hand, for λ = ., γ = .,
y =  + x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x
are calculated. In the same way, for λ = ., γ = .,
y =  + x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x
are found and also for λ = ., γ = .,
y =  + x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
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y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x
are obtained. Similarly, for λ = ., γ = .,
y =  + x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x
are calculated. Finally, for λ = ., γ = .,
y =  + x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x,
y =  + .x
are obtained.
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Now we calculate the approximate solution by the Euler method. At ﬁrst we use the
formula
yn+ = yn + hF(xn, yn)
with F(x, y) =
√| y |, h = . and x = , y = . From the initial condition y() = , we have
F(, ) = . We now proceed with the calculations as follows:
F = F(, ) = ,
y = y + hF =  + .,
y = .,
F = F(., .) = .,
y = . + .F,
y = .,
F = F(., .) = .,
y = . + .F,
y = ..
Finally, applying the Runge-Kutta method to the given initial value problem, we carry out
the intermediate calculations in each step to give ﬁgures after the decimal point and round
oﬀ the ﬁnal results at each step to four such places. Here F(x, y) =
√|y|x = , y =  and





















k = hg(y + h,x + k)
and K =  (k + k + k + k), yn+ = yn + K. Thus we ﬁnd k, k, k, k for n =  as
follows:
k = .F(x, y) = .F(, ) = .,
k = .F(x + ., y + .) = .,
k = .F(x + ., y + .) = .,
k = .F(x + ., y + .) = ..
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So, y = . is obtained for x = .. On the other hand, we calculated k, k, k,
k for n =  as follows:
k = .F(x, y) = .F(., .) = .,
k = .F(x + ., y + .) = .,
k = .F(x + ., y + .) = .,
k = .F(x + ., y + .) = ..
Hence y = . is calculated for x = .. Finally we get k, k, k, k for n =  as
follows:



















k = hF(x + h, y + k) = ..
Thus, y = . is obtained for x = ..
After the necessary calculation which is done above, the comparison is shown schemat-
ically in Figure .
Figure 1 The comparison of exact solution and approximate solution of Example 2.1 for different
values of λ and γ .
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Table 1 The solutions obtained by the newmodiﬁed Ishikawa iterationmethod for different
values of λ and γ
x λ = 0.5, γ = 0.5 λ = 0.5, γ = 0.25 λ = 0.25, γ = 0.5 λ = 0.25, γ = 0.25




































































































































On the other hand, we may give Table , Table , Table  and Table  using the modiﬁed
Ishikawa iteration method for diﬀerent values of λ and γ . Now wemay give Table  which
is expressed that absolute error of Example . for diﬀerent values of λ and γ with x = .,
x = . and x = . respectively.
Corollary . If we compare the approximate solution with the diﬀerent values of λ and γ ,
then the conclusion may be indicated using Table , Table , Table  and Table  as follows.
The best approximation is obtained taking the diﬀerent values of λ and γ and using the
new modiﬁed Ishikawa iteration method for x = ., x = . and x = . getting (λ = .,
γ = .; λ = ., γ = .; λ = ., γ = .; λ = ., γ = .; λ = ., γ = .; λ = .,
γ = .; λ = ., γ = .) respectively.
Similarly,we calculated the solution for x = ., x =  and x = . then the approximation
is found more sensitive taking (λ = ., γ = .; λ = ., γ = .; λ = ., γ = .;
λ = ., γ = .; λ = ., γ = .; λ = ., γ = .; λ = ., γ = .) respectively.
Corollary . Absolute error of the modiﬁed Ishikawa iteration method is computed tak-
ing diﬀerent values of λ and γ (x = ., x = . and x = .),which is not more eﬀective than
Runge-Kutta, Picard and Euler iteration methods.
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Table 2 The solutions obtained by the newmodiﬁed Ishikawa iterationmethod for different
values of λ and γ
x λ = 0.75, γ = 0.25 λ = 0.25, γ = 0.75 λ = 0.75, γ = 0.75



































































































Example . Let us consider the diﬀerential equation
y′ = y + x
subject to the initial condition
y() = .
Firstly, we obtained the exact solution of the equation as y = ex – x – x – .
Using Theorem . and Corollary ., since T =
∫ x
x F(t, yn(t))dt, then T has a unique
ﬁxed point, which is the unique solution of the diﬀerential equation y′ = y + x with the
initial condition y() = .
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Table 3 The solutions obtained by the newmodiﬁed Ishikawa iterationmethod for different
values of λ and γ
x λ = 0.75, γ = 0.25 λ = 0.25, γ = 0.75 λ = 0.75, γ = 0.75



















































































































Now applying the new modiﬁed Ishikawa iteration method to the equation for λ = .,
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Table 4 The solutions obtained by the newmodiﬁed Ishikawa iterationmethod for different
values of λ and γ
x λ = 0.5, γ = 0.5 λ = 0.5, γ = 0.25 λ = 0.25, γ = 0.5 λ = 0.25, γ = 0.25




































































































































Table 5 Absolute error of Example 2.1 for different values of λ and γ (x = 0.2, x = 0.4 and
x = 0.6 respectively)
x = 0.2 x = 0.4 x = 0.6
λ = 0.5, γ = 0.5 0.12398437 0.173203126 0.289804688
λ = 0.5, γ = 0.25 0.129110108 0.278220216 0.447330323
λ = 0.25, γ = 0.5 0.09571167 0.21142334 0.34713501
λ = 0.25, γ = 0.25 0.148429452 0.316858903 0.505288354
λ = 0.75, γ = 0.25 0.090887414 0.201774827 0.33266224
λ = 0.25, γ = 0.75 0.049999962 0.119999924 0.209999886
λ = 0.75, γ = 0.75 0.02541195 0.070823899 0.136235849
Picard 0.0003 0.002328 0.007369875
Runge-Kutta 0.000000435 0.000000081 0.00000046
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are found. Now, we get the approximate solution using by the Euler method. Firstly, we
use the formula
yn+ = yn + hF(xn, yn)
with F(x, y) = y+ x, h = . and x = , y = . From the initial condition y() = , we have
F(, ) = . We now proceed with the calculations as follows:
y = y + hF(y,x) =  + . = .,
x = x + h = . + . = .,
y = y + hF(y,x) = . + . · . = .,
x = x + h = . + . = .,
y = y + hF(y,x) = . + . = .,
x = x + h = . + . = ..
Finally, applying the Runge-Kutta method to the given initial value problem, we carry out
the intermediate calculations in each step to give ﬁgures after decimal point and round
oﬀ the ﬁnal results each at step to four such places. F(x, y) = y + x, x = , y =  and we























k = hg(y + h,x + k)
andK =  (k +k +k +k), yn+ = yn+K. Thus we ﬁnd k, k, k, k for n =  as follows:
k = .f (x, y) = ,
k = .f
(












k = .f (x + ., y + k) = ..
So, y = . is obtained for x = .. On the other hand, we calculated
k, k, k, k for n =  as follows:
k = .f (x, y) = .,
k = .f
(












k = .f (x + ., y + k) = ..
Hence y = . is calculated for x = .. Finally, we get k, k, k, k for
n =  as follows:
k = .f (x, y) = .,
k = .f
(












k = .f (x + ., y + k) = ..
Thus y = . is obtained for x = ..
After the necessary calculation which is done above, the comparison is shown schemat-
ically in Figure .
On the other hand, wemay give Table , Table , Table  andTable  by the newmodiﬁed
Ishikawa iterationmethod for diﬀerent values of λ and γ . Nowwemay give Table  which
is expressed that absolute error of Example . for diﬀerent values of λ and γ with x = .,
x = . and x = . respectively.
Corollary . If we compare the approximate solution with the diﬀerent values of λ and γ ,
then the conclusionmay be indicated using Table , Table , Table  and Table  as follows.
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Figure 2 The comparison of exact solution and approximate solution of Example 2.2 for different
values of λ and γ .
The best approximation is obtained taking the diﬀerent values of λ and γ and using the
modiﬁed Ishikawa iteration method for x = ., x = . and x = . getting (λ = ., γ =
.; λ = ., γ = .; λ = ., γ = .; λ = ., γ = .; λ = ., γ = .; λ = .,
γ = .; λ = ., γ = .) respectively.
Similarly,we calculated the solution for x = ., x =  and x = . then the approximation
is found more sensitive taking (λ = ., γ = .; λ = ., γ = .; λ = ., γ = .;
λ = ., γ = .; λ = ., γ = .; λ = ., γ = .; λ = ., γ = .) respectively.
Corollary . Absolute error of the modiﬁed Ishikawa iteration method is computed tak-
ing diﬀerent values of λ and γ (x = ., x = . and x = .),which is not more eﬀective than
Picard, Runge-Kutta and Euler iteration methods.
Example . Let us consider the diﬀerential equation
y′ = x(y + )
subject to the initial condition
y() = .
Using Theorem . and Corollary ., since T =
∫ x
x F(t, yn(t))dt, then T has a unique ﬁxed
point, which is the unique solution of the diﬀerential equation y′ = x(y+) with the initial
condition y() = .
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Table 6 The solutions obtained by the newmodiﬁed Ishikawa iterationmethod for different
values of λ and γ
x λ = 0.5, γ = 0.5 λ = 0.5, γ = 0.25 λ = 0.25, γ = 0.5 λ = 0.25, γ = 0.25




































































































































Firstly, we obtained the exact solution of the equation as y = ex – . Then we approach
the approximate solution by the Picard iteration method as follows:
y = x,
y = x +
x
 ,












Now, applying the new modiﬁed Ishikawa iteration method to the equation for λ = .,
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Table 7 The solutions obtained by the newmodiﬁed Ishikawa iterationmethod for different
values of λ and γ
x λ = 0.75, γ = 0.25 λ = 0.25, γ = 0.75 λ = 0.75, γ = 0.75
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Table 8 The solutions obtained by the newmodiﬁed Ishikawa iterationmethod for different
values of λ and γ
x λ = 0.5, γ = 0.5 λ = 0.5, γ = 0.25 λ = 0.25, γ = 0.5 λ = 0.25, γ = 0.25
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Table 9 The solutions obtained by the newmodiﬁed Ishikawa iterationmethod for different
values of λ and γ
x λ = 0.75, γ = 0.25 λ = 0.25, γ = 0.75 λ = 0.75, γ = 0.75



































































































Table 10 Absolute error of Example 2.2 for different values of λ and γ (x = 0.4 and x = 0.6
respectively)
x = 0.2 x = 0.4 x = 0.6
λ = 0.5, γ = 0.5 0.0010268706 0.00942023 0.036214166
λ = 0.5, γ = 0.25 0.001726984648 0.015021141 0.055117245
λ = 0.25, γ = 0.5 0.001282485736 0.011465151 0.043115775
λ = 0.25, γ = 0.25 0.00198457568 0.017081869 0.017774779
λ = 0.75, γ = 0.25 0.001217348504 0.010944053 0.041357069
λ = 0.25, γ = 0.75 0.000672182488 0.006582725 0.026637587
λ = 0.75, γ = 0.75 0.000343930328 0.003956708 0.017774779
Picard 0.00000000522 0.000000684 0.000012
Runge-Kutta 0.000998849654 0.001220066 0.001491752





























































are found. Now, we ﬁnd the approximate solution using by the Euler method. Firstly, we
use the formula
yn+ = yn + hF(xn, yn)
with F(x, y) = x(y + ), h = . and x = , y = . From the initial condition y() = , we
have F(, ) = . We now proceed with the calculations as follows:
y = y + hf (x, y) = ,
x = x + h = .,
y = y + hf (x, y) = .,
x = x + h = .,
y = y + hf (x, y) = .,
x = x + h = ..
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Figure 3 The comparison of exact solution and approximate solution of Example 2.3for different
values of λ and γ .
Finally, applying the Runge-Kutta method to the given initial value problem, we carry out
the intermediate calculations in each step to give ﬁgures after the decimal point and round
oﬀ the ﬁnal results at each step to four such places. Here F(x, y) = x(y + ), x = , y = 
and we are to use h = .. Using these quantities, we calculated successively k, k, k, k




















k = hg(y + h,x + k)
and K =  (k + k + k + k), yn+ = yn + K. Thus we ﬁnd k, k, k, k for n =  as
follows:
k = .f (x, y) = ,
k = .f
(












k = .f (x + ., y + k) = ..
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Table 11 The solutions obtained by the newmodiﬁed Ishikawa iterationmethod for
differential values of λ and γ
x λ = 0.5, γ = 0.5 λ = 0.5, γ = 0.25 λ = 0.25, γ = 0.5 λ = 0.25, γ = 0.25




































































































































So, y = . is obtained for x = .. On the other hand, we calculated k, k, k,
k for n =  as follows:
k = .f (x, y) = .,
k = .f
(












k = .f (x + ., y + k) = ..
Hence y = . is calculated for x = .. Finally we get k, k, k, k for n =  as
follows:
k = .f (x, y) = .,
k = .f
(
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Table 12 The solutions obtained by the newmodiﬁed Ishikawa iterationmethod for different
values of λ and γ
x λ = 0.75, γ = 0.25 λ = 0.25, γ = 0.75 λ = 0.75, γ = 0.75










































































































k = .f (x + ., y + k) = ..
Thus y = . is obtained for x = ..
After the necessary calculation which is done above, the comparison is shown schemat-
ically in Figure .
On the other hand, we may give Table , Table , Table  and Table  by the new
modiﬁed Ishikawa iteration method for diﬀerent values of λ and γ . Now we may give
Table  which is expressed that absolute error of Example . for diﬀerent values of λ and
γ with x = ., x = . and x = . respectively.
Corollary . If we compare the approximate solution with the diﬀerent values of λ and
γ , then the conclusion may be indicated using by Table , Table , Table  and Table 
as follows.
The best approximation is obtained taking the diﬀerent values of λ and γ and using the
modiﬁed Ishikawa iteration method for x = ., x = . and x = . getting (λ = ., γ =
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Table 13 The solutions obtained by the newmodiﬁed Ishikawa iterationmethod for different
values of λ and γ
x λ = 0.5, γ = 0.5 λ = 0.5, γ = 0.25 λ = 0.25, γ = 0.5 λ = 0.25, γ = 0.25




































































































































.; λ = ., γ = .; λ = ., γ = .; λ = ., γ = .; λ = ., γ = .; λ = .,
γ = .; λ = ., γ = .) respectively.
Similarly, we calculated the solution for x = ., x =  and x = ., then the approxi-
mation is found more sensitive taking (λ = ., γ = .; λ = ., γ = .; λ = .,
γ = .; λ = ., γ = .; λ = ., γ = .; λ = ., γ = .; λ = ., γ = .) re-
spectively.
Corollary . Absolute error of the modiﬁed Ishikawa iteration method is computed tak-
ing diﬀerent values of λ and γ (x = ., x = . and x = .),which is not more eﬀective than
Picard, Runge-Kutta and Euler iteration methods.
3 Conclusion
A new technique, using the newmodiﬁed Ishikawa iterationmethod, to numerically solve
the diﬀerent types of diﬀerential equations is presented. All the numerical results ob-
tained using the new modiﬁed Ishikawa iteration method described earlier show a very
good agreement with the exact solution. Comparing the new modiﬁed Ishikawa itera-
tion method with several other methods that have been advanced for solving linear and
nonlinear diﬀerential equations shows that the new technique is reliable, powerful and
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Table 14 The solutions obtained by the newmodiﬁed Ishikawa iterationmethod for different
values of λ and γ
x λ = 0.75, γ = 0.25 λ = 0.25, γ = 0.75 λ = 0.75, γ = 0.75



































































































Table 15 Absolute error of Example 2.3 for different values of λ and γ (x = 0.4 and x = 0.6
respectively)
x = 0.2 x = 0.4 x = 0.6
λ = 0.5, γ = 0.5 0.014131067 0.066792042 0.193212053
λ = 0.5, γ = 0.25 0.024632796 0.108798958 0.287727608
λ = 0.25, γ = 0.5 0.017953108 0.082080207 0.22761042
λ = 0.25, γ = 0.25 0.028496655 0.124254392 0.322502337
λ = 0.75, γ = 0.25 0.016988257 0.078220802 0.218926758
λ = 0.25, γ = 0.75 0.008810767 0.045510383 0.145329346
λ = 0.75, γ = 0.75 0.003886985 0.025815712 0.101015305
Picard 0.000000002 0.000000899 0.000053574
Runge-Kutta 0.000000108 0.000001342 0.000008005
Euler 0.040810774 0.093510871 0.180529414
promising. We believe that the eﬃciency of the new modiﬁed Ishikawa iteration method
gives it much wider applicability which should be explored further.
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