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Abstract
In this paper we derive some basic results of circuit theory using ‘Implicit Linear Algebra’ (ILA). This
approach has the advantage of simplicity and generality. Implicit linear algebra is outlined in [21, 23, 24, 26].
A vector space VS is a collection of row vectors, over a field F on a finite column set S, closed under
addition and multiplication by elements of F. We denote the space of all vectors on S by FS and the space
containing only the zero vector on S by 0S . The dual V⊥S of a vector space VS is the collection of all vectors
whose dot product with vectors in VS is zero.
The basic operation of ILA is a linking operation (’matched composition‘) between vector spaces VSP ,VPQ
(regarded as collections of row vectors on column sets S ∪ P, P ∪ Q, respectively with S, P,Q disjoint) de-
fined by VSP ↔ VPQ :≡ {(fS , hQ) : ((fS , gP ) ∈ VSP , (gP , hQ) ∈ VPQ}, and another (’skewed composition‘)
defined by VSP 
 VPQ :≡ {(fS , hQ) : ((fS , gP ) ∈ VSP , (−gP , hQ) ∈ VPQ}. These operations can also be
described in terms of sum, intersection, contraction and restriction of vector spaces.
The basic results of ILA are the Implicit Inversion Theorem (which states that VSP ↔ (VSP ↔ VS) = VS ,
iff VSP ↔ 0P ⊆ VS ⊆ VSP ↔ FS) and Implicit Duality Theorem (which states that (VSP ↔ VPQ)⊥ =
(V⊥SP 
 V⊥PQ).
We show that the operations and results of ILA are useful in understanding basic circuit theory. We
illustrate this by using ILA to present a generalization of Thevenin-Norton theorem where we compute
multiport behaviour using adjoint multiport termination through a gyrator and a very general version
of maximum power transfer theorem, which states that the port conditions that appear, during adjoint
multiport termination through an ideal transformer, correspond to maximum power transfer.
Keywords: Basic circuits, implicit inverse, implicit duality.
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1. Introduction
Implicit linear algebra (ILA) was originally developed to better exploit the topology of the electrical
network, while analysing it. Two basic topological methods which use ILA are ‘multiport decomposition’
(see [21], Section 8 of [24, 26]), which could be regarded as the most natural to circuit theory, and the
method of analysis using topological transformations ([23]), where the networks change their topology with
additional linear constraints but always with a guarantee that the new set of constraints are equivalent to
the original set of network constraints. The first half of the book [24, 26] deals with these ideas.
A characteristic feature of the ILA approach is, as far as possible, to avoid speaking of networks in terms
of matrices but rather in terms of other derived networks. The variables of interest would often be buried
in a much larger set of network variables and we have to deal with the former implicitly without trying to
eliminate the latter.
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When one connects linear subnetworks, there is no a priori direction to the flow of ‘information’, merely
interaction, which could be regarded as working both ways. To capture this situation, linear transformations
are not suitable, rather one needs linear relations. One is naturally led to the question whether parts of
linear algebra can be developed based on linear relations. The answer is in the affirmative and implicit
linear algebra satisfies this requirement ([28]). In ILA, since we work with linear relations which link
subspaces rather than with maps which link vectors, we manipulate subspaces rather than vectors. From
the point of view of the present paper, it is more important that there are applications to circuit theory.
The basic operation in ILA is that of matched (skewed) composition of indexed spaces described below.
This corresponds precisely to the connection of multiports across some of their ports.
An essential feature of linear circuits and systems theory is that there are two kinds of constraints:
one that is related to connection and the other, to device (or subsystem) characteristics. The former are
combinatorial constraints involving coefficient matrices which have 0,±1 entries while the latter can be
thought of as general linear algebraic ones with coefficient matrices which have rational or real entries. The
usual way to exploit this situation is to use graph theory for writing the former constraint equations and
combine this with the latter using linear algebra. In this approach the final set of equations involve floating
point numbers and the influence of the combinatorial constraints is felt primarily in the sparsity of the final
coefficient matrix.
A second approach which is useful for studying the solvability of the systems under consideration is
through the use of matroid theory (specifically through matroid union and matroid intersection theorems
[4, 6, 7, 8, 9, 10, 11, 12, 17, 18, 19, 31]). An approach that is close in spirit to ILA is that of behavioural
system theory ([42, 43, 41, 39, 40]). Here, again, systems are taken as they are presented in the governing
constraints without first putting them in a form which contains only the variables of interest. To illustrate
the approach, in place of state and output linear equations of the kind(
x˙
y
)
=
(
f1(x, u)
f2(x, u)
)
, (1)
one works with equations of the kind
f(w, z˙, z, u, y) = 0, (2)
which may be taken to be the original constraints. The variable entries of the vector x of Equation 1 can
be taken to be contained in the variable entries of the vector z of Equation 2. After suitable elimination of
variables we can get the former equation from the latter. By working with the original constraints, instead
of the derived ones of Equation 1, we are able to better exploit the structure of the system and avoid the
externally imposed canonical structure of Equation 1. In this sense, this approach is similar to the ILA
approach. However, this method does not have as one of its aims, the exploitation of the difference in the
nature of the connection and device characteristic constraints. Many of the proof techniques and algorithms
work with vectors with polynomial entries rather than with real or rational entries.
The ILA approach, where also we can deal with the variables of interest implicitly, allows us to deal with
combinatorial constraints more effectively, while remaining within the domain of linear algebra of vectors
over reals or rationals. Indeed, one can develop a topological network theory in this approach ([21, 23, 24]).
Although we do not discuss dynamical systems in this paper, the ILA approach can be used to derive
the classical controllability, observability theory ([13, 44]) for dynamical systems ([27, 28]) and when such
systems are based on electrical networks, in place of state and output equations, one can work with a network
suitably decomposed into static and dynamic multiports ([28]). The decomposition is linear time to carry
out and preserves the topological structure of the network in an essential way.
Basic circuit theory has many procedures which usually work, but whose failure does not imply that
the task cannot be completed in another way. This inadequacy can be alleviated through implicit linear
algebra. In this paper, we ilustrate its use by developing procedures which are shown to work under general
conditions. For instance, through the use of ILA, we give a generalization of Thevenin-Norton theorem,
where we compute multiport behaviour using adjoint multiport termination through a gyrator, and a very
general version of maximum power transfer theorem, where we use adjoint multiport termination through
2
an ideal transformer. Our result for the Thevenin-Norton theorem is valid for ‘regular’ multiports which
are defined to be linear multiports with nonvoid set of solutions for arbitrary source values in the device
characteristic and with unique interior solutions for given port conditions. In the case of the maximum
power transfer theorem, our result is valid for general linear multiports. We also prove duality properties
for general linear multiports using the implicit duality theorem described below.
Implicit Linear Algebra (ILA) allows us to avoid needless computations. For instance, in the case of the
maximum power transfer theorem, the usual statement is that this occurs when we terminate the multiport
by the transpose (adjoint) of the Thevenin impedance. This apparently requires the computation of the
Thevenin impedance. Implicit linear algebra allows us to restate this as ‘maximum power transfer occurs
corresponding to the port conditions that obtain when the original multiport is terminated by its adjoint.’
Now, building the adjoint of the multiport is usually much easier (in practice, linear time on the size of the
network) than computing its Thevenin impedance. Of course, the network that results by the termination
with the adjoint may have no solution. But this guarantees that maximum power transfer is not possible.
Such a guarantee is not available when the statement is in terms of Thevenin impedance, because the latter
might not exist and yet maximum power transfer might be possible.
We now give a brief account of the basic ideas, which are stated in terms of vector spaces for simplicity.
A vector f on X over F is a function f : X → F where F is a field. It would usually be represented as fX . A
collection of such vectors closed under addition and scalar multiplication is a vector space denoted by VX .
When the vector space is on X ∪ Y, X, Y, disjoint, it is denoted by VXY .
The usual sum and intersection of vector spaces are given extended meanings as follows.
VX + VY :≡ (VX ⊕ 0Y \X) + (VY ⊕ 0X\Y ),
VX ∩ VY :≡ (VX ⊕FY \X) ∩ (VY ⊕FX\Y ),
where 0Z represents the space containing only the 0 vector on Z and FZ represents the collection of all
vectors on Z.
Given VS , T ⊆ S, the restriction of VS to T, denoted by VS ◦ T, is the collection of all fT , where
(fT , f
′
S\T ), for some f
′
S\T , belongs to VS .
The contraction of VS to T denoted by VS × T, is the collection of all fT , where (fT , 0S\T ), belongs to
VS .
The matched composition of VSP ,VPQ, with S, P,Q pairwise disjoint, is denoted by VSP ↔ VPQ and is
defined to be the collection of all (fS , hQ) such that there exists some gP with
(fS , gP ) ∈ VSP , (gP , hQ) ∈ VPQ.
The skewed composition of VSP ,VPQ, with S, P,Q pairwise disjoint, is denoted by VSP 
 VPQ and is
defined to be the collection of all (fS , hQ) such that there exists some gP with
(fS ,−gP ) ∈ VSP , (gP , hQ) ∈ VPQ.
The dot product of fS , gS is denoted by 〈fS , gS〉 and is defined to be
∑
e∈S f(e)g(e).
The complementary orthogonal space to VS is denoted by V⊥S and is defined to be
{gS : 〈fS , gS〉 = 0, fS ∈ VS}.
The two basic results ([21]) are as follows.
(IIT) The implicit inversion theorem states that the equation
VSP ↔ VPQ = VSQ,
with specified VSP ,VSQ, but VPQ as unknown, has a solution iff VSP ◦ S ⊇ VSQ ◦ S,VSP × S ⊆ VSQ × S
and, further, under the additional conditions VSP ◦ P ⊇ VPQ ◦ P,VSP × P ⊆ VPQ × P, it has a unique
solution.
(IDT) The implicit duality theorem states that
(VSP ↔ VPQ)⊥ = (V⊥SP 
 V⊥PQ).
IIT could be regarded as a generalization of the usual existence-uniqueness result for the solution of the
equation Ax = b. In the context of this paper, it is very much more useful. IDT was a folklore result in
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electrical network theory probably known informally to G.Kron ([14],[15]). An equivalent result is stated
with a partial proof in [1]. It can be regarded as a generalization of the result (AB)T = BTAT .
We now give a brief outline of the paper.
Section 2 is on preliminary definitions and results from linear algebra and graph theory.
Section 3 is on the operations of matched and skewed composition of collections of vectors and their relation
to the connection of multiport behaviours across ports.
Section 4 is on the first of the two basic results of ILA viz. Implicit Inversion Theorem (IIT) and Implicit
Duality Theorem (IDT), and on immediate applications. IIT gives us, if a linear multiport is connected to
another and results in a third, conditions under which the port behaviour of one of the connected multiports
can be recovered when the other two are known.
Section 5 is on the second of the two basic results of ILA viz. Implicit Duality Theorem (IDT). IDT tells
us, for instance, that when the device characteristic is replaced by its adjoint, the multiport behaviour also
gets similarly replaced.
Section 6 is on the explicit computation of solution and port behaviour of multiport networks.
Section 7 characterizes regular mutiports (linear multiports which have nonvoid set of solutions for arbitrary
source values in the device characteristic and unique interior solution corresponding to given port condition)
using the ideas of the preceding section.
Section 8 presents a generalization of Thevenin-Norton Theorem that is valid for all regular multiports.
This uses the termination of the regular multiport by its adjoint through the affine version of a gyrator. It
is shown that such a termination always results in a network with a unique solution and, what is more, can
be handled by currently available linear circuit simulators.
Section 9 derives the most general port conditions for stationarity of power transfer through the ports of
a linear multiport and shows that these conditions are realized, if they can be realized at all, when the
multiport is connected to its adjoint through an ideal transformer. It is shown that for passive mutiports
the stationarity of power transfer corresponds to maximum power transfer and for strictly passive multiports
the maximum power transfer conditions are always statisfied.
Section 10 is on conclusions.
The appendix contains proofs of general versions of IIT and IDT and a brief description of the maximum
power transfer for the complex case.
2. Preliminaries
The preliminary results and the notation used are from [24].
A vector f on a finite set X over F is a function f : X → F where F is a field.
The sets on which vectors are defined are always finite. When a vector x figures in an equation, we use
the convention that x denotes a column vector and xT denotes a row vector such as in ‘Ax = b, xTA = bT ’.
Let fY be a vector on Y and let X ⊆ Y . The restriction fY |X of fY to X is defined as follows:
fY |X :≡ gX , where gX(e) = fY (e), e ∈ X.
When f is on X over F, λ ∈ F, then the scalar multiplication λf of f is on X and is defined by
(λf)(e) :≡ λ[f(e)], e ∈ X. When f is on X and g on Y and both are over F, we define f + g on X ∪ Y by
(f + g)(e) :≡ f(e) + g(e), e ∈ X ∩ Y, (f + g)(e) :≡ f(e), e ∈ X \ Y, (f + g)(e) :≡ g(e), e ∈ Y \X. (For ease
in readability, we use X − Y in place of X \ Y.)
When X,Y, are disjoint, fX + gY is written as (fX , gY ). When f, g are on X over F, the dot product
〈f, g〉 of f and g is defined by 〈f, g〉 :≡∑e∈X f(e)g(e). When X, Y are disjoint, X unionmulti Y denotes the disjoint
union of X and Y. A vector fXunionmultiY on X unionmulti Y is written as fXY .
We say f , g are orthogonal (orthogonal) iff 〈f, g〉 is zero.
An arbitrary collection of vectors on X is denoted by KX . When X, Y are disjoint we usually write
KXY in place of KXunionmultiY . We write KXY :≡ KX⊕KY iff KXY :≡ {fXY : fXY = (fX , gY ), fX ∈ KX , gY ∈ KY }.
We refer to KX ⊕KY as the direct sum of KX ,KY .
A collection KX is a vector space on X iff it is closed under addition and scalar multiplication. The
notation VX always denotes a vector space on X. For any collection KX , span(KX) is the vector space
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of all linear combinations of vectors in it. We say AX is an affine space on X, iff it can be expressed as
xX + VX , where xX is a vector and VX , a vector space on X. The latter is unique for AX and is said to be
its vector space translate.
For a vector space VX , since we take X to be finite, any maximal independent subset of VX has size less
than or equal to |X| and this size can be shown to be unique. A maximal independent subset of a vector
space VX is called its basis and its size is called the dimension or rank of VX and denoted by dim(VX) or
by r(VX). For any collection of vectors KX , the rank r(KX) is defined to be dim(span(KX)). The collection
of all linear combinations of the rows of a matrix A is a vector space that is denoted by row(A).
For any collection of vectors KX , the collection K⊥X is defined by K⊥X :≡ {gX : 〈fX , gX〉 = 0}, It is clear
that K⊥X is a vector space for any KX . When KX is a vector space VX , and the underlying set X is finite,
it can be shown that (V⊥X)⊥ = VX and VX ,V⊥X are said to be complementary orthogonal. The symbol
0X refers to the zero vector on X and 0X refers to the zero vector space on X. The symbol FX refers
to the collection of all vectors on X over the field in question. It is easily seen, when X,Y are disjoint, and
KX ,KY contain zero vectors, that (KX ⊕KY )⊥ = K⊥X ⊕K⊥Y .
A matrix of full row rank, whose rows generate a vector space VX , is called a representative matrix
for VX . A representative matrix which can be put in the form (I | K) after column permutation, is called
a standard representative matrix. It is clear that every vector space has a standard representative
matrix. If (I | K) is a standard representative matrix of VX , it is easy to see that (−KT |I) is a standard
representative matrix of V⊥X . Therefore we must have
Theorem 1. Let VX be a vector space on X. Then
r(VX) + r(V⊥X) = |X| and ((VX)⊥)⊥ = VX .
Remark 1. When the field F :≡ C, it is usual to interpret the dot product 〈fX , gX〉 of fX , gX to be the
inner product Σf(e)g(e), e ∈ X, where g(e) is the complex conjugate of g(e). In place of V⊥X we must use
V∗X , where V∗X :≡ {gX : 〈fX , gX〉 = 0}, 〈fX , gX〉 being taken to be as above. The definition of adjoint, which
is introduced later, must be in terms of V∗X instead of in terms of V⊥X .
In this case, in place of the transpose of a matrix Z we use Z∗, the conjugate transpose of Z.
The above interpretation of dot product is essential if we wish to extend the development in Sections 8, 9 to
the complex field.
The Implicit Duality Theorem (Theorem 15), would go through with either definition of dot product and the
corresponding definition of orthogonality.
The collection {(fX , λfY ) : (fX , fY ) ∈ KXY } is denoted by KX(λY ). When λ = −1 we would write
KX(λY ) more simply as KX(−Y ). Observe that (KX(−Y ))X(−Y ) = KXY .
We say sets X, X ′ are copies of each other iff they are disjoint and there is a bijection, usually clear
from the context, mapping e ∈ X to e′ ∈ X ′. When X,X ′ are copies of each other, the vectors fX and
fX′ are said to be copies of each other with fX′(e
′) :≡ fX(e), e ∈ X. The copy KX′ of KX is defined by
KX′ :≡ {fX′ : fX ∈ KX}. When X and X ′ are copies of each other, the notation for interchanging the
positions of variables with index sets X and X ′ in a collection KXX′Y is given by (KXX′Y )X′XY , that is
(KXX′Y )X′XY :≡ {(gX , fX′ , hY ) : (fX , gX′ , hY ) ∈ KXX′Y , gX being copy of gX′ , fX′ being copy of fX}.
An affine space KXX′ is said to be proper iff the rank of its vector space translate is |X| = |X ′|.
2.1. Sum and Intersection
Let KSP , KPQ be collections of vectors on sets S unionmulti P, P unionmulti Q, respectively, where S, P,Q, are pairwise
disjoint. The sum KSP +KPQ of KSP , KPQ is defined over S unionmulti P unionmultiQ, as follows:
KSP +KPQ :≡ {(fS , fP , 0Q) + (0S , gP , gQ), where (fS , fP ) ∈ KSP , (gP , gQ) ∈ KPQ}.
Thus, KSP +KPQ :≡ (KSP ⊕ 0Q) + (0S ⊕KPQ).
The intersection KSP ∩ KPQ of KSP , KPQ is defined over S unionmultiP unionmultiQ, where S, P,Q, are pairwise disjoint,
as follows: KSP ∩ KPQ :≡ {fSPQ : fSPQ = (fS , hP , gQ), where (fS , hP ) ∈ KSP , (hP , gQ) ∈ KPQ.}.
Thus, KSP ∩ KPQ :≡ (KSP ⊕FQ) ∩ (FS ⊕KPQ).
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It is immediate from the definition of the operations that sum and intersection of vector spaces remain
vector spaces.
The following identity is useful.
Theorem 2. Let V1A,V2B ,VS ,V ′S be vector spaces. Then
1. r(VS) + r(V ′S) = r(VS + V ′S) + r(VS ∩ V ′S);
2. (V1A + V2B)⊥ = (V1A)⊥ ∩ (V2B)⊥;
3. (V1A ∩ V2B)⊥ = (V1A)⊥ + (V2B)⊥.
2.2. Restriction and contraction
The restriction of KSP to S is defined by KSP ◦ S :≡ {fS : (fS , fP ) ∈ KSP }. The contraction of
KSP to S is defined by KSP × S :≡ {fS : (fS , 0P ) ∈ KSP }. The sets on which we perform the contraction
operation would always have the zero vector as a member so that the resulting set would be nonvoid.
Here again KSPZ ◦ SP , KSPZ × SP , respectively when S, P, Z, are pairwise disjoint, denote
KSPZ ◦ (S unionmulti P ), KSPZ × (S unionmulti P ).
It is clear that restriction and contraction of vector spaces are also vector spaces.
2.3. Elimination of variables in linear equations
In subsequent pages we often need to compute the constraints on a subset of variables, given linear
equations on a larger subset of variables. We briefly discuss the essential ideas.
Suppose we are given the linear equation
(
CS CP
)(xS
xP
)
= s, (3)
and we need to compute the constraint it imposes on the variables xP . To do this we do invertible row
operations on the equation to put it in the formC1S ...... C1P
02S
...
... C2P
(xS
xP
)
=
(
s1
s2
)
, (4)
where rows of C1S are linearly independent and span the rows of CS . We claim that the Equation 3 imposes
the constraint (
C2P
) (
xP
)
= s2, (5)
on xP , i.e., whenever xˆS , xˆP is a solution of Equation 3, xˆP is a solution of Equation 5 and whenever xˆP is
a solution of Equation 5, there exists some xˆS , such that xˆS , xˆP is a solution of Equation 3. The first part
of the sentence is obvious. The second part follows because, for any given xˆP , the equation
(C1S)xS = −(C1P )xˆP + s1
has a solution since rows of C1S are linearly independent. It is clear that Equation 3 has a solution iff
Equation 5 has a solution. The solution always exists if the rows of (CS |CP ) are linearly independent. We
note that if the rows of C2P are linearly dependent, Equation 5 has a solution iff λ
T (C2P ) = 0 always implies
λT s2 = 0.
Let us now examine the special case where the right side s of Equation 3 is zero.
Let (CS |CP ) be a representative matrix for the vector space VSP . The solution space of Equation 3
would then be V⊥SP .
Let (CSP ) denote the coefficient matrix in Equation 4. Since (CSP ) is obtained from (CS |CP ) by
invertible linear operations, it is also a representative matrix for vector space VSP . Therefore, the rows of
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(C2P ), are linearly independent. Further the rows of (C1S) are independent and span the rows of (CS), by
construction. Therefore, whenever (fS , fP ) is a vector in VSP , we must have fS , linearly dependent on the
rows of (C1S). Since these rows are independent, if (0S , fP ) is a vector in VSP , fP must be linearly dependent
on the rows of (C2P ). By the definition of restriction and contraction of vector spaces, we therefore conclude
that (C1S) is a representative matrix for VSP ◦ S and that (C2P ) is a representative matrix for VSP × P.
We say that these latter are visible in the representative matrix (CSP ) of VSP .
From the form of the matrix (CSP ) and the discussion related to Equation 3 we can conclude the
following:
Theorem 3. 1. r(VSP ) = r(VSP ◦ S) + r(VSP × P );
2. V⊥SP ◦ P = (VSP × P )⊥;
3. V⊥SP × S = (VSP ◦ S)⊥.
Proof. Part 1. is immediate from the form of the matrix (CSP ).
2. The solution space of Equation 3, when the right side s = 0, is V⊥SP .
Therefore, from the discussion related to Equation 3 and the definition of restriction and contraction, we
have that V⊥SP ◦ P = (VSP × P )⊥.
3. It is clear that the solution to Equation 3 has the form (xS , 0P ) iff (C1S)xS = 0. Since (C1S) is a
representative matrix of VSP ◦ S, it follows that V⊥SP × S = (VSP ◦ S)⊥.
2.4. Graphs
A directed graph G is a triplet (V (G), E(G), fd), where the sets V (G), E(G), define the vertices
(or nodes), edges, respectively of the graph, fd is the incidence function which associates with each
edge an “ordered pair” of vertices, called respectively its +ve and −ve endpoints. We will refer to a
directed graph in brief as a graph, since in this paper, we deal only with the former. An edge is
usually diagrammatically represented with an arrow going from its positive to its negative endpoint. The
degree of a node is the number of edges incident at it, with edges with single endpoints (self loops)
counted twice. An isolated vertex has degree zero. An undirected path between vertices v0, vk of
G is a sequence (v0, e0, v1, e1, · · · , ek−1, vk), where ei, i = 1, · · · , k − 1, is incident at vi. A graph is said
to be connected, if there exists an undirected path between every pair of nodes. Otherwise it is said
to be disconnected. A subgraph G1 of a graph (V (G), E(G), fd) is a graph (V1(G1), E1(G1), fd1 ), where
V1(G1) ⊆ V (G1), E1(G1) ⊆ E(G1), and fd1 agrees with fd on E1(G1). A disconnected graph has connected
components which are individually connected with no edges between the components.
A loop is a connected subgraph with the degree of each node equal to 2. An orientation of a loop is
a sequence of all its edges such that each edge has a common end point with the edge succeeding it, the
first edge being treated as succeeding the last. Two orientations in which the succeeding edge to a given
edge agree are treated as the same so that there are only two possible orientations for a loop. The relative
orientation of an edge with respect to that of the loop is positive, if the orientation of the loop agrees with
the direction (positive node to negative node) of the edge and negative if opposite.
A tree subgraph of a graph is a sub-graph of the original graph with no loops. The set of edges of a
tree subgraph is called a tree and its edges are called branches. A spanning tree is a maximal tree with
respect to the edges of a connected graph. A cotree of a graph is the (edge set) complement of a spanning
tree of the connected graph. A forest of a disconnected graph is a disjoint union of the spanning trees of
its connected components. The complement of a forest is called coforest. For simplicity, we refer to a
forest (coforest) as a tree (cotree) even when it is not clear that the graph is connected.
A cutset is a minimal subset of edges which when deleted from the graph increases the count of connected
components by one. Deletion of the edges of a cutset breaks exactly one of the components of the graph,
say G1, into two, say G11,G12. A cutset can be oriented in one of two ways corresponding to the ordered
pair (G11,G12) or the ordered pair (G12,G11). The relative orientation of an edge with respect to that of the
cutset is positive if the orientation, say (G11,G12), of the cutset agrees with the direction (positive node to
negative node) of the edge and negative if opposite.
Let G be a graph with S :≡ E(G) and let T ⊆ S. Then Gsub(S − T ) denotes the graph obtained
by removing the edges T from G. This operation is referred to also as deletion or open circuiting of the
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edges T. The graph G ◦ (S − T ) is obtained by removing the isolated vertices from Gsub(S − T ). The
graph G × (S − T ) is obtained by removing the edges T from G and fusing the end vertices of the removed
edges. If any isolated vertices (i.e., vertices not incident on any edges) result, they are deleted. Equivalently,
one may first build GsubT, and treat each of its connected components, including the isolated nodes as a
‘supernode’ of another graph with edge set S − T. If any of the supernodes is isolated, it is removed. This
would result in G × (S − T ). This operation is referred to also as contraction or short circuiting of the
edges T. We refer to (G × T ) ◦W, (G ◦ T )×W respectively, more simply by G × T ◦W,G ◦ T ×W.
If disjoint edge sets A,B are respectively deleted and contracted, the order in which these operations are
performed can be seen to be irrelevant. Therefore, G ◦ (S−A)× (S− (AunionmultiB)) = G× (S−B)◦ (S− (AunionmultiB)).
(Note that ×, ◦ are also used to denote vector space operations. However, the context would make clear
whether the objects involved are graphs or vector spaces.)
Kirchhoff’s Voltage Law (KVL) for a graph states that the sum of the signed voltages of edges
around an oriented loop is zero - the sign of the voltage of an edge being positive if the edge orientation
agrees with the orientation of the loop and negative if it opposes.
Kirchhoff’s Current Law (KCL) for a graph states that the sum of the signed currents leaving a node
is zero, the sign of the current of an edge being positive if its positive endpoint is the node in question.
We refer to the space of vectors vS′ , which satisfy Kirchhoff’s Voltage Law (KVL) of the graph G, by Vv(G)
and to the space of vectors iS”, which satisfy Kirchhoff’s Current Law (KCL) of the graph G, by Vi(G).
These vector spaces will, unless otherwise stated, be taken as over <.
The following are useful results on vector spaces associated with graphs.
Theorem 4. Tellegen’s Theorem ([34],[30]) Vi(G) = Vv(G)⊥.
Lemma 5. [37] Let G be a graph on edge set S. Let W ⊆ T ⊆ S.
1. Vv(G ◦ T ) = (Vv(G)) ◦ T, Vv(G × T ) = (Vv(G))× T, Vv(G ◦ T ×W ) = (Vv(G)) ◦ T ×W ;
2. Vi(G ◦ T ) = (Vi(G))× T, Vi(G × T ) = (Vi(G)) ◦ T,Vi(G × T ◦W ) = (Vi(G)) ◦ T ×W.
(Proof also available at [26]).
(Note that ×, ◦ are graph operations on the left side of the equations and vector space operations on the
right side.)
2.5. Networks and multiports
A (static) electrical network N , or a ‘network’ in short, is a pair (G,K), where G :≡ (V (G), E(G), fd)
is a directed graph and K, called the device characteristic of the network, is a collection of pairs of vectors
(vS′ , iS”), S :≡ E(G) where vS′ , iS” are real or complex vectors on the edge set of the graph. In this paper,
we deal only with affine device characteristics and with real vectors, unless otherwise stated. When the
device characteristic KS′S” is affine, we say the network is linear. If VS′S” is the vector space translate of
KS′S”, we say that KS′S” is the source accompanied form of VS′S”. An affine space AS′S” is said to be
proper iff its vector space translate VS′S” has dimension |S′| = |S”|.
Let S denote the set of edges of the graph of the network and let {S1, · · · , Sk} be a partition of S, each
block Sj being an individual device. Let S
′, S” be copies of S, with e′, e” corresponding to edge e. The
device characteristic would usually have the form
⊕KS′jSj”, defined by (B′jvS′j +Qj”iSj”) = sj , with rows
of (B′j |Qj”) being linearly independent.
We say Sj is a set of norators iff KS′jSj” :≡ FS′jSj”, i.e., there are no constraints on vS′j , iSj”.
A solution of N :≡ (G,K) on graph G :≡ (V (G), E(G), fd) is a pair (vS′ , iS”), S :≡ E(G) satisfying
vS′ ∈ Vv(G), iS” ∈ Vi(G) (KVL,KCL) and (vS′ , iS”) ∈ K. The KVL,KCL conditions are also called
topological constraints. Let let S′, S” be disjoint copies of S, let VS′ :≡ Vv(G), (V⊥S′)S” = Vi(G), KS′S” be
the device characteristic of N . The set of solutions of N may be written, using the extended definition of
intersection as
VS′ ∩ (V⊥S′)S” ∩ KS′S” = [VS′ ⊕ (V⊥S′)S”] ∩ KS′S”.
This has the form ‘[Solution set of topological constraints] ∩ [Device characteristics]’.
The power absorbed at an edge e ∈ E corresponding to a solution (vE′ , iE”) is given by vE′(e′)× iE”(e”).
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A multiport NP is a network with some subset P of its edges which are norators, specified as ‘ports’.
The multiport is said to be linear iff its device characteristic is affine. Let NP be on graph GSP with device
characteristic K. Let VS′P ′ :≡ (Vv(GSP ))S′P ′ , (V⊥S′P ′)S”P” = (Vi(GSP ))S”P”, and let KS′S”, be the affine
device characteristic on the edge set S. The device characteristic of NP would be K :≡ KS′S” ⊕FP ′P”. For
simplicity we would refer to KS′S” as the device characteristic of NP .
The set of solutions of NP may be writen, using the extended definition of intersection as
VS′P ′ ∩ (V⊥S′P ′)S”P” ∩ KS′S” = [VS′P ′ ⊕ (V⊥S′P ′)S”P”] ∩ KS′S”.
We say the multiport is consistent iff its set of solutions is nonvoid.
The multiport NP would impose a relationship ([VS′P ′ ⊕ (V⊥S′P ′)S”P”]∩KS′S”)◦P ′P”, between vP ′ , iP”.
The multiport behaviour (port behaviour for short) K˘P ′P” at P, of NP , is defined by
K˘P ′P” :≡ [([VS′P ′ ⊕ (V⊥S′P ′)S”P”] ∩ KS′S”) ◦ P ′P”)]P ′(−P”) = ([VS′P ′ ⊕ (V⊥S′P ′)S”(−P”)] ∩ KS′S”) ◦ P ′P”.
When the device characteristic of NP is affine, its port behaviour K˘P ′P” at P would be affine if it were not
void.
Remark 2. Note that, if the multiport is a single port edge in parallel with a positive resistor R,
([VS′P ′⊕ (V⊥S′P ′)S”(−P”)]∩KS′S”)◦P ′P” would be the solution of vP ′ = −RiP”. But then K˘P ′P”, as defined,
would be the solution of vP ′ = RiP”.
This change is required if we wish to use the port behaviour as the device characteristic of another multiport
which is on some graph GPQ with P as the set of internal edges and Q as the set of ports.
Observe that a multiport made up of passive (power absorbed always nonnegative) devices will have passive
port characteristics which would not be possible without the change of sign.
3. Matched and Skewed Composition
In this section we introduce an operation between collections of vectors motivated by the connection of
multiport behaviours across ports.
Let KSP ,KPQ, be collections of vectors respectively on SunionmultiP, P unionmultiQ, with S, P,Q, being pairwise disjoint.
The matched composition KSP ↔ KPQ is on S unionmultiQ and is defined as follows:
KSP ↔ KPQ :≡ {(fS , gQ) : (fS , hP ) ∈ KSP , (hP , gQ) ∈ KPQ}.
Matched composition is referred to as matched sum in [24].
The skewed composition KSP ↔ KPQ is on S unionmultiQ and is defined as follows:
KSP 
 KPQ :≡ {(fS , gQ) : (fS , hP ) ∈ KSP , (−hP , gQ) ∈ KPQ}. Note that
KSP 
 KPQ = KSP ↔ K(−P )Q.
When S, Y are disjoint, both the matched and skewed composition of KS ,KY , correspond to the direct sum
KS ⊕ KY . It is clear from the definition of matched composition and that of restriction and contraction,
that KS ◦ (S−T ) = KS ↔ FT ,KS × (S−T ) = KS ↔ 0T , T ⊆ S. When KSP , KP are vector spaces, observe
that (KSP ↔ KP ) = (KSP 
 KP ). When S, P, Z, are pairwise disjoint, we have
(KSPZ ↔ KS) ↔ KP = (KSPZ ↔ KP ) ↔ KS = KSPZ ↔ (KS ⊕ KP ). When KS :≡ 0S ,KP :≡ KSPZ ◦ P,
the above reduces to KSPZ × PZ ◦ Z = KSPZ ◦ SZ × Z. Such an object is called a minor of KSPZ . In
the special case where Y ⊆ S, the matched composition KS ↔ KY , is called the generalized minor of KS
with respect to KY .
The following result is immediate from the definition of matched and skewed composition.
Theorem 6. Let KSP ,KPQ be collections of vectors on S unionmulti P, P unionmultiQ, respectively. Then,
KSP ↔ KPQ = (KSP ∩ KPQ) ◦ SQ; KSP 
 KPQ = (KSP ∩ (KPQ)(−P )Q) ◦ SQ;
KSP ↔ KPQ = (KSP + (KPQ)(−P )Q)× SQ; KSP 
 KPQ = (KSP +KPQ)× SQ.
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Figure 1: Connection of multiport behaviours and matched (P ′, P ′) and skewed (P”,−P”) composition
3.1. Multiport connection and matched and skewed composition
In this subsection we illustrate the notions of matched and skewed composition through the operation
of connecting multiports.
From the definition of port behaviour of a multiport NP and that of the ‘↔’ operation, we have the
following lemma.
Lemma 7. Let the set of solutions of the multiport NP restricted to P ′ unionmulti P” be
(VS′P ′ ∩ (V⊥S′P ′)S”P” ∩ KS′S”) ◦ P ′P”. Then the port behaviour K˘P ′P” at P, of NP , is given by
K˘P ′P” :≡ ((VS′P ′ ∩ (V⊥S′P ′)S”P” ∩ KS′S”) ◦ P ′P”)P ′(−P”)
= (VS′P ′ ∩ (V⊥S′P ′)S”(−P”) ∩ KS′S”) ◦ P ′P” = (VS′P ′ ⊕ (V⊥S′P ′)S”(−P”))↔ KS′S”.
Example 8. 1. Consider the multiport behaviours K˘R′R”P ′P”, K˘P ′P”Q′Q” in Figure 1. Connecting them
together at the ports P amounts to making the voltages at P, i.e., vP ′ , vˆP ′ same in both the multiports
K˘R′R”P ′P”, K˘P ′P”Q′Q” and the currents iP” of K˘R′R”P ′P” equal to negative of the current iˆP” of K˘P ′P”Q′Q”.
The multiport behaviour that results can be denoted by K˘R′R”Q′Q” :≡ K˘R′R”P ′P” ↔ K˘P ′(−P”)Q′Q”.
We say multiport behaviours KR′R”P ′P”,KP ′P”Q′Q” are connected across ports P to yield the multi-
port behaviour KP ′P”Q′Q” iff KR′R”Q′Q” = KR′R”P ′P” ↔ KP ′(−P”)Q′Q”.
The following lemma, which is immediate from the definition of connection of behaviours, gives an equivalent
way of looking at the operation.
Lemma 9. Let P˜ be a copy of P, with P :≡ {e1, · · · , ek}, P˜ :≡ {e˜1, · · · , e˜k}, ei, e˜i being copies of each other.
Further, let R′, R”, P ′, P”, P˜ ′, P˜”, Q′, Q”, be pairwise disjoint.
Let KP˜ ′P˜”Q′Q” :≡ (KP ′P”Q′Q”)P˜ ′P˜”Q′Q”.
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Figure 2: Multiport network NRQ :≡ [NRP ⊕NP˜Q] ∩ KPP˜
Let T PP˜ denote the solution space of the equations ve˜′i = ve′i ; ie˜i” = −iei”, i = 1, · · · , k.
Then KR′R”Q′Q” :≡ KR′R”P ′P” ↔ KP ′(−P”)Q′Q” = [KR′R”P ′P” ⊕KP˜ ′P˜”Q′Q”]↔ T PP˜ .
In line with the idea of connection through T PP˜ in the above lemma, we can define connection through
an arbitrary device KPP˜
P ′P˜ ′P”P˜”
.
Let the multiports NRP ,NP˜Q be on graphs GRSP ,GP˜MQ respectively, with the primed and double primed
sets obtained from R,S, P, P˜ ,M,Q, being pairwise disjoint, and let them have device characteristics KS ,KM
respectively. Let KPP˜ denote a collection of vectors KPP˜
P ′P˜ ′P”P˜”
.
The multiport [NRP ⊕NP˜Q] ∩ KPP˜ , with ports R unionmulti Q obtained by connecting NRP ,NP˜Q through
KPP˜ , is on graph GRSP ⊕ GP˜MQ with device characteristic KS ⊕KM ⊕KPP˜ (see Figure 2).
When R,Q are void, [NRP ⊕ NP˜Q] ∩ KPP˜ would reduce to [NP ⊕ NP˜ ] ∩ KPP˜ and would be a network
without ports. In this case we say the multiport NP is terminated by NP˜ through KPP˜ .
This network is on graph GSP ⊕ GP˜M with device characteristic KSS′S” ⊕KMM ′M” ⊕KPP˜P ′P”P˜ ′P˜”.
For ready reference, we summarize facts about the multiport [NRP ⊕NP˜Q] ∩ KPP˜ , and the network
[NP ⊕NP˜ ]∩KPP˜ in the theorem below. The result is essentially a restatement of the definition of connection
of multiports.
Theorem 10. 1. The set of solutions of NRQ :≡ [NRP ⊕NP˜Q] ∩ KPP˜ is
[[VS′R′P ′ ⊕ (V⊥S′R′P ′)S”R”P”] ∩ KSS′S”]⊕ [[VM ′P˜ ′Q′ ⊕ (V⊥M ′P˜ ′Q′)M”P˜”Q”] ∩ K˜MM ′M”] ∩ KPP˜P ′P”P˜ ′P˜”
= [VS′R′P ′ ⊕ (V⊥S′R′P ′)S”R”P” ⊕VM ′P˜ ′Q′ ⊕ (V⊥M ′P˜ ′Q′)M”P˜”Q”]∩ [KSS′S” ⊕ K˜MM ′M” ⊕KPP˜P ′P”P˜ ′P˜”], where
VS′R′P ′ :≡ (Vv(GSRP ))S′R′P ′ ,VM ′P˜ ′Q′ :≡ (Vv(GMP˜Q))M ′P˜ ′Q′ .
2. Let K˘R′P ′R”P”, K˘P˜ ′Q′P˜”Q” be the port behaviours of NRP ,NP˜Q respectively. Then the port behaviour
of NRQ is given by K˘R′Q′R”Q” = [K˘R′P ′R”P” ⊕ K˘P˜ ′Q′P˜”Q”]↔ (KPP˜P ′P”P˜ ′P˜”)P ′(−P”)P˜ ′(−P˜”).
3. If NRP ,NP˜Q are linear multiports, so would the multiport NRQ be, with affine set of solutions and
affine port behaviour.
4. If NP ,NP˜ are multiports then the network [NP ⊕NP˜ ] ∩ KPP˜ has, as the set of solutions,
[[VS′P ′ ⊕ (V⊥S′P ′)S”P”] ∩ KSS′S”]⊕ [VM ′P˜ ′ ⊕ (V⊥M ′P˜ ′Q′)M”P˜”] ∩ K˜MM ′M”] ∩ KPP˜P ′P”P˜ ′P˜”
= [VS′P ′ ⊕ (V⊥S′P ′)S”P” ⊕ VM ′P˜ ′ ⊕ (V⊥M ′P˜ ′)M”P˜”] ∩ [KSS′S” ⊕KMM ′M” ⊕KPP˜P ′P”P˜ ′P˜”],
where VS′P ′ :≡ (Vv(GSP ))S′P ′ ,V P˜ ′Q′ :≡ (Vv(GP˜Q))P˜ ′Q′ .
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Proof. We prove only part 2.
K˘R′Q′R”Q” = [[(K˘R′P ′R”P”)R′P ′(−R”)(−P”) ⊕ (K˘P˜ ′Q′P˜”Q”)P˜ ′Q′(−P˜”)(−Q”)]↔ (KPP˜P ′P”P˜ ′P˜”)]R′(−R”)Q′(−Q”)
= [(K˘R′P ′R”P”)R′P ′R”(−P”) ⊕ (K˘P˜ ′Q′P˜”Q”)P˜ ′Q′(−P˜”)Q”]↔ KPP˜P ′P”P˜ ′P˜”
= [K˘R′P ′R”P” ⊕ K˘P˜ ′Q′P˜”Q”)]↔ (KPP˜P ′P”P˜ ′P˜”)P ′(−P”)P˜ (−P˜”).
4. Implicit Inversion Theorem and its application to multiports
In this section we state one of the two basic results of implicit linear algebra and present some applications
for multiports. Appendix A gives generalizations and their proofs.
Theorem 11. Consider the equation
VSP ↔ VPQ = VSQ,
where VSP ,VPQ,VSQ are vector spaces respectively on S unionmulti P, P unionmulti Q,S unionmulti Q, with S, P,Q, being pairwise
disjoint.We then have the following.
1. given VSP ,VSQ, there exists VPQ, satisfying the equation only if VSP ◦ S ⊇ VSQ ◦ S and VSP × S ⊆
VSQ × S.
2. given VSP ,VSQ, if VSP ◦ S ⊇ VSQ ◦ S and VSP × S ⊆ VSQ × S, then VˆPQ :≡ VSP ↔ VSQ satisfies the
equation.
3. given VSP ,VSQ, assuming that the equation VSP ↔ VPQ = VSQ is satisfied by some VˆPQ, it is unique
if the additional conditions VSP ◦ P ⊇ VPQ ◦ P and VSP × P ⊆ VPQ × P are imposed.
The following is a useful affine space version of Theorem 11.
Theorem 12. Let ASP ,APQ be affine spaces on S unionmultiP, P unionmultiQ, where S, P,Q are pairwise disjoint sets. Let
VSP ,VPQ respectively, be the vector space translates of ASP ,APQ. Let ASP ↔ APQ be nonvoid and let
αSQ ∈ ASP ↔ APQ. Then,
1. ASP ↔ APQ = αSQ + (VSP ↔ VPQ).
2. APQ = ASP ↔ (ASP ↔ APQ) iff VSP ◦ P ⊇ VPQ ◦ P and VSP × P ⊆ VPQ × P.
Proof. 1. Since αSQ ∈ ASP ↔ APQ, there exist αSP ∈ ASP , αPQ ∈ APQ, such that αSP |P = αPQ|P , αSQ =
(αSP |S , αPQ|Q).
Let xSQ ∈ VSP ↔ VPQ. Then there exist xSP ∈ VSP , xPQ ∈ VPQ, such that xSP |P = xPQ|P , xSQ =
(xSP |S , xPQ|Q). Now (αSP + xSP ) ∈ ASP , (αPQ + xPQ) ∈ APQ, (αSP + xSP )|P = (αPQ + xPQ)|P , so that
(αSQ + xSQ) ∈ ASQ. We conclude that αSQ + (VSP ↔ VPQ) ⊆ (ASP ↔ APQ).
Next let βSQ ∈ ASP ↔ APQ. There exist βSP ∈ ASP , βPQ ∈ APQ, such that βSP |P = βPQ|P , βSQ =
(βSP |S , βPQ|Q). It follows that (αSP − βSP ) ∈ VSP , (αPQ − βPQ) ∈ VPQ, (αSP − βSP )|P = (αPQ − βPQ)|P
and (αSQ − βSQ) ∈ (VSP ↔ VPQ).
Thus αSQ − (αSQ − βSQ) = βSQ ∈ αSQ + (VSP ↔ VPQ).
We conclude that ASP ↔ APQ = αSQ + (VSP ↔ VPQ).
2. We are given that ASP ↔ APQ is nonvoid so that ASP ,APQ are nonvoid. In this case we have by part
1 above, that the vector space translate of ASP ↔ APQ is VSP ↔ VPQ, where VSP ,VPQ, are respectively
the vector space translates of ASP ,APQ. Thus, again by part 1, APQ = ASP ↔ (ASP ↔ APQ) iff
VPQ = VSP ↔ (VSP ↔ VPQ). The result now follows from part 2 of Theorem 11.
Remark 3. Testing whether ASP ↔ APQ is nonvoid is equivalent to checking whether a set of linear equa-
tions has a solution. Let VSP ,VPQ be the vector space translates of ASP ,APQ, and let (BS |BP ), (AP |AQ)
be representative matrices of VSP ,VPQ. Let ASP = αSP + VSP ,APQ = βPQ + VPQ.
Let αTSP = (α
T
S , α
T
P ), β
T
PQ = (β
T
P , β
T
Q). Consider the equation
λT (BP ) + α
T
P = σ
T (AP ) + β
T
P . (6)
Let λˆ, σˆ be a solution to this equation. Then the vector (λˆT (BS |BP ) + (αTS , αTP )) ∈ ASP ,
(σˆT (AP |AQ) + (βTP , βTQ)) ∈ APQ, (λˆT (BS) + αTS , σˆT (AQ) + βTQ) ∈ ASP ↔ APQ.
Conversely, if ASP ↔ APQ is nonvoid, Equation 6 has a solution.
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4.1. Affine multiport connection
We have an immediate corollary of Theorem 12 for multiports, whose device characteristics are affine
spaces.
Corollary 13. Let affine multiport behaviours A˘R′R”P ′P”, A˘P ′P”Q′Q” be connected across ports P to yield the
nonvoid multiport behaviour A˘R′R”Q′Q”. Let A˘R′R”P ′P”, A˘R′R”Q′Q” be known and let V˘R′R”P ′P”, V˘P ′P”Q′Q”,
be respectively the vector space translates of A˘R′R”P ′P”, A˘P ′P”Q′Q”.
Then
1. the vector space translate of A˘R′R”Q′Q” is V˘R′R”P ′P” ↔ (V˘P ′P”Q′Q”)P ′(−P”)Q′Q”;
2. A˘P ′P”Q′Q” can be uniquely determined, being equal to [A˘R′R”P ′P” ↔ A˘R′R”Q′Q”]P ′(−P”)Q′Q”,
iff the additional conditions (V˘R′R”P ′P” ◦ P ′P”)P ′(−P”) ⊇ V˘P ′P”Q′Q” ◦ P ′P”
and (V˘R′R”P ′P” × P ′P”)P ′(−P”) ⊆ V˘P ′P”Q′Q” × P ′P”, are imposed.
We note that (see part 1 of Example 8), if multiports NP , N ′P have the same graph, but device char-
acteristics AS′S”,VS′S” respectively and further VS′S” is the vector space translate of AS′S”, then the
port behaviour A˘P ′P” of multiport NP is (VS′P ′ ⊕ (V⊥S′P ′)S”(−P”)) ↔ AS′S” and that of multiport N ′P is
(VS′P ′ ⊕ (V⊥S′P ′)S”(−P”))↔ VS′S”. The following results are immediate consequences of Theorem 12.
Theorem 14. Let N 1P ,N 2P be multiports on the same graph GSP but with device characteristics
AS′S”,VS′S”, respectively where VS′S”, is the vector space translate of the affine space AS′S”, and with port
behaviours A˘P ′P”, V˘P ′P”, respectively.
If A˘P ′P” 6= ∅, then V˘P ′P” = ([(Vv(GSP ))S′P ′⊕(Vi(GSP ))S”P”]↔ VS′S”)P ′(−P”), is the vector space translate
of A˘P ′P”.
Other applications of Theorem 11 may be found in [24, 27, 28].
5. Implicit Duality Theorem and its application to multiports
In this section we state the second basic result of ILA and present some applications. Implicit Duality
Theorem is a part of network theory folklore. However, its applications are insufficiently emphasized in the
literature.
Theorem 15. Implicit Duality Theorem Let VSP ,VPQ be vector spaces respectively on S unionmulti P, P unionmulti Q,
with S, P,Q, being pairwise disjoint.We then have, (VSP ↔ VPQ)⊥ = V⊥SP 
 V⊥PQ. In particular,
(VSP ↔ VP )⊥ = V⊥SP ↔ V⊥P .
A proof of a general version of Theorem 15, is given in the appendix.
We present some important applications for multiports and multiport behaviours in the form of corol-
laries. These have the form ‘if the device characteristic of a multiport has a certain property, so does the
port behaviour’. The implicit duality theorem is useful in proving such results provided the property is in
some way related to orthogonality.
First we need the definitions of some special characteristics and relationships between them.
Let S denote the set of edges of the graph of the linear network and let {S1, · · · , Sk} be a partition of S,
each block Sj being an individual device. Let S
′, S” be copies of S, with e′, e” corresponding to edge e.
The device characteristic would usually have the form
⊕AS′jSj”, defined by (B′jvS′j + Qj”iSj”) = sj , with
rows of (B′j |Qj”) being linearly independent. The vector space translate would have the form
⊕VS′jSj”,VS′jSj” being the translate of AS′jSj”. Further, usually the blocks Sj would have size not more than ten, even
when the network has millions of nodes. Therefore, it would be easy to build (
⊕VS′jSj”)⊥ = ⊕V⊥S′jSj”.
We say VS′jSj”, VˆS′jSj” are orthogonal duals of each other iff VˆS′jSj” = V⊥S′jSj” and denote the orthogonal
duals of VS′jSj” by VdualS′jSj”. It is clear that (V
dual
S′jSj”
)dual = VS′jSj”.
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Let KS′jSj” be an affine space with VS′jSj” as its vector space translate. We say VˆS′jSj” is the adjoint of
KS′jSj”, denoted by V
adj
S′jSj”
, iff VˆS′jSj” = (V⊥S′jSj”)(−Sj”)S′j . It is clear that VS′jSj” = (Vˆ
⊥
S′jSj”
)(−Sj”)S′j .
We say Sj is reciprocal iff KS′jSj” :≡ VS′jSj”, where (VS′jSj”)−Sj”S′j = V⊥S′jSj”, equivalently,
(V⊥S′jSj”)(−Sj”)S′j = VS′jSj”.
Thus VS′jSj” is reciprocal iff it is self-adjoint.
Note that if VS′jSj” is defined by vS′j = KiSj”,V⊥S′jSj” would be defined by iSj” = −KT vS′j and
(V⊥S′jSj”)(−Sj”)S′j would be defined by vS′j = KT iSj”, so that VS′jSj”, being reciprocal means that K = KT .
We say VS′jSj”, VˆS′jSj” are Dirac duals of each other iff VˆS′jSj” = (V⊥S′jSj”)Sj”S′j , i.e., iff
VS′jSj” = (Vˆ
⊥
S′jSj”
)Sj”S′j and denote the Dirac dual of VS′jSj” by VDdualS′jSj” . It is clear that (V
Ddual
S′jSj”
)Ddual =
VS′jSj”.
We say KS′jSj” is Dirac iff KS′jSj” :≡ VS′jSj”, where (VS′jSj”)Sj”S′j = V⊥S′jSj”.
Thus VS′jSj” is Dirac iff it is self-Dirac dual. In this case, if VS′jSj” is defined by vS′j = KiSj”,
(VS′jSj”)Sj”S′j = V⊥S′jSj” would be defined by vS′j = −KT iSj”, so that K = −KT .
Example 16. 1. Let v = Ri+ E be a source accompanied resistor, R being diagonal, with nonzero diagonal
entries. The vector space translate of the characteristic is the solution space of v = Ri. The orthogonal dual
has the characteristic iˆ = −RT vˆ = −Rvˆ. The adjoint has the characteristic v˜ = Ri˜. Thus the source free
resistor is self adjoint or reciprocal. This would be true even if R is a symmetric matrix of full rank.
2. A device with the hybrid characteristic and its adjoint are shown below.(
v1
i2
)
=
(
r11 h12
h21 g22
)(
i1
v2
)
;
(
vˆ1
iˆ2
)
=
(
rT11 −hT21
−hT12 gT22
)(
iˆ1
vˆ2
)
; (7)
3. The Dirac dual of v = Ri + E has the characteristic v˜ = −RT i˜. Therefore the source free device v = Ri
would be self Dirac dual iff R = −RT .
We say Sj is an ideal transformer iff KS′jSj” :≡ VS′j ⊕ (V⊥S′j )Sj”.
Let P˜ be a disjoint copy of P, with P :≡ {e1, · · · , ek}, P˜ :≡ {e˜1, · · · , e˜k}, ei, e˜i being copies of each other. We
note that T PP˜ , defined in Subsection 3.1 denotes the ‘(1 : 1) ideal transformer’ defined by vei = ve˜i , iei =
−ie˜i , i = 1, · · · , k.
Since (VS′j⊕(V⊥S′j )Sj”)adj = ((VS′j⊕(V
⊥
S′j
)Sj”)
⊥)(−Sj”)S′j = VS′j⊕(V⊥S′j )Sj”, an ideal transformer is self-adjoint,
i.e., reciprocal.
Let Sj , Sˆj be pairwise disjoint copies with Sj :≡ Sj unionmulti Sˆj , Sj :≡ {e1, · · · ek}, Sˆj :≡ {eˆ1, · · · eˆk}. We say
VS′j Sˆ′jSj”Sˆj” is a gyrator iff vS′j = −RiSˆj”; vSˆ′j = RiSj”, where R is a positive diagonal matrix. It is clear
that a gyrator is Dirac.
We denote by gSj Sˆj , the gyrator where R is the identity matrix.
We say VS′jSj” is passive iff, whenever (vS′j , iSj”) ∈ VS′jSj”, we have that the dot product 〈vS′j , iSj”〉 is
nonnegative.
As mentioned before, we say Sj is a set of norators iff KS′jSj” :≡ FS′jSj”, i.e., there are no constraints
on vS′j , iSj”. We say ej is a nullator iff ve′j = iej” = 0. Note that ej is a nullator iff its orthogonal
dual/adjoint/Dirac dual is a norator.
Corollary 17. Let VS′P ′S”P”,VS′S”, be ideal transformers. Then so is VS′P ′S”P” ↔ VS′S”.
Proof. We have VS′P ′S”P” :≡ VS′P ′ ⊕ V⊥S”P”,VS′S” :≡ VS′ ⊕ V⊥S”, so that
VS′P ′S”P” ↔ VS′S” = (VS′P ′ ⊕ V⊥S”P”) ↔ (VS′ ⊕ V⊥S”) = (VS′P ′ ↔ VS′) ⊕ (V⊥S”P” ↔ V⊥S”). Since, by
Theorem 15, (VS′P ′ ↔ VS′)⊥ = (V⊥S”P” ↔ V⊥S”), the result follows.
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Corollary 18. 1. Let VS′P ′S”P”, VˆS′P ′S”P” be adjoints of each other and so also VS′S”, VˆS′S”. Then
VS′P ′S”P” ↔ VS′S”, and VˆS′P ′S”P” ↔ VˆS′S”, are also adjoints of each other.
2. Let VS′P ′S”P”, VˆS′P ′S”P” be Dirac duals of each other and so also VS′S”, VˆS′S”.
Then VS′P ′S”P” ↔ VS′S”, and VˆS′P ′S”P” ↔ VˆS′S”, are also Dirac duals of each other.
3. Let VS′P ′S”P”,VS′S”, be reciprocal. Then so is VS′P ′S”P” ↔ VS′S”.
4. Let VS′P ′S”P”,VS′S”, be Dirac. Then so is VS′P ′S”P” ↔ VS′S”.
Proof. 1. Let VP ′P” :≡ VS′P ′S”P” ↔ VS′S” and let VˆP ′P” :≡ VˆS′P ′S”P” ↔ VˆS′S”.
We then have,
(V⊥P ′P”)(−P”)P ′ = ((VS′P ′S”P” ↔ VS′S”)⊥)(−P”)P ′ = (V⊥S′P ′S”P” ↔ V⊥S′S”)(−P”)P ′
= (V⊥S′P ′S”P”)−S”(−P”)S′P ′ ↔ (V⊥S′S”)−S”S′ = VˆS′P ′S”P” ↔ VˆS′S” = VˆP ′P”.
2. The proof is essentially the same as the previous part except that the subscripts S”, P” do not have
a negative sign.
3. Let VP ′P” :≡ (VS′P ′S”P” ↔ VS′S”). We have (V⊥P ′P”)(−P”)P ′ = ((VS′P ′S”P” ↔ VS′S”)⊥)(−P”)P ′ =
(V⊥S′P ′S”P” ↔ V⊥S′S”)(−P”)P ′ = (V⊥S′P ′S”P”)−S”(−P”)S′P ′ ↔ (V⊥S′S”)−S”S′ = VS′P ′S”P” ↔ VS′S” =
VP ′P”.
4. The proof is essentially the same as the previous part except that the subscripts S”, P” do not have
a negative sign.
Let the multiport NP be on graph GSP with device characteristic KS′S” = xS′S” + VS′S” on S.
The multiport NhomP is on graph GSP but has device characteristic VS′S”.
The adjoint N adjP of NP as well as of N homP is on graph GSP but has device characteristic VadjS′S”.
Let the solution set of NP be [VS′P ′ ⊕ (V⊥S′P ′)S”P”] ∩ KS′S”. Then
the solution set of N homP would be [VS′P ′ ⊕ (V⊥S′P ′)S”P”] ∩ VS′S”, and
that of N adjP would be [VS′P ′ ⊕ (V⊥S′P ′)S”P”] ∩ VadjS′S”.
The port behaviour of NP would be [VS′P ′ ⊕ (V⊥S′P ′)S”−P”]↔ KS′S”,
that of N homP would be [VS′P ′ ⊕ (V⊥S′P ′)S”−P”]↔ VS′S”, and
that of N adjP would be [VS′P ′ ⊕ (V⊥S′P ′)S”−P”]↔ VadjS′S”.
We now have the following basic result on linear multiports.
Theorem 19. 1. Let N 1P ,N 2P be multiports on the same graph GSP but with device characteristics
V1S′S”,V2S′S”, respectively and port behaviours V˘
1
P ′P”, V˘
2
P ′P”, respectively. Then if V1S′S”,V2S′S”, are
adjoints (Dirac duals) of each other so are V˘1P ′P”, V˘
2
P ′P”, adjoints (Dirac duals) of each other.
2. If the port behaviour V˘P ′P” of NP is proper, then so is the port behaviour (V˘P ′P”)adj of N adjP .
3. If NP has a device characteristic VS′S” that is reciprocal (self-Dirac dual) then its port behaviour V˘P ′P”
is also reciprocal (self-Dirac dual). Further the port behaviour has dimension |P |.
4. If NP has a device characteristic VS′S” that is an ideal transformer, then its port behaviour V˘P ′P” is
also an ideal transformer.
Proof. 1. Let VS′P ′ :≡ (Vv(GSP ))S′P ′ . By Tellegen’s Theorem, we have (Vv(GSP ))⊥ = Vi(GSP ).
Therefore ((VS′P ′)⊥)S”P” = (Vi(GSP ))S”P”. Let V1P ′P” :≡ (VS′P ′ ⊕ ((VS′P ′)⊥)S”P”) ↔ V1S′S”. and let
V2P ′P” = (VS′P ′ ⊕ ((VS′P ′)⊥)S”P”)↔ V2S′S”. It is clear that VS′P ′ ⊕ ((VS′P ′)⊥)S”P” is self-adjoint. We are
given that V1S′S”,V2S′S” are adjoints. Therefore, by part 1 of Corollary 18 , we have that
V1P ′P ′ ,V2P ′P ′ are adjoints and therefore V˘
1
P ′P ′ :≡ (V1P ′P ′)P ′(−P”) and V˘
2
P ′P ′ :≡ (V2P ′P ′)P ′(−P”) are adjoints.
The Dirac dual case is similar to the above noting that VS′P ′ ⊕ ((VS′P ′)⊥)S”P” is self-Dirac dual.
2. Since r((V˘⊥P ′P ′)) = 2|P | − r(V˘P ′P ′) = |P |, we also have r((V˘P ′P ′)adj) = r((V˘P ′P ′)(−P”)P ′) = |P |.
3. The reciprocal case follows from part 1 above since VS′S” is given to be reciprocal, i.e., self-adjoint.
By the definition of self-adjointness, we must have that VP ′P” and V⊥P ′P” must have the same dimension.
But their dimensions must add upto 2|P |. Therefore VP ′P ′ and
15
V˘P ′P ′ :≡ (VP ′P ′)P ′(−P”) have dimension |P |.
The self-Dirac dual case follows from part 1 above since VS′S” is given to be self-Dirac dual.
4. We note that VS′P ′ ⊕ ((VS′P ′)⊥)S”P” is an ideal transformer. We are given that VS′S” is an ideal
transformer. The result now follows from Corollary 17.
6. Explicit computation of solution and port behaviour of multiport networks
In this section we consider the linear algebraic problem of computing the solution and port behaviour
of linear multiport networks. This is a problem of elimination of variables by suitable row operations on
the governing equations of the linear multiport. Our treatment is general, in the sense that it will work
for arbitrary linear multiports, even if they have no solution. However, treating this as a general linear
algebraic problem is not as convenient as reducing it to repeated solution of circuits with unique solution,
because versatile circuit simulators are available for the latter purpose. We perform this reduction in Section
8 for the important class of multiports which have nonvoid sets of solutions for arbitrary source values and
further, whose port conditions uniquely fix internal conditions (‘regular’ multiports in Definition 20).
6.1. Equations of multiports
We now study the constraints of mutiports and port behaviours explicitly in terms of their governing
equations using the ideas of the Subsection 2.3. Let multiport NP be on graph GSP with affine device
characteristic AS′S”. Let VS′P ′ :≡ (Vv(GSP ))S′P ′ , so that (V⊥S′P ′)S”P” = (Vi(GSP ))S”P”. Let us compute
the port behaviour A˘P ′P” of NP .
Let (QS |QP ), (BS |BP ) be representative matrices of (Vv(GSP )), (Vi(GSP )), respectively and let AS′S”
be the affine space that is the set of solutions of (MS′)vS′ + (NS”)iS” = sD. We will assume that the rows
of (MS′ |NS”), are linearly independent. Let VS′S” be the vector space translate of AS′S”. It is clear that
V⊥S′S” is the row space of (MS′ |NS”).
Then the set of solutions of NP , given by [VS′P ′⊕(V⊥S′P ′)S”P”]∩AS′S”, can be cast as the set of solutions
of the equation 
BS′
...
... BP ′
...
... 0S”
...
... 0P”
0S′
...
... 0P ′
...
... QS”
...
... QP”
MS′
...
... 03P ′
...
... NS”
...
... 03P”


vS′
vP ′
iS”
iP”
 =
 00
sD
 . (8)
As in Equation 4, we can perform invertible row operations on Equation 8, to yield
B1S′
...
... B1P ′
...
... Q1S”
...
... Q1P”
MS′
...
... 02P ′
...
... NS”
...
... 02P”
03S′
...
... B3P ′
...
... 03S”
...
... Q3P”


vS′
vP ′
iS”
iP”
 =
s1sD
s3
 , (9)
where the rows of B1S′ ...... Q1S”
MS′
...
... NS”
 (10)
are linearly independent. The port behaviour A˘P ′P” of NP is given by
[((VS′P ′ ⊕ (V⊥S′P ′)S”P”) ∩ AS′S”) ◦ P ′P”]P ′(−P”).
Therefore, A˘P ′P” is the set of solutions of B3P ′vP ′ +Q3P”(−iP”) = s3.
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Remark 4. We note the following in regard to the consistency of the multiport NP , to the nature of A˘P ′P”
and its relation to the ‘interior’ variables (on S′, S”) of the multiport.
1. The multiport NP is consistent for arbirary source values (of the device characteristic), i.e., Equation
8 has a solution for arbitrary values of the vector sD, iff row space of the first two rows has zero
intersection with the row space of the last row of the coefficient matrix,
i.e., iff [(Vi(GSP ))S′P ′ ⊕ (Vv(GSP ))S”P”] ∩ [0P ′P” ⊕ V⊥S′S”] = 0P ′P”S′S”,
i.e., iff [(Vi(GSP ))S′P ′ ⊕ (Vv(GSP ))S”P”]× S′S” ∩ V⊥S′S” = 0S′S”.
Since the first two rows and the third row of Equation 8 are given to be individually linearly independent,
this implies that the set of rows of the coefficient matrix is linearly independent.
2. Equation 9 is obtained by invertible row transformation of Equation 8. Therefore if NP is consistent
for arbirary source values, the matrix (B3P ′ |Q3P”) has linearly independent rows and the port behaviour
is nonvoid for arbirary source values.
3. Next let us examine when for a given (vP ′ ,−iP”) ∈ A˘P ′P”, there is a unique vector (vS′ , vP ′ , iS”, iP”)
that is a solution to the multiport NP . This happens provided the matrix in Equation 10 is nonsingular.
This is equivalent to the columns corresponding to S′, S” being linearly independent in the coefficient
matrix of Equation 8, i.e., equivalent to the restriction to set S′unionmultiS”, of the row space of the coefficient
matrix of Equation 8, being equal to the full space FS′S”,
i.e., [(Vi(GSP ))S′P ′ ⊕ (Vv(GSP ))S”P”] ◦ S′S” + V⊥S′S” = FS′S”. Note that consistency of the multiport
does not imply this property.
4. The vector space translate of the port behaviour can have dimension ranging from 0 to 2|P |, zero
corresponding to P being a set of norators and 2|P |, to P being a set of nullators in A˘P ′P” (see [32]).
Remark 5. Consider the situation when NP has no ports, i.e., when P = ∅. We assume BS′ , QS” are the
representative matrices of (Vi(GS))S′ , (Vv(GS))S” respectively. In this case the network has a solution for
arbitrary source values of the device characteristic iff [(Vi(GS))S′ ⊕ (Vv(GS))S”]∩V⊥S′S” = 0S′S”. Given that
it has a solution, it has a unique solution iff [(Vi(GS))S′ ⊕ (Vv(GS))S”] + V⊥S′S” = FS′S”.
7. Regular Multiports
A multiport that satisfies the properties in parts 1 to 3 of Remark 4, can be handled by freely avail-
able circuit simulators after some preprocessing as shown in Section 8. We therefore give a name to such
multiports and discuss their properties.
Definition 20. Let multiport NP be on graph GSP and device characteristic AS′S” = αS′S” + VS′S”.
The multiport NP is said to be regular iff every multiport NˆP on graph GSP and device characteristic
AˆS′S” = αˆS′S” + VS′S”, has a non void set of solutions and has a unique solution corresponding to every
vector in its port behaviour. A regular multiport is said to be proper iff its port behaviour is proper.
We restate the first three parts of Remark 4 in a more convenient form and derive consequences below.
Theorem 21. Let multiport NP be on graph GSP with device characteristic AS′S” = αS′S” +VS′S”. Let N βP
denote a multiport on graph GSP with device characteristic βS′S” + VS′S”. Then the following hold.
1. The set of solutions of N βP for every vector βS′S” is non void
iff Vv(GSP ◦ S)S′ ⊕ Vi(GSP × S)S” + VS′S” = FS′S”.
This implies that the port behaviour of every N βP is non void.
2. For each (vP ′ ,−iP”) ∈ A˘P ′P”, where A˘P ′P” is the port behaviour of NP , there is a unique solution
(vS′ , vP ′ , iS”, iP”) of NP iff [Vv(GSP × S)S′ ⊕ Vi(GSP ◦ S)S”] ∩ VS′S” = 0S′S”.
3. (a) NP is regular iff it satisfies the conditions in the previous two parts.
(b) If NP is regular, r(VS′S”) + r(V˘P ′P”) = |S|+ |P |.
(c) If NP is regular and the device characteristic AS′S” is proper, then NP is proper.
4. (a) N adjP is regular iff NP is.
(b) N adjP is proper iff NP is.
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Proof. Let us denote ((Vv(GSP ))S′P ′ ⊕ (Vi(GSP ))S”P”) by VS′P ′S”P”. We then have,
V⊥S′P ′S”P” = (Vv(GSP ))⊥S′P ′ ⊕ (Vi(GSP ))⊥S”P” = (Vi(GSP ))S′P ′ ⊕ (Vv(GSP ))S”P”, (using Theorem 4).
By Theorems 2 and 3, the condition V⊥S′P ′S”P” × S′S” ∩ V⊥S′S” = 0S′S” of part 1 of Remark 4
is equivalent to VS′P ′S”P” ◦ S′S” + VS′S” = FS′S”
and the condition V⊥S′P ′S”P” ◦ S′S” + V⊥S′S” = FS′S” of part 3 of Remark 4
is equivalent to VS′P ′S”P” × S′S” ∩ VS′S” = 0S′S”.
Next by Lemma 5,
VS′P ′S”P” ◦ S′S” = (Vv(GSP ))S′P ′ ◦ S′ ⊕ (Vi(GSP ))S”P” ◦ S” = (Vv(GSP ◦ S))S′ ⊕ (Vi(GSP × S))S”
and VS′P ′S”P” × S′S” = (Vv(GSP ))S′P ′ × S′ ⊕ (Vi(GSP ))S”P” × S” = (Vv(GSP × S))S′ ⊕ (Vi(GSP ◦ S))S”.
Thus parts 1 and 2 of Remark 4 reduce to part 1 of the present lemma and part 3 of Remark 4 reduces to
part 2 of the present lemma.
Part 3(a) of the theorem follows immediately.
3(b) If r(VS′S”) = k, taking the coefficient matrix (MS′ |NS”) in Equation 8 to have linearly independent
rows, since r(Vv(GSP )) + r(Vi(GSP )) = |S|+ |P |, we see that Equation 8 has |S|+ |P |+ k rows. Regularity
implies that these rows are linearly independent and also that the coefficient matrix in Equation 10 is
nonsingular. Since the number of columns is |S| + |P | + k, and also the coefficient matrix in Equation 10
is nonsingular, it follows that the third set of rows of Equation 9, i.e., (B3P ′ |Q3P”) is linearly independent
and |P | + k − |S| in number. This means that r((V˘P ′P”)P ′(−P”)) = 2|P | − (|P | + k − |S|) = |P | + |S| − k,
so that r(V˘P ′P”) = |P |+ |S| − k and r(VS′S”) + r(V˘P ′P”) = |P |+ |S|.
3(c) Follows by setting k = |S|.
4(a) We saw above that the condition [Vv(GSP × S)S′ ⊕ Vi(GSP ◦ S)S”] ∩ VS′S” = 0S′S” is equivalent to
V⊥S′P ′S”P” ◦ S′S” + V⊥S′S” = FS′S”, i.e., equivalent to (V⊥S′P ′S”P” ◦ S′S”)(−S”)S′ + (V⊥S′S”)(−S”)S′ = FS′S”,
i.e., equivalent to (VS′P ′S”P” × S′S”)⊥(−S”)S′ + (V⊥S′S”)(−S”)S′ = FS′S”,
i.e., equivalent to (Vv(GSP ◦ S))S′ ⊕ (Vi(GSP × S))S” + VadjS′S” = FS′S”.
Similarly, (Vv(GSP ◦ S))S′ ⊕ (Vi(GSP × S))S” + VS′S” = FS′S”
can be shown to be equivalent to [(Vv(GSP × S))S′ ⊕ (Vi(GSP ◦ S))S”] ∩ VadjS′S” = 0S′S”.
Since N adjP is on graph GSP and has device characteristic VadjS′S”, the result follows from the previous two
parts.
4(b) This follows from the fact that if a vector space V˘P ′P” has dimension |P |, its complementary orthogonal
space and therefore, its adjoint, will also have dimension |P |.
When we set P = ∅ in the above lemma, we get the following corollary.
Corollary 22. Let network N be on graph GS with device characteristic AS′S” = αS′S” + VS′S”. Let N β
denote a network on graph GS with device characteristic βS′S” + VS′S”. Then the following hold.
1. The set of solutions of N β for every vector βS′S” is non void iff Vv(GS)S′⊕Vi(GS)S”+VS′S” = FS′S”.
2. Given that the network N has a solution, it is unique iff [Vv(GS)S′ ⊕ Vi(GS)S”] ∩ VS′S” = 0S′S”.
3. Let the device characteristic AS′S” be proper. Let N hom denote the network on graph GS with device
characteristic VS′S”. Then N has a unique solution iff N hom has a unique solution.
Proof. Parts 1 and 2 are immediate from Theorem 21.
3. Consider the Equation 8 taking P = ∅. Without loss of generality take the rows of (MS′ |NS”) to be
linearly independent and therefore, since AS′S” is proper, |S| in number. In this case, Equation 8 has 2|S|
equations. Since the number of variables is also 2|S|, it has a unique solution iff the coefficient matrix is
nonsingular. But this is also the condition for N hom to have a unique solution.
Remark 6. The following can be shown.
1. A multiport with device characteristic v = Ri, R, a positive definite matrix, is regular.
2. If the devices are made up of controlled sources and resistors and the defining parameters (gains, resis-
tances, conductances) can be taken to be algebraically independent over rationals, then under simply verifiable
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topological conditions the multiport is regular.
Remark 7. Even if we work with the complex field, all the results of this section and their proofs go through
taking the dot product 〈fX , gX〉 to be Σf(e)g(e), e ∈ X. Wherever the adjoint is involved, taking VadjS′S” to be
(V⊥S′S”)(−S”)S′ or as (V∗S′S”)(−S”)S′ would both work. (V∗X :≡ {gX : 〈fX , gX〉 = 0}, where we define 〈fX , gX〉
to be Σf(e)g(e), e ∈ X.)
8. Generalizing Thevenin-Norton: computing port behaviour solving special circuits
One of the basic results of linear network theory is the Thevenin-Norton Theorem for one ports (|P | = 1)
([35, 16, 29, 3]). This result essentially computes the port behavior of a multiport NP in terms of its
open circuit-short circuit characteristic and its source free characteristic at the port. It has a routine
generalization to the situation where |P | > 1, when the port behaviour can be captured in the ‘hybrid’ form,
i.e., vP1 = r11iP1 + h12vP2 + EP1 ; iP2 = h21iP1 + g21vP2 + JP2 . This approach, although intuitive and simple,
has the shortcoming that the the multiport may not have a solution when a particular port is open circuited
or short circuited. Indeed, the port behaviour of the multiport may not even have a hybrid representation.
Computing the port behaviour is a linear algebraic problem as we discussed in Section 6. It is therefore
solvable by standard methods ‘efficiently’ (third power algorithms in the number of edges). However, this
is not convenient for our purposes. Our aim is to exploit the best that currently available circuit simulators
can achieve. We will assume that our linear multiport is regular, i.e., has a solution for arbitrary source
values of the device characteristic and, further, has a unique solution for any given port condition consistent
with its multiport behaviour.
Our approach has this in common with that of Thevenin-Norton that we also reduce the computation
of port behaviour to repeated solution of circuits with unique solution.
But we will only attempt to capture the port behaviour in the form αP ′P” +VP ′P”, with a generating matrix
for VP ′P”. Additional linear algebraic operations might have to be performed to construct a representative
matrix for VP ′P” from the generating matrix. Our method will always work for regular multiports.
We will assume that we have available a ‘standard’ linear circuit simulator that accepts circuits with
proper device characteristics and unique solution. Both, when the network has non unique solution, and
when it is inconsistent, we would get error messages. These conditions are satisfied by circuit simulators
that are freely available. The port edges in multiports are norators and can be handled by a standard circuit
simulator only after some preprocessing, which we show how to perform.
Our method is to terminate the given linear multiport NP by a variation of its ‘orthogonal dual’ (i.e.,
the multiport with orthogonally dual constraints) resulting in a network Nfinal which can be processed by
the circuit simulator. Briefly, suppose the port behaviour satisfies Kx = s, where the real matrix K has
linearly independent rows. We first try to find one solution to this equation. Then try to find a basis for the
solution space of Kx = 0. Let K⊥ be a matrix whose rows are linearly independent and span (row(K))⊥.
The equation (
K
K⊥
)(
x
)
=
(
s
o
)
(11)
has a nonsingular coefficient matrix (as we show below) and therefore, a unique solution. This we take as
the ‘particular’ solution xp to Kx = s. We then consider the equation(
K
K⊥
)(
x
)
=
(
0
si2
)
(12)
We take right side of Equation 12 to be vectors si2 in turn, in general 2|P | in number, and find a solution
xi to the resulting equation. The set of vectors {xi, i = 1, · · · , 2|P |}, would be a set of generators for the
vector space translate of the multiport behaviour. All this we do without explicitly computing K or K⊥.
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Remark 8. As in Remark 1, we note that, if we wish to extend the discussion of this section and Section
9 to the complex case, we have to intepret the dot product 〈fX , gX〉 of fX , gX to be the inner product
Σf(e)g(e), e ∈ X, where g(e) is the complex conjugate of g(e). The transpose of a matrix Z has to be
changed to Z∗, the conjugate transpose of Z. Further, we must interpret V⊥X
as V∗S′S” :≡ {gX : 〈fX , gX〉 = 0}, where 〈fX , gX〉 is taken to be as above. This is essential for the coefficient
matrix of Equation 12 to be nonsingular. Algorithm I, statement and proof of Lemma 23 go through taking
VadjS′S” to be (V∗S′S”)(−S”)S′ .
Subsection Appendix C contains a discussion of the conversion of the preceding subsections to the complex
case.
8.1. Terminating a multiport by its adjoint through a gyrator
A useful artifice for processing a multiport through a standard circuit simulator, which accepts only
circuits with a unique solution, is to terminate it appropriately so that the resulting network, if it has a
solution, has a unique solution. This solution would also contain a solution to the original multiport.
We now describe this technique in detail.
First note that the coefficient matrix in Equation 11 has number of rows equal to r(span(K))+r(span(K⊥)),
which is the number of columns of the matrix. Next, suppose the rows are linearly dependent. This would
imply that a nontrivial linear combination of the rows is the zero vector, which in turn implies that a nonzero
vector lies in the intersection of complementary orthogonal real vector spaces, i.e., a nonzero real vector is
orthogonal to itself, a contradiction. (In the complex case xTx = 0 leads to x = 0 only if we take x∗, the
conjugate transpose of x, in place of xT . Therefore the dot product must be defined to be inner product for
this argument to work.) Therefore, the coefficient matrix in Equation 11 is nonsingular. Thus, if a matrix
has two sets of rows, which are representative matrices of complementary orthogonal real vector spaces, then
it must be nonsingular.
Let the multiport behaviour A˘P ′P” be the solution space of the equation BP ′xP ′ − QP”yP” = s, with
linearly independent rows and let V˘P ′P” be the solution space of the equation BP ′xP ′ − QP”yP” = 0. Let
the dual multiport behaviour V˘dualP ′P” be the solution space of equation B⊥P ′vP ′−Q⊥P”yP” = 0, where the rows
of (B⊥P ′ | −Q⊥P”) form a basis for the space complementary orthogonal to the row space of (BP ′ | −QP”).
The constraints of the two multiport behaviours together give the following equation.BP ′ ... −QP”
B⊥P ′
... −Q⊥P”
(xP ′
yP”
)
=
(
s
0
)
. (13)
The first and second set of rows of the coefficient matrix of the above equation are linearly independent and
span real complementary orthogonal spaces. Therefore the coefficient matrix is invertible and the equation
has a unique solution.
Let NP be on graph GSP and device characteristic AS′S”, and let it have the port behaviour A˘P ′P”. Let
VS′S” be the vector space translate of AS′S” and V˘P ′P” be that of A˘P ′P”. We note that
((Vv(GSP ))S′P ′ ⊕ (Vi(GSP ))S”P”)↔ VS′S” = (Vv(GSP ))S′P ′ ⊕ (Vv(GSP ))⊥S”P”)↔ VS′S” = (V˘P ′P”)P ′(−P”);
and (Vv(GSP ))S′P ′ ⊕ (Vv(GSP ))⊥S”P”)↔ AS′S” = (A˘P ′P”)P ′(−P”), using Theorem 12.
Let N adj
P˜
be on the copy GS˜P˜ of GSP , with device characteristic (VadjS′S”)S˜′S˜”. We know that the port
behaviour of N adj
P˜
would be V˘adjP˜ ′P˜” :≡ (V˘
adj
P ′P”)P˜ ′P˜” (Theorem 19). Further (V˘
adj
P˜ ′P˜”)(−P˜”)P˜ ′ = (V˘
⊥
P ′P”)P˜ ′P˜” =
(V˘dualP ′P”)P˜ ′P˜”. Thus the constraints of N adjP˜ together with the constraint vP ′ = −iP˜”; iP” = vP˜ ′ (the gyrator
gPP˜ ), correspond to the port behaviour V˘dualP ′P”, which is the solution space of the second set of equations of
Equation 13.
Let NP be regular. By Theorem 21, the port behaviour A˘P ′P” is nonvoid and N adjP˜ is also regular.
Let us examine [NP ⊕ N adjP˜ ] ∩ gPP˜ . This is a network on graph GSP ⊕ GS˜P˜ with device characteristic
AS′S” ⊕ VadjS˜′S˜” ⊕ gPP˜ . This device characteristic is proper because
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r(VS′S” ⊕ VadjS˜′S˜”) = r(VS′S”) + r(V
⊥
S′S”) = 2|S| = |S|+ |S˜|, r(gPP˜ ) = 2|P | = |P unionmulti P˜ |, so that dimension of
VS′S” ⊕ VadjS˜′S˜” ⊕ gPP˜ equals |S|+ |S˜|+ |P unionmulti P˜ |. If we restrict a solution of this network to P ′ unionmulti P”, we get
vP ′ , iP”, where vP ′ ,−iP” is a solution to Equation 13. We have seen that this solution is unique. Through
the constraints vP ′ = −iP˜”; iP” = vP˜ ′ of gPP˜ , this fixes vP˜ ′ , iP˜” uniquely. This means in the multiports
NP ,N adjP˜ we know the (unique) port voltages and currents. But since NP ,N
adj
P˜
are regular, all internal
voltages and currents of the multiports NP ,N adjP˜ are uniquely fixed. Therefore this is the unique solution
of the network [NP ⊕ N adjP˜ ] ∩ gPP˜ . Since this network also has proper device characteristic, our standard
circuit simulator can process it and obtain its solution.
If the multiport NP is not regular, it may not have a solution and then the port behaviour A˘P ′P”
would be void. Even if the multiport has a solution, so that the behaviour A˘P ′P” is non void, the above
general procedure of solving [NP ⊕N adjP˜ ] ∩ gPP˜ , will yield non unique internal voltages and currents in the
multiports NP ,N adjP˜ . Therefore, [NP ⊕N
adj
P˜
]∩gPP˜ will have non unique solution. (In both the above cases
our standard circuit simulator would give error messages.)
Thus [NP ⊕N adjP˜ ] ∩ gPP˜ has a unique solution iff NP is regular.
We have computed a single vector xpP ′P” :≡ (vP ′ ,−iP”) ∈ A˘P ′P”. We next consider the problem of
finding a generating set for the vector space translate V˘P ′P” of A˘P ′P”.
Let gPP˜tv denote the affine space that is the solution set of the constraints
ve′j = −ie˜j”, ej ∈ P, j 6= t, ve′t + 1 = −ie˜t”; iej” = ve˜′j , ej ∈ P.
Let gPP˜ti denote the affine space that is the solution set of the constraints
ve′j = −ie˜j”, ej ∈ P ; iej” = ve˜′j , ej ∈ P, j 6= t, iet” + 1 = ve˜′t .
Now solve [N homP ⊕ N adjP˜ ] ∩ gPP˜tv for each e′t ∈ P ′ and [N homP ⊕ N
adj
P˜
] ∩ gPP˜ti for each et” ∈ P”. We
prove below, in Lemma 23, that each solution yields a vector in V˘P ′P” and the vectors corresponding to all
e′t ∈ P ′, et” ∈ P”, form a generating set for V˘P ′P”.
We summarize these steps in the following Algorithm.
Algorithm I
Input: A multiport NP on GSP with affine device characteristic AS′S”.
Output: The port behaviour A˘P ′P” of NP if NP is regular.
Otherwise a statement that NP is not regular.
Step 1. Build the network N large :≡ [NP ⊕N adjP˜ ] ∩ gPP˜ on graph GSP ⊕ GS˜P˜
with device characteristic AS′S”⊕VadjS˜′S˜”⊕gPP˜ , where VS′S” is the vector space translate of
AS′S” and VadjS˜′S˜” :≡ ((VS′S”)⊥)−S˜”S˜′ .
Find the unique solution (if it exists) of N large and restrict it to P ′ unionmulti P” to obtain
(vpP ′ , i
p
P”). The vector (v
p
P ′ ,−ipP”) belongs to A˘P ′P”.
If no solution exists or if there are non unique solutions output ‘NP not regular’ and
STOP.
Step 2. Let N homP be obtained by replacing the device characteristic AS′S” by VS′S” in NP .
For t = 1, · · · , |P |, build and solve [N homP ⊕ N adjP˜ ] ∩ gPP˜tv and restrict it to P ′ unionmulti P” to obtain
(vtvP ′ , i
tv
P”). The vector (v
tv
P ′ ,−itvP”) ∈ V˘P ′P”.
For t = 1, · · · , |P |, build and solve [N homP ⊕ N adjP˜ ] ∩ gPP˜ti and restrict it to P ′ unionmulti P” to obtain
(vtiP ′ , i
ti
P”). The vector (v
ti
P ′ ,−itiP”) ∈ V˘P ′P”.
Step 3. Let V˘P ′P” be the span of the vectors (vtvP ′ ,−itvP”), (vtiP ′ ,−itiP”), t = 1, · · · , |P |.
Output A˘P ′P” :≡ (vpP ′ ,−ipP”) + V˘P ′P”.
STOP
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We complete the justification of Algorithm I in the following lemma. We remind the reader that N homP
is obtained from NP by replacing its device characteristic AS′S” by VS′S”.
Lemma 23. Let NP on graph GSP be regular. Then the following hold.
1. The network N large :≡ [NP ⊕N adjP˜ ]∩gPP˜ has a proper device characteristic and has a unique solution.
2. Each of the networks [N homP ⊕ N adjP˜ ] ∩ gPP˜tv , e′t ∈ P ′, [N homP ⊕ N
adj
P˜
] ∩ gPP˜ti , e”t ∈ P”, has a unique
solution and restriction of the solution to P ′unionmultiP” gives a vector (vtvP ′ , itvP”) such that (vtvP ′ ,−itvP”) ∈ V˘P ′P”
or a vector (vtiP ′ , i
ti
P”) such that (v
ti
P ′ ,−itiP”) ∈ V˘P ′P”.
3. The vectors (vtvP ′ ,−itvP”), t = 1, · · · , |P |, (vtiP ′ ,−itiP”), t = 1, · · · , |P |, form a generating set for V˘P ′P”.
Proof. We only prove parts 2 and 3 since part 1 has already been shown.
2. If we replace the device characteristic of [NP ⊕ N adjP˜ ] ∩ gPP˜ , or that of [NP ⊕ N
adj
P˜
] ∩ gPP˜tv or that of
[N homP ⊕N adjP˜ ]∩gPP˜ti by its vector space translate, i.e., by VS′S”⊕V
adj
S′S”⊕gPP˜ we get the device characteristic
of [N homP ⊕ N adjP˜ ] ∩ gPP˜ which is also on the same graph GSP ⊕ GS˜P˜ as are [NP ⊕ N
adj
P˜
] ∩ gPP˜ as well as
[N homP ⊕N adjP˜ ] ∩ gPP˜tv and [N homP ⊕N
adj
P˜
] ∩ gPP˜ti .
By Corollary 22, a linear network with a proper device characteristic, has a unique solution iff another
obtained by replacing its affine device characteristic by the vector space translate of the latter, has a unique
solution. We know that [NP⊕N adjP˜ ]∩gPP˜ has a proper device characteristic and has a unique solution. Thus
[N homP ⊕N adjP˜ ]∩gPP˜ , has a unique solution and therefore also [N homP ⊕N
adj
P˜
]∩gPP˜tv and [N homP ⊕N adjP˜ ]∩gPP˜ti .
The restriction of a solution (vS′ , vP ′ , vS˜′ , vP˜ ′ , iS”, iP”, iS˜”, iP˜”) of [N homP ⊕N adjP˜ ]∩gPP˜tv or [N homP ⊕N
adj
P˜
]∩gPP˜ti
to S′ unionmulti P ′ unionmulti S” unionmulti P” gives a solution of N homP . Its restriction to P ′ unionmulti P” gives (vP ′ , iP”). By Theorem 14,
(vP ′ ,−iP”) ∈ V˘P ′P”.
3. Let V˘P ′P” be the solution space of BvP ′ − QiP” = 0 and let (V˘adjP ′P”)P˜ ′P˜” be the solution space of
Q⊥vP˜ ′ +B
⊥vP˜” = 0. A vector being the restriction of a solution of [NP ⊕N adjP˜ ]∩gPP˜tv to P ′ unionmultiP”unionmulti P˜ ′ unionmulti P˜”
is equivalent to its being a solution to the equation
B −Q 0 0
0 0 Q⊥ B⊥
I 0 0 I
0 I −I 0


vP ′
iP”
vP˜ ′
iP˜”
 =

0
0
−It
0
 (14)
and a vector being the restriction of a solution of [NP ⊕N adjP˜ ] ∩ gPP˜ti to P ′ unionmulti P” unionmulti P˜ ′ unionmulti P˜” is equivalent to
its being a solution to the equation
B −Q 0 0
0 0 Q⊥ B⊥
I 0 0 I
0 I −I 0


vP ′
iP”
vP˜ ′
iP˜”
 =

0
0
0
−It
 , (15)
where the row spaces of (B| −Q), (B⊥| −Q⊥) are complementary orthogonal and It denotes the tth column
of a |P | × |P | identity matrix. In the variables vP ′ , iP”, Equation 14 reduces to
(
B −Q
B⊥ −Q⊥
)(
vP ′
iP”
)
=
(
0
−B⊥It
)
, (16)
and Equation 15 reduces to
(
B −Q
B⊥ −Q⊥
)(
vP ′
iP”
)
=
(
0
Q⊥It
)
. (17)
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It is clear that a vector belongs to V˘P ′P” iff it is a solution of(
B −Q
B⊥ −Q⊥
)(
vP ′
iP”
)
=
(
0
x
)
, (18)
for some vector x. The space of all such x vectors is the column space of the matrix (B⊥| − Q⊥). Noting
that, for any matrix K, the product KIt is the tth column of K, we see that the solutions, for t = 1, · · · , |P |,
of Equations 16 and 17, span V˘P ′P”.
9. Maximum power transfer for linear multiports
The maximum power transfer theorem, as originally stated, says that a linear resistive 1-port transfers
maximum power to a resistive load if the latter has value equal to the Thevenin resistance of the 1-port.
In the multiport case the Thevenin equivalent is a resistor matrix whose transpose has to be connected
to the multiport for maximum power transfer. It was recognized early that a convenient way of studying
maximum power transfer is to study the port conditions for which such a transfer occurs ([2, 20]). We
will use this technique to obtain such port conditions for an affine multiport behaviour. In the general,
not necessarily strictly passive, case, we can only try to obtain stationarity of power transfer, rather than
maximum power transfer. After obtaining these conditions we show that they are, in fact, achieved if at
all, when the multiport is terminated by its adjoint through an ideal transformer. This means that the
multiport behaviour need only be available as the port behaviour of a multiport NP , and not explicitly, as
an affine space A˘P ′P”.
9.1. Stationarity of power transfer for linear multiports
Our convention for the sign of power associated with a multiport behaviour is that when
(v˘P ′ , i˘P”) ∈ A˘P ′P”, the power absorbed by the multiport behaviour A˘P ′P” is v˘TP ′ i˘P”. The power delivered
by it is therefore −v˘TP ′ i˘P”.
Suppose the multiport behaviour A˘P ′P” is the solution space of the equation BP ′ v˘P ′ − QP”i˘P” = s,
with linearly independent rows so that its vector space translate V˘P ′P” is the solution space of the equation
BP ′ v˘P ′−QP”i˘P” = 0. We will now derive stationarity conditions on (v˘P ′ , i˘P ′) for the absorbed power v˘TP ′ i˘P”
(i.e., delivered power −v˘TP ′ i˘P”). If the behaviour does not satisfy the conditions, it would mean that it
has no stationary vectors and therefore there is no port condition at which maximum power transfer (i.e.,
delivery) occurs. Even if there are stationary vectors they only correspond to local minimum or maximum
power transfer.
We have the optimization problem
minimize v˘TP ′ i˘P” (19)
BP ′ v˘P ′ −QP”i˘P” = s. (20)
Let (δv˘P ′ , δi˘P”) be a perturbation, consistent with Equation C.2, about (v˘
stat
P ′ , i˘
stat
P” ) which we will take
to be a stationary point of the optimization problem 19. We then have
(δv˘P ′)
T i˘statP” + (v˘
stat
P ′ )
T (δi˘P”) = 0 whenever (21)
(BP ′(δv˘P ′)−QP”(δi˘P”)) = 0. (22)
Therefore, for some vector λ, we have
((˘istatP” )
T |(v˘statP ′ )T )− λT (BP ′ | −QP”) = 0., (23)
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Equivalently, the vector ((v˘statP ′ )
T , (˘istatP” )
T ) must belong to the row space of (−QP ′ |BP”).
Since we must have
BP ′ v˘
stat
P ′ −QP”i˘statP” = s,
we get the condition for stationarity,
(
BP ′ −QP”
)(−QTP ′
BTP”
)
λ = s. (24)
We note that, even when the multiport is regular, the coefficient matrix of Equation 24 may be singular
and the equation may have no solution, in which case we have no stationary vectors for power transfer. If
the coefficient matrix is nonsingular, Equation 24 has a unique solution and using that λ vector we get a
unique stationary vector (v˘statP ′ , i˘
stat
P” ).
The vector space translate, V˘P ′P” of A˘P ′P” is the solution space of the equation, BP ′ v˘P ′ −QP”i˘P” = 0,
and (V˘adjP ′P”)P ′(−P”) :≡ (V˘
⊥
P ′P”)P”P ′ , is the row space of (−QP ′ |BP”).
Thus, the stationarity condition says that (v˘statP ′ , i˘
stat
P” ), belongs to A˘P ′P” ∩ (V˘
adj
P ′P”)P ′(−P”).
We next show that the stationarity condition is achieved at the ports of the multiport NP , if we terminate
it by N adj
P˜
through the ideal transformer T PP˜ (resulting in the network [NP ⊕N adjP˜ ] ∩ T PP˜ ).
Theorem 24. Let NP , on graph GSP and device characteristic AS′S”, have the port behaviour A˘P ′P”. Let
VS′S”, V˘P ′P” be the vector space translates of AS′S”, A˘P ′P”, respectively. Let N adjP˜ be on the disjoint copy
GS˜P˜ of GSP , with device characteristic VadjS˜′S˜” :≡ (V
adj
S′S”)S˜′S˜”.
1. A vector (vP ′ , iP”) is the restriction of a solution of the network N large :≡ [NP ⊕ N adjP˜ ] ∩ T PP˜ to
P ′ unionmulti P”, iff (vP ′ ,−iP”) ∈ A˘P ′P” ∩ (V˘adjP ′P”)P ′(−P”).
2. Let (v˘statP ′ , i˘
stat
P” ) ∈ A˘P ′P”. Then (v˘statP ′ , i˘statP” ) satisfies stationarity condition with respect to v˘TP ′ i˘P”,
(v˘P ′ , i˘P”) ∈ A˘P ′P” iff (v˘statP ′ , i˘statP” ) ∈ A˘P ′P” ∩ (V˘
adj
P ′P”)P ′(−P”).
3. Let (v1P ′ ,−i1P”) be the restriction of a solution of the multiport NP , to P ′unionmultiP”. Then (v˘1P ′ , i˘1P”) satisfies
the stationarity condition with respect to v˘TP ′ i˘P”, (v˘P ′ , i˘P”) ∈ A˘P ′P” iff (v1P ′ ,−i1P”) is the restriction
of a solution of the network [NP ⊕N adjP˜ ] ∩ T PP˜ , to P ′ unionmulti P”.
Proof. 1. The restriction of the set of solutions of NP on graph GSP to P ′ unionmulti P”, is
[(VS′P ′ ⊕ (V⊥S′P ′)S”P”) ∩ AS′S”] ◦ P ′P”. This is the same as (A˘P ′P”)P ′(−P”).
The restriction of the set of solutions of N adj
P˜
on the disjoint copy GS˜P˜ of GSP , to P˜ ′ unionmulti P˜” is
[(V S˜′P˜ ′ ⊕ (V⊥S˜′P˜ ′)S˜”P˜”) ∩ VadjS˜′S˜”] ◦ P˜ ′P˜”. This we know, by Theorem 19, to be the same as (V˘
adj
P ′P”)P˜ ′−P˜”.
Let N adjP be on GSP , with device characteristic VadjS′S”.
The restriction of the set of solutions of N adjP to P ′ unionmulti P” is [(VS′P ′ ⊕ (V⊥S′P ′)S”P”) ∩ VadjS′S”] ◦ P ′P”.
Clearly, [((V S˜′P˜ ′⊕(V⊥S˜′P˜ ′)S˜”P˜”)∩VadjS˜′S˜”)◦P˜ ′P˜”]P ′P” = [(VS′P ′⊕(V
⊥
S′P ′)S”P”)∩VadjS′S”]◦P ′P” = (V˘
adj
P ′P”)P ′(−P”)
i.e., [(((V S˜′P˜ ′ ⊕ (V⊥S˜′P˜ ′)S˜”P˜”) ∩ VadjS˜′S˜”) ∩ T PP˜ ) ◦ P ′P” = ([(VS′P ′ ⊕ (V
⊥
S′P ′)S”P”) ∩ VadjS′S”] ◦ P ′P”)P ′(−P”)
= V˘adjP ′P”, since vectors in T PP˜ are precisely the ones that satisfy vP ′ = vP˜”, iP” = −iP˜”.
The restriction of the set of solutions of [NP ⊕N adjP˜ ] ∩ T PP˜ , to P ′ unionmulti P” is therefore equal to
[[(VS′P ′ ⊕ (V⊥S′P ′)S”P”) ∩ AS′S”] ◦ P ′P”] ∩ [[(V S˜′P˜ ′ ⊕ (V⊥S˜′P˜ ′)S˜”P˜”) ∩ VadjS˜′S˜” ∩ T PP˜ ] ◦ P ′P”],
= (A˘P ′P”)P ′(−P”) ∩ V˘
adj
P ′P”. Thus a vector (vP ′ , iP”) is the restriction of a solution of the network
N large :≡ [NP ⊕N adjP˜ ] ∩ T PP˜ to P ′ unionmulti P”, iff (vP ′ ,−iP”) ∈ A˘P ′P” ∩ (V˘
adj
P ′P”)P ′(−P”).
Parts 2 and 3 follow from part 1 and the discussion preceding the theorem.
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9.2. Maximum Power Transfer Theorem for passive multiports
We show below that the stationarity conditions of the previous subsection reduce to maximum power
transfer conditions when the multiport is passive.
A vector space VS′S” is passive, iff 〈xS′ , yS”〉 ≥ 0, whenever (xS′ , yS”) ∈ VS′S”.
It is strictly passive iff 〈xS′ , yS”〉 > 0, whenever (xS′ , yS”) ∈ VS′S”, (xS′ , yS”) 6= 0S′S”.
An affine space AS′S” is (strictly) passive iff its vector space translate is (strictly) passive. A multiport is
(strictly) passive iff its device characteristic is (strictly) passive.
We now have a routine result which links passivity of the device characteristic of a multiport to its port
behaviour.
Lemma 25. Let NP be a multiport on graph GSP with device characteristic AS′S”.
1. If AS′S” is passive so is the port behaviour A˘P ′P” of NP .
2. If AS′S” is strictly passive and P contains no loops or cutsets of GSP , then the port behaviour A˘P ′P”
of NP is also strictly passive.
Proof. 1. We assume that A˘P ′P” is nonvoid. We have,
A˘P ′P” = ((VS′P ′ ⊕ (V⊥S′P ′)S”P”)↔ AS′S”)P ′(−P”), where VS′P ′ :≡ (Vv(GSP ))S′P ′ .
By Theorem 12, it follows that its vector space translate
V˘P ′P” = ((VS′P ′ ⊕ (V⊥S′P ′)S”P”)↔ VS′S”)P ′(−P”).
Let (vP ′ ,−iP”) belong to V˘P ′P”. Then there exist (vS′ , vP ′) ∈ VS′P ′ and (iS”, iP”) ∈ (V⊥S′P ′)S”P”, such that
(vS′ , iS”) ∈ VS′S”.
By the orthogonality of VS′P ′ ,V⊥S′P ′ , it follows that 〈(vS′ , vP ′), (iS”, iP”)〉 = 〈vS′ , iS”〉+ 〈vP ′ , iP”〉 = 0, and
by the passivity of VS′S”, it follows that 〈vS′ , iS”〉 ≥ 0.
Therefore 〈vP ′ ,−iP”〉 ≥ 0.
2. Without loss of generality, we assume that the graph GSP is connected. If P contains no cutset or circuit
of GSP , then S contains both a tree as well as a cotree of GSP . If the voltages assigned to the branches of a
tree are zero, the branches in its complement will have zero voltage. Therefore VS′P ′ × P ′ must necessarily
be a zero vector space. If the currents in the branches of a cotree are zero the branches in its complement
will have zero current. Therefore V⊥S′P ′ × P ′ must necessarily be a zero vector space.
Now let (vP ′ ,−iP”) ∈ V˘P ′P”, (vP ′ ,−iP”) 6= 0P ′P”. As in part 1 above, there exist (vS′ , vP ′) ∈ VS′P ′ and
(iS”, iP”) ∈ V⊥S′P ′ , such that (vS′ , iS”) ∈ VS′S”.
Since VS′P ′×P ′ and V⊥S′P ′×P ′ are both zero vector spaces, we must have that (vS′ , iS”) 6= 0S′S” so that, by
strict passivity of VS′S”, we have 〈vS′ , iS”〉 > 0. Further 〈(vS′ , vP ′), (iS”, iP”)〉 = 0, so that we can conclude
〈vP ′ ,−iP”〉 > 0.
When a port behaviour is passive or strictly passive, by taking into account second order terms, we can
show that the stationarity condition implies a maximum power delivery condition.
Let (v˘statP ′ , i˘
stat
P” ) satisfy the stationarity condition ((v˘
stat
P ′ )
T , (˘istatP” )
T ) = λˆT (−QP ′ |BP”), for some λˆ.
Now for any (v˘P ′ , i˘P”) ∈ A˘P ′P”, writing (v˘P ′ , i˘P”) = (v˘statP ′ + ∆v˘P ′ , i˘statP” + ∆i˘P”), we have
〈v˘P ′ , i˘P”〉 = 〈v˘P ′ , i˘P”〉 − λˆT [(BP v˘P ′ −QP”i˘P”)− s]
= 〈v˘statP ′ , i˘statP” 〉+ (∆v˘P ′)T i˘statP” + (v˘statP ′ )T∆i˘P” + 〈∆v˘P ′ ,∆i˘P”〉 − λˆT (BP ′∆(v˘P ′)−QP”(∆i˘P”)).
We can rewrite the right side as
〈v˘statP ′ , i˘statP” 〉+ 〈∆v˘P ′ ,∆i˘P”〉+ ((v˘statP ′ )T + λˆTQP”)∆i˘P” + ((˘istatP” )T − λTBP ′)∆v˘P ′ .
Applying the condition ((v˘statP ′ )
T , (˘istatP” )
T ) = λˆT (−QP ′ |BP”), this expression reduces to
〈v˘statP ′ , i˘statP” ) + 〈∆v˘P ′ ,∆i˘P”〉. Therefore, 〈v˘P ′ , i˘P”〉 = 〈v˘statP ′ , i˘statP” ) + 〈∆v˘P ′ ,∆i˘P”〉.
If A˘P ′P” is passive we have 〈∆v˘P ′ ,∆i˘P”〉 ≥ 0, so that 〈v˘P ′ , i˘P”〉 ≥ 〈v˘statP ′ , i˘statP” 〉.
Equivalently, the power delivered (−v˘TP ′ i˘P”), by A˘P ′P”, is maximum when (v˘P ′ , i˘P”) = (v˘statP ′ , i˘statP” ).
If A˘P ′P” is strictly passive we have 〈v˘P ′ , i˘P”〉 > 〈v˘statP ′ , i˘statP” 〉 whenever (∆v˘P ′ ,∆i˘P”) 6= 0,
so that (v˘statP ′ , i˘
stat
P” ) is the unique maximum delivery vector in A˘P ′P”.
By Lemma 25, if a multiport NP is passive, so is its port behaviour. Therefore, Equation 24 also gives
the condition for maximum power transfer from a passive NP .
We thus have, from the above discussion, using Theorem 24, the following result.
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Theorem 26. Let NP , on graph GSP and with passive device characteristic AS′S”, have the port behaviour
A˘P ′P”. Let VS′S” be the vector space translate of AS′S”. Let N adjP˜ be on the disjoint copy GS˜P˜ of GSP , with
device characteristic Vadj
S˜′S˜”
.
1. Let (v˘statP ′ , i˘
stat
P” ) ∈ A˘P ′P”. Then (v˘statP ′ , i˘statP” ) satisfies
maximize (−v˘TP ′ i˘P”), (v˘P ′ , i˘P”) ∈ A˘P ′P”, (25)
iff (v˘statP ′ , i˘
stat
P” ) ∈ A˘P ′P” ∩ (V˘
adj
P ′P”)P ′(−P”).
2. Let (v˘statP ′ ,−i˘statP” ) be the restriction of a solution of the multiport NP , to P ′ unionmulti P”. Then (v˘statP ′ , i˘statP” )
satisfies the optimization condition in Equation 25, iff (v˘statP ′ ,−i˘statP” ) is the restriction of a solution of
the network [NP ⊕N adjP˜ ] ∩ T PP˜ , to P ′ unionmulti P”.
Example 27. Here are some examples of passive (strictly passive) multiports.
1. V˘P ′P” satisfies vP ′ = RiP”, R positive semidefinite matrix (positive definite matrix);
2. V˘P ′P” is an ideal transformer. Here 〈v˘P ′ , i˘P”〉 = 0, indeed V˘P ′P” = V˘P ′P” ◦ P ′ ⊕ V˘P ′P” ◦ P”.
3. V˘P ′P” is a gyrator. Here 〈v˘P ′ , i˘P”〉 = 0,
Remark 9. 1. Let V˘P ′P” be strictly passive. If (0P ′ , iP”) or (vP ′ , 0P”) belongs to V˘P ′P”, its strict passivity
is violated. Therefore r(V˘P ′P”×P ′) as well as r(V˘P ′P”×P”) must be zero and consequently r(V˘P ′P”◦P”) as
well as r(V˘P ′P” ◦P ′) must equal |P |, using Theorem 3. Let (CP ′ |EP”) be the representative matrix of V˘P ′P”.
It is clear that CP ′ , EP” are nonsingular so that by invertible row transformation, we can reduce (CP ′ |EP”)
to the form (ZT |I) or (I|Y T ). We then have iTP”vP ′ = iTP”ZiP”. Thus strict passivity of V˘P ′P”, implies
properness and is equivalent to positive definiteness of the resistive matrix Z or that of the conductance
matrix Y.
2. Suppose A˘P ′P” is the solution space of the equation IvP ′ − ZiP” = E , i.e., vP ′ = ZiP” + E . In this case
the stationarity condition reduces to (Z + ZT )iP” = E . If Z is positive definite, so would (Z + ZT ) be and
therefore also be invertible. Therefore when A˘P ′P” is strictly passive the maximum power transfer condition
of Equation 24 has a unique solution. But, in general, when Z is not positive definite, (Z + ZT ) can be
singular so that there is no solution to the stationarity condition even if Z is nonsingular.
3. Let V˘P ′P” have a representative matrix of the form (I|K) or (K|I), where K is nonsingular. The adjoint
V˘adjP ′P” also has a representative matrix of the form (I|KT ) or (KT |I). If V˘P ′P” is strictly passive, we have
that K and therefore KT is positive definite. Thus, the adjoint of a strictly passive multiport behaviour is
strictly passive.
10. Conclusions
We have attempted to show that basic circuit theory can benefit in terms of clarity, rigour and efficiency
of computation, if we use implicit linear algebra.
We have applied the implicit inversion theorem to linear multiport connection and have used the implicit
duality theorem to show that duality properties of device characteristics of a linear multiport are inherited
by the port behaviour.
We have introduced the notion of a regular multiport and the idea of termination by the adjoint through
a gyrator or through an ideal transformer. We have used the former termination to give an algorithm for
computing the port behaviour of such multiports using easily available linear circuit simulators. We have
used the latter termination to give a condition for maximum power transfer for general linear multiports.
Although most of the results are stated for linear multiports governed by linear equations over the reals,
we have shown how to extend them when they are over the complex field in order to handle the steady state
sinusoidal case.
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Appendix A. Proof of a generalization of Theorem 12
We first prove a more general version of Theorem 12 where, in place of the vector space VSP , we have
a collection of vectors KSP that is closed under subtraction. Note that such a collection contains the zero
vector and therefore has nonvoid contraction to any subset of S unionmulti P. We take the collections KPQ,KSQ to
be arbitrary.
Theorem 28. Implicit Inversion Theorem Let KSP be a collection of vectors closed under subtraction
and let KPQ,KSQ be collections of vectors with S, P,Q, being pairwise disjoint. Consider the equation
KSP ↔ KPQ = KSQ, (A.1)
with KPQ treated as unknown. We have the following.
1. given KSP ,KSQ, there exists KˆPQ, satisfying Equation A.1, only if KSP ◦ S ⊇ KSQ ◦ S
and KSQ +KSP × S ⊆ KSQ.
2. given KSP ,KSQ, if KSP ◦S ⊇ KSQ ◦S and KSQ+KSP ×S ⊆ KSQ, then KˆPQ :≡ KSP ↔ KSQ satisfies
the equation.
3. given KSP ,KSQ, assuming that Equation A.1, with KPQ treated as unknown, is satisfied by some KˆPQ,
it is unique if the additional conditions KSP ◦P ⊇ KPQ ◦P and KPQ +KSP ×P ⊆ KPQ are imposed.
Proof. 1. Suppose KSP ↔ KˆPQ = KSQ.
If (fS , fQ) ∈ KSQ, there must exist (fS , fP ) ∈ KSP , (fP , fQ) ∈ KˆPQ, for some fP . Hence, KSP ◦S ⊇ KSQ◦S.
Further, if (gS , 0P ) ∈ KSP , then we must have (fS + gS , fP ) ∈ KSP , since KSP is closed under addition.
Since (fP , fQ) ∈ KˆPQ, it follows that (fS + gS , fQ) ∈ KSQ, i.e., KSQ ⊇ KSQ +KSP × S.
2. Let KˆPQ :≡ KSP ↔ KSQ, i.e., KˆPQ is the collection of all vectors (fP , fQ) such that, for some vector
fS , (fS , fQ) ∈ KSQ, (fS , fP ) ∈ KSP . We will now show that KSP ↔ KˆPQ = KSQ.
Let (fS , fQ) ∈ KSQ. Since KSP ◦ S ⊇ KSQ ◦ S, we must have that (fS , fP ) ∈ KSP , for some fP . By the
definition of KˆPQ, we have that (fP , fQ) ∈ KˆPQ. Hence, (fS , fQ) ∈ KSP ↔ KˆPQ. Thus, KSP ↔ KˆPQ ⊇ KSQ.
Next, let (fS , fQ) ∈ KSP ↔ KˆPQ, i.e., for some fP , (fS , fP ) ∈ KSP and (fP , fQ) ∈ KˆPQ.
We know, by the definition of KˆPQ, that there exists f ′S such that (f ′S , fQ) ∈ KSQ and (f ′S , fP ) ∈ KSP .
Since KSP is closed under subtraction, we must have, (fS − f ′S , 0P ) ∈ KSP . Hence, (fS − f ′S) ∈ KSP × S,
Since KSQ ⊇ KSQ + KSP × S, and (f ′S , fQ) ∈ KSQ, it follows that (fS − f ′S , 0Q) + (f ′S , fQ) = (fS , fQ) also
belongs to KSQ. Thus, KSP ↔ KˆPQ ⊆ KSQ.
3. Let KˆPQ satisfy the equation KSP ↔ KˆPQ = KSQ.
From the proof of part 2, we know that if KˆPQ satisfies KSP ◦ P ⊇ KˆPQ ◦ P and KˆPQ ⊇ KˆPQ +KSP × P,
then KSP ↔ (KSP ↔ KˆPQ) = KˆPQ. But KˆPQ satisfies KSP ↔ KˆPQ = KSQ and satisfies KSP ◦P ⊇ KˆPQ◦P
and KˆPQ ⊇ KˆPQ +KSP × P. It follows that for any such KˆPQ, we have KSP ↔ KSQ = KˆPQ.
This proves that KˆPQ :≡ KSP ↔ KSQ is the only solution to the equation KSP ↔ KPQ = KSQ, under the
condition KSP ◦ P ⊇ KPQ ◦ P and KPQ ⊇ KPQ +KSP × P.
Appendix B. Proof of a generalization of Theorem 15
Theorem 15, is from [21]. We prove a general version of it below based on the proof given in [22]. It
generalizes naturally to the matroid case [33]. Other proofs and applications may be found in [24, 38, 25, 26].
A version in the context of Pontryagin Duality is available in ([5]).
Let ΩS denote a family of collections KS of vectors on S, ΩSP denote a family of collections KSP of
vectors on S unionmulti P, ΩPQ denote a family of collections KPQ of vectors on P unionmultiQ.
Let Ω :≡ ⋃{S,S finite}ΩS , Let Ω be closed under the operations on collections of vectors, of sum,
intersection, contraction and restriction (using the extended definition of sum and intersection of collections
of vectors). Let d : Ω→ Ω be such that d(ΩS) ⊆ ΩS . Further, let d satisfy, for KS ∈ ΩS ,KW ∈ ΩW ,
27
1. d(d(KS)) = KS ,
2. d(KS +KW ) = d(KS) ∩ d(KW ),
3. d(KS ◦ T ) = d(KS)× T,
4. d(KS × T ) = d(KS) ◦ T.
In particular,
1. ΩS could denote the collection of all vector spaces over a field F on the set S and d(KS) could denote
K⊥S .
2. ΩS could denote the collection of all vector spaces over C on the set S and d(KS) could denote KS∗,
the collection of all vectors whose inner product with vectors in KS is zero.
3. ΩS could denote the collection of all finitely generated cones on S over <. In this case d(KS) could
denote KpS , where KpS :≡ {gS , < fS , gS > ≤ 0, fS ∈ KS}. Note that for a vector space VS , VpS = V⊥S .
Theorem 29. Let KSP ∈ ΩSP ,KPQ ∈ ΩPQ, with S, P,Q, being pairwise disjoint.
We then have, d(KSP ↔ KPQ) = d(VSP )
 d(VPQ).
Proof. From the definition of matched composition,
(KSP ↔ KPQ) = (KSP +K(−P )Q)× (S unionmultiQ)
and also
(KSP ↔ KPQ) = (KSP ∩ KPQ) ◦ (S unionmultiQ).
Similarly from the definition of skewed composition,
(KSP 
 KPQ) = (KSP +KPQ)× (S unionmultiQ)
and also
(KSP 
 KPQ) = (KSP ∩ K(−P )Q) ◦ (S unionmultiQ).
Hence we have
d(KSP ↔ KPQ) = d[(KSP +K(−P )Q)× (S unionmultiQ)]
= [d(KSP +K(−P )Q)] ◦ (S unionmultiQ)
= [d(KSP ) ∩ d(K(−P )Q)] ◦ (S unionmultiQ)
= d(KSP )
 d(KPQ).
Appendix C. Maximum Power Transfer Theorem for the complex case
Appendix C.0.1. Stationarity
We fix some notation to consider the complex field case (steady state sinusoidal analysis). We take for
any matrix M, M to be the conjugate and M∗ to be the conjugate transpose.
In this case, the optimization problem is
minimize v˘∗P ′ i˘P” + i˘
∗
P ′ v˘P”(:≡ v˘TP ′ i˘P” + i˘TP ′ v˘P”) (C.1)
BP ′ v˘P ′ −QP”i˘P” = s. (C.2)
If (v˘statP ′ , i˘
stat
P” ), is a stationary point for the optimization problem C.1 , we have
(˘istatP” )
T δv˘P ′ + (v˘
stat
P ′ )
T δi˘P” + (˘i
stat
P” )
∗δv˘P ′ + (v˘statP ′ )
∗δi˘P” = 0, (C.3)
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for every vector (δv˘P ′ , δi˘P”), such that (BP ′(δv˘P ′)−QP”(δi˘P”)) = 0. Therefore we have, for some vector λ,
((˘istatP” )
T |(v˘statP ′ )T )− λT (BP ′ | −QP”) = 0.
Thus the stationarity at (v˘statP ′ , i˘
stat
P” ), is equivalent to
((v˘statP ′ )
T |(˘istatP” )T )− λT (−QP ′ |BP”) = 0.
Since we must have
BP ′ v˘
stat
P ′ −QP”i˘statP” = s,
the stationarity condition reduces to (
BP ′ −QP”
)(−Q∗P ′
B∗P”
)
λ = s, (C.4)
By V∗S′S”, we mean the collection of all vectors whose inner product with every vector in VS′S” is zero. To
obtain the complex version of the statement of Theorem 24 and its proof, V⊥S′S” should be interpreted as
V∗S′S”, VadjS′S” should be taken to be (V∗S′S”)(−S”)S′ .
Appendix C.1. Passive multiports
We need to modify the definition of passivity in the complex case. By 〈xS′ , yS”〉, we mean the inner
product y∗S′xS′ . A vector space VS′S” is passive, iff 〈xS′ , yS”〉+ 〈yS”, xS′〉 ≥ 0, whenever (xS′ , yS”) ∈ VS′S”.
It is strictly passive iff 〈xS′ , yS”〉+ 〈yS”, xS′〉 > 0, whenever (xS′ , yS”) ∈ VS′S”, (xS′ , yS”) 6= 0S′S”.
An affine space KS′S” is (strictly) passive iff its vector space translate is (strictly) passive.
With this extended definition of passivity, taking V⊥S′S” to be V∗S′S”, VadjS′S” to be (V∗S′S”)(−S”)S′ , and the
optimization problem to be maximization of 〈−xP ′ , yP”〉 + 〈−yP”, xP ′〉 > 0, whenever (xP ′ , yP”) ∈ A˘P ′P”,
the statement and proof of Lemma 25 and Theorem 26 go through.
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