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Abstract
Numerical simulation plays an increasingly important role in the design of medical devices in
general, and ventricular assist devices in particular. Modeling of ﬂow in blood pumps has the
potential to shorten the design cycle and give the designers important insights into causes of
blood damage and suboptimal performance. We present a set of ﬂow simulations designed to
reproduce previously obtained experimental data relating ﬂow volume generated by the pump
to the pressure head imposed between the outﬂow and inﬂow cannulas. These performance
curves are obtained using a stabilized space-time ﬁnite element formulation of the Navier-Stokes
equations, with a shear-slip mesh update used to accommodate the movement of the impeller
with respect to non-axisymmetric housing.
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1. Introduction
Numerical modeling plays an increasingly important role in the design of medical devices. Ven-
tricular assist devices (VADs) in particular can beneﬁt from ﬂuid ﬂow analysis in their interior.
These blood pumps are often the last hope of heart disease patients, due to a drastic and chronic
shortage of donor hearts available for transplantation. Incorporation of computational analysis
into the design process of VADs is critical in order to improve their eﬃciency and biocompatibility,
while maintaining the small size that allows implantation.
While the development of continuous-ﬂow blood pumps dates back to almost 45 years ago, they
have been seriously considered as an alternative to pulsatile devices only during the last two decades.
Their main advantage is simplicity and reliability; they typically have only a single moving part
(the impeller), driven via a magnetic coupling. Rotary blood pumps have rapidly progressed from
2-day models for bypass applications, through 2-week pumps for short-term circulatory assistance,
to 2-year bridge to transplant [1]. They are now on the verge of being accepted as a permanent
clinical solution to heart dysfunction. Various types of rotary blood pump have been proposed.
Centrifugal vane-less pumps, e.g. Medtronic Bio-Pump, accelerate the ﬂuid by means of rotating
concentric cones. Axial pumps, such as the DeBakey/NASA pump [2], propel the ﬂuid using a
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miniature turbine, with an axis parallel to the ﬂow direction. Centrifugal pumps, such as the
Baylor/Kyocera KP and Baylor PI series [3], use pressure variations produced by rotating vanes
to drive the ﬂuid from a central inlet towards the peripheral outlet. While the centrifugal pumps
are larger than the axial pumps, their rotational speed is typically lower, leading to “gentler” ﬂow
ﬁelds and more physiological conditions.
Computational ﬂuid dynamics (CFD) clearly constitutes an important tool for blood pump
design. Even with rapid prototyping capabilities, the experimental studies are constrained by cost
and time limitations, and do not generally allow for looking at a large number of alternative designs.
Some pumps that were modeled numerically are Utah-Virginia CFVAD3 [4], Impella Intracardiac
Pump [5], Nikkiso HPM [6], Aries Isoﬂow [7] and others. In the case of Pittsburgh Streamliner [8,
9], the modeling was used to optimize the shape of certain axial pump components, based on
numerically-computed ﬂow ﬁeld. Mathematical models are being developed in order to accurately
predict blood damage (index of hemolysis) in the pumps solely on the basis of computational ﬂow
analysis [10].
Our approach to blood ﬂow modeling in deforming domain is based on the Deformable-Spatial-
Domain/Stabilized Space-Time (DSD/SST) ﬁnite element formulation [11,12]. In space-time meth-
ods, the stabilized ﬁnite element formulations of the governing equations are written over the space-
time domain of the problem. Consequently, changes in the shape of the spatial domain due to the
motion of the boundaries and interfaces are taken into account automatically. The initial applica-
tion of this method to blood ﬂow simulation [13] is now followed by an extensive set of simulations
designed to validate this approach against the available experimental data.
In Section 2, we brieﬂy review the governing equations and their stabilized ﬁnite element for-
mulation. In Section 3, we describe the experimental set-up that will serve to validate some of our
numerical results. In Section 4, we focus on the deﬁnition and implementation of the boundary
conditions compatible with the experiment. In Section 5, we compare the results of computations
with the previously-obtained experimental data. We end with concluding remarks in Section 6.
2. Governing Equations and Discretization
We consider a viscous, incompressible ﬂuid occupying a time-varying domain Ωt ⊂ Rnsd, with
boundary Γt, where nsd is the number of space dimensions. Velocity u(x, t) and pressure p(x, t)
ﬁelds are governed by the incompressible Navier-Stokes equations:
ρ (u,t + u ·∇u− f)−∇ · σ(u, p) = 0 on Ωt, (1)
∇ · u = 0 on Ωt, (2)
where f is the body force such as gravity, and the density ρ is assumed to be constant. For a
Newtonian ﬂuid, stress tensor σ is:
σ(u, p) = −pI+ 2µε(u), ε(u) = 1
2
(∇u+ (∇u)T ) , (3)
where µ is the dynamic viscosity. The Dirichlet and Neumann-type boundary conditions are:
u = g on (Γt)g , (4)
n · σ(u, p) = h on (Γt)h , (5)
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where (Γt)g and (Γt)h are complementary subsets of the boundary Γt.
The ﬁnite element function spaces for the space-time method are based on the partition of the
time interval (0, T ) into subintervals In = (tn, tn+1), where tn and tn+1 belong to an ordered series
of time levels 0 = t0 < t1 < · · · < tN = T . Let Ωn = Ωtn and Γn = Γtn . We deﬁne the space-time
slab Qn as the domain enclosed by the surfaces Ωn, Ωn+1, and Pn, where Pn is the surface described
by the boundary Γt as t traverses In. As it is the case with Γt, surface Pn is decomposed into (Pn)g
and (Pn)h with respect to the type of boundary condition (Dirichlet and Neumann) being applied.
After introducing suitable trial solution spaces for the velocity and pressure [14], (Shu)n and
(Shp )n, and test function spaces, (Vhu)n and (Vhp )n, the stabilized space-time formulation of Equa-
tions (1) and (2) is written as follows: given (uh)−n , ﬁnd uh ∈ (Shu)n and ph ∈ (Shp )n such that
∀wh ∈ (Vhu)n and ∀qh ∈ (Vhp )n:
ρ
(
wh,uh,t + u
h ·∇uh − fh
)
Qn
+
(
ε(wh),σ(uh, ph)
)
Qn
+
(
qh,∇ · uh
)
Qn
+ ρ
(
(wh)+n , (u
h)+n − (uh)−n
)
Ωn
+
(nel)n∑
e=1
τ
ρ
(
ρ
(
wh,t + u
h ·∇wh
)
−∇ · σ(wh, qh),
ρ
(
uh,t + u
h ·∇uh − fh
)
−∇ · σ(uh, ph)
)
Qen
=
(
wh,hh
)
(Pn)h
, (6)
where (·, ·) are the appropriate scalar or vector function inner products over domain  and
(uh)±n = limε→0 u(tn ± ε). In most applications of our method, both velocity and pressure ﬁelds
are represented using piecewise linear continuous interpolation functions. More details about our
approach, including the stabilization parameters, shear-slip mesh update for handling of rotating
domain boundaries, as well as other implementation aspects can be found in [13].
3. Experimental Apparatus
The ﬂow characteristics, or hydraulic performance, of the GYRO pump being developed at the
Baylor College of Medicine are evaluated experimentally using 37% glycerin water. Closed test
circuit shown in Figure 1 is composed of test blood pump, reservoir bag, pressure lines, ﬂow meter,
and polyvinyl chloride tube 3/8 inch (9.5 mm) in diameter, and 6.6 feet (2 m) in length. Flow-
pressure curves are obtained by driving the impeller at a ﬁxed revolution-per-minute (rpm) rate,
and reading the ﬂow meter as well as the pressure drop between the inﬂow and the outﬂow tubes.
The outﬂow tube is enclosed in an adjustable clamp, which is then tightened to increase the pressure
drop, and consequently reduce the ﬂow. Between 5 and 8 measurements of this type are taken at
each rpm rate, from fully-open clamp (highest ﬂow) to fully-closed clamp (zero ﬂow). Sets of
readings are typically taken between 1200 and 2600 rpm, in 200 rpm increments. In Section 5, we
compare the sets of readings at 1800, 2000 and 2200 rpm to computational results.
4. Boundary and Initial Conditions
The experimental apparatus described in the previous section is used to obtain hydraulic perfor-
mance curves (ﬂow versus pressure head at a given rotation speed), and we wish to reproduce
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Figure 1. Experimental apparatus.
similar measurements in a computational setting. Clearly, full computational analysis of the circuit
that supports the pump, i.e. tubes, clamps or reservoirs, is to be avoided. We would like to restrict
the detailed ﬂow analysis only to the computational domain shown in Figure 2(a), which encom-
passes the chamber of the GYRO pump, impeller with 6 top and 2 bottom vanes, and short sections
of the inﬂow and outﬂow tubes. The remaining circuit can be either represented as a simpliﬁed
one-dimensional model with varying ﬂow resistance, or, as is the case here, by imposing a pressure
diﬀerence across the inﬂow and outﬂow boundaries Γin and Γout. These boundaries coincide with
cross-sections of the inﬂow and outﬂow tubes. Since the ﬂuid velocity at the inﬂow and outﬂow
boundary is not determined a priori, the boundary conditions on velocity allow arbitrary velocity
components along the axes of the inﬂow and outﬂow tubes, while the remaining two components
are set to zero, thus imposing a parallel ﬂow with arbitrary proﬁle. In order to impose a pressure
gradient, we employ a non-homogeneous form of the Neumann boundary condition, evaluating the
contributions to the boundary integral in (6) using:
hh · n = 0, on Γin (7)
hh · n = ∆p, on Γout
where ∆p is the prescribed pressure head and n is a unit surface normal vector.
Another implementation issue in these simulations concerns the initial conditions. The use of
iterative solution techniques, necessitated by the nonlinear nature of the ﬂow problem, as well as by
the large size of the coupled equation system involved, requires special care in selecting the initial
state of the ﬂuid for a time-dependent simulation. When a good initial ﬂow condition, compatible
with the impeller rotating at full velocity, is not available, the impeller angular velocity ω is ramped
linearly from zero to the desired value, e.g. 1800 rpm, over the course of a number of time steps.
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Subsequently, the pressure head ∆p was ramped from zero to the desired value, e.g. 100 mm Hg
(13.332 kPa) over a similar period. The simultaneous ramping of both the angular velocity and
pressure head is avoided in order to prevent ﬂow reversal.
5. Hydraulic Performance
The test problem, corresponding to the experiment described in Section 3, is a three-dimensional
model of the GYRO pump. The geometry shown in Figure 2(a) is similar to the one in [13, 15],
with evolutionary changes in the impeller shape and inﬂow tube design. The ﬂuid domain being
analyzed is bounded by the circular pump housing with diameter of 2.20 in (56.4 mm), conical
top and bottom lids, and inﬂow and outﬂow tubes with diameter of 0.42 in (10.7 mm). Inside
the housing spins an impeller with six top and two bottom vanes. Selected surfaces of the ﬂuid
domain, and their ﬁnite element discretization, are shown in Figure 5. The ﬁnite element mesh
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(a) domain (b) mesh
Figure 2. Computational domain and mesh for GYRO rotary blood pump.
consists of 1,138,145 tetrahedral space-time elements and 393,786 space-time nodes. The shear-
slip [13] portion of the mesh contains 58,200 tetrahedral elements in a structured one-element-thick
layer that forms an inverted “pot” enclosing the impeller; a 45◦ section of that layer is also shown
in Figure 5. The shear-slip layer accommodates the rotation of the impeller and surrounding mesh
with respect to the housing by deforming and regenerating as frequently as once per time step. The
ﬂuid is assumed to be Newtonian, with a constant viscosity of 3.354 cP, and a density of 1 g/cm3,
corresponding to the glycerin solution used in the experiment.
We focus on reproducing three performance curves available from the experiment, at the impeller
angular velocity of 2200, 2000 and 1800 rpm. The simulations are performed for various pressure
head values, and they continue as long as it takes for the ﬂow to stabilize, as determined by the
time history of the ﬂux through the outﬂow boundary Γout. We use Newton-Raphson iterative
scheme with 4–8 nonlinear iterations, and a diagonally-scaled GMRES iterative solver with Krylov
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space size of 80 and 1 restart. Computations are performed on a Linux PC cluster, with Myrinet
interconnect, on partitions ranging from 32 to 72 CPUs.
5.1. Simulations at 2200 rpm
The time step used was ∆t = 0.000272 s resulting in 100 steps per revolution. For the ﬁrst run at
∆p = 100 mm Hg, the angular velocity of the impeller was ramped linearly over the ﬁrst 25 steps,
left to settle for the next 25 steps, and then the pressure head ramped linearly over the subsequent
25 steps. For other runs, the pressure head was adjusted linearly from previous run over the ﬁrst
50 steps. The simulations were performed at ∆p = 100, 110, 120 and 125 mm Hg for 800, 800,
1200 and 1000 time steps, respectively. The resulting ﬂux through the outﬂow boundary Γout for
this sequence of four simulations is shown in Figure 3. Flow reversal was observed at ∆p = 130
mm Hg.
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Figure 3. Flux histories at Γout at ω = 2200 rpm and ∆p = 100, 110, 120 and 125 mm Hg.
5.2. Simulations at 2000 rpm
The time step used was ∆t = 0.000300 s resulting again in 100 steps per revolution. For the ﬁrst
run at ∆p = 80 mm Hg, the angular velocity of the impeller was ramped linearly over the ﬁrst
25 steps, left to settle for the next 25 steps, and then the pressure head ramped linearly over the
subsequent 25 steps. For other runs, the pressure head was adjusted linearly from previous run
over the ﬁrst 50 steps. The simulations were performed at ∆p = 80, 85, 90, 95, 100 and 105 mm
Hg for 800, 800, 700, 600, 1000 and 1000 time steps, respectively. The resulting ﬂux through the
outﬂow boundary Γout is shown in Figure 4. The ﬂow is nearly stagnant at ∆p = 105 mm Hg.
5.3. Simulations at 1800 rpm
The time step used was ∆t = 0.000333 s resulting once more in 100 steps per revolution. For the
ﬁrst run at ∆p = 70 mm Hg, the angular velocity of the impeller was ramped linearly over the ﬁrst
25 steps, left to settle for the next 25 steps, and then the pressure head ramped linearly over the
subsequent 25 steps. For other runs, the pressure head was adjusted linearly from previous run
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Figure 4. Flux histories at Γout at ω = 2000 rpm and ∆p = 80, 85, 90, 95, 100 and 105 mm Hg.
over the ﬁrst 50 steps. The simulations were performed at ∆p = 70, 75, 80 and 85 mm Hg for 1000,
600, 1000 and 1200 time steps, respectively. The resulting ﬂux through the outﬂow boundary Γout
is shown in Figure 5. The ﬂow is nearly stagnant at ∆p = 85 mm Hg.
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Figure 5. Flux histories at Γout at ω = 1800 rpm and ∆p = 70, 75, 80 and 85 mm Hg.
5.4. Summary of All Simulations
The ﬂux histories shown in Figures 3–5 stabilize after 6–12 revolutions of the impeller, in the sense
of achieving a sinusoidal proﬁle with constant average and amplitude. The small-scale variations in
the ﬂux are due to the six vanes passing the non-axisymmetric features in the housing. In Table 1,
we show the range of ﬂux values for all simulations, and these are plotted in Figure 6, along with
the experimental performance curves.
It can be seen that, for angular velocities of 1800 and 2000 rpm, the experimental and computed
curves are in close agreement; however, at 2200 rpm, there is a signiﬁcant diﬀerence between the
experiment and the computational model. This may be due to the limitation of the Smagorinsky
turbulence model used here (with constant Cs = 0.05) at the higher rotation rate, and consequently,
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∆p (mm Hg) Qmin–Qmax (l/min) Qmin–Qmax (l/min) Qmin–Qmax (l/min)
at 2200 rpm at 2000 rpm at 1800 rpm
70 4.541–4.631
75 3.235–3.298
80 6.619–6.747 1.954–2.010
85 5.456–5.564 0.010–0.055
90 4.231–4.317
95 3.144–3.201
100 6.653–6.785 1.856–1.918
105 – 0.083–0.138
110 4.442–4.540
120 2.333–2.418
125 0.933–1.022
Table 1. Minimum and maximum ﬂux through Γout for a fully developed ﬂow.
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Figure 6. Hydraulic performance: experiment (black) versus simulation (shaded). Some of the
previously shown time histories of the ﬂux are also shown.
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higher Reynolds number. The inﬂuence of the constitutive model should also be investigated; the
constant-viscosity model used here should be compared to shear-thinning quasi-Newtonian models,
which more accurately reﬂect the behavior of both blood and glycerine water solution. Nevertheless,
the satisfactory agreement at lower angular speeds is an indication that the computational analysis
can be now used in the design phase to conduct preliminary studies of pump performance. As an
additional beneﬁt, the computational model has the potential to reliably predict blood damage in
the pump, as well as guide the VAD designers towards optimal shape of pump components.
6. Concluding Remarks
The set of ﬁnite element ﬂow simulations presented here, and their comparison with available
experimental data, indicate that computational prediction of ventricular assist device characteristics
is possible and viable. In particular, the simulations have reproduced a set of performance curves,
relating the ﬂow volume generated at a given angular velocity of the pump impeller to the pressure
head imposed across the inlet and the outlet. The agreement was found to be satisfactory, in
particular in the lower range of angular velocities, possibly due to the reduced importance of
turbulence eﬀects.
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