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Abstract
We study higher level Regge resonances of open superstrings, focusing on the univer-
sal part of the Neveu-Schwarz sector common to all D-brane realizations of the standard
model. For Regge states with masses far above the fundamental string scale, we dis-
cuss the spin-dependence of their decay rates into massless gauge bosons. Extending
our previous work on lowest level string excitations, we study the second mass level
at which spins range from 0 to 3. We construct the respective vertex operators and
compute the amplitudes involving one massive particle and two or three gauge bosons.
To illustrate the use of BCFW recursion relations in superstring theory, we build the
four-gluon amplitude from on-shell amplitudes involving string resonances and gauge
bosons.
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1 Introduction and Summary
Over the past quarter of century, research in superstring theory has been largely focused on
massless string excitations and their effective field theory description. Massless particles are
the quantized string zero modes. There is a huge number of distinct massless spectra allowed
by various compactifications. This arbitrariness limits the predictive power of the theory: it
is referred to as the landscape problem. The quantization of first harmonic and higher level
vibration modes yields massive particles – Regge resonances with masses quantized in units
of the fundamental mass scale M as
√
nM for nth harmonics. At the nth level, their spins
range from 0 to n+ 1. The massive spectrum is also model-dependent, however it replicates
massless states, therefore for any string compactification that reproduces the standard model,
there is a sharp prediction that quarks, gluons etc. will also appear among excited states.
The reason why there has not been much discussion of the properties of Regge resonances
was the belief that the fundamental string scale must be of order of the Planck mass to
explain the weakness of gravitational forces. This, however, has changed with the advent of
D-brane constructions that allow arbitrary string scales because gravity can “leak” into large
extra dimensions [1]-[3]. If the string scale is sufficiently low, excited gluons and other Regge
resonances will be observed at the LHC [4]-[21].
In a recent paper [18], we presented a detailed discussion of the “universal” part of the
first massive level, common to all D-brane embeddings of the standard model. Here, we
extend it to the second level, and discuss some general properties of higher levels. We are
particularly interested in massive particles that couple to massless gauge bosons according to
“(anti)self-dual” selection rules. These particles decay into two gauge bosons with the same
(say ++) helicities only and to more gluons in “mostly plus” helicity configurations.
We rely on the factorization techniques. They allow identifying not only the spins of
Regge resonances propagating in a given channel, but also their couplings and decay rates.
The paper is organized as follows. In Section 2 we perform the spin decomposition of the
well-known four-gluon MHV amplitude in the s-channels of (−−) and (−+) gluons. We
examine decay rates of heavy states into two gluons, for masses much larger than M , i.e.
in the large n limit. We find that for any particle with spin j ≤ n + 1, the maximum
partial decay width into two gluons is n-independent – it never exceeds M . Particles with
j ∼ √n = Mn/M have largest widths. We also find that for j ∼ n, the decay rate into
two gluons is exponentially suppressed. In section 3, we study the second massive level. We
construct the vertex operators for all “universal” bosons of the NS sector. We compute the
amplitudes involving one such state and two or three gluons, focusing on the decays of the
(anti)self-dual massive (complex) vector fields.
The amplitudes describing decays of heavy states into gauge bosons are also important for
the superstring generalization of BCFW recursion relations to disk amplitudes with arbitrary
number of external gauge bosons. Recently, it has been argued that the BCFW-deformed
full-fledged string amplitudes have no singularities at the infinite value of the deformation
parameter, therefore BCFW recursion relations should be valid also in string theory [22]-
[26]. This approach to constructing the scattering amplitudes is however highly impractical
because in order to increase the number of external massless particles from N to N + 1, one
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needs to compute an infinite number of amplitudes involving one massive state and N − 1
massless ones, for all mass levels. It may be useful, however, for revealing some general
properties of the amplitudes. In section 4, we show that at least the four-gluon amplitude
can be obtained by a BCFW deformation of a factorized sum involving on-shell amplitudes
of one massive Regge state and two gauge bosons.
Although the main motivation for the present study is the exciting possibility of observing
massive string states at the LHC, we should emphasize that elementary higher spin states
can also exist outside the string context. Higher spin theory has been developed for quite a
long time [27]-[34]. More recently, there is also a growing interest in the dynamics of higher
spin states in string theory [35]-[44]. We hope that our study offers some new insight into
the nature of higher spin interactions.
2 Properties of Massive Superstring States Extracted by
Factorizing Four-Gluon Amplitudes
The amplitudes describing the scattering of massless superstring states (zero modes) encode
many important properties of massive excitations. The spin content of intermediate massive
particles, their decay rates etc. can be extracted by factorizing massless amplitudes on their
Regge poles [11]. We are primarily interested in the properties of particles that couple to
gauge bosons, i.e. of those that can be detected at particle accelerators if the fundamental
string mass scale happens to be sufficiently low. As we will see below, even the simplest,
four-gluon amplitudes contain some interesting information.
We will be using the helicity basis to describe gluon polarizations. For four gluons, all
non-vanishing amplitudes can be obtained from a single, maximally helicity violating (MHV)
configuration. Our starting point is the well-known MHV amplitude [45, 46]
M(g−1 , g−2 , g+3 , g+4 ) = 4g2〈12〉4
[ Vt
〈12〉〈23〉〈34〉〈41〉Tr(T
a1T a2T a3T a4 + T a2T a1T a4T a3)
+
Vu
〈13〉〈34〉〈42〉〈21〉Tr(T
a2T a1T a3T a4 + T a1T a2T a4T a3)
+
Vs
〈14〉〈42〉〈23〉〈31〉Tr(T
a1T a3T a2T a4 + T a3T a1T a4T a2)
]
, (1)
where the Veneziano “formfactor” function reads
Vt = V (s, t, u) =
Γ(1− s/M2)Γ(1− u/M2)
Γ(1 + t/M2)
. (2)
Here, M2 = 1/α′ is the fundamental string mass scale. s, t, u are the Mandelstam variables
s = (k1 + k2)
2 , t = (k1 + k3)
2 , u = (k2 + k3)
2 . (3)
while the spinor products 〈 . . . 〉 and [. . . ] are defined according to [47]. The momenta and
helicities are specified for incoming particles, therefore they need appropriate crossing to the
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relevant physical domains. In particular, u < 0 and t < 0 describing a g1g2 → g3g4 scattering
process with s > 0 can be expressed in terms of the scattering angle in the center of mass
frame:
u = −s
2
(1 + cos θ), t = −s
2
(1− cos θ), (4)
so that θ = 0 describes forward scattering. Finally, a1, . . . , a4 are the gluon color indices. For
future reference, it is convenient to absorb the gauge coupling g into the color factors and
define the combinations:
Sa1a2a3a4 = 4g
2Tr({T a1T a2}{T a3T a4}) , Aa1a2a3a4 = 4g2Tr([T a1T a2 ][T a3T a4 ]) . (5)
which are symmetric and antisymmetric, respectively, in the color indices of initial (and final)
gluons.
Using the expansion in terms of s-channel resonances
B(−s/M2,−u/M2) = −
∞∑
n=0
M2−2n
n!
1
s− nM2
[
n∏
J=1
(u+M2J)
]
, (6)
we obtain, near the nth level pole (s→ nM2),
Vt(n) = V (s, t, u) ≈ 1
s− nM2 ×
M2−2n
(n− 1)!
n−1∏
J=0
(u+M2J). (7)
The spin content of Regge resonances can be disentangled by analyzing the angular distri-
butions of scattered gluons, that is by decomposing the residue of each Regge pole in the
basis of Wigner d-matrix elements d(j)m′,m(θ).
1 In this context, d(j)m′,m(θ) describe the angu-
lar distribution (in the center of mass frame) of the final gluons with the helicity difference
m = λ3 − λ4, produced in a decay of spin j resonance; m′ = λ2 − λ1 is the helicity difference
of incident gluons [11]. Thus m, m′ = 0,±2.
We begin with the amplitude M(g−1 , g+2 , g+3 , g−4 ) which can be obtained from (1) by in-
terchanging 2↔ 4. Near the lowest mass pole, associated to the "fundamental" n = 1 string
mode,
M(g−1 , g+2 , g+3 , g−4 ) n=1−−→ Sa1a2a3a4
M2
s−M2d
(2)
2,2 (8)
which reflects the obvious fact [18] that in order to create two gluons with opposite helicities
(+−) one needs a resonance with j ≥ 2, which is the highest spin at this level. At the next
n = 2 level,
M(g−1 , g+2 , g+3 , g−4 ) n=2−−→ −Aa1a2a3a4
M2
s− 2M2 (
2
3
)(d
(3)
2.2 + 2d
(2)
2,2), (9)
in agreement with [17]. Near the n = 3 string resonance, we find,
M(g−1 , g+2 , g+3 , g−4 ) n=3−−→ Sa1a2a3a4
M2
s− 3M2
3
56
(9d
(4)
2,2 + 21d
(3)
2,2 + 26d
(2)
2,2) (10)
1Appendix A contains a brief introduction to Wigner d-matrices.
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In general, at the nth massive level, states with all spins from 2 up to n + 1 appear in the
s-channel, decaying into two opposite helicity gluons. The residues of Regge poles factorize
as
Ress=nM2M(g−1 , g+2 , g+3 , g−4 ) =
n+1∑
j=2
∑
a
F aj+−;a1a2(F
aj
+−;a3a4)
∗d(j)2,2(θ) (11)
where F are the matrix elements for the decay of a spin j resonance, in the mj = 2 eigenstate
(in the the center of mass frame), into two gluons moving along the±z axis, with helicities±1,
respectively [11]. In the above expression, the sum over intermediate color indices appears
after rewriting the color factors as
Sa1a2a3a4 =
∑
a
(4
√
2gda1a2a)(4
√
2gda3a4a) (12)
−Aa1a2a3a4 =
∑
a
(
√
2gfa1a2a)(
√
2gfa3a4a) (13)
where f are the gauge group structure constants while d are the symmetrized traces:
da1a2a3 = STr(T a1T a2T a3) . (14)
The matrix elements involve totally symmetric group factors at odd levels and antisymmetric
ones at even levels. This can be understood as a consequence of world-sheet parity [11, 18].
Note that the numerical factors multiplying d-functions in Eqs.(8)-(10) and at higher n are
positive, as required by unitarity, c.f. Eq.(11).
The amplitudeM(g−1 , g+2 , g−3 , g+4 ) can be obtained from (1) by interchanging 2↔ 3, how-
ever there is no need to repeat calculations because it can be also obtained fromM(g−1 , g+2 , g+3 , g−4 )
by interchanging the color indices a3 ↔ a4 combined with the reflection θ → pi− θ, for which{
d
(j)
2,2(− cos θ) = (−1)d(j)2,−2(cos θ) j odd
d
(j)
2,2(− cos θ) = d(j)2,−2(cos θ) j even
As a result, d(j)2,2 → d(j)2,−2 and the coefficients acquire alternating (−1)n+j+1 signs, for instance
M(g−1 , g+2 , g−3 , g+4 ) n=3−−→ Sa1a2a3a4
M2
s− 3M2
3
56
(9d
(4)
2,−2 − 21d(3)2,−2 + 26d(2)2,−2). (15)
Next, we turn to the amplitudeM(g−1 , g−2 , g+3 , g+4 ). This case is very interesting because
the resonances appearing in the s-channel couple only to (anti)self-dual gauge field config-
urations, i.e. to gluons in (++) or (−−) helicity configurations. In the previous work [18],
we discussed the first massive level and identified a complex scalar Φ (2 degrees of freedom
Φ ≡ Φ+ and Φ¯ ≡ Φ−) which couples to gluons according to the selection rules
A [Φ+,−,−] = A [Φ+,+,−] = A [Φ−,+,+] = A [Φ−,+,−] = 0. (16)
This scalar is the sole resonance contributing to
M(g−1 , g−2 , g+3 , g+4 ) n=1−−→ Sa1a2a3a4
M2
s−M2d
(0)
0,0 . (17)
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At higher levels, there are more such particles, with higher spins:
M(g−1 , g−2 , g+3 , g+4 ) n=2−−→ −Aa1a2a3a4
2M2
s− 2M2 (d
(1)
0,0), (18)
M(g−1 , g−2 , g+3 , g+4 ) n=3−−→ Sa1a2a3a4
3M2
s− 3M2 (
3
4
d
(2)
0,0 +
1
4
d
(0)
0,0), (19)
M(g−1 , g−2 , g+3 , g+4 ) n=4−−→ −Aa1a2a3a4
4M2
s− 4M2 (
8
15
d
(3)
0,0 +
7
15
d
(1)
0,0), (20)
M(g−1 , g−2 , g+3 , g+4 ) n=5−−→ Sa1a2a3a4
5M2
s− 5M2 (
125
336
d
(4)
0,0 +
125
252
d
(2)
0,0 +
19
144
d
(0)
0,0). (21)
In order to proceed to higher n, we first note that, in this case,
d
(l)
0,0(θ) = Pl(cos θ), (22)
see Appendix A, therefore the resonance coefficients can be obtained by decomposing the
angular dependence in the basis of Legendre polynomials:
M(g−1 , g−2 , g+3 , g+4 ) odd n−−−→ Sa1a2a3a4
M2
s− nM2
n−1∑
k=0,2···
c
(n)
k Pk(cos θ) , (23)
M(g−1 , g−2 , g+3 , g+4 ) even n−−−−→ −Aa1a2a3a4
M2
s− nM2
n−1∑
k=1,3···
c
(n)
k Pk(cos θ) . (24)
The above expansions involve even Legendre polynomials only for odd n and odd ones for even
n, reflecting the g3 ↔ g4 (a3 ↔ a4, θ → pi−θ) symmetry of the amplitude. A straightforward,
but tedious computation, outlined in Appendix B, yields the following coefficients:
c
(n)
k =
n
(n− 1)!
n−1−k
2∑
j=0
(n−1−k−2j)∑
i=0
(−1)n−1−k−2j
22j+i−1
(2k + 1)(k + j + 1)!(k + 2j + i)!
i!j!(2k + 2j + 2)!
× (n)k+2j(n− 2)is(n− 1, k + 2j + i), (25)
where s(n, k) is the Stirling number of the first kind, defined through the expansion of the
Pochhammer symbol:
(x)n =
Γ(x+ n)
Γ(x)
= x(x+ 1)...(x+ n− 1) =
n∑
k=0
(−1)n−ks(n, k)xk. (26)
We want to see how the decay rates of Regge resonances at a given mass level n depend
on their spin j and in general, on the n, j dependence of their partial widths into two gluons,
in the large n limit. It has been often suggested that string perturbation theory breaks
down at energies much higher than the fundamental string mass, with the onset of non-
perturbative effects marked by large widths of Regge particles, covering up the mass gap
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Figure 1: The coefficients of Pk(cos θ) at the 1024th and 2500th massive levels. On the
x-axis, we mark multiples of
√
n to display the peaks at k ≈ 2√n
between subsequent resonances. To that end, we examine the k-dependence of the coefficients
c
(n)
k , see Eq.(25), in the large n limit. Since we could not find a compact expression for Stirling
numbers, we had to resort to numerical methods. On Figure 1, we plot c(n)k as a function of k
for two typical values, n = 322 and n = 502. For small k, roughly k ∼ √n, one finds a sharp
peak at k ≈ 2√n, with c(n)
2
√
n
≈ √n/2. For large k ∼ n, the coefficients are exponentially
suppressed. For example,
c
(n)
n−1 =
nn(n− 1)!
(2n− 2)!
large n−−−−→
( 2n√
e
)−2n
, (27)
see Appendix B. Since
∑n−1
j odd c
(n)
j =
∑n−1
j even c
(n)
j = n, we conclude that the sums are saturated
by spins ranging from 0 to j ∼ √n, with the maximum cmax ∼
√
n.
The partial width of mass Mn =
√
nM , spin j resonance Rn,j into a pair of gluons is
given by [11]
Γ(Rn,j → gg) = g2δ
c
(n)
j M
2
32(2j + 1)piMn
(28)
where δ ∼ 1 is the gauge group factor. In the denominator, the number 2j + 1 comes from
averaging over spin components, and provides additional suppression for large j, however we
will not take it into account because it is purely statistical. Thus the width size is determined
by the ratio c(n)j M2/Mn. From our discussion of the coefficients, it follows that the largest
possible widths are n-independent, (2j+1)Γ(n→∞, j ∼ √n) ∼M , the same as for low-lying
Regge resonances. We conclude that the leading order (disk) approximation gives a perfectly
sensible result for the decays of higher level Regge resonances. Note that the exponential
suppression of direct decays of very high spin (j ∼ n) particles into two massless gluons is
akin to the Sudakov formfactor. These particles will cascade into lower mass, lower spin
states, decaying at the end into a large number of gluons.
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3 The Second Massive Level: Physical States, Vertices
and Amplitudes
We will be using the Old Covariant Quantization (OCQ) method for identifying the physical
states. The second massive level has been previously discussed in Ref.[40], in the context
of ten-dimensional heterotic superstrings. Here, we focus on four-dimensional open string
excitations, especially on those that can be created by the fusion of gauge bosons associated
to strings ending on D-branes. Such particles appear in the Neveu-Schwarz (NS) sector and
are universal to the whole landscape of models because their vertices do not contain internal
parts associated to compact dimensions. As a warm-up, we start from the first massive level,
worked out in Ref.[18], using it as a check of the method.
3.1 The First Massive Level
In the NS sector, the four-dimensional string states are created by SO(3, 1) Lorentz-covariant
creation operators acting on the vacuum. At the first massive level, their numbers must add
up to −3/2, therefore the states can be written as
|n = 1〉 =
(
χ1µψ
µ
− 3
2
+ χ2µνα
µ
−1ψ
ν
− 1
2
+ χ3µνρψ
µ
− 1
2
ψν− 1
2
ψρ− 1
2
)
|0; k〉, (29)
where |0; k〉 is the open string vacuum state in the NS sector. Here, the Greek letters denote
D = 4 spacetime indices. Note that χ3µνρ is totally antisymmetric due to anticommuting ψ
operators. The physical state conditions are:
(L0 − 1
2
)|n = 1〉 = 0, L1|n = 1〉 = 0, G 3
2
|n = 1〉 = G 1
2
|n = 1〉 = 0, (30)
where the superconformal Virasoro generators read,
Lm =
1
2
∑
n
: αλm−nαnλ : +
1
4
∑
r
(2r −m) : ψλm−rψrλ : +aδm,0, (31)
Gr =
∑
n
αλnψ(r−n)λ, (32)
and a = 0 in the NS sector. The first condition in (30) gives the mass shell condition
k2 = 1/α′ = M2 for the first massive level, as expected. By using the commutation relations
of the bosonic and fermionic operators: [αµmανn] = mηµνδm,−n, {ψµr , ψνs} = ηµνδr,−s, the three
remaining conditions of Eqs.(30) yield:
√
2α′χ1µkµ + χ2µνηµν = 0, (33)
χ1µ +
√
2α′χ2µνkν = 0, (34)
χ2µν − χ2νµ + 6
√
2α′χ3µνρkρ = 0. (35)
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In order to simplify the above constraints, it is convenient to decompose
χ2µν = S2(µν) + A2[µν], (36)
where S2(µν) and A2[µν] are the symmetric and antisymmetric parts of χ2µν respectively. Then
the symmetric and antisymmetric parts decouple in (33)-(35). The symmetric one is subject
to {√
2α′χ1µkµ + S2(µν)ηµν = 0
χ1µ +
√
2α′S2(µν)kν = 0
, (37)
which is fairly easy to resolve. We obtain the following solutions:
1. S2(µν) = αµν and χ1µ = 0, where αµν is a spin-2 field satisfying αµνkν = αµνηµν = 0.
2. S2(µν) =
√
2α′(kµξν + ξµkν) and χ1µ = 2ξµ, where ξµ represents a spin-1 field satisfying
ξµk
µ = 0.
3. S2(µν) = ηµν + 2α′kµkν and χ1µ =
√
2α′kµ.
In this way, we obtain a spin-2 field, a vector field and a scalar field. At this point, let us
count the physical degrees of freedom to make sure we are not losing any states. We started
from one symmetric Lorentz 2-tensor S2(µν) which has 10 d.o.f. and one Lorentz vector χ1µ
which has 4 d.o.f. On the other hand, Eqs.(37) gave us 1 + 4 = 5 constraints. Thus we are
left with 14−5 = 9 d.o.f., which are exactly the degrees of freedom of a spin-2 field (5 d.o.f.),
a vector field (3 d.o.f.) and a scalar (1 d.o.f.).
The antisymmetric part of χ2µν is also easy to handle. Eqs.(33)-(35) boil down to
A2[µν] + 3
√
2α′χ3µνρkρ = 0. (38)
The solutions are:
1. χ3µνρ = iεµνρσkσ, A2[µν] = 0, and εµνρσ is the Levi-Civita symbol.
2. χ3µνρ = εµνρσξ′σ and A2[µν] = −3εµνρσkρξ′σ. ξ′µ is another spin-1 field satisfying ξ′µkµ =
0.
In this way, we obtain a pseudo-vector (3 d.o.f.) and a pseudo-scalar (1 d.o.f.). To recapitu-
late, we started from a 3-form χ3µνρ (4 d.o.f.) and an antisymmetric 2-tensor A2[µν] (6 d.o.f.).
Eq.(38) gave us 6 constraints. Thus we are left with 10−6 = 4 d.o.f., which are exactly what
we get.
In order to construct the vertex operators, we use the state-operator correspondence and
replace the bosonic and fermionic creation operators with world-sheet bosons and fermions
as follows:
αµ−m → i
√
1
2α′
1
(m− 1)!∂
mXµ, (39)
ψµ−r →
1
(r − 1
2
)!
∂r−
1
2ψµ. (40)
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Therefore, we have the following vertices, universal to all D = 4 compactifications, which
satisfy the physical state conditions. They are: a spin-2 field,
Vα = αµν
√
1
2α′
i∂Xµψνe−φeikX , (41)
with αµνkν = αµνηµν = 0; one spin-1 field and one pseudo spin-1 field,
Vξ = (ξµkν + kµξν)i∂X
µψνe−φeikX + 2ξµ∂ψµ, (42)
Vξ′ = εµνρσξ
′σψµψνψρe−φeikX − 3εµνρσkρξ′σi∂Xµψνe−φeikX , (43)
with ξµkµ = ξ′µkµ = 0; plus one scalar and one pseudo-scalar,
Vps =
√
2α′iεµνρσkσψµψνψρe−φeikX , (44)
Vs =
[
(ηµν + 2α
′kµkν)
√
1
2α′
i∂Xµψν +
√
2α′kµ∂ψµ
]
e−φeikX . (45)
It is well known that not all fields satisfying the physical state conditions like (30) appear
in the spectrum. Actually, both spin-1 vertices (42) and (43) represent such null, spurious
states, decoupled from the rest of the spectrum.2 This can be demonstrated by computing
their two-point correlation functions and showing that they do not contain poles appropriate
to physical propagators. It is also easy to show that they do not couple to two gauge bosons
in any helicity configuration: the three-point amplitude involving two gauge bosons and one
such massive state is zero.
To summarize, at the first massive level of NS sector, we have a total of 7 universal
degrees of freedom. They are a spin-2 field αµν , plus scalar and a pseudoscalar. As explained
in Ref.[18], it is natural to combine Eqs.(44) and (45) into one vertex of a “self-dual” complex
scalar,
VΦ± =
[
(ηµν + 2α
′kµkν)
√
1
2α′
i∂Xµψν +
√
2α′kµ∂ψµ± i
6
√
2α′εµνρσkσψµψνψρ
]
e−φeikX , (46)
which satisfies the selection rules written in Eq.(16). We will find similar complex vector
resonances at the second level.
3.2 The Second Level
At the second level, the number of creation operators add up to −5/2:
|n = 2〉 =
(
ζ1µψ
µ
− 5
2
+ ζ2µνα
µ
−1ψ
ν
− 3
2
+ ζ ′2µνα
µ
−2ψ
ν
− 1
2
+ ζ3µνρα
µ
−1α
ν
−1ψ
ρ
− 1
2
+ ζ ′3µνρψ
µ
− 1
2
ψν− 1
2
ψρ− 3
2
+ ζ4µνρσα
µ
−1ψ
ν
− 1
2
ψρ− 1
2
ψσ− 1
2
+ ζ5µνρσγψ
µ
− 1
2
ψν− 1
2
ψρ− 1
2
ψσ− 1
2
ψγ− 1
2
)
|0; k〉. (47)
The physical state conditions are:
2A spurious state is defined to be a state that is orthogonal to all the physical states, and a null state is
defined to be a spurious state that satisfies the physical state conditions [48].
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1. (L0 − 12)|n = 2〉 = 0,
2. L2|n = 2〉 = L1|n = 2〉 = 0,
3. G 5
2
|n = 2〉 = G 3
2
|n = 2〉 = G 1
2
|n = 2〉 = 0,
with the superconformal Virasoro generators written in (31) and (32). Here again, the first
condition amounts to k2 = 2/α′ = 2M2. To solve the remaining constraints, it is convenient
to decompose the tensors, especially those of higher rank, into representations that are sym-
metric or antisymmetric in groups of Lorentz indices. This is most succinctly done by using
Young tableaux. Our analysis parallels the discussion of the heterotic case (in ten dimen-
sions) presented in Ref.[40]. The tensors ζ2µν and ζ ′2µν can be decomposed into symmetric
and antisymmetric parts:
ζ2µν = S2(µν) + A2[µν], ζ
′
2µν = S
′
2(µν) + A
′
2[µν]. (48)
The rank 3 tensors ζ3µνρ and ζ ′3µνρ can be decomposed as
ζ3µνρ → S3(µνρ) +B3(µ[ν)ρ] +D3[µ(ν]ρ) + A3[µνρ], (49)
ζ ′3µνρ → S ′3(µνρ) +B′3(µ[ν)ρ] +D′3[µ(ν]ρ) + A′3[µνρ], (50)
corresponding to
µ ⊗ ν ⊗ ρ = µ ν ρ ⊕ µ ν
ρ
⊕ µ ρ
ν
⊕
µ
ν
ρ
, (51)
or by dimensions,
4 ⊗ 4 ⊗ 4 = 20 ⊕ 20 ⊕ 20 ⊕ 4 . (52)
Due to the (anti)commutation properties of the creation operators in (47), we can set
D3[µ(ν]ρ) = A3[µνρ] = S
′
3(µνρ) = B
′
3(µ[ν)ρ] = 0. We are left with
ζ3µνρ = S3(µνρ) +B3(µ[ν)ρ], ζ
′
3µνρ = D
′
3[µ(ν]ρ) + A
′
3[µνρ]. (53)
Similarly, the rank 4 tensor ζ4µνρσ can be decomposed as
µ ⊗ ν ⊗ ρ ⊗ σ = µ ν ρ σ ⊕ µ ν ρ
σ
⊕ µ ν σ
ρ
⊕ µ ρ σ
ν
⊕ µ ν
ρ σ
⊕ µ ρ
ν σ
⊕
µ ν
ρ
σ
⊕
µ ρ
ν
σ
⊕
µ σ
ν
ρ
⊕
µ
ν
ρ
σ
, (54)
or by dimensions,
4 ⊗ 4 ⊗ 4 ⊗ 4 = 35 ⊕ 45 × 3 ⊕ 20 × 2 ⊕ 15 × 3 ⊕ 1 . (55)
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Here again, we can ignore all but the last four Young diagrams. Actually, due to the anti-
commutation of ψ operators in the respective term of (47), the three 3-row diagrams would
lead to the same state, therefore we are allowed to pick just one of of them, say the one
symmetric in µ and ν. Thus the 4-tensor is decomposed as
ζ4µνρσ → B4(µ[ν)ρσ] + A4[µνρσ]. (56)
Finally, the term involving completely antisymmetric ζ5µνρσγ must necessarily involve one
internal index, therefore we do not discuss it any further.
The second physical state condition, L2|n = 2〉 = L1|n = 2〉 = 0, yields,
2ζ1µ +
√
2α′(S2(µν) − A2[µν])kν = 0, (57)
A′3[µνρ] +
√
2α′(B4(σ[µ)νρ] + A4[σµνρ])kσ = 0, (58)
(S2(µν) + A2[µν]) + 2(S
′
2(µν) + A
′
2[µν]) +
√
2α′(2S3(ρµν) +B3(ρ[µ)ν] +B3(µ[ρ)ν])kρ = 0, (59)
3
2
ζ1µ + 2
√
2α′(S ′2(µν) − A′2[µν])kν + (S3(νρµ) +B3(ν[ρ)µ])ηνρ
+
ηνρ
2
(D′3[ν(µ]ρ) −D′3[µ(ν]ρ)) = 0. (60)
We are left with the third set of conditions. From G 5
2
|n = 2〉 = 0, we obtain,
√
2α′ζ1µkµ + (S2(µν) + 2S ′2(µν))η
µν = 0. (61)
From G 3
2
|n = 2〉 = 0,
ζ1µ +
√
2α′(S2(µν) + A2[µν])kν + 2S3(µνρ)ηνρ + (B4(µ[ν)ρ] +B4(ν[µ)ρ])ηνρ = 0, (62)
(B4(ρ[σ)µν] −B4(ρ[µ)σν] +B4(ρ[µ)νσ])ηρσ + 2A′2[µν] +
√
2α′(D′3[µ(ν]ρ) + A
′
3[µνρ])k
ρ = 0. (63)
Finally, G 1
2
|n = 2〉 = 0 yields,
A4[µνρσ] = 0, (64)
ζ1µ +
√
2α′(S ′2(µν) + A
′
2[µν])k
ν = 0, (65)
S2(µν) +
√
2α′(S3(µνρ) +B3(µ[ν)ρ])kρ = 0, (66)
A2[µν] + 2A
′
2[µν] +
√
2α′(D′3[ρ(µ]ν) −D′3[µ(ρ]ν) + 2A′3[µνρ])kρ = 0. (67)
3
√
2α′B4(µ[ν)ρσ]kσ +B3(µ[ν)ρ] +
1
2
B3(ν[µ)ρ] − 1
2
B3(ρ[µ)ν] +D
′
3[ν(ρ]µ) + A
′
3[µνρ] = 0, (68)
First, we take care of simplest conditions. We get A4[µνρσ] = 0 directly from Eq.(64).
Similarly, Eq.(68) requires A′3[µνρ] = 0. Thus, Eq.(58) now reads
B4(σ[µ)νρ]k
σ = 0. (69)
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Furthermore, by examining all equations involving B4(µ[νρσ), we find the consistency condition
B4(µ[νρσ)k
σ = 0 which, together with Eq.(69), impose transversality of B4(µ[νρσ) with respect
to all indices:
B4µ1µ2µ3µ4k
µi = 0, (i = 1, 2, 3, 4). (70)
Notice that now, Eq.(68) becomes
B3(µ[ν)ρ] +
1
2
B3(ν[µ)ρ] − 1
2
B3(ρ[µ)ν] +D
′
3[ν(ρ]µ) = 0 (71)
Next, Eq.(60) splits into
S2(µν) + 2S
′
2(µν) +
√
2α′2S3(ρµν)kρ = 0, (72)
A2[µν] + 2A
′
2[µν] +
√
2α′(B3(ρ[µ)ν] +B3(µ[ρ)ν])kρ = 0. (73)
Note also that Eq.(67) becomes
A2[µν] + 2A
′
2[µν] +
√
2α′(D′3[ρ(µ]ν) −D′3[µ(ρ]ν))kρ = 0. (74)
After multiplying both sides by kµ, we obtain
(A2[µν] + 2A
′
2[µν])k
µ = 0. (75)
On the other hand, Eq.(60)−1
2
×Eq.(62)−ηµν
2
×Eq.(68) gives us
ζ1µ + 2
√
2α′(S ′2(µν) − A′2[µν])kν −
1
2
√
2α′(S2(µν) + A2[µν])kν = 0. (76)
After inserting this into Eq.(57) and Eq.(65) we find
− 4A′2[µν]kν − A2[µν]kν = 0. (77)
In this way, we obtain
A2[µν]k
µ = A′2[µν]k
µ = 0. (78)
Taking into account all equations allows decoupling ζ1µ, S2(µν), S ′2(µν) and S3(µνρ) from
other fields. After removing all the dependent relations, we obtain the following set:
2ζ1µ +
√
2α′S2(µν)kν = 0
S2(µν) +
√
2α′S3(µνρ)kρ = 0
2S ′2(µν) +
√
2α′S3(µνρ)kρ = 0√
2α′S ′2(µν)k
ν + 2S3(µνρ)η
νρ = 0
. (79)
The solutions are enumerated below:
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1. S3(µνρ) = σµνρ and S2(µν) = S ′2(µν) = ζ1µ = 0. σµνρ is a spin-3 field which satisfies
σµνρk
ρ = σµνρη
µν = 0, (80)
and its vertex operator reads
Vσ =
1
2α′
σµνρi∂X
µi∂Xνψρe−φeikX . (81)
2. S3(µνρ) =
√
2α′(piµνkρ+piµρkν +piνρkµ), S2(µν) = 4piµν , S ′2(µν) = 2piµν , and ζ1µ = 0, where
piµν is a spin-2 field satisfying piµνkν = piµνηµν = 0. The corresponding spin-2 vertex
operator is
Vpi =
(√ 1
2α′
(piµνkρ + piµρkν + piνρkµ)i∂X
µi∂Xνψρ
+ 4piµν
√
1
2α′
i∂Xµ∂ψν + 2piµν
√
1
2α′
i∂2Xµψν
)
e−φeikX . (82)
3. S3(µνρ) = ζ˜3µνρ, S2(µν) = ζ˜2µν , S ′2(µν) = ζ˜
′
2µν and ζ1µ = ζ˜1µ, where
ζ˜3µνρ = ηµνξρ + ηµρξν + ηνρξµ + c(2α
′)(kµkνξρ + kµξνkρ + ξµkνkρ), (83)
ζ˜2µν = (4c− 1)
√
2α′(kµξν + ξµkν), (84)
ζ˜ ′2µν =
1
2
(4c− 1)
√
2α′(kµξν + ξµkν), (85)
ζ˜1µ = 2(4c− 1)ξµ, (86)
with c = 7/8. ξµ is a vector field satisfying ξµkµ = 0. The corresponding vector vertex
operator reads
V
(1)
ξ =
(
ζ˜3µνρ
1
2α′
i∂Xµi∂Xνψρ + ζ˜2µν
√
1
2α′
i∂Xµ∂ψν
+ ζ˜ ′2µν
√
1
2α′
i∂2Xµψν + ζ˜1µ
1
2
∂2ψµ
)
e−φeikX . (87)
4. S3µνρ = ζˆ3µνρ, S2µν = ζˆ2µν , S ′2µν = ζˆ ′2µν and ζ1µ = ζˆ1µ, where
ζˆ3µνρ =
[√
2α′(ηµνkρ + ηµρkν + ηνρkµ) + d(2α′)
3
2kµkνkρ
]
ϕ, (88)
ζˆ2µν =
[
4ηµν − 2α′(2− 4d)kµkν
]
ϕ, (89)
ζˆ ′2µν =
[
2ηµν − α′(2− 4d)kµkν
]
ϕ, (90)
ζˆ1µ =
[− 2(3− 4d)√2α′kµ]ϕ, (91)
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with d = 9/8. ϕ is a scalar field, and its vertex operator is
Vϕ =
(
ζˆ3µνρ
1
2α′
i∂Xµi∂Xνψρ + ζˆ2µν
√
1
2α′
i∂Xµ∂ψν
+ ζˆ ′2µν
√
1
2α′
i∂2Xµψν + ζˆ1µ
1
2
∂2ψµ
)
e−φeikX . (92)
Let us check if we identified all independents degrees of freedom. We started from a totally
symmetric 3-tensor S3 (20 d.o.f.), two symmetric 2-tensors S2 and S ′2 (20 d.o.f.) and one
vector ξ1 (4 d.o.f.), a total of 44 d.o.f. The set (79) contains 4 + 10 + 10 + 4 = 28 constraints.
Thus we are left with 16 independent d.o.f., which are one spin-3 field σ (7 d.o.f.), one spin-2
field pi (5 d.o.f.), one vector ξ (3 d.o.f.) and one scalar ϕ (1 d.o.f.). Next, we examine the
vertex operators to check if any of the above degrees of freedom happens to represent a null
state. Indeed, we find that the spin-2 field pi and the scalar ϕ are null states. They do not
couple to two massless gluons in any helicity configurations, just like the two vectors found
at the first massive level, c.f. Eqs.(42) and (43).
Now we turn to remaining fields. With our previous analysis, after eliminating all the
dependent relations, we arrive to the following set:
(B4(ρ[σ)µν] −B4(ρ[µ)σν] +B4(ρ[µ)νσ])ηρσ + 2A′2[µν] +
√
2α′D′3[µ(ν]ρ)k
ρ = 0
B4(µ[ν)ρσ]k
µ = B4(µ[ν)ρσ]k
σ = 0
A2[µν] + 2A
′
2[µν] +
√
2α′(B3(ρ[µ)ν] +B3(µ[ρ)ν])kρ = 0
A2[µν] + 2A
′
2[µν] +
√
2α′(D′3[ρ(µ]ν) −D′3[µ(ρ]ν))kρ = 0
B3(µ[ν)ρ] +
1
2
B3(ν[µ)ρ] − 1
2
B3(ρ[µ)ν] +D
′
3[ν(ρ]µ) = 0
B3(µ[ν)ρ]k
ρ = 0
. (93)
The solutions are:
1. B3µνρ = η⊥µνξρ − 14ξµη⊥νρ − 14ξνη⊥µρ, D′3µνρ = 12ξµη⊥νρ − 2ξνη⊥µρ, B4 = A2 = A′2 = 0, where
ξµ is a spin-1 wavefunction satisfying ξµkµ = 0.
2. B3µνρ = −12D′3µνρ = kσεσµργpi′γληλν + kσεσνργpi′γληλµ, B4 = A2 = A′2 = 0, where pi′µν is
another spin-2 field satisfying pi′µνkν = pi′µνηµν = 0.
3. B4µνρσ = xυ(µEν)ρσ, 3 B3µνρ = y
√
2α′kµυτEτνρ,D′3µνρ = −y
√
2α′(υτEτµνkρ+12υ
τEτρνkµ−
1
2
υτEτρµkν), A′2µν = −(x + 2y)υτEτµν , A2µν = (2x + 8y)υτEτµν , where the vector υ is
transverse, υµkµ = 0, and the 3-form Eµνρ = i6
√
2α′εµνρσkσ. Although only one massive
3The choice of the wave function of B4µνρσ is not unique. Indeed we find another solution with B4µνρσ =
2η⊥µνυ
τEτρσ, where η⊥µν ≡ ηµν − kµkν/k2 and Eµνρ is the same 3-form. However, this solution does not give
us an extra physical field. When we compute the scattering amplitudes involving the physical fields subject
to these two solutions, we find the results are exactly the same. That is to say, these two different solutions
represent the same physical vector state. We will stick to the first solution in our later discussions.
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vector field υ is involved in our solution, we still have two parameters x, y available,
thus we get two pseudo-vectors, υµ(x1, y1) and υµ(x2, y2). There is a natural choice for
the coefficients x, y, dictated by the complexification of vector fields, to be made after
discussing the helicity-dependence of their couplings to gauge bosons.
Let us count the number of degrees of freedom again. We started from a hook 4-index
tensor B4 with 15 d.o.f., two hook 3-tensors, B3 and D′3, with 20 × 2 = 40 d.o.f., and two
antisymmetric 2-tensors A2, A′2 with 6× 2 = 12 d.o.f. The set (93) contains 6 + 12 + 6 + 6 +
20 + 6 = 56 constraints4,5. We are left with 11 d.o.f.: two vector fields ξµ and υµ (3 d.o.f.
each) and one spin-2 field pi′ (5 d.o.f.).
The vertex operators of these physical fields are:
V
(2)
ξ =
[
ξµη
⊥
νρ
1
2α′
(ψµi∂Xνi∂Xρ − 1
2
i∂Xµi∂Xνψρ) +
5
2
ξµη
⊥
νρψ
µψν∂ψρ
]
e−φeikX , (94)
Vpi′ = (k
σεσµργpi
′γληλν + kσεσνργpi′γληλµ)
[( 1
2α′
)
i∂Xµi∂Xνψρ − 2∂ψµψνψρ
]
e−φeikX , (95)
and
Vυ(x,y) =
x√
2α′
[(
υτEτµνi∂
2Xµψν − 2υτEτµνi∂Xµ∂ψν
)
+ υ(µEν)ρσi∂X
µψνψρψσ
]
e−φeikX
+
y√
2α′
[
kµυ
τEτνρi∂X
µi∂Xνψρ − 2(2α′)υτEτµ(νkρ)ψµψν∂ψρ
+
(
8υτEτµνi∂X
µ∂ψν − 2υτEτµνi∂2Xµψν
)]
e−φeikX . (96)
To summarize, we identified one spin-3 field, two spin-2 fields, four vector fields (two
vectors and two pseudo-vectors), and one real scalar satisfying the physical state conditions.
The scalar ϕ and the spin-2 field φ are null states; all other fields are physical. Thus the
number of universal physical degrees of freedom at the second level of NS sector is 24. The
spin-3 field and the spin-2 field pi couple to two massless gluons with opposite helicities –
these are the particles responsible for the Regge pole in Eq.(9). The four spin-1 fields will
pair up to form two complex vectors that can decay into two gluons with the same helicities
only, c.f. the pole in Eq.(18).
Both even- and odd-parity particles couple to (++) and (−−) gluon helicity configu-
rations. The relative normalization of their couplings is dictated by supersymmetry which
forbids non-vanishing “all-plus” and “all-minus” scattering amplitudes [49]. Thus similarly
4Relation B4(µ[ν)ρσ]kµ = B4(µ[ν)ρσ]kσ = 0 give total 8 + 4 = 12 constraints. First of all B4(µ[ν)ρσ]kµ = 0
kills the second box in the first row, so we are left with a Young diagram , which corresponds to 4×3×23×2 = 4
constraints. In addition, B4(µ[ν)ρσ]kσ = 0 kills the box in the third row, so we are left with , which gives
us 3×4×23 = 8 more constraints. The subtlety here is when one of the antisymmetric indices is eliminated,
once we calculate the dimensions of the Young diagram, the number we put in the first box is 3 instead of 4.
5Similarly to the previous case, B3(µ[ν)ρ]kρ = 0 represents 6 constraints. B3(µ[ν)ρ]kρ = 0 corresponds to
so it gives us 3×42 = 6 constraints. Note that again the number we put in the first box is 3 instead of 4
because one of the antisymmetric indices is eliminated.
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to the scalar Φ at the first level, the vectors and pseudo-vectors of the second level must
combine to form complex vector fields that couple to gluons with the selection rules similar
to Eq.(16). To that end, we introduce two complex vector fields, Ξ±1,2, with the vertices
VΞ±1 = V
(1)
ξ ± Vυ(x1,y1)(ξ)
= CT a
{[( 3
2α′
ξ(µηνρ) +
21
8
ξ(µkνkρ)
)
i∂Xµi∂Xνψρ
+ 5ξ(µkν)i∂X
µ∂ψν +
5
2
ξ(µkν)i∂
2Xµψν +
5
2
ξµ∂
2ψµ
]
± { x1√
2α′
[(
ξτEτµνi∂
2Xµψν − 2ξτEτµνi∂Xµ∂ψν
)
+ ξ(µEν)ρσi∂X
µψνψρψσ
]
+
y1√
2α′
[
kµξ
τEτνρi∂X
µi∂Xνψρ − 2(2α′)ξτEτµ(νkρ)ψµψν∂ψρ
+
(
8ξτEτµνi∂X
µ∂ψν − 2ξτEτµνi∂2Xµψν
)]}}
e−φeikX . (97)
VΞ±2 = V
(2)
ξ ± Vυ(x2,y2)(ξ)
= CT a
{[
ξµη
⊥
νρ
1
2α′
(ψµi∂Xνi∂Xρ − 1
2
i∂Xµi∂Xνψρ) +
5
2
ξµη
⊥
νρψ
µψν∂ψρ
]
± { x2√
2α′
[(
ξτEτµνi∂
2Xµψν − 2ξτEτµνi∂Xµ∂ψν
)
+ ξ(µEν)ρσi∂X
µψνψρψσ
]
+
y2√
2α′
[
kµξ
τEτνρi∂X
µi∂Xνψρ − 2(2α′)ξτEτµ(νkρ)ψµψν∂ψρ
+
(
8ξτEτµνi∂X
µ∂ψν − 2ξτEτµνi∂2Xµψν
)]}}
e−φeikX . (98)
The coefficients (x1, y1) and (x2, y2) will be fixed by requiring that Ξ+1,2 couple to two gluons
in (++) configurations and to three gluons in mostly plus configurations only (at least two
gluons carrying positive helicities). The overall normalization factors C will be fixed by the
usual factorization arguments.
3.3 Complex Vector Couplings to Two Gluons
Three-point amplitudes with one massive vector (with the momentum and color indices
labeled by 1) and two massless gluons are very simple because the positions of three vertices
can be fixed by using PSL(2, R) invariance of the disk world-sheet and there are no integrals
involved in the computations. The three-point amplitude of the pseudo-vector (vertex Vυ(x,y))
and two gluons reads
A (3)(υ(x,y)(ξ), 2, 3) = CD2C
√
2α′g2fa1a2a3(2α′)
3
2
{
4xεµνρ
µ
2
ν
3k
ρ
3(ξ · k3)
− (x+ 2y)ξρερµν
[
µ2k
ν
3(3 · k2) + µ3kν3(2 · k3) +
1
α′
µ2
ν
3
]}
. (99)
17
where CD2 = g−2α′−2 is the universal disk factor [48]. In the helicity basis, this corresponds
to
A (3)(ξ,+,+) = (
x
6
− y
3
)CD2C
√
2α′g2fa1a2a3(2α′)2[23]2(ξ · k2), (100)
A (3)(ξ,+,−) = 0, (101)
A (3)(ξ,−,−) = −(x
6
− y
3
)CD2C
√
2α′g2fa1a2a3(2α′)2〈23〉2(ξ · k2). (102)
The three-point amplitude of the vector ξ(1) (vertex V
(1)
ξ ) and two gluons is
A (3)(ξ(1), 2, 3) = CD2C
√
2α′g2fa1a2a3(2α′)2
{(
3ξ(µηνρ) +
21
4
α′ξ(µkνkρ)
)[ 1
2α′
µ2
ν
3k
ρ
3
− 1
2α′
µ2
ν
3k
ρ
2 − µ2kν2kρ3(3 · k2)− µ3kν2kρ2(2 · k3) + kµ2kν2kρ3(2 · 3)
]
+
5
2
ξ(µkν)
[
µ2k
ν
3(3 · k2) + µ3kν2(2 · k3)− kµ2kν3(2 · 3)
]}
. (103)
The corresponding helicity amplitudes are
A (3)(ξ(1),+,+) =
5
8
CD2C
√
2α′g2fa1a2a3(2α′)2[23]2(ξ · k2), (104)
A (3)(ξ(1),+,−) = 0, (105)
A (3)(ξ(1),−,−) = 5
8
CD2C
√
2α′g2fa1a2a3(2α′)2〈23〉2(ξ · k2). (106)
The three-point amplitude of the vector ξ(2) (vertex V
(2)
ξ ) and two gluons is
A (3)(ξ(2), 2, 3) = CD2C
√
2α′g2fa1a2a3(2α′)2
{[
(ξ · 2)((η⊥µνkµ3kν3)(3 · k2) + (ξ · k3)((η⊥µνkµ3kν3)(2 · 3)
− (ξ · 3)((η⊥µνkµ3kν3)(2 · k3) +
1
α′
(ξ · 2)((η⊥µνµ3kν3)
]− 1
2
[
(ξ · k3)(η⊥µνµ2kν3)(3 · k2)
+ (ξ · k3)((η⊥µνkµ3kν3)(2 · 3)− (ξ · k3)((η⊥µνµ3kν3)(2 · k3) +
1
2α′
(ξ · k3)(η⊥µνµ2ν3)
+
1
2α′
(ξ · 3)(η⊥µνµ2kν3)
]
+
5
2
1
2α′
[
(ξ · 3)(η⊥µνµ2kν3)− (ξ · k3)(η⊥µνµ2ν3)
]}
.
(107)
The corresponding helicity amplitudes are
A (3)(ξ(2),+,+) = −5
8
CD2C
√
2α′g2fa1a2a3(2α′)2[23]2(ξ · k2), (108)
A (3)(ξ(2),+,−) = 0, (109)
A (3)(ξ(2),−,−) = −5
8
CD2C
√
2α′g2fa1a2a3(2α′)2〈23〉2(ξ · k2). (110)
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In the basis of complex vectors Ξ±1,2(x, y), the above amplitudes correspond to
A (3)(Ξ±1 (ξ),+,+) =
[5
8
± (x1
6
− y1
3
)
]
CD2C
√
2α′g2fa1a2a3(2α′)2[23]2(ξ · k2), (111)
A (3)(Ξ±1 (ξ),+,−) = 0, (112)
A (3)(Ξ±1 (ξ),−,−) =
[5
8
∓ (x1
6
− y1
3
)
]
CD2C
√
2α′g2fa1a2a3(2α′)2〈23〉2(ξ · k2). (113)
and
A (3)(Ξ±2 (ξ),+,+) =
[− 5
8
± (x2
6
− y2
3
)
]
CD2C
√
2α′g2fa1a2a3(2α′)2[23]2(ξ · k2), (114)
A (3)(Ξ±2 (ξ),+,−) = 0, (115)
A (3)(Ξ±2 (ξ),−,−) =
[− 5
8
∓ (x2
6
− y2
3
)
]
CD2C
√
2α′g2fa1a2a3(2α′)2〈23〉2(ξ · k2). (116)
By requiring that Ξ+1,2 couple to (+,+) only (and respectively, Ξ
−
1,2 to (−,−) only), we obtain
the following constraints:
5
8
− (x1
6
− y1
3
) = 0, (117)
−5
8
− (x2
6
− y2
3
) = 0. (118)
3.4 Complex Vector Couplings to Three Gluons
We consider four-point amplitudes involving one massive vector and three gluons.6 The
kinematic variables are defined in Eq.(3). Now, k1 is the momentum of the massive particle,
k21 = 2M
2, and the Mandelstam variables satisfy
s+ t+ u = 2M2 =
2
α′
. (119)
All other quantum numbers associated to the massive vector will be also labeled by 1.
We begin with the amplitudes involving three all-plus and all-minus gluons,(+ + +) and
(−−−), respectively. For all-plus configurations, they contain the common factors
F (jz = +1,+,+,+) = CD2C
√
2α′g3T a1a2a3a4n=2 Vt(2α
′)3
〈qp〉
m
{(1− α′u)
α′2
[2q][q3]
〈34〉〈42〉
+
(1− α′s)
α′2
[3q][q4]
〈23〉〈42〉 +
(1− α′t)
α′2
[4q][q2]
〈23〉〈34〉
}
, (120)
F (jz = 0,+,+,+) = CD2C
√
2α′g3T a1a2a3a4n=2 Vt(2α
′)3
〈qp〉√
2m
{(1− α′u)
α′2
(
[2q][p3] + [3q][p2]
)
〈34〉〈42〉
+
(1− α′s)
α′2
(
[3q][p4] + [4q][p3]
)
〈23〉〈42〉 +
(1− α′t)
α′2
(
[4q][p2] + [2q][p4]
)
〈23〉〈34〉
}
, (121)
6The original four-point string amplitudes are very tedious, so we will only present the helicity amplitudes
in this paper, which look much simpler.
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F (jz = −1,+,+,+) = CD2C
√
2α′g3T a1a2a3a4n=2 Vt(2α
′)3
〈qp〉
m
{(1− α′u)
α′2
[2p][p3]
〈34〉〈42〉
+
(1− α′s)
α′2
[3p][p4]
〈23〉〈42〉 +
(1− α′t)
α′2
[4p][p2]
〈23〉〈34〉
}
. (122)
Here, T a1a2a3a4n=2 is a universal factor that combines Chan-Paton factors with the kinematic
variables in the following way
T a1a2a3a4n=2 = Tr(T
a1T a2T a3T a4 + T a4T a3T a2T a1)
+
1
Vt
Vs
α′s− 1Tr(T
a2T a3T a1T a4 + T a4T a1T a3T a2)
+
1
Vt
Vu
α′u− 1Tr(T
a3T a1T a2T a4 + T a4T a2T a1T a3). (123)
Furthermore, p and q are the light-like reference vectors used to define the quantization axis
for the polarization vector ξ, see Appendix C. We obtain
A (4)(Ξ±1 (jz),+,+,+) =
[5
8
± (x1
6
− y1
3
)
]
F (jz,+,+,+), (124)
A (4)(Ξ±2 (jz),+,+,+) =
[− 5
8
± (x2
6
− y2
3
)
]
F (jz,+,+,+) (125)
For all-minus configurations, the analogous expressions read
F (jz = +1,−,−,−) = CD2C
√
2α′g3T a1a2a3a4n=2 Vt(2α
′)3
[pq]
m
×
{(1− α′u)
α′2
〈2p〉〈p3〉
[34][42]
+
(1− α′s)
α′2
〈3p〉〈p4〉
[23][42]
+
(1− α′t)
α′2
〈4p〉〈p2〉
[23][34]
}
, (126)
F (jz = 0,−,−,−) = CD2C
√
2α′g3T a1a2a3a4n=2 Vt(2α
′)3
[qp]√
2m
×
{(1− α′u)
α′2
(〈3q〉〈p2〉+ 〈2q〉〈p3〉)
[34][42]
+
(1− α′s)
α′2
(〈4q〉〈p3〉+ 〈3q〉〈p4〉)
[23][42]
+
(1− α′t)
α′2
(〈4q〉〈p2〉+ 〈2q〉〈p4〉)
[23][34]
}
,
(127)
F (jz = −1,−,−,−) = CD2C
√
2α′g3T a1a2a3a4n=2 Vt(2α
′)3
[pq]
m
×
{(1− α′u)
α′2
〈2q〉〈q3〉
[34][42]
+
(1− α′s)
α′2
〈3q〉〈q4〉
[23][42]
+
(1− α′t)
α′2
〈4q〉〈q2〉
[23][34]
}
. (128)
and
A (4)(Ξ±1 (jz),−,−,−) =
[5
8
∓ (x1
6
− y1
3
)
]
F (jz,−,−,−), (129)
A (4)(Ξ±2 (jz),−,−,−) =
[− 5
8
∓ (x2
6
− y2
3
)
]
F (jz,−,−,−). (130)
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Note that the constraints (117,118) on the parameters x, y automatically ensure the decou-
pling of Ξ+ from all-minus configurations and of Ξ− from all-plus ones.
Next, we turn to mostly plus configuration (+ + −). For each jz = 0,±1, there are two
kinematic structures common to these amplitudes:
K1(jz = +1,+,+,−) = CD2C
√
2α′g3T a1a2a3a4n=2 Vt(2α
′)3
〈pq〉
2m
[23]2
[24][34]
1− α′u
α′
[2q][q3], (131)
K2(jz = +1,+,+,−) = CD2C
√
2α′g3T a1a2a3a4n=2 Vt(2α
′)3
[pq]
2m
(−)〈p4〉2[23]2, (132)
and
K1(jz = 0,+,+,−) = CD2C
√
2α′g3T a1a2a3a4n=2 Vt(2α
′)3
1
2
√
2
〈pq〉
m
× [23]
2
[24][34]
1− α′u
α′
(
[2p][q3] + [3p][q2]
)
, (133)
K2(jz = 0,+,+,−) = CD2C
√
2α′g3T a1a2a3a4n=2 Vt(2α
′)3
1
2
√
2
[pq]
m
2〈p4〉〈q4〉[23]2, (134)
and lastly
K1(jz = −1,+,+,−) = CD2C
√
2α′g3T a1a2a3a4n=2 Vt(2α
′)3
〈pq〉
2m
(−)[23]2
[24][34]
1− α′u
α′
[2p][p3], (135)
K2(jz = −1,+,+,−) = CD2C
√
2α′g3T a1a2a3a4n=2 Vt(2α
′)3
[pq]
2m
〈q4〉2[23]2. (136)
We obtain
A (4)(Ξ±1 (jz),+,+,−) =
[5
8
± (x1
6
− y1
3
)
]
K1(jz) +
[23
16
± (7x1
12
+
5y1
6
)
]
K2(jz), (137)
A (4)(Ξ±2 (jz),+,+,−) =
[− 5
8
± (x2
6
− y2
3
)
]
K1(jz) +
[13
16
± (7x2
12
+
5y2
6
)
]
K2(jz). (138)
For the opposite, (−−+) helicity configurations,
A (4)(Ξ±1 (jz),−,−.+) =
[5
8
∓ (x1
6
− y1
3
)
]
K1(−jz)∗ +
[23
16
∓ (7x1
12
+
5y1
6
)
]
K2(−jz)∗, (139)
A (4)(Ξ±2 (jz),−,−,+) =
[− 5
8
∓ (x2
6
− y2
3
)
]
K1(−jz)∗ +
[13
16
∓ (7x2
12
+
5y2
6
)
]
K2(−jz)∗.
(140)
Note that the conditions (117) and (118) imply vanishing K1 parts of the (Ξ+,−,−,+) and
(Ξ−,+,+,−) amplitudes. By requiring that their K2 parts also vanish, we obtain
23
16
− ( 7
12
x1 +
5
6
y1) = 0, (141)
13
16
− ( 7
12
x2 +
5
6
y2) = 0, (142)
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which, combined with Eqs.(117) and (118) fixes the relative weights of vectors and pseudo-
vectors to {
x1 = 3
y1 = −3/8
,
{
x2 = −3/4
y2 = 3/2
. (143)
To summarize, at the second massive level we identified two complex vectors, Ξ1,2, with
the vertex operators written in Eqs.(97) and (98) and the parameters x and y given in
Eq.(143), which satisfy the following selection rules:
A
[
Ξ+,−,−] = A [Ξ±,+,−] = A [Ξ−,+,+] = 0, (144)
for three-point amplitudes and
A
[
Ξ+,−,−,−] = A [Ξ−,+,+,+] = 0, (145)
A
[
Ξ+,+,−,−] = A [Ξ+,−,+,−] = A [Ξ+,−,−,+] = 0, (146)
A
[
Ξ−,−,+,+] = A [Ξ−,+,−,+] = A [Ξ−,+,+,−] = 0, (147)
for four-point amplitudes.The overall vertex normalization can be fixed by the usual factor-
ization argument. It is
C =
2
5
√
α′g. (148)
4 Factorization and BCFW Reconstruction of the Four-
gluon Amplitude
In this Section, we consider the s-channel residue expansion of the partial four-gluon MHV
amplitude,M(p−, q−, k1 +, k2 +), with the external momenta p, q, k1, k2 and the respective
Chan-Paton factor 4g2Tr(T apT aqT a1T a2), with the coupling constant g included. We want
to compare the residues with the factorized sum7
F (p−, q−, k1 +, k2 +) ≡
∑
mj , j<n
(p−, q−|mj, j, n) 1
s− n(k2−, k1−|mj, j, n)
∗ , (149)
where s = 2p · q (we also define u = 2q · k1 and t = 2q · k2), and (p+, q+|mj, j, n) are
the three-point on-shell amplitudes involving two gluons and one string state at mass level
n, with the spin quantum numbers j, mj. The purpose of this exercise is to compare the
three-point amplitudes with those evaluated in the previous Sections and to show explicitly
how the four-gluon amplitude can be reconstructed by a BCFW deformation of the factorized
sum:
F (p−, q−, k1 +, k2 +) BCFW−→ M(p−, q−, k1 +, k2 +) . (150)
7In this Section, we set the mass scale M = 1.
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The four-gluon amplitude is given by
M(p−, q−, k1 +, k2 +) = 〈pq〉
4
〈pq〉〈q1〉〈12〉〈2p〉
Γ(1− s)Γ(1− u)
Γ(1− s− u)
= 〈pq〉2[12]2 1
s
B(1− s,−u) (151)
By using the well-known expansion of the Beta function:
M(p−, q−, k1 +, k2 +) = 〈pq〉2[12]2 1
s
∞∑
n=1
1
n− s
(u+ 1)n−1
(n− 1)! , (152)
The residue associated to the mass level n is
Ress=nM(p−, q−, k1 +, k2 +) = −〈pq〉2[12]2 (u+ 1)n−1
n!
. (153)
Note that the Pochhammer symbol contracts Lorentz indices across the s-channel (recall
u = 2q ·k1). The flow of Lorentz indices is due to the propagation of higher spin states in the
s-channel. The first non-trivial contraction occurs at level n = 2, where it is due to massive
vector particles discussed in the previous Section. At a given mass level n, not all spins j
propagate: only the even ones for odd n and the odd ones for even n, up to j = n− 1. For
instance, at the next n = 3 level, both j = 0 and j = 2 contribute. We want to compare
Eq.(153) with the residues of the factorized sum (149).
In the factorized sum (149), two pairs of gluons, (p, q) and (k1, k2) are coupled through
intermediate Regge particles propagating in the s-channel. The Lorentz indices are trans-
ferred by the wave functions of intermediate particles, depending on a fixed spin quantization
axis defined by the choice of reference vectors. The most convenient spin quantization axis
is the direction of motion of the (p, q) pair in its center of mass frame, which is imposed by
choosing p and q as the reference vectors for the massive wave functions, see Appendix C. In
this case, the angular momentum conservation dictates that only mj = 0 states propagate in
the factorized sum. Let us illustrate this point on the example of a massive vector particle.
In the previous Section, Eq.(113), we found that, up to a numerical factor,
(p−, q−|m, j = 1, n = 2) = 〈pq〉2(ξm · q) . (154)
Indeed, with the choice of (p, q) as the reference vectors for the polarization vectors ξm, one
finds
ξ−1 · q = ξ+1 · q = 0 , ξ 0 · q = 1√
2
(p− q)q =
√
s
2
=
1√
2
, (155)
where
√
2 =
√
Mn appear from the wave function normalization factors. On the other hand,
with the same choice of the reference vectors,
(k2−, k1−|m = 0, j = 1, n = 2) = 〈12〉2 1√
2
(p− q)k1 (156)
= −〈12〉2 1√
2
(u+ s/2) = −〈12〉2 1√
2
(u+ 1) .
23
In this way, we obtain
(p−, q−|0, 1, 2)(k2−, k1−|0, 1, 2)∗ = −〈pq〉2[12]2 (u+ 1)
2
, (157)
in agreement with the residuum (153) for n = 2.
It is clear that for the above choice of reference vectors, the residues at s = n of the
factorized sum have the form 〈pq〉2[12]2 times a function of
a ≡ (p− q)k2 = −(p− q)k1 = u+ s
2
= u+
n
2
, (158)
where the last step follows from the on-shell condition for the massive particle. We can obtain
the factorized sum by simply setting u = a− n
2
in Eq.(152)
F (p−, q−, k1 +, k2 +) = 〈pq〉2[12]2
∞∑
n=1
Res(s=n , u=a−n
2
)M(p−, q−, k1 +, k2 +)
s− n
= 〈pq〉2[12]2
∞∑
n=1
1
n− s
(a− n
2
+ 1)n−1
n!
. (159)
We checked the above result also at the n = 4 level, by combining the on-shell amplitudes
involving spin j = 0 and j = 2 Regge states, according to Eq.(149). It is convenient to
introduce the generating function
gF (x) =
∞∑
n=1
(a− n
2
+ 1)n−1
n!
xn−1 , (160)
so that
F (p−, q−, k1 +, k2 +) = 〈pq〉2[12]2
ˆ 1
0
x−s gF (x) . (161)
It is easy to see that the generating function (160) satisfies
d
dx
[
xgF (x)
]
= (1 + x
2
4
)−1/2 e2aArcSinh(
x
2
) . (162)
We want to stress again the the factorized sum is evaluated by using on-shell amplitudes
involving one massive state and two gluons. We will show how to reconstruct the four
gluon amplitude of Eq.(152), which involves intermediate particles propagating off-shell, by
applying a BCFW deformation to F , Eq.(159).
It has been argued recently that the BCFW recursion relations, originally formulated for
pure Yang-Mills theory [50]-[53], hold also in string theory [22]-[26]. The arguments rely
crucially on proving the absence of an essential singularity at z → ∞ (z is the deformation
parameter) of the full-fledged string amplitudes. The proof is straightforward for four-gluon
amplitudes but becomes increasingly complex for more gluons. Note that in the string case,
there is an infinite number of intermediate states propagating in any channel, as seen explicitly
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in the factorized sum (149). This should be contrasted with the Yang-Mills case [54], where
there are no massless on-shell states propagating in the s-channel of the deformed (− − + +)
amplitude.
In order to force the s-channel resonances on-shell, we apply the BCFW deformation
p→ pˆ = p− zv , k2 → kˆ2 = k2 + zv , (163)
where the light-like vector
vµ = 〈p|σµ|2] (164)
and z is the deformation parameter. Since sˆ = s− 2z vq, the resonance poles appear at
z =
s− n
2vq
. (165)
Under this deformation
a = (p− q)k2 → aˆ = a− z vq = a− s
2
+
n
2
= u+
n
2
. (166)
Upon a→ aˆ, the generating function (160) transforms into
gF (x)
BCFW−→ gM(x) =
∞∑
n=1
(u+ 1)n−1
n!
xn−1 , (167)
which satisfies
d
dx
[
xgM(x)
]
= (1− x)−u−1 . (168)
In this way, we obtain
M(p−, q−, k1 +, k2 +) = 〈pq〉2[12]2
ˆ 1
0
x−s gM(x)
= 〈pq〉2[12]2 1
s
B(1− s, u) , (169)
where we used Eq.(168) to integrate by parts. As usual with world-sheet duality, it is re-
warding to see how the massless gluon pole appears in the u-channel after summing over the
s-channel exchanges of massive string states.
Apart from providing the first explicit example of a BCFW construction in string theory,
the above example seems of little or no practical importance. After all, what more can
we learn by dissecting the Veneziano-Virasoro-Shapiro amplitude? It would be interesting,
however, to construct all multi-gluon string disk amplitudes by using the BCFW recursion
relations. Unfortunately, it is not so easy: starting from five gluons, a standard BCFW
deformation, like in Eq.(163), yields on-shell poles in two channels, and the step leading from
the factorized sums to the actual amplitude becomes quite cumbersome. Even in bosonic
string theory, it is not clear how to combine much simpler factorized sums with five external
tachyons to the well known five-tachyon amplitude.
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Appendix
A Wigner d-matrix
TheWigner D-matrix (a.k.a. Wigner rotation matrix), introduced in 1927 by Eugene Wigner,
is a dimension 2j+1 square matrix, which is in an irreducible representation of groups SU(2)
and SO(3). The matrix is defined to be:
D
(j)
m′,m(α, β, γ) = 〈jm′|R(α, β, γ)|jm〉 = e−im
′αd
(j)
m′,m(β)e
−imγ, (170)
where α, β, γ are Euler angles, and djm′,m(β), known as Wigner reduced (or small) d−matrix,
is given by a general formula [55, 56]:
d
(j)
m′,m(β) =
√
(j +m′)!(j −m′)!
(j +m)!(j −m)!
∑
s
(−)j−m′−s
×
(
j +m
j −m′ − s
)(
j −m
s
)(
cos
β
2
)m′+m+2s(
sin
β
2
)2j−m′−m−2s
. (171)
The sum over s is over such values that the factorials are non negative. Two important
relations follow from the above expression:
d
(l)
0,0(θ) = Pl(cos θ), (172)
where Pl(cosθ) is the Legendre polynomial, and
d
(j)
m′,m(θ) = (−1)j−md(j)m′,−m(θ + pi). (173)
For j ≤ 4, the following Wigner d-matrices appear in the factorized four-gluon amplitudes:
• d(j)0,0(θ)
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d
(0)
0,0(θ) = P0(cos θ) = 1, (174)
d
(1)
0,0(θ) = P1(cos θ) = cos θ, (175)
d
(2)
0,0(θ) = P2(cos θ) =
1
2
(3 cos2 θ − 1), (176)
d
(3)
0,0(θ) = P3(cos θ) =
1
2
(5 cos3 θ − 3 cos θ), (177)
d
(4)
0,0(θ) = P4(cos θ) =
1
8
(35 cos4 θ − 30 cos2 θ + 3). (178)
• d(j)2,±2(θ)
d
(2)
2,±2(θ) =
(
1± cos θ
2
)2
, (179)
d
(3)
2,±2(θ) =
1
4
(3 cos3 θ ± 4 cos2 θ − cos θ ∓ 2), (180)
d
(4)
2,±2(θ) =
1
4
(7 cos4 θ ± 7 cos3 θ − 6 cos2 θ ∓ 5 cos θ + 1). (181)
• d(j)2,±1(θ)
d
(2)
2,±1(θ) =
1
2
sin θ(1± cos θ), (182)
d
(3)
2,±1(θ) =
√
10
8
sin θ(±3 cos2 θ + 2 cos θ ∓ 1), (183)
d
(4)
2,±1(θ) =
√
2
8
sin θ(±14 cos3 θ + 7 cos2 θ ∓ 8 cos θ − 1). (184)
B Computation of c(n)k coefficients
In the limit of s→ nM2, Vs is regular while both Vt and Vu have single poles. By using (6)
and (7), we find,
Ress=nM2Vt/u = (−1)nRess=nM2Vu/t (185)
Thus, for the purpose of extracting the residues at s = nM2, we can use Vt = u×V (cos θ, n),
and Vu = (−1)nt × V (cos θ, n), where V (cos θ, n) is a common factor. Thus, for odd n, the
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MHV amplitude (1) can be written as
M(g−1 , g−2 , g+3 , g+4 )→ 4g2〈12〉4
[ uV (cos θ, n)
〈12〉〈23〉〈34〉〈41〉Tr(T
a1T a2T a3T a4 + T a2T a1T a4T a3)
+
tV (cos θ, n)
〈13〉〈34〉〈42〉〈21〉Tr(T
a2T a1T a3T a4 + T a1T a2T a4T a3)
]
=
〈12〉4uV (cos θ, n)
〈12〉〈23〉〈34〉〈41〉 Tr({T
a1 , T a2}{T a3 , T a4}) = Sa1a2a3a4
〈12〉4Vt(cos θ, n)
〈12〉〈23〉〈34〉〈41〉
∼ Sa1a2a3a4
s
u
Vt(cos θ, n) (up to a phase factor).
For even n, Sa1a2a3a4 → Aa1a2a3a4 . To summarize, the MHV amplitude (1) can be rewritten as,
M(g−1 , g−2 , g+3 , g+4 )→ Sa1a2a3a4
s
u
Vt(cos θ, n) (n odd), (186)
M(g−1 , g−2 , g+3 , g+4 )→ Aa1a2a3a4
s
u
Vt(cos θ, n) (n even). (187)
The function s
u
Vt(cos θ, n) ≡ F (cos θ, n) is a polynomial of cos θ, and can be decomposed
into the sum of Legendre polynomials Pl(x ≡ cos θ) = d(l)0,0(θ). We will see that for even n,
F (x, n) contains odd powers of x only, ranging from 1 up to n−1; for odd n, F (x, n) contains
even powers only, ranging from 0 up to n− 1. Thus for even n, F (x, n) can be written as a
sum of odd Legendre polynomials while for odd n it be written as a sum of even Legendre
polynomials. Recall
F (x, n) ≡ s
u
Vt(n) =
nM2
s− nM2 ×
M2−2n
(n− 1)!
n−1∏
J=1
(u+M2J). (188)
B.1 n odd
We write
F (x, n)→ M
2
s− nM2f(x, n), (189)
where
f(x, n) =
[ n
(n− 1)!
]
[
nx
2
− (n
2
− 1)][nx
2
− (n
2
− 2)] · · · [nx
2
+ (
n
2
− 2)][nx
2
+ (
n
2
− 1)]︸ ︷︷ ︸
n−1 factors
=
[ n
(n− 1)!
] (nx
2
− n
2
+ 1
)
(n−1)
. (190)
The Pochhammer Symbol,
(x)n =
Γ(x+ n)
Γ(x)
= x(x+ 1)...(x+ n− 1) =
n∑
k=0
(−1)n−ks(n, k)xk, (191)
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where s(n, k) is the Stirling number of the first kind. We obtain
f(x, n) =
[ n
(n− 1)!
] (nx
2
− n
2
+ 1
)
(n−1)
=
n
(n− 1)!(a
(n)
n−1x
n−1 + a(n)n−3x
n−3 + · · ·+ a(n)2 x2 + a(n)0 ). (192)
with
ak =
n−1−k∑
i=0
(−1)n−1−k
2k+i
s(n− 1, k + i)
(
k + i
i
)
(n)k(n− 2)i. (193)
We want to rewrite f(x, n) as
f(x, n) =
n
(n− 1)!(a
(n)
n−1x
n−1 + a(n)n−3x
n−3 + · · ·+ a(n)2 x2 + a(n)0 )
= c
(n)
n−1Pn−1 + c
(n)
n−3Pn−3 + · · ·+ c(n)2 P2 + c(n)0 P0. (194)
By using the formula,
xn =
∑
i=n,n−2,···
(2i+ 1)n!
2(n−i)/2(n−i
2
)!(n+ i+ 1)!!
Pi(x), (195)
we obtain
c
(n)
k =
n
(n− 1)!
n−1−k
2∑
j=0
ak+2jdk+2j
=
n
(n− 1)!
n−1−k
2∑
j=0
(n−1−k−2j)∑
i=0
(−1)n−1−k−2j
2k+3j+i
(2k + 1)(k + 2j)!
j!(2k + 2j + 1)!!
×
(
k + 2j + i
i
)
(n)k+2j(n− 2)is(n− 1, k + 2j + i). (196)
The first coefficient is fairly easy to calculate, and it reads
c
(n)
n−1 =
nn(n− 1)!
(2n− 2)! . (197)
B.2 n even
For even n, the expansion of f(x, n) is slightly different, but the analysis is similar. We have
f(x, n) =
[ n
(n− 1)!
]
(−1) [n
2
x− (n
2
− 1)][n
2
x− (n
2
− 2)] · · · [n
2
x+ (
n
2
− 2)][n
2
x+ (
n
2
− 1)]︸ ︷︷ ︸
n−1 factors
=
[ n
(n− 1)!
]
(−1)
(nx
2
− n
2
+ 1
)
(n−1)
. (198)
29
Here again, we write f(x, n) as
f(x, n) =
[ n
(n− 1)!
]
(−1)
(nx
2
− n
2
+ 1
)
(n−1)
=
(−1)n
(n− 1)!(a
(n)
n−1x
n−1 + a(n)n−3x
n−3 + · · ·+ a(n)3 x3 + a(n)1 x). (199)
with
ak =
n−1−k∑
i=0
(−1)n−1−k
2k+i
s(n− 1, k + i)
(
k + i
i
)
(n)k(n− 2)i. (200)
We want to rewrite f(x, n) as
f(x, n) =
nn
(n− 1)!(a
(n)
n−1x
n−1 + a(n)n−3x
n−3 + · · ·+ a(n)3 x3 + a(n)1 x)
= c
(n)
n−1Pn−1 + c
(n)
n−3Pn−3 + · · ·+ c(n)3 P3 + c(n)1 P1. (201)
By using the formula (195), we obtain
c
(n)
k =
(−1)n
(n− 1)!
n−1−k
2∑
j=0
ak+2jdk+2j
=
(−1)n
(n− 1)!
n−1−k
2∑
j=0
(n−1−k−2j)∑
i=0
(−1)n−1−k−2j
2k+3j+i
(2k + 1)(k + 2j)!
j!(2k + 2j + 1)!!
×
(
k + 2j + i
i
)
(n)k+2j(n− 2)is(n− 1, k + 2j + i). (202)
C Massive spin 1 Wave Functions
A spin j particle contains 2j + 1 spin degrees of freedom associated to the eigenstates of jz.
The choice of the quantization axis z can be handled in an elegant way by decomposing the
momentum k into two arbitrary light-like reference momenta p and q:
kµ = pµ + qµ, k2 = m2 = 2pq, p2 = q2 = 0. (203)
Then the spin quantization axis is chosen as the direction of q in the rest frame. The 2j + 1
spin wave functions depend of p and q, however this dependence drops out in the amplitudes
summed over all spin directions and in “unpolarized” cross sections. The massive spin-1 wave
functions ξµ (transverse, i.e., ξµkµ = 0) are given by the following polarization vectors [57, 58]
(up to a phase factor):
ξµ+(k) =
1√
2m
p∗a˙σ¯
µa˙aqa, (204)
ξµ0(k) =
1
2m
σ¯µa˙a(p∗a˙pa − q∗a˙qa), (205)
ξµ−(k) = −
1√
2m
q∗a˙σ¯
µa˙apa. (206)
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