In the trajectory segmentation problem, we are given a polygonal trajectory with n vertices that we have to subdivide into a minimum number of disjoint segments (subtrajectories) that all satisfy a given criterion. The problem is known to be solvable efficiently for monotone criteria: criteria with the property that if they hold on a certain segment, they also hold on every subsegment of that segment. To the best of our knowledge, no theoretical results are known for nonmonotone criteria.
INTRODUCTION
Trajectory data is ubiquitous today. Researchers in different fields study the movements of animals [Bovet and Benhamou 1988; Calenge et al. 2009; Gurarie et al. 2009 ], hurricanes [Stohl 1998 ], traffic [Li et al. 2010] , or other moving objects [Dodge et al. 2009 ] by analyzing their spatiotemporal trajectories. Movement data is often collected using GPS, and large sets of such data have been collected in the past few years. A trajectory is usually modeled as a continuous function from a time interval (the domain) to the plane, but is collected as a discrete sequence of timestamped locations. By linearly interpolating the locations, we obtain a continuous piecewise-linear curve as the image of the function. We can derive attributes from this data: functions defined on the domain of the trajectory, such as speed, heading, or acceleration. In some applications, trajectories may also have additional data stored with each timestamp. Some of these attribute functions, such as speed and heading, are piecewise constant when we assume linear interpolation.
Segmentation. An important analysis task is to segment a trajectory: partition the input trajectory into a minimum number of segments such that each segment satisfies a given criterion [Mann et al. 2002] . A criterion is usually defined based on an attribute of the trajectory. For example, for the attribute "speed," we could segment the trajectory such that the minimum and maximum speed within any segment differ by at most h km/h, or by at most a factor of two. Figure 1 illustrates a segmentation of a trajectory into segments of similar speed. This way, a segment of the trajectory represents a contiguous subtrajectory for which a property is stable in some sense. This aids the automated analysis, since such segments are often meaningful features of the trajectory. In the analysis of the trajectories of birds, for example, the goal is to extract the stretches where a certain activity is observed, such as soaring, directional flight, sleeping, and so forth. For more examples, see Nathan et al. [2008] and van Moorter et al. [2010] . One may draw the comparison to the segmentation of an image into contiguous patches of similar color or texture. In these problems, one is also interested in decomposing the image into meaningful portions, which represent objects shown [Fu and Mui 1981] .
Previous research on similar segmentation problems has been done in animal movement studies [Dodge et al. 2009; Nathan et al. 2008] and time-series analysis [Anagnostopoulos et al. 2006; Chundi and Rosenkrantz 2009; Terzi and Tsaparas 2006] ; see also Zhou et al. [2011] . The solutions proposed in the cited work provide no guarantees for individual segments in the segmentation. Instead, either they are heuristics or they optimize a global error criterion when a desired number of segments is specified. In the latter case, dynamic programming is a common approach [Mann et al. 2002] . The one exception is the research of Buchin et al. [2011] ; see the discussion later.
Monotonicity.
A criterion C is monotone if it has the property that if C is satisfied on some segment S of a trajectory, then it is also satisfied on any subsegment S ⊆ S. Buchin et al. [2011] provide a framework for segmenting trajectories based on a monotone criterion or a combination of several monotone criteria. Many criteria are monotone by nature. However, if the trajectory data is noisy, or a type of behavior is briefly interrupted, it is desirable to weaken the monotonicity requirement. For example, instead of requiring that the difference in speed within a segment is at most h, we could require that this is the case for at least 95% of the time within each segment. A short burst in speed does not cause more segments in the segmentation with such a criterion. Another example is using a threshold for the standard deviation of speed within a segment.
Our results. To segment a trajectory based on nonmonotone criteria, we introduce the notion of the start-stop diagram. This allows us to split the problem into two subproblems: computing the start-stop diagram and computing an optimal segmentation for a given start-stop diagram. We show that the latter problem is NP-hard in general. However, a polynomial-time solution exists if the start-stop diagram has certain properties. We identify these properties in Section 3 and present an algorithm to compute an optimal segmentation. In Section 4, we consider how combining multiple criteria affects the properties of the start-stop diagram. In Section 5, we present lower-bound constructions that show the tightness of some of our upper bounds. Section 6 considers the issue of computing the start-stop diagram; we show how to efficiently compute the start-stop diagram for two specific criteria. One such criterion requires that the minimum and maximum values of a piecewise-constant function f on each segment have at most a given difference while allowing a certain percentage of outliers. The second criterion requires that on each segment the standard deviation of f is below a certain threshold on each segment. We show that these criteria satisfy the properties that make the segmentation problem tractable. Although our framework was designed for trajectory segmentation, our techniques are also applicable to different problems. In particular, in Section 7, we discuss several variants of line simplification and show that some of these fit our framework.
Discrete Versus Continuous Trajectories
As is often the case in geographical information science, we have a choice how to model the input data. The true input is a continuous curve in the plane, which accurately describes the location of a moving entity over time. However, we cannot measure this curve exactly: the best we can do is measure the location of the entity at certain given times, resulting in a sequence of timestamped points in the plane. Two popular ways to approximate the input data are discrete and continuous trajectories. In the discrete case, we represent the trajectory by the sequence of measured locations directly. In the continuous case, we represent the trajectory by a piecewise linear curve, which should represent the measured data well (at any time of measurement, the corresponding location on the piecewise linear curve should be close to the measured location). Finding a good approximation of a piecewise linear curve is a well-studied problem [Chan and Chin 1992; Douglas and Peucker 1911; Imai and Iri 1988; Ramer 1972] .
One advantage of using a discrete representation is that no input data is lost, and because of the often fine and uniform resolution, the resulting data is easier to work with. The main advantage of using a continuous representation is that it allows one to store irregular information more concisely: a part of the trajectory with little changes in direction and speed may be represented by a single edge, while parts of the trajectory that describe a complex motion can use a finer resolution. As a result, the data can be stored more compactly, and time-intensive algorithms can still be run on the data. One may compare the situation to the differences in using grid-based or triangulation-based representations of terrain (elevation) data.
In the segmentation problem, in the discrete case, we wish to segment the set of input points directly (meaning we are given a discrete set of times that we can subdivide), while in the continuous case, we have the freedom to cut at any time we like. As we will see, the continuous segmentation problem is algorithmically more intricate than the discrete version.
Apart from the fact that we can run continuous segmentation algorithms on smaller input instances, it may also result in a smaller output, even when the input has comparable size. Consider the following example, which shows that comparable situations can give a significantly different number of segments in an optimal segmentation. Consider the discrete function f (i) = i for all i ∈ {1, . . . , n} and the very similar function
]; see Figure 2 for n = 5. Suppose we segment on standard deviation with threshold 0.499. Then the discrete segmentation must take each index separately, because two consecutive indices give a standard deviation of 0.5 and this only increases if we take longer segments. The continuous segmentation can take as the first segment the first constant part with f (x) = 1 and nearly all of the second part with f (x) = 2. Similarly, the second segment can take the small remaining part where f (x) = 2, the entire part where f (x) = 3, and nearly all of the part where f (x) = 4 (but slightly less than before). The construction scheme leads to nearly half as many segments in the minimal continuous segmentation as in the minimal discrete segmentation.
GENERAL APPROACH
We study the problem of segmenting a trajectory with respect to a criterion. In the continuous case, this problem can be defined as follows. We define a trajectory T as a function from the interval I = [0, 1] to R 2 (or R d ) and a subtrajectory, also called segment, T [a, b] as the function restricted to the subinterval [a, b] ⊆ I. A criterion C is a function C : I × I → {TRUE, FALSE}, which is defined on all possible segments of T . We say an interval [a, b] ⊆ I satisfies a criterion C if C(a, b) = TRUE; in this case, we call the segment valid. A partitioning of I (or of T ) into nonoverlapping segments whose union covers I is called a segmentation. A segmentation of size k can be denoted by its segments
τ 0 = 0 and τ k = 1. A segmentation is valid if and only if all of its segments are valid, and segmenting a function refers to partitioning into valid segments. We say a valid segmentation is minimal (optimal) with respect to C if its size is minimum; the segmentation problem is to compute a valid minimal segmentation. We will often omit the word "valid" because only valid segmentations are useful.
A criterion is often based on an attribute function f : I → R that has the same domain I as T , for example, the function that maps time to speed at that time. A Fig. 3 . The ssd and a valid segmentation into four segments.
segmentation of I based on the function f trivially induces a segmentation of T (see Figure 1) ; therefore, we may use the term "segmenting f " to denote the resulting segmentation. We assume that f is piecewise constant and we call the points where the value of f changes the breakpoints. The portions between consecutive breakpoints, where f stays constant, are called pieces.
The discrete segmentation problem is defined analogously. Here, a function f : U → R, where U = {1, . . . , n} is an index set, is given. A segmentation is a partition of U into disjoint contiguous subsequences called discrete segments. The discrete segmentation problem on a given criterion is to compute a segmentation into a minimum number of valid discrete segments. We will address the weighted version: f is given as a sequence S = s 1 , . . . , s n of pairs s i = (v i , w i ), where v i is the value of piece i and w i is its weight. Values and weights influence the criterion and therefore the validity ofsegments.
The Start-Stop Diagram
To compute a minimal segmentation of f, we define the start-stop diagram. Consider the parameter space of the set of subintervals of I. For any candidate segment [a, b] , we associate the start parameter a with the horizontal axis and the stop parameter b with the vertical axis in the diagram. For continuous segmentation, any point (a, b) in this diagram, with a < b, represents a candidate segment. Thus, the set of candidate segment s is represented by the points in the upper left triangle of the unit square. The set of points that represent valid segments defines the free space in the start-stop diagram. The remaining points constitute the forbidden space. A segmentation of I into a sequence of segments
0 = 0 and τ k = 1, corresponds to a staircase in the start-stop diagram whose convex vertices correspond to the points (τ i , τ i+1 ) and whose concave vertices (τ i , τ i ) lie on the main diagonal. Note that a segmentation is valid if and only if all convex vertices lie in the free space. See Figure  3 for an example. The size of a staircase, that is, the number of convex vertices, corresponds to the size of the segmentation. The start-stop diagram is reminiscent of the free space diagram used to compute the Fréchet distance [Alt and Godau 1995] . However, in that problem, one is interested in a path that stays inside the free space entirely.
For discrete segmentation, we consider the start-stop matrix, a simplification of the start-stop diagram that is an n × n matrix B with Boolean values, where the entry B(i, j) at the ith column and jth row from below corresponds to the value of the criterion function at (i, j). 1 1 Usually a matrix is indexed by row first and column second. We switch the indices to be consistent with the continuous case, and because it feels more natural in light of the application. 
Segmenting in the Discrete Case
In the discrete case, it is relatively easy to compute a minimal segmentation by using dynamic programming. If one treats B(·, ·) as the adjacency matrix of an unweighted directed acyclic graph, a minimal segmentation corresponds precisely to a shortest path from 1 to n and can be found in O(n 2 ) time [Dasgupta et al. 2008 ]. 
Segmenting in the Continuous Case
Continuous segmentation is much harder. In the abstract segmentation problem, we are given a decomposition D of the triangle spanned by (0, 0), (0, 1), and (1, 1) into points; a-monotone bounded-degree curve segments (with horizontal axis a); and faces, each of which is marked either free or forbidden. Let n be the total complexity of D. In the resulting start-stop diagram, we need to find a staircase that represents a valid, minimal segmentation. We show that even testing the existence of a valid segmentation is already NP-hard.
THEOREM 2.2. The abstract segmentation problem is NP-hard.
PROOF. We reduce from SUBSET-SUM. Let a 0 , . . . , a n−1 be a set of positive integers and let B be the desired subset sum. We generate an instance of the abstract segmentation problem by constructing n + 1 line segments in the start-stop diagram; these line segments are precisely the free space.
Let A = The length of the segments s i is chosen so that we can select s i no matter what segments have been picked before. At the same time, the step size of at least C in every step makes sure that we cannot make more than one step on the same s i . Clearly, the reduction is polynomial.
SOLVING THE CONTINUOUS SEGMENTATION PROBLEM
Even though the general continuous segmentation problem is NP-hard, we identify some properties of the start-stop diagram that make the problem tractable. In the following, we assume that the start-stop diagram is given to us in the form of an abstract segmentation problem as defined in Section 2.3. In addition, we assume that we are given a grid decomposition of this diagram of size n × n or smaller. When f is a piecewise-constant function, for example, there is a natural decomposition of the start-stop diagram into a grid by the breakpoints of f ; see Figure 5 . In this case, each cell of the grid corresponds to a set of candidate segments where the start and stop points lie on fixed pieces of f . The cells incident to the diagonal are triangular and represent candidate segments with start and stop points lying in the same piece.
Computing the reachable space. Recall that a minimal segmentation corresponds to a minimum-link staircase in the start-stop diagram. We define the i-reachable space R i as the set of points on the diagonal that can be reached from (0, 0) by a valid staircase of size at most i. Whenever it causes no confusion, we identify the diagonal of the start-stop diagram with I. In particular, we identify the (connected components of the) reachable space R i with a set of intervals on I. The number of intervals is the complexity of the reachable space. For a fixed i, the incoming i-reachable intervals of a cell C i j are the intervals of R i intersected with the i th column. We call the union of vertical (horizontal, respectively) lines intersecting an interval X the vertical slab (horizontal slab, respectively) induced by X. Consider the valid staircases of size at most i + 1 that have their last convex vertex in such a vertical slab V X . We call the connected components of the set of points on the diagonal that can be reached by such a staircase the outgoing (i + 1)-reachable intervals produced by X.
The following algorithm describes an iterative procedure to compute R i , for i = 1, 2, . . . , starting with R 0 = {(0, 0)}. The algorithm stops when it has found the smallest value of i for which R i contains point (1, 1). Let this value be k. An actual minimumlink staircase, and hence a minimal segmentation, can then be extracted from the sets R 0 , . . , R k . 
ALGORITHM 1: ReachableSpace
The sets of reachable space R 0 , . . , R k , where k is the smallest i such that R i contains an interval with point (1, 1).
Consider the intersection of the free space in S with the vertical slab induced by X and project it horizontally back to the diagonal. end The union of R i and these projections, over all X, forms R i+1 .
We will make this algorithm more concrete when proving Theorem 3.2, and we will see that the running time depends on the shape and the distribution of the forbidden space in each cell. For example, a monotone criterion yields a monotone curve in the start-stop diagram. The region above the curve is the forbidden space, and the region below the curve is the free space.
We call an object verticonvex if and only if its intersection with any vertical line is at most a single interval.
2 A start-stop diagram cell (or row) is verticonvex when the forbidden region within it is; see Figure 6 (a). We call a cell a tunnel cell if any vertical line intersects the forbidden space in that cell in at most two intervals; see Figure 6 (b) for an example. We will show that, for a given n× n start-stop diagram, we can compute a minimal segmentation in k segments in O(kn 2 ) time if all cells are verticonvex, and in O(k 2 n 2 ) time if each row contains at most one tunnel cell and all other cells are verticonvex. If one allows cells where a vertical line can intersect the forbidden space in three or more intervals (i.e., double-tunnels), the problem becomes NP-hard as seen in the construction in the proof of Theorem 2.2. We will see later that even if we have only tunnel cells but more than one tunnel cell in each row, the reachable space may have exponential complexity. 
Verticonvex Cells Only
Consider the reachable space algorithm (Algorithm 1). The intersection of a vertical line with the free space in a verticonvex cell consists of at most two (possibly empty) intervals: one connected to the top and one to the bottom of the row. The horizontal projection onto the diagonal preserves this property, and the union of the projections of this type also consists of at most two intervals (see Figure 7 (a)).
OBSERVATION 3.1. For any i and any row, the reachable space R i produced by the incoming intervals in the verticonvex cells in the row consists of at most two intervals. One of these intervals is connected to the top of the row, and the other one is connected to the bottom of the row.
We now prove: PROOF. Assume that for the given instance of the problem, a valid segmentation exists. We specialize the procedure used in Algorithm 1. Recall that the reachable space can be encoded as a set of intervals, each of which corresponds to a connected component on the diagonal. Since all cells are verticonvex, Observation 3.1 implies that the i-reachable space, for any i, consists of O(n) such intervals and as such we can store it as a set of O(n) values. Given the reachable space R i , we compute the reachable space R i+1 in a row-by-row manner. By Observation 3.1, the (i + 1)-reachable space restricted to any row consists of two intervals, one connected to the top and one to the bottom. We "grow" these two intervals, maintaining the top endpoint of the bottom one and the bottom endpoint of the top one while iterating over the cells in the current row and handling the i-reachable intervals incoming to every cell. Observation 3.1 implies that there are at most two incoming i-reachable intervals to any cell, since it is nothing more than the i-reachable space restricted to the column that contains the cell. Furthermore, the complexity of the forbidden space in each cell has constant complexity. Therefore, we spend constant time per cell during this process and O(n 2 ) time in total for computing R i+1 from R i . We perform this step until the top-right corner (1, 1) is contained in R i+1 . Since this happens for i + 1 = k, this takes O(kn 2 ) time. An optimal segmentation can be extracted by standard dynamic programming methods. 
At Most One Tunnel Per Row
Our reachable space algorithm is efficient when all rows in the start-stop diagram are verticonvex. If a row is not verticonvex, it may produce more than two intervals. Nonetheless, we show that if the start-stop diagram is not too complex-specifically, if each row contains at most one tunnel cell-the problem can still be solved efficiently. We start with the following technical result. LEMMA 3.3. Let C be a tunnel cell, and let F ⊆ C be the forbidden space within C.
An incoming interval X can produce at most one outgoing interval I such that (1) I is incident neither to the top nor to the bottom of the row, and (2) I does not intersect a horizontal line through a vertex of F.
PROOF. Assume, for the sake of contradiction, that X produces two intervals I = [i 1 , i 2 ] and J = [ j 1 , j 2 ] with this property, with i 2 < j 1 (see Figure 8) . Let H I denote the horizontal slab induced by I, define H J similarly, and let V X denote the vertical slab induced by X. Since I does not intersect a horizontal line through a vertex of F, H I does not contain any vertices. The same holds for H J .
Since X produced the outgoing interval I, there must be at least one point p of free space in V X ∩ H I . Let be the vertical line through p. Let p + be the first intersection of with the boundary of free space above p; p + may coincide with p. Notice that p + must lie in the interior of a boundary edge γ + of free space: p + may not be a vertex, as there are no vertices in H I . The edge γ + may not cross the top boundary of V X ∩ H I , for otherwise I would be larger.
Repeating the construction for segment J, we obtain a free space point q ∈ V X ∩ H J on a different vertical line . Arguing as earlier, but now working downward, we obtain a boundary edge γ − of free space that does not cross the bottom edge of V X ∩ H J . Since γ − extends all the way across V X ∩ H J , it must cross within that rectangle and lie below some free space point q ∈ ∩ H J .
We have obtained a contradiction, as now intersects F at least three times: once below H I (since I is not incident to the bottom of the row), once between γ + and γ − , and once above H J (since J is not incident to the top of the row), so C is not a tunnel cell. PROOF. We draw a horizontal line h v through every vertex v of F. Let H denote this set of lines. We charge every interval in the union of the outgoing intervals that intersects such a line h v to v. This way, each vertex gets charged at most once, since two intervals that would charge the same line cannot be disjoint. Thus, we have at most c charges of this type.
By Lemma 3.3, each incoming interval can produce at most one outgoing interval that does not intersect a line of H and is incident neither to the top nor to the bottom of the row. Therefore, we can charge those to the incoming intervals with at most m charges.
The remaining intervals in the union are incident either to the top or to the bottom of the row, and of those there can be at most two in total. This completes the proof. PROOF. Consider the i-reachable space R i restricted to one row of the grid. It consists of the endpoints of all valid staircases that have their last convex vertex in a cell of this row.
We distinguish two types of staircases: (1) those that have their last convex vertex in a verticonvex cell and (2) those that have it in a tunnel cell. By Observation 3.1, the i-reachable space that is formed by the staircases of type (1) has constant complexity.
As for the staircases of type (2), they all have their last convex vertex in the same cell since there is only one tunnel cell per row. By Lemma 3.4, and since the forbidden space in every cell has constant complexity, the i-reachable space formed by those staircases consists of m + O(1) intervals, where m is the complexity of the (i − 1)-reachable space R i−1 restricted to the column that the tunnel cell lies in.
Thus, we have the following recurrence for the complexity of the i-reachable space restricted to one row:
. Clearly, C(1) ≤ 3, and therefore, we have that C(i) = O(i). Since there are n rows, the lemma follows.
Using essentially the same algorithm as before, we now obtain: THEOREM 3.6. Given an n × n start-stop diagram in which (1) PROOF. We again use Algorithm 1 and traverse the start-stop diagram as described in the proof of Theorem 3.2. Since the complexity of the forbidden space is constant in each cell, we can list a set of m incoming intervals and produce at most m + O(1) outgoing intervals in O(m) time. Again, the bottleneck of the computation is the complexity of the reachable space and the traversal of the cells.
COMBINING CRITERIA
We can also consider segmenting a trajectory based on multiple criteria. For example, we want segments such that two criteria hold simultaneously, or where at least one criterion holds. We can combine criteria into new ones by taking conjunctions, Fig. 9 . The ssd for the conjunction of a monotone and a verticonvex criterion. The forbidden space resulting from the monotone criterion is shown in gray. We further subdivide the ssd (dashed lines) such that the boundary of this region γ intersects at most one cell in row and in any column.
disjunctions, and negations, and in general we can build any Boolean combination this way.
Again, we assume that there exists a grid decomposition of size n × n or smaller of the start-stop diagram for each of the criteria. To obtain the start-stop diagram for the criterion C 1 ∧ C 2 , we simply overlay their grids and take the union of the forbidden space F 1 of C 1 and the forbidden space F 2 of C 2 . Similarly, the forbidden space for C 1 ∨ C 2 is the intersection of F 1 and F 2 . Can we still solve the segmentation problem efficiently on the resulting start-stop diagram? Buchin et al. [2011] observe that the conjunction or disjunction of monotone criteria is again monotone. Similarly, observe that the start-stop diagram of a disjunction of two verticonvex criteria, that is, criteria for which the start-stop diagram contains only verticonvex cells, again contains only verticonvex cells. Hence, the disjunction of two verticonvex criteria is again a verticonvex criterion. Since a monotone criterion is also verticonvex, the disjunction of a monotone criterion with a verticonvex criterion results in a verticonvex criterion as well.
For the conjunction of two verticonvex criteria, we take the union of their forbidden spaces. Unfortunately, this can lead to nonverticonvex cells. However, we can show that if one of the criteria is monotone, we can slightly modify the grid of the combined start-stop diagram such that it contains at most one tunnel cell in each row and the remaining cells are verticonvex. By Theorem 3.6, we can therefore still compute a minimal segmentation efficiently. PROOF. We argue that there exists O(n) × O(n) refinement of the overlay of the two grids such that (1) every row contains at most one tunnel cell, and (2) the remaining cells are verticonvex. The claim then follows from Theorem 3.6. Recall that a monotone criterion corresponds to an ab-monotone curve γ in the start-stop diagram (with axes a and b), in which all points above the curve form the forbidden space, and all points below the curve lie in free space. We subdivide the grid such that γ intersects at most one cell in any row and at most one cell in any column (see Figure 9 ). Since γ is abmonotone, it intersects an original grid line at most once; this means we add at most O(n) grid lines. The complexity of the forbidden space in each cell is constant.
Clearly, the cells of the refined grid that are not intersected by γ are verticonvex: everything above γ is forbidden space, and the forbidden space in other cells originates only from a verticonvex criterion. The cells that are intersected by γ are tunnel cells since every vertical line intersects the forbidden space at most twice: at most once for the forbidden space resulting from the verticonvex criterion, and at most once for the forbidden space above γ . The claim now follows from Theorem 3.6.
Note that essentially the same approach can also be used to solve the problem for the conjunction of a verticonvex criterion and the negation of a monotone criterion: COROLLARY 4.2. Let C 1 be a monotone criterion, let C 2 be a verticonvex criterion, and let the overlay of their grids have size n × n. If the complexity of the forbidden space in every cell is constant, then we can compute a minimal segmentation with respect to the criterion
where k is the size of a minimal segmentation.
LOWER BOUNDS
In this section, we present lower bounds on the complexity of the reachable space for several types of start-stop diagrams. In particular, we show that the k-reachable space in a start-stop diagram representing the conjunction of a monotone and a verticonvex criterion may have complexity (kn), and that if we have more than one tunnel cell per row, then the k-reachable space may have exponential complexity.
Gadgets. We construct the start-stop diagram by gluing together individual cells. Given a start-stop diagram, let C ij be the cell in column i and row j. We identify C ij with the unit square [0, 1]×[0, 1], which allows us to describe C ij using a combination of gadget cells, or gadgets for short. A gadget acts as a function, mapping reachable points in the incoming intervals of the cell to the reachable points in the outgoing intervals. It will, however, be convenient to model each gadget α as a function f α mapping incoming points x ∈ [0, 1] to a set of points f α (x) ⊆ [0, 1]. This set f α (x) corresponds to the free space within the cell on the vertical line at x. The gadgets that we will use are f ∅ (·) = ∅, to model cells that are completely forbidden, and the gadgets shown in Figure 10 When combining cells C ij and C (i+1) j into the final start-stop diagram, we use the description of C (i+1) j for their shared border. Similarly, we give preference to C i( j+1) over C ij for their shared border. Furthermore, let f ij be the function describing C ij . For row j, we then define
The set R j k denotes the k-reachable space restricted to the jth row (expressed in the coordinates of the row). We can obtain the reachable space R k by reparameterizing each R j k and taking the union over all j.
In all our constructions, the triangular cells incident to the diagonal are completely forbidden. So a staircase ending in the jth row can have at most j − 1 steps. Thus,
(Recall that the k-reachable space corresponds to the valid staircases with at most k steps.)
At Most One Tunnel Per Row
The running time in Theorem 4.1 (and Theorem 3.6) is a factor k worse than that in Theorem 3.2. We now give an example of an n× n start-stop diagram resulting from the conjunction of a monotone and a verticonvex criterion in which the complexity of the k-reachable space is (kn). In this start-stop diagram, every cell has constant complexity, every row contains at most one tunnel cell, and all the remaining cells are verticonvex. Thus, the lower bound of Theorem 5.1 matches the worst-case upper bound we give in Lemma 3.5. This explains the extra factor k in the running time of our algorithm, since by Observation 3.1, the complexity of the k-reachable space is O(n) for any k if all cells are verticonvex.
THEOREM 5.1. There exists an n × n start-stop diagram such that (1) the forbidden space is the union of the region above a monotone curve and one verticonvex region per cell, (2) the forbidden space in each cell is polygonal and has constant complexity, and (3) the complexity of the k-reachable space is (n 2 ), where k is the size of the optimal segmentation.
PROOF. We construct a start-stop diagram cell by cell using the gadgets described previously. On the basis of the description of the reachable space in Equation (1), we want the reachable space to satisfy the following recurrence:
To accomplish this, we place the gadgets as follows. For cells C ij , with j = i + 1 and j < n, we use an overlay of gadgets (b) and (d) from Figure 10 . For j = n and i = n− 1, we use gadget (e). All other cells are forbidden. The overall diagram is shown in Figure 11 . It can be seen as a conjunction of a monotone criterion and a verticonvex one.
It is easy to prove by induction that the following holds for j ∈ 2, . . . , n − 1:
In our construction, the minimum size of an optimal segmentation is at least n − 2. This follows from the fact that the cells C ij with j ≥ i + 2 are completely forbidden. Furthermore, by Equation (3), for any j, all intervals in R j j−1 are pairwise disjoint. Note also that across the rows, the intervals are disjoint. Therefore, the total number of these intervals over all rows is a lower bound on the complexity of the k-reachable space, where k is the size of an optimal segmentation. Thus,
where |·| denotes the description complexity 3 of the set. This completes the proof. Fig. 11 . A start-stop diagram of the conjunction of a monotone criterion and a verticonvex one that results in a reachable space of complexity (n 2 ). The forbidden space is shown in light colors and the free space in dark ones: the forbidden space of the monotone criterion (white), the forbidden space of the verticonvex criterion (light yellow), and the free space (dark red).
More than One Tunnel Per Row
Next, we show that if we allow two tunnel cells per row, then the reachable space can have exponential complexity. The idea of the construction is the following. We use a block of three gadgets (a), (b), and (c) from Figure 10 . We arrange the three gadgets so that the complexity of the reachable space is doubled every two rows. The construction is illustrated in Figure 12 . Indeed, the tunnel in gadget (a) exactly copies the reachable space in column i to column i +1, and the tunnels in gadgets (b) and (c) "compress" both copies of the reachable intervals and project them onto column i+2. Since the reachable space in the first column consists of exactly one point, this leads to a reachable space in the last column that consists of an exponential number of isolated points.
THEOREM 5.2. There exists an n × n start-stop diagram such that (1) the forbidden space in each cell has constant complexity, (2) each row contains at most two tunnel cells, (3) the remaining cells are all verticonvex, and (4) the complexity of the k-reachable space R k is (2 n/), where k is the size of the optimal segmentation.
PROOF. We again use the gadgets from Figure 10 . For cell C 12 , we use gadget (d); for C (n−1)n , we use gadget (e). For the cells C i(i+1) , we use gadget (a) when i is even and gadget (c) when i is odd. For C i(i+2) , we use gadget (b). All remaining cells are forbidden. The overall construction is shown in Figure 12 . We express the reachable space in the form of Equation (1).
4 It may appear that in this construction one could simply refine the grid by adding a horizontal grid line through the center of every row and obtain a start-stop diagram where every row has at most one tunnel. This would seem to contradict Lemma 3.5, which states that in such a start-stop diagram the i-reachable space has complexity O(in). However, since the grid has to be symmetric, we also have to add a vertical line through the point where the new horizontal line crosses the main diagonal. It so happens that the resulting vertical line again cuts a tunnel cell into two, resulting in two tunnel cells per row. Incrementally adding lines in this manner until there is at most one tunnel in every row leads to a grid of exponential size.
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B. Aronov et al. Fig. 12 . A start-stop diagram with at most two tunnels per row that results in a reachable space of exponential complexity; forbidden space is shown in white.
We claim that the following holds for even j larger than 2:
We prove this by induction. For j = 2, this is clearly true. For j → j + 2, using Equation (4), we obtain 
This proves Equation (5) for even j. Since the intervals generated by this sequence are pairwise disjoint, the complexity of R j j−1 is at least 2 j/2 . A valid segmentation has to have at least n/2 steps, since all cells C ij with j ≥ i + 3 are completely forbidden. Thus, the complexity of the k-reachable space, where k is the size of the Fig. 13 . A start-stop diagram of the conjunction of a monotone criterion and a verticonvex one that results in a high-complexity incremental reachable space. The forbidden space is shown in light colors and the free space in dark colors: the forbidden space of the monotone criterion (white), the forbidden space of the verticonvex criterion (light yellow), and the free space (dark red). optimal segmentation, is lower bounded by the complexity of R n/2 n/2 −1 . Therefore, the complexity is at least (2 n/4 ).
Incremental Reachability
One might argue that to solve the segmentation problem, we only need to maintain the incremental reachable space, that is, the subset of the diagonal R i \ R i−1 reachable with exactly i steps. Next we show that this set can also have high complexity. To this end, we extend the construction given in Theorem 5.1.
OBSERVATION 5.3. There exists an n × n start-stop diagram such that (1) the forbidden space is the union of the region above a monotone curve and one verticonvex region per cell, (2) the forbidden space in each cell is polygonal and has constant complexity, and (3) the complexity of R
PROOF. In this construction, we use the gadgets from Figure 10 , as well as an additional (type of) gadget similar to gadget (d). This new gadget g i = [x i ] = [2i/n], for i ∈ 1, . . . , n/2 , is essentially a constant function with value x i . Assume for simplicity of presentation that n is odd and let m = n/2 be the index of the middle row. We place the cell with gadget function g i in the ith column and mth row. Furthermore, there are gadgets of type (d) in the ith column of row i + 1 for i ∈ 0, . . . , m − 1. The diagram for columns i ≥ m is a copy of the construction used in Theorem 5.1, which we modify as follows. Instead of using an overlay of gadgets (b) and (d), we overlay gadget (b) with a modification of gadget (c), which maps x to an interval instead of a single value. The gadget function is given by
Refer to Figure 13 for an example of the overall construction. For the reachable space in the mth row, we have
For the upper part of the diagram (i.e., columns with index greater than m), we have a recurrence similar to that of Equation (2):
It is easy to prove by induction on q that the following holds:
and m + q < n. Now we are interested in the incremental reachable space, which can be written as follows:
Since the intervals in the previous equation are pairwise disjoint (since x i ∈ (0, 1) for all i), we have that
where |·| denotes the description complexity of the set. Therefore, we can write
. This completes the proof.
COMPUTING THE START-STOP DIAGRAM
In previous sections, we focused on computing minimal segmentations for a given start-stop diagram or start-stop matrix. We now discuss two specific criteria, prove that they are verticonvex, and explain how to construct the corresponding start-stop diagram or start-stop matrix efficiently. For both the discrete and the continuous segmentation problem, this leads to polynomial-time algorithms. The criteria are defined on a piecewise-constant function f . We also show that if f is piecewise linear, then the start-stop diagram may contain more than one tunnel cell per row.
Segmentation on the Outlier-Tolerant Criterion
For a given piecewise-constant function f , we can segment f such that in each valid segment [a, b] the minimum and maximum values differ by at most h. To accommodate outliers, we require that only a fraction ρ, for a given constant 0 ≤ ρ ≤ 1, of a valid segment [a, b] must have its values within a range of extent h, and a fraction 1 − ρ of [a, b] may have any value. 5 We present efficient algorithms for computing the startstop matrix and the start-stop diagram for this criterion. To obtain a segmentation algorithm for the continuous case, we further show that the forbidden space within each cell of the start-stop diagram is verticonvex.
6.1.1. Discrete Case. We consider f as a sequence s 1 = (v 1 , w 1 ) , . . . , s n = (v n , w n ) of (value, weight) pairs. We first give a formal definition of the criterion and investigate its structure. Let S ij be the contiguous subsequence s i , . . . , s j and let λ ij be the total weight of its elements. Let S ≤ ij (x) = {s k ∈ S ij | v k ≤ x} denote the set of elements in S ij with value at most x, and let χ
w k be the total weight of these elements. We define S < ij (x) and χ < ij (x) analogously. The total weight of the elements in S ij with a value in the range [x, x + h] is then
Our goal is now to segment f so that, for each segment S ij , we have max
Let B be the start-stop matrix. To test the value B ij , we could compute an explicit representation of χ ≤ ij and an explicit representation of χ < ij shifted by h to the left, and then take their difference (see Figure 14) . This takes O(( j − i) log( j − i)) time. Since there are O(n 2 ) cells, the total amount of time required to compute the start-stop matrix is O(n 3 log n). It is, however, not necessary to recompute the functions from scratch for each cell. Increasing j by one corresponds to raising the functions χ ≤ ij and χ < ij by w j+1 for all values x ≥ v j+1 . Therefore, we have
We now store ψ ij as a data structure that allows us to query the maximum of ψ ij on any given interval and can be updated efficiently to represent ψ i( j+1) . The data structure we use is an augmented segment tree that supports both operations in O(log n) time.
6
Data structure to compute the start-stop matrix. We associate each piece s j = (v j , w j ) of f with an interval I j = [v j − h, v j ] of weight w j . By Equation (7), it now follows that the value of ψ ij (x) is equal to the total weight of the intervals from I 1 , . . . , I j that contain x. Hence, we can represent ψ ij using the set of intervals I 1 , . . . , I j . We now describe an augmented segment tree T that stores these weighted intervals.
Let u 1 , . . . , u m be the endpoints of all intervals in I 1 , . . . , I n in sorted order. Internally, a segment tree T stores the elementary intervals [u i , u i+1 ] in this order in the leaves of a balanced binary tree [de Berg et al. 1997] . The internal nodes store values that allow searching on u-value. Since we know the endpoints of the intervals of ψ ij for all i and j in advance, we can initialize T with the set of O(n) endpoints and all weights set to zero. Therefore, no rebalancing has to be done when adding or removing an interval stored in the tree; only the values stored in the nodes that relate to weights will change.
Each node ν in a segment tree has an associated range r ν and an associated set I ν of intervals. The range r ν is the union of the elementary intervals stored in (the leaves of) the subtree rooted at ν, and I ν is a subset of intervals stored in the tree. An interval I occurs in I ν if and only if I contains r ν but not the range of ν's parent node [de Berg et al. 1997] . We now augment T such that each node ν stores the total weight A ν of the intervals associated with ν.
So for a tree T representing the function ψ ij , we can obtain the value of ψ ij at x by searching for the elementary interval containing x and summing over the A-values on the search path.
A second augmentation provides us with a way to determine the maximum of ψ ij in a given interval in O(log n) time. This is done by storing a value B ν at every node ν that is the maximum sum of all A-values on a path from ν to a leaf in the subtree rooted at ν.
When querying T for the maximum of the function ψ ij on a given interval [a, b] , we walk along the two paths from the root to the elementary intervals containing a and b and maintain the maximum of the B-values stored in the roots of the subtrees between the two paths. This takes time linear in the number of nodes visited, and hence we can find the maximum of ψ ij on [a, b] in O(log n) time.
When inserting an interval
with weight w j , updating A-and B-values can be done in O(log n) time. The A-value needs to be increased by w j in the O(log n) nodes ν for which I j ∈ I ν . This operation is standard. The B-values have to be updated only in the nodes along the path from the root to the nodes where the A-values have been modified. Since those nodes lie along the two paths from the root to the elementary intervals storing v j − h and v j , this can be done in O(log n) time overall.
LEMMA 6.1. The start-stop matrix can be computed in O(n 2 log n) time.
PROOF. We fill in the matrix B by testing the validity of subsequences of S. A single column of B corresponds to testing the validity of S ii , S i(i+1) , . . . , S in . This can be done in the given order (bottom-up in a column) in O(n log n) time by using the data structure described previously.
Assume that we have a tree T representing ψ ij and that we have determined whether S ij is valid. Then we insert I j+1 with weight w j+1 in the augmented tree and perform a query to determine max x ψ i( j+1) (x). We also compute λ i( j+1) from λ ij by adding w j+1 . Now the test max
We then use the algorithm from Theorem 2.1, and conclude: THEOREM 6.2. Given a piecewise-constant function f with n breakpoints, a threshold value h > 0, and a ratio ρ ∈ [0, 1], we can compute a minimal discrete segmentation for the condition that, on a fraction of length at least ρ of a segment, the difference between the maximum and minimum function value is at most h, in O(n 2 log n) time.
6.1.2. Continuous Case. For continuous segmentation, we are allowed to cut f at any two points a, b ∈ [0, 1]. So we need to determine the forbidden space in the start-stop diagram. The breakpoints of the function f decompose the start-stop diagram into a grid. We now prove that the forbidden space within a cell C = [a, a] × [b, b] of this grid can be described by four linear inequalities of the following form, where ψ constant values specific to the cell: PROOF. We use an approach similar to that used in the previous section. Let
denote the length of the portion of [a, b] on which the value of f is at most x, let χ < be defined analogously, and let
For any Note that the candidate segment corresponding to (a, b) contains the segment defined by (a, b) . Let ψ C be the function ψ restricted to the cell C. We can rewrite ψ C with respect to ψ (x, a, b) as follows. Within the cell, decreasing a by some value a corresponds to raising the function χ ≤ by a for all input values that are greater than or equal to f (a); the function χ < is affected in a similar manner. By the definition of ψ in Equation (9), this implies that ψ C increases by a only on the interval
Letting a = a − a and b = b − b, we can rewrite ψ C as follows: ψ(x, a, b) otherwise.
Therefore,
so the condition max x ψ(x, a, b) < (b− a)ρ is equivalent to the conjunction of four linear inequalities in a and b; hence, the forbidden space within C is the intersection of the resulting four half-planes. The four maxima on the right-hand side of Equation (11) are real numbers that depend only on a and b; if we refer to them as ψ * 1 , . . . , ψ * 4 , respectively, we obtain conditions of the form in Equation (8).
LEMMA 6.4. The start-stop diagram can be computed in O(n 2 log n) time.
PROOF. As in the discrete case, we can represent the function ψ ij = ψ (·, a, b) in a data structure, where (a, b) is the lower right corner of the current cell. Again, we maintain this data structure while traversing the cells of the grid bottom up within a column and reinitialize it for every column. We use exactly the same data structure as before. By Lemma 6.3, the forbidden space in a cell is described by Equation (8). We now need four queries to compute the values of ψ * 1 , . . . , ψ * 4 , since these are the maxima of the function ψ ij on the intervals in Equation (10). Hence, we get the free space of a cell C. This means we can compute the start-stop diagram in O(n 2 log n) time.
Clearly, Lemma 6.3 implies that the forbidden space within each cell of the start-stop diagram is verticonvex and has constant complexity, so we can invoke Theorem 3.2. We conclude:
THEOREM 6.5. Given a piecewise-constant function f with n breakpoints, a threshold value h > 0, and a ratio ρ ∈ [0, 1], we can compute a minimal segmentation for the condition that on a fraction of at least ρ of a segment, the difference between the maximum and minimum function value is at most h in O(n 2 log n + kn 2 ) time, where k is the size of a minimal segmentation.
Piecewise-linear functions. If the attribute function f is piecewise linear, then the grid induced by the breakpoints of f may contain (many) tunnel cells. Assume that we want to segment the attribute function f depicted in Figure 15 on the outlier-tolerant criterion with h = 2 + ε, for some 0 ≤ ε ≤ 0.1 and ρ = 2/3; that is, the difference between any two values is not more than approximately 2 but we can disregard 1/3 of the segment. For this criterion, the candidate segments It is now easy to see that we can create more than one tunnel cell per row: we simply use the previous construction with points a − = a−δ and a + = a+δ, for some arbitrarily small δ, as the starting point of the segments. Since a is a breakpoint, these points lie on different pieces of f , and hence we get two tunnel cells. In both cases, the endpoints of the segments lie on the piece [b 1 , b 4 ], so the cells lie in the same row.
This example suggests that solving the problem for piecewise-linear attribute functions efficiently calls for a different approach.
Segmentation on the Standard Deviation Criterion
Another important nonmonotone criterion that we consider involves the standard deviation of an attribute function. In this section, we show how to compute a minimal segmentation of a piecewise-constant function f where each segment has standard deviation not exceeding a given threshold value. Let μ(a, b) = the mean value on a candidate segment [a, b] . The standard deviation σ (a, b) is given by
6.2.1. Discrete Case. In the discrete segmentation problem, we are allowed to partition f only where its value changes. Recall that f is given as a sequence S = s 1 , . . . , s n of pairs s i = (v i , w i ), where v i is the value of piece i and w i is its weight. LEMMA 6.6. The start-stop matrix can be computed in O(n 2 ) time.
PROOF. To compute the start-stop matrix B, we need to test whether the standard deviation of a segment is below the allowed threshold. We could compute this in time linear in the length of a segment. However, we can also maintain the mean μ ij and standard deviation σ ij of a weighted sequence S ij . We can then compute the mean μ i( j+1) and the standard deviation σ i( j+1) for S i( j+1) 
Further algebraic manipulations, using the fact that f is piecewise constant, give a cubic expression in a and b. Hence, the boundaries of the forbidden space within each cell of the start-stop diagram are piecewise-cubic curves. This allows us to prove the following lemma:
LEMMA 6.8. Every cell of the start-stop diagram is verticonvex.
PROOF. On a vertical line, the start point of the candidate segment is fixed. Let it beã. Inside a single cell, the stop point has a single constant function value f (b) = c. Therefore, varying b implies including more or less of c in the values whose standard deviation is considered.
Imagine b is at its low end of the cell, and let it increase to its high end. Then the mean μ(ã, b) tends monotonically toward c. There are four cases to distinguish:
(1) Initially σ (ã, b) < h and |μ(ã, b) − c| < h. Then the whole intersection of the cell and the vertical line is allowed. b 5 ] is a tunnel cell: the vertical line at a intersects the forbidden space twice, once below b 3 and once above it. We can extend this example to construct two tunnel cells as before. Therefore, we do not expect that there exists a straightforward extension of our algorithm to this case.
LINE SIMPLIFICATION
Even though we designed our framework for trajectory segmentation, the approach is also applicable to different problems. In this section, we discuss its use for certain polygonal line simplification problems. Early line simplification algorithms try to reduce the number of vertices of a polygonal line while keeping its global shape by selecting a subset of the vertices [Douglas and Peucker 1911; Imai and Iri 1988] . A different approach to the problem is taken by line simplification methods that allow the vertices of the simplified polyline to lie anywhere [Guibas et al. 1993] and only require the shape to resemble the input curve. We propose a version of line simplification that compromises these two extremes: we restrict the vertices of the simplified polyline to lie on the input curve, but do not insist that they coincide with input vertices. A single edge of a simplified polyline is called a shortcut and it can replace a piece of the original polyline, namely, the piece between the endpoints of the shortcut (which lie on the original polyline). We cast line simplification problems into our framework: a simplification is a staircase in the start-stop diagram and we can study the properties of its cells.
The most common criterion for line simplification is the Hausdorff distance. An edge of a simplification with its endpoints on the input polyline is valid if the Hausdorff distance between that edge and the polyline piece it replaces is at most a prespecified value. It is easy to verify that the resulting cells in the start-stop diagram can be tunnel cells, and there can be many in a single row. Hence, our approach does not give a polynomial-time algorithm for the simplification problem using the Hausdorff distance.
Next we consider the dilation criterion, where every edge of the simplification can be at most a given factor shorter than the polyline piece it replaces. Fix a starting point and an edge that contains the endpoint, and parameterize the position on the end edge. The function that gives the dilation expressed in this parameter is the ratio of a linear function and a hyperbolic function that does not grow faster than the linear function. It can easily be verified that the dilation measure gives verticonvex cells in the start-stop diagram.
Another criterion that we can handle easily is requiring that shortcuts cannot be shorter than a given threshold. This criterion also gives verticonvex cells in the startstop diagram and we obtain the analogous result. However, the conjunction of the two criteria, dilation and nonshortness, does not give verticonvex cells, which is to be expected after the discussion of Section 4. Now suppose that not only a polyline P but also a convex polygonal obstacle is given, and assume that they do not intersect. We are interested in the minimum-link simplification of P that also does not intersect the obstacle. Cells in the start-stop diagram are verticonvex, and we can apply our techniques to obtain a polynomial-time algorithm. If the obstacle has m vertices, the complexity of the free space in each cell is O(m), and hence the running time of the algorithm will be O(n 2 m + n 2 k). Similarly, assume that a polyline in 3-dimensional space is given, together with a convex polyhedral obstacle. Again, cells are verticonvex, and we obtain the same running time as in the planar case due to the following: LEMMA 7.1.
The complexity of a cell in the start-stop diagram is O(m).
PROOF. For any cell c, let e and e be the edges on which the starting and ending points lie, respectively. For any point p on e, consider the triangle ( p, e ) that p forms with edge e , and consider how it intersects with the obstacle O; see Figure 17 . Because O is convex, there are up to two rays from p inside ( p, e ) to e that are tangent to O, and generally these tangencies involve edges of O. Now consider p moving over e from one endpoint to the other, and consider one such tangency. As long as the edge of O remains the same, we get one curve in the cell c bounding the free space. The edge of O can change in two ways to a different edge, causing a different curve bounding c: (1) when the tangent encounters a vertex and (2) when the tangent aligns with a face of O. It is easy to see that any vertex or face of O can cause at most one such event during the move of p along e.
If the obstacle is not convex, then we can get tunnel cells and we do not obtain a polynomial-time algorithm. If we have more than one obstacle, then we can get tunnel cells as well. We summarize our results in the following theorem. THEOREM 7.2. Given a polygonal line P with n vertices, we can compute a minimumlink simplification P of P where all k vertices of P lie on P, and such that 
CONCLUSIONS
In this article, we analyzed the problem of segmenting a trajectory for nonmonotone criteria. For monotone criteria, near-linear-time algorithms are known [Buchin et al. 2011] . We showed also that for certain nonmonotone criteria, polynomial-time solutions exist. In particular, our approach uses the start-stop diagram and we identify properties of this diagram that make the problem tractable. Furthermore, we proved that the abstract segmentation problem based on this diagram is NP-hard. For two concrete nonmonotone criteria, we presented efficient algorithms to compute the start-stop diagram. We also showed that the resulting diagrams indeed have the properties that allow for efficient segmentation. As a result, we can compute an optimal segmentation of a trajectory based on the outlier-tolerant criterion in O(n 2 log n + kn 2 ) time, and on the standard deviation criterion in O(kn 2 ) time, where n is the number of vertices of the input trajectory and k is the number of segments in an optimal solution. These two criteria are relevant in practice, since they are more robust against noise than related monotone criteria.
The question for a complete characterization of the start-stop diagram s that allow for efficient segmentation is still open. We answered this question partially, but more can perhaps be said. Furthermore, the analyses of the running times for the outliertolerant criterion and the standard deviation criterion are based on the assumption that the attribute function is piecewise constant. While many second-order attributes, such as speed and heading, are piecewise constant due to the linear interpolation of the trajectory, it would also be interesting to see whether similar results can be obtained for, for example, piecewise-linear functions. The examples given in Sections 6.1 and 6.2 seem to indicate that the methods developed in this article do not immediately apply if the attribute functions are piecewise linear.
Finally, our two-step approach of first computing the start-stop diagram explicitly and then solving the segmentation problem inherently requires at least (n 2 ) time and space. An intriguing open problem is whether a subquadratic solution may be possible.
