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Population growth with correlated generation times at the single-cell level
Jie Lin, Ariel Amir
School of Engineering and Applied Sciences, Harvard University, Cambridge, Massachusetts 02138, USA
Single-cell experiments have revealed significant cell-to-cell variability in generation times for
genetically identical cells. Theoretical models relating the fluctuating generation times of single cells
to the growth rate of the entire population are usually based on the assumption that the generation
times of mother and daughter cells are uncorrelated. However, it was recently realized that this
assumption is inconsistent with exponentially growing cell volume at the single-cell level. Here we
propose an analytically solvable model in which the generation times of mother and daughter cells
are explicitly correlated. Surprisingly, we find that the population growth rate only depends on the
distribution of single-cell growth rates for cells growing exponentially at the single-cell level. We
find that for weakly correlated single-cell growth rates, the variability of the single-cell growth rates
is detrimental to the population. When the correlation coefficient of mother-daughter cells’ growth
rates is above a certain threshold, the variability becomes beneficial.
Introduction - Even within a genetically identical pop-
ulation, phenotypes at the single-cell level can exhibit
significant fluctuations [1, 2]. A notable example is the
fluctuating generation times (also called doubling times)
[3–9]. Recent theoretical and experimental works sug-
gest that the phenotypic heterogeneity in gene expression
levels can enhance the population’s fitness, e.g. through
bet-hedging in a fluctuating environment [10–15]. There-
fore, it is natural to ask how the cell-to-cell variability in
generation times at the single-cell level affects the popu-
lation’s fitness. In conditions where cells proliferate with
adequate resources, the number of cells increases with
time as N(t) ∼ eΛpt. The population growth rate Λp is
often the dominant trait determining the fitness of the
population [16–18]. Early seminal work by Powell [19]
concluded that the fluctuation in generation times given
a fixed mean increases the population growth rate with
the assumption that the generation times of mother and
daughter cells are uncorrelated. This independent gener-
ation time assumption leads to analytical solvable mod-
els, but is also challenged by recent experimental obser-
vations showing a finite correlation between mother and
daughter cells’ generation times [6, 20–22]. A finite cor-
relation between mother and daughter cells’ generation
times is an unavoidable result given the fact that the
cell volume grows exponentially at the single-cell level
[4, 21, 23]: assuming independent generation times and
constant single-cell growth rates, the cell volumes will
diverge as the noise in the generation times accumulates
[24, 25], inconsistent with the bounded distributions of
cell volumes [21, 26].
Recent numerical and experimental works show that a
positive correlation between mother and daughter cells’
generation times increases the population growth rate
[27], however, a theoretical understanding of these empir-
ical or numerical observations is lacking. In this work, we
consider a general model in which a finite correlation ex-
ists between the generation times of mother and daughter
cells. We derive an exact expression for the population
growth rate and corroborate the theoretical predictions
using numerical simulations. We then apply our model to
the typical biological situation in which the cell volume
of single cells grows exponentially. Within this biolog-
ical scenario, we find that the variability in single-cell
growth rates is more fundamental than the fluctuation
in generation times, and the only phenotype that affects
the population growth rate is the distribution of single-
cell growth rates. Whether the variability in single-cell
growth rates is beneficial or detrimental to the popula-
tion depends on how strong the correlation of the mother
and daughter cells’ growth rates is. A critical correlation
coefficient of mother and daughter cells’ growth rates is
found analytically, below (above) which the variability of
single-cell growth rates decreases (increases) the popu-
lation growth rate. Finally, we discuss the evolutionary
conditional probability
FIG. 1. We consider a population tree starting from a single
cell with generation time τ . h(τ ′|τ ) is the conditioned distri-
bution of generation times given the mother cell’s generation
time is τ . The lineage distribution of generation times (f(τ ))
is based on the statistics of all cells along a single lineage,
e.g., the blue lineage. In the independent generation time
model, h(τ ′|τ ) = f(τ ′). The number of cells in a snapshot
(the dashed line) increases exponentially in the steady state,
with an amplitude determined by the initial condition: the
generation time of the ancestral cell.
2implications of our results.
Previous theories [6, 19] corresponds to the special case
when the correlation between mother and daughter’s gen-
eration times is zero. Each cell has a random generation
time drawn independently from a distribution, f(τ) when
it is born. The resulting formula of the population growth
rate is [19]:
2
∫
∞
0
e−Λpτf(τ)dτ = 1. (1)
From the above formula, one can prove that the single-
cell variability in generation times always enhances the
population growth rate given a fixed mean generation
time [6]. As a concrete example, consider the case where
f(τ) is normally distributed with mean 1 and variance
σ2τ . From Eq. 1 one finds:
Λp =
2 ln(2)
1 +
√
1− 2 ln(2)σ2τ
, (2)
which increases as the variability increases. However, it
is a priori not obvious how the population growth rate
changes if there is a finite correlation between the mother
and daughter cells’ generation times. In the following, we
introduce a general model incorporating a finite correla-
tion between mother and daughter cells.
Correlated generation times - We consider a model in
which the generation times of the mother (τ) and daugh-
ter cells (τ ′) are coupled through an autoregressive pro-
cess (also called the discrete Langevin model) [26, 28],
τ ′ = aτ + b+ ξ. (3)
Here a, b are constant, and ξ is a normally distributed
noise with zero mean and variance σ2ξ . One may con-
sider the distribution of generation times along a single
lineage, denoted as the lineage distribution f(τ), e.g.,
the blue lineage marked in in Fig. 1. We set the aver-
age generation time along a lineage as the unit of time.
Therefore 〈τ〉 = 1, and b = 1 − a. The variance of gen-
eration time becomes σ2τ = σ
2
ξ/(1 − a
2), from which one
can see that a ranges from −1 to 1 [29]. One can show
that the Pearson correlation coefficient between the gen-
eration times of mother and daughter cells is a and the
sister-sister correlation coefficient is a2. Other types of
generation time distributions can also be defined, e.g.,
the tree distribution f0(τ), which is based on the statis-
tics of all cells in the tree including the “branch cells”
which have already divided (green circles) and the “leaf
cells” which are currently present (red squares), see Fig.
1.
While the total number of cells always grows exponen-
tially with a constant population growth rate indepen-
dent of the initial condition, the initial condition deter-
mines the transient dynamics before reaching the steady
state and we can define the amplitude of the growing
population as
N(t) = A(τ) exp(Λpt), (4)
where A(τ) depends on the generation time of the first
ancestral cell, τ , see Fig. 1. The probability distribution
of the generation times of the daughter cell is conditioned
on the mother cell’s generation times, h(τ ′|τ). Using
the self-similarity of the population tree, we obtain the
recursive equation,
A(τ) = 2
∫
∞
0
e−ΛpτA(τ ′)h(τ ′|τ)dτ ′.
Given h(τ ′|τ), there appear to exist a unique set of Λp
and A(τ) (up to a multiplicative factor for A(τ)) that sat-
isfy the above equation. To further simplify the problem,
we define B(τ) = A(τ) exp(Λpτ) and obtain
B(τ) = 2
∫
∞
0
e−Λpτ
′
h(τ ′|τ)B(τ ′)dτ ′. (5)
Since the unknown variable Λp enters the integral the
above recursive equation is challenging to solve in gen-
eral, therefore making it hard to gain any intuition on
the effects of correlated generation times [19].
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FIG. 2. Numerical simulations of the population growth based
on Eq. (3). a is the correlation coefficient between the gener-
ation times of mother and daughter cells. στ is the standard
deviation of generation times. Λp is the population growth
rate. The solids lines are the theoretical predictions, Eq.
(6b). Here, the mean generation time is fixed to be 1 and
the variability in generation times and the positive correlation
between mother and daughter cell’s generation times always
increases the population growth rate.
Fortunately, we find that within our model of corre-
lated generation times, we are able to find the exact so-
lution. From Eq. (3) it follows that [29]:
h(τ ′|τ) =
1√
2piσ2ξ
exp
(
−
−(τ ′ − aτ − b)2
2σ2ξ
)
.
3The key idea is to introduce an ansatz: B(τ) =
exp(−Cτ), with an unknown parameter C to be deter-
mined. Direct evaluation of the right hand side of Eq.
(5) leads to
C =
aΛp
1− a
, (6a)
Λp =
2 ln(2)
1 +
√
1− 2 ln(2)σ2τF (a)
, (6b)
with F (a) = (1 + a)/(1 − a). Indeed, the population
growth rate monotonically increases as the correlation co-
efficient a increases given a fixed mean generation time,
consistent with previous simulations [27]. In the Supple-
mentary Information (SI), we discuss in detail the tree
distribution of generation times and its exact solution.
We simulate an asynchronous growing population based
on Eq. (3) and compute the resulting population growth
rate Λp (see details in SI). The numerical results match
the theoretical prediction, Eq. (6b) well (Fig. 2). Nu-
merical tests on A(τ) are shown in the SI, which match
the theoretical prediction as well.
Random growth rate model - Recent single-cell mea-
surements show that the growth of cell volume is often
exponential. These include bacteria [3, 4, 21, 23], ar-
chaea [9], budding yeast [23, 30–33] and mammalian cells
[23, 34]. In the following, we apply our model to the case
in which the generation time is set by the exponential
growth of cell volume. In the simplest scenario, we as-
sume the cell volume is perfectly regulated so that each
cell divides at the cell volume Vd = 2 symmetrically.
Therefore the generation time is equal to τ = ln(2)/λ,
where λ is the single-cell growth rate. To introduce a
correlation between mother and daughter cells, we de-
note λ and λ′ as the growth rates of the mother and
daughter cells. We assume that the logarithms of growth
rates follow the discrete Langevin model [35]:
ln(λ′) = Cλ ln(λ) +Bλ + η. (7)
Here Cλ is the correlation coefficient of ln(λ). We choose
Bλ as a constant to make the mean growth rate along
a lineage equal to 1. η is a normally distributed noise
with zero mean and variance σ2η. We denote the variance
of logarithmic growth rate along a lineage as σ2λ and the
correlation coefficient between the generation times of
mother and daughter cells as Cτ .
Since the variability in generation times arises exclu-
sively from the variability in growth rates, we call this
the “random growth rate model”. We call the previous
model in which the generation time itself follows the dis-
crete Langevin model, Eq. (3), “the random generation
time model”. We test if the analytical results of the ran-
dom generation time model can be applied to the random
growth rate model. We compare the numerical results
with the theoretical prediction Eq. (6b). Here the mean
generation time is not equal to 1, therefore Λp → Λp〈τ〉
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FIG. 3. In this figure, the variability in generation times
arises only from the variability in single-cell growth rates.
(a) The normalized population growth rate Λp〈τ 〉/ ln(2) v.s.
σ2τ/〈τ 〉
2 1+Cτ
1−Cτ
. Each symbol represents a different Cλ with
changing σλ. All the data collapse on the solid line, which is
the theoretical prediction from the random generation time
model, Eq. (6b). The inset shows the lineage distribution of
generation times at σλ = 0.25, which is non-Gaussian. (b) Λp
v.s. σλ using the same data as in (a). The black lines are the
theoretical prediction, Eq. (8).
and στ → στ/〈τ〉 (note that 〈τ〉 → ln(2) in the limit
σλ → 0 and increases as σλ increases.) We find good
agreement (Fig. 3a) even though the lineage distribution
of generation times is clearly non-Gaussian (inset of Fig.
3(a)).
We now consider a small σλ. In this limit, the gen-
eration time distribution can be well approximated by
a Gaussian distribution, therefore we can compute the
mean and variance of generation times based on σλ. The
correlation coefficient of generation times is equal to the
correlation coefficient of growth rates, Cτ ≈ Cλ. Using
Eq. (6b), we obtain the asymptotic expression of the
population growth rate
Λp = 1−
(
1−
ln(2)
2
1 + Cλ
1− Cλ
)
σ2λ. (8)
From the above equation, we find a critical correlation co-
4efficient of single-cell growth rates, Cλ =
2−ln(2)
2+ln(2) ≈ 0.5,
separating two scenarios: if Cλ < 0.5, the variability in
single-cell growth rates decreases the population growth
rate; in contrast, if Cλ > 0.5, the variability in single-cell
growth rates increases the population growth rate. This
result is consistent with our previous numerical and em-
pirical finding [24]. We compare the numerical results of
Λp with the asymptotic expression of Λp, Eq. (8) (black
lines) in Fig. 3(b) and again get satisfying agreement.
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FIG. 4. (a) In the presence of finite time-additive noise (σξ =
0.1), the population growth rate does not follow the prediction
of the random generation time model, Eq. (6b). Here each
symbol represents one Cλ with different σλ. (b) However, the
population growth rate v.s. σλ can be nicely explained by the
random growth rate model, Eq. (8), even in the presence of
finite time-additive noise.
Next we explore the application of our model to a more
general scenario in which multiple sources can contribute
to the fluctuations in generation times. To do this, we
introduce the “adder” model of cell size regulation,
Vd = Vb + V0.
Here V0 is a constant, Vb is the cell volume at cell birth,
and Vd is the attempted cell volume at division [26, 28].
The adder model of cell volume at division has been con-
firmed in many microorganisms [4, 5, 9, 21, 26, 28]. Now
the generation time becomes
τ =
1
λ
ln(
Vd
Vb
) + ξ.
The time-additive noise ξ satisfies a normal distribution
with zero mean and variance σ2ξ . If the variability in
generation time is dominated by the time-additive noise,
the mother-daughter correlation of generation times is
−1/2, and the sister-sister correlation is 1/2 [21, 24, 26].
So the random generation time model does not apply to
the situation when there is time-additive noise. In Fig.
4(a), we show the numerical results of Λp in this case do
not collapse on the theoretical prediction from Eq. (6b).
However, we find that the formula Eq. (8) from the ran-
dom growth rate model without time-additive noise pro-
vides a good approximation to the numerical values of
Λp (Fig. 4b). This finding suggests that the population
growth rate only depends on the distribution of single-cell
growth rates and is independent of other sources of noise
to an excellent approximation. Therefore to compute the
population growth rate of an exponentially growing pop-
ulation, one only needs the statistics of single-cell growth
rates and Eq. (8), while the distribution of generation
times is irrelevant for cells which grow exponentially at
the single-cell level. In the SI, we argue that the time-
additive noise only adds a high-order correction to the
population growth rate (proportional to σ2ξσ
2
λ) based on
a Taylor expansion argument.
Discussion - In this work, we propose the discrete
Langevin model of generation time dynamics (random
generation time model), and succeed in finding an ana-
lytical solution of the population growth rate. Our ana-
lytical solution rigorously shows that a positive correla-
tion between mother and daughter cells’ generation times
increases the population growth rate given a fixed mean
generation time. We then apply our theory to the bio-
logical scenario in which the cell volume grows exponen-
tially (random growth rate model). Even in the cases
in which there are multiple sources of noises, the pop-
ulation growth rate can still be nicely described by the
distribution of single-cell growth rates. We found that
the single-cell growth rate variability lowers the popula-
tion growth rate when the growth rate correlation is lower
than a threshold value of about 1/2. For strongly cor-
related growth rates, variability enhances the population
growth.
Since the population growth rate is often the main trait
that is under evolutionary selection [16–18], our results
have an intriguing evolutionary implication. For those
organisms with a strong memory in growth rates be-
tween mother and daughter cells, the heterogeneity in
growth rates is evolutionary favorable, while for organ-
isms with a weak correlation between growth rates, evo-
lutionary selection tends to minimize the heterogeneity
in growth rates. Our theoretical results shed light on the
evolutionary origin of the small fluctuations of single-
5cell growth rates often observed in bacterial populations
(standard deviation/mean ≈ 0.08), considering the cor-
relation coefficients of growth rates between mother and
daughter cells are typically small [24]. Since the cell vol-
ume of cancer cells also grows exponentially [23], our re-
sults may shed light on the evolutionary dynamics of can-
cer cells as well.
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FIG. A.1. (a) The amplitude of the exponential growth of the
population v.s. the generation time of the first cell. The error
bar is the standard deviation of 30 samples. (b) The numerical
results of the generation time distributions. The simulated
tree distribution (circle) matches the theoretical predicted one
(solid line). (c) Another way to test the theoretical prediction
by looking at the ratio between f0(τ ) and f(τ ). The black
line is the theoretical prediction from Eq. (A.1). In both (b)
and (c), στ = 0.2.
(a) Numerical simulation details
We simulate an asynchronous population and compute
the resulting population growth rate. For the random
generation time model, the simulation starts from a sin-
gle cell with a random generation time sampled from
a Gaussian distribution with mean 1 and variance σ2ξ .
For the random growth rate model, the simulation starts
from a single cell with a random growth rate and the
logarithm of its growth rate is sampled from a Gaussian
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FIG. A.2. (a) Λp v.s. the variance of time additive noise,
σ2ξ . The single-cell growth rate variabilities are indicated in
the legend. The black lines are linear fittings based on Eq.
(A.2). Here Cλ = −0.5, α = 1. (b) The fitted C2 coefficients
as function of Cλ and α.
distribution with zero mean and variance σ2η/(1 − C
2
λ).
The population growth rate in the exponentially growing
phase is independent of the initial conditions. We run
the simulation until there are N = 5 × 106 number of
cells, and compute the population growth rate using the
data in the final window with a time interval ∆t = 5.
(b) Analytical solution of the tree distribution of
generation times
In Ref. [24], we show that the tree distribution f0(τ) is
distinct from the lineage distribution f(τ) in the presence
of finite correlation between mother and daughter cells.
In general, the formula to compute the population growth
rate is
2
∫
∞
0
e−Λpτf0(τ) = 1.
7Even though Powell did not explicitly point out the phys-
ical meaning of f0(τ), he managed to derive a recursive
equation of f0(τ) [19],
f0(τ) = 2
∫
∞
0
e−Λpτ
′
h(τ |τ ′)f0(τ
′)dτ ′,
However, he failed to propose any analytical results from
the recursive equations, or any intuition to interpret the
finite correlation. We analytically find that the tree
distribution of generation times f0(τ) is normally dis-
tributed as the lineage distribution f(τ) with the same
variance but with a different mean
〈t〉0 =
1 + a
√
1− 2 ln(2)1+a1−aσ
2
τ
1 + a
, (A.1)
and when a = 0, 〈t〉0 = 1 as expected. We find that
a positive a tends to bias the tree distribution towards
cells with shorter generation times, consistent with the
prediction that a positive correlation between generation
times of mother and daughter cells increases the popula-
tion growth rate.
(c) Numerical simulations of A(τ ) and f0(τ )
We also compute the amplitude of the exponential
growth A(τ) by simulating an population starting from
a single cell with generation τ . The results are averaged
over 30 samples, consistent with the theoretical predic-
tion, A(τ)/A(0) = e−Λpτ/(1−a) (Fig. A.1(a)). Finally,
we compute the tree distribution f0(τ) by gathering the
data of all cells on the tree. Again, the resulting f0(τ)
matches the prediction well (Fig. A.1(b,c)).
(d) High-order correction of the population growth
rate
In the main text, we show that the asymptotic for-
mula of population growth rate derived from the random
growth rate model without time-additive noise provides
a very good approximation to the situation even with fi-
nite time-additive noise. Here we generalize the cell size
regulation parameter introduced in the main text to the
more general case controlled by a continuous parameter
0 < α ≤ 1,
Vd = 2(1− α)Vb + 2αV0.
Here V0 is a constant, Vb is the cell volume at cell birth,
and Vd is the attempted cell volume at division. We
have shown before that for small σ2λ, the size regulation
parameter, α does not affect the population growth rate
[24].
The population growth rate is a function of the three
variables σλ, σξ and α. It seems plausible, however, that
it will be a differentiable function of α and the two vari-
ances σ2ξ and σ
2
λ : for instance, when the growth rate
and time-additive noise are normally distributed, it is
the variance which enters the formula for the distribu-
tion. Under this assumption we have Λp = Λp(α, σ
2
ξ , σ
2
λ)
and we may proceed to perform a second order Taylor ex-
pansion of this multivariate function. Since for σλ = 0 we
know that the population growth rate much be strictly
equal to the single-cell growth rate and independent of
α and σξ, the lowest order contribution of σξ must be of
the form C2(Cλ, α)σ
2
ξσ
2
λ. Therefore we have:
Λp(α, σ
2
λ, σ
2
ξ ) ≈ 1− C1(Cλ)σ
2
λ + C2(Cλ, α)σ
2
ξσ
2
λ. (A.2)
The first two terms are the same as Eq. (8) in the main
text. Cλ is the correlation coefficient between the loga-
rithms of growth rates introduced in Eq. (7) in the main
text.
Because σξ is on the order 0.1 in general [21], the high-
order correction typically contributes a negligible correc-
tion to the second term, which makes it hard to detect
numerically. We numerically fit Λp to the ansatz Eq.
(A.2), and plot the resulting C2 as function of Cλ and α
(Fig. A.2).
