We have developed correlations for the Henry's constant k H and the vapor-liquid distribution constant K D for 14 solutes in H 2 O and seven solutes in D 2 O. The solutes considered are common gases that might be encountered in geochemistry or the power industry. Solubility data from the literature were critically assessed and reduced to the appropriate thermodynamic quantities, making use of corrections for nonideality in the vapor and liquid phases as best they could be computed. While the correlations presented here cover the entire range of temperatures from near the freezing point of the solvent to high temperatures approaching its critical point, the main emphasis is on representation of the high-temperature behavior, making use of asymptotic relationships that constrain the temperature dependence of k H and K D near the critical point of the solvent.
Introduction
The solubilities of gases in water, and their distribution between coexisting vapor and liquid phases, are important in a variety of contexts. Aqueous gas solubilities are needed for design calculations in chemical processing and for many geochemical studies. In steam power plants, the distribution of solutes between water and steam is important. In hydrothermal systems, corrosion often depends on the concentration of solutes. For many gases, accurate measurements of solubility exist at temperatures near 25°C, but data at higher temperatures are much more sparse and scattered. Since many of the important applications are at high temperatures, there is a need for evaluated data and careful correlation to provide scientists and engineers with the best possible data at high-temperature conditions.
The fundamental thermodynamic quantity describing the solubility of a gas in a liquid is the Henry's constant k H , defined by k H ϭ lim
where f 2 and x 2 are, respectively, the liquid-phase fugacity and mole fraction of the solute. While this definition can be applied at any state of the solvent, in this work we restrict our attention to vapor-liquid equilibrium conditions in single solvents, so that k H is a function only of temperature along the saturation curve of the solvent. A related quantity is the vapor-liquid distribution constant K D , defined by
where y 2 is the vapor-phase solute mole fraction in equilibrium with the liquid. Fernández-Prini and Crovetto ͑1989͒ examined solubility data as a function of temperature for ten nonpolar gases in ordinary water ͑which we will call H 2 O, despite the fact that it is not isotopically pure͒ and seven in heavy water (D 2 O). They converted the data to Henry's constants and fitted them to a polynomial. The correlations from that work were adopted as a Guideline by IAPWS, the International Association for the Properties of Water and Steam ͑IAPWS, 1995a͒. Several factors suggest the need for a revision at this time.
First, more is understood about the behavior of k H at high temperatures, particularly in the neighborhood of the critical point of the solvent. Japas and Levelt Sengers ͑1989͒ derived linear relationships, valid in the vicinity of the solvent critical point, relating both k H and K D to the solvent density. The relationship for k H was exploited ͑Harvey and Levelt Sengers, 1990; Harvey, 1996͒ to produce correlations that were better able to fit Henry's constant data at high temperatures and that had superior extrapolation behavior. Revised formulations should take advantage of this advance rather than relying on polynomials with little physical basis.
Second, better methods are available for reducing hightemperature solubility data to Henry's constants. These methods, some of which have been presented previously ͑Fernández- Prini et al., 1992; Alvarez et al., 1994͒ , will be discussed in a subsequent section.
Third, additional data exist for some aqueous systems, including a few systems not included in the original work of Fernández-Prini and Crovetto ͑1989͒. We are now able to produce correlations for four additional solutes in H 2 O.
Fourth, new standards have been adopted for the representation of both the thermodynamic temperature scale ͑Preston-Thomas, 1990͒ and the thermodynamic properties of pure water ͑IAPWS, 2000a; Wagner and Pruß, 2002͒ . While neither of these changes is likely to make a significant difference within the uncertainty to which high-temperature Henry's constants are known, it is still desirable to be consistent with the latest standards.
Finally, we mention that correlations for K D for ten solutes in H 2 O were produced by Alvarez et al. ͑1994͒ and later adopted as an IAPWS Guideline ͑IAPWS, 2000b͒. This work did take advantage of the theoretical advance of Japas and Levelt Sengers ͑1989͒, and is therefore less in need of revision. However, we revise it here in order to add more solutes and reevaluate some data for the old solutes, and to produce correlations for k H and K D that are based on the same data.
The purpose of this work is to provide reliable values for k H and K D for applications at high temperatures. The highly precise k H data available for many aqueous solutes between approximately 0 and 60°C are not described to within their uncertainty by the correlations presented in this work. Those whose interest is confined to this temperature range should not use our correlations; instead they should use the smoothing equations for k H in the papers ͑referenced in the next section͒ where these high-quality measurements are reported.
Data Sources
For many solutes, there have been numerous studies, of widely varying quality, of their solubility in water near 25°C. In the past 30 years, techniques have been developed ͑Battino, 1989͒ for highly accurate measurement of solubili-904 904 FERNÁ NDEZ-PRINI, ALVAREZ, AND HARVEY ties of gases in water at low temperature and nearatmospheric pressure, rendering most earlier work obsolete. In systems where such high-quality studies have been performed, we relied exclusively on those data over the temperature range they covered. For the few systems considered where such studies do not exist, we chose one or more studies of solubility versus temperature that we believed to be most reliable, in some cases relying on existing critical evaluations ͑Battino and Wilhelm, 1981; Carroll and Mather, 1989; Crovetto, 1991; Carroll et al., 1991͒. At higher temperatures, we began with the bibliography collected by Fernández-Prini and Crovetto ͑1989͒. This was supplemented by literature searches for data that were too recent to be included in that work, and for data on additional solutes. In many cases, studies with high-temperature data also contained measurements at lower temperatures covered by the previously mentioned high-precision data. In these cases, we included their low-temperature points in the data to be fit, although in many cases they were ultimately discarded as outliers in the fitting process.
The high-precision data at low temperatures were obtained with solute partial pressures p 2 that generally did not exceed atmospheric pressure. At high temperatures, the values of p 2 are usually larger. We refer to these two experimental techniques as the low-temperature and the high-temperature methods, respectively. It should be noted that some studies have employed the ''high-temperature'' method also at low temperatures.
Reported temperatures were converted to the ITS-90 temperature scale by standard procedures. Often, the temperature scale used for the measurements was not reported, so it was inferred by the date of the publication. Temperature-scale differences are only non-negligible compared to experimental uncertainties for the high-precision, low-temperature data, but all data were converted to ITS-90 for the sake of consistency. Table 1 shows all the data sources used in this study for solutes in H 2 O. The preferred low-temperature sources are listed first for each solute; other sources are then listed in chronological order. Table 2 contains the same information for solutes in D 2 O. We are not aware of any solubility studies for gases in tritium oxide (T 2 O), but we did not make a thorough search for such data.
Conversion of Data to k H and K D

Thermodynamic Relations
In order to determine k H or K D as defined by Eqs. ͑1͒ and ͑2͒ from gas solubility data, a thorough thermodynamic description of the binary gas-liquid equilibrium is needed. This level of description is necessary when the goal is to cover the complete range of existence of the liquid solvent, from its triple-point temperature T t to its critical temperature T c1 . Close to T t , the gas phase consists mainly of the gaseous solute, while close to T c1 the two fluid phases become progressively similar in density and composition. At higher temperatures, the solvent often predominates in the gas phase due to its high vapor pressure; this is especially true of aqueous systems because the critical pressure p c1 is much larger for water ͑and D 2 O) than for most other liquids. Finally, at T c1 , the gas and liquid phases become identical and K D ϭ1. The calculation of k H at lower temperatures is much simpler, because many simplifying assumptions can be made based on the large difference between the properties of the vapor and the liquid phases; this is not possible at higher temperatures where the vapor pressure of the solvent is large.
The starting point for the thermodynamic analysis is the equality of chemical potentials of each component in the coexisting phases. For the solvent, this produces ͑Fernández-Prini and Crovetto, 1989͒
where 1 (T) and 1 *(T) are the standard chemical potentials of the solvent in the vapor and in the pure liquid, respectively, R is the molar gas constant, and p ϭ0.1 MPa is the standard-state pressure; f 1 is the fugacity of the solvent in the vapor, and a 1 R is its activity in the liquid using the Raoult activity scale; and p 1 * is the vapor pressure and V 1 * the molar volume of the pure solvent. Because the gaseous solutes that we consider in this work are only slightly soluble in water, it may be assumed for all practical purposes that a 1 R Х1, so that Eq. ͑3͒ becomes ln
where 1 is the fugacity coefficient of the solvent in the coexisting vapor and 1 * is the fugacity coefficient of the pure solvent at saturation. For the solute, the condition of equilibrium between the two coexisting phases, using Henry's ͑unsymmetric͒ activity scale for the liquid phase, is
where 2 ϱ and V 2 ϱ are the chemical potential and partial molar volume of the solute in its standard state of infinite dilution, and a 2 H is the activity of the solute in the solution according to the unsymmetric Henry scale ͑O'Connell, 1977͒. The activity of the solute can be expressed as the product of an ideal factor (x 2 ) and a nonideal factor ͑activity coefficient ␥ 2 H ), so that a 2 H ϭx 2 ␥ 2 H . From the relation between the standard states for gases and for solutes at infinite dilution ͑Fernández-Prini et al., 1992͒ contained in Eq. ͑5͒, we get 905 905 HENRY'S CONSTANTS AND VAPOR-LIQUID DISTRIBUTION CONSTANTS 
In this way, the mole fraction gas solubility can be related to the other quantities by
Combining Eqs. ͑4͒ and ͑7͒, the full expression for k H is obtained:
͑8͒
If we take x 2 →0 in Eq. ͑7͒, so that p→p 1 * , ␥ 2 H →1 and 2 → 2 ϱ , we get
͑9͒
Hence, from Eq. ͑2͒
͑10͒
The procedure employed in this work has been to calculate k H from the experimental data (p,T,x 2 ) and then obtain K D from Eq. ͑10͒. The primary expression to calculate Henry's constant from the data is Eq. ͑8͒; several factors in this equation require comments. The Peng-Robinson ͑1976, 1980͒ equation of state has been used to calculate the fugacity coefficients together with Eq. ͑4͒ to determine the gas-phase composition. Apart from the three experimentally determined quantities (p,T,x 2 ), it is necessary to calculate the fugacity coefficients, the Poynting corrections
RT dp ͪ and the corrections for solute-solute interactions that are reflected in ␥ 2 H . These last two corrections are small at low temperatures, and the latter is even negligible below 523 K for most slightly soluble gases, but at high temperatures they cannot be neglected. The reason these two correction terms become important at high temperatures is that both V 2 ϱ and ␥ 2 H diverge to infinity at the critical point of the solvent ͑Fernández-Prini and Japas, 1994͒.
There were exceptions to the calculation procedure described above for some data sets. Most notably, for the solutes CO 2 and H 2 S, which are much more soluble than the other gases we considered, the activity coefficient ␥ 2 H affects the data at much lower temperatures due to larger values of x 2 and therefore could not be neglected even at the lower temperatures where it was neglected for other solutes.
Data Processing
The input used to calculate k H was the set of experimental p, T, x 2 values; whenever these three variables were not directly reported by the authors, they were calculated from the information provided in the sources. The Peng-Robinson ͑1976, 1980͒ equation of state was used to calculate the fugacity coefficient in the vapor phase for the mixtures with the mixing parameters reported by Fernández-Prini and Crovetto ͑1989͒. For the gases that were not analyzed in that article ͑CO, CO 2 , H 2 S, SF 6 ), the ␦ i j mixing parameter was taken as 0.5, which was the value observed for the majority of the gas-water systems studied previously.
For those gases whose solubility has been reported over a range of pressure at each temperature, k H could be calculated by extrapolation as suggested by its definition in Eq. ͑1͒, although it is often observed that in these cases the data cannot be extrapolated with sufficient precision to determine k H accurately. On the other hand, the majority of the gas solubility data available in the literature correspond to single points at each temperature, so that extrapolation cannot be used as a general procedure to calculate k H . Therefore, it is necessary to calculate Henry's constant with Eq. ͑8͒. In order to use this equation, it is necessary to calculate the corrections included in the right side of Eq. ͑8͒. This requires knowledge of both the partial molar volume of the solutes at infinite dilution, V 2 ϱ , and the activity coefficient of the solute, ␥ 2 H . Calculation of these two corrections is described in Appendix A.
For the systems for which isothermal solubilities exist over a pressure range, with the exception of CO 2 and H 2 S ͑see below͒, we used Eq. ͑8͒ to calculate k H from the solubility data at each pressure; the average values of k H at each temperature were used as input in the fitting procedure. As will be discussed in Section 3.4, in all cases we have checked the consistency of the fitted data with the known asymptotic relation for K D and also, when possible, with an alternative procedure to calculate the equilibrium distribution constant of the gaseous solutes.
Whenever the high-temperature experimental method was used to study the more soluble gases, the correction for the solute's activity coefficient was significant in comparison with the experimental uncertainty at all temperatures. In the 907 907 HENRY'S CONSTANTS AND VAPOR-LIQUID DISTRIBUTION CONSTANTS present work, there were two gases of this type: CO 2 and H 2 S. We dealt with each of these binary systems in a different manner because there are many more data for CO 2 than for H 2 S. For carbon dioxide, there are several sets of data at low temperature, but, with the exception of the studies of Morrison 
Low-Temperature Data
The corrections required to calculate k H from solubility data at low temperatures and pressures ͑i.e., employing the low-temperature method͒ are small and relatively simple to deal with; the activity coefficient of the solutes in the solution can usually be ignored. However, for those lowtemperature data taken with high-precision apparatus, vapor fugacity corrections are significant compared to the precision of the data. Fortunately, in almost all cases the authors of these studies had already made a vapor fugacity correction, so we took their reported Henry's constants directly. For the few remaining systems, we applied the Peng-Robinson equation as described in the previous section.
Asymptotic Behavior and Consistency Verification
To obtain formulations that can be extrapolated with some confidence beyond the experimental temperature range, it is important to have asymptotic relationships for k H and K D . Experimental data in the near-critical range are scarce and have larger uncertainties, and in that region the solubilities depend strongly on temperature. Japas and Levelt Sengers ͑1989͒ derived the asymptotic density and temperature de-pendence of ln k H and ln K D . This was an important contribution to establish the most useful functional form for correlating these two quantities. The asymptotic equations they derived are linear in the density of the saturated liquid solvent 1 * (1):
͑13͒ C 1 is the derivative ͑at constant T and V) of the residual Helmholtz energy ͑the nonideal part of the Helmholtz en-ergy͒ with respect to x 2 at the critical point, and c1 is the critical density of the solvent. Japas and Levelt Sengers ͑1989͒ observed that, for aqueous and nonaqueous binary solutions, the linearity extended for an unexpectedly large range; since then, this feature has been verified for many systems ͑Harvey and Levelt Sengers, 1990; Alvarez et al., 1994͒ . Equations ͑12͒ and ͑13͒ provide important means of describing the thermodynamic properties of solutes at infinite dilution near the solvent's critical point. Equation ͑13͒ has the added advantage that ln K D must be zero at T c1 , giving an exact point for the extrapolation of data to the solvent critical point. The derivative (‫ץ‬p/‫ץ‬x 2 ) T,V ϱ,c in Eqs. ͑12͒ and ͑13͒, known as the Krichevskii parameter, is taken at infinite dilution at the critical point of the solvent.
Equation ͑13͒ has proved very useful in evaluating some data. Figure 1 illustrates the case of the H 2 -H 2 O binary system, where the data of Jung ͑1968; Jung et al., 1971͒ are shown not to extrapolate to the limit T ln K D ϭ0 as they should ͑and as other data do͒; this led us to disregard those data.
For those systems for which there were good phasediagram studies, we made use of another thermodynamic relationship to verify the consistency of the calculations of k H and K D . This relationship connects K D to the change of pres- 
In order to use Eq. ͑14͒ to calculate K D , it is necessary to know (‫ץ‬p/‫ץ‬x 2 ) T, ϱ , where subscript indicates that the derivative is taken along the curve of phase coexistence. Equation ͑14͒ has the advantage of being free from any approximations or models, so that if the data allow a proper extrapolation of (‫ץ‬p/‫ץ‬x 2 ) T, to infinite dilution, Eq. ͑14͒ will yield the correct value of the distribution constant. Taking into account the uncertainty of the vapor-liquid equilibrium data and the precision of the extrapolation of (‫ץ‬p/‫ץ‬x 2 ) T, , the values of K D obtained with this procedure generally have a larger uncertainty than those calculated with the procedure that makes use of Eq. ͑8͒.
We have applied Eq. ͑14͒ to those systems for which there is sufficient information to calculate (‫ץ‬p/‫ץ‬x 2 ) T, ; the values of K D obtained in this way were employed only as a guide and were not included in the K D data to be fitted. Figure 2 illustrates for the system CO 2 -H 2 O the agreement between the values of K D obtained from k H and those calculated with Eq. ͑14͒; there is good consistency between the values obtained from the complete thermodynamic treatment of solubilities and those calculated from phase-diagram information. Equation ͑14͒, along with the asymptotic relationship given by Eq. ͑13͒, have been very important for discriminating among discrepant sets of data and for validating the calculations of k H from gas solubilities from Eq. ͑8͒.
For the purpose of the present work, the use of the asymptotic relationship given by Eq. ͑13͒ has even enabled us to decide the most adequate formulation in cases where there are no data above, say, 520 K where the linear relation is valid; examples were the solutions of the gases CO, C 2 H 6 , and SF 6 .
Fitting Procedure
Henry's constants were fitted to the equation proposed by Harvey ͑1996͒: 
͑16͒
The value of the constant q is determined by the requirement that ln K D ϭ0 at TϭT c1 ; q is Ϫ0. 023 767 with a 1 ϭ2.7072, a 2 ϭ0.586 62, a 3 ϭϪ1.3069, and a 4 ϭϪ45.663.
To begin the fitting process, data were divided into two categories: ''low-temperature'' data at and below 333.15 K, and ''high-temperature'' data above that temperature. This division is arbitrary, but was convenient because it placed all the highly precise solubility data in the ''low-temperature'' category.
All k H points for a given solute in a solvent were fitted simultaneously to Eq. ͑15͒. In cases where there were many more data points at low temperatures than at high temperatures, the low-temperature points were given a smaller weight to keep them from dominating the fit; the smaller weight was chosen in these cases so that the total weights of the low-temperature and high-temperature points were simi- After each fit, the root-mean-square deviations ͑RMSDs͒ of the low-and high-temperature data were computed separately. Points in those regions that deviated from the fit by more than twice the RMSD for the region were examined more closely; if removing a point significantly decreased the RMSD, it was rejected as an outlier. Tables 1 and 2 show the number of points from each experimental study accepted in the final fit.
For each system, the values of k H included in the fit to Eq. ͑15͒ were converted into K D with Eq. ͑10͒ and then fitted to Eq. ͑16͒ with a procedure analogous to that employed for Henry's constants. Table 3 gives the parameters for the fits of k H to Eq. ͑15͒ for solutes in H 2 O, along with the minimum and maximum temperatures covered by the fit. The RMSDs of the fits in the low-and high-temperature regions, along with the number of accepted points in each region, are given in Table 4 . The same information is given in Tables 5 and 6 for the fits of K D to Eq. ͑16͒. The minimum and maximum temperatures and number of low-and high-temperature points are not included in Tables 5 and 6 since they are identical to the values in  Tables 3 and 4 . In the remainder of this section, we will discuss the results in H 2 O by category of solute, followed by presentation and discussion of the results for solutes in D 2 O, followed by some comments on solutes that we did not include in this work.
Results and Discussion
Noble Gases in H 2 O
The solubilities of He, Ne, Ar, Kr, and Xe in H 2 O at low temperatures are all well determined by at least one thorough, high-quality experimental study. Equation ͑15͒ fits k H for all these systems well at low temperatures, with the exception of krypton where the RMSD is worse by approximately a factor of 2.
At high temperatures, all the noble gases except for helium are covered by both the data of Potter and Clynne ͑1978͒ and of Crovetto et al. ͑1982͒ . Unfortunately, these two sources are for the most part mutually inconsistent, re- quiring us to make a ͑somewhat arbitrary͒ choice between them. Because Crovetto et al. ͑1982͒ give some reasons why the method of Potter and Clynne ͑1978͒ might be prone to error, we chose to use the data of Crovetto et al. ͑1982͒ . With this choice, good fits at high temperature were obtained for all systems. However, it would be desirable for an independent experiment to verify which results are correct for one of these systems. For helium in H 2 O, the only high-temperature data are from Potter and Clynne ͑1978͒. We therefore had no alternative but to use those data, and a good fit was achieved for both k H and K D . For the reasons given in the previous paragraph, some doubt must be attached to these results.
Diatomic Gases in H 2 O
For H 2 , our results are anchored at high temperatures by the data originally reported by Alvarez et al. ͑1988͒ and revised by Alvarez and Fernández-Prini ͑1991͒. With the exception of a few points from Pray et al. ͑1952͒, the only other data considered above 500 K were from Morris et al. ͑2001͒, who used a novel technique involving a palladium/ hydrogen electrical resistance sensor. Their results show more scatter than most studies, but agree with the Alvarez data within their scatter. We therefore kept them in the fit, though several of the points were ultimately discarded as outliers. The relatively large RMS deviations reported in Tables 4 and 6 for H 2 at high temperatures are largely due to the scatter of the data of Morris et al. ͑2001͒ . We also examined the data of Jung ͑1968; Jung et al., 1971͒, but found that the solubility data along isotherms did not extrapolate to the T ln K D limit in a reasonable manner, as illustrated in Fig. 1 . These data were therefore not included in the fit.
For N 2 , we also have thorough high-temperature data from Alvarez and Fernández-Prini ͑1991͒. All other studies ͓except for the precise low-temperature data of Rettich et al. ͑1984͔͒ are considerably older, but for the most part in agreement.
For O 2 , there are only two high-temperature data sources, but the independent results of Stephen et al. ͑1956͒ and Cramer ͑1982͒ are in fairly good agreement.
For CO, there are precise low-temperature data ͑Rettich et al., 1982͒, but the situation for high temperatures is not good. The CO data of Jung ͑1968; Jung et al., 1971͒ were determined to be unsuitable for the same reasons as for H 2 . There are three solubility studies at moderate temperatures ͑near 400 K͒ from researchers studying carbonylation reactions in aqueous mixtures ͑Dake and Chaudhari, 1985; Taqui Khan and Halligudi, 1988; Taqui Khan et al., 1989͒. Their results for CO solubility in pure H 2 O are wildly inconsistent with one another, so we did not use any of them. Finally, there are the data of Gillespie and Wilson ͑1980͒. This was an engineering study with less precision than many studies. For this reason, we chose not to use their data for other systems ͓H 2 , N 2 , and CH 4 and CO 2 from Gillespie and Wilson ͑1982͔͒ where we had a plentiful amount of data we considered to be superior. We did not have this luxury for CO, so we processed their data at the five temperatures reported. The lowest temperature was in the range covered by Rettich et al. ͑1982͒ ; while reasonably consistent with those more precise data, the corresponding point was discarded as an outlier in the fitting process. A plot of T ln K D versus water density, like that shown in Fig. 1 for the H 2 -H 2 O system, suggested that the highest-temperature point was significantly in error, so it was discarded as well. The remaining three points provide the entire high-temperature basis for our correlation. The quite low RMS deviation reported in Table 4 is an artifact of the small number of points; the correlation for CO must be regarded as tentative due to the paucity of reliable data.
Other Solutes in H 2 O
The solubility of CO 2 in water has been extensively studied at all temperatures, but there are no high-precision values of k H at low temperatures. This seemingly surprising situation can be attributed to the higher solubility of CO 2 , which requires corrections for the activity coefficient of the solute to derive k H even when its partial pressure is near atmospheric pressure ͑this difficulty is even more acute for H 2 S). At high temperatures, there is some scatter among the different data sources, but we had no grounds for discarding any of them completely. This scatter, perhaps in part due to the increased difficulty of determining k H for CO 2 from the experimental data because its solubility is greater, is reflected in the somewhat higher RMSD values for CO 2 compared to most other solutes.
For H 2 S, data of high accuracy extend only up to approximately 450 K ͑Lee and Mather, 1977͒. The data of Suleimenov and Krupp ͑1994͒ extend to high temperatures and were included in an earlier correlation ͑Harvey, 1996͒. However, analysis of the behavior of ln K D ͑similar to that shown in Fig. 1͒ strongly suggested a systematic problem with these data, so we did not include them. The high-temperature equilibrium compositions reported by Kozintseva ͑1964͒ appear reasonable, but the partial pressures tabulated in the paper are physically unrealistic. Because of this internal inconsistency, we chose not to use these data. That left the data of Gillespie and Wilson ͑1982͒, where the same concerns apply as for the Gillespie and Wilson ͑1980͒ CO data. Therefore, our results for H 2 S must be considered tentative above about 460 K. It is, however, encouraging that our correlated values of K D appear consistent with the vapor and liquid compositions reported by Kozintseva ͑1964͒.
For both CO 2 and H 2 S, the weak ionization of the solute was ignored in all our work. This is a good assumption for solubility in neutral water, where the ionization is negligible for purposes of analyzing the experimental data. If one were considering the solubility of either of these weak acid gases in a basic solution, the ionic equilibria could not be ignored.
For CH 4 , data extend to quite high temperatures and there is fair consistency among various sources. For C 2 H 6 , almost all of the high-temperature data come from Crovetto et al. ͑1984͒. While these are described well by Eq. ͑15͒, they 911 911 HENRY'S CONSTANTS AND VAPOR-LIQUID DISTRIBUTION CONSTANTS extend only to 473 K, so there is some uncertainty for this system in the values of k H obtained with Eq. ͑15͒ for higher temperatures; this limitation is less severe for the case of K D and Eq. ͑16͒, because the limiting value at T c1 is known.
For SF 6 , the only high-temperature data are those of Mroczek ͑1997͒. While they are fitted adequately, independent confirmation would be desirable. At low temperatures, the three temperature-dependent studies we considered differ by amounts on the order of 0.1 in ln k H . In order to choose among them, we first made use of the calorimetric data of Hallén and Wadsö ͑1989͒, whose enthalpies of solution may be compared with the temperature dependence of k H . This comparison reveals that the temperature dependence of Morrison and Johnstone ͑1955͒ is clearly incorrect while the solubilities of Ashton et al. ͑1968͒ and Bullister et al. ͑2002͒ are reasonably consistent with the calorimetric data. These latter two sets are offset from one another, with Ashton et al. ͑1968͒ reporting higher solubilities. To choose between them, we made use of Park et al. ͑1982͒, who measured the solubility precisely at a single temperature near 25°C. This datum for k H agrees well with the Ashton data, but lies well below the Bullister data. When coupled with the principle that gas solubility data are more likely to be wrong in the direction of low solubility ͑higher k H ), and the apparent agreement of the Ashton data with another study from Cosgrove and Walkley ͑1981͒ that we did not use because the data were not described unambiguously, we felt justified in excluding the data of Bullister et al. ͑2002͒. We therefore used only the low-temperature data of Ashton et al. ͑1968͒ and Park et al. ͑1982͒ . It would be desirable if this system could be measured with modern high-precision techniques; experiments are likely more difficult for SF 6 because it is considerably less soluble than the other gases considered in this work.
The SF 6 data are not fitted well at the lowest temperatures ͑below about 285 K͒. This could mean that Eq. ͑15͒ is not well-suited to this system at low temperatures, but we also note that SF 6 readily forms a clathrate hydrate ͑Sortland and Robinson, 1964͒, and undetected hydrate formation could distort low-temperature solubility experiments. Tables 7 and 8 give parameters and information about the fits for the correlation of k H data to Eq. ͑15͒ for seven solutes in D 2 O. Tables 9 and 10 give the same information for the fits of K D in D 2 O to Eq. ͑16͒.
Solutes in D 2 O
At low temperatures, we made use of the Henry's constant data of Scharlin and Battino ͑1992͒ that exist for all solutes considered except xenon. These were not fitted quite as well as the low-temperature data for the same systems in H 2 O, but the fits were still adequate for our purposes. At high temperatures, the number of data points for each system considered was relatively small; the RMS deviations of the fits were similar to those for the solutes in H 2 O.
A system requiring further comment is D 2 /D 2 O, where the high-temperature data from Stephen et al. ͑1956͒ and Morris et al. ͑2001͒ differ significantly. There was no way to decide on the basis of these data alone which was correct. However, both of the studies in question also reported data for the H 2 /H ͑and are therefore slightly more soluble͒ in D 2 O. At higher temperatures, this trend seems to reverse for some of the solutes, but it is difficult to tell within the uncertainty of the data and correlations whether this effect is real. A more detailed analysis of the differences between gas solubilities in H 2 O and in D 2 O at ambient temperatures has been given by Scharlin and Battino ͑1992͒.
Solutes Excluded
There are several solutes for which some high-temperature solubility data in H 2 O are available, but for which we did not produce correlations.
For ethene (C 2 H 4 ) and propene (C 3 H 6 ), high-temperature data were measured by Sanchez and Lentz ͑1973͒. However, analysis of these data revealed them to be inconsistent with the required asymptotic behavior ͑see Section 3.4͒, so the systems were not considered further.
For sulfur dioxide (SO 2 ), several studies at moderately high temperatures exist, but the high solubility and reactivity of SO 2 in water make it impossible to extract Henry's constants from the data with any confidence. Similarly, the high solubility of ammonia (NH 3 ) in water meant that reliable Henry's constants could not be determined.
Conclusions
We have produced significantly improved correlations for both the Henry's constant k H ͓Eq. ͑15͔͒ and the vapor-liquid distribution constant K D ͓Eq. ͑16͔͒ for 14 solutes in H 2 O and seven solutes in D 2 O. These improvements result from better procedures to evaluate solubility data and from the incorporation of additional data. These formulations incorporate the correct asymptotic limiting laws as the critical temperature of the solvent is approached, allowing them to cover a very wide range of temperature and ͑especially in the case of K D ) to be extrapolated beyond the experimental temperature range to the critical point of the solvent. These correlations are intended for those who need information at high temperatures or over a wide range of temperature; those who are concerned only with ambient temperatures should make use of the references for precise low-temperature data given in Tables 1 and 2. There are a number of systems for which there is only a single source of experimental solubility data at high temperatures, or two sources that disagree; new experimental studies are encouraged for those systems. All of the D 2 O systems are in that category, but since these are of more theoretical than practical interest, they are probably not the top priority. Of the solutes in H 2 O for which we correlated k H and K D , the ones of practical importance most in need of good hightemperature measurements in our opinion are H 2 S, C 2 H 6 , O 2 , and CO. In addition, there are important solutes (C 2 H 4 , C 3 H 8 , NH 3 , SO 2 ) where the high-temperature data were inadequate for us to be able to produce even tentative correlations; these should also be priorities for future experimental work. Some systems (H 2 , CO 2 , H 2 S, and SF 6 ) also lack the kind of highly precise low-temperature data that exist for other common gases in water.
For those gases that are relatively soluble ͑such as CO 2 and H 2 S), it is important to study isothermal solubilities at several different pressures in order to provide a sound means to determine k H by extrapolation, since for these systems the corrections that can be applied to extract k H from single data points for less soluble solutes are not reliable.
Whether it is more fruitful to approach a given practical problem by using values of k H or K D will depend in general on the vapor-liquid equilibrium conditions. If the vapor and liquid are very different ͑for example, if the solute mole fraction is near one in the vapor and near zero in the liquid͒, then k H , with its asymmetric standard state, will usually be preferable. If the two phases are similar ͑for example, a hightemperature condition where the solute has a small mole fraction in both the vapor and liquid phases͒, then the quantity K D , with its more symmetric definition, will usually be more convenient. When considering which approach to take, it may also be wise to consider the superior extrapolation capability of Eq. ͑16͒ for K D at very high temperatures.
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Appendix A: Corrections to the Solute's Chemical Potential in the Liquid Phase
When gas solubilities have been determined with the hightemperature method ͑i.e., p 2 above about 0.5 MPa͒, the properties V 2 ϱ and ␥ 2 H must be known to allow the determination of k H at T and p 1 * , as shown by Eq. ͑8͒. The first exponential factor in Eq. ͑8͒, the Poynting effect on the solute, corrects 2 for the pressure in excess of p 1 * ; normally this correction cannot be neglected ͑within experimental uncertainty͒ at any temperature, but it is very large only when T→T c1 . The correction factor ␥ 2 H is related to the excess chemical poten-913 913 HENRY'S CONSTANTS AND VAPOR-LIQUID DISTRIBUTION CONSTANTS tial of the dissolved solute and will depend crucially on the solubility of the gas; it also becomes much larger as T c1 is approached. These corrections require knowledge of V 2 ϱ and ␥ 2 H at every temperature and, for V 2 ϱ , its value at all the pressures between p and p 1 * . Only for a very few systems is V 2 ϱ known, and then only at a few temperatures; no measurements are available for the activity coefficients of gaseous solutes in water at high temperature. We have resorted to the use of a model and applied perturbation theory, in the Percus-Yevick approximation ͑Fernández-Prini et al., 1992͒ for hard-sphere systems, to calculate V 2 ϱ and ␥ 2 H . There is evidence that this approximation is good for V 2 ϱ ͑Fernández-Prini and Japas, 1989͒, especially at high temperatures where the unusual behavior induced by hydrogen bonding in ambient water is not observed; the same model was used for calculation of ␥ 2 H . The equations used in the present work to calculate V 2 ϱ and ␥ 2 H are given by Fernández-Prini et al. ͑1992͒ and by Alvarez and Fernández-Prini ͑1991͒, respectively. It should be remarked again that these equations, which depend on the hard-sphere equivalent diameter of the solutes d 2 (T) and on the properties of water, are applicable primarily to systems at high temperatures, where the peculiar structural features of water do not contribute significantly to the properties of the solution.
With regard to the correction for the Poynting effect for the dissolved solute, as given by the first exponential term in Eq. ͑8͒, we have modified the procedure followed by Fernández-Prini and Crovetto ͑1989͒ in that we now have considered the dependence of V 2 ϱ on the pressure in the integration; this dependence is mainly due to the variation of the density and compressibility of the solvent. The difference between the new and old procedures is appreciable only at very high temperatures. The Poynting correction is always significant compared to the experimental uncertainty if the high-temperature methods (p 2 Ͼ0.5 MPa) are used to determine the solubility of the gases.
To calculate ␥ 2 H for slightly soluble gases, it has been assumed in the present work that ln ␥ 2 H ϭb͑T ͒x 2 , ͑A1͒
and b(T) was calculated from a model equation ͑Alvarez and Fernández-Prini, 1991͒ that depends on the hard-sphere equivalent diameter of the solute, d 2 (T). For slightly soluble gases, this correction is significant compared with the experimental uncertainty only above 523 K, increasing strongly as the temperature approaches T c1 . The hard-sphere equivalent diameters of the solutes, on which the model equations for both corrections depend, were obtained with an iterative procedure at each temperature. The first guess for d 2 was an approximate value of the Lennard-Jones diameter of each solute. With this value, the two corrections were calculated and the diameter adjusted until the value of Henry's constant calculated with the perturbation method agreed with the value obtained from the experimental solubility employing the complete Eq. ͑8͒. This procedure was applied at all temperatures and for all solutes, and the best linear or semilogarithmic fit of the hard-sphere diameter with temperature was obtained from them; these diameters were finally used for the corrections needed in Eq. ͑8͒.
Hence, the complete procedure employed for the calculation of k H was self-consistent in the sense that the solute diameter d 2 (T) was adjusted so that the values of Henry's constant, including the two corrections, could be described with Percus-Yevick first-order perturbation theory -Prini et al., 1992͒ . For all the binary systems that were studied by Fernández-Prini and Crovetto ͑1989͒, we have obtained the same temperature dependence for d 2 . For SF 6 , the two corrections are small because the experimental solubilities are very small ͑Mroczek, 1997͒. Table 11 gives values of ln k H at 300, 400, 500, and 600 K calculated from Eq. ͑15͒ with the parameters given in Table 3 ͑for solutes in H 2 O) and Table 7 ͑for solutes in D 2 O). Similarly, Table 12 gives values of ln K D at the same temperatures calculated from Eq. ͑16͒ with the parameters given in Table 5 and Table 9 . In both Tables 11 and 12, values are italicized if they are outside the limits of the data to which the correlation was fitted.
Appendix B: Values of ln k H and ln K D Calculated from the Correlations
The number of digits given in these tables should not be taken as an indication of the uncertainty in the values; extra digits are given so that those who implement these correlations can verify their calculations. Section 5 and the tables therein should be consulted for information that may be used in estimating the uncertainties of calculated values.
