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Milnor squares of algebras, I: derived equivalences
WEI HU AND CHANGCHANG XI∗
Abstract
Derived equivalences for Artin algebras (and almost ν-stable derived equivalences for finite-dimensional
algebras) are constructed from Milnor squares of algebras. Particularly, three operations of gluing vertices,
unifying arrows and identifying socle elements on derived equivalent algebras are presented to produce new
derived equivalences of the resulting algebras from the given ones. As a byproduct, we construct a series
of derived equivalences, showing that derived equivalences may change Frobenius type of algebras in gen-
eral, though both tilting procedure and almost ν-stable derived equivalences do preserve Frobenius type of
algebras.
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1 Introduction
Pullback algebras (specially, Milnor squares of algebras) appear in many aspects in mathematics. For exam-
ple, in algebraic K-theory, Milnor established a Mayer-Vietoris sequence of K-groups for pullback rings (see
[14, Theorem 6.4]); in representation theory, Burban and Drozd classified indecomposable objects of the de-
rived category of Harish-Chardara modules over SL(R) via a special pullback algebra (see [2]), and Herbara
and Prihoda studied infinitely generated projective modules via pullback rings (see [5]); and in homological
algebra, Kirkman and Kuzmanovich investigated homological dimensions for pullback algebras (see [10]).
One of the important ingredients in these investigations is a characterization of projective modules over a
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pullback algebra in terms of the ones over its constituent algebras (see [14, Chapter 2]). In the famous Morita
theory of derived categories for rings and algebras developed by Rickard (see [15, 16]), the key notion of
tilting complexes involves just a kind of complexes of finitely generated projective modules. This motivates
us to consider whether it is possible to get tilting complexes over a pullback algebra through the ones over its
constituent algebras. In other words, can we construct derived equivalences by forming pullback algebras?
In this paper, we shall show that under certain conditions, derived equivalences of Artin algebras are
preserved by forming pullbacks (see Theorem 3.1). Moreover, if all given derived equivalences are almost
ν-stable then so is the induced derived equivalence between pullback algebras (see Corollary 3.4). To apply
our result to algebras presented by quivers with relations, we introduce three local operations (gluing ver-
tices, unifying arrows and identifying longest elements) on quivers, so that taking each of them on derived
equivalent algebras will produce another derived equivalence of the resulting algebras (see Theorems 4.1,
4.5 and 4.8). All of these operations fit well into our framework of constructing derived equivalences for
pullback algebras, and can be combined with each other and employed repeatedly. As an application of these
techniques, we investigate behaviors of Frobenius parts of derived equivalent algebras and show that derived
equivalences may change Frobenius type of algebras in general.
In Section 2, we fix some notation and recall basic facts needed in later proofs. Particularly, we recall the
results on change of rings and on description of projective modules over pullback algebras from [14]. Also,
we prove some results on images of simple modules under derived equivalences and on tilting complexes and
their endomorphism rings.
In Section 3, we first state our main result, Theorem 3.1, which asserts, roughly speaking, that if A is
a pullback of homomorphisms A1 → A0 ← A2 of Artin algebras with one homomorphism surjective and if
Bi is an Artin algebra derived equivalent to Ai for i= 0,1,2, then there are homomorphisms B1 → B0 ← B2
of algebras such that their pullback algebra B is derived equivalent to A. After some preparations, we then
prove the main result and deduce its corollaries. Also, we investigate almost ν-stable derived equivalences
which induce stable equivalences of Morita type (see [8]), and show that, under certain additional conditions,
almost ν-stable equivalences between finite-dimensional algebras over an algebraically closed field can be
constructed by taking pullback algebras (see Corollary 3.4 for precise statement).
In Section 4, we introduce three operations, called gluing vertices, unifying arrows and identifying longest
elements, on algebras presented by quivers with relations, and prove that they can produce new derived
equivalences from given ones (see Theorems 4.1, 4.5 and 4.8). These operations are actually some of effective
applications of our main result.
In Section 5, we study, as another application of the main result, the question of whether derived equiva-
lences preserve Frobenius type of algebras. Recall that Frobenius type of algebras means the representation
type of their Frobenius parts which have been employed in [9] to lift stable equivalences of Morita type to
derived equivalences and in [13] to reduce the Auslander-Reiten conjecture (or Alperin-Auslander conjecture
referred in [17]) on stable equivalences. In this section, we first point out that Frobenius type is preserved
under tilting procedure and almost ν-stable derived equivalences, and then apply our constructions in Section
4 to show that derived equivalences may change Frobenius type of algebras in general.
In the second part of this work, we will deal with constructions of stable equivalences of Morita type from
pullback algebras.
Acknowledgement. The research work of both authors are partially supported by NSFC. The correspond-
ing author CCX also thanks BNSF for partial support.
2 Preliminaries
In this section, we fix some notation, recall some basic results on derived equivalences and on projective
modules over pullback algebras, and then prove a few results concerning derived equivalences and tilting
complexes. All results in this section will serve as preparations for the proof of the main result, Theorem 3.1.
2.1 Derived equivalences
Let C be an additive category.
Given two morphisms f : X → Y and g : Y → Z in C , the composite of f with g is written as f g, which is
a morphism from X to Z. But for two functors F : C →D and G : D → E of categories, their composition is
denoted by GF .
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For an object X in C , we denote by add(X) the full subcategory of C consisting of all direct summands
of finite direct sums of copies of X . The object X is said to be basic if X =
⊕
i∈I Xi with I an index set and Xi
an indecomposable object for all i ∈ I such that Xi 6≃ X j for i 6= j.
By a complex X• over C we mean a sequence of morphisms diX between objects X
i in C : · · · → X i−1
di−1X−→
X i
diX−→ X i+1
di+1X−→ ·· · , with diXd
i+1
X = 0 for all i ∈ Z, and write X
• = (X i,diX). The morphism d
i
X is then
called the i-th differential of X•. The complex X• is said to be radical if each of its differentials is a radical
morphism. By X•[n] we denote the n-th shift of X•, that is a complex with the i-th term X i+n and differential
(−1)ndi+nX .
We write C (C ) for the category of all complexes over C , and K (C ) for the homotopy category of C (C ).
When C is an abelian category, we write D(C ) for the derived category of C . As usual, let C b(C ),K b(C )
and Db(C ) denote the relevant full subcategories consisting of bounded complexes, respectively; and let
C −(C ),K −(C ) and D−(C ) denote the corresponding full subcategories consisting of complexes bounded
above. Analogously, C +(C ),K +(C ) and D+(C ) stand for the corresponding full subcategories consisting
of complexes bounded below, respectively.
Let Λ be an Artin algebra over a commutative Artin ring. We denote by Λ-mod the category of finitely
generated left Λ-modules, and by Λ-proj the full subcategory of Λ-mod consisting of finitely generated
projective Λ-modules. For simplicity, we write C (Λ),K (Λ) and D(Λ) for C (Λ-mod),K (Λ-mod) and
D(Λ-mod), respectively. Similarly, we have abbreviations C b(Λ), K b(Λ) and Db(Λ). In this paper, Db(Λ)
is called the derived category of Λ.
It is well known that the homotopy and derived categories of an Artin algebra (or more generally, a ring)
are triangulated categories. For basic results on triangulated categories, we refer the reader to the book [4].
Two Artin algebras Λ and Γ are said to be derived equivalent if their derived categories are equivalent
as triangulated categories. It follows from Rickard’s Morita theory for derived categories [16] that two Artin
algebras Λ and Γ are derived equivalent if and only if there is a complex T • in K b(Λ-proj) satisfying
(1) T • is self-orthogonal, that is, Hom
K b(Λ-proj)(T
•,T •[n]) = 0 for all integers n 6= 0;
(2) add(T •) generates K b(Λ-proj) as a triangulated category; and
(3) Γ ≃ End
K b(Λ-proj)(T
•).
For more details on derived equivalences, we refer the reader to the papers [15, 16], and for some con-
structions of derived equivalences, we refer the reader to recent papers [7, 3].
A complex T • in K b(Λ-proj) satisfying the above conditions (1) and (2) is called a tilting complex over
Λ. It is readily to see that for each tilting complex T • there is a basic, radical tilting complex T •0 ∈ add(T
•)
such that End
K b(Λ-proj)(T
•
0 ) is Morita equivalent to EndK b(Λ-proj)(T
•).
For any derived equivalence F : Db(Λ)→ Db(Γ), there is a unique (up to isomorphism) tilting com-
plex T • over Λ such that F(T •) is isomorphic in Db(Γ) to Γ. This complex T • is called a tilting complex
associated to F .
Finally, we recall two operations on complexes, which will be used frequently in the paper.
Let X• = (X i,diX)i∈Z be a complex in C (Λ
op) and Y • = (Y i,diY )i∈Z a complex in C (Λ). By X
•⊗•ΛY
•
we mean the total complex of the double complex with (i, j)-term X i⊗Λ Y
j. That is, the n-th term of the
complex X•⊗•ΛY
• is
⊕
p+q=nX
p⊗ΛY
q =
⊕
q∈ZX
n−q⊗ΛY
q, and the n-th differential is given by x⊗ y 7→
x⊗ (y)d
q
Y +(−1)
q(x)d
n−q
X ⊗ y for x ∈ X
n−q and y ∈ Y q.
Let X• and Y • be two complexes in C (Λ). By Hom•Λ(X
•,Y •) we denote the total complex of the
double complex with (i, j)-term HomΛ(X
−i,Y j). Thus the n-th term of the complex Hom•Λ(X
•,Y •) is
∏p∈ZHomΛ(X
p,Y n+p), and the n-th differential is given by (αp)p∈Z 7→ (α
pd
n+p
Y − (−1)
nd
p
Xα
p+1)p∈Z for
αp ∈HomΛ(X
p,Y n+p).
2.2 Complexes under change of rings
Let f : Λ → Γ be a homomorphism of R-algebras, where R is a commutative ring with identity. Then every
Γ-module U can be viewed as a Λ-module by defining a · u := (a) f u for all a ∈ Λ and u ∈U . Thus we get
the so-called restriction functor Λ(−) : Γ-mod→ Λ-mod. Moreover, there is an adjoint pair (Γ⊗Λ−,Λ(−))
of functors whose unit is the canonical homomorphism of Λ-modules:
f ∗ : X −→ ΛΓ⊗Λ X , x 7→ 1⊗ x for x ∈ X .
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The following lemma tells us about change of projective modules.
Lemma 2.1. Let f : Λ → Γ be a surjective homomorphism of Artin algebras. Then Γ⊗Λ − gives a one-
one correspondence between the set of isomorphism classes of indecomposable projective Λ-modules X with
Γ⊗Λ X 6= 0 and the set of isomorphism classes of indecomposable projective Γ-modules.
The following lemma is standard for change of rings .
Lemma 2.2. Let f : Λ → Γ be a homomorphism of Artin algebras, and let X be a Λ-module and U a Γ-
module.
(1) If f is surjective, then so is f ∗ : X → Γ⊗Λ X.
(2) There is a natural isomorphism HomΓ(Γ⊗Λ X ,U)→ HomΛ(X ,U) sending g to f
∗g.
Using Lemma 2.2, we can extend results on modules to complexes. Let f : Λ→ Γ be a homomorphism of
Artin algebras. Then we have a functor Γ⊗•Λ− : C (Λ)→ C (Γ), which has the restriction functor as its right
adjoint functor. So, the unit of this adjoint pair of functors provides a natural chain map f ∗ :X•→Γ⊗•ΛX
• for
X• ∈ C (Λ). More precisely, f ∗ is defined by f i : X i → Γ⊗Λ X
i for all integers i. As in the case of modules,
we have the following lemma for complexes. Its proof is just a consequence of the universal properties of
units of adjoint functors.
Lemma 2.3. Let f : Λ→ Γ be a homomorphism between Artin algebras Λ and Γ. Then, for any X• ∈ C (Λ)
and U• ∈ C (Γ), we have the following:
(1) The morphism HomC (Γ)(Γ⊗
•
Λ X
•,U•)→ HomC (Λ)(X
•,U•) sending h• to f ∗h• is a natural isomor-
phism.
(2) The morphism HomK (Γ)(Γ⊗
•
ΛX
•,U•)→HomK (Λ)(X
•,U•) sending h• to f ∗h• is a natural isomor-
phism.
(3) If U•≃Γ⊗•ΛX
• inC (Γ), then, for each epimorphism g• :X•→ ΛU
• inC (Λ), there is an isomorphism
h• : Γ⊗•Λ X
•→U• in C (Γ) such that g• = f ∗h•.
Let X• ∈ C (Λ),U• ∈C (Γ) and g• : X•→ ΛU
• be a chain map in C (Λ). If, for each morphism α• : X•→
X• in K (Λ), there is a unique morphism β• :U• →U• in K (Γ) such that g•β• = α•g• in K (Λ), then the
map
EndK (Λ)(X
•)−→ EndK (Γ)(U
•)
sending α• to β• is a homomorphism of algebras, which is called the algebra homomorphism determined by
g•. According to Lemma 2.3(2), the morphism f ∗ : X•→ Γ⊗•Λ X
• determines an algebra homomorphism:
EndK (Λ)(X
•)−→ EndK (Γ)(Γ⊗
•
Λ X
•).
By universal property of units of adjoint functors, we know that the above homomorphism of algebras is
actually given by α 7→ Γ⊗•Λ α for α ∈ EndK (Λ)(X
•).
2.3 Simple modules under derived equivalences
Let Λ be an Artin algebra and Y be an indecomposable Λ-module. For each Λ-module X , we decompose X
into a direct sum of indecomposable modules, say X =
⊕n
i=1Xi, and let [X : Y ] be the multiplicity of Y as a
direct summand of X , that is, the number of those X j with X j ≃ Y . Note that [X : Y ] is independent of the
choice of the decomposition of X . For a bounded complex X• over Λ-mod, we define
[X• : Y ] := ∑
i∈Z
[X i : Y ].
Note that [X• : Y ] is well defined in C b(Λ) by the Krull-Remak-Schmidt Theorem. In the following, we
denote by SP the top of a projective module P.
Lemma 2.4. Let T • be a basic, radical tilting complex over Λ, and let Γ := End
K b(Λ)(T
•). Suppose that
F : Db(Λ)→ Db(Γ) is a derived equivalence induced by T • and that P is an indecomposable projective
Λ-module. Then F(SP) is isomorphic in D
b(Γ) to S[n] for some simple Γ-module S and some integer n if and
only if [T • : P] = 1.
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Proof. Suppose [T • : P] = 1. Then there is some integer n such that HomK (Λ)(T
•,SP[i]) = 0 for all
i 6= −n. Hence F(SP[−n]) is isomorphic in D
b(Γ) to a Γ-module X . Now we prove that X is simple. Since
[T • : P] = 1, there is only one indecomposable direct summand T •P of T
• such that P occurs in T •P . Let P¯ be
the indecomposable projective Γ-module F(T •P ). Then HomDb(Λ)(T
•,SP[−n])≃ HomDb(Λ)(T
•
P ,SP[−n]), or
equivalently HomΓ(Γ,X) ≃ HomΓ(P¯,X). This means that X only contains composition factors isomorphic
to SP¯. Moreover, EndΓ(X) ≃ EndΛ(SP) is a division algebra. Hence X must be simple. Note that in the
foregoing proof we only need T • to be a tilting complex.
Conversely, suppose that F(SP[k]) is isomorphic to a simple Γ-module S for some integer k. Then, by as-
sumption, Γ is a basic algebra and S is a 1-dimensionalmodule overD :=EndΓ(S). Thus HomK (Λ)(T
•,SP[i])
is zero for all i 6= k, and 1-dimensional over D for i= k. Since T • is a radical complex,
HomK (Λ)(T
•,SP[i])≃ HomΛ(T
−i,SP)
for all integers i. This implies that the indecomposable projective module P occurs in T • only in degree −k
with the multiplicity 1. Hence [T • : P] = 1. 
As an immediate consequence of the proof of Lemma 2.4, we get the following corollary for tilting
modules.
Corollary 2.5. If T =P⊕P′ is a basic titling Λ-module, where P is projective and P′ has a minimal projective
resolution Q•=(Qi,di)i≤0 such that each indecomposable direct summand of P does not appear in
⊕
i≥0Q
−i,
then there exists a derived equivalence F : Db(Λ)→Db(EndΛ(T )) such that F(S) is isomorphic to a simple
EndΛ(T )-module for all simple modules S ∈ add(SP).
The following lemma is very useful in our later proofs.
Lemma 2.6. Let {U1, · · · ,Us,V1, · · · ,Vr} be a complete set of pairwise non-isomorphic indecomposable pro-
jective Λ-modules and let U :=
⊕s
i=1Ui. Suppose that T
• is a basic, radical tilting complex over Λ with
[T • :Vi] = 1 for all 1≤ i≤ r. Then T
• can be written as a direct sum (in K b(Λ))
T • ≃U•⊕V •1 ⊕·· ·⊕V
•
r
of complexes U• and V •i with 1≤ i≤ r, satisfying the following properties:
(a) [V •i :V j] = 1 for i= j, and zero otherwise. Moreover, all V
•
i are indecomposable complexes.
(b)U• ∈K b(add(U)), and add(U•) generates K b(add(U)) as a triangulated category.
Proof. Let Γ := EndK (Λ)(T
•) and F : Db(Λ)→ Db(Γ) be a derived equivalence induced by the tilt-
ing complex T •. By Lemma 2.4, there are pairwise non-isomorphic indecomposable projective Γ-modules
V¯1, · · · ,V¯r such that F(top(Vi)) ≃ top(V¯i)[ni] for some ni with 1 ≤ i ≤ r. Let U¯1, · · · ,U¯s be indecomposable
projective Γ-modules such that {U¯1, · · · ,U¯s,V¯1, · · · ,V¯r} is a complete set of pairwise non-isomorphic inde-
composable projective Γ-modules and set U¯ :=
⊕s
i=1 U¯i. Since T
• is a basic tilting complex, Γ is a basic
algebra, and therefore
ΓΓ≃ U¯⊕ V¯1⊕·· ·⊕ V¯r.
By definition, F(T •) ≃ ΓΓ. Now, let U
• be a direct summand of T • such that F(U•) ≃ U¯ and let V •i be a
direct summand of T • such that F(V •i ) ≃ V¯i for 1 ≤ i ≤ r. Then F(U
•⊕V •1 ⊕ ·· ·⊕V
•
r ) ≃ ΓΓ ≃ F(T
•), and
consequently
T • ≃U•⊕V •1 ⊕·· ·⊕V
•
r in D
b(Λ).
This implies T • ≃U•⊕V •1 ⊕·· ·⊕V
•
r in K
b(Λ). Now we have
Hom
K b(Λ)(V
•
i , top(V j)[k])≃ HomDb(Λ)(V
•
i , top(V j)[k]) ≃ HomDb(Γ)(V¯i, top(V¯ j)[k+ n j]) = 0
whenever i 6= j or k 6=−n j. By assumption, [T
• :Vi] = 1 for 1≤ i≤ r. This forces that the projective module
Vi only occurs in the (−ni)-th degree of V
•
i .
Now, it is easy to see that all complexesV •i can be chosen to be indecomposable. This proves (a).
By (a) and our assumption [T • : Vi] = 1 for all i, the complex U
• is clearly in K b(add(U)). Now we
show that F induces a triangle equivalence between K b(add(U)) and K b(add(U¯)). In fact, a complex P•
from K b(Λ-proj) lies in K b(add(U)) if and only if Hom
Db(Λ)(P
•, top(Vi)[k]) = 0 for all 1 ≤ i ≤ r and all
k ∈ Z. However, this is equivalent to Hom
Db(Γ)(F(P
•), top(V¯i)[k+ ni]) = 0 for all 1 ≤ i ≤ r and all k ∈ Z,
that is, F(P•) belongs to K b(add(U¯)). Hence F induces a triangle equivalence between K b(add(U))
and K b(add(U¯)). Since add(U¯) generates K b(add(U¯)) as a triangulated category, add(U•) generates
K b(add(U)) as a triangulated category. This proves (b). 
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2.4 Projective modules over Milnor squares of algebras
Let A0, A1 and A2 be rings with identity. Given two homomorphisms pii : Ai → A0 of rings, the pullback ring
A of pi1 and pi2 is defined by A := {(x,y) ∈ A1×A2 | (x)pi1 = (y)pi2}. Transparently, there is a commutative
diagram of ring homomorphisms
A
λ1 //
λ2

A1
pi1

A2
pi2 //A0
where λi is the canonical projections from A to Ai for i = 1,2. The above pullback diagram has a universal
property: For any ring homomorphisms i1 : B→ A1 and i2 : B→ A2 with i1pi1 = i2pi2, there is a unique ring
homomorphism θ : B→ A such that θλ j = i j for j = 1,2. Note that if pi1 is surjective then so is λ2.
If, additionally, one of pi1 and pi2 is surjective, then the above square is called a Milnor square of rings
(see [14]). For a Milnor square of rings, there is a nice description of projective A-modules via projective
Ai-modules in [14]. Let us recall it right now.
Given a projective A1-module X1, a projective A2-module X2 and an isomorphism h : A0⊗A1 X1→ A0⊗A2
X2 of A0-modules, theMilnor patching of the triple (X1,X2,h) is defined by
M(X1,X2,h) :=
{
(x1,x2) ∈ X1⊕X2 | (x1)pi
∗
1h= (x2)pi
∗
2
}
= {(x1,x2) ∈ X1⊕X2 | (1⊗ x1)h= 1⊗ x2}.
Let pi :M(X1,X2,h)→ Xi be the canonical projection. Note thatM(X1,X2,h) has an A-module structure: For
a ∈ A,
a · (x1,x2) =
(
(a)λ1 · x1, (a)λ2 · x2
)
for x1 ∈ X1,x2 ∈ X2.
Now, we state the following description of projective A-modules given in [14, Chapter 2].
Lemma 2.7. Suppose that pi1 is surjective, Xi is a projective Ai-module for i = 1,2, and h : A0⊗A1 X1 →
A0⊗A2 X2 is an isomorphism of A0-modules. Then we have the following:
(1) The module M(X1,X2,h) is a projective A-module. Furthermore, if, in addition, X1 and X2 are finitely
generated over A1 and A2, respectively, then M(X1,X2,h) is finitely generated over A.
(2) Every projective A-module is isomorphic to M(X1,X2,h) for some suitably chosen X1,X2 and h.
(3) For i ∈ {1,2}, there is a natural isomorphism
µi : Ai⊗AM(X1,X2,h)−→ Xi
sending ai⊗ (x1,x2) to aixi, and the canonical projection pi :M(X1,X2,h)→ Xi is equal to λ
∗
i µi.
(4) There is an exact sequence of A-modules:
0 // M(X1,X2,h)
[p1,p2] // X1⊕X2
[
pi∗1h
−pi∗2
]
// A0⊗A2 X2
// 0 .
Proof. The statements (1), (2) and (3) are just [14, Theorems 2.1, 2.2, and 2.3, p. 20]. The statement (4)
follows easily from the definition ofM(X1,X2,h) and the fact that pi
∗
1 is surjective. 
For the rest of this section, we shall assume that A0,A1 and A2 are Artin algebras and that pi1 is surjective.
Thus we have an exact sequence of A-bimodules:
(∗) 0 // A
[λ1,λ2] // A1⊕A2
[
pi1
−pi2
]
// A0 // 0.
In the following, we shall give a partition of indecomposable projective A-modules.
Let P1 be a direct sum of all non-isomorphic indecomposable projective A1-modules X such that A0⊗A1
X = 0, and let Q1 be a direct sum of all non-isomorphic indecomposable projective A1-modules Y such that
A0⊗A1 Y 6= 0. Thus A1-proj= add(P1⊕Q1). Similarly, we define projective A2-modules P2 and Q2, and get
A2-proj= add(P2⊕Q2).
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Since pi1 is surjective, λ2 is also surjective. Therefore, if X is an indecomposable projective A-module
with A2⊗A X 6= 0, then A2⊗A X is an indecomposable projective A2-module by Lemma 2.1. Hence, for an
indecomposable projective A-module X , only the following three cases occur:
• Case 1: A2⊗AX = 0.
• Case 2: 0 6= A2⊗AX ∈ add(P2).
• Case 3: 0 6= A2⊗AX ∈ add(Q2).
According to the three cases, we have a partition of indecomposable projective A-modules: For 1≤ i≤ 3,
let Fi be the direct sum of all non-isomorphic indecomposable projective A-modules X corresponding to Case
i. Then A-proj= add(F1⊕F2⊕F3).
Lemma 2.8. With the above notation, we have the following:
(1) The functor Ai⊗A− and the restriction functor A(−) induce mutually inverse equivalences between
add(Fi) and add(Pi) for i= 1,2.
(2) Let i ∈ {1,2} and X ∈ add(Pi). Then the natural map HomA(AX ,A)→ HomAi(X ,Ai), sending α to
αλi, is an isomorphism of right A-modules.
(3) Let i ∈ {1,2} and X ∈ add(Pi). If add(AiX) = add(νAiX), then add(AX) = add(νAX), where νA is the
Nakayama functor DHomA(−,AA) of A.
Proof. (1) We prove the case i = 1. For each X in add(F1), we have A2⊗A X = 0, and therefore A0⊗A1
A1⊗A X ≃ A0⊗A2 A2⊗A X = 0 and A1⊗A X ∈ add(P1). Thus X ≃M(A1⊗A X ,0,0) and the map λ
∗
1 : X →
A1⊗A X is a bijection by the definition of M(A1⊗A X ,0,0). It follows from the statements (1) and (3) in
Lemma 2.7 that, for X and Y in add(F1), the functor A1⊗A− induces an isomorphism from HomA(X ,Y ) to
HomA1(A1⊗A X ,A1⊗AY ). Moreover, for each U in add(P1), the module M(U,0,0) is a projective module
in add(F1) such that A1⊗AM(U,0,0) ≃U . This shows that the functor A1⊗A− : add(F1)→ add(P1) is an
equivalence. Clearly, the restriction functor A(−) is right adjoint to A1⊗A− by Lemma 2.2(2), and therefore
a quasi-inverse of A1⊗A−. This proves (1) for i= 1. The case i= 2 can be shown similarly.
(2) Assume both i = 1 and X ∈ add(P1). By Lemma 2.2, HomA(AX ,Ai) ≃ HomAi(Ai⊗A X ,Ai) for 0 ≤
i ≤ 2. Since X ∈ add(P1), we have AX ∈ add(F1) by (1), and consequently A2⊗A X = 0 and A0⊗A X ≃
A0⊗A2 A2⊗A X = 0. Therefore HomA(AX ,A0) = 0 = HomA(AX ,A2). Applying HomA(AX ,−) to the exact
sequence (∗) of A-bimodules, we get an isomorphism of right A-modules:
HomA(AX ,A)−→HomA(AX ,AA1),
which sends α to αλ1. For the case i= 2, a proof can be demonstrated similarly.
(3)Without loss of generality, we can assume that the moduleX is basic. Then it follows from add(AiX) =
add(νAiX) that νAiX ≃ X . This together with (2) implies the following isomorphisms:
νAX = DHomA(AX ,A)≃ D(HomAi(X ,Ai)A) = A(νAiX)≃ AX .
Thus (3) follows. 
The next lemma describes indecomposable projective A-modules in add(F3).
Lemma 2.9. (1) For each indecomposable A2-module V in add(Q2), there is an A1-module W (unique
up to isomorphism) in add(Q1) with an isomorphism h : A0⊗A1 W → A0⊗A2 V such that M(W,V,h) is an
indecomposable projective A-module in add(F3).
(2) Let {V1, · · · ,Vs} be a complete set of pairwise non-isomorphic indecomposable projective A2-modules
in add(Q2), and let Wi ∈ add(Q1) be the projective A1-module determined by Vi in (1) for 1 ≤ i ≤ s. Then
{M(Wi,Vi,hi) | 1≤ i≤ s} is a complete set of pairwise non-isomorphic indecomposable projective A-modules
in add(F3).
Proof. (1) Since pi1 is surjective, it follows from Lemma 2.1 that there is an A1-moduleW (unique up to
isomorphism) and an isomorphism h : A0⊗A1W → A0⊗A2V . We need to show thatM(W,V,h) is in add(F3).
Let X be an indecomposable direct summand of M(W,V,h). Then there are two possibilities: A2⊗A X 6= 0
or A2⊗A X = 0. If A2⊗A X 6= 0, then A2⊗A X is a direct summand of V . Since V is indecomposable, we
have A2⊗A X ≃ V . By definition, X ∈ add(F3). Now, we exclude the case A2⊗A X = 0. If this happens,
then A1⊗A X 6= 0. Otherwise X ≃ M(A1⊗A X ,A2⊗A X ,g) = 0. So A1⊗A X is a nonzero direct summand
ofW . However, by definition, X ∈ add(F1). It follows from Lemma 2.8(1) that the module A1⊗A X lies in
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add(P1). This is a contradiction. ThusM(W,V,h)∈ add(F3). Since A2⊗AM(W,V,h)≃V is indecomposable,
the moduleM(W,V,h) is indecomposable by Lemma 2.1.
(2) It follows from (1) that M(Wi,Vi,hi) ∈ add(F3) is indecomposable for all 1 ≤ i ≤ s. Now, let X
be an indecomposable A-module in add(F3). Then the A2-module A2⊗A X is indecomposable since λ2 is
surjective. Thus, there is some Vi such that A2⊗A X ≃ Vi ≃ A2⊗AM(Wi,Vi,hi). By Lemma 2.1, we have
X ≃M(Wi,Vi,hi). This finishes the proof. 
Finally, we extend previous facts on modules to the ones on complexes of modules.
Given a complex X•1 in C
b(A1-proj) and a complex X
•
2 in C
b(A2-proj) together with an isomorphism
h• : A0⊗
•
A1
X•1 → A0⊗
•
A2
X•2 in C (A0), we define a complex M(X
•
1 ,X
•
2 ,h
•) := (M(X i1,X
i
2,h
i),di)i∈Z, where
the differential is induced by the exact sequence given in Lemma 2.7(4). For this complex, we have the
following results similar to Lemma 2.7.
Lemma 2.10. Suppose X•1 ∈ C
b(A1-proj), X
•
2 ∈ C
b(A2-proj) and h
• : A0⊗
•
A1
X•1 → A0⊗
•
A2
X•2 is an isomor-
phism in C (A0). Then the following hold:
(1) The complex M(X•1 ,X
•
2 ,h
•) is a bounded complex over A-proj.
(2) For i ∈ {1,2}, there is a natural isomorphism of complexes
µ•i : Ai⊗
•
AM(X
•
1 ,X
•
2 ,h
•)−→ X•i
sending ai⊗ (x
j
1,x
j
2) to aix
j
i , and the canonical projection p
•
i :M(X
•
1 ,X
•
2 ,h
•)→ X•i is equal to λ
∗
i µ
•
i .
(3) There is an exact sequence of complexes of A-modules:
0 // M(X•1 ,X
•
2 ,h
•)
[p•1,p
•
2] // X•1 ⊕X
•
2
[
pi∗1h
•
−pi∗2
]
// A0⊗•A2 X
•
2
// 0,
whers p•i is induced by the canonical projection pi for i= 1,2.
(4) Set X• := M(X•1 ,X
•
2 ,h
•) and X•0 := A0⊗
•
A2
X•2 . If HomK (A0)(X
•
0 ,X
•
0 [−1]) = 0, then there exists a
pullback diagram of algebras:
EndK (A)(X
•)
ε1 //
ε2

EndK (A1)(X
•
1 )
η1

EndK (A2)(X
•
2 )
η2 // EndK (A0)(X
•
0 ),
where ε1,ε2,η1 and η2 are homomorphisms of algebras, determined by p
•
1, p
•
2, pi
∗
1h
• and pi∗2, respectively.
Proof. The statements (1)-(3) follow immediately from the definition ofM(X•1 ,X
•
2 ,h
•) and Lemma 2.7(1)-
(3). Now, we prove (4). Since X• ∈K b(A-proj), it follows from the triangle
X•
[p•1,p
•
2] // X•1 ⊕X
•
2
[
pi∗1h
•
−pi∗2
]
// X•0
// X•[1]
in Db(A) that the following long sequence is exact:
· · · →HomK (A)(X
•,X•0 [−1])→HomK (A)(X
•,X•)→HomK (A)(X
•,X•1 ⊕X
•
2 )→HomK (A)(X
•,X•0 )→ ··· .
Note that HomK (A)(X
•,X•i [ j]) ≃ HomK (Ai)(Ai⊗
•
A X
•,X•i [ j]) ≃ HomK (Ai)(X
•
i ,X
•
i [ j]) for j ∈ Z, it follows
from the assumption in (4) that HomK (A)(X
•,X•0 [−1]) = 0 and the above sequence is then isomorphic to
0 // EndK (A)(X
•)
[ε1,ε2] // EndK (A1)(X
•
1 )⊕EndK (A2)(X
•
2 )
[
η1
−η2
]
// EndK (A0)(X
•
0 ).
This proves (4). 
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3 Derived equivalences for Milnor squares of algebras
In this section, we first state and prove our main result, Theorem 3.1, on general derived equivalences, and
then turn to almost ν-stable derived equivalences (see Corollary 3.4). These derived equivalences induce
stable equivalences of Morita type (see [8]), while the latter is of interest in an approach to Broue´’s abelian
defect group conjecture (see [9, 17]).
3.1 General result
The main result of this paper is the following theorem.
Theorem 3.1. Suppose that A1
pi1−→ A0
pi2←− A2 are homomorphisms of Artin algebras with pi1 surjective. Let
T •i be a basic, radical tilting complex over Ai with Bi := EndK b(Ai)(T
•
i ) for 0 ≤ i≤ 2. If T
•
0 is a direct sum
of shifts of projective A0-modules and there is an isomorphism A0⊗
•
Ai
T •i ≃ T
•
0 of complexes for i= 1,2, then
there exist homomorphisms B1
η1−→ B0
η2←− B2 of Artin algebras with η1 surjective such that the pullback
algebra B of η1 and η2 is derived equivalent to the pullback algebra A of pi1 and pi2.
Thus, it follows immediately from derived invariants that the algebras A and B in Theorem 3.1 share many
common properties. For instance, they have the same Hochschild (co)homology rings, Coxeter polynomials,
and algebraic K-theory. For a list of derived invariants, see, for example, [19] and the references therein.
Remark that if A0 is a product of local algebras, or a self-injective algebra with radical-square zero, then
every tilting complex over A0 is a direct sum of shifts of projective A0-modules.
To prove Theorem 3.1, we first show the following lemma.
Lemma 3.2. Let f : Λ→ Γ be a surjective homomorphism between Artin algebras Λ and Γ. If T • is a basic,
radical tilting complex over Λ such that Γ⊗•Λ T
• is a basic tilting complex over Γ of the form
⊕r
i=1Xi[ni],
where {X1, · · · ,Xr} is a complete set of non-isomorphic indecomposable projective Γ-modules, then the in-
duced morphism
HomK (Λ)(T
•, f ∗) : HomK (Λ)(T
•,T •)−→HomK (Λ)(T
•,ΛΓ⊗
•
Λ T
•)
is surjective.
Proof. By Lemma 2.1, we can assume that there is a complete set {V1, · · · ,Vr,U1, · · · ,Us} of pairwise
non-isomorphic indecomposable projective Λ-modules such that Γ⊗ΛVi ≃ Xi for all i = 1, · · · ,r, and that
Γ⊗ΛUi = 0 for all i = 1, · · · ,s. Set U :=
⊕s
i=1Ui. By our assumption, [Γ⊗Λ T
• : Xi] = 1 for all 1 ≤ i ≤ r.
This implies that [T • :Vi] = 1 for 1≤ i≤ r. So, by Lemma 2.6, we can write T
• as
T • :=U•⊕V •1 ⊕·· ·⊕V
•
r
such thatU• ∈K b(add(U)), and [V •i :V j] = 1 for i= j and zero otherwise. Thus Γ⊗ΛU
•= 0 and Γ⊗•ΛV
•
i ≃
(Γ⊗ΛVi)[ni]≃ Xi[ni] for some integer ni. It is sufficient to prove that
HomK (Λ)(T
•, f ∗) : HomK (Λ)(T
•,V •i )−→HomK (Λ)(T
•,ΛΓ⊗
•
ΛV
•
i )
is surjective for all i= 1, · · · ,r.
In the following, we set Σ := EndK (Λ)(T
•). Since
HomΣ
(
HomK (Λ)(T
•,U•),HomK (Λ)(T
•,Γ⊗•ΛV
•
i )
)
≃ HomK (Λ)
(
U•,Γ⊗•ΛV
•
i )
)
≃ HomK (Γ)(Γ⊗
•
ΛU
•,Γ⊗•ΛV
•
i ) = 0,
the Σ-module HomK (Λ)(T
•,Γ⊗•ΛV
•
i ) has no composition factors in add
(
top(HomK (Λ)(T
•,U•))
)
.
Now, for 1 ≤ k ≤ r, let Sk denote the top of Vk, and S¯k the top of the Σ-module HomK (Λ)(T
•,V •k ). Let
G : Db(Λ)→ Db(Σ) be the derived equivalence induced by T •. Then, by the proof of Lemma 2.4, we have
G(Sk)≃ S¯k[−nk] for 1≤ k≤ r. Since Γ⊗
•
Λ T
• is a tilting complex over Γ,
HomK (Λ)(T
•,(Γ⊗•ΛV
•
k )[n])≃ HomK (Γ)(Γ⊗
•
Λ T
•,(Γ⊗•ΛV
•
k )[n]) = 0
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for all 1≤ k≤ r and all n 6= 0, and HomK (Λ)(T
•,Γ⊗•ΛV
•
k )≃ G(Γ⊗
•
ΛV
•
k ) for all 1≤ k ≤ r. Hence
HomΣ(HomK (Λ)(T
•,Γ⊗•ΛV
•
i ), S¯k) ≃ HomDb(Σ)(G(Γ⊗
•
ΛV
•
i ),G(Sk[nk]))
≃ Hom
Db(Λ)(Γ⊗
•
ΛV
•
i ,Sk[nk])
≃ Hom
Db(Λ)(Xi[ni],Sk[nk])
is zero for all k 6= i, and is one-dimensional over EndΛ(Sk) for k = i. Hence the top of the Σ-module
HomK (Λ)(T
•,Γ⊗•ΛV
•
i ) is S¯i, and there is projective cover
ε : HomK (Λ)(T
•,V •i )−→ HomK (Λ)(T
•,Γ⊗•ΛV
•
i ).
Clearly, such an epimorphism is given by HomK (Λ)(T
•,g•) for some morphism g• : V •i → Γ⊗
•
ΛV
•
i . By
Lemma 2.3(2), there is a morphism u• from Γ⊗•ΛV
•
i to Γ⊗
•
ΛV
•
i such that g
• = f ∗u•. It follows that
ε =HomK (Λ)(T
•, f ∗) ·HomK (Λ)(T
•,u•).
Hence the endomorphismHomK (Λ)(T
•,u•) of the Σ-module HomK (Λ)(T
•,Γ⊗•ΛV
•
i ) is surjective, and there-
fore is an isomorphism. Consequently, HomK (Λ)(T
•, f ∗) is surjective. This finishes the proof. 
Proof of Theorem 3.1. We have the following pullback diagram of homomorphisms of algebras:
A
λ1 //
λ2

A1
pi1

A2
pi2 //A0
By the assumptions of Theorem 3.1, the tilting complex T •0 is of the form T
•
0 =
⊕m
i=1Ui[ni] withUi projective
A0-modules such that ni 6= n j whenever i 6= j. Thus Hom(Ui[ni],U j[n j]) = 0 for all i 6= j, and
⊕m
i=1Ui is a
basic, projective generator for A0-mod.
Recall from Subsection 2.4 that A j-proj= add(Pj⊕Q j) for j= 1,2, where A0⊗A j Pj = 0 and A0⊗A jY 6= 0
for each indecomposable direct summand Y of Q j. Let {V1, · · · ,Vr} and {W1, · · · ,Ws} be complete sets of
pairwise non-isomorphic indecomposable projective modules in add(Q1) and add(Q2), respectively. Since
h•i : A0⊗
•
Ai
T •i ≃ T
•
0 in C (A0) for i= 1,2, and since each indecomposable projective A0-module occurs in T
•
0
only once, we deduce [T •1 :Vi] = 1= [T
•
2 :Wj] for all i, j. By Lemma 2.6, we can write
T •1 = P
•
1 ⊕V
•
1 ⊕·· ·⊕V
•
r and T
•
2 = P
•
2 ⊕W1
•⊕·· ·⊕Ws
•,
such that
(1) P•i ∈K
b(add(Pi)), and add(P
•
i ) generates K
b(add(Pi)) as a triangulated category for i= 1,2, and
(2) [V •i :V j] = δi j and [W
•
k :Wl ] = δkl , where δi j is the Kronecker symbol.
Note that A0⊗A1 P1 = 0 and A0⊗
•
A1
V •i = (A0⊗A1Vi)[nVi ] for some integer nVi with 1≤ i≤ r. By assump-
tion, we have an isomorphism of complexes:
h•1 :
r⊕
i=1
(A0⊗A1Vi)[nVi ]≃
m⊕
i=1
Ui[ni].
This gives rise to a partition σ = {σ1, · · · ,σm} of {1, · · · ,r} with σi := { j | nV j = ni}. Now we define
Vσi :=
⊕
j∈σi
V j, and V
•
σi
:=
⊕
j∈σi
V •j .
for all 1 ≤ i ≤ m. This partition means that we collect terms of the left-hand side of h•1 according to the
position ni of terms in T
•
0 . Thus,
A0⊗
•
A1
T •1 =
(
A0⊗
•
A1
P•1
)
⊕
( r⊕
i=1
A0⊗
•
A1
V •i
)
=
m⊕
i=1
A0⊗
•
A1
V •σi .
Since Hom(Ui[ni],U j[n j]) = 0 for all i 6= j, the isomorphism h
•
1 : A0⊗
•
A1
T •1 → T
•
0 can be rewritten as
diag[g1, · · · ,gm] :
m⊕
i=1
(A0⊗
•
A1
V •σi)−→
m⊕
i=1
Ui[ni] = T
•
0 ,
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where gi : A0⊗
•
A1
V •σi →Ui[ni] is an isomorphism in C (A0) for all i. By repeating the above procedure, we
get a partition τ := {τ1, · · · ,τm} of {1, · · · ,s} with
τi := {k ∈ {1, · · · ,s} | A0⊗
•
A2
W •k ≃ (A0⊗A2Wk)[nWk ] and nWk = ni}.
Define
Wτi :=
⊕
k∈τi
Wk, and W
•
τi
:=
⊕
k∈τi
W •k .
The isomorphism h•2 can be rewritten as
diag[ f1, · · · , fm] :
m⊕
i=1
A0⊗
•
A2
W •τi −→
m⊕
i=1
Ui[ni] = T
•
0 .
Now, we define T • :=M(T •1 ,T
•
2 ,h
•
1h
•
2
−1), that is, T • =M(P•1 ,0,0)⊕M(0,P
•
2 ,0)⊕
⊕m
i=1M(V
•
σi
,W •τi ,gi f
−1
i ).
In the sequel, we shall show that T • is a tilting complex over A.
First, we show that add(T •) generates K b(A-proj) as a triangulated category.
For simplicity, we write Z•i for M(V
•
σi
,W •τi ,gi f
−1
i ) for 1 ≤ i ≤ m. By definition, for each integer k, Z
k
i :=
M(V kσi ,W
k
τi
,gi f
−1
i ). For k 6=−ni, the termV
k
σi
is in add(P1), and the termW
k
τi
is in add(P2). Hence A0⊗A1V
k
σi
=
0 = A0⊗A2 W
k
τi
, and Zki ≃ AV
k
σi
⊕ AW
k
τi
∈ add(F1⊕F2) for all k 6= −ni. Since Vσi is a direct summand of
V
−ni
σi and since Wτi is a direct summand of W
−ni
τi , the A-module M(Vσi ,Wτi ,gi f
−1
i ) is a direct summand of
Z
−ni
i . By Lemma 2.8(1), the functor A(−) : add(P1)→ add(F1) is an equivalence, and consequently induces
a triangle equivalence between K b(add(P1)) and K
b(add(F1)). Since add(P
•
1 ) generates K
b(add(P1))
as a triangulated category, add(M(P•1 ,0,0)) = add(AP
•
1 ) generates K
b(add(F1)) as a triangulated category.
Similarly, add(M(0,P•2 ,0)) generates K
b(add(F2)) as a triangulated category. As all terms Z
k
i with k 6=−ni
are in add(F1⊕F2), the term Z
−ni
i is in the triangulated full subcategory ofK
b(A-proj) generated by add(T •).
Thus, the module F1⊕F2⊕ (
⊕m
i=1Z
−ni
i ) is in the triangulated full subcategory of K
b(A-proj) generated by
add(T •). By Lemma 2.9(2), the direct sum
m⊕
i=1
M(Vσi ,Wτi ,gi f
−1
i )
is a basic, additive generator of F3. Recall thatM(Vσi ,Wτi ,gi f
−1
i ) is a direct summand of Z
−ni
i for all 1≤ i≤
m. It follows that F1⊕F2⊕F3 is generated by add(T
•) in the triangulated full subcategory of K b(A-proj)
generated by add(T •). As F1⊕F2⊕F3 is an additive generator of A-proj, add(T
•) generates K b(A-proj) as
a triangulated category.
Next, we prove that T • is self-orthogonal, that is, HomK (A)(T
•,T •[n]) = 0 for all n 6= 0.
By the construction of T •, there is an exact sequence of complexes of A-modules (see Lemma 2.10(3)):
0 // T •
[p•1,p
•
2] // T •1 ⊕T
•
2
[
pi∗1h
•
1
−pi∗2h
•
2
]
// T0 // 0,
which yields a triangle in Db(A). Applying Hom
Db(A)(T
•,−) to this triangle, we get the following commu-
tative diagram with exact rows for each integer i:
Hom
Db(A)(T
•,T •0 [i− 1])
//
≃

Hom
Db(A)(T
•,T •[i]) //
≃

Hom
Db(A)(T
•,
⊕2
k=1T
•
k [i])
≃

HomK (A)(T
•,T •0 [i− 1])
//
≃

HomK (A)(T
•,T •[i]) //
⊕2
k=1HomK (A)(T
•,T •k [i])
≃

(∗∗) HomK (A0)(T
•
0 ,T
•
0 [i− 1])
// HomK (A)(T
•,T •[i]) //
⊕2
k=1HomK (Ak)(T
•
k ,T
•
k [i])
Here we use the following natural isomorphisms:
HomK (A)(T
•,T •k [i])≃ HomK (Ak)(Ak⊗A T
•,T •k [i])≃ HomK (Ak)(T
•
k ,T
•
k [i])
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for 0≤ k≤ 2,where the last isomorphism is due to Lemma 2.10(2). Since HomK (A0)(T
•
0 ,T
•
0 [i−1])= 0 for all
i 6= 1 and since HomK (Ak)(T
•
k ,T
•
k [i]) = 0 for all i 6= 0 and all 0≤ k≤ 2, we have HomK (A)(T
•,T •[i]) = 0 for
all i 6= 0,1. It follows from Lemma 3.2 that the morphism η1 : HomK (A1)(T
•
1 ,T
•
1 )→HomK (A0)(T
•
0 ,T
•
0 ) de-
termined by pi∗1h
•
1 is surjective. Consequently, from the long exact sequence (∗∗), we get HomK (A)(T
•,T •[1])
= 0. Thus T • is self-orthogonal. Altogether, we have shown that T • is a tilting complex over A.
To finish the proof of Theorem 3.1, we consider the endomorphism algebra of T •. By Lemma 2.10(4),
there exists a pullback diagram of homomorphisms of algebras:
EndK (A)(T
•)
ε1 //
ε2

EndK (A1)(T
•
1 )
η1

EndK (A2)(T
•
2 )
η2 //EndK (A0)(T
•
0 ),
where η1 and η2 are determined by pi
∗
1h
•
1 and pi
∗
2h
•
2, respectively, and where ε1 and ε2 are determined by the
projections from T • to T •1 and T
•
2 , respectively. This completes the proof of Theorem 3.1. 
An immediate consequence of Theorem 3.1 is the following result.
Corollary 3.3. Let A be an Artin algebra and T a basic, radical tilting complex over A. Suppose that I is an
ideal in A such that rad(A)⊆ I,Hom
K b(A)
(
T •, IT •[i]
)
= 0 for all i 6= 0 andHom
K b(A)(T
•/IT •,(T •/IT •)[−1])
= 0. Let B :=End
K b(A)(T
•) and J be the ideal of B consisting of all those endomorphisms of T • that factorize
through the injection IT • → T •. If T •/IT • is a basic, radical complex, then the algebras
Λ := {(a,a′) ∈ A×A | a− a′ ∈ I} and Γ := {(b,b′) ∈ B×B | b− b′ ∈ J}
are derived equivalent.
Proof. By the assumptions on I and [7, Theorem 4.2], we see that the complex T •/IT • is a tilting complex
over A/I and induces a derived equivalence between A/I and B/J. Since the algebra A/I is semisimple, the
complex T •/IT • satisfies the conditions of Theorem 3.1 for T •0 . Thus the pullback algebras of A→ A/I← A
and B→ B/J← B are derived equivalent, that is, Λ and Γ are derived equivalent. 
3.2 Special case: iterated almost ν-stable derived equivalences
A special class of derived equivalences is the one of almost ν-stable derived equivalences which induce
stable equivalences of Morita type, while such stable equivalences play a significant role in an approach
to Broue´’s abelian defect group conjecture (see [17, 9]). Thus it is quite natural to ask if almost ν-stable
derived equivalences can be constructed from Milnor squares. In this section, we show that it is the case for
finite-dimensional algebras over an algebraically closed field (see Corollary 3.4).
Throughout this section all algebras are finite-dimensional over a fixed field.
Let F :Db(A)→Db(B) be a derived equivalence of algebras A and B. Suppose thatQ• and Q¯• are radical
tilting complexes associated to F and the quasi-inverse F−1 of F , respectively. By applying the shift function
if necessary, we may assume that Q• is of the form
0−→Q−n −→ ·· · −→ Q−1 −→ Q0 −→ 0
and Q¯• is of the form
0−→ Q¯0 −→ Q¯1 −→ ·· · −→ Q¯n −→ 0.
Let Q :=
⊕n
i=1Q
−i and Q¯ :=
⊕n
i=1 Q¯
n. The derived equivalence F is called almost ν-stable provided that
add(AQ) = add(νAQ) and add(BQ¯) = add(νBQ¯). The composite of finitely many almost ν-stable derived
equivalences or their quasi-inverses is called an iterated almost ν-stable derived equivalence. Such a derived
equivalence of finite-dimensional algebras over a field always induces a stable equivalence of Morita type
(see [8] and [6]).
A module P ∈ A-mod is said to be ν-stably projective if νiAP is projective for all i ≥ 0, where νA is the
Nakayama functorDHomA(−,A)≃D(A)⊗A− : A-mod→ A-mod. We denote by A-stp the full subcategory
of A-proj consisting of all ν-stably projective A-modules.
For finite-dimensional algebras, Theorem 3.1 can be strengthened as the following corollary which is the
main result in this subsection.
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Corollary 3.4. Keep the assumptions in Theorem 3.1, and further assume the following conditions:
(1) A0,A1 and A2 are finite-dimensional algebras over an algebraically closed field k.
(2) T •1 and T
•
2 induce iterated almost ν-stable derived equivalences.
(3) T •0 is a stalk complex concentrated in degree zero.
Then the derived equivalence between the pullback algebras in Theorem 3.1 is iterated almost ν-stable.
Thus the pullback algebras in Corollary 3.4 have many common nice properties: the same global, finitistic
and dominant dimensions, and the same numbers of non-isomorphic, non-projective simple modules, that is
the Auslander-Reiten conjecture holds true for the two stably equivalent algebras (see [8, 9]).
For the proof of Corollary 3.4, we have to prepare a few lemmas. Recall that SX denotes the top of an
indecomposable projective module X .
Lemma 3.5. If P is an indecomposable module in A-stp, then there is an exact sequence of A-modules
(⋆) 0−→ RP −→ νASP −→ SνP −→ 0
such that the composition factors of RP are of the form SX for some indecomposable projective X /∈ A-stp.
Proof. Since SP is the top of P, the module νASP is a quotient of νAP ∈ A-stp, while νAP is an indecom-
posable projective module in A-stp and has SνAP as its top. Thus νASP is an indecomposable module with a
simple top SνAP. Hence there is an exact sequence of A-modules:
0−→ RP −→ νASP −→ SνP −→ 0.
For each indecomposable module Y ∈ A-stp, the multiplicity of SY as a composition factor of νASP is the
length of HomA(Y,νASP) as an EndA(SY )-module. However,
HomA(Y,νASP)≃HomA(Y,D(A)⊗A SP)≃ HomA(Y,D(A))⊗A SP ≃ D(Y )⊗A SP ≃ HomA(ν
−1
A Y,SP)
is zero if Y 6≃ νAP, and has length 1 if Y ≃ νAP. Hence νASP has the composition factor SνP at top with
[νASP : SνP] = 1, and other composition factors of the form SX with X an indecomposable projective module
not in A-stp. 
Lemma 3.6. [6, Theorem 1.1] Let F : Db(A)→Db(B) be a derived equivalence between algebras A and B
over an algebraically closed field, and let T • and T¯ • be tilting complexes associated to F and F−1, respec-
tively. Set T± :=⊕i6=0T
i and T¯± := ⊕ j 6=0T¯
j. Then the following are equivalent:
(1) The functor F is an iterated almost ν-stable derived equivalence;
(2) add(T±) = add(νAT
±) and add(T¯±) = add(νBT¯
±);
(3) T± ∈ A-stp and T¯± ∈ B-stp;
(4) For each indecomposable projective A-module X /∈ A-stp, F(SX) is isomorphic in D
b(B) to a simple
B-module;
(5) For each indecomposable projective A-module X /∈ A-stp, there hold X /∈ add(T±) and [U0 : X ] = 1,
where U• = (U i,dU) is the direct sum of all non-isomorphic indecomposable direct summands of T
•.
Moreover, if one of (1)-(5) is satisfied, then A and B are stably equivalent of Morita type.
Thus a derived equivalence F is iterated almost ν-stable if and only if so is its quasi-inverse F−1 by (2).
For the definition of stable equivalences of Morita type, the reader is referred to, for instance, [8].
Lemma 3.7. Let Λ and Γ be algebras over an algebraically closed field and F : Db(Λ)→ Db(Γ) be an
iterated almost ν-stable derived equivalence. Suppose that P is an indecomposable projective Λ-module in
Λ-stp.
(1) If F(SP) is isomorphic to a simple Γ-module SP′ , then so is F(SνΛP). Moreover, P
′ must be in Γ-stp.
(2) If F(SP) is not isomorphic to a simple Γ-module, then neither is F(SνΛP).
Proof. (1) We may assume that the given derived equivalence F is almost ν-stable with Q• and Q¯• being
radical tilting complexes associated to F and F−1, respectively. Let Q :=
⊕
i>0Q
−i and Q¯ :=
⊕
i>0 Q¯
i. Then,
by definition, add(νΛQ) = add(Q) and add(νΓQ¯) = add(Q¯).
By [8, Lemma 5.2], there is a radical, two-sided tilting complex Γ∆
•
Λ:
0−→ ∆0 −→ ∆1 −→ ·· · −→ ∆n −→ 0
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such that F(X•)≃ ∆•⊗•ΛX
• with ∆i ∈ add(Q¯⊗kQ
∗) for all i> 0. Here,Q∗ =HomΛ(Q,Λ) is the Λ-duality of
ΛQ. Let Θ
• :=Hom•Γ(∆
•,Γ), the an inverse of ∆•. Then the bimodules ∆0 and Θ0 define a stable equivalence
of Morita type between Λ and Γ (see the proof of Theorem 5.3 in [8]). Here, we stress that ∆0⊗Λ− is both
a left and right adjoint to Θ0⊗Γ −. Indeed, Θ
0 := HomΓ(∆
0,Γ) implies that ∆0⊗Λ − is a left adjoint to
Θ0⊗Γ −. Note that there is an isomorphism ∆
• ≃ Hom•Λ(Θ
•,Λ) in Db(Γ⊗k Λ
op), due to the fact that ∆•
is an inverse of Θ•. The isomorphism can be regarded as in K b(Γ⊗k Λ
op) by [8, Lemma 2.1]. Since both
complexes ∆• and Hom•Λ(Θ
•,Λ) are radical, they are even isomorphic in C b(Γ⊗k Λ
op) by [8, (b), p.113]. It
follows that ∆0 ≃ HomΛ(Θ
0,Λ) and ∆0⊗Λ− is a right adjoint to Θ
0⊗Γ−.
Suppose F(SP)≃ SP′ in D
b(Γ) for an indecomposable projective Γ-module P′. Then P′ ∈ Γ-stp. In fact,
if P′ /∈ Γ-stp, then HomΛ(P,SP)≃HomDb(Γ)(F(P),SP′) would vanish since F(P) is isomorphic to a complex
in K b(Γ-stp) by [8, Lemma 3.9]. This is a contradiction.
To prove (1), we show F(SνP)≃ SνP′ .
Indeed, since F(SP) is simple, HomDb(Λ)(T
•,SP[i])≃HomDb(Γ)(Γ,F(SP)[i]) = 0 for all i 6= 0. It follows
thatQ∗⊗ΛSP≃HomΛ(Q,SP) = 0, and thus ∆
i⊗ΛSP = 0 for all i> 0. HenceF(SP)≃∆
•⊗•ΛSP =∆
0⊗ΛSP≃
SP′ .
For P ∈ Λ-stp, there is the following exact sequence of Λ-modules by Lemma 3.5:
(⋆) 0−→ RP −→ νΛSP −→ SνP −→ 0
Now, applying ∆0⊗Λ− to (⋆), we get an exact sequence of Γ-modules
(⋆⋆) 0−→ ∆0⊗Λ RP −→ ∆
0⊗Λ νΛSP −→ ∆
0⊗Λ SνP −→ 0.
Note that ∆0⊗Λ νΛSP ≃ νΓ(∆
0⊗Λ SP) by a property of stable equivalences of Morita type (see (b) in
the proof of [9, Lemma 3.1]. Note that (b) holds without any additional assumptions in [9, Lemma 3.1]
because ∆0⊗Λ− is both a left and right adjoint to Θ
0⊗Γ−). Recall that F(SP)≃ ∆
0⊗Λ SP ≃ SP′ . It follows
that νΓ(∆
0⊗Λ SP)≃ νΓ(F(SP)) ≃ νΓ(SP′). Hence ∆
0⊗Λ νΛSP ≃ νΓ(SP′). Due to HomΛ(Q,SP) = 0, we get
P /∈ add(Q) and νΛP /∈ add(νΛQ) = add(Q). This implies HomΛ(Q,SνP) = 0. Hence ∆
i⊗Λ SνP = 0 for i 6= 0
and F(SνP)≃ ∆
•⊗Λ SνP ≃ ∆
0⊗Λ SνP. Thus we assume F(SνP) = ∆
0⊗Λ SνP ∈ Γ-mod and rewrite (⋆⋆) as
0−→ ∆0⊗Λ RP −→ νΓSP′ −→ F(SνP)−→ 0
Note that both νΓSP′ and F(SνP) have a simple top isomorphic to SνP′ and that νΓSP′ has other com-
position factors of the form SX ′ with X
′ /∈ Γ-stp indecomposable by Lemma 3.5. So, to prove that F(SνP)
is simple, we only have to show that F(SνP) does not have any submodule isomorphic to SX ′ for all inde-
composable projective Γ-modules X ′ /∈ Γ-stp. This is equivalent to showing HomΓ(SX ′ ,F(SνP)) = 0 for all
indecomposable projective modules X ′ /∈ Γ-stp. Indeed, by definition, F is iterated almost ν-stable if and
only if F−1 is iterated almost ν-stable. Hence, by Lemma 3.6(4), for each indecomposable projective Γ-
module X ′ /∈ Γ-stp, there is an indecomposable projective Λ-module X /∈ Λ-stp such that F(SX)≃ SX ′ . Thus
HomΓ(SX ′ ,F(SνP))≃ HomΛ(SX ,SνP) = 0. Consequently, F(SνP) has a unique composition factor SνP′ , that
is, F(SνP)≃ SνP′ .
(2) follows from (1). 
Proof of Corollary 3.4. We keep the notations in the proof of Theorem 3.1. The tilting complex T •
induces a derived equivalence between the pullback algebras. To prove that T • induces an iterated almost
ν-stable derived equivalence, we show the following statements:
(a) T i ∈ A-stp for all i 6= 0
In fact, by assumption, the complex T •0 is a stalk complex concentrated in degree 0 and A0⊗Ai T
•
i ≃ T
•
0
for i = 1,2. It follows that Tmi ∈ add(Pi) for i = 1,2 and m 6= 0, where Pi is as defined in Subsection 2.4.
Thus, by the construction of T •, the term Tm is equal to M(Tm1 ,0,0)⊕M(0,T
m
2 ,0) for m 6= 0. By Lemma
3.6, for i ∈ {1,2}, the Ai-module T
±
i :=
⊕
m6=0T
m
i satisfies add(νAiT
±
i ) = add(T
±
i ). It follows from Lemma
2.8(3) that T± :=
⊕
m6=0T
m satisfies add(νAT
±) = add(T±). Hence Tm ∈ A-stp for all m 6= 0.
(b) [T 0 : X ] = 1 for each indecomposable projective A-module X /∈ A-stp.
Let X be an indecomposable projective A-module and X /∈ A-stp. We need to show [T 0 : X ] = 1. Suppose
contrarily [T 0 : X ] = r> 1. Clearly, from the construction of T •, we have T 0≃M(T 01 ,T
0
2 ,h
0)with h0 :A0⊗A1
T 01 → A0⊗A2 T
0
2 an isomorphism of A0-modules. Also, X ≃M(X1,X2,hX) for X1 = A1⊗A X , X2 = A2⊗A X
and an A0-module isomorphism hX : A0⊗A1 X1 → A0⊗A2 X2. If hX 6= 0, then A0⊗A1 X1 = A0⊗A1 A1⊗A X
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is a direct summand of A0⊗A1 A1⊗A T
0 ≃ A0⊗A1 T
0
1 ≃ T
0
0 with the multiplicity at least r. This contradicts
to the assumption that T •0 is a basic projective generator of A0-modules. Hence hX = 0, A0⊗A1 Xi = 0 for
i = 1,2, and X ≃ M(X1,0,0)⊕M(0,X2,0) = X1⊕X2. It follows that Xi ∈ add(Pi) for i = 1,2, and either
X1 = 0 or X2 = 0. Without loss of generality, we assume X1 6= 0. Then [T
0
1 : X1] ≥ r since A1⊗A T
0 ≃ T 01 ,
and consequently X1 ∈ A1-stp by Lemma 3.6(5), and the image of top(X1) of the indecomposable projective
A1-module X1 under the derived equivalence induced by T
•
1 is not isomorphic to a simple module by Lemma
2.4.
To finish the proof of (b), we show the following:
(>) LetY1 be the direct sum of all indecomposable projectiveA1-modulesY such that the image of top(Y )
under the derived equivalence induced by T •1 is not isomorphic to a simple module. Then Y1 ∈ add(P1) and
add(νA1Y1) = add(Y1).
Indeed, let Y be an indecomposable A1-module such that the image of top(Y ) under the derived equiva-
lence induced by T •1 is not isomorphic to a simple module. If Y is a direct summand of T
m
1 for some m 6= 0,
then Y ∈ add(P1) since T
m
1 ∈ add(P1). Now, assume that Y only occurs, as a direct summand, in T
0
1 . Then
[T 01 : Y ] > 1 by Lemma 2.4. If Y /∈ add(P1), then 0 6= A0⊗A1 Y is a direct summand of T
0
0 . It follows from
T 00 ≃ A0⊗A1 T
0
1 with [T
0
0 : A0⊗A1 T
0
1 ] > 1 that T
0
0 = T
•
0 is not a basic A0-module. Consequently, Y cannot
occur in T 01 , and therefore Y ∈ add(P1) and Y1 ∈ add(P1). By assumption and Lemma 3.6(4), Y1 ∈ A1-stp.
Now, it follows from Lemma 3.7(2) that, for each indecomposable Y ∈ add(Y1), the module νA1Y is again in
add(Y1). Hence add(νA1Y1) = add(Y1).
Thus, by (>) and Lemma 2.8(3), X = X1 lies in A-stp. This is a contradiction and shows [T
0 : X ] = 1.
Altogether, we have shown add(νAT
±)= add(T±), T± ∈A-stp and [T 0 :X ]= 1 for every indecomposable
projective A-moduleX /∈ A-stp. Note that if X /∈ A-stp then X /∈ add(T±). Now, by Lemma 3.6(5), T • induces
an iterated almost ν-stable derived equivalence. 
4 Some realizations by quivers with relations
In this section, we shall realize the main result, Theorem 3.1, by three “local” operations on derived equivalent
algebras presented by quivers with relations. They are facilitated by gluing vertices, unifying arrows and
identifying socle elements. The details are given in Theorems 4.1, 4.5 and 4.8, respectively. Note that these
operations can be combined with each other and applied repeatedly.
Let Q = (Q0,Q1) be a quiver with Q0 the set of vertices and Q1 the set of arrows between vertices. For
m> 1, let Qm be the set of all paths in Q of length m. The starting and ending vertices of a path p are denoted
by s(p) and e(p), respectively. As usual, the trivial path corresponding to a vertex i ∈ Q0 is denoted by ei.
We fix a field k and denote by kQ the path algebra of Q over k. The composition of two paths p and q in
kQ is written as pq if e(p) = s(q), and zero otherwise. A relation ω on Q is a k-linear combination of paths:
ω = λ1p1+λ2p2+ · · ·+λnpn with 0 6= λi ∈ k, e(p1) = · · ·= e(pn) and s(p1) = · · ·= s(pn). Here, we assume
that the length of each pi, that is the number of arrows in pi, is at least 2. If n = 1 in ω, then ω is called a
monomial relation.
Let ρ be a set of relations in kQ and 〈ρ〉 be the ideal of kQ generated by ρ. Then an algebra of the form
kQ/〈ρ〉 is said to be presented by the quiver Q with relations ρ. Clearly, 〈ρ〉 ⊆ 〈Q2〉. Note that for any ideal
I ⊆ 〈Q2〉 of kQ such that kQ/I is finite-dimensional, there is a set ρ of relations such that 〈ρ〉= I.
4.1 Derived equivalences from gluing vertices
In this subsection, we shall construct derived equivalences from given ones by gluing vertices of quivers.
This also gives a way to get derived equivalences for subalgebras from the ones for given algebras.
Let A= kQ/〈ρ〉 be a finite-dimensional algebra over a field k. For a subset X ⊆ Q0, we denote by eX the
idempotent element ∑i∈X ei in A. Let X be a subset of Q0 and σ = {σ1, · · · ,σm} be a partition of X , that is,
X =
⋃
iσi and σi∩σ j = Ø for i 6= j. Let Q
σ be the quiver obtained from Q by just gluing the vertices in σt
into one vertex, also denoted by σt , for all t, and keeping all arrows. Thus the vertex set of Q
σ is the union
of {σ1,σ2, · · · ,σm} and Q0 \X , and the arrow set of Q
σ is Q1. Then there is a natural homomorphism of
algebras:
λσ : kQ
σ −→ kQ/〈ρ〉
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which sends ei to ei for i 6∈ X , eσt to ∑i∈σt ei for 1 ≤ t ≤ m and preserves all arrows. Clearly, the kernel of
λσ is contained in 〈Q
σ
2 〉 in kQ
σ. Let ρσ be a set of relations on Qσ such that 〈ρσ〉 = Ker(λσ). The relations
ρσ can be obtained in the following way: For each t, let ρσt be the set of relations on Qσ consisting of all αβ
with α, β being arrows such that e(α) and s(β) are different vertices in σt . Then ρ
σ = ρ∪ρσ1 ∪ ·· · ∪ρσm .
The algebra Aσ := kQσ/〈ρσ〉 is called the σ-gluing algebra of A. The above homomorphism λσ induces a
homomorphism from Aσ to A, denoted again by λσ. Observe that λσ : A
σ → A is injective, and the image of
λσ is the subalgebra of A generated by all the arrows in Q, the idempotents eσ1 , · · · ,eσm and {ei | i ∈ Q0\X}.
Note that the Jacobson radicals of Aσ and A are equal. This construction has been used in the study of the
finitistic dimension conjecture (for example, see [18]).
Now, we illustrate the above procedure by an example. Let A be a k-algebra presented by the quiver Q
• δ
2
4""❊
❊❊
•
α
1
<<②②②
β
""❊
❊❊ • •
η5 6//•
• γ
3
<<②②②
with the relation αδ−βγ. Let X := {1,2,3,4,5} and σ :=
{
{1,2,3},{4,5}
}
be a partition of X . Then the
σ-gluing algebra Aσ of A is presented by the quiver Qσ
•
α

β
NN
δ //
γ
//•
η //•
with relations {αδ−βγ}∪ρσ1 ∪ρσ2 = {αδ−βγ,α2,αβ,αγ,βα,β2,βδ,δη,γη}.
In the following, we shall interpret the procedure of a σ-gluing as a pullback of algebras. We define
kX :=
⊕
i∈X
k
to be the path algebra of the quiver with isolated vertices indexed by X . Considering σ as a set, we have
the algebra kσ which is just the σ-gluing algebra of kX . There is an embedding λσ : k
σ → kX sending eσi to
∑ j∈σi e j for 1≤ i≤ m. Also, note that there is a canonical algebra homomorphism
pi : kQ/〈ρ〉 −→ kX
sending ei to ei for i ∈ X , and all other idempotents and all arrows to zero. Similarly, there is a canonical,
surjective algebra homomorphism pi : kQσ/〈ρσ〉 → kσ. Then we have the following commutative diagram of
algebra homomorphisms:
kQσ/〈ρσ〉
λσ //
pi

kQ/〈ρ〉
pi

kσ
λσ // kX
Moreover, dimkA+ dimk k
σ = dimkA
σ + dimk k
X . This implies that the above commutative diagram is a
pullback diagram.
Theorem 4.1. Suppose that F is a derived equivalence between algebras A := kQ/〈ρ〉 and A′ := kQ′/〈ρ′〉.
Let X be a subset of Q0 such that the simple A-modules corresponding to the vertices in X are sent by F
to simple A′-modules. Let X ′ be the set of vertices in Q′0 corresponding to these simple A
′-modules. Let σ
be a partition of X and σ′ be the corresponding partition of X ′. Then the algebras Aσ and A′σ
′
are derived
equivalent.
Proof. By assumption, there is a basic, radical tilting complex T • over A such that F(T •)≃ A′ in Db(A′).
By Lemmas 2.4 and 2.6, we can rewrite T • as T • =U•⊕
⊕
i∈X V
•
i such that U
• ∈K b(add(
⊕
i∈Q0\X
Aei))
and V •i is indecomposable with [V
•
i : Ae j] = δi j for all i, j ∈ X . Moreover, for each i ∈ X , the projective
A-module Aei occurs as a direct summand of V
0
i with the multiplicity 1 (see the proof of Lemma 2.4). By the
definition of pi : A→ kX , we have kX ⊗A Aei = 0 for i 6∈ X and k
X ⊗A Aei ≃ k
Xei for i ∈ X . Thus there is an
isomorphism in C (kX ):
h• : kX ⊗A T
• −→ kX .
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Clearly, kX ⊗kσ k
σ ≃ kX . Let η1 : EndK (A)(T
•) → EndkX (k
X ) be the algebra homomorphism determined
by the composite pi∗h•1 : T
• → kX ⊗A T
• → kX , and let η2 : Endkσ(k
σ)→ EndkX (k
X ) be the algebra homo-
morphism determined by λσ. By Theorem 3.1, the pullback algebra of η1 and η2 is derived equivalent to
the pullback algebra Aσ of pi : A→ kX and λσ : k
σ → kX . It remains to show that A′σ
′
is isomorphic to the
pullback algebra of η1 and η2.
For each x in Q0 (respectively,Q
′
0), we denote by Sx (respectively, S
′
x) the simple A-module (respectively,
A′-module) corresponding to the vertex x. By relabeling the vertices if necessary, we can assume that
X = {1, · · · ,m}= X ′
such that F(Si) ≃ S
′
i for 1 ≤ i ≤ m. In this case, σ and σ
′ are the same partition of {1, · · · ,m}. For i, j ∈
{1, · · · ,m}, the Hom-space
Hom
Db(A′)(F(V
•
i ),S
′
j))≃ HomDb(A′)(F(V
•
i ),F(S j))≃ HomDb(A)(V
•
i ,S j)
is 1-dimensional for i = j, and zero for i 6= j. Thus it follows from the indecomposability of F(V •i ) that
there exists an isomorphism gi : F(V
•
i )→ A
′ei for 1 ≤ i ≤ m. Let f := ∑ j∈Q′0\X ′ e j ∈ A
′. Then there is an
isomorphism g : F(U•)→ A′ f . Thus we obtain an isomorphism
diag[g,g1, · · · ,gm] : F(T
•)−→ A′,
which induces an isomorphism g˜ : End
Db(A′)(F(T
•))→ EndA′(A
′). Let s be the composite of the following
maps
EndK (A)(T
•)≃ End
Db(A)(T
•)−→ End
Db(A′)(F(T
•))
g˜
−→ EndA′(A
′)−→ A′.
Then, for each i∈ {1, · · · ,m}, the map s sends the primitive idempotent corresponding to the direct summand
V •i to ei. According to this fact, it is easy to check that the following diagram is commutative.
EndK (A)(T
•)
η1 //
≃s

EndkX (k
X )
≃

Endkσ(k
σ)
η2oo
≃

A′
pi // kX
′
kσ
′λσ′oo
Note that the unlabeled vertical isomorphisms are the canonical ones. This diagram shows that A′
σ′
, which is
the pullback of pi and λσ′ , is isomorphic to the pullback algebra of η1 and η2, and finishes the proof. 
Remark. In Theorem 4.1, the indecomposable projective Aσ-module corresponding to a part of the parti-
tion σ occurs only once (in degree zero) in the tilting complex that induces a derived equivalence between Aσ
and A′σ
′
(see the proof of Theorem 3.1). Therefore, by Lemma 2.4, this derived equivalence sends the simple
modules corresponding to parts of σ to the simple modules corresponding to parts of σ′. Thus Theorem 4.1
can be applied repeatedly.
Theorem 4.1 also provides a way to construct a new derived equivalence from two given derived equiva-
lences.
Corollary 4.2. Let F be a derived equivalence between two algebras A := kQ/〈ρ〉 and A′ := kQ′/〈ρ′〉, and let
G be a derived equivalence between B := kΓ/〈φ〉 and B′ := kΓ′/〈φ′〉. Suppose that Q¯0 (respectively, Γ¯0) be a
subset of Q0 (respectively, Γ0) such that the simple modules corresponding to the vertices in Q¯0 (respectively,
Γ¯0) are sent by F (respectively, G) to simple modules corresponding to the vertices in Q¯
′
0 (respectively, Γ¯
′
0)
and that |Q¯0| = |Q¯
′
0| and |Γ¯0| = |Γ¯
′
0|. Let σ be a partition of the set Q¯0 ∪ Γ¯0 and σ
′ be the corresponding
partition of Q¯′0∪ Γ¯
′
0. Then the algebras (A×B)
σ and (A′×B′)σ
′
are derived equivalent.
Proof. Taking coproducts of algebras, we can get a derived equivalence between A×B and A′×B′, which
sends the simple modules corresponding to the vertices in Q¯0 ∪ Γ¯0 to the simple modules corresponding to
the vertices in Q¯′0∪ Γ¯
′
0. Thus the corollary follows immediately from Theorem 4.1. 
A special case of Corollary 4.2 is B = Aop and B′ = A′op. In this case we can get derived equivalence
between (A×Aop)σ and (A′×A′op)σ
′
since algebras A and A′ are derived equivalent if and only if so are their
opposite algebras.
Another special case of Corollary 4.2 is to attach an algebra simultaneously to derived equivalent algebras
and make the resulting algebras again derived equivalent.
17
Corollary 4.3. Let F be a derived equivalence between the algebras A := kQ/〈ρ〉 and A′ := kQ′/〈ρ′〉 such
that F sends the simple A-modules corresponding to the vertices in Q¯0 to the simple A
′-modules correspond-
ing to the vertices in Q¯′0 and that |Q¯0| = |Q¯
′
0|. Suppose that C := kΓ/〈ρ
′′〉 is an arbitrary algebra. Let σ
be a partition of Q¯0∪Γ0 and σ
′ be the corresponding partition of Q¯′0∪Γ0. Then the algebras (A×C)
σ and
(A′×C)σ
′
are derived equivalent.
4.2 Derived equivalences from unifying arrows
In this subsection, we shall construct new derived equivalences from given ones by unifying certain arrows
in quivers.
We first fix some notation. Throughout this subsection, ∆ is the quiver with the vertex set {x,1,2, · · · ,n}
and n arrowsα j : x→ j, 1≤ j≤ n. Here, we understand that the arrows have pairwise distinct ending vertices.
We define E := {1, · · · ,n}. It may happen that the vertex x falls into E . In this case ∆ has the vertex set E .
Let σ be the partition of E with only one part, and let α := {α1, · · · ,αn} for simplicity.
Let A = kQ/〈ρ〉 be a finite-dimensional k-algebra such that ∆ is a subquiver of Q. By the previous
discussion, there is an algebra embedding
λσ : kQ
σ/〈ρσ〉 −→ kQ/〈ρ〉.
Let Qα be the quiver obtained from Qσ by unifying the arrows α1, · · · ,αn into one arrow α¯ in Q
σ. Thus Qα
has the vertex set Qσ, while the set of arrows is {α¯}∪Qσ1\{α1, · · · ,αn}. Then there is a canonical algebra
homomorphism
ϕ : kQα −→ kQσ/〈ρσ〉
sending α¯ to ∑ni=1 αi, and preserving all other arrows and all vertices. It is easy to see that Ker(ϕ) is contained
in 〈Qα2 〉. Let ρ
α be relations on Qα such that 〈ρα〉= Ker(ϕ). Then we get a natural embedding
λα : kQ
α/〈ρα〉 −→ kQσ/〈ρσ〉.
We define Aα := kQα/〈ρα〉. This is called the unifying algebra of A by α. The image of the composite λαλσ
is the subalgebra of A generated by all the arrows β 6∈ α, ∑ni=1 αi and idempotents eE , ei, i ∈Q0\E . The above
procedure can be illustrated visually by the following (local) pictures:
•
•
•
77♦♦♦♦♦
''❖❖
❖❖
❖
...
α1
αn
1
n
x
Q
 • •···
α1
%%
αn
99 yx
Qσ
 • •
α¯ // yx
Qα
Next, we shall interpret the algebra Aα as a pullback algebra. Actually, Aα fits into the following pullback
diagram of algebra homomorphisms:
Aα
λα //
pi

Aσ
pi

k∆
σ
0
λ // (k∆)σ/〈∑ni=1 αi〉
The vertical homomorphisms in the above diagram are obviously defined.
Lemma 4.4. The algebra (k∆)σ/〈∑ni=1 αi〉 is radical-square zero.
Proof. If x 6∈ {1, · · · ,n}, then x 6= y and (k∆)σ/〈∑ni=1 αi〉 is radical-square zero. Without loss of generality,
we now assume that α1 is a loop in the quiver ∆. Then none of α2, · · · ,αn is a loop by the assumption that
the vertices 1, · · · ,n are pairwise distinct. Thus, αiα j = 0 for all i 6= 1 and all j ∈ {1, · · · ,n}. Further, for
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each j ∈ {1, · · · ,n}, the path α1α j = (∑
n
i=1 αi)α j is in 〈∑
n
i=1 αi〉. Altogether, we have shown that all paths in
(k∆)σ of length 2 belong to 〈∑ni=1 αi〉, and the lemma is then proved. 
Let kQ/〈ρ〉 be a finite-dimensional algebra defined by a quiver Q with relations ρ. Let i and j be vertices
in Q0, and let Qi j be the k-vector space with all arrows from i to j as a basis. Then every vector space
automorphism χ :Qi j →Qi j extends to an algebra automorphism φχ : kQ→ kQ which sends α ∈Qi j to (α)χ
and preserves all other arrows and all vertices. If (〈ρ〉)φχ = 〈ρ〉 for all such automorphisms χ on Qi j, then
ρ is said to be (i, j)-invariant. Let Γ = (Γ0,Γ1) be a sub-quiver of Q. We say that ρ is Γ-invariant if ρ is
(i, j)-invariant for all i, j ∈ Γ0. For example, ρ is Γ-invariant if ρ consists only of monomial relations and
there is at most 1 arrow from i to j in Q for any two vertices i, j in Γ0. Note that ρ is Γ-invariant if and only
if ρ
op
in kQ
op
/〈ρ
op
〉 is Γ
op
-invariant.
Theorem 4.5. Let A := kQ/〈ρ〉 and A′ := kQ′/〈ρ′〉 be algebras, and suppose that the given quiver ∆ is a sub-
quiver of both Q and Q′. Assume that ρ or ρ′ is ∆-invariant. If F : Db(A)→Db(A′) is a derived equivalence
such that F(Si)≃ S
′
i for all i ∈ ∆0, then A
α and A′
α
are derived equivalent.
Proof. Without loss of generality, we assume that ρ′ is ∆-invariant. Further, we assume that the common
starting vertex x of α1, · · · ,αn is not in E . The case that x ∈ E can be proved similarly. Let ∆˜ be the full
sub-quiver of Q defined by ∆0. Then ∆ is a sub-quiver of ∆˜ with the same vertices and (possibly) less
arrows. Let B := k∆˜/〈∆˜2〉, and let Λ := (k∆)
σ/〈∑ni=1 αi〉. Then, by Lemma 4.4, there is a canonical surjective
homomorphism pi : Bσ → Λ of algebras.
Let T • be a basic, radical tilting complex associated to the derived equivalence F . SetU :=
⊕
i∈Q0\∆0
Aei.
Since F(Si)≃ S
′
i for all i ∈ ∆0, we can assume
T • =U•⊕V •x ⊕V
•
1 ⊕·· ·⊕V
•
n
by Lemmas 2.4 and 2.6, where V •i is a complex in K
b(A-proj) such that, for each i ∈ ∆0, V
0
i = Aei⊕Ui for
someUi ∈ add(U) and V
j
i ∈ add(U) for all j 6= 0. Note that there is a commutative diagram
Aσ
pi //
λσ

Bσ
λσ

pi // kσ
λσ

A
pi //B
pi // kE
where the horizontal maps are the canonical maps. The right-hand square and the entire square are pullback
diagrams of algebras. This implies that the left-hand square is also a pullback diagram. It is easy to see
B⊗AU = 0 and that there is an isomorphism of stalk complexes in C (B):
h• : B⊗A T
• = B⊗A (Aex⊕
n⊕
i=1
Aei)−→ B≃ B⊗Bσ B
σ.
By the proof of Theorem3.1, the complexT •σ :=M(T
•,Bσ,h•) is a tilting complex overAσ with EndK (Aσ)(T
•
σ )≃
A′
σ
. Moreover, there is a pullback diagram
EndK (Aσ)(T
•
σ )
ε1 //
ε2µ

EndK (A)(T
•)
ηµ

Bσ
λσ // B,
where η is determined by T • → B, ε1 and ε2 are determined by the projections from T
•
σ to T
• and Bσ,
respectively, and µ is the canonical isomorphism from End(ΛΛ) to Λ for an algebra Λ.
By assumption, F(Si)≃ S
′
i for all i ∈ ∆0. It follows that Ext
1
A(Si,S j)≃ Ext
1
A′(S
′
i,S
′
j) for all i, j ∈ ∆0. This
indicates that the number of arrows from i to j are equal in bothQ andQ′. Hence we can assume that ∆˜ is also
a full sub-quiver of Q′ with vertices ∆0. As a consequence, there is a canonical, surjective homomorphism
pi : A′→ B of algebras.
Let θ : A′→ EndK (A)(T
•) be an isomorphism of algebras. Note that EndB(B)≃ B is radical-square zero
by definition. Thus it is easy to know that θηµ : A′→ B sends the kernel of pi : A′→ B to zero, and that there is
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an algebra homomorphism χ :B→ B, which fixes all idempotents ei, i∈ ∆0, such that θηµ= piχ. Since χ fixes
the idempotents ei with i ∈ ∆0, it induces an automorphism of the vector space eiBe j which is isomorphic to
the vector space Q′i j for all i, j ∈ ∆0. Since ρ
′ is ∆-invariant, there is an automorphism φχ : A
′→ A′ extending
χ, that is, φχpi = piχ. Thus θ
−1φχpi = ηµ, that is, there is a commutative diagram
EndK (A)(T
•)
ηµ //
θ−1φχ≃

B Bσ
λσoo
A′
pi // B Bσ
λσoo
It then follows that there is an isomorphism ψ from the pullback algebra EndK (Aσ)(T
•
σ ) of ηµ and λσ to the
pullback algebra A′
σ
of pi and λσ such that the following diagram
EndK (Aσ)(T
•
σ )
ε2 //
ψ

EndBσ(B
σ)
µ

A′
σ pi // Bσ
is commutative. This diagram can be extended to the following commutative diagram
EndK (Aσ)(T
•
σ )
ε2 //
ψ≃

EndBσ(B
σ)
µ≃

p // EndΛ(Λ)
µ≃

End
k
∆σ
0
(k∆
σ
0 )
ioo
µ≃

A′
σ pi // Bσ
pi // Λ k∆
σ
0
λoo
where p and i are determined by pi and λ, respectively. It then follows that the pullback algebra A′α of
pi : A′σ → Λ and λ is isomorphic to the pullback algebra of ε2p and i. Note that
Λ⊗
k
∆σ
0
k∆
σ
0 ≃ Λ≃ Λ⊗Bσ B
σ ≃ Λ⊗Bσ B
σ⊗Aσ T
•
σ
in C (Λ). By the proof of Theorem 3.1, the pullback algebra of ε2p and i is derived equivalent to the pullback
algebra Aα of Aσ
pi
−→ Λ
λ
←− k∆
σ
0 . Consequently, A′
α
is derived equivalent to Aα. 
Remark 4.6. (1) Note that two algebras A and B are derived equivalent if and only if their opposite algebras
A
op
and B
op
are derived equivalent. So we can replace ∆ by ∆
op
and consider unifying arrows of ∆
op
. This
means that Theorem 4.5 also holds true for the subquiver ∆
op
.
(2) The derived equivalence constructed in theorem 4.5 sends the simple Aα-modules corresponding to x
and y again to simple A′α-modules.
4.3 Derived equivalences from identifying socle elements
In this subsection, we introduce the third operation by identifying socle elements of algebras to get new
derived equivalences.
Let A be a basic Artin algebra with the Jacobson radical rA, and let 1A = e1+ · · ·+ en be a decomposition
of 1A into pairwise orthogonal primitive idempotents. Fix i, j ∈ {1, · · · ,n}. A longest (ei,e j)-element in A is
a nonzero element a∈ eirAe j such that rAa= 0= arA, that is, a∈ soc(rAe j)∩ soc(eirA). In this case, the ideal
〈a〉 of A generated by a is 1-dimensional and contained in soc(AAe j)∩ soc(eiAA). A longest (ei,ei)-element
is called a complete ei-cycle.
For the rest of this subsection, we fix two algebras A := kQ/〈ρ〉 and B := kΓ/〈ω〉 given by quivers with
relations. Suppose that a is a longest (ei,e j)-element in A, and that b is a longest (es,et)-element in B, where
i, j ∈ Q0 and s, t ∈ Γ0. We glue i and s into a new vertex u, and glue j and t into a new vertex v. Let σ be the
corresponding partition of the set {i, j,s, t}. In case that i = j or s = t, we actually glue all the vertices into
one vertex, that is, u = v. Let (A×B)σ be the σ-gluing algebra defined in Subsection 4.1. In case that i = j
and s= t, we simply write A ei×es B for (A×B)
σ. Now, it is easy to see that a−b is a longest (eu,ev)-element
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in (A×B)σ and the ideal 〈a− b〉 of (A×B)σ generated by a− b is 1-dimensional. So, we can define a new
algebra
A a⋄bB := (A×B)
σ/〈a− b〉.
It is called the algebra of identifying socle elements in A and B.
Suppose that A′ := kQ′/〈ρ′〉 is another algebra and there is a derived equivalence F : Db(A)→ Db(A′)
such that F(Si)≃ Si′ and F(S j)≃ S j′ for some i
′, j′ ∈Q′0. Let T
• be a basic, radical tilting complex associated
to F . We may identify A′ with End
K b(A)(T
•) via the isomorphism End
K b(A)(T
•) → A′ induced by F .
Further, by the proof of Lemma 2.4, both Aei and Ae j only occur in degree zero with the multiplicity 1 in T
•.
For x ∈ {i, j}, let T •x be the indecomposable direct summand of T
• such that Aex is a direct summand of T
0
x ,
namely T 0x = Aex⊕Px, and let ex′ be the primitive idempotent element in A
′ corresponding to the summand
T •x . Let ma : T
•
i → T
•
j be the following (well-defined) particular morphism
· · · // T−1i
0

// Aei⊕Pi //[
·a 0
0 0
]

T 1i
//
0

· · ·
· · · // T−1j
// Ae j⊕Pj // T 1j
// · · ·
and let a′ be the composite T • → T •i
ma−→ T •j → T
•, where the first and last morphisms are the canonical
projection and injection, respectively. This element a′ has the following property.
Lemma 4.7. The element a′ just defined is a longest (ei′ ,e j′)-element in A
′.
Proof. Since a ∈ eirAe j is nilpotent, the element a
′ is nilpotent and lies in ei′rA′e j′ . It remains to show
rA′a
′ = 0= a′rA′ .
Let g• : T • → T • be in rA′ . Then g
• is nilpotent, that is, (g•)m is null-homotopic for some integer m≥ 1.
Particularly, (g0)m = h0d−1+d0h1 for some homomorphisms h0 : T 0→ T−1 and h1 : T 1→ T 0 of A-modules.
Since the differential maps of T • are radical by assumption, the map (g0)m is radical, and so is g0. It follows
that the composite g0pi0 : T 0 → T 0i is also a radical map, where pi
• is a canonical projection T • → T •i . Now,
the fact rAa = 0 indicates that the composite Ael
r
→ Aei
·a
→ Ae j is zero for all l ∈ Q0 and all radical maps
r. Hence the chain map g•pi•ma is zero in all degrees, and consequently g
•a′ = 0. This shows rA′a
′ = 0.
Similarly, using arA = 0, we can prove a
′rA′ = 0. 
The following theorem shows that we can extend the derived equivalence between A and A′ by identifying
socle elements.
Theorem 4.8. The algebras A a⋄bB and A
′
a′⋄bB are derived equivalent.
Proof. For simplicity, we write Λ for (A×B)σ. As explained in Subsection 4.1, Λ is the pullback algebra
of the canonical surjective homomorphismsB→ kσ and A→ kσ. Let σ′= {i′,s}∪{ j′, t} be the corresponding
partition of {i′, j′,s, t}. By the proof of Theorem 3.1, the complex T˜ • := M(T •,B,1) is a tilting complex
over Λ with the endomorphism algebra isomorphic to (A′×B)σ
′
. By definition, T˜ •i := M(T
•
i ,Bes,1) and
T˜j
•
:= M(T •j ,Bt ,1) are indecomposable direct summands of T˜
•. Note that all other indecomposable direct
summands of T˜ • are of the formM(P•,0,0) orM(0,Q,0), where P• is an indecomposable direct summand of
T • and Q is an indecomposable projective B-module. Moreover, the indecomposable projective Λ-modules
Λeu and Λev, which are isomorphic to M(Aei,Bes,1) and M(Ae j,Bet ,1), respectively, only occur in degree
zero with the multiplicity 1 in T˜ •. Thus T˜ • is a basic, radical complex over Λ.
Set I := 〈a− b〉. Then Iev = I = euI and IX = 0 for all indecomposable projective Λ-modules X not
isomorphic to Λev. It follows that IT˜
• = IT˜ 0 ≃ ΛI. Note that ΛI is a simple Λ-module with euI 6= 0. Hence
Hom
K b(Λ)(T˜
•, IT˜ •[l]) ≃ Hom
K b(A)(T˜
•, I[l]) = 0 for all l 6= 0. Now, the short exact sequence 0→ IT˜ • →
T˜ •→ T˜ •/IT˜ • → 0 in the category of complexes over Λ gives raise to a triangle
IT˜ • −→ T˜ • −→ T˜ •/IT˜ • −→ IT˜ •[1]
in Db(Λ). Applying Hom
Db(Λ)(T˜
•,−) to this triangle, we get an exact sequence
0−→Hom
Db(Λ)(T˜
•, T˜ •/IT˜ •[−1])−→ Hom
Db(Λ)(T˜
•, IT˜ •)−→Hom
Db(Λ)(T˜
•, T˜ •),
21
which is isomorphic to
(♯) 0−→Hom
K b(Λ)(T˜
•, T˜ •/IT˜ •[−1])−→ Hom
K b(Λ)(T˜
•, IT˜ •)
θ
−→Hom
K b(Λ)(T˜
•, T˜ •).
Note that the map ·(a− b) : Λeu → ΛI induces a morphism g
• in End
K b(Λ)(T˜
•
i ):
· · · //T−1i
d //

Λeu⊕Pi //[
·(a−b)
0
]

T 1i

//0
0 //

I //

0

0 //T−1j
d //Λev⊕Pj //T 1j
//0.
The image of g0 is IΛev = I. It follows that g
• cannot be null-homotopic, since the image of any morphism
from T−1j or T
1
i to Λev has image contained in Ae j which intersects I trivially. Hence g
• 6= 0, and therefore
g˜• :=
[
g• 0
0 0
]
is a nonzero endomorphism of T˜ • and lies in Im(θ) (see the sequence (♯)). Note that
Hom
K b(Λ)(T˜
•, IT˜ •)≃ Hom
K b(Λ)(T˜
•,ΛI)≃ HomΛ(Λeu,ΛI)≃ euI = I
and I is 1-dimensional. Hence θ is an injective map and Im(θ) is a 1-dimensional k-space with g˜ as a
basis. It follows from (♯) that Hom
K b(Λ)(T˜
•, T˜ •/IT˜ •[−1]) = 0. Thus Hom
K b(Λ)(T˜
•/IT˜ •, T˜ •/IT˜ •[−1]) ≃
Hom
K b(Λ)(T˜
•, T˜ •/IT˜ •[−1]) = 0. Now, by [7, Theorem 4.2], the algebras Λ/I and End
K b(Λ)(T˜
•)/ Im(θ) are
derived equivalent. It is easy to check that the isomorphism End
K b(Λ)(T˜
•)≃ (A′×B)σ
′
, which is induced by
the projections Λ→ A and Λ→ B, sends the element g˜• in End
K b(Λ)(T˜
•) to a′−b in (A′×B)σ
′
. As a result,
End
K b(Λ)(T˜
•)/ Im(θ) is isomorphic to A′ a′⋄bB. Note that the algebra Λ/I is just A a⋄bB. Hence A a⋄bB is
derived equivalent to A′ a′⋄bB. This finishes the proof. 
Remark that the derived equivalence in Theorem 4.8 sends the simple modules over A a⋄bB corresponding
to u and v also to simple modules over A′ a′⋄bB corresponding to u
′ and v′.
A special case of Theorem 4.8 is that we take complete cycles with the same starting and ending vertices.
Corollary 4.9. Suppose that e and f are primitive idempotent elements in A and B, respectively, and that
a ∈ A is a complete e-cycle and b ∈ B is a complete f -cycle. Let T • be a basic, radical tilting complex over
A with [T • : Ae] = 1, and let A′ = End
K b(A)(T
•). Then A a⋄bB and A
′
a′⋄bB are derived equivalent.
5 Derived equivalences and Frobenius type
As an application of our constructions in Section 4, we consider, in this section, whether Frobenius type of
algebras is invariant under derived equivalences. Solutions to this question are presented in Proposition 5.1,
Corollary 5.5 and Example 5.6.
Throughout this section, all algebras are finite-dimensional over a field.
Frobenius parts of algebras have played an important role in several aspects of the representation theory
of algebras. For instance, concerning the Auslander-Reiten conjecture (or Alperin-Auslander conjecture
referred in [17]) which states that stable equivalent algebras should have the same number of non-isomorphic,
non-projective simple modules, Martı´nez-Villa reduced the validity of this conjecture for algebras without
nodes to that for Frobenius parts (see [13]). In [9], the problem of lifting stable equivalences of Morita type
to derived equivalences for arbitrary algebras is reduced to the one for their Frobenius parts. Moreover, there
are close connections between dominant dimensions and Frobenius parts of algebras (see [3]).
Let A be an algebra. We may suppose A-stp= add(Ae) for e an idempotent element in A and that Ae is a
basic A-module. Following [9], the algebra eAe is called the Frobenius part of A. It is a self-injective algebra
introduced first in [13] (see also [9, Lemma 2.5]) and uniquely determined by A up to Morita equivalence.
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We say that A is Frobenius-finite (-tame or -wild) if its Frobenius part is representation-finite (-tame or -wild).
By Frobenius type we mean the representation type of the Frobenius part. If the Frobenius part of A is zero,
we say that A is Frobenius-free.
Frobenius-finite algebras include representation-finite algebras, Auslander-algebras, cluster-tilted alge-
bras, and can be produced from triangular matrix algebras, Auslander-Yoneda algebras and Frobenius exten-
sions (see [9, Section 5] for details). For Frobenius-finite algebras over an algebraically closed field, every
stable equivalence of Morita type lifts to a derived equivalence (see [9, Theorem 1.1]). Thus this large class
of algebras shares many stable and derived invariants (see [16, 15, 11, 13, 7])
Now, we consider behaviors of Frobenius type under stable and derived equivalences.
From [9, Lemma 3.3] it follows that, for indecomposable algebras with separable semisimple quotients
by their Jacobson radicals, Frobenius type is preserved by stable equivalences of Morita type. Actually, a
more general statement is true, namely stable equivalences preserve Frobenius type. This follows from a
simple observation (see Proposition 5.1(1) below). Recall that a simple A-module S is called a node in [12] if
it is neither projective, nor injective, and the almost split sequence 0→ S→ P→ TrD(S)→ 0 has a projective
middle term P. For the definition of almost split sequences, we refer the reader to [1].
Proposition 5.1. (1) Let A and B be algebras over an algebraically closed field and without nodes. If A and
B are stably equivalent (that is, the stable categories A-mod and B-mod are equivalent), then they have the
same Frobenius type.
(2) Let A be an algebra over an arbitrary field and AT be a tilting A-module with B := EndA(T ). Then
the Frobenius parts of A and B are isomorphic.
Proof. (1) Under the assumptions of the proposition, we know from [13] that a stable equivalence between
A and B induces a stable equivalence between their Frobenius parts. Since stable equivalences preserve
representation type by [11], we see that the Frobenius parts of A and B have the same representation type,
and therefore A and B have the same Frobenius type.
(2) This follows from [3, Lemma 4.3]. 
As is known, derived equivalences between self-injective algebras over a field preserve representation
type. Also, by Proposition 5.1(2), derived equivalences induced by tilting modules over arbitrary algebras
preserve Frobenius type. Furthermore, almost ν-stable derived equivalences also preserve Frobenius type
(see [9, Proposition 3.3]). So, based on these phenomena, one may naturally ask the following question:
Question. Does a derived equivalence always preserve Frobenius type of algebras?
In the following, we shall answer the question negatively.
Let A and B be basic algebras, and let e and f be primitive idempotents in A and B, respectively. Suppose
that a ∈ A is a complete e-cycle and that b ∈ B is a complete f -cycle. Set Λ := A e× f B, and Γ := A a⋄bB.
Recall that Γ is the quotient algebra of Λ modulo the one-dimensional ideal I := 〈a− b〉. For x ∈ Λ, we
write x¯ = x+ I in Γ. As before, let 1A = e+ e2+ · · ·+ en and 1B = f + f2+ · · ·+ fm be decompositions of
identities into pairwise orthogonal primitive idempotents. Then 1Γ = ¯e+ f + e¯2+ · · ·+ e¯n+ f¯2+ · · ·+ f¯m is a
decompositions of 1Γ into pairwise orthogonal primitive idempotents.
In the following, we describe the Frobenius part of the algebra Γ.
Lemma 5.2. Let A be an algebra, and let e1,e2 be primitive idempotents in A. Then the following are
equivalent.
(1) νA(Ae1)≃ Ae2.
(2) e1 soc(Ae2) 6= 0 and, for each 0 6= u ∈ e1 soc(Ae2), the following two conditions are satisfied:
(i) For each 0 6= x ∈ Ae2, there is an element y ∈ e1A such that yx= u.
(ii) For each 0 6= y ∈ e1A, there is an element x ∈ Ae2 such that yx= u.
(3) There is a nonzero element u ∈ e1Ae2, satisfying the conditions (i) and (ii) in (2).
Proof. (1) ⇒ (2) Suppose νA(Ae1) ≃ Ae2. Then soc(Ae2) is isomorphic to the top of Ae1. Hence
e1 soc(Ae2) 6= 0. Let u be a nonzero element in e1 soc(Ae2). We claim that u ∈ soc(e1A). For r ∈ rA, let
φr : Ae2 → A,z 7→ zr. Then φr is a homomorphism of left A-modules. Since Im(φr) = Ae2r which is a
nilpotent left ideal in A and since Ae2 ≃ νA(Ae1) which is indecomposable and injective, φr is not injective.
Otherwise, we would have Ae2r ≃ Ae2 and A= Ae2r⊕L for some left ideal L of A since the module Ae2r is
injective, and consequentlyAe2rwould contain an nonzero idempotent element and therefore not be nilpotent,
a contradiction. Thus (soc(Ae2))φr = 0, and therefore ur = 0 and u ∈ soc(e1A). Now, for each 0 6= x ∈ Ae2,
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Ax is a nonzero submodule of Ae2. Hence soc(Ae2) ⊆ Ax and u ∈ Ax. Thus there is some a ∈ A such that
u= ax. Let y= e1a. Then u= e1u= e1ax= yx. That is, u satisfies the condition (i). Similarly, one can prove
that u satisfies the condition (ii) by the fact that u∈ soc(e1A) and e1A≃D(e2A) which is an indecomposable,
injective right A-module.
(2)⇒ (3) This is trivial.
(3)⇒ (1) Suppose that u ∈ e1 soc(Ae2) is a nonzero element satisfying the conditions (i) and (ii). Let
α be a linear map in D(e1A) such that (u)α = 1. Define φ : Ae2 −→ D(e1A), z 7→ (z ·)α. Then φ is a
homomorphism of A-modules. For 0 6= x ∈ Ae2, there is an element y ∈ e1A such that yx= u by the condition
(i). It follows that (x)φ sends y to (yx)α = (u)α = 1. Thus (x)φ 6= 0. This implies that φ is injective. Similarly,
let β be a linear map in D(Ae2) such that (u)β = 1. Using the condition (ii), one can prove that the map
e1A−→D(Ae2), y 7→ β(·y)
is an injective homomorphismof rightA-modules. Then dimkD(e1A)= dimk e1A≤ dimkD(Ae2)= dimkAe2≤
dimkD(e1A). It follows that these dimensions are equal, and consequently φ is an isomorphism. 
To describe ν-stably projective Γ-modules, we also need the following lemma.
Lemma 5.3. The assignment (e)θ = e+ f , (ei)θ = e¯i for all i ≥ 2, and (r)θ = r¯ for all r ∈ rA, defines an
injective k-linear map θ : A→ Γ such that (xy)θ = (x)θ(y)θ for all x,y ∈ A.
Proof. Since A = ke⊕ ke2⊕ ·· · ⊕ ken⊕ rA, the assignment (e)φ := e+ f , (ei)φ := ei for all i ≥ 2 and
(r)φ := r for all r ∈ rA defines a k-linear map φ : A→ Λ. Now, it is rather straightforward to check from
definition that φ is injective and satisfies (xy)φ = (x)φ(y)φ for all x,y ∈ A. Clearly, θ is the composite φpi,
where pi is the canonical surjective algebra homomorphism from Λ to Γ. Note that θ is injective since
A∩ I = {0}, and satisfies the other conditions of the lemma. 
Proposition 5.4. Keep the above notation. We have the following statements:
(1) For each i≥ 2, Γe¯i is ν-stably projective if and only if so is Aei.
(2) For each i≥ 2, Γ f¯i is ν-stably projective if and only if so is B fi.
(3) Γ(e+ f ) is ν-stably projective if and only if νA(Ae)≃ Ae and νB(B f )≃ B f .
Proof. We shall frequently use the injective map θ : A→ Γ in Lemma 5.3.
(1) Since a ∈ A is a complete e-cycle and contained in e · soc(Ae) by definition, the socle of Ae is iso-
morphic to the top of Ae. So, it cannot happen that νA(Aei) ≃ Ae for any i ≥ 2. Thus, if Aei, with i ≥ 2, is
ν-stably projective, then νtA(Aei) is isomorphic to some module in {Ae2, · · · ,Aen} for all t ≥ 1. Similarly,
a¯ is a complete e+ f -cycle in Γ, and it cannot happen that νΓ(Γe¯i) ≃ Γ(e+ f ). It is also impossible that
νΓ(Γe¯i) ≃ Γ f¯l for any l ≥ 2, since e¯iΓ f¯l = 0. We shall show, for i, j ≥ 2, that νA(Aei) ≃ Ae j if and only if
νΓ(Γe¯i)≃ Γe¯ j. Note that θ induces isomorphisms of vector spaces eiA→ e¯iΓ and Ae j → Γe¯ j. Then it is easy
to check that a nonzero element u ∈ eiAe j satisfies both (i) and (ii) in Lemma 5.2 if and only if (u)θ, which
is a nonzero element in e¯iΓe¯ j, satisfies the same conditions. By Lemma 5.2, νA(Aei) ≃ Ae j if and only if
νΓ(Γe¯i) ≃ Γe¯ j. Repeating this process, we see that Γe¯i is ν-stably projective if and only if Aei is ν-stably
projective. This proves (1).
(2) This can be shown similarly.
(3) We assume that Γ(e+ f ) is ν-stably projective. Then Γ(e+ f ) is indecomposable and projective-
injective, and has a 1-dimensional simple socle. The element a¯= b¯ is in the socle of Γ(e+ f ) and (e+ f )a¯=
a¯. It follows that the socle of Γ(e+ f ) is isomorphic to the simple Γ-module corresponding to the primitive
idempotent e+ f . Hence νΓΓ(e+ f ) ≃ Γ(e+ f ). By Lemma 5.2, the element a¯ ∈ (e+ f )Γ(e+ f ) satisfies
the condition (i) and (ii) in Lemma 5.2(3). We shall prove that a ∈ eAe satisfies the conditions (i) and (ii) in
Lemma 5.2(3). Let x∈Ae be a nonzero element. Suppose x= λe+r for some λ∈ k and r ∈ rAe. If λ 6= 0, then
1
λ
ax= a+ 1
λ
ar = a. Now, we assume that λ = 0 and x= r ∈ rAe. In this case, (x)θ = r¯ is a non-zero element
in Γ(e+ f ). By Lemma 5.2, there is an element w= µ(e+ f )+ r¯1+ r¯2 in (e+ f )Γ, where µ ∈ k, r1 ∈ erA and
r2 ∈ f rB, such that w · (x)θ = a¯. Note that r¯2 · (x)θ = r¯2r¯ = 0. Hence a¯ = w · (x)θ = (µ(e+ f )+ r¯1) · (x)θ =
(µe+ r1)θ · (x)θ. Let y= µe+ r1. Then y ∈ eA and (yx)θ = a¯. Since a ∈ rA, we have a¯= (a)θ. It follows that
(yx)θ = (a)θ, and consequently yx= a. This shows that a satisfies the condition (i) in Lemma 5.2. Similarly,
a also satisfies the condition (ii) in Lemma 5.2. Consequently, νA(Ae)≃ Ae. Similarly, νB(B f )≃ B f .
Conversely, we assume that νA(Ae) ≃ Ae and νB(B f ) ≃ B f . By Lemma 5.2, a ∈ eAe (respectively,
b ∈ f B f ) satisfies the conditions (i) and (ii) in Lemma 5.2. We claim that a¯ ∈ (e+ f )Γ(e+ f ) also satisfies
the conditions (i) and (ii) in Lemma 5.2. Let w = λ(e+ f )+ r¯1+ r¯2 ∈ Γ(e+ f ) be a nonzero element with
24
λ∈ k, r1 ∈ rAe and r2 ∈ rB f . If λ 6= 0,
1
λ
a¯∈ (e+ f )Γ, and 1
λ
a¯w= a¯. Next we assume λ = 0. Thenw= r¯1+ r¯2.
We can assume that w is not a multiple of a¯ = b¯ (Otherwise, w clearly satisfies the condition (i) in Lemma
5.2). Then either r¯1 or r¯2 is not a multiple of a¯. Without loss of generality, we assume that r¯1 6= 0 is not
a multiple of a¯. This is equivalent to Ar1 6= ka. Since ka is the simple socle of Ae and Ar1 is a nonzero
submodule of Ae, ka is a proper submodule of Ar1, and there is some z ∈ rA such that zr1 = a. Let y = ez.
Then yr1 = ezr1 = ea= a. Hence y¯ ·w= y¯r¯1+ y¯r¯2 = a¯. Altogether, a¯ satisfies the condition (i) in Lemma 5.2.
Similarly, a¯ also satisfies the condition (ii) in Lemma 5.2. As a result, νΓ
(
Γ(e+ f )
)
≃ Γ(e+ f ). 
Note that if both A and B are symmetric algebras, then Proposition 5.4 tells that A a⋄bB is a self-injective
algebra. Further, we have the following corollary of Proposition 5.4 and Corollary 4.9. For notation, see
Section 4.3.
Corollary 5.5. Let A be a Frobenius-free k-algebra given by a quiver with relations. Suppose that e ∈ A
is a primitive idempotent and that a ∈ A is a complete e-cycle element. Let T • be a basic, radical tilting
complex over A such that [T • : Ae] = 1, that A′ := End
K b(A)(T
•) is Frobenius-finite, and that the only ν-
stably projective, indecomposable A′-module is A′e˜ with e˜2 = e˜ ∈ A′, where e˜ is the idempotent element in A′
corresponding to the indecomposable direct summand of T • in which Ae appears. Let B be a basic, symmetric
k-algebra which is splitting over k and has no nonzero semisimple direct summands, and let f be a primitive
idempotent in B and 0 6= b∈ soc(BB f ). Then A a⋄bB and A
′
a′⋄bB are derived equivalent, and their Frobenius
parts are (1B− f )B(1B− f ) and B, respectively.
Finally, we employ Corollary 5.5 to construct a series of examples, showing that Frobenius type of alge-
bras may change under derived equivalences.
Example 5.6. Let A and A′ be k-algebras given by the following quivers with relations, respectively:
•
α1 2//
•
δ
oo
β 3//
•
γ
oo •
α′1 2//•
β′⑦⑦
⑦⑦
⑦⑦
⑦
•
γ′
3
OO
αδα,γδ,δα−βγ ; α′β′γ′α′, γ′α′β′γ′.
Then dimk(A) = 12 and dimk(A
′) = 13.We denote by ei the primitive idempotent element of A corresponding
to the vertex i. Let e= e1. Then there is a tilting complex T
• = T •1 ⊕Ae2[1]⊕Ae3[1] over A, where T
•
1 is the
complex
0−→ Ae2
·δ
−→ Ae−→ 0
with Ae in degree zero. Then the assignment
α′ 7→ 0 //Ae2
·δ //Ae

// 0
0 //Ae2 // 0
β′ 7→ 0 //Ae2
·β

// 0
0 //Ae3 // 0
γ′ 7→ 0 //Ae3
·(−γ)

// 0

0 //Ae2
·δ //Ae // 0
induces an isomorphismbetween A′ and A˜ :=End
K b(A)(T
•). In the following, we identifyA′ with End
K b(A)(T
•),
that is, A′ = A˜. The element a := αδ is a complete e-cycle in A. Let a′ be the particular element in A˜:
0 //Ae2
0

·δ //Ae
·αδ

// 0
0 //Ae2
·δ //Ae // 0.
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Due to the relation δα−βγ in A, we get a commutative diagram
0 //Ae2
·βγ

·δ //Ae
·α}}④
④
④
④
·αδ

//0
0 //Ae2
·δ
//Ae //0.
This implies a′ = α′β′γ′.
Let e˜ be the primitive idempotent in A˜ corresponding to the direct summand T •1 . Under the identification
of A˜ with A′, e˜ corresponds to the vertex 1 in A′. Note that A is Frobenius-free, the Frobenius part of A′ is
isomorphic to k[x]/(x2), and the only ν-stably projective, indecomposable A′-module is A′e˜, that is A′-stp
= add(A′e˜).
Let B be a basic, symmetric algebra without semisimple direct summands, and let f be a primitive idem-
potent in B. Then any nonzero element in the socle of B f is a complete f -cycle. Let b be such an element.
Then, by Corollary 5.5, the algebras A a⋄bB and A
′
a′⋄bB are derived equivalent, while the Frobenius part of
A a⋄bB is (1B− f )B(1B− f ) and the Frobenius part of A
′
a′⋄bB is B.
Thus, if we choose a basic, symmetric algebra B and a primitive idempotent f ∈ B such that B is wild (or
tame) and (1B− f )B(1B− f ) is tame or representation-finite, then A
′
a′⋄bB is Frobenius-wild (or tame), while
A a⋄bB is Frobenius-tame or Frobenius-finite. This means that Frobenius type may change under derived
equivalences in general.
Note that under the derived equivalence defined by T • in Example 5.6, the simple A-module S1 corre-
sponding to the vertex 1 is sent to the simple A′-module S′1 corresponding to the vertex 1 by Lemma 2.4.
Thus, by Theorem 4.1, if we glue an arbitrary algebra B at the vertex 1 in A and A′, respectively, then the
resulting extension algebras of A and A′ are also derived equivalent.
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