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We discuss atomic force acoustic microscopy 共AFAM兲 methods to determine quantitative values for
the elastic properties of thin films. The AFAM approach measures the frequencies of an AFM
cantilever’s first two flexural resonances while in contact with a material. The indentation modulus
M of an unknown or test material can be obtained by comparing the resonant spectrum of the test
material to that of a reference material. We examined a niobium film (d⫽280⫾30 nm) with AFAM
using two separate reference materials and two different cantilever geometries. Data were analyzed
by two methods: an analytical model based on conventional beam dynamics, and a finite element
method that accommodated variable cantilever cross section and viscous damping. AFAM values of
M varied significantly depending on the specific experimental configuration and analysis technique.
By averaging values obtained with both reference materials, very good agreement 共5–10 %
difference兲 with values determined by other methods was achieved. These results provide insight
into using AFAM methods to attain reliable, accurate measurements of elastic properties on the
nanoscale. © 2003 American Institute of Physics. 关DOI: 10.1063/1.1592632兴

the small tip diameter 共⬃10–100 nm兲 enables in situ elasticproperty information with nanoscale spatial resolution. Furthermore, AFM’s scanning ability means that twodimensional images of mechanical properties are possible.
Although the fundamental principles of AFAM have
been established, many aspects of the measurement method
are still being refined. We wish to understand which of these
aspects most strongly affect AFAM’s ability to make quantitative elastic-property measurements. In this paper, we discuss our AFAM measurement and analysis techniques to determine the quantitative elastic properties of thin films. We
describe experiments on a thin-film sample using two AFM
cantilevers with very different geometries. To understand the
results more thoroughly, we compare two methods of AFAM
data analysis. Both an analytical approach and a finite element method are used to model the dynamics of the measurement. The same data are interpreted with the two approaches to better understand measurement uncertainty and
accuracy. We also compare the AFAM results to those obtained by other techniques such as instrumented indentation3
and surface acoustic waves.4 In this way, we hope to contribute to the current understanding of quantitative AFAM.

I. INTRODUCTION

Ever-decreasing length scales in many fields of science
and technology present a serious challenge for materials
characterization. Improved nondestructive measurement
tools must be developed to accommodate submicrometer dimensions. Specifically, the ability to determine mechanical
properties at the nanoscale is needed, especially for systems
involving thin films. Knowledge of mechanical properties
such as elastic modulus and interfacial quality 共defects,
strain, adhesion, etc.兲 is critical to the successful development of next-generation film materials and structures.
To meet these needs, measurement tools are being developed that exploit the spatial resolution of atomic force microscopy 共AFM兲. Although standard AFM measures topography, other emerging techniques sense a sample’s elastic
properties. One promising approach is a hybrid acoustic/
AFM technique called atomic force acoustic microscopy
共AFAM兲.1 AFAM involves vibrating the cantilever at ultrasonic frequencies to excite its mechanical resonances. The
resonant frequencies of the cantilever shift when its tip is
brought into contact with a sample. By measuring the resonant frequencies under both free-space and surface-coupled
conditions, information about the sample’s elastic properties
can be extracted. A major advantage of AFAM 关and related
methods such as ultrasonic force microscopy2 共UFM兲兴 is that

II. EXPERIMENTAL METHODS
A. AFAM techniques

Our experimental apparatus, shown schematically in Fig.
1, is similar to that of Rabe et al.1 The sample under inves-
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FIG. 1. Schematic of experimental AFAM apparatus.

tigation is bonded to a longitudinal ultrasonic contact transducer that is subsequently affixed to the positioning stage of
the AFM instrument. A function generator drives the transducer with a continuous sine wave. The frequency and amplitude of the sine wave 共typically 0.1–2.5 MHz and 25–200
mV兲 are computer controlled. When the AFM cantilever tip
is in contact with the sample, the transducer vibrations excite
resonances in the cantilever through the tip-sample coupling.
The response of the AFM photodiode detector then corresponds to the vibration of the cantilever at the transducer
frequency. This is detected via a lock-in amplifier whose
reference signal is the signal from the function generator.
The output signal of the lock-in amplifier is the response of
the AFM photodiode detector at the transducer excitation
frequency. 共At over 3 MHz, the photodiode rolloff frequency
is higher than the range of frequencies measured.兲 In a standard experiment, the computer sweeps through a range of
excitation frequencies and acquires a spectrum of the cantilever’s vibration response versus frequency. Experimental
values of the cantilever’s first two flexural resonances are
determined from this spectrum.
The entire measurement procedure is as follows. First,
the free-space resonances of the cantilever are measured by
sweeping the transducer frequency while the cantilever is
close to, but not touching, the sample 共separation ⬃0.5 mm兲.
The transducer vibrations are sufficiently transmitted through
the air to excite the cantilever resonances. As discussed below, knowledge of the free-space resonances is needed to
characterize the properties of the specific cantilever in use.
The cantilever is then lowered and its tip is brought into
contact with a reference or calibration sample. Resonant
spectra are acquired for one or more values of the force F N
applied to the cantilever. F N is related to the cantilever displacement ␦ by F N ⫽k c ␦ , where k c is the spring constant of
the cantilever. Thus it is equivalent to obtain spectra for different values of ␦, which is simpler to determine experimentally. Typically, measurements are made at three different
values in the range ␦ ⬇10– 50 nm. For the cantilevers used
in these experiments, this corresponds to F N ⬇0.2– 2.2  N.
Next, the cantilever is brought into contact with the test 共unknown兲 material. The resonances are measured for the same
values of F N or ␦. The final step in the experimental process
is to repeat the measurements on the reference sample. Thus
a ‘‘data set’’ usually consists of nine individual measurements of the spectrum: three on the unknown sample and six

FIG. 2. Geometry of AFM cantilevers used for AFAM experiments. The top
two drawings correspond to the plan view of 共a兲 the rectangular cantilever
and 共b兲 the dagger cantilever. The cross-sectional diagram in 共c兲 applies to
both cantilevers. The drawings in 共a兲 and 共b兲 are approximately to scale.

on the reference material. Here, two reference samples were
used and the following sequence of measurements was used:
reference 1, reference 2, test, reference 2, reference 1.
From the experimental resonant frequencies, values are
calculated for the tip-sample contact stiffness k * for both the
test and reference materials. Further details are given in Sec.
III. The calculation is based on a model for the cantilever
dynamics. As described later, we have implemented both
analytical and numerical approaches to the model. Finally,
the values of k * for the test and reference samples are compared in order to obtain the desired quantity, the elastic
modulus of the test sample.
It can be seen that this measurement procedure relies on
one or more reference samples with known elastic properties.
Comparison of test and reference data eliminates the need for
precise knowledge of parameters that are difficult to determine experimentally, for instance the tip radius.5 The procedure yields two sets of results: one for the comparison between the test data and the first set of reference data, and one
between the test data and the second set of reference data.
The two sets of results are typically averaged to obtain a
single value of the modulus. In this way, effects such as tip
wear can be minimized.
B. Cantilever types

Measurements were made with two different cantilevers
with different geometries. Diagrams of the cross section and
plan view for both cantilevers are shown in Fig. 2. The dimensions of the cantilevers and their first two free-space
flexural resonances are given in Table I. Dimensions were
determined with an optical microscope, except for the thicknesses, which were measured with a scanning electron microscope 共SEM兲.
The plan view of the first cantilever is shown in Fig.
2共a兲. It was nearly rectangular and thus was referred to as the
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TABLE I. Properties of cantilevers used in AFAM experiments. Entries
include the dimensions defined in Fig. 2 and the frequencies of the two
lowest free-space flexural resonances f 01 and f 02 . The columns labeled ‘‘actual’’ indicate the actual measured values. Columns labeled ‘‘FEM’’ contain
the values used in, or obtained by, the finite element method.
Cantilever type
Property
a 共m兲
b 共m兲
w 1 共m兲
w 2 共m兲
t 共m兲
f 01 共kHz兲
f 02 共kHz兲

Rectangular
Actual
FEM
232⫾2
223⫾2
52⫾1
42⫾1
8.1⫾0.2
180.8⫾0.2
1157.8⫾0.2

232.0
223.0
52.0
42.0
7.72
180.8
1158.0

Dagger
Actual
156⫾1
101⫾1
49⫾1
39⫾2
4.1⫾0.2
257.9⫾0.2
1427.7⫾0.2

FEM
156.9
100.8
48.0
38.7
3.85
257.9
1427.7

‘‘rectangular’’ cantilever. The cantilever had a uniform, trapezoidal cross section along its length except at the very end.
The tip was located near, but not exactly at, the end of the
cantilever. The position of the tip L 1 relative to the total
length L of the cantilever can be characterized by the ratio
L 1 /L. 1 As discussed below, L 1 /L is used as an adjustable
parameter in the data analysis. By examining the cantilever
in the SEM and the optical microscope, we estimated that
L 1 /L⫽0.95– 0.97.
The second cantilever did not possess a rectangular geometry. Due to its shape, seen in Fig. 2共b兲, it was called the
‘‘dagger’’ cantilever. The figure indicates that the cantilever’s
cross section was not uniform across its entire length. Although trapezoidal throughout, the cross section varied in
width along the pointed 共triangular兲 region. Values for the
widths w 1 and w 2 given in Table I correspond to the cantilever’s rectangular region furthest from the tip. This type of
cantilever is attractive for AFAM experiments, partly because the tip is located at exactly the end of the cantilever so
that L 1 /L⫽1.0. In addition, the angle between the tip and
the cantilever is tilted by approximately 12° to compensate
for the angle at which the cantilever is mounted in most
commercial AFM instruments. Therefore, when this tip is
brought into contact with a sample, it is perpendicular to the
sample surface. We have found this arrangement to work
well in practice.
The two cantilevers varied not only in their geometry,
but also in the relative values of the cantilever spring constant k c . For our particular rectangular cantilever, a value of
k c ⫽45.2 N/m was provided by the vendor. The precise value
of k c was not given for the dagger cantilever, but a range of
possible values k c ⬇29– 55 N/m was specified. The relative
values of k c for the two cantilevers can be estimated using
the relation k c ⫽Ewt 3 /4L 3 for a rectangular beam. Here, E is
Young’s modulus, w is the width, t is the thickness, and L is
the length of the cantilever. Inserting the appropriate values
in Table I into this equation, we find that the rectangular
cantilever is about 2.5 times stiffer than the dagger cantilever. Because the equation applies to a rectangular beam, this
is only an approximation. However, the ratio is likely to be
even greater since the taper in the dagger cantilever makes it
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less stiff than a rectangular beam of the same length and
thickness.
C. Sample materials

To test the methods described above, we performed
AFAM experiments on a thin film of niobium 共Nb兲. The film
was sputtered onto a 共001兲 single-crystal silicon 共Si兲 wafer
approximately 0.5 mm thick. The specific film and substrate
materials were chosen based on expected values of the elastic properties, ease of fabrication, and availability of literature values for comparison. The film thickness d Nb was measured by breaking the sample and examining it in cross
section in the SEM. A value d Nb⫽280⫾30 nm was obtained
by averaging a total of 26 measurements acquired at seven
evenly spaced positions over a distance of 22 mm. The uncertainty in the thickness represents the standard deviation of
the individual measurements. AFM topography measurements of the surface roughness indicate that the rms roughness of the Nb film was 1.5–2.0 nm.
Quantitative AFAM measurements require in situ calibration with a reference sample. The elastic properties of the
reference sample, namely, its indentation modulus M
⫽E/(1⫺  2 ), where E is Young’s modulus and  is Poisson’s ratio, must be known. In previous research, a reference
material with properties close to those expected in the test
material has usually been selected. From literature values for
bulk Nb, we estimate that M Nb⫽116– 133 GPa. 6
We could not identify an easily available reference material with M in this range. Instead, we used two calibration
samples whose properties bracketed these values. The first
was a 共001兲 single-crystal Si wafer approximately 0.5 mm
thick. We expect M Si具 100典 ⫽161 GPa from calculations of the
effective anisotropic values for E Si具 100典 and  Si具 100典 from the
second-order elastic moduli of silicon.7–9 However, a value
of M Si⫽139⫾10 GPa was obtained with instrumented indentation testing 共IIT兲 on the specific sample used. The IIT
measurements also indicated that M was slightly depth dependent, increasing to about 170 GPa at deeper penetration
depths—closer to the expected value. It is possible that the
sample possessed a thin surface layer of native oxide or polishing damage. Because the applied AFAM forces were
smaller than those used in the IIT, we used the surface value
M Si⫽139 GPa in the AFAM data analysis.
The other reference sample was a disk of borosilicate
crown glass. Its properties were characterized using standard
immersion, pulse-echo ultrasonic techniques.10 Measurements of the longitudinal and shear wave velocities in the
glass yielded an indentation modulus M gl ⫽85⫾3 GPa,
identical to the nominal value quoted by the vendor.
III. DATA ANALYSIS METHODS
A. Analytical method

The standard approach for interpreting AFAM frequency
data uses conventional beam dynamics to obtain an analytical relation between the contact stiffness and the resonant
frequencies. This approach has been described in detail
elsewhere;1,5 here, we only summarize the basic concepts.
The drawing in Fig. 3 depicts the key features of the model.
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FIG. 3. Diagram of key features of AFAM model. The cantilever is clamped
at one end and has a total length L. It is coupled to the surface through a
spring of stiffness k * 共contact stiffness兲 located at a position L 1 with respect
to the clamped end. An optional dashpot with damping constant c is located
in parallel with the spring.

The cantilever is modeled as a beam of length L with a
perfectly uniform cross section. One end of the cantilever is
clamped. The other 共tip兲 end is free to vibrate 共free-space
condition兲 or else coupled to the surface by a spring of stiffness k * 共sample-coupled condition兲. The spring is located at
position L 1 with respect to the clamped end of the cantilever.
Closed-form analytical expressions can be written to
characterize the beam dynamics of this system. The equations relate the frequencies of the first two free-space flexural
resonances f 01 and f 02 to a characteristic parameter c B . c B
contains the cantilever mass density, Young’s modulus, and
beam thickness.1 The parameter c B is combined with the
sample-coupled resonant frequencies to form the argument
of a characteristic equation for the sample-coupled vibrations. This transcendental equation is solved to determine the
value of the contact stiffness k * between the tip and the
sample.
From values of k * and knowledge of the reference material’s elastic properties, first the reduced Young’s modulus
E * and then the indentation modulus M test can be
calculated5:

* ⫽E *
E test
re f
1

*
E test

⫽

冉 冊
*
k test
k*
re f

n

,

1
1
⫹
.
M tip M test

共1兲
共2兲

Here, the subscript test indicates the unknown sample and ref
refers to the reference or calibration sample. We used a value
M tip ⫽M Si具 001典 ⫽161 GPa for the 具001典 silicon tip. The value
of n in Eq. 共1兲 depends on the contact mechanics model used.
For Hertzian contact, n⫽3/2; for a flat-punch 共flat兲 contact,
n⫽1.5 We cite the values of M calculated for both n⫽1 and
n⫽3/2 to indicate the range of possible values. It should be
noted that contact mechanics models in which the effects of
adhesion are included were not considered.
In theory, the frequency of only one flexural resonance is
needed to determine k * with this model. In practice, the
frequencies of two or more modes are measured and k * is
calculated for each one. This practice is partially motivated
by the fact that depending on the experimental configuration,
one mode is usually more sensitive to changes in k * . 11 The
values for k * obtained for different resonances, however, do
not exactly agree if the assumed position of the AFM tip is

the very end of the cantilever 共that is, if L 1 /L⫽1.0). Therefore, the characteristic equation for sample-coupled vibration
has been modified to account for the possibility L 1 /L⬍1.0.1
In this case, k * is plotted as a function of L 1 /L for each
flexural mode. The value of k * where the curves intersect is
considered the solution for k * . Thus L 1 /L can be considered
an adjustable parameter in the analytical method. Typically,
L 1 /L⫽0.91– 0.99 depending on the specific cantilever geometry and other experimental variables. This procedure is
usually carried out for each pair of resonant frequencies
( f 1 , f 2 ) separately.
Strictly speaking, the analytical model should not be applied to the dagger cantilever because its geometry does not
meet the assumptions of the model. However, this model has
been shown to be an effective means of analyzing AFAM
experimental data and is in fact the only method widely
available. Therefore, we will include results obtained by the
analytical method for comparison to results with the numerical 共finite element兲 method described below.
B. Finite element method

To date, AFAM experiments have been interpreted exclusively with the above analytical method. This approach is
somewhat limited in applicability, since it assumes that the
cantilever’s cross section is exactly the same along its entire
length. The assumption is not strictly true, even for cantilevers like our rectangular one. Thus data interpretation with
the analytical model is based on an approximation to the
actual experimental conditions. Previous work as well as our
own results indicate that the approximation is a very good
one in some cases. However, because the measured resonant
frequencies for different flexural modes do not predict exactly the same value of c B , it is clear that real cantilevers do
not exactly fit the analytical model. Furthermore, cantilevers
such as our dagger cantilever may be valuable for experimental use but do not satisfy the assumptions of the model.
To address these issues and to explore whether another
approach might improve measurement accuracy, we have developed a numerical method for AFAM analysis. Many approaches may be used to create a model to describe the AFM
cantilever vibrations. Although it is a likely candidate, an
expansion in basis functions that span the length of the cantilever 共e.g., Rayleigh-Ritz兲 is not the most convenient for
the cantilevers studied here. Variations in geometry that extend over a limited range of the cantilever, such as the triangular portion of the dagger probe, are more easily modeled
using a solution derived by the finite element method 共FEM兲.
With the FEM, the geometric and mechanical properties of
each element can be varied independently.
A finite element mesh was created for each cantilever
type based on the dimensions in Fig. 2. Each cantilever was
discretized into Timoshenko beam elements that included the
rotational inertia of the element. The number of elements
was chosen for good convergence of the first five flexural
modes when compared with exact solutions for cantilevers
with uniform cross sections. For the rectangular cantilever
107 beam elements were used, while the mesh for the dagger
cantilever contained 247 elements. The numerical results
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given here were calculated assuming that all of the elements
possessed the same material properties.
The dimensions of the cantilever mesh were initially assigned the measured values in Table I. For the rectangular
cantilever, the width, length, and thickness were then adjusted to match the free-space response of the FEM model
beam to the experimental results. We were able to match the
experimental frequencies by making only small adjustments
within the uncertainty of the dimensional measurements.
Next, a linear thickness gradient of 5.0% along the length of
the cantilever was introduced to precisely match the ratio of
the first two resonant frequencies to the equivalent experimental ratio. The frequency ratio is nearly unaffected by uniform changes in width or thickness and hence is an indicator
of the variation in thickness along the cantilever. Examination of the cantilever in the SEM indicated that this amount
of thickness variation was reasonable. The same approach
was used for the dagger cantilever, except that the length of
the dagger point or triangle was also adjusted. In this case, a
thickness gradient of only 3.5% was used.
The values used in the FEM calculations are given in
Table I. Also shown are the values of the first two flexural
free resonances calculated from the FEM dimensions. The
agreement in both dimensions and frequency with the actual
共measured兲 values is very good for both cantilevers. However, it should be noted that our combination of modeling
parameters is not a unique solution. It is possible to obtain
similar results for the cantilever free frequencies using other
combinations of E Si and t. The values in Table I represent
one of these combinations that yields values close to the
measured ones.
Once the optimum mesh dimensions were determined,
the contact vibration response could be calculated. The contact model contained a spring of stiffness k * located at one
node of the mesh. The parameter L 1 /L described the location of the node with the spring. L 1 /L was allowed to vary
between 0.9 and 1.0 for the rectangular cantilever. The FEM
calculation then involved predicting values of f 1 and f 2 for
each combination of k * and L 1 /L. The output values were
those values of k * 共and L 1 /L) that gave the best agreement
between the predicted and experimental frequencies. ‘‘Best
agreement’’ meant that the values minimized the sum of the
error between experimental and numerical values for both f 1
and f 2 . Specifically, we sought to minimize an error function
, where

 ⫽10

兩 f 1 ⫺ f T1 兩

f1

⫹

兩 f 2 ⫺ f T2 兩

f2

.

共3兲

The superscript T indicates the numerical value and the unsuperscripted value corresponds to the measured value. The
maximum error allowed was 0.3%. An error weighting of
10:1 was used to compensate for the different sensitivities of
f 1 and f 2 to changes in surface stiffness.11 For the relevant
range of values of k * , the 10:1 ratio causes the magnitude of
the errors associated with both f 1 and f 2 to be of roughly
equal importance. Thus, for some cases, the match for either
frequency may not have appeared optimized, but the condition on the minimum error was met. It should also be noted
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that the search space was limited to local minima. The possibility of finding a global minimum of  was not explored.
Our first numerical approach for the dagger cantilever
duplicated that used for the rectangular, that is, only L 1 /L
and k * were varied. Although physically realistic values
were obtained for L 1 /L 共0.97–0.99兲, the values of k * for
different frequency modes with the same cantilever did not
agree with only these parameters. Therefore, a viscous
damper was added to the numerical model. This addition was
motivated partly because the experimental data indicated a
greater effect of damping for the dagger cantilever as evidenced by larger resonant linewidths. Viscous damping was
included in the form of a dashpot with damping constant c in
parallel with the spring corresponding to k * , as shown in
Fig. 3. For the minimization procedure, L 1 /L and k * were
first varied to minimize the error. Then, an appropriate value
of c was added to further reduce the error. The process was
repeated until the required error level was achieved. For this
cantilever, the range over which L 1 /L was allowed to vary
was limited to 0.97–1.0.
The predicted response of the dagger cantilever was
quite sensitive to the value of c used in the calculation. To
obtain good agreement with the experimental results, the values of c varied by more than a factor of 100 for some of the
data sets. The reasons for the variation in c are not clear.
Experimentally, we have observed that the damping can be a
function of the applied load. We have also found that the
importance of damping was dependent on the cantilever stiffness. Data from the rectangular cantilever, which was stiffer,
were analyzed using the model that included damping. We
found that these results were relatively insensitive to the
value of c. For the less stiff dagger cantilever, we could not
match the numerical and experimental results unless damping was included. The relevant levels of cantilever stiffness
that necessitate the use of damping have not yet been determined. However, the influence of contact damping level on
AFM vibrations has been discussed previously.12 More sophisticated models of the tip damping are currently under
development.
The procedures described above were performed for
each separate AFAM measurement. Each calculation for the
optimum contact parameters required less than five minutes
on a desktop computer 共processing speed 1 GHz兲. The first
calculation for each material/cantilever combination was the
most time consuming. Subsequent searches using the first
results as an initial guess required less time. Once the values
for k * were determined, the analysis procedure was the same
* /k *re f was calcuas for the analytical method: the ratio k test
lated and M test evaluated from Eqs. 共1兲 and 共2兲.
IV. RESULTS AND DISCUSSION

Table II summarizes our AFAM results for the Nb film
sample. Values are shown for the indentation modulus M Nb
as determined using different combinations of cantilever geometry, reference material, and analysis approach. Values of
M Nb are shown for both n⫽1 and n⫽3/2 in Eq. 共1兲. Each
entry in Table II represents the average of four data sets; as
described in Sec. II A, each data set typically yielded six
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TABLE II. AFAM values for the indentation modulus M Nb of Nb film. The
type of cantilever, reference material, and analysis model used to determine
M Nb are indicated. Values for M Nb were determined from Eqs. 共1兲 and 共2兲
using n⫽1 or n⫽3/2, as indicated.

Cantilever
Rectangular

Reference

Model

M (n⫽1)
共GPa兲

M (n⫽3/2)
共GPa兲

Glass

Analytical
FEM
Analytical
FEM
Analytical
FEM
Analytical
FEM
Analytical
FEM
Analytical
FEM

88⫾9
89⫾11
127⫾7
126⫾8
106⫾12
106⫾14
86⫾2
86⫾3
127⫾5
118⫾4
105⫾5
101⫾5

90⫾14
92⫾17
122⫾10
120⫾12
105⫾18
105⫾22
87⫾3
87⫾4
121⫾7
110⫾5
103⫾7
98⫾6

Si
Average
Dagger

Glass
Si
Average

values of M Nb . The uncertainties quoted in Table II represent
the standard deviation of these multiple measurements. The
accuracy of the value used for M re f is potentially an additional source of measurement uncertainty. If the true value of
M re f differs from the value used, a systematic measurement
error exists. The value assumed for M tip can also systematically change the measurement results. However, this effect is
quite small. We found that changes in M tip of 20–25 GPa
changed the calculated values of M Nb by less than 1 GPa.
Table II contains additional entries labeled ‘‘average.’’
These indicate the values of M Nb obtained by calculating an
average E * from all measurements with both reference materials and then computing M with Eq. 共2兲. Due to the relationship between E * and M, this value differs slightly from
the average of the two final values of M Nb obtained with the
separate reference materials. The uncertainty for the averages
was calculated from an uncertainty in reduced modulus
* ) 2 , where
␦ E *a v g determined by ␦ E *a v g ⫽ 冑( ␦ E *gl ) 2 ⫹( ␦ E Si
* and ␦ E Si
* are the standard deviations in the measure␦ E gl
ments from each separate reference material.
For comparison with the AFAM results, Table III contains values for M Nb obtained by other methods. The first
column in Table III indicates a range of values for polycrystalline bulk Nb obtained from the literature.6 The second and
third columns contain values for M Nb measured on the same
Nb film sample with surface acoustic wave spectroscopy4,13
共SAWS兲 and instrumented indentation testing.3 The values
indicated are the average of multiple measurements on the
same sample. In the analysis of the SAWS data, the film
density  was assumed to be that of bulk Nb ( 
⫽8570 kg/m3 ). Both  and M could not be determined siTABLE III. Values for the indentation modulus M of Nb 共in GPa兲. A range
of values for bulk Nb obtained from the literature is shown. Also included
are results obtained by surface acoustic wave spectroscopy 共SAWS兲 and
instrumented indentation testing 共IIT兲 on the same sample measured by
AFAM. The minimum and maximum AFAM values from Table II are given.
Literature 共bulk兲

SAWS

IIT

AFAM

116 –133

121⫾7

97⫾10

86 –127

multaneously from the SAWS data. If the actual film density
was lower, as can be the case for thin films, M Nb would be
lower than that shown. To obtain the IIT value of M Nb
⫽97 GPa from our SAWS data, the film density would have
to be ⬃5% less than the bulk value.
Inspection of Tables II and III provides insight into the
accuracy and effectiveness of our methods. For the rectangular cantilever, the analysis approach had virtually no effect
on the resulting value of M Nb . Discrepancies in the value of
M Nb between the two models are much smaller than the measurement uncertainty for both reference materials. Thus the
results from the two models can be considered identical
within the uncertainty. For the dagger cantilever, results with
the glass reference sample are identical for both analysis approaches. Using the Si reference sample, however, results
with the analytical method are 8 –10% higher than those obtained by FEM analysis of the same data. Although the discrepancies between the two models were larger than the
measurement uncertainty, the error bars still overlap and thus
the differences are not considered significant. Thus we conclude that our finite element models successfully captured
the key physical features of the systems.
Tables II and III indicate that better agreement between
the AFAM and IIT results is achieved by averaging AFAM
results from two reference materials. For the rectangular cantilever, M Nb determined by the Si reference sample is higher
than M Nb(IIT) by 20–30 %, while M Nb determined by the
glass reference sample alone is lower by ⬃10%. When the
two data sets are combined, M Nb(AFAM)⫽105– 106 GPa is
obtained. This is in very good agreement with the IIT value
共higher by ⬃5% and within measurement uncertainty兲. For
the dagger cantilever, M Nb for the average of the two reference materials from the analytical model is slightly higher
than the corresponding FEM results. However, the values
from the two models are the same within measurement uncertainty. The results are also identical within the error bars
to the corresponding values with the rectangular cantilever.
In fact, the average values of M Nb for the dagger cantilever
agree more closely with the IIT values. The consistency between AFAM results from different cantilever geometries
and analysis approaches, as well as the good agreement with
results from other methods, strongly suggests that our AFAM
methods are valid.
In these AFAM experiments two different reference materials were used for quantitative measurements. Prasad
et al.14 qualitatively compared the AFAM spectrum of a test
material 共dickite兲 to those of other materials in order to select
a single reference material. Our results suggest that with the
current analysis approach, the choice of reference material is
critical to measurement accuracy. It appears that if M re f differs substantially from M test , the experimentally determined
M test may be incorrect. Such behavior might occur if the
contact between the nonideal AFM tip and the nonideal surface differs for different sample materials. The Hertzian contact mechanics model used for our data analysis does not
include such variability. Until this can be verified and a more
detailed contact mechanics model developed, our results indicate that reasonable values of M test can be obtained using
two reference materials. Multiple reference samples may be
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needed if no single suitable reference material is available, as
was the case here. More importantly, an estimate of M test
may not be available, as can occur in the development of
film materials. In this case, AFAM measurements with multiple references could serve to iteratively determine the value
of M test . As the AFAM technique is refined and its precision
is increased, we hope to examine this behavior more thoroughly and determine how measurement accuracy can be
improved.
A question that arises in this context is how similar M test
and M re f should be to obtain accurate results. To address this
question, we compare these experiments with previous ones
we have performed.15 With AFAM we measured an aluminum 共Al兲 film about 1 m thick. In this case, only the glass
sample was used as a reference (M gl ⫽85⫾3 GPa). AFAM
data obtained with the rectangular cantilever and analyzed
with the analytical model yielded M Al(AFAM)⫽80⫾3 GPa
(n⫽3/2). The SAWS value for the same sample was
M Al(SAWS)⫽78⫾1 GPa. Thus AFAM results with a single
reference appeared accurate when M test differed from M re f
by 5–10 %. Assuming that the true value of M Nb is approximately 100 GPa, then for the current experiments M Si was
about 40% higher and M gl was 15–20 % lower than M Nb .
Further experiments are needed to more fully quantify this
behavior.
As mentioned above, both analysis methods used a variable L 1 /L describing the tip position as an adjustable parameter. The value of L 1 /L was determined for each separate
( f 1 , f 2 ) data pair. For the rectangular cantilever, the range of
values obtained with the analytical approach was L 1 /L
⫽0.913– 0.926 while L 1 /L⫽0.916– 0.930 for the FEM approach. For the dagger cantilever, L 1 /L⫽0.57– 0.58. This is
quite different from the value L 1 /L⫽1 observed in the SEM
and illustrates our interest in developing an alternative analysis approach. With the finite element method, L 1 /L
⫽0.975– 0.985 for the dagger cantilever. Further analysis or
more sophisticated modeling is needed to clarify the slight
but consistent differences in L 1 /L between the observed and
model values.
V. SUMMARY AND CONCLUSIONS

We have described AFAM methods to determine the
quantitative elastic properties of thin films. Experiments
were performed on a metallic thin-film sample using two
cantilevers with different geometries. The cantilever resonant
frequencies for the lowest two flexural modes were measured
both in free space and while the tip was in contact with the
sample. Comparison of results to those from reference
samples with known elastic properties enabled the sample
indentation modulus M to be determined. Data were analyzed with two methods. The first was an analytical model
for beam dynamics that assumed a perfectly uniform cantilever cross section. The second involved a finite element
method specifically developed to accommodate variations in
thickness and width along the length of the cantilever.
With these measurement and analysis methods, we determined AFAM values for M in a niobium film 280 nm
thick. Measurements were made on the same film with two
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other techniques: surface acoustic wave spectroscopy and instrumented indentation. The agreement between these values
and those determined with AFAM was only fair 共10–25 %
different兲 if a single reference material was used for the
AFAM measurements. Much better agreement 共⬃5% difference兲 was achieved by combining AFAM measurements
from two different reference samples.
For a cantilever geometry that deviated only slightly
from a perfect rectangular beam, the two analysis methods
yielded values for M that were the same within measurement
uncertainty. Thus the analytical model—a much simpler
approach—appears adequate for this type of geometry. For
cantilevers with a nonuniform cross section, it was necessary
to include the effects of viscoelastic damping in the FEM
analysis. FEM values for M Nb with this cantilever were the
same within measurement uncertainty as those with the rectangular cantilever. Although not strictly applicable to this
cantilever geometry, the rectangular model produced very
similar values for M Nb . However, its values of the tip parameter L 1 /L were unphysical. Therefore we believe that the
FEM approach should be applied to cantilevers with distinctly nonrectangular geometry.
These results demonstrate the validity of our AFAM
methods for quantitative measurements of the elastic properties of thin films and surfaces. Our work indicates that for
optimal results, a reference material should be selected with
mechanical properties 共modulus, adhesion, etc.兲 similar to
those of the test material. In this way, the experimental contact radii will be similar and the assumptions of the AFAM
model will be valid. Future work includes extending the
measurement techniques to additional samples with a wider
range of M in order to investigate the limits of applicability
in more detail. We also plan to examine the issues that affect
precision and repeatability more thoroughly. Furthermore,
other cantilever geometries will be examined with FEM calculations to explore the utility of the approach.
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