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Abstract
A Pisot number θ is said to be simple if the beta-expansion of its fractional part, in base θ, is finite. Let
P be the set of such numbers, and S \ P be the complement of P in the set S of Pisot numbers. We show
several results about the derived sets of P and of S \P. A Pisot number θ, with degree greater than 1, is said
to be strong, if it has a proper real positive conjugate which is greater than the modulus of the remaining
conjugates of θ . The set, say X, of such numbers has been defined by Boyd (1993) [5], and is contained in
S \ P. We also prove that the infimum of the j-th derived set of X, where j runs through the set of positive
rational integers, is at most j + 2.
c⃝ 2012 Royal Dutch Mathematical Society (KWG). Published by Elsevier B.V. All rights reserved.
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1. Introduction
For a real number β > 1, let (rn(β), εn(β))n≥1 = (rn, εn)n≥1 be the sequence defined by the
relations
(rn, εn) := ({βrn−1}, [βrn−1]),
where { } and [ ] are, respectively, the fractional and integer part functions, r0 = r0(β) :=
{β}, and n runs through the set N of positive rational integers. Then, rn ∈ [0, 1[, εn ∈
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{0, 1, . . . ,maxk∈N∩[1,β[ k}, {β} =n≥1 εn/βn, and we write
{β} ≡

n≥1
εn
βn
.
The sequence (εn)n≥1, called beta-expansion of {β}, was defined, in a more general context,
by Re´nyi [17]. If this sequence is periodic, then β is said to be a beta-number; in particular, when
(εn)n≥1 terminates only by zeros, the number β is called a simple beta-number. Beta-numbers
have been defined and studied by Parry [15]. One of the results of [15], asserts that beta-numbers
are algebraic integers, the conjugates of a beta-number β, are of modulus at most min(2, β), and
simple beta-numbers are dense in the interval [1,∞[.
An easy argument shows that Pisot numbers are beta-numbers [19]. A Pisot number is a real
algebraic integer greater than 1, whose other conjugates are of modulus less than 1. Some results
related to the beta-expansion of real numbers, in a base which is a Pisot number, may be found
in [1,6,10,24]. A large amount of the structure of the set, usually denoted as S, of Pisot numbers
is understood. For example, S is closed in the real line R [18], min S = θ0 = 1.3247 . . ., where
θ30 − θ0 − 1 = 0 [20], the elements of S∩]1, 1.6183 . . . [ are known [8] (see also Theorem 7.2.1
of [4], or the proof of Theorem 1 below), minS(1) = 1+
√
5
2 = 1.6180 . . . [8], a complete list of the
elements of S(1)∩]1, 2[ is exhibited in [2] (see also Theorem 1.6 of [14]), and minS(2) = 2 [11].
Throughout, the notation I ( j), where I ⊂ R and j ∈ N, means the j-th derived set of I .
The distribution of the elements of the set, say P, of Pisot numbers which are simple beta-
numbers, is not completely known. In a very recent paper, Panju [14] determined the beta-
expansion of {β}, when β runs through the set of regular Pisot numbers in the interval ]1, 2[.
A regular Pisot number less than 2, is an element of S(1)∩]1, 2[, or is a term of a sequence that
tend to an element of S(1)∩]1, 2[. Hence, for any ε > 0, there are at most finitely many non-
regular Pisot numbers in [1, 2 − ε]. The sequences of Pisot numbers that approach any element
of S(1)∩]1, 2[ are completely understood [23].
The following theorem collects some results about the structures of the set P and of its
complement S\P in S. The first and second parts are essentially consequences of the computation
done in [14].
Theorem 1. With the notation above, we have:
(i) P∩]1,

1+√5

/2] = S∩]1,

1+√5

/2];
(ii) infP(2) = inf(S \ P)(2) = 2, and the two sets P and S \ P are not closed;
(iii) if a ∈ N ∩ [2,∞[, then a ∈ P(2).
It is clear that beta-numbers of degree 1, belong to P, and a short computation shows that
quadratic beta-numbers, are also Pisot numbers (see the proof of Theorem 2(i) below). In [3],
Bassino has proved that simple cubic beta-numbers are Pisot numbers too. Next, we complete
these results by proving the following theorem.
Theorem 2. The following propositions are true.
(i) Let β be a beta-number, with degree d. Then, β is a Pisot number, when d ≤ 2, or when β
is simple and d = 3.
(ii) There are infinitely many cubic beta-numbers which are not Pisot numbers.
(iii) For any d ∈ N ∩ [4,∞[, there are infinitely many simple beta-numbers, with degree d,
which are not Pisot numbers.
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A Pisot number θ with degree d is said to be strong, if d = 1, or if d ≥ 2 and θ has a
proper real positive conjugate, which is greater than the absolute value of the d − 2 remaining
conjugates of θ . The set, say X, of strong Pisot numbers has been defined by Boyd [5], and its
elements appear in a paper of Dubickas [7] as examples of Z -numbers. A theorem of Pisot [16],
asserts that a real number β > 1, is a Pisot number, if and only if, there is λ ∈ R \ {0}, such that
n∈N ∥λβn∥2 < ∞, where ∥t∥ = min{{t}, 1 − {t}} is the usual distance from t to the ring of
rational integersZ. Using this result of Pisot, the author obtained, recently [27], a characterization
of the elements of X, among real numbers greater than 1:
β ∈ X⇐⇒ ∀ε > 0, ∃λ ∈ R \ {0} |

n≥0
{λβn}2 < ε.
It is worth noting, that the relation above, does not allow to prove that X is a closed subset of
R, in a similar way that it has been done by Salem, for the set S [18]. I am not able to prove (or
disprove) that X is closed. The following theorem gives explicitly some elements of X( j), where
j runs through N.
Theorem 3. For a ∈ N ∩ [3,∞[, k ∈ {1, . . . , a − 2}, and {n1, . . . , nk} ⊂ N, let P(nk ,...,n0;a) be
the polynomial defined by the relation
P(nk ,...,n0;a)(x) = xnk P(nk−1,...,n0;a)(x)+ 1, (1)
where P(n0;a)(x) := x−a. Then, P(nk ,...,n0;a) is the minimal polynomial of a strong Pisot number
θ(nk ,...,n0;a) ∈]a − 1, a], and limnk→∞ θ(nk ,...,n0;a) = θ(nk−1,...,n0;a).
A proposition in [27], asserts that N ∩ [3,∞[⊂ X(1). Theorem 3 improves this proposition.
Corollary. With the notation of Theorem 3, θ(nk ,...,n0;a) ∈ X(a−2−k).
It follows immediately that θ(n0;a) = a ∈ X(a−2), and so infX( j) ≤ j + 2, for all j ∈ N.
Notice also that the corollary above completes Theorem 1(iii), since a strong Pisot number θ ,
with degree greater than 1, has a real positive conjugate, and so θ ∈ S \ P (it is easy to see from
the proof of Theorem 3, when k ≥ 1, that θ(nk ,...,n0;a) ∈]a − 1, a[, and so θ(nk ,...,n0;a) is not of
degree 1).
A Pisot number whose other conjugates are of modulus less than ε, where ε is fixed in the
interval ]0, 1], is called an ε-Pisot number [9]. Let K be a real algebraic number field. Then, a
result of Fan and Schmeling [9] asserts that the set of ε-Pisot numbers generating K , is relatively
dense in [1,∞[, that is there is a positive constant ρ, depending only on ε and K , such that
each subinterval of [1,∞[, of length ρ, contains an ε-Pisot numbers generating K . We may ask
the same question for strong Pisot numbers, when the field K has a proper real conjugate, and
in particular when K is generated by a Salem number. Recall that a Salem number is a real
algebraic integer greater than 1 whose other conjugates are of modulus at most 1 and with a
conjugate of modulus 1. Using some results of Meyer on harmonious sets [12], we obtain the
following theorem.
Theorem 4. Let K be a real algebraic number field, with degree d, having at least one proper
real conjugate when d ≥ 2, and let ε ∈]0, 1]. Then, the following assertions are true.
(i) The set of ε-strong Pisot numbers generating K , is relatively dense in [1,∞[.
(ii) If K is generated by a Salem number, then there is a finite subset, say F = F(K , ε), of
the integers of K such that each Salem number generating K can be written as a sum of an
element of F and an ε-strong Pisot number with degree d.
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In this paper, when we speak about a conjugate, the degree or the minimal polynomial of
an algebraic integer, we mean over the field of the rationals Q. Irreducible polynomials or the
degree of a number field are considered over Q too. The proof of Theorem 2 uses elementary
statements, and the one of Theorem 1 is mainly based on some results of [14]. To simplify the
proof of Theorem 3, we shall use a theorem of Smyth [21], which says that two conjugates of a
Pisot number having the same modulus are necessary complex conjugates. An easy application
of an argument, due to Meyer, gives Theorem 4(i). Finally, notice that the proof of Theorem 4(ii)
is similar to the one of Theorem 2 of [25], with minor modifications; for convenience of the
reader, we give some details of this proof.
2. The proofs
Proof of Theorem 1. (i) In [8], Dufresnoy and Pisot have shown that the minimal polynomial
of a Pisot number, say θ , less than θ∞ :=

1+√5

/2, is one of the following polynomials:
A(x) = x6 − 2x5 + x4 − x2 + x − 1, B2k(x) = (x2k(x2 − x − 1) + 1)/(x − 1), B2k+1(x) =
(x2k+1(x2 − x − 1)+ 1)/(x2 − 1), or Ck(x) = xk(x2 − x − 1)+ (x2 − 1), where k runs through
N. Hence, the root θ = 1.5617 . . . of the polynomial A is the only non-regular Pisot number in
[1, θ∞]. A direct calculation gives for this last case, r0 = θ−1, (r1, ε1) = (θ2−θ, 0), (r2, ε2) =
(θ3 − θ2 − 1, 1), (r3, ε3) = (θ4 − θ3 − θ, 0), (r4, ε4) = (θ5 − θ4 − θ2, 0), (r5, ε5) = (θ6 − θ5 −
θ3−1, 1), (r6, ε6) = (θ7−θ6−θ4−θ, 0) and r7 = θ8−θ7−θ5−θ2−1 = (θ2+θ+1)A(θ) = 0;
thus
{θ} ≡ 1
θ2
+ 1
θ5
+ 1
θ7
and θ ∈ P. If B2k(θ) = 0 (resp., if B2k+1(θ) = 0,C2k(θ) = 0,C2k+1(θ) = 0), then
the results of [14] yield {θ} ≡ k−1j=1 1θ2 j + 2kj=k+1 1θ2 j (resp., {θ} ≡ kj=0 1θ2 j , {θ} ≡k−1
j=1
1
θ2 j

+ 1
θ4k−1 , {θ} ≡
k−1
j=1
1
θ2 j

+ 1
θ2k+1 + 1θ4k+2 ), and so θ ∈ P. Theorem 1(i) follows
immediately, since {θ∞} = θ∞ − 1 ≡ 1/θ∞.
(ii) From the result above we have infP(1) =

1+√5

/2. Let θk > 1 be a root of the
polynomial xk(x2−x−1)−(x2−1), where k ∈ N. Then, θk ∈ S∩]θ∞,∞[, limk→∞ θk = θ∞ [8],
and θk ∈ S \ P [14]; thus
infS \ P = inf(S \ P)(1) =

1+√5

/2.
In particular, we see that S \ P is not closed. From the proof of Theorem 1(iii), we shall easily
deduce that each interval of the form [a, a + 1], where a ∈ N ∩ [2,∞[, contains infinitely
many elements of the set P(1) ∩ S \ P, and from this we obtain the non-closure of P. Notice
also that the equality inf(S)(2) = 2, implies inf(S \ P)(2) ≥ 2 and infP(2) ≥ 2. Now, let
Lk(x) := xk −kj=1 xk− j , where k ∈ N ∩ [2,∞[. It is well known that Lk is the minimal
polynomial of a Pisot number, say lk , satisfying limk→∞ lk = 2 and lk ∈ S(1)∩]1, 2[ (see [2]
or [23]). If we consider the sequence of Pisot numbers (θ j,k) j≥k+1, where θ j,k is a root of the
polynomial
E j,k(x) := x j Lk(x)− (xk+1 − 1),
then θ j,k ∈ S \ P [14]. It follows by the equality lim j→∞ θ j,k = lk , that inf(S \ P)(2) ≤ 2 and
so inf(S \ P)(2) = 2 (using the relation lkk −
k
j=1 l
k− j
k = 0, a short computation shows that
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{lk} = lk − 1 ≡k−1j=1 1/ l jk , and so lk ∈ P; this shows again that S \ P is not closed). Similarly
as for E j,k , we obtain that each polynomial of the form
x j Lk(x)− (xk − 1)/(x − 1),
where j ≥ k + 1, has a root, say again θ j,k , which is a Pisot number. Moreover, we have
θ j,k ∈ P, lim j→∞ θ j,k = lk and so inf P(2) = 2.
(iii) Let a ∈ N ∩ [2,∞[. Then, the polynomial
P(x) = P(k,a)(x) := xk(x − (a + 1))+ (a − 1),
where k ∈ N, is the minimal polynomial of a Pisot number θk = θ(k,a). Indeed, we have
for |z| = 1, zk(z − (a + 1)) = |z − (a + 1)| ≥ a > a − 1, and so by Rouche´’s theorem,
the polynomial P has k roots inside the unit circle, and one root θk with modulus greater
than 1 (the modulus of the product of the roots of P is a − 1 ≥ 1). Moreover, the relations
P(a+ 1) = a− 1, P(a) = a− ak − 1 and |θk − (a + 1)| = (a− 1)/θkk , yield θk ∈]a, a+ 1[∩S,
and limk→∞ θk = a + 1. Now, consider the polynomial
M(x) = M(n,k,a)(x) := xn−k P(k,a)(x)+ 1,
where n ∈ [k + 1,∞[. Then,
M(x) = (x − 1)

xn − a
k
j=1
xn− j −
n
j=k+1
xn− j

,
and by a result of Perron, cited in [10], the factor xn − akj=1 xn− j −nj=k+1 xn− j of M(x),
is the minimal polynomial of a Pisot number βn = β(n,k,a). It is easy to check that βn ∈ P
(this result is also a corollary of Theorem 2 of [10]), and the equality |P(βn)| = 1/βn−kn gives
limn→∞ βn = θk . It follows that each θk is a limit of a sequence of elements of P, and so
a + 1 ∈ P(2). This ends the proof of Theorem 1(iii), because the relation 2 ∈ P(2), follows
from Theorem 1(ii). Finally, notice that θk ∈ S \ P, since P(0) = a − 1 and P(1) = −1; thus
a+1 ∈ (S\P)(1), and the sets P and (again) S\P are not closed, since β(n,k,a) ∈ P, θ(k,a) ∈ S\P
and a + 1 ∈ P. 
Proof of Theorem 2. (i) Let β be a beta-number with degree d. If d = 1, then β is a rational
integer, {β} = 0 and β ∈ P. Suppose d = 2. Since a beta-number has no conjugate, other than
β itself, in the interval ]1,∞[ [22], the conjugate γ of a quadratic beta-number β, other than β,
belongs to the interval ] − 2, 1[. To show that β ∈ S, it suffices to prove that γ ∉] − 2,−1[.
A short computation gives that each interval of the form [n, n + 1], where n ∈ N, contains
2n − 1 quadratic Pisot numbers θ : the minimal polynomial of θ is P(x) = x2 − (n + 1)x + p,
with p ∈ {1, . . . , n − 1}, or Q(x) = x2 − nx − p, with p ∈ {1, . . . , n}. If P(θ) = 0, then θ has
a conjugate in ]0, 1[ and so θ ∈ S \ P; otherwise {θ} = θ − n ≡ p
θ
and θ ∈ P.
Now, assume on the contrary that γ ∈]−2,−1[. Then, β+1 is a quadratic Pisot number, and
so β is a root of one of the irreducible polynomials Q(x + 1) = x2 − (n − 2)x − (n + p − 1),
where p ∈ {1, . . . , n}. If β is simple, then there is k ∈ N, such that
{β} = β − ε0 ≡
k
j=1
ε j
β j
,
and so Q(x +1) divides, in the ring Z[x], the polynomial xk+1− ε0xk −· · ·− εk; thus n+ p−1
divides εk in Z, and this leads to a contradiction, since n+ p−1 ≥ n and 1 ≤ εk ≤ [β] < β ≤ n.
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Similarly, if β is not simple, then we have
{β} = β − ε0 ≡
k−1
j=1
ε j
β j
+
∞
l=0
k+q−1
j=k
ε j
β j+lq
,
for some q and k ∈ N (if k exists). By the equation β − ε0 =k−1j=1 ε jβ j + βqβq−1 k+q−1j=k ε jβ j , we
obtain a monic polynomial R(x), which is a multiple of Q(x + 1) in Z[x], and this relation leads
also to a contradiction, because |R(0)| = εk−1 − εk+q−1 ≤ [β] < n. Finally, notice that the
cubic case follows from [3].
(ii) Consider the family of polynomials
P(x) = Pk(x) := x3 − kx2 − (k + 1)x + 1,
where k ∈ N ∩ [2,∞[. Then, the relations P(−2) = −5 − 2k, P(−1) = 1 = P(0), P(1) =
1 − 2k, P(k) = 1 − k(k + 1) and P(k + 1) = 1, imply that P has a root in each one of
the following intervals ] − 2,−1[, ]0, 1[ and ]k, k + 1[, and so P is irreducible. Let β = βk
be the root of P which belongs to the interval ]k, k + 1[. Then, β ∉ S, [β] = k and
{β} = β − k = (k + 1)/β − 1/β2. Hence, β{β} = k + 1 − 1/β, k < β{β} < k + 1, ε1 =
k, r1 = 1 − 1/β, βr1 = β − 1, ε2 = k − 1 and r2 = {β}. It follows that r j+2 = r j , ε2 j−1 = k
and ε2 j = k − 1,∀ j ∈ N; thus
{β} ≡

j≥1

k
β2 j−1
+ k − 1
β2 j

and β is a beta-number.
(iii) Let d ∈ N ∩ [4,∞[. First, suppose that d is even, and consider the polynomial
P(x) = Pd(x) := xd − pxd−1 − pxd−2 − p,
where p is prime. Then, P is p-Eisenstein, P(p) = −pd−1 − p, P(p + 1) = (p + 1)d−2 − p,
and so P is the minimal polynomial of a real number β = βd ∈]p, p + 1[. Furthermore,
we have [β] = p, {β} = β − p = p/β + p/βd−1, β{β} = p + p/βd−2, (r1, ε1) =
(p/βd−2, p), (r j , ε j ) = (p/βd−1− j , 0),∀ j ∈ {2, . . . , d−2}, and (rd−1, εd−1) = (0, p). Hence,
{β} ≡ p
β
+ p
βd−1 and β is a simple beta-number which is not a Pisot number, since β has a
conjugate in ] − 2,−1[ (we have P(−1) = 1− p < 0 and P(−2) = 2d + 2d−2 p − p > 0).
Now, assume that d is odd, and consider
P(x) = Pd(x) := xd − 2pxd−1 − 2pxd−2 − 2pxd−4 − p,
where p is prime. Similarly as for the case where d is even, we have that P is p-Eisenstein,
P(2p) < 0, P(2p+1) > 0, P(−1) > 0, P(−2) < 0, and so P is the minimal polynomial of an
algebraic integer β = βd ∈]2p, 2p+1[, having a conjugate in the interval ]−2,−1[. Moreover,
[β] = 2p, {β} = β − 2p and an easy calculation gives {β} ≡ 2p
β
+ 2p
β3
+ p
βd−1 . Hence, β is a
simple beta-number which does not belong to S. 
Proof of Theorem 3. To simplify the notation, set Pk := P(nk ,...,n0;a),∀k ∈ {0, . . . , a − 2}. It
is clear that P1(1) = 2 − a, P1(a − 1) = 1 − (a − 1)n1 ≤ −1 and P1(a) = 1. Assume that
we have Pk−1(1) = k − a, Pk−1(a − 1) ≤ −1 and Pk−1(a) ≥ 1, where k ≥ 2. Then, (1) gives
immediately Pk(1) = k + 1 − a, Pk(a − 1) ≤ −1 and Pk(a) ≥ 1. It follows by induction that
Pk(1) < 0, Pk(a − 1) < 0 and Pk(a) > 0. Hence, if k ∈ {1, . . . , a − 2}, then the polynomial
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Pk has two real roots, one ρk = ρ(nk ,...,n0;a) ∈]0, 1[ (recall that Pk(0) = 1), and the other
θk = θ(nk ,...,n0;a) ∈]a − 1, a[. Furthermore, the equalities Pk(ρk−1) = Pk(θk−1) = 1, where
k ∈ {2, . . . , a − 2}, obtained from (1), yield ρk ∈]ρk−1, 1[ and θk ∈]a − 1, θk−1[; thus
a − 1 < θa−2 < · · · < θ0 := θ(n0;a) = a. (2)
It is clear that θ0 ∈ X. For k ∈ {1, . . . , a− 2}, we shall prove that ρk is a conjugate of θk , and the
other conjugates of θk are of modulus less than ρk . Let z be a complex number with modulus 1.
Then, |P0(z)| ≥ a − 1. Moreover, if |Pk−1(z)| ≥ a − k for some k ≥ 1, then by (1) we obtain
|Pk(z)| ≥ |Pk−1(z)| − 1 ≥ a − (k + 1), |Pk(z)| ≥ 1 for all k ∈ {0, . . . , a − 2}, and
|Pk(z)| > 1, ∀k ≤ a − 3. (3)
Now, a simple induction shows that θk ∈ S and Pk is the minimal polynomial of θk . Indeed, this
last proposition is trivially true for k = 0. Assume that Pk−1 is the minimal polynomial of the
Pisot number θk−1, where k ∈ {1, . . . , a − 2}. Then, using Rouche´’s theorem, the relation (1)
together with (3) give that Pk has nk + deg(Pk−1) − 1 = deg(Pk) − 1 roots with modulus less
than 1, and the result follows immediately, since Pk has one root with modulus >1, namely θk .
To complete the proof of the relation: θk ∈ X, consider a conjugate α of θk , with modulus less
than 1, where k ≥ 1. Then, writing (1) explicitly, we obtain
αnk+···+n1+1 − aαnk+···+n1 + αnk+···+n2 + · · · + αnk + 1 = 0,
|α|nk+···+n1+1 + |α|nk+···+n2 + · · · + |α|nk + 1 ≥ a |α|nk+···+n1 ,
and so
Pk(|α|) ≥ 0.
Consequently, to show the inequality |α| ≤ ρk , it suffices to verify that Pk(t) < 0,∀t ∈]ρk, 1[. In
fact, we use again an induction on k, to show that P ′k(t) < 0 and Pk(t) < 0,∀t ∈]ρk, 1[. Clearly,
P ′1(t) = (n + 1)tn−1(t − nr/(n + 1)) < 0,∀t ∈]0, nr/(n + 1)[, and so the quantities P ′1(t) and
P1(t) are negative when t ∈]ρ1, 1[, since ]ρ1, 1[⊂]0, nr/(n + 1)[ and P1(ρ1) = 0. Suppose that
Pk−1(t) < 0 and P ′k−1(t) < 0, where t ∈]ρk−1, 1[ and k ∈ {2, . . . , a − 2}. Then, the relation
P ′k(t) = tnk−1(nk Pk−1(t) + t P ′k−1(t)), gives P ′k(t) < 0 for t ∈]ρk, 1[, since ]ρk, 1[⊂]ρk−1, 1[,
and so
Pk(t) < Pk(ρk) = 0,
∀t ∈]ρk, 1[. Hence, |α| ≤ ρk , and by the above mentioned result of Smyth [21] we deduce that
|α| < ρk; thus θk ∈ X.
Now, the relation (1) together with (2) yield
lim
nk→∞
Pk−1(θk) = 0 for k ≥ 2,
since |Pk−1(θk)| = 1/θnkk < 1/(a − 1)nk ; thus
lim
nk→∞
θk = θk−1, (4)
because θk−1 is the unique root with modulus greater than 1 of the polynomial Pk−1. 
Proof of the Corollary. With the same notation as in the proof above, the relation (4) gives
immediately θa−2−k ∈ X(k),∀k ∈ {1, . . . , a − 3}. The inequality |θ1 − a| = 1
θ
n1
1
< 1
(a−1)n1 ,
implies also limn1→∞ θ1 = a, and so θ0 ∈ X(a−2). 
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Remark. If we consider the polynomials xn(x − r) + k, where the rational integers r and k
satisfy r ≥ k + 2 ≥ 4, then by the same way as in the proof of Theorem 3, we obtain families of
strong Pisot which are not units.
Proof of Theorem 4. To show Theorem 4(i), we shall exhibit a real model set Λε, such that each
element of Λε∩]1,∞[ is an ε-strong Pisot number generating K , and after this, we conclude by
a result of Meyer [12], which says that a real model set is a relatively dense subset of R (for
more details on model sets, see also [13] or [26]). It is clear that Theorem 4(i) is true for d = 1,
since the set of ε-strong Pisot number generating Q is N ∩ [2,∞[. Now, suppose that d ≥ 2,
and let σ1, . . . , σd be the distinct embeddings of K in C, where the first r ones are real, σ1 is
the identity of K , r ≥ 2, and σ j+(d−r)/2(α) is the complex conjugate σ j (α) of σ j (α), where
j ∈ {r + 1, . . . , r + (d − r)/2} and α ∈ K . For a fixed base {ω1, . . . , ωd} of the ring of the
integers of K , consider the linear forms l1, . . . , ld defined on Rd by the relations
l j (x1, . . . , xd) =
d
k=1
xkσ j (ωk)
when j ∈ {1, 2, . . . , r}, and
l j (x1, . . . , xd) =
d
k=1
xk(σ j (ωk)+ σ j+(d−r)/2(ωk))/2
and
l j+(d−r)/2(x1, . . . , xd) =
d
k=1
xk(σ j (ωk)− σ j+(d−r)/2(ωk))/2i,
where i2 = −1, when j ∈ {r + 1, . . . , r + (d − r)/2}. Consider also the subset
Ωε =]ε/2, ε[×(]0, ε/2[)r−2 ×
(d−r)/2
j=1
{(y1, . . . , yd−r ) ∈ Rd−r | y2j + y2j+(d−r)/2 < ε2/4}
of the Euclidean space Rd−1. Then, the set
Λε =

d
k=1
pkωk | (p1, . . . , pd) ∈ Zd , (l2(p1, . . . , pd), . . . , ld(p1, . . . , pd)) ∈ Ωε

,
is a real model set [12]. It is clear that Λε is contained in the ring of the integers of K . Let
α ∈ Λε. Then, the relation dj=1 σ j (α) ≥ 1, gives |α| > 1, and so the conjugates of α are
exactly the numbers σ1(α), . . . , σd(α). In particular, if α > 0, then α > 1, ε/2 < σ2(α) < ε,
and
σ j (α) < ε/2 for j ≥ 3; thus α is an ε-strong Pisot number, and this ends the proof of
Theorem 4(i).
Now, suppose that K is generated by a Salem number. Then, r = 2 and d ≥ 4. Let Λ be a
model set defined by
Λ =

d
k=1
pkωk | (p1, . . . , pd) ∈ Zd , (l2(p1, . . . , pd), . . . , ld(p1, . . . , pd)) ∈ Ω

,
where Ω = [−1, 1] ×(d−2)/2j=1 {(y1, y2, . . . , yd−2) ∈ Rd−2, y2j + y2j+d−2 ≤ 1}. Then, a simple
computation shows that α ∈ Λ if and only if α is an integer of K and σ j (α) ≤ 1 for each
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j ∈ {2, 3, . . . , d}; thus Salem numbers generating K belong to Λ. After this we conclude,
similarly as in the proof of Theorem 2 of [25], by using Proposition 7.9 of [13], which asserts
that there is a finite subset Fε of K such that Λ ⊂ Λε + F . 
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