Classification methods used in machine learning (e.g., artificial neural networks, decision trees, and k-nearest neighbor clustering) are rarely used with population genetic data. We compare different nonparametric machine learning techniques with parametric likelihood estimations commonly employed in population genetics for purposes of assigning individuals to their population of origin (''assignment tests''). Classifier accuracy was compared across simulated data sets representing different levels of population differentiation (low and high F ST ), number of loci surveyed (5 and 10), and allelic diversity (average of three or eight alleles per locus). Empirical data for the lake trout (Salvelinus namaycush) exhibiting levels of population differentiation comparable to those used in simulations were examined to further evaluate and compare classification methods. Classification error rates associated with artificial neural networks and likelihood estimators were lower for simulated data sets compared to k-nearest neighbor and decision tree classifiers over the entire range of parameters considered. Artificial neural networks only marginally outperformed the likelihood method for simulated data (0-2.8% lower error rates). The relative performance of each machine learning classifier improved relative likelihood estimators for empirical data sets, suggesting an ability to ''learn'' and utilize properties of empirical genotypic arrays intrinsic to each population. Likelihood-based estimation methods provide a more accessible option for reliable assignment of individuals to the population of origin due to the intricacies in development and evaluation of artificial neural networks.
In recent years, characterization of highly polymorphic molecular markers such as mini-and microsatellites and development of novel methods of analysis have enabled researchers to extend investigations of ecological and evolutionary processes below the population level to the level of individuals (e.g., Bowcock et al. 1994; Estoup and Angers 1998; Jarne and Lagoda 1996) . Analyses of individual-based genotypic information could substantially improve our understanding of evolutionary phenomena and contribute to effective management of natural populations (review in Bernatchez and Duchesne 2000) . The use of individual-based methods remained largely unexplored in animal populations until recently due to a lack of highly polymorphic markers ( Bernatchez and Duchesne 2000; Smouse and Chevillon 1998) . Traditional analytical methods in population genetics rely almost exclusively on descriptors of genetic characterizations of populations ( Bernatchez and Duchesne 2000) and not on individual genotypes.
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and Chevillon 1998). Main statistical and conceptual differences between methods leading to the use of an assignment test are given in, for example, Cornuet et al. (1999) and Rosenberg et al. (2001) . However, the relative power of those tests has certainly not been fully appreciated and empirical comparisons are scarce ( Eldridge et al. 2001) . Assignment tests can also be considered as surrogates at the individual level (sensu Hansen et al. 2001a ) for other statistical tools developed earlier, such as mixed-stock analysis (e.g., Pella and Masuda 2001; Pella and Milner 1987) . Detailed theoretical comparison of the interests and limitations of both methods are still lacking, but empirical studies have revealed correlations between outputs of methods ( Knutsen et al. 2001; Potvin and Bernatchez 2001) .
Assignment tests have been widely used in different applications, including determination of degree of population differentiation or to establish the relationship among individuals within and among various taxonomic groupings (e.g., Bogdanowicz et al. 1997; Koskinen et al. 2001; Marshall et al. 2000; Müller 2000; Neraas and Spruell 2001; Nielsen et al. 2001b; Polzhien et al. 2000; Primmer et al. 1999; Roeder et al. 2001; Roques et al. 1999; SchulteHostedde et al. 2001; Sefc et al. 2000; Spidle et al. 2001; Vásquez-Domínguez et al. 2001) , including hybrids (e.g., Beaumont et al. 2001; Congiu et al. 2001; Randi et al. 2001) , introgressed individuals (e.g., Martinez et al. 2001; Randi and Lucchini 2002) , and ecotypes (e.g., Taylor et al. 2000) . Applications of assignment tests also include [human] forensics (e.g., Evett and Weir 1998; Primmer et al. 2000) , identification and/or source of dispersers (e.g., Davies et al. 1999; Eldridge et al. 2001; Galbusera et al. 2000; Petersson et al. 2001; Tsutsui et al. 2001; Vasemägi et al. 2001) , phylogeographical analyses (e.g., Zeisset and Beebee 2001) , and the evaluation of the contribution of stocked individuals to natural populations (e.g., Fritzner et al. 2001; Hansen et al. 2000 Hansen et al. , 2001b and of supportive breeding programs Olsen et al. 2000) . Fish are among the organisms that have received considerable attention using such tools (see Hansen et al. [2001a] for a review). Moreover, these techniques are now used for profiles of traits outside the limited scope of population genetics ( Thorrold et al. 2001) .
Methods of classification vary widely based on several criteria (e.g., Jain et al. 2000) ( Figure 1 ). Two basic classification processes are traditionally recognized in machine learning: supervised classifiers and unsupervised classifiers ( Figure 1 ; e.g., Duda et al. 2000; Jain et al. 2000) . Supervised classifiers represent a group of methods whereby individual assignment is made to predefined classes (i.e., populations of origin). Unsupervised classification classes are unknown and are defined a posteriori on the basis of the degree of difference or similarity in attributes characterized from sampled individuals. Clustering methods (e.g., multidimensional scaling, principal component analysis) are examples of unsupervised classification.
Applications of assignment testing in population genetics first used supervised parametric likelihood-based approaches ( Figure 1 ). Other machine learning classification methods are widely used in the physical and social sciences and in other biological disciplines (e.g. Boddy et al. 2000; Leung and Tran 2000; Manel et al. 1999; Raymer et al. 1997) . Artificial neural networks (ANNs) are a popular technique used in machine learning (e.g., Boddy and Morris 1999; Duda et al. 2000; Lek and Gué-gan 2000; Ripley 1996) . However, while recognized , ANN methods rarely have been employed for population genetics applications (Aurelle 1999; Aurelle et al. 1999; Cornuet et al. 1996; Curtis et al. 2001; Giraudel et al. 2000; Grigull et al. 2001; Taylor et al. 1994; Whitler et al. 1994 ). Other popular classification methods in machine learning, such as decision trees (e.g., Bell 1996 Bell , 1999 Duda et al. 2000; Mitchell 1997 ) and k-nearest neighbor analysis (k-NN; e.g., Dasarathy 1991; Duda et al. 2000 ) have yet to be applied in population genetics ( Figure 1) . Moreover, there has not been a directed effort to compare machine learning methodologies with the likelihood-based procedures widely used in population genetics. Cornuet et al. (1996) compared the Waser and Strobeck 1998) . No learning occurs in this case. Decision boundary II exemplifies results of a well-designed machine learning classifier. Classification error is reduced compared to case I, representing the trade-off between classifier complexity (as shown by the relatively simple shape of its decision boundary) and classification accuracy. Decision boundary III represents the classifier with no classification error. The complex shape of the associated decision boundary indicates overfitting of the data and likely poor generalization to other data sets.
relative merits of ANNs to discriminant analysis in an empirical study involving different populations and subspecies of honeybee (Apis mellifera). However, they did not compare LE and ANN supervised classifiers. Aurelle (1999) used the approach of Rannala and Mountain (1997) ( Figure 1 ) and ANN analysis using brown trout (Salmo trutta) microsatellite data; however, he did not provide a direct comparison of classification results or accuracies. Hansen et al. (2001a) briefly presented ANNs, but rejected their use without really testing their ability to classify individuals.
The objective of this article is to describe several of the more widely used machine learning classifiers that may have utility when used with empirical population genetics data. We compare likelihoodbased ''assignment tests'' (Paetkau et al. 1995) with supervised machine learning classifiers including ANN, decision tree, and a k-NN clustering. Simulations were conducted which estimated and compared the assignment accuracy associated with different classifiers using ranges of parameter values (number of loci, allelic diversity, and interpopulation variance in allele frequency) typically encountered in natural populations. Comparative analyses were extended to empirical examples using lake trout (Salvelinus namaycush; Salmonidae).
Background of Machine Learning Classifiers
Classification is a fundamental activity in systematic biology (e.g., Wiens 1999), population genetics, and many other disciplines. Classification is performed by measuring traits or features that occur in different states for different individuals. Supervised classifiers ( Figure 1 ) are able to evaluate patterns in different features and place individuals into one population or another. Development of assignment tests with supervised classifiers involves collection and evaluation of a baseline (training) data set and a testing data set (e.g., Duda et al. 2000) . The success of a classifier is influenced by the properties of the baseline data set (i.e., in the context of genotypic or haplotypic data arrays, the number of individuals, number of loci, allelic diversity, and levels of population differentiation reflecting the degree of overlap in data distribution). Classification accuracy can be measured by the total number of unknown individuals correctly classified to their population of origin.
Once trained, each classifier considers a decision rule to determine if test individuals of unknown origin are more likely to have originated from one population over another. The general analytical framework partitions the n-dimensional feature space into T regions, where T is the number of populations/classes considered during the supervised classification (also often called ''output'' classes). Each feature represents a characteristic measured for each individual, such as genetic locus or phenotypic trait. For a hypothetical two-dimensional (e.g., two loci) and two-population case, the decision theory states, the individual is assigned to class A if the individual's vector falls above a given decision boundary, and is placed into class B otherwise ( Figure 2 ). Classifier accuracy is assessed as the proportion of test individuals belonging to A (or B) correctly classified as A (or B).
One potentially useful aspect of machine learning methodologies is that they have the ability to learn features of baseline population data, allowing for adjustments of decision boundaries ( Figure 2 ) independent of input (and possible arbitrary decisions) from biologists. Decision boundaries can thus be adjusted for different classifiers to improve assignment accuracy and precision.
Error rates associated with each classifier are easily computed. A baseline of sampled individuals is used to develop the classifier (training data set), and a separate set of individuals (testing data set) is used to estimate the assignment accuracy, representing the error rate. Unfortunately obtaining accurate decision boundaries with training datasets of reasonable size can be difficult (e.g., Duda et al. 2000; Fielding 1999 ). Due to limitations of sample size, it is often difficult to partition data sets into a set of individuals used to test model accuracy and those used to generalize decision boundaries for the classifier. As far as we know, only Cornuet et al. (1996) and Nielsen et al. (2001b) strictly applied this rule and considered a testing data set. In principle, classifiers should be built and trained with large sample sizes. Test data should be independent from training data. Various statistical resampling procedures such as resubstitution , m-fold crossvalidation (e.g., Duda et al. 2000; Taylor et al. 2000) , and ''leave-one-out'' (e.g., Efron 1983) are currently employed to overcome this problem. Resampling approaches are useful, but only asymptotically converge on the ''true'' error rate, and only with large sample sizes which are seldom realized for empirical studies of natural populations.
Materials and Methods
Four supervised classifiers will be considered in this study: the parametric likelihood-based approach of Paetkau et al. (1995) and three nonparametric, distribution-free machine learning classifiers-a back-propagation (multilayer perceptron) artificial neural network (ANN), a decision tree, and one k-NN algorithm ( Figure 1 ). In this study we were not interested in comparing classifiers (''assignment tests'') now commonly used in population genetics.
Likelihood-Based Estimator (LE)
The assignment test (Paetkau et al. 1995) considered here is based on deterministic likelihood estimation ( LE) that assumes a multinomial distribution of allelic values. An individual is assigned to population A if the ratio
is greater than one, and to population B if the ratio is less than one. In the above expression, L A is the probability of the individual's multilocus genotype (assuming Hardy-Weinberg and linkage equilibrium within the source population), conditional ( Table 1) . Each training individual (x 1 , x 2 , . . ., x n ) is represented by a neuron linked to each neuron of the first hidden layers by vectors of weights w representing the incoming signal of the networks. The connection weights w, initially taken at random, are adjusted by the gradient descent method, based on the difference between the observed and expected outgoing signals ( Duda et al. 2000) .
on its origin being in a population with allele frequencies .
A
Using this representation, the definition of a classification decision boundary is deterministically imposed by the data (i.e., by the probability of an observed genotype given the expected frequencies in each putative population of origin) ( Figure 2 , case I) (see also Waser and Strobeck 1998) . Likelihood estimators assume a multinomial distribution of data, a reliable estimate of allele frequency, Hardy-Weinberg equilibrium, and locus independence (i.e., no linkage).
Authors Paetkau et al. 1995) noted that when alleles comprising an individual's genotype are absent in a potential source, this leads to a likelihood of zero and eliminates de facto this population as the population of likely origin. In assignment test studies, null frequencies can be accounted for in several ways: null allele frequencies can be replaced by a small constant value, by the inverse number of gene copies sampled in each population, or using a combination of these two procedures. In this study, in simulations as well as for empirical data sets, null frequencies were replaced by 0.1/2n, where n is the sampled (or simulated) number of individuals in each population. This criterion is ad hoc, generally used in applied and theoretical studies (e.g., Cornuet et al. 1999) . Other criteria should be defined on a more rigorous statistical basis ( Huang and Weir 2001) , but need further evaluation.
k-NN Analysis
The k-NN classifier employs a nonparametric algorithm that does not assume an underlying distribution of data. The k-NN classifier is based on measures of interindividual distance defined on the basis of user-defined metrics. A variety of k-NN classifications have been developed in several disciplines (e.g., Dasarathy 1991; Devijver and Kittler 1982; Duda et al. 2000) . They are attractive because of their simplicity in assumptions of distributional properties of data and computational requirements.
The k-NN decision rule is based on individuals of known origin whose relationships in the appropriate feature space are based on their multilocus genotype. Individuals that share common properties are likely to belong to the same population of origin ( Figure 3 ). For example, unknown individual x will be assigned to the population most frequently identified among k-NN individuals of known origin ( Figure 3) . The proximity of individuals must then be defined according to a metric. A large number of potential metrics have been proposed for k-NN classification (e.g., Dasarathy 1991). For simplicity we have chosen to consider only the Euclidean distance in LE score space, as presented in the previous section. In this case the results of parametric likelihood computations are used as a preprocessing step for nonparametric k-NN classification ( Figure  3) . Transformation of k-NN rules to the LE space could potentially reveal deviations of the LE decision boundary. Semagn et al. (2000) used a similar approach using discriminant analysis as the preprocessing step. The k-NN method based on LE preprocessing is potentially valuable in cases where individuals are misclassified by LE, but are close to the boundary decision line (i.e. Pr(genotypeͦ ) ഠ Pr(genotypeͦ );
A B Figure 3 , gray box). An odd number of 1, 3, and 5 nearest neighbors were considered in this study. Results considering more neighbors are not reported, as the use of larger numbers of known nearest neighbors leads to lower or identical assignment accuracy. Correction for null allele frequency was made as for LE, substituting 0.1/2n to missing values.
Artificial Neural Networks
Artificial neural networks (ANNs) were inspired by the structure and process of biological cognition and learning. ANNs learn from experience and can potentially rapidly solve complex computational problems. ANNs are programmed as multilayered structures possessing ''neurons'' composed of an input layer (e.g., data for each of x individuals), one or several hidden layers (representing or functioning as neurons), and an output layer representing the output classes (e.g., populations) in which individuals are assigned ( Figure  4 ). We used a feed-forward ANN with a supervised back-propagation algorithm ( Boddy and Morris 1999; Duda et al. 2000) which has been applied previously to population genetics questions Cornuet et al. 1996 ; Taylor et al. Figure 5 . Diagrammatic representation of a decision tree ( DT ). Classification is performed by a tree structure that partitions sample data. Starting from the root (i.e., all unclassified individuals), each node in the tree repartitions individuals on the basis of feature values (e.g., allele states) that result in maximal information gain, quantified in terms of reduction in entropy within groups (see text for details).
1994). Each neuron in the network is linked to other neurons of adjacent layers, and neurons receive information through these links. Inner hidden layers define vectors of weight w for connections of each input neuron with each hidden neuron to process the incoming signal ( Figure 4 ). The input signal is passed through a ''transfer function'' to produce the outgoing signal (classification) ( Figure 4 ) (e.g., Duda et al. 2000; Ripley 1996) . Classification of each individual is made to the population where the outgoing signal is the largest. The ANN is really a machine learning approach that facilitates searches for decision boundaries (i.e., combinations of weights w), minimizing the error rate. Using a combination of training and testing datasets, different networks can be built, each represented by different combinations of weights resulting from a search process ( Figure 4 ) in a multidimensional space. Precautions must be taken to avoid overfitting (see below). In ANNs, each allele is coded following Cornuet et al. (1996) . For each locus, the alleles are coded as 0 if no copy was present, as 1 if one copy is present ( heterozygous individual), and as 2 if two copies are present ( homozygous individual). Hence each individual of the input layer is characterized by a vector of [0,1,2] values specifying the multilocus genotype ( Figure 4) . Four hidden layers were considered and the two classes (potential population of origins) representing the output layer were used for both simulated and empirical data sets.
ANNs can ''learn'' features of a training data set. However, weights established for training data may not be generalizable to other data sets, even from the same populations. This can lead to overfitting ( Figure 2, case III) , when a testing data set is used to validate the network ( Table 1) . For optimal generalization of the results (i.e., the combinations of weights w issued for training), overfitting can be prevented by using additional validation data sets. Classification errors of individuals contained in a validation data set are used to stop training and to select an optimal combination of weights (e.g., Duda et al. 2000; Karystinos and Pados 2000) . In this study the network having the lowest error rate in the validation data set was used. The testing data set was then used to estimate error rates and the accuracy of the selected ANN. Such a ''stopping rule'' has previously been used to prevent overfitting in an ecological application ( Karul et al. 2000) . Other means of avoiding overfitting include selection of a minimum number of ''neurons'' (i.e., minimizing the number of hidden layers) ( Figure 4) (Cornuet et al. 1996) . Too many neurons can lead to overfitting of the training data set, while employing too few may impede problem solving (e.g., Duda et al. 2000; Ripley 1996) . Adjustments are time-consuming, but necessary. The ANN classifier used in this study was built and performed with Propagator software (ARD Corp.).
Decision Tree
Decision trees ( DTs) are very popular machine learning classification methods because they create knowledge models that are easily comprehensible (Mitchell 1997) . Mitchell (1997) and Quinlain (1993) provide detailed discussions of the methods for building decision trees. The distinction is often made between methods using continuous rather than discrete, categorical variables (e.g., Bell 1999). The classification is performed using a tree structure that partitions the input space based on sample data ( Figure 5 ), classifying individuals by sorting through the ''tree'' from the base in ''root'' to ''leaf'' nodes (e.g., Bell 1999; Duda et al. 2000; Mitchell 1997 ). Starting at the root (e.g., a mixture of individuals originating from different populations), each node in the tree contains a test question about a single variable (or feature) ( Figure 5 ). The critical step in the decision tree is to specify which feature A (e.g., alleles) to test at each node. This decision is made considering first the entropy S of each variable with entropy defined as
with p representing the proportion of individuals sharing a particular state for a given allele and c representing the number of states (0, 1, 2 coding for the copy of each allele; see Table 1 ). Information gain is measured by reduction in entropy with- in the subsets of individuals before and after splitting. Thus at each split, all the attributes are evaluated to select the most discriminating feature resulting in a split. Information gain G(S,A) of a feature A is estimated by incorporating entropy as
S v represents the subset of S for which attribute A has value v (Mitchell 1997) . Decision tree analyses were performed using the C4.5 program (Quinlain 1993) .
Simulated Data
It is important to assess how classifier assignment accuracy depends on properties of data given the now widespread use of, for example, SNPs in human genetics. Factors such as the degree of population differentiation, allelic diversity, and total number of loci have previously been evaluated for likelihood-based estimators (e.g., Bernatchez and Duchesne 2000; Smouse and Chevillon 1998) and will be examined here for each classifier. Levels of population differentiation are known to influence assignment accuracy Smouse et al. 1982) . We considered two levels of interpopulation variance (Wright 1965) in allele frequency representing a plausible range of population differentiation (F ST ϭ 0.01 and F ST ϭ 0.1 per locus; hereafter a low and high F ST case, respectively). Five and 10 loci were considered to represent the range of loci used in many applied studies. Finally, two different levels of allelic diversity-low (three alleles per locus) and high (eight alleles per locus)-were considered. Individuals were drawn independently by generating two random alleles with prescribed probabilities at every locus. For each experiment we randomly drew 50 training individuals for each population from allelic distributions. Fifty individuals were considered here in baseline data sets as reflecting sample sizes per population generally used in applied studies. Smaller sample sizes can introduce bias because of inaccuracies in the estimation of allele frequencies that can influence assignment results. Ten replications of this experiment were made with 10 different baseline (training) data. Hence 10 different classifiers were constructed and compared in each case. Page (2001) . The SMD and SIW strains originate from native Lake Superior lake trout populations. The SLW strain was derived from a native population from Seneca Lake, a small lake in New York state. Preliminary works (Guinand B, Page KS, and Scribner KT, unpublished results) have shown that such a difference in the origin of the samples was reflected in the level of population differentiation as measured by F ST .
Empirical Data
The level of population differentiation between the SMD and SIW strains was ഠ0.01 across all loci and will be used as the ''low'' F ST case. The level of population differentiation of both the SMD and SIW strains with SLW was ഠ0.1 across all loci. SIW-SLW will be used as the ''high'' F ST case.
Estimating Error Rates for Simulated and Empirical Data Sets
Classification error rates associated with each method for simulated data sets (10 randomly drawn baseline data sets for each method; see above) were established using 1000 independent simulated test individuals derived from the same allele frequency distributions. For each method, standard deviations of classification error rates were thus established for those 10 replicates. The number of replicates was kept low, because results indicated low standard deviations and consistency of mean error rates for each method when independent tests individuals were used. Extending the number of replicates was not required and was computationally intensive. For empirical data sets, procedures were specific to each classifier ( Table 1). Error rates for the likelihood estimation and k-NN were computed with a leave-one-out procedure, as is frequently done in empirical studies. The accuracy of the ANN was assessed using a cross-validation procedure after drawing individuals at random for a validation data file. Individuals where randomly selected in a fivefold cross-validation procedure (80% of individuals used for training and 20% for testing). Different cross-validation procedures allocating more or fewer individuals to the training and testing data sets have been tested (e.g., Huberty 1994) . Classification errors were shown to be almost constant (Ϯ2.5% for reported error rates) and did not affect the relative accuracies of the ANN and DT classifiers or the results of this study for empirical data. The leave-one-out procedure is possible with ANN (e.g., Aurelle et al. 1999 ), but it is computationally very intensive because a different classifier must be constructed for each individual tested.
Results
Assignment accuracies associated with each classifier varied across simulated data sets ( Table 2 ). Classification error rates were generally lower when loci with high allelic diversity were used, when large numbers of loci were considered, and when population differentiation was high.
Likelihood and ANN classifiers outperformed other methods across all case studies considered ( Table 2 ). The k-NN ( Table 1) . For decision tree and neural networks, reported results represent averages over five iterations using various test (and validation) data sets (see Table 1 ). For neural networks, ranges of classification error rates never encompassed the classification error rates reported for the likelihood estimation case.
and DT classifiers were comparatively less accurate over the range of conditions surveyed. Based on classification error rate, ANNs marginally outperform the likelihood estimation. The range of differences in error rate between ANN and LE classifications was 0.6-2.8%, except in one case ( high diversity, high F ST , 10 loci case; Table 2). However, standard deviations around mean estimates of assignment accuracy were overlapping between LE and ANN classifiers, reflecting similar classification performance ( Table 2) . Generally the error rate decreases slightly more from the 5 locus case to the 10 locus case for LE than for ANN, indicating that the number of loci is likely more important for the LE classifier than for ANN. The relative performance of each classifier when applied to empirical data differed from results observed for simulated data sets. The ANN outperforms the likelihood estimate in both cases considered ( Table 3 ). Estimated error rates for the DT and k-NN classifiers were slightly lower than the error rate associated to the likelihood estimation in the low F ST case ( Table 3).
Discussion
Classification of individuals to populations of likely origin based on multilocus genotypes is a growing area of interest in population genetics (e.g., Bernatchez and Duchesne 2000; Hansen et al. 2001a; Waser and Strobeck 1998) . Among the numerous assignment methodologies proposed, the Paetkau et al. (1995) likelihood estimation is computationally simple and is the most frequently employed (e.g., Hansen et al. 2000 Hansen et al. , 2001 Kyle and Strobeck 2001; Polzhien et al. 2000; Pope et al. 2000) . Supervised machine learning classifiers have been used less frequently in population genetics. Only ANN methods have been used effectively Cornuet et al. 1996; Giraudel et al. 2000; Taylor et al. 1994) . We compare for the first time machine learning classifiers with likelihood-based estimation using common data sets representing a wide range of conditions ( Tables 2 and 3) .
Low classification error rates have previously been reported for ANN, particularly when the degree of population differentiation is low Cornuet et al. 1996) . This finding is confirmed in this study based on simulated and empirical data sets. The ANN classifier outperformed all other classification techniques evaluated for most of the parameter combinations and underlying data distributions ( Tables 2 and 3 ). Only one exception occurred: where LE outperformed ANN ( high allelic diversity, high F ST , 10 loci case; Table 2 ). When different classifiers previously were used (Cornuet et al. 1996; Taylor et al. 1994) , the authors did not report results from simulations. The results reported indicated that ANN reduced error rates by more than 5% over other methods in cases where population differentiation was low. This range in estimation of error rates is typically observed in the empirical data between ANN and other classification techniques ( Table  3) , but not in simulated data sets, where the range between ANN and LE classifications was lower (0-2.8%; Table 2 ). The error rates based on likelihood classification (assignment test) and ANN are nearly equivalent for simulated data sets ( Table  2) , but not for empirical examples ( Table  3) . Of interest is that error rates associated with likelihood classification were similar for both the empirical examples and simulated data sets ( Tables 2 and 3) . Error rates of DT and k-NN classifiers were generally several percent higher in simulated data sets compared to empirical data sets, regardless of the number of loci, allelic diversity, or the degree of population differentiation ( Table 2 ). DT and k-NN classifications provide better results in the empirical examples, where their error rates are very close or slightly outperform the assignment accuracy associated with LE (e.g., empirical low F ST case; Table 3 ).
Based on the results for the simulated and empirical data sets, no single classification method appears more adapted to multilocus genotype data. Machine learning classifiers generally exhibited large differences in assignment accuracy between simulated and empirical data sets ( Tables  2 and 3) , suggesting a lack of general application or, minimally, that assignment accuracy should be examined on a caseby-case basis ( Duin 1996) . Disparities in results could be due to particular features of the empirical data that are not present in the simulated data or to differences in the manner in which error rates are estimated in the simulated and empirical data sets.
Empirical data sets always deviate from underlying model assumptions. Classical assignment tests such as LE (Paetkau et al. 1995) and others (e.g., Pritchard et al. 2000) assumed random mating and independence of alleles and loci (i.e., expectations of observing multilocus genotypes in populations can be estimated from allele frequencies). Hatchery strains are characterized by departures from HardyWeinberg equilibrium at several loci and low levels of linkage disequilibrium between loci (Guinand B, Scribner KT, Page KS, and Burnham-Curtis MK, unpublished data). The influence of departures of underlying assumptions is largely unknown. We may hypothesize that machine learning classifiers can learn patterns present in data that likelihood estimation cannot. This represents a profitable area of future research.
Error rates are not reported in the same way in simulated and empirical data sets ( Table 1 ). In simulations, error rates represent ''true'' error rates because testing individuals were independent from the training data set used for classifier design ( Table 2 ). This is not the case for empirical data because of the cross-validation scheme ( Table 1 ). Reported error rates are likely biased ( Table 3) , despite precautions such as using a validation data set to avoid overfitting in ANN. The use of independent samples, as is done in the simulated data sets, is believed to minimize bias in estimation of error rates ( Duda et al. 2000; Fielding 1999; Fielding and Bell 1997; Salzberg 1997) . Bias in estimating accurate error rates with ANN was recently reported by Manel et al. (1999) for an ecological application. Flexer (1996) reviewed experimental studies using ANNs in the machine learning literature. He reported that only 3 of 43 studies (7%) used a separate data set for parameter investigation, leaving open the possibility that many of the reported error rates of such ANN classifiers were overly optimistic. For the present study, the relative merits of classifiers are thus more appropriately assessed using simulated data sets. Previous popu-lation genetics studies considering ANNs Cornuet et al. 1996; Taylor et al. 1994 ) dealt only with empirical data sets and cross-validation (or leave-one-out) testing. When comparisons with other classifiers were made on empirical data (discriminant analysis) (Cornuet et al. 1996; Taylor et al. 1994) , error rates were reduced by more than 7% with ANNs. Similar improvements in assignment accuracy were seen in analyses of our empirical data ( Table 3 ).
An additional source of assignment error from empirical data is caused by sampling error. Only a small number of individuals are typically sampled in each population. Classifiers are thus frequently built only on these limited data, and are incapable of capturing all potential information present in the entire population (e.g., poor estimation of allele frequency and presence/absence of rare alleles). If intuitively important (e.g., Smouse and Chevillon 1998) , the role of the number of baseline individuals used for population assignment has rarely been considered. To our knowledge, only Rosenberg et al. (2001) investigated the paramount importance of this parameter in an empirical study of chicken breeds. Moreover, samples can be affected by gene correlations attributed to behavioral or ecological characteristics of the species studied or high levels of coancestry in domestic hatchery strains (e.g., in fishes, relatedness between individuals or family structure) ( Hansen et al. 1997) .
The performance of all classifiers is affected by the nature of the problem and the data ( Fielding 1999:chap. 8 ). Decisions to use one classifier over another should be based on criteria and techniques for ranking performances ( Duin 1996; Fielding 1999; Salzberg 1997) . However, this criterion alone is not sufficient ( Duin 1996 ; see also Hansen et al. 2001a ). Classifier simplicity (i.e., a classifier that does not require excessive parameter adjustment) is another valuable criterion. As shown in this study, ANNs, while consistently the most accurate method, are conceptually and computationally more difficult to use. A classifier such as likelihood estimation (Paetkau et al. 1995) or discriminant analyses (e.g., Beacham et al. 1999; Douglas and Brunner 2002; Schmidt 1999 ) may thus be preferred. Similar sentiments have been forwarded based on studies comparing classifiers in ecological (e.g., Leung and Tran 2000; Manel et al. 1999 ) and conservation-oriented (Riordan 1998 ) applications, where complex classifiers including ANNs performed only slightly better than other classifiers.
Conclusion
Results from simulated and empirical data sets do not categorically demonstrate that one classification method is superior to another ( Tables 2 and 3 ). ANNs and other machine learning techniques employed in this study seem to be able to capture additional information present in empirical data to improve classification. The comparatively simple, deterministic likelihood estimation proposed by Paetkau et al. (1995) classifies individuals with accuracies comparable to ANNs ( Table 2 ). Other comparisons of these classifiers are needed to understand how classification accuracy may be affected (or biased) by model assumptions ( linked loci, heterozygote excess or deficit). For empirical cases where even low levels of linkage and departures from Hardy-Weinberg are observed, the use of machine learning classifiers could lead to a better understanding of the factors that determine classification accuracy for the discrete, multistate characters commonly used in population ecology and genetics.
