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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ 
Ак!уальностъ темы. Известен рц областей, где марковсJСИе поспедоватеm.но­
С'ПI широко нспопъзуюrсJ1 при решении задач. К данным oбriacrJIМ, в ЧIЮТИОС1И, oт­
HOCJП'CJI статнС'Пlческое моделирование, распознавание образов, перед~ача и защита 
информаЦии в ceтJJx ЭВМ. Д!1J1 решеНКJJ указанных задач необходимо вырабатывать 
широкий класс случайных последовательностей с заданными свойствами. В этом 
случае моде.1и цепей Маркова часто используютсJ1 в качестве базовых длJ1 построе­
НИJI различных вероятное111ых моделей автоматного типа. 
Известны основополагающие работы ученых по теории моделироваиИR марков­
ских последовательностей и построению автоматных моделей генераторов цепей 
Маркова. Среди них - Аиншин А.С., Альпин Ю.А., Бусленко Н.П., Бухараев· Р.Г., 
Баканович Э.А., Гнлл А., Гиоргадзе А.Х., Гладкий В.С., Глова В.И., Захаров В.М., 
Кемени Дж., КирЫIНОВ Б.Ф., Кузнецов В.М., Ле'!)'НОВ Ю.П., Лоренц А.А., Меньков 
А.В., Песоwин В.А., ПoJIЛJIX Ю.Г., Поспелов Д.А., Романовский В.И., Салимов Ф.И.; 
Столов ЕЛ., Схиртладзе Р Д, Хамитов Г.П., Ченцов В.М., Чирков М.К. 
Несмотря на большое количество работ по даНному направлению, задача по­
строеНЮ1 автоматных моделей цепей Маркова (марковских автоматов) на основе 
теории конечных полей изучена недостаточно. Подход на основе теории полей Га­
луа позвW1J1ет синтезировать структурные модели генераторов конечных цепей 
Маркова (ЦМ), состоJ1щие из однородных блоков. Оuен.ки сложности и быстродей­
СТВИJI для заданных блоков мoryr быть перенесены на всю струК1)'J>у. Даинu струк­
тура может быть реализована по современной технологии производства интеграль­
ных схем: в базисе программируемых матриц логических элементов (ПМЛЭ), 
имеюших однородную структуру, что делает реализацию генераторов ЦМ и на их 
основе различных вероятное111ых авто~атных моделей более эффективной. При 
программной реализации ЦМ открывается возможность использовать модуru~рную и 
поJJиномиальную арифметику. Особый интерес npeдCТВВJIJIJCr пorui Галуа GF(2") . 
Вычисления в GF(2") обладают определенными достоинствами: алrорН1111Ь1 вычис­
лений в GF(2~) допускают параллельную реализацию, даюr возможность произво­
дить потоковые преобразования над n-мерными векторами; ДЛJ1 данного пом обыч­
но применяетсJ1 в качестве модулJI такой многочлен, который обеспечивает более 
простую реа.1И3аuию быстрого умножения с приведением по модулю. Д1U1 приложе­
ний большое значение имеет задача синтеза устройств с перестраиваемой струкrу­
рой. Эта задача может быть эффективно решена в базисе ПМЛЭ. В сuзи с отмечен­
ным выше актуальна задача исследования возможности и эффеКТИ11нОС111 построе­
ННJI марковских автоматов (МА) в полих Галуа и разрабопаа методов вяализа степе­
ни соответствu получаемых струкrур струкrуре проrраммируемых од11ородных 
вычислительных сред. Решению данной задачи ПOCllJШleнa иасто•шаа JDtcc:epтaшtJI. 
Цщ мС!отм: разрабоrа .18ММСКIС8 мо.аепсА, 11101'0,llOB, апrорнтмов, lllCТOдlllC и 
oporpaaoolilX среДС111 ДU Doc:тpoellld И 110./IМИр08111И11 MlpltOICJOOt 88ТОМ8ТО8 над 
ПО11еМ Гапуа в o.aнopoJ111WX 11111чнс:mrrельиых средах JC.'lllcc:a проrраммируемwх мат· 
рвц .поrичесrсвх 311аа1ентов. 
ДОС1'1UUН11е·постамеииоА цеnи требует реwеиия следующих задач: 
• раэработа математnеской wодспв npeдC1'811JJCИU мар.ковсJСНХ uтомато• над по­
лем Гапуа GF(2"); 
• paзpaбctnat структурных моделей rенераторов ЦМ над nопем GF(2" ) и nOjJ)'lfeниe 
оцснох -.х Qll~ 
• исспuо1111111С адеtсNТНости струrrурных реапиsациlt мноrочпеиов ка.а. полем 
GF(2"), ЗIUUllOШВX n:нераторы ЦМ, структуре ПМЛЭ, на основе комnыотерtJоrо 
MOДCIDlpOlllНIJJI; 
• pl3p86onta модепи миоrопараметрическоrо ана.пиsа множеств с:тох8С1Ических 
матрмц методами ltJl8C1'ep анмиэа с цепью уменьwеюц обtоема исходных данкых 
дu модuиро88ИJЦ ЦМ с эадакиь1ми своllствами; 
• разработа хоммехса орпладИЫх проrрамм для анапиза и синтеза мар1СО.ВС1а1х 
88ТО118ТО8. 
Работа под1ер:аиа rрантом РоссИЯскоrо фонда фундаментапьнwх нссле,дова· 
Rd Н1 99-01-00163 «Энтропийно-с:.пожсностные свойсnа дмскретиых аwЧJЮJ1ИТСJ1Ъ· 
иwх мо.кпеЬ и программой «Университеты Россию), проект № 01S..Q4-0l-S2 «Син­
тез в СJЮDОСТЬ .11етермвнироВ8НИЫх и вероятностных днсхретиых вычнслиrсльных 
молеnеЬ. 
Методм IJCCJJeдoвauи8. Дм реwеНЮ1 поставленных задач использованы методы 
теории веропностеll и матсматичес:.коА статистики, теории вероmюстных автома­
тов, теории чнсоп, arшaparr конечных попей. линеllной 8JП'Сбры и двсхреrиоА мвтс­
М&'l'ИКll, методы мноrомериоl кпасснфикации, nроrраммиые интеrраnькые системы 
MoдcnиpolllllЦ. 
Цаучвu иоmиа рабаты 
• Двиа ПОСТIDЮВJ<а задачи построеивя марковских автоматов над попек Гапуа. Вве­
дено noмnre «ПОJJRИомиат.иu моде.1ь одиородиоll хонечноll простой uепи Мар-
IОва» В8А ПОJJСМ GF(2"). Устаноаnена вэаимос:uзь ЦМ и попииомов над полем 
Гапуа. Пред~~оасеи метод и раэработаиьr anroplmDI и Методюаi синтеза марков­
gаа UТOМ81'0Jt а BИJle суперпОЗИШПI попиномиапьиых фуюсциll над полем ranya. 
Предпожены и раэработаи.w апьтернативNЫе струхтуриые реапизаuии rеиераторов 
ЦМ на основе полиномиальных функциll над попем GF(2"), папучеиы их с:пож­
ностиwе и временные oцellf' 
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• Раэработанw anropиnr М11НИМИЭ8ЦИИ JCOJUAecтa& неиуnевых коэффициентов попи­
номиапьиоА ф)/JПа1И!! над полем GF(2") и метод представпеиюr rенераторв дис­
кретной спучайяой величины (ДСВ) полнномиапьными фуюсциnrи над полем Га­
луа . 
• Поnучеиы оцеюси СЛО:8ИОСПf ПОЛЯИОМИIUIЬRWХ моделеll цм 8 базисе программи­
руемых матрип лоrичесхях элемекrов. 
• Дана n()CТllRoJllCll эада'IН JСЛаСсифихации croxacnrчecax эproдR'lecux матриц ме­
тодами wиoroмepиolt математичесхоlt статясtИJСИ я nреможена методи1С8 класси­
фихацяи. 
• Дано обобщере результатов реmеНЮ1 задачи пО11ИНомкальноrо продстuленкв 
марко11СККх модеnеl на постановку задачи сииrеза автономных вероJ1ТНостиых 
UТОМ8ТОВ С ВЫХОДОМ. 
Достоверность попучеяных результатов определJ1етс.я следуюШИN. Разработаи­
llЬ/е wатемаТRЧескне и ctp)'l('t)'PRЫe модели обоснованы доказательством соответст­
вующих уnерждсвd. Д8ННЬ1е подтверждаютс1 математичесхим моделированием с 
исnопьэованRеМ соаремеиных коNПыотериых техиолоrиЯ. 
Праюичесw WЧИМОС'I\· Предлохсенна.я полиномиальна.я модель марковскоrо 
автомата над nonew Гапуа расширяет обпасть применеиИJ1 модуrоrрной и полиноми­
аm.ной арифмmпс на ЗllДll'IR моделиро88ИIU случаАиых процессов. Полученные 
оценки anпaplТRЬIX затрат, предсrавnениые ОПИС8ИИI алrор1m1ов и программ дают 
разработчиkам 803МО1КR:>СТЬ их непосредственного испольэоваRИ.1 при моделирова­
нии и проепиро88НЯИ специализированиwх ВВТОМ811fWХ моделеА по современной 
технология ПМЛЭ. Предло:анньrй метод представлеRН.lf марковских моделей поля­
номиат.ными фуихциlvя над п()Jlем Галуа может быть применен для решения задач 
СRНТе38 более !ШlрОIОГО класса веро1111оетиых автоматных моделеА. Раэработаниа.я 
мето.аюса wноrоm~раметрическоА JСJПIС(:Ификации стохастнчесхих матриц noзвOJJJ1eт 
пооучаn новые их харакrериСТИJСИ, коrорые мoryr быn исnОJIЬ3оваиы дд. пред­
стамеНИJ1 кnасса маржовских моделей одной полиномиаnьноА фунJСЦВей над полем 
Галуа и сооrаетствоиио • дм умеиьшеmrr объема исходных данных при моделиро-
118НJП1 цепей Маркова. 
Peзym.DDI !ICJIO!ПOOllllЪI в НИР за 2000r. по rранту РФФИ № 99-01-00163 
((ЭкrропиllнО<Лоаостиwе свойства ,аискретных вычислительных модепеА» и по 
npoeкty № 01,-04-01·52 «Сивте:s и CJIO:ICROCТЪ детерминироаанных и llepOПИOC'IИWX 
рскретных вW'Пlслнтс.rп.иых мо.аопеЬ проrрамw «УНИllСрСитетw России~~. в 
ФНJЩ «Pll.IDIOЭJleln"POIROl8» (r. Казаm.), 11 центре иовеАших икформ11Ш1оиных тех­
нологиll (ЦНИТ) РТ (r. К1138RЬ), в ГИБДД МВД Pecnyбmnaf Татарстм (r. Казань) и 
4 
в учебном процессе aфeJi:pw ЭВМ Казаж:коrо rocyдapcтвelflforo техническоrо унм­
верс:ятета. 
На запрпу вмносЯТСI сnедующие результаты, полученные лично: 
• полиномиальная модель марковсхоrо автомата над полем Галуа GF(2n ), метод 
построеН111 струJСrУРИЫХ моделей марковских автоматов в виде суперпозиции по­
линомиальных функций в полях Галуа, однородные схемы генераторов ЦМ; 
• anropиn1 минимизации коnичесnа ненулевых коэффициентов полиномиальной 
фунJСЦИR. определениой в поле Галуа. метоn реализащ1и генератора дискреnюli 
случайной величины полиномиальнwыи фующю1ми над полем Галуа; 
• оцеНD! СЛ0:1аtости C'lpyterypRЫx моделей умножитеJJей над полем Галуа и методи­
ка анализа их адекватиОС'111 .1оrичесхой С1руктуре ПМЛЭ; 
• мод,с/JЬ и методика мноrолараметрическоrо анализа марковскях моделей метода­
ми кпастерноrо анализа; 
• ком1V1екс rrрихпадных программ мя реализации алгоритмов синтеза и анализа 
марковсlСИХ автоматов. 
Апообаuия работы Основные положения и результап.~ доЮJадывались и обсу­
ждаJIИСЬ на Ш-й Республиканской научно-технической конференции молодых уч·е­
нмх и спеuиалистов (Казань, 1997г.); Всероссиliских сrудеических Туполсвских 
чтенRJ1Х «Актуальные проблемы авиастроению) (Казань, 1998r. ); I -й Bccpoccиlicкoli 
Н3У"'НО-техническоА конференции <<Компыотсрные технологии в науке, проектиро­
вании и производстве>' (НИ)l{НИЙ Новгород, \ 999r. ); Ш-ем Всероссийском семинаре 
«TeopIOI С8ТОЧИЬIХ методо1 AJIJI нелинейных краевых зада11» (Казакь, 2000r.); Bt1-
i'OOOJ!Ac:kOI научко-техничесхой конфсре11ЦRИ «Тупопевсхие чтения сту~mо•1) (Ка­
:wо., 2000r.); Всероссяtlской научно-методической комференuии «Иftrerpawui oбj:lll­
IOlllJIИJr, науки и nроизводсnа - rлавНЪtй фахrор повышения эффехt11вности икже­
нериоrо обраэо88НИJ1)) (Казань, 2000г.); Итоговой научной конфсреНWtJt Казанского 
rосударствскного университета (Казань, 2001г.); VП-м Международном семинаре 
«дкскреmu математиха и ее приложения>) (Москва, 2001г.), городском семинаре 
«Методы мо.~tепированu)) (Казань, 2001r.), ряде семинаров кафедры Теоретической 
киберне'ПООI К11Э11Нскоrо rосударсгвекиого университета (Казань, 2001r.). 
Пубпюаwии. Содер)J(8Ние диссертации опубликовано в 23 работах, включая 7 
статей, 1 S тезисов и 1 учебное пособие. 
Ctpympa в об1~§м дИссертации. Двссертационнu работа изложена на 175 
стреиицах машинолнсноrо текста, содсрЖRТ SS рисунков и 25 таблиц, состоит из 
введения, rurm глав, захлючения и сrrнска литературы нз 134 наименований и двух 
приложений на 11 страииnах. 
СОДЕРЖАНИЕ РАБОТЫ 
Во введении обосновывается актуальность темы диссертаuии, формируются 
цель и задачи исследованИJ1, приводится перечень основных результатов, выноси­
мых на защиrу. Дана структура диссертаuии. 
В первой главе «Базовые определенм и понЯТИJ1» рассмотрены автомап~ые 
марковские модели (АММ), задающие генераторы ЦМ. В качестве базовой модели 
определен марковскиii автомат, задаваемый системой А= (S, Р), где 
S={.1·1,s2 "."sm} - конечное множество состояний автомата, Р - стохастическая 
матрица (СМ) размера m, задающая функцию переходов автомата. Содержатся не­
обходимые сведения из аппарата полей Галуа. Рассмотрены ПМЛЭ, а также специа­
лизированная САПР: ХАСТ - Xiliпx Ad"anced CAD Tecbnology, позволяющая моде­
лировать схемы вычислителей в полях Галуа и используемая для оценки адекватно­
сти указанных вычислителей структуре ПМЛЭ. Кратко описаны методы кластерно­
го (КА), дискримина.нntого (ДА) и факторного анализа. (ФА), а также «Интегриро­
ванная система STATJSTICA 5.0», реализующая данные методы с целью многомер­
ной классификации множества стохастических матриц, задающих марковские моде­
ли. Показаны взаимосвязь решаемых задач и подходы к их решению. 
Во второй главе «Синтез структур .\lарковских моделей над полем Галуа» раз­
работаны математические и структурные модели генераторов ЦМ над полем Галуа. 
Показана принuипиальная возможность полиномиального представления над полем 
GF(2n) модели ЦМ. Результат обоснован теорем ой 2. 1. Обознач11м как µ дис-
креmую случайную величину вида µ = ( µ1, µ2 ' "" µ,), где µ" i = (1, /), значе-\р,, Р2. "" Pt 
1 
HИJI µ и Р; - их вероятности, О$ Р; 5' I, "f. р1 = 1. Стохастический вектор 
1=1 
(Р1, Р 2 , ••• , р1 ) обозначим символом Р. 
Зададим конечную однородную цепь Маркова (ЦМ) системой 
p<nr> = (S, Р, Л'о ), (1) 
где S = /s1, s2 """~т} - множество состояний ЦМ, Р - стохастическая матрица разме­
ра т определяет закон ЦМ, я0 - т-мерный стохастический вектор, определяющий 
начальное распределение верояnюстей состояний ЦМ. Пусть G = GF(2n). Введём в 
рассмотрение отображение rp: G х G--+ G как многочлен .f(x, q) над этим полем: 
r 
f(x,q)= "f.a;/q 1 ,r=2n-l,x,q,a;1 eG. (2) 
1.J=O 
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Теорема 2.1 (синтеза). Дм задан11ой сисrемы (S,Р,ж0 ) можно указать слу­
чайную вепичииу ·fl и полЮ1омнальную функцию (2) степени r <? 1, 1 s (т2 - т + 1), 
со спучаАным началъньrм значением одной из переменных и коэффициентами 
alJ е '"G такими, что случайиu величина µ может быть преобразована функцией (2) 
в за.аанную ЦМ значений фуихции. 
Следствие из теоремы 2.1 : 311ДС1Н.Ие ЦМ в виде системы 
(µ, f(x, q), "о). (3) 
rде f(x, q) - полиномиальная фуикlIИJI (ПФ) вида (2). эквивалеtm10 задани.ю систе­
мы(!). 
Система (3) определена в работе как полиномиальная модель (ПМ) цепи Мар­
кова. 
Справедливо и обратное: 
r 
Теорема 2.2 (анализа). Пусть заданы f<x.q)= L,alJx'qj, r=2" -1, 
i.JкO 
aiJ, x,q е G с множеством {х;}, i = 1,1 значений переменной х и множеством {q1 }, 
j = 1,т 3Н&Чений переменной q, случайнu величина µ с множеством значениА {х;} 
и со стохастичес:ким вектором Р и вектор к0 . Тогда последовательность вычислен­
ных значений полинома (2) являете.я реализациеА простой однородной ЦМ с множе­
ством состо.яиий {q 1}, описываемой стохастической матрицеА Р размера j{q 1 }j, 
элемеиты которой однозначно определяются вектором Р и полиномом (2). 
Теоремы: 2.1 и 2.2 устанавливают взаимосвязь стохастических матриu и поли­
номиальных функций над полем Галуа. На их основе даны методы перехода от ( 1) к 
(3) и от (3) к (1). 
Рассмотрено представление ПФ f(x, q) на уровне струп-урной модели и пред­
ложена ре8ЛИЭ8WIЯ на ее основе генератора ЦМ по схеме, изображенной на рис. 1, 
где блок 1 - генератор ДСВ µ, значения которой совпадают с.о значенмми перемен-
ной х, блок 2 вьmолн.яет фуикшоо f(x,q), коэффиuиеНТЬI которой а;, i =О, r посту­
пают нз ШWJl'l1I (блок 4), блок 3 синхронизирует итерационный процесс вычисления 
значеНИ1 q. Пара переменИЪlх (х, q) обозначена сиМ11ОJ1ом 2. Возможности гeнepa­
l.IИll ЦМ схемой на рис. 1 .ооредетпотс.я следующими nоложениами, вытекающими 
из теорем 2.1 и 2.2: 
!)если модель (3) задана на основе системы (1), то последовательность значений q 
есть ЦМ с законом, описываемым заданной СМ Р; 
2) если модель (3) 3&дана непосредственно пapoil (f(x, q), µ ), в соответствии с ог­
ранкчениям'И, определяемыми теоремой 2.2, то последовательность значений q 
есп. ЦМ, закон которой однозначно определяетсJI по исходным данным (ДСВ µ и 
полиномом относительно z, обозначенным ках б'(z)); 
3) используя в модели (3) в качестве исходных данных различные стохастические 
векторы Р или меняя коэффициенты а;, 1 =О, r, полинома б'(z), или менu од­
новременно стохастический вектор и коэффициенты ПФ б'(z), можно с помощью 
схемы получать различные семейства простых конечных ЦМ. 
2 
q 1--...___ 
3 4 
Рис. 1. Структурная модель генератора цепи Маркова 
Решена задача струкrурноlt реализации f(x, q) .!IJIЯ блока 2 на рис. 1. Пусть 
значения f(x, q) и ее аргумеmов х и q определены в поле GF"(2n) и она представ­
лена в виде отображения L(z): GF(2 2n )-+ GF(2 2r. ). При этом 
L(~) = z', z, z' е GF(2 2n), = = (х, q)r, z' = (x',q'{. (4) 
В результате (4), эЮ1ивалентное f(x, q), предСТЗМJ1ется ПФ от одной перемен­
ноtl L(z). Значение f(x, q) отображается посредсrвом п двоичных разрядов 2п· 
разрядной величины z' r: GF(2 2п), обозначенных в ( 4) ках q'. Другая половина раэ­
рrдов z' - х' - может принимать произвольные значения. 
Решена задача cтpyicrypнoro представления ПФ f(x, q) (и эквивалеmной ей 
ПФ L(z)) - параллельной, систолической векторной, систолической и последова­
тельностноА структурами. Приведены оценки сложиОС11f и времени вычисленИJ1 
значения ПФ дru1 предJJоженных струкrур блока 2 схемы на рис. 1. Оценки СЛО)IСНО· 
сти определены по числу схем, реализующих операции умножения и сложения над 
полем Галуа. 
Предложен алгоритм 1 минимизации ПМ f(x,q) в случае et представле-
НИJI в виде (4) над полем GF(2 2n) пуrем уменьшенИJ1 количесnа блоков П1 , 
1 Aг.rop1m1 пре.мо:аи 11& осиове метода NИHИМIDIЩllИ ·стру~пуры 00/IНllOМlllJIЫIOR фунщии, ра-
81ПОl'О в работах СтоJ\08& Е.Л и Нурутдинова Ш.Р. (1988). 
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i " О," - 1 , "= 2 2" - 1 . Решение задачи - в увеличении числа нулевых коэффициен­
тов L(11). Алгоритм состоит из 10 процедур. 
1. Ввод элементов множеств входных сигналов (Х) мощностью Ь и внутренних со-
стояний (Q) размерности d, а также отображения q' = 6(x,q). 
2. Кодирование элементов множеств Х, Q элементами поля GF(2P) . 
3. Составпение исходной таблицы соответствий q' = b(x,q), rде q, q', хе GF(2P). 
4. Построение матрнцы Z , имеющей cтpyinypy вида 
['оо '01 ··· fo(d-1) аоо ··· аО(ь-11] z = '.1.0 '1. ~ ·· 'н~~1> а10 · а1<ь-11 , "= 22" _ 1, 
f,o t,, ··· t,<d-1) а,о ·· а,(6-1) 
с целью построения системы уравнений А= c·1z , rде А - матрица коэффициентов 
минимального многочлена, а с- 1 имеет вид 
--1 [i r (~-1 ~~: {'(,-l~mod(r) 
С = О 1 (2 . .. (2imad(r) 
о 1 ~ ". ~; 
1 1 1 " . 1 
rде ~ - примитивный элемент поля GF(2P ) . 
S. Разбиение матрицы Z на т;, D" где 
J]. l~isr-1, 
.;-r-) 
1 
'1· --
[
t
0
;] 
Т; z ;~ , i =О, d -1 . U1· --[
UOJ] 
01= "~ ,J=O,b-1,d+b=p. 
u,J 
6. Разбиение матрицы вида с- 1 на составляющие С0 , с," .. , Cp-I · Здесь с·> пред-
ставлена выражением с-1 = С0{0 + С1{ + ". + СР_ 1{ p-I 
7. Построение системы уравнений А = C 1Z . 
8. Исключение противоречивых и одинаковых уравнений из системы . 
9. Решение системы уравнений. 
10. Вывод результатов п. 3 и коэффициентов минимального мноrочлена. 
Разработана программа, реализующая данный алrоритм, в которой (см. проце­
дуру 8) пред.11ожен диалоrовый ПОДХОД к решению системы вида А= c·1z . с целью 
описания рабОТЬ/ программы, рассмотрим отображение o'(z) = z', rде ; = (x,q/, 
::' = (х',q')т. Вектор z' содерж~п компоненту х', которая в дальнейших вычислениях 
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не участвует и может принимать произвольные значения. Следовательно, отображе­
нию б можно поставJnЪ в соответствие не одно отображение б' • а их семеАство -
Л:(х,.q)т ~(x',q'{, где хеХ, q,q'eQ и Vx'eGF(2"). Л содержит 2" отобра­
жений - по одному дЛJ1 Ю1Ждого х'. Цель работы алгоритма - выделение на множест­
ве Л такого отображения, длJI которого многочлен б'(z) имеет м11нимальное число 
ненулевых коэффициетов. 
Предложен алгоритм реализации п-разр11ДНоi1 ДСВ µ,заданной полино-
•-1 
мом от одной переменной над полем GF(2") вида /р (х) = L а,х;, s = 2", посредст­
;:со. 
вом двух ПФ степени s' = 2"' над паnем GF(2"'), т = ~, на входы которых подают-
2 
CJI равномерно распределенные m-разрJ1ДНЬ1е ДСВ. ДанныЯ алгоритм может быть 
использован при синтезе генератора п-разрядкоЯ ДСВ µ на основе k h~разрядных 
ДСВдru1 n=k•h, k~2 
Возможность предстаалеиИJ1 ДСВ µ полиномиальной функциеЯ f p позволяет 
описать схему ка рис. 1 ·zуnерпозицией вида I • f i- . 
Решена задача синтеза на основе базового элеме1m1 - полиномнмьиой модели 
аида (3) - более широкого К11асса вероJ1ТНосткых моделей автомаТ11ого типа - авто­
номного вероJrТНОС111ОГС• автомата с выходом. 
В rоетьей rлак «Компьютерное моделирование полиномиальных моделей в 
структуре ПМЛЭ)> решаетсJ1 задача исследование адекватности отображеКИJ1 пред­
ложенных в глаае 2 однородных струкrур, реализующих генераторы ЦМ на архи­
тек-rуру ПМЛЭ (серия ХС4000Е). с помощью САПР f<XACT)). 
Определены в качестве базовых известные математические модели умножите­
лей в поле Галуа, а таюхе предложены математические модели умножителей, когда 
один из множителей - постоянный (умножителей на константу). Рассмотрена струк-
турная модель умножителя - CY/G1 над полем G1 = GF(2") и предложена струк­
туриu схема CY/G2 1111.о1 полем G2 = GF(2 4k ), k = 1, 3, 5. Для них рассчитаны оцен­
ки сложности по числу двухвходовых элементарных схем (ЭС). РассматриваютсJ1 
сложностные аспеК'IЪI ~:еализации схем умноженИJ1 (СУ) элеме/ПОВ в полях Галуа. 
Решены следующие задачи: 
1) сравнительная оце1m1 сложности CY/G1 и CY/G2 при реализации умножения 
элементов одинаковсй размерности; 
2) оценkа реальных затрат при реализации CY/G1 и CY/G2 в базисе ПМЛЭ~ 
3) оценка доли ресурсов взаимосвязи, необходимых дru1 реализации СУ на ПМЛЭ и 
мккимизаци.11 этой доли; 
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4) сравн.итсnьная оценка быстродействия CY/G1 и CY/G2 при реализации операции 
умно•еНIUI элементов одинаковой размерности; 
S) оценка быстродействИJ1 одного уровНJ1 ЭС СУ, представленной теоретически на 
основе реальной логической структуры СУ, с целью оценки эффективнос111 ее 
реализации на ПМЛЭ по времени. 
Д111 оцеНJСИ сложности СУ, определим функцию /(п) вида 
211-J 
f(n) = ~)s; -1), (S) 
iz] 
Где .fl • ЧИСЛО едиНИЧНЫХ 3J1eMCIПOB В i-Й строке матрицы D', получаемой ИЗ 
Ь = (!, А, .. " А,,_1 )т пуr!м вычl!ркиванКJ1 повторных строк. D' содержит не более 
(2п -1) ра311ичных строк (Нуруrдинов Ш.Р" 1992). 
У тв ер• де и и е 3 . 1 . Оценка сложности СУ/ G1, рассчитанная на основе числа 
ЭС, составпяет 
Q<1> =n2 +n(n-l)+ /(п). (6) 
f(n) вычислена согласно (S). 
Струхтурнаа модель CY/G1 реализуется схемой, оредсr.l.8Ленной на рис. 2. Блок 
КС включает в себя линейные комбинационные схемы, реализующие умножение 
вектора р ка матрицы А 1 , i =О, п -1. Кточевые схемы AND управruоотся разрядами 
вектора а= (ао. а1 , •• " а"_1 ). Сумматор I:, осуществмет поразрядное суммирование 
по модуmо 2 векторов, пос-rупаюших с выходов кточевых схем AND. 
п. п 
кс а 
р п п 
п п 
а"_, 
Рис. 2 
Блок-схема структурной модели CY/G2 , приведена на рис. 3. КС1 и КС2 пред­
ставтпот собой схемы сложения элементов в GF(2*). Новизна этой модели состоит 
в том, что с цепью реализации операции умноженИJ1 в GF(2*) предложено дJlJI 
построения блока МL Т (блок умножителей) использовать СУ/ G1. 
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Утвер*деиие 3 .2 . Оценка с.nожности CY/G2, измер11емu в ЭС, опредем· 
ется IСЛИЧННОА 
Q(2) =9(k 2 +k(k-1)+ f(k))+21k . (7) 
В (7) f(k) рассчитана на основе (5), а сложность элеменrа блока МL Т (рис. 3) полу­
чена согласно (6). 
Сравнение оценок (6) и (7) характеризуете• коэффициентом ви.аа 
1 
Q(l) _Q(2) 
(1) :<НЮ% при Q<JJ > Q<2J 
К= Q 
Q(2) _Q(I) 
- х 100% при Q121 ~ Qm Q(2) 
(8) 
Значение К принадnеJОП юпервалу [-100%, 100%]. OцelfJCИ c.noжнocnr дм случаев п 
= 4, 12, 20 и k = 1, 3, 5 приведены в табJ1 . 1 Набтодается рост К при увеличении раз· 
мерности пол11 Галуа. Увеличение К для п = 12 и k = 3 (по сравнению со случаем для 
п "'20 и k = 5) связано с большим значением .f(п) в (6). 
а 
р 
Рис. 3 
Лредпожены верхние оценJСИ сяожности ДЛJ1 умножителей на константу: 
(CY/G1 )о.. и (CY/G2)-.. По аналогии со с.nожностью СУ, они составЛJIЮТ 
Q111 = п(п -1) + f(n) и Q121 = 9(k(k -1) + f(k)) + lбk. ЗкачеНИJ1 ДJU Q111 и {2'21 при 
п • 4, 12, 20 и k = 1, 3, 5 приведены в табл. 2. K<DIJJA вычисляется аналогично К со­
гласно (8). Дт1 п = 4, k = 1 значение Q(I) для (CY/G1)...,. умеиьшипос~. за счет эпе· 
ментов AND, тогда IC8JC дпJ1 (CY/G2'J-. их число не изменилось. По:m>му Kr.IJlllJ ·от­
рицаtепЫ1WА. У11СЛичение к- Д11J1 п = 12 и k = 3 (по сравнению со случаем дnа п " 
20 и k = 5) свnано с ростом . числа ЭС, иеобхо.11ИМоrо дм peamr3aWIИ КС в 
(СУЮ1 )о.. . 
Таблица 1 Таблица2 
п k Q(I) Q(2) к N к (]€1> Q(1) к-
4 1 31 30 3% 4 1 15 16 -6% 
12 3 317 216 32% 12 3 173 120 31% 
20 5 801 555 31% 20 5 401 305 24% 
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Предложена меrоднка оценки реальных апnар8111ых затрат СУ путем их ком­
пьютерного моделирования в базисе ПМЛЭ. Для отражеНИJ1 лоrкческой ёмкости 
(логических ресурсов) ПМ:ЛЭ введено поняmе логической единицы (ЛЕ) - базис 
ПМЛЭ. Оцеmси аппараmых затрат, измеряемых в ЛЕ, мя CY/G1 и CY/G2 опреде­
л11Ются соответственно на основе (6) и (7) по формулам: 
Q1т = HQ(!) [. Q1т = НQщ [ · (9) 
Обозначим генераторы, реализующие булевы функции от i, i = 3, 4, перемен­
ных. в составе конфигурируемых логических блоков (I<ЛБ) в струхтурной схеме 
ПМЛЭ, как ГФ(i), а количество ГФ(i), задействованных при реалкзаuкк СУ - N ГФ(i) . 
Утвержден не 3 . 3. Логическая емкость СУ, измер.Аемая количеством ГФ(i), 
i = 3, 4, составляет 
(10) 
Сооп~ошение (1 О) характеризует эквиваленnюсть реальных алпараmых затрат 
СУ, измеряемых в ГФ(i), оцеН!(ам сложносm, выраженным в ЛЕ . 
При оцекхе сложности СУ согласно (10) предполагается, что логическая ем­
кость каждого КЛБ задейспювана в полном объеме. При реальном представ.ленки 
СУ на ПМЛЭ, часть логических ресурсов тратиться на обеспечение взаимосвJ1Зи 
между КЛБ - на ресурсы взаимосвJ1зи (РВ). Кроме того, внутри КЛБ может бьпъ за­
действована лишь часть логических ресурсов. В результате, оценки реа.1ьных аппа­
ратных затрат логических ресурсов ПМЛЭ для СУ, выше оценок, полученных тео­
ретячески. Q17 , Q27 есrь нижние оценки сложности реализации соответствующих 
СУ. Оценки реальных затрат (10) с учетом РВ мя CY/G1 и CY/G1 , обозначим, со­
ответственно, ках Q1 и Q2 • Сравнение Q,7 и Q;, i = 1, 2, позаопяет получить коли­
чественные оценки доли РВ, а, следовательно, и количественно оценить адекват­
ность реuизации СУ в базисе ПМЛЭ. Коэффициент вида 
к = Q; - Q;т х 100% i = 1 2 РТ Q, ' ' ' 
характеризует О'111ошение реальных затрат СУ в базисе ПМЛЭ к теоретическим . Ко­
эффициеtrr К РТ, который принЯNает значения от О до 100%, будем называть крите­
рием адекватности. Значение К РТ указывает, насколько адекватно СУ вписывается 
в однородНую струпуру ПМЛЭ. Увеличение значенИ11 К РТ характеризует увеличе­
ние доли РВ в общих затратах логических ресурсов. Q1т, Q1 и К РТ при i = 1 для 
CY/G1 приведены в табл . 3 (п = 4, 12, 20), а DJIЯ CY/G1 (k = 1, 3, S) - Q27 , Q2 и К РТ, 
пр11 i = 2 - в табл. 4. Тц ДЛJ1 CY/G1 при k = 3, доля РВ мен~.ше, чем для остальных 
СУ. Данные из табл. 3 и 4 позаоляюr сраанlfТЬ сложность CY/G1 и CY/G2 . Так, для 
п = 12 н k = 3 различие оценок Q1 и Q2 состаВЛJ1ет 49%. 
В результате проектировщик (пользователь САПР) получает возможность 
оценки доли неэффе1m1вно используемых аппаратных ресурсов ПМЛЭ при реали­
зации СУ. На основе К РТ может быть выявлена потенциальная возмо•ность мини­
мизации сложности СУ, за счет более полного использования ресурсов КЛБ. 
Таблица 3 Таблица 4 
п !?1т Qi КРТ k СЪт Q1 к" 
4 4 s 20% 1 4 5 20% 
12 44 57 23% 3 27 29 7% 
20 100 124 19% 5 69 106 35% 
Получены временные оценки и результаты моделирования СУ с учетом вре­
менных задержек ЭС в базисе ПМЛЭ. 
Утверждение 3 4. Оценка времени выполнения операции умножения 
CY/G1 равна 
(\\) 
где s; - число«\» в i-й строке мач:~ицы D', fэс - время задержки функциоккроаа­
НИJI ЭС. 
Оценка времени выполнения операции умножения для CY/G2 (TJ(n)) вьrчис­
~ется на основе (11) и '°'еет вид: 
TJ(n)= T~(k)+ Stx. 
Реальные значения задержек д.1я CY/G1 и CY/G2 , полученные при использова-
нии САПР, равны f1 и f2 , соответственно, и приведены в табл. S. Они опредеЛJООТ 
время задержки не только КЛБ, но и программируемых межсоединений внуrри 
ПМЛЭ. 
Таблица S 
п к Т1 Т2 f1 (нс) f2 (нс) tk (нс) tk (нс) 
4 1 4 6 18,6 17,6 4,64 2,93 
12 3 8 9 29,8 27,1 3,73 3,01 
20 s 8 11 36,S 43,S 4,56 3,96 
Среднее время задер*КИ одного уровня схемы для СУ, представленной теоре­
'ПfЧеtКН на основе ЭС - t k и t k -при указанных значениях пи k находите• как t~ 
= r, tf;, i = 1, 2 (см. табл. 5). Значения tk и tk позволяют судить об эффепивно­
~ реализаuии СУ в баJисе ПМЛЭ по быстродействию; на основании этих значений 
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выведена закономерность: CY/G2 реализуется на ПМЛЭ более эффективно, чем 
CY/G1. Данный факт объясняется большей адекваmостью структуры CYIG2 струк­
туре ПМЛЭ, чем структуры CY/G1. 
В четвертой главе «Кластерный анализ марковских моделей>> решены задачи 
мноrопараметрической классификации СМ Р, задающих марковские модели, мето­
дами многомерной математической статистики - КА, ДА и ФА. При реализации се­
мейства случайных последовательностей возникает вопрос хранения больших мас­
сивов исходных данных, характеризующих каждую из моделей генераторов задан­
ного класса. Решение этой задачи особенно акrуально при реализации генераторов 
ЦМ в переСiраиваемых структурах на базе ПМЛЭ. Предложен подход сокращения 
объема данных, основаIО1ый на двух этапах. Этап 1- классификация моделей по их 
законам (по СМ): классификация СМ (объектов) на основании признаков, характе­
ризующих различные их свойства методами кластерного анализа. Производится 
проверка адеК11З111ости классификации и информативность каждого из указанных 
прИ3наков. Этап 2 • определение СМ - типичного представителя (типичную СМ) для 
каждого из полученных подклассов (кластеров). Среди основных решенных задач 
следующие: 
1) задача типизащtи, когда для заданного множества объектов число кластеров не 
известно (классификация и определение типичного представителя группы); 
2) задача определения структуры естественного (обусловленного классификацион­
ными признаками) расслоения множества объектов различных типов на классы; 
3) задача кластеризации объектов различных типов при помощи количественных 
признаков; 
4) задачи сравнительной оценки качества признаков, оценки качества и определе-
ния достоверности полученных кластерных решений. 
Предложено объединение методов КА и ДА, 'ПО расширяет возможности анализа 
модели данных, приводит к коррекции результатов. Объекты для класс.ификации -
стохастнчесkИе матрицы размерности ( т х т) класса эргодических (ЭСМ), сгенери-
рованы на основе программы, реализованной по схеме на рис. 1. Положительные 
злементы ЭСМ представлены с дискретностью D = 0,5•10-5 в диапазоне [ D; 1-D]. 
Основная цель данной главы - разработка методики решения отмеченных задач на 
основе КА, ДА и фА, с использованием «Интегрированной системы ST А ТISТICA 
5.0». Для этого в хачестве примера классифицируемого множества объектов выбран 
класс А = П u Д u ЛП в состав которого входlП' два подкласса ЭСМ, сходные меж­
лу собоА и подкласс, существенно отличающийся от остальных. Объем выборки для 
А составляет 900 ЭСМ, по 300 - для каж.цоrо подхласса. П - положительные ЭСМ, 
элемеlПW которых удовлетворяют условию Pg >О, i,j = 1, т. Д - дваждь1 стохасти-
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т -ческие матрицы, удовлетворяющие ограиичениJ1М вида: "[.р;1 = 1, plJ >О, i,j = l, т. 
J=I 
ЛП - матрицы, задающие локальные вероJПНосmые переходы. При этом подклассы 
П и Д имеют сходство в том, 'П'О онм содержат положительные матрицw (Д вюuочен 
в састав П), а матрицы нз подкласса ЛП харахтеризуются значительным количест­
вом нулей. Тем самым ЛП сушесnенно отличаетси от П иД. 
При решении задач классификации отмеченного класса объектов рассматрива­
ются следующие свойства Р: 
1) асимrпvrические (мулыиnпиа111вные) свойС1118 матрицы Р, опредеJJJ1емые струк­
турой матрицы, получаемой возведением Р в степень t (t- натуральное число) при 
1-+«J; 
2) уровень, характеризуемый мерой оtх11онения положительных элементов матрицы 
Рот нуля; 
З) рассеяние (разброс) элементов в строках и столбцах матрицы Р относительно 
средних; 
4) энтропИJ1 матркuы Р, каражrеризуюwа.я ОТJСЛонение матрицы Р от матрицы, в ко-
торой элементы ptj =11m, i,j=1,m. 
Разработано множество признаков V, отражающее данные свойства. Так, своА­
С'ПIО 1) отображают 4 признака, вычисленные по формулам вида: 
,,. . "' . 2 с1 = М • = L,a J), с2 = D0 = "i,(J -М •) а1 , где а= (а1 ,а2 ,""а") - предельный век-
/=1 j•I 
"' ,,. тор для Р. с3 = L.Pj, с4 = "i,<P1 ) 2 , где /3 = (р1 ,р2 , ... ,Рт) есть вектор предельных jal j=I 
дисперсий для времен пребывания в каждом состоянии ЦМ, эаданноlt матрицей Р. 
Свойства 2) и З) харакrериэуют признаJСИ с5 , с6 и с7 , ~8 , с9 соответственно, кото­
рые вычисляются по формулам вида: 
. " ,,. ,,, С5=MJ]U!)t1 Pij 1, с6 '"''i L "[.1Ру12 , С1 = (т)"1 "[. "i,U-M;)2 Ptj, 
U 1 t=I j=I i=I i"I 
- -J. "'"' где р 1 = (т) LPIJ. Эmропия вычиспяется как с10 = -"i,"i,a1pq log2(plJ). м ~N 
Описание данных дlll проведения многомерного анализа предстамено в виде 
таблицы, строки которой соответствуют объекrам из А, а столбцы - признакам (пе­
ременным) из V. Приведена схема КА. Ставяrся и решаются следующие задачи: 
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1. ВыJ111J1ение кластерной ClJ>yкrypы ДllR объединения множеств объектов. Характе­
рисmка полученной кластерной структуры представлена в табл. 6, где показано: 
подкласс ЛП разделен на два кластера (№1 и №4), при этом ЛП выделяется в от­
дельные кластеры, а П и Д частично пересекаются; наибольшее Евклидово рас­
стояние наблюдается между ЛП из кластера №1 и П (кластер №2). Ближе всего 
находятся Л П из кластера №4 и ЭСМ Д и П из кластера №3. 
2. Проведенне сравнительной оценки качества признаков. 
3. Задача типизации - определение типичного представителя для каждого кластера. 
Табmща 6 
Состав кластеров(%%) 
No. 1 No.2 No. 3 No.4 п д лп 
No. I о о 7 о 1,81 1,80 1,24 
No. 2 50 о о 1,81 о 1,27 0,96 
No. 3 50 99 о 1,80 1,27 о 0,92 
No. 4 о 1 93 1,24 0,96 0,92 о 
Решена задача оценки обоснованно::ти (достоверности) ~:>езультатов КА при ис­
пользовании ДА 
Решена также задача оценки зависимости (корретщии) BHYIJ)И множества при­
знаков V при использовании ФА, алгоритм решения которой включает три этапа. 
Этап 1 - определение корреляции между признаками. Этап 2 - определение числа 
факторов и их интерпретация. Этап 3 - выводы по факторному решению. 
В главе предложена методика решения задачи многопараметрического анализа 
ЭСМ на основе кластерного анализа с нс.пользованием методов ДА и ФА. 
В 1111ТQЙ главе «Комплекс прикладных программ Д11Я реализации алгоритмов 
синтеза и анализа полиномиальных моделей» разработаны два пакета прикладных 
программ Д11Я реализации алгоритмов синтеза и анализа полиномиальных моделей, а 
также методика генерации таблицы «Объект-признак» Т, содержащей данные .'111Я 
многомерного статистического анапиза марковских моделей. 
Первый пакет служит Д11Я анализа алгоритма миннмизации числа ненулевых 
коэффициентов полиномиальных моделей вида (2) (ПМ) в зависимости от сооп.ет­
ствующих им подклассов КДА. Второй пакет включает в себя программу разложе­
ния СМ Р, задающей ПМ, на взвешенную сумму простых мг.триц, а также програм­
мы генерации ЦМ на основе СМ, задающей полиномиальную модель и получения 
укрупненной цепи Маркова на основе исходной ЦМ (при заданных оrраничениях). 
Разработанная методика генерации таблицы Т реа:mзуется посредством редак­
тора электронных таблиц Microsoft Excel 97 и включает два этапа. На этапе 1 гене­
рируется набор СМ, принадлежащих заданным подклассам - П, Д и ЛП (см. Главу 
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4). Этап 2 - вычисление яа основе указанных СМ векторов значений - признаков ю 
рабочего словар1 V. 
Указанные пахеты программ и методиха 11сnольэованы и апробированы при 
решении залач, поставленных в главах 2 и 4, а Т111ОКе прихладных задач: многомер­
ной классифюсации и анализа последовательностсlt случайных чисеn и разрабопси 
моделей данных дu экспертных систем распознаваии• и диаrносnnси. 
В заключении сформулированы основные результаты диссертации. 
ОСНОВНЫЕ РЕЗУЛЬТАТЫ РАБОТЫ 
1 . Поставлена и решена задача сииrеза МА в базисе полииомиалъных фунхциА 
над полем Галуа. Результатами решения ЯВЛJПОТСI: полиномиальнu модель над по­
лем GF(2n) конечной простой однородной цепи Мархоеа, теорема emrreзa, задаю­
щая метод преобразо88i!~ц МА в полиномиальную модель и теорема анализа, обос­
новываюшая обратное преобразование полиномиальной модели в МА. Полиноми­
альная модель устаиав.~ивает взаимосвязь стохаС111ческих мач>иц с полиномиаль­
НЬl.ми функциями, что позВОЛJlет реализовать распараллеливание процесса обработ­
ки информации и реализовывать более адекватные структуры генераторов цепей 
Маркова в программируемых однородных вычислительных средах. Предложены 
альтернативные (по кр1rтериям сложности и быстродействИJI) структурные схемы -
параллельного, систолического векrорного, систолического и последовательн0С11tо­
го типов - дru1 реализации генераторов ЦМ в базисе полиномиальных функций. 
2. Разработан алrорИN минимИ3ации заданных полиномиальных фуикциli на 
основе мзвестноrо метода, а таюсе преможен метод ПОJIИномиат~ноrо представnе­
нМJI дев с заданнмN ~аконо111 распределееия над 1I01reU Галуа. 11реJ1;118~ксна струк­
турная модель ген1раrора ЦМ, основанная на прообразованюr вида суперnоз\ЩИJI 
полииомиальиwх фуикnиА над полем Галуа. Поха3111• IО'JМо.ность 11рименеНИJ1 mr 
НJП111 «суперПОЗИШIJJ полиномиальных фуикциА trll.A mmeм Галуа>) дт1 построеНИI 
автономных веро1t11остных автоматов с выходом, что позвол1ет расширwrь 1СЛасс 
случайных последо1187СJ!Ьностей, генерируемых посредством полиномиальных 
функшdi, до 1tЛЗсса функций конечных цепеJI Маркова. Совокупн0С1Ъ полученных 
результатов дает методику сикrеза марковских моделей автоматного типа в базисе 
JЮ."Пllfомиальных функций над полем Галуа. 
3. Предложеяы структурнwе модели схем умиоженИI в поле Гаяуа (умножите­
лей). До1С838НЫ yrвcpQeюu:, опредсruпощие ~еские оцснКR сло.носпr и 
оценки реальных ~ при peamQ8WDI умножитепеА в базисе ПМЛЗ, а таюке тео­
ретические оценки времени выпО11нения операции умяоженю1 элементов поля Га­
луа. Предложена методика исследованиJ1 адекватности Сl\)укtурНЫХ реалюаций ум­
ножmелей, задаюших генераторы ЦМ, матрнчноlt врхите~rrуре ПМЛЭ. 
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4. Разработаиа модель и соответствующая методJfХа многоnараметричссхоrо 
анализа сrохасmсческих матриц, залающих полМJ1омиат.ную модель генераторов 
ЦМ, что пoзlOJIJleт решать задачу уменьшения об'Ьема исходных даниых при моде­
лироваини семеАсn ЦМ. 
S. Разработан комплекс nрихладпых программ дм реализации апrориn1ов син­
теза и анализа nолииомиалъиых моделеА, задающих МА. с цепью решения следую­
щюс защrч: разложения стохастических матриц, задающих ПМ, на взвешенную сум­
му простых матриц, генерации ЦМ на основе 38д8ИНОА стохастнческоА матриnы, 
вЫ'fисления укрупненной цепи Мар1Сова, определеиц струхrуры поnииомиалъиоА 
модели ка основе задающей ее СМ. Комппекс проrрамм использован при решении 
JJPИICllaднЬIX. задач в ряде организаций. 
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