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Abstract
We find a twisted first moment of L(sym2 f, s) at any point s on the critical line, over a basis of weight k
Hecke eigenforms f for the full modular group, as k → ∞. As a corollary we show that given any point on
the critical line and large enough even k, there exists an eigenform f of weight k such that L(sym2 f, s) is
nonvanishing at that point.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we are interested in the symmetric-square L-function L(sym2 f, s) associated
to a cusp form f of weight k for the full modular group SL2(Z). We find a first moment of
the symmetric-square at any point on the critical line in the k aspect. As a corollary we deduce
that given any point on the critical line and large enough even k, there exists a cusp form f
of weight k such that L(sym2 f, s) is nonvanishing at that point. Such nonvanishing questions
were previously investigated by Li [7], Kohnen and Sengupta [5], and Lau [6]. Li, Kohnen and
Sengupta showed that given any point in the critical strip, apart from infinitely many on the
critical line, there exist infinitely many symmetric-square L-functions which do not vanish at
that point. Lau demonstrated that for any point on the critical line there are infinitely many
symmetric-square L-functions nonvanishing there; but he was not able to show that for all even k
large enough one can find such an L-function associated to a form of weight k.
Let Hk denote the basis of weight k Hecke eigenforms with first Fourier coefficient equal to 1.
With the rest of the notation explained in the next section, we prove
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∑
f∈Hk
L
(
sym2 f,
1
2
)
w−1f = logk +C +O
(
k−1/20+
)
, (1.1)
∑
f∈Hk
L
(
sym2 f,
1
2
+ it
)
af
(
m2
)
w−1f =
ζ(1 + i2t)
m1/2+it
+ ζ(1 − i2t)
m1/2−it
L∞( 12 − it)
L∞( 12 + it)
+O(k−1/20+), (1.2)
where C is an absolute constant,  is an arbitrarily small positive constant, and the implied
constants depend on t ,  and m.
Corollary 1.2. Given a real number t , there exists a constant k0(t) such that for any even
k  k0(t) there exists a weight k Hecke eigenform f for SL2(Z) such that L(sym2 f, 12 + it) = 0.
Proof. For t = 0, for large enough k, the first moment of L(sym2 f, 12 ) is clearly non-zero by
Theorem 1.1, and therefore not all values of L(sym2 f, 12 ) can equal zero. For t = 0, fix an m 1
such that the main term of the twisted first moment at 12 + it is non-zero to deduce the result. For
this we need m such that (m−it ζ(1 + i2t)L∞( 12 + it)) = 0. If (ζ(1 + i2t)L∞( 12 + it)) = 0,
take m = 1. Otherwise take m 1 such that logm = r(π/t) for any integer r , which is always
possible. 
The idea in computing the first moment of L(sym2 f, 12 ) is as follows. We express
L(sym2 f, 12 ) as a Dirichlet series of about k terms using an approximate functional equation. We
average over the basis of Hecke eigenforms using the Petersson trace formula. Since the Fourier
coefficients of f are nearly orthogonal over this family, we expect the main term to come from
the constant term of the Dirichlet series. We hope to be able to bound the rest of the terms since
there are about k of them and we are averaging over a family of size about k. We use exponential
sum estimates to bound the contribution from the Bessel functions which arise.
2. Set up
2.1. The symmetric-square L-function
Background material on modular forms can be found in [3]. Let f be a cusp form of weight k
for the full modular group SL2(Z). Let the Fourier expansion of f be
f (z) =
∞∑
n=1
af (n)n
k−1
2 e2πinz, (z) > 0. (2.1)
The symmetric-square L-function associated to f is defined as
L
(
sym2 f, s
)= ζ(2s)
∞∑
af
(
n2
)
n−s , (s) > 1. (2.2)n=1
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proved by Shimura [8]. Let
L∞(s) = π− 32 sΓ
(
s + 1
2
)
Γ
(
s + k − 1
2
)
Γ
(
s + k
2
)
. (2.3)
Then L∞(s)L(sym2 f, s) is entire and satisfies the functional equation
L∞(s)L
(
sym2 f, s
)= L∞(1 − s)L(sym2 f,1 − s) (2.4)
about the critical line (s) = 12 . Gelbart and Jacquet showed [2] that L(sym2 f, s) is actually the
L-function of an automorphic form on GL3.
Let Hk denote the basis of weight k cusp forms for SL2(Z) consisting of eigenfunctions of all
Hecke operators with first Fourier coefficients af (1) equal to 1. This is an orthogonal basis with
respect to the Petersson inner product. The Fourier coefficients of the cusp forms in Hk are real.
Hk has about k/12 elements. Let wf = (4π)k−1Γ (k−1)‖f ‖2, a natural weighting factor which we will
retain in our moments, where ‖f ‖ denotes the Petersson norm of the cusp form f . We have that
wf = k−12π2 L(sym2 f,1) and that
∑
f∈Hk w
−1
f = 1 + O(2−k) by the lemma below. We will need
the following trace formula.
Lemma 2.2 (Petersson trace formula). If B is an orthogonal basis of the space of weight k cusp
forms for SL2(Z), then
∑
f∈B
w−1f af (n)af (m) = δm,n + 2πik
∞∑
c=1
c−1S(n,m; c)Jk−1
(
4πc−1
√
mn
)
,
where δm,n equals 1 if m = n and 0 otherwise, S(n,m; c) is a Kloosterman sum, and Jk−1 is the
J -Bessel function.
We will use the following approximate functional equation for L(sym2 f, 12 + it).
Lemma 2.3 (Approximate functional equation). We have
L
(
sym2 f,
1
2
+ it
)
=
∑
n1
af (n
2)
n
1
2 +it
V 1
2 +it (n)+
L∞( 12 − it)
L∞( 12 + it)
∑
n1
af (n
2)
n
1
2 −it
V 1
2 −it (n),
where
V 1
2 +it (n) =
1
2πi
∫
(2)
L∞( 12 + it + y)
L∞( 12 + it)
ζ(1 + i2t + 2y)n−y dy
y
satisfies, as k → ∞,
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2 +it (n) 
A
(
k
n
)A
, for any A > 0, (2.5)
V ′1
2 +it
(n) 
A n−1
(
k
n
)A
, for any A > 0, (2.6)
V 1
2 +it (n) = ζ(1 + i2t)+ i
nit
2t
L∞( 12 )
L∞( 12 + it)
+O
(
n
k
)
, if t = 0, (2.7)
V 1
2
(n) = 1
2
log(k/n)+C/2 +O
(
n
k
)
, where C = 2γ − 3 logπ
4
− log 2 + Γ
′( 34 )
2Γ ( 34 )
.
(2.8)
This is proven for a general L-function in Theorem 5.3 of [4]. The estimates for V 1
2 +it (n) are
obtained by estimating L∞( 12 + it +y)/L∞( 12 + it) using Stirling’s formula and moving the line
of integration to the right or to the left, and crossing two simple poles if t = 0 and one double
pole if t = 0.
2.4. J -Bessel functions
We record here some estimates for J -Bessel functions which we will need, taken from Sec-
tions 7.13.1–7.13.4 of [1]. Throughout this paper,  denotes an arbitrarily small positive constant,
but not necessarily the same one from one occurrence to another.
For all x, |Jk(x)| 1. We have for 0 < x < k1− ,
Jk(x) 
 x−110k(x/k)k. (2.9)
For 0 < x < k and |x − k| k9/20, we have Langer’s formula
Jk(x) = π−1w−1/2
(
tanh−1 w −w)1/2K1/3(z)+O(k−4/3), (2.10)
where w = (1− x2/k2)1/2, z = k(tanh−1 w−w), and K1/3 is a K-Bessel function. The function
K1/3(z) decays exponentially as z → ∞. In the range of x under consideration, z  k7/40 and
so
Jk(x) 
 e−k7/40 + k−4/3 
 k−4/3. (2.11)
Now consider the range x > k and |x − k| k9/20. In this case Langer’s formula is
Jk(x) = w−1/2
(
w − tan−1 w)1/2(J1/3(z) cos(π/6)− Y1/3(z) sin(π/6))+O(k−4/3), (2.12)
where w = (x2/k2 − 1)1/2, z = k(w − tan−1 w), and Y1/3 is a Y -Bessel function. In this range
of x, z  k7/40 and it is helpful to use the estimates
J1/3(z) = (zπ/2)−1/2 cos(z − 5π/12)+O(1/z), (2.13)
Y1/3(z) = (zπ/2)−1/2 sin(z − 5π/12)+O(1/z). (2.14)
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We shall also need some estimates for exponential sums. The following bound is Corol-
lary 8.13 of [4], obtained by the methods of Van der Corput.
Lemma 2.6. Let b − a  1. Let f (x) be a real function on [a, b] such that Λ  f ′′(x)  ηΛ,
with Λ > 0 and η 1. Then
∑
a<n<b
eif (n) 
 ηΛ 12 (b − a)+Λ− 12 . (2.15)
3. Proof of Theorem 1.1
By Lemma 2.3 we have
∑
f∈Hk
L
(
sym2 f,
1
2
)
w−1f =
∑
f∈Hk
w−1f 2
∑
n1
af (n
2)
n
1
2
V 1
2
(n)
= 2
∑
1nk1+
∑
f∈Hk
w−1f
af (n
2)
n
1
2
V 1
2
(n)+O(k−1). (3.1)
We used (2.5) to restrict the summation over n. Now by Lemma 2.2 this is
2V 1
2
(1)+ 4πik
∑
nk1+
∑
c1
V 1
2
(n)
√
n
S(n2,1; c)
c
Jk−1
(
4πn
c
)
+O(k−1). (3.2)
Using (2.9) we see that the terms with c > k2 contribute O(k−1). Thus by (2.8), this is
logk +C +O(k−1)+ 4πik ∑
1nk1+
∑
1ck2
n−1/2V 1
2
(n)c−1S
(
n2,1, c
)
Jk−1(4πn/c). (3.3)
Similarly for t = 0, we have
∑
f∈Hk
L
(
sym2 f,
1
2
+ it
)
af
(
m2
)
w−1f
=
V 1
2 +it (m)
m
1
2 +it
+ L∞(
1
2 − it)
L∞( 12 + it)
V 1
2 −it (m)
m
1
2 −it
+O(k−1)
+ 2πik
∑
1nk1+
∑
c1
n−1/2−itV 1
2 +it (n)c
−1S
(
n2,m2, c
)
Jk−1(4πnm/c)
+ 2πik L∞(
1
2 − it)
L∞( 12 + it)
∑
1+
∑
c1
n−1/2+itV 1
2 −it (n)c
−1S
(
n2,m2, c
)
Jk−1(4πnm/c)1nk
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m1/2+it
+ ζ(1 − i2t)
m1/2−it
L∞( 12 − it)
L∞( 12 + it)
+O(k−1)
+ 2πik
∑
1nk1+
∑
1ck2
n−1/2−itV 1
2 +it (n)c
−1S
(
n2,m2, c
)
Jk−1(4πnm/c)
+ 2πik L∞(
1
2 − it)
L∞( 12 + it)
∑
1nk1+
∑
1ck2
n−1/2+itV 1
2 −it (n)c
−1S
(
n2,m2, c
)
Jk−1(4πnm/c).
(3.4)
Thus the theorem is proved if we can bound by k−1/20+ the sum, where now t may equal 0
to include the s = 12 case,
∑
1nk1+
∑
1ck2
n−1/2−itV 1
2 +it (n)c
−1S
(
n2,m2, c
)
Jk−1(4πnm/c)
=
∑
1ck2
∑
a mod c
S
(
a2,m2, c
) ∑
c
4πm (k+k9/20)<n<k1+
n=a mod c
n−1/2−itV 1
2 +it (n)c
−1Jk−1(4πnm/c).
(3.5)
The contribution to this sum by terms with |4πnm/c − k| < k9/20 is, bounding the summands
trivially,
k
∑
ck
∑
|n− c4πm k|<k9/20+
n−1/2 
 k−1/20+ . (3.6)
The contribution of terms with k − 4πnm/c k9/20 is, by (2.11),
k
∑
ck
∑
n<k1+
n−1/2k−4/3 
 k−5/6+ . (3.7)
Now suppose 4πnm/c − k  k9/20. This is the region in which bounding the sum absolutely
is not enough and care is needed. The Bessel function Jk(x) → (π2 x)−1/2 cos(x − π2 k − π4 ) as
x → ∞. In the region of n under consideration the Bessel function starts oscillating and we use
the cancelation from this oscillation to get the desired bound.
By (2.12) and (2.13), it suffices to show the smallness of the sum
∑
c
4πm (k+k9/20)<n<k1+
n=a mod c
n−1/2−itV 1
2 +it (n)w
−1/2(w − tan−1 w)1/2(z−1/2 cos(z)+O(1/z)), (3.8)
where z = z(n) = (k − 1)(w − tan−1 w) and w = ((4πnm/c)2(k − 1)−2 − 1)1/2. We also need
to bound the same sum with cos(z) replaced by sin(z), but this is similarly done. First we bound
the error in (3.8):
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c
4πm (k+k9/20)<n<k1+
n−1/2w−1/2
(
w − tan−1 w)1/2z−1
=
∑
c
4πm (k+k9/20)<n<k1+
n−1/2(k − 1)−1w−1/2(w − tan−1 w)−1/2

 k
∑
c
4πm (k+k9/20)<n<k1+
n−1/2k−1w−2. (3.9)
In the last step we used (w − tan−1 w)  k−w3. Let u = 4πnm/c − k + 1. Then w =
(2u(k − 1)−1 + u2(k − 1)−2)1/2  (u/k)1/2. We have that the above sum is

 k
k1+∫
k9/20
(k + u)−1/2u−1 du 
 k−1/2+ . (3.10)
Now we are left to bound
∑
c
4πm (k+k9/20)<n<k1+
n=a mod c
n−1/2−itV 1
2 +it (n)w
−1/2(w − tan−1 w)1/2z−1/2 cos(z)
=
∑
c
4πm (k+k9/20)<n<k1+
n=a mod c
n−1/2−itV 1
2 +it (n)w
−1/2k−1/2 cos(z). (3.11)
Write g(n) = n−1/2−itV 1
2 +it (n)w
−1/2k−1/2. Then by partial summation and (2.5), (3.11) equals
∑
c
4πm (k+k9/20)<r<k1+
(
g(r) − g(r + 1)) ∑
c
4πm (k+k9/20)nr
n=a mod c
cos(z)+O(k−1). (3.12)
Define za(x) = z(xc + a). Then
∑
c
4πm (k+k9/20)nr
n=a mod c
cos(z) =
∑
1
4πm (k+k9/20)nr/c
cos
(
za(n)
)+O(1). (3.13)
We postpone a lemma showing that
∣∣∣∣
∑
1
4πm (k+k9/20)nr/c
cos
(
za(n)
)∣∣∣∣
 k31/40+ . (3.14)
Now by differentiation, for c (k + k9/20) r  k1+ and u = 4πrm/c − k + 1,4πm
266 R. Khan / Journal of Number Theory 124 (2007) 259–266∣∣g(r)− g(r + 1)∣∣
 k(V ′1
2 +it
(r)r−1/2k−1/2(u/k)−1/4 + r−3/2k−1/2(u/k)−1/4
+ r−1/2k−1/2(u/k)−5/4k−1)

 k−2+(u/k)−5/4. (3.15)
So we have
∑
c
4πm (k+k9/20)<r<k1+
∣∣g(r)− g(r + 1)∣∣
 k−3/4+
k1+∫
k9/20
u−5/4 du 
 k−69/80+ . (3.16)
Combining (3.12), (3.14), and (3.16), the proof of Theorem 1.1 is complete.
Lemma 3.1. For c4πm(k + k9/20) r  k1+ , 1 c k (keeping with our convention about ),
we have ∣∣∣∣
∑
1
4πm (k+k9/20)nr/c
cos
(
za(n)
)∣∣∣∣ k31/40+ . (3.17)
Proof. Consider x ∈ [ 14πm(k + k9/20), k1+/c]. Writing t = 4πm(cx+a)c(k−1) , we have
z′′a(x) =
4πmc
(cx + a)
1
t (t2 − 1)1/2 . (3.18)
So we find that for such x, and large enough k,
k−1−  z′′a(x) k−1−k11/40+2 . (3.19)
Now applying Lemma 2.6, the proof is complete. 
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