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Abstract
Let G = (V,E) be an undirected graph with n vertices and m edges. We present two new routing
techniques. Roughly speaking, given a partition U = {U1, . . . , Uq} of V into q sets each of size O˜(n/q),
our first technique routes a message between vertices of U ∈ U on a (1 + ε)-stretch path with routing
tables of size O˜(1ε (n/q) + q). Given a partition W = {W1, . . . ,Wq} of a set W ⊆ V into q sets each
of size O˜(|W |/q) and assuming that the sets of U satisfy a certain hitting set property with respect to
vertex vicinities, our second technique routes a message, for every i ∈ {1, . . . , q}, from any source in Ui
to any destination in Wi on a (1 + ε)-stretch path with routing tables of size O˜(
1
ε (|W |/q) + q). Using
these techniques we obtain the following new routing schemes:
• A routing scheme for unweighted graphs that uses O˜(1εn
2/3) space at each vertex and O˜(1/ε)-bit
headers, to route a message between any pair of vertices u, v ∈ V on a (2 + ε, 1)-stretch path, i.e.,
a path of length at most (2 + ε) · d + 1, where d is the distance between u and v. This should be
compared to the (2, 1)-stretch and O˜(n5/3) space distance oracle of Paˇtras¸cu and Roditty [FOCS’10
and SIAM J. Comput. 2014] and to the (2, 1)-stretch routing scheme of Abraham and Gavoille
[DISC’11] that uses O˜(n3/4) space at each vertex. It follows from Paˇtras¸cu, Thorup and Roditty
[FOCS’12] that a 2-stretch routing scheme with O˜(m2/3) space at each vertex is optimal, assuming
a hardness conjecture on set intersection holds.
• A routing scheme for weighted graphs with normalized diameter D, that uses O˜(1εn
1/3 logD) space
at each vertex and O˜(1ε logD)-bit headers, to route a message between any pair of vertices on a
(5 + ε)-stretch path. This should be compared to the 5-stretch and O˜(n4/3) space distance oracle
of Thorup and Zwick [STOC’01 and J. ACM. 2005] and to the 7-stretch routing scheme of Thorup
and Zwick [SPAA’01] that uses O˜(n1/3) space at each vertex. Since a 5-stretch routing scheme
must use tables of Ω(n1/3) space our result is almost tight.
• For an integer ℓ > 1, a routing scheme for unweighted graphs that uses O˜(ℓ 1εn
ℓ/(2ℓ±1)) space at each
vertex and O˜(1ε )-bit headers, to route a message between any pair of vertices on a (3± 2/ℓ+ ε, 2)-
stretch path.
• A routing scheme for weighted graphs, that uses O˜(1εn
1/k logD) space at each vertex and O˜(1ε logD)-
bit headers, to route a message between any pair of vertices on a (4k − 7 + ε)-stretch path.
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1 Introduction
Graph spanners, distance oracles and compact routing schemes are fundamental notions in graph theory,
data structures and distributed algorithms, respectively, that deal with the natural tradeoff between space
and accuracy.
Peleg and Ullman [17] and Peleg and Scha´ffer [16] introduced the notion of graph spanners. Let G = (V,E)
be an undirected graph. For u, v ∈ V , let d(u, v) be the length of a shortest path between u and v. A
path between u and v is of (α, β)-stretch if its length is at most α · d(u, v) + β. For (α, 0)-stretch we write
α-stretch. A graph H = (V,E′), where E′ ⊆ E, is an (α, β)-stretch spanner of G, if and only if, for every
u, v ∈ V there is an (α, β)-stretch path between u and v in H. It is known how to efficiently construct a
(2k−1)-spanner of size O˜(n1+1/k) [5, 9], and this size-stretch tradeoff is tight assuming the girth conjecture
of Erdo˝s [14] holds.
Thorup and Zwick [22] introduced the notion of distance oracles. They showed that it is possible to
preprocess a weighted undirected graph in O(mn1/k) expected time and create a data structure of size
O(n1+1/k) that can answer distance queries with a (2k− 1)-stretch between any two vertices in O(k) time.
For k = 1 this gives the trivial solution of exact distances with O(n2) space. For k = 2, this gives a 3-stretch
distance oracle with O(n3/2) space. Paˇtras¸cu and Roditty [19] showed that there is another distance oracle
between these two solutions. They presented a (2, 1)-stretch distance oracle with O˜(n5/3) space. Paˇtras¸cu,
Thorup and Roditty [20] generalized this and showed that for every ℓ ≥ 1, there is a (3 − 2/ℓ)-stretch
distance oracle with O˜(ℓm1+ℓ/(2ℓ−1)).
Peleg and Upfal [18] introduced the notion of compact routing schemes. Awerbuch, Bar-Noy, Linial and
Peleg [7] were the first to distinguish between labeled routing schemes and name independent routing
schemes. In compact routing schemes there is a preprocessing phase in which a centralized algorithm
computes routing tables. In labeled routing schemes a short label is assigned to each vertex. After the
preprocessing phase ends, messages with an additional short header can be routed between the vertices of
the graph in a distributed manner. More specifically, when a message to destination v reaches a vertex
u 6= v, the routing scheme algorithm executed at u decides locally, based on the routing table of u, the
message header and the label of v on which link to forward the message. For an integer k > 1, Thorup
and Zwick [21] presented a (4k − 5)-stretch labeled compact routing scheme with routing tables of size
O˜(n1/k)-bit at each vertex, o(k log2 n)-bit labels and o(log2 n)-bit headers.
In a sense finding a good spanner is easier than finding a good distance oracle since a distance oracle has
to support efficient distance queries between any pair of vertices. Obtaining a routing scheme is inherently
harder than obtaining a distance oracle since decisions are made locally at a vertex based on a fraction of
the whole information, while in distance oracles the whole information is always available.
Therefore, a general open problem is given a (α, β)-stretch S-space distance oracle can we also obtain
a (α, β)-stretch routing scheme with O(S/n)-space routing tables? Both spanners and distance oracles
have the same general tradeoff of (2k − 1)-stretch and O(n1+1/k)-space which is optimal under the girth
conjecture. An important challenge is to obtain also a routing scheme with (2k − 1)-stretch and O˜(n1/k)-
space routing tables.
Recently, Chechik [10] made an important breakthrough and improved the stretch of the general routing
scheme of Thorup and Zwick [21] from 4k − 5 to ((4− α)k − β)-stretch, for some constants α and β. The
routing tables in her scheme are of size O(n1/k logD), where D is the normalized diameter of the graph.
Routing schemes, and in particular small stretch routing schemes, have been extensively studied over the
last three decades. Cowen [11] obtained a 3-stretch labeled routing scheme with routing tables of O˜(n2/3)
space. Eilam et al. [13] obtained a 5-stretch labeled routing scheme with routing tables of O˜(n1/2) space.
Arias et al. [6] obtained a 5-stretch name independent routing scheme with routing tables of O˜(n1/2) space.
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Thorup and Zwick [21] improved the result of Cowen [11] and obtained a 3-stretch labeled routing scheme
with routing tables of O˜(n1/2) space. Finally, Abraham et al. [3] obtained a 3-stretch name independent
routing scheme with routing tables of O˜(n1/2) space.
Remarkably, these last two routing schemes are the only optimal routing schemes for general undirected
graphs amongst all the possible optimal stretch/space combinations. Even the new routing scheme of
Chechik [10] is better than the (4k − 5)-stretch routing scheme only for k ≥ 4. In particular, for k = 4 the
stretch is approximately 10.52 instead of 11 as in the routing scheme of [21]. Therefore, we are evidence
to a phenomena in which settling on any stretch factor from the range (3, 7) cannot help in reducing the
routing table size below the
√
n barrier.
In this paper we break this long standing barrier and present a (5 + ε)-stretch routing scheme that uses
O˜(1εn
1/3 logD) space at each vertex and O˜(1ε logD)-bit headers. The label of each vertex is of O(log n)
size. This almost matches the optimal stretch/space combination of 5-stretch and O(n1/3)-space routing
tables.
Following the (2, 1)-stretch distance oracle of [19] for unweighted graphs, Abraham and Gavoille [1] pre-
sented a (2, 1)-stretch routing scheme with routing tables of size O˜(n3/4) and in general a (4k−6, 1)-stretch
O˜(n3/(3k − 2))-space routing tables. In this paper we almost match the (2, 1)-stretch distance oracle of [19]
and present a (2 + ε, 1)-stretch routing scheme with routing tables of O˜(1εn
2/3) size at each vertex and
O˜(1/ε)-bit headers. In Table 1 we compare our new results for small stretch factors with the previous best
bounds.
We obtain our new results by extending a fundamental idea for routing between nearby vertices. In many
of the existing routing schemes every vertex u ∈ V stores the first edge on a shortest path to every vertex
in B(u, ℓ), the set of ℓ closest vertices of u. A message is routed from u to v ∈ B(u, ℓ) using the edge that
u stored for v. It is easy to show that v ∈ B(w, ℓ) for every w that is on a shortest path between u and v.
Thus, it is possible to route a message from u to a specific vertex v ∈ B(u, ℓ) on a shortest path by storing
at u O(log n)-bits of routing information dedicated for v.
At the heart of our new routing techniques is an extension of this fundamental idea. Roughly speaking,
we show that if every u ∈ V stores the first edge on a shortest path to every v ∈ B(u, ℓ), and an additional
routing information on a fixed set of special vertices, it is possible to route a message from u to a specific
vertex v that is arbitrarily far away from u on a (1 + ε)-stretch path by storing at u O(1ε log n)-bits of
routing information dedicated for v.
Using this extension we present two new routing techniques. Given a partition U = {U1, . . . , Uq} of V into
q sets each of size O˜(n/q), our first technique routes a message between any pair of vertices of U ∈ U on
a (1 + ε)-stretch path with routing tables of size O˜(1ε (n/q) + q). Given a partition W = {W1, . . . ,Wq} of
a set W ⊆ V into q sets each of size O˜(|W |/q) and assuming that U ∩ B(u, O˜(q)) 6= ∅, for every U ∈ U
and u ∈ V , our second technique routes a message, for every i ∈ {1, . . . , q}, from any source in Ui to any
destination in Wi on a (1 + ε)-stretch path with routing tables of size O˜(
1
ε (|W |/q) + q).
Our (5+ε)-stretch routing scheme is obtained using our second routing technique together with the routing
scheme of Thorup and Zwick [21] and a coloring method used by Abraham et al. [3] and Abraham and
Gavoille [1]. Our (2 + ε, 1)-stretch routing scheme is obtained using our first routing technique together
with ideas of Abraham and Gavoille [1] and Paˇtras¸cu and Roditty [19]. Using our first technique it is also
possible to obtain a name independent routing scheme with stretch 3+ ε and routing tables of O˜(
√
n) size.
Our second technique is strong enough to obtain also the following generalizations:
• For an integer ℓ > 1, a routing scheme for unweighted graphs that uses O˜(ℓ1εn
ℓ/(2ℓ±1)) space at each
vertex and O˜(1ε )-bit headers, to route a message between any pair of vertices on a (3 ± 2/ℓ + ε, 2)-
stretch path. This almost matches the distance oracles of Paˇtras¸cu, Thorup and Roditty [20].
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Reference Graph Stretch Table Size
Abraham and Gavoille [1] Unweighted (2, 1) O˜(n
3/4)
Thorup and Zwick [21], Abraham et al. [3] Weighted 3 O˜(n
1/2)
Thorup and Zwick [21] Weighted 7 O˜(n1/3)
Chechik [10] Weighted 10.52 O˜(n1/4 logD)
Theorem 10 Unweighted (2 + ε, 1) O˜((1/ε) · n2/3)
Theorem 13 Unweighted (21/3+ ε, 2) O˜((1/ε) · n3/5)
Theorem 15 Unweighted (4 + ε, 2) O˜((1/ε) · n2/5)
Theorem 11 Weighted 5 + ε O˜((1/ε) · n1/3 logD)
Theorem 16 Weighted 9 + ε O˜((1/ε) · n1/4 logD)
Table 1: Previously available routing schemes and our new routing schemes
• A routing scheme that uses O˜(1εn
1/k logD) space at each vertex and O˜(1ε logD)-bit headers, to route
a message between any pair of vertices on a (4k − 7 + ε)-stretch path.
Our (4k − 7 + ε)-stretch routing scheme can be used in the ((4 − α)k − β)-stretch routing scheme of
Chechik [10] instead of the (4k−5)-stretch routing scheme of Thorup and Zwick in order to obtain slightly
better values for α and β.
The rest of this paper is organized as follows. In the next section we present some preliminaries that are
needed throughout the paper. In Section 3 we present our new routing techniques. In Section 4 we present
our new routing schemes for small stretch factors. In Section 5 we present our generalized routing schemes.
2 Preliminaries
Let G = (V,E) be an n-vertices m-edges undirected graph. For every u, v ∈ V , let d(u, v) be the length of
a shortest path between u and v. Let D =
maxu,v d(u,v)
minu 6=v d(u,v)
be the normalized diameter of G. Let B(u, ℓ) be
the ℓ closest vertices of u, breaking ties by lexicographical order of vertex names. Let ru(ℓ) be the largest
value for which it holds that every vertex w ∈ V with d(u,w) = ru(ℓ) is in B(u, ℓ). When it will be clear
from the context we simply write ru. Notice that for unweighted graphs it follows from this definition that
d(u,w) ≤ ru(ℓ) + 1 for every w ∈ B(u, ℓ). The following property is a well known property of such vertex
vicinities.
Property 1 ([8],[2]). If v ∈ B(u, ℓ) and w is on a shortest path between u and v then v ∈ B(w, ℓ).
The next Lemma is a direct result of the above property.
Lemma 2. Let G = (V,E) be a weighted graph and let ℓ > 0 be an integer. We can construct a routing
scheme that uses routing tables of size O(ℓ) in each vertex and O(log n)-bit header, such that a message is
routed from u to any v ∈ B(u, ℓ) on a shortest path.
Proof. Let u ∈ V . For each v ∈ B(u, ℓ) store at u the first edge on a shortest path to v. Assume v ∈ B(u, ℓ)
and let (u,w) be the edge saved at u for v. When u receives a message to v, it forwards it to w. From
Property 1 it follows that v ∈ B(w, ℓ), therefore, w has the next edge on a shortest path to v and the
message is routed from u to v on a shortest path.
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Throughout the paper when we say that u saves B(u, ℓ) we mean that u can check membership and to
retrieve the saved edge in constant time.
For our routing schemes we assume the standard fixed port model as described by Fraigniaud and Gavoille [15].
We use the following tree routing scheme as a building block in our routing schemes:
Lemma 3 (Tree routing [21, 15]). Given a weighted tree there is a routing scheme that given the label of
a destination vertex in the tree, routes from any source vertex in the tree to the destination on the shortest
path in the tree. The storage of a node, its label size and the header size are O(log2 n/ log log n) bits. Each
link on the path is obtained in constant time.
The notions of bunches and clusters were used by Thorup and Zwick in the context of distance oracles [22].
Let A ⊆ V . Let pA(u) = argmin{d(u, v) | v ∈ A}, breaking ties by lexicographical order of vertex names,
and d(u,A) = d(u, pA(u)).
The bunch of v ∈ V is BA(v) = {w ∈ V | d(w, v) < d(v,A)}. The cluster of w ∈ V is CA(w) = {v ∈ V |
d(w, v) < d(v,A)}. Notice that w ∈ BA(v) if and only if v ∈ CA(w).
From the definition of clusters it follows that if u ∈ CA(w) and v is on a shortest path between u and
w then v ∈ CA(w). Thus, there is a shortest path tree TCA(w) rooted at w that spans the vertices of
CA(w). Let |A| = s, the size of each bunch is bounded by O(n/s). Thorup and Zwick [21] showed how to
simultaneously bound the size of the bunches and clusters.
Lemma 4 ([21]). Given an integer parameter s > 0, it is possible to construct a set A with expected size
of 2s log n, such that |CA(w)| ≤ 4n/s, for every w ∈ V .
We will also make use of the following well known Lemma.
Lemma 5 (Hitting set [4, 12]). Let 1 ≤ s ≤ n. Given k sets S1, . . . , Sk, where Si ⊆ V and |Si| ≥ s, for
every i ∈ {1, . . . , k}, we can find a set H ⊆ V of size O˜(n/s), such that H ∩ Si 6= ∅.
Abraham et al. [2] introduced a nice coloring technique and used it to obtain a name-independent routing
scheme with stretch 3 and routing tables of size O˜(
√
n). Recently, Abraham and Gavoille [1] used this
coloring technique to obtain a labeled routing scheme with stretch (2, 1) and routing tables of size O˜(n3/4).
The next Lemma is implicit in [2, 1].
Lemma 6 (Coloring [2, 1]). Let 0 < q ≤ n be an integer. Let S1, . . . , Sk be vertex sets each of size at least
αq log n, where α is a large enough constant. There is a coloring function c : V → {1, . . . , q} that satisfies
the following:
1. For each i ∈ {1, . . . , k} and j ∈ {1, . . . , q}, there exist w ∈ Si such that c(w) = j.
2. For each j ∈ {1, . . . , q} the number of vertices of color j is O(n/q).
Abraham et al. [2] showed that such a deterministic coloring function can be computed efficiently. For the
sake of completeness we show that such a coloring function is formed, with high probability, from a random
uniform coloring of the vertices of the graph. Assume that the number of sets k is polynomial in n. Each
vertex is colored by one of the q colors with uniform probability. Let S ∈ {S1, . . . , Sk} and j ∈ {1, . . . , q}.
Consider the event that there is no vertex in S with color j. The probability for this event to happen is
bounded by (1 − 1/q)s which is at most (1/n)α. From the union bound we get that the first requirement
holds with probability 1− k · q · (1/n)α. The expected number of vertices with the same color is n/q, and
from Chernoff bound it follows that the second requirement holds with high probability. Using the union
bound to bound the probability that one of the requirements does not hold we get that the above function
satisfies, whp, both requirements.
Finally, to simplify the presentation we define x˜ = αx log n, where x > 0 is an integer and α is a large
enough constant of our choice.
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3 New routing techniques
In this section we present two new techniques for routing between predefined vertex sets. We will use these
techniques in the next sections to obtain our new routing schemes. The techniques are presented in two
lemmas. We first show that for a vertex partition that satisfies certain properties it is possible to route
efficiently between vertices of the same set in the partition.
Lemma 7. Let G = (V,E,w) be a weighted undirected graph, where w : E → R. Let U = {U1, . . . , Uq} be
a partition of V into q sets, each of size O˜(n/q). For every ε > 0, there is a routing scheme that uses a
header of O(1ε log n + log
2 n/ log log n)-bit to route a message between any pair of vertices of the same set
in partition U , on a (1 + ε)-stretch path. The routing table stored at each vertex is of size O˜(1ε (n/q) + q).
Proof.
Preprocessing: For each u ∈ V , we store B(u, q˜). We compute a hitting set H as in Lemma 5 of size
O˜(n/q) that hits for each u ∈ V the set B(u, q˜). For each vertex w ∈ H, we compute a shortest path
tree T (w) rooted at w that spans V . For each such T (w), we store at each vertex u ∈ V the tree routing
information of T (w) as needed for the tree routing schemes of Lemma 3. Since |H| = O˜(n/q) and the tree
routing information is of poly-logarithmic size, the total storage at each vertex for this purpose is O˜(n/q).
Let U ∈ U and let u ∈ U . For every v ∈ U , we compute a sequence 〈x1, . . . , xb′〉 of vertices. The sequence
is computed using the following process:
Let b = ⌈2/ε⌉. Set x0 = u and s = d(u, v)/b. Let xi (i ≥ 0) be the last vertex added to the sequence so
far. If v ∈ B(xi, q˜) then set xi+1 to v and stop. If v /∈ B(xi, q˜) then let (yi, zi) be an edge on a shortest
path from xi to v such that yi ∈ B(xi, q˜) and zi /∈ B(xi, q˜). Proceed as follows:
• If zi = v then set xi+1 = yi, xi+2 = v and stop.
• If d(xi, zi) < s then pick w ∈ H such that w ∈ B(xi, q˜), set xi+1 = w and stop.
• Otherwise (d(xi, zi) ≥ s) set xi+1 = yi, xi+2 = zi and continue to add vertices to the sequence with
xi+2 being now the last added vertex.
In this process we add vertices to the sequence as long the progress towards v exceeds the threshold value s.
Therefore, the process has at most d(u, v)/s ≤ b rounds. Since in each round at most 2 vertices are added
to the sequence its total size is at most 2b. At u we store for v the sequence 〈x1, . . . , xb′〉. In case that
xb′ 6= v then it must be that xb′ ∈ H and we also store at u the label of v in T (xb′). Since |U | = O˜(n/q),
the total storage required at u for this information is O˜(b · (n/q)).
Routing: Given a set U ∈ U and a pair of vertices u, v ∈ U a message is routed from u to v as follows.
First, u obtains the sequence 〈x1, . . . , xb′〉 for v from its routing table and adds it to the message header1.
It also sets x1 to be a temporary target. Let u
′ be the current vertex on the routing path and let xi 6= u′
be the temporary target. Assume that we are either in the case that i < b′ or in the case that i = b′ and
xb′ = v. By the way 〈x1, . . . , xb′〉 was constructed it follows that either (u′, xi) ∈ E or xi ∈ B(u′, q˜). In the
case that (u′, xi) ∈ E then we can route from u′ to xi using a direct link2. In the case that xi ∈ B(u′, q˜),
it follows from Lemma 2 that we can route to xi on a shortest path. Each time a temporary target xi 6= v
receives the message, it sets xi+1 to be the next temporary target. For the case that i = b
′ and xb′ 6= v, it
follows from the construction of 〈x1, . . . , xb′〉 that xb′ ∈ H. The routing from xb′−1 to v is done using the
tree T (xb′). This routing procedure requires a header of O(
1
ε log n+ log
2 n/ log log n)-bit.
1In the case that xb′ 6= v, it adds also the label of v in T (xb′) that was stored at u in the preprocessing.
2The standard routing scheme model of [18] assumes that at u given a neighbor v it is possible to obtain the link that
connects u to v. We can even avoid this assumption by storing in the sequence edges instead of vertices when needed.
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We now turn to analyze the stretch of the routing path. By the sequence construction, until xb′−1, the
message is routed on a shortest path. In the case that xb′ = v then the message is routed from xb′−1 to xb′
on a shortest path as well. In the case that xb′ 6= v the message is routed from xb′−1 to v on T (xb′), where
xb′ ∈ H ∩ B(xb′−1, q˜). We have added xb′ to the sequence because d(xb′−1, zb′−1) < d(u, v)/b. We also
know that zb′−1 /∈ B(xb′−1, q˜), thus, d(xb′−1, xb′) ≤ d(xb′−1, zb′−1) < d(u, v)/b. The length of the routing
path is bounded by d(u, xb′−1) + d(xb′−1, xb′) + d(xb′ , v). Using the triangle inequality we bound d(xb′ , v)
with d(xb′−1, xb′) + d(xb′−1, v) and get:
d(u, xb′−1) + d(xb′−1, xb′) + d(xb′ , v) ≤ d(u, xb′−1) + 2d(xb′−1, xb′) + d(xb′−1, v).
Since xb′−1 is on a shortest path between u and v it follows that d(u, xb′−1) + d(xb′−1, v) = d(u, v) and we
get:
d(u, xb′−1) + 2d(xb′−1, xb′) + d(xb′−1, v) ≤ d(u, v) + 2d(u, v)/b.
Since b = ⌈2/ε⌉ we get that the message traverses a (1 + ε)-stretch path.
Next we extend Lemma 7 to the case that the possible destinations are from a subset W of V .
Lemma 8. Let G = (V,E, ω) be a weighted undirected graph, where ω : E → R+. Let W = {W1, . . . ,Wq}
be a partition of W ⊆ V into q sets, each of size O˜(|W |/q). Let U = {U1, . . . , Uq} be a partition of V
into q sets, such that U ∩ B(u, q˜) 6= ∅, for every U ∈ U and u ∈ V . For every ε > 0, there is a routing
scheme that uses a header size of O(1ε log(nD))-bit, and for every 1 ≤ i ≤ q routes a message from any
vertex of Ui to any vertex of Wi on a (1+ ε)-stretch path. The routing table stored at each vertex is of size
O˜(q + 1ε · log(D)(|W |/q)).
Proof.
Preprocessing:
We first assume that ω : E → [1,M ]. Similarly to Lemma 7, for each vertex u ∈ V we store B(u, q˜). It
requires O˜(q) space at each vertex.
Let b = ⌈2ε ⌉+ 1. For 1 ≤ j ≤ q, let Uj ∈ U and let Wj ∈ W. Given a vertex u ∈ Uj and a vertex w ∈Wj ,
we store at u a sequence of vertices that will be used to route towards w. Such a sequence has O(log(Mn))
subsequences. A subsequence 〈x1, . . . , xb′〉 is computed as follows.
Let x be a start vertex and let s be a threshold value that are given as an input to the computation. Set
x0 = x. Let xi (i ≥ 0) be the last vertex added to the subsequence so far. If w ∈ B(xi, q˜) then set xi+1
to w and stop. If w /∈ B(xi, q˜) then let (yi, zi) be an edge on a shortest path from xi to w such that
yi ∈ B(xi, q˜) and zi /∈ B(xi, q˜). Proceed as follows:
• If zi = w then set xi+1 = yi, xi+2 = w and stop.
• If d(xi, zi) < s then there is a vertex z ∈ B(xi, q˜) ∩ Uj, set xi+1 = z and stop.
• Otherwise (d(xi, zi) ≥ s) set xi+1 = yi, xi+2 = zi. If the subsequence is of size 2b stop, else continue
to add vertices to the subsequence with xi+2 being now the last added vertex.
Now, the sequence stored at u for w is computed as follows. Let P (u,w) = {u = u0, u1, u2, . . . , ut = w} be
a shortest path between u and w. We start by adding u1 to the sequence. If u1 = w we stop, otherwise,
we add u2 to the sequence as well. Next, if u2 6= w, we start to produce subsequences and add them to the
sequence. The first subsequence is produced using x = u2 as the start vertex and s = 2/b as the threshold
value. Let s′ be the threshold value that was used to produce the last subsequence added so far to the
sequence and let w′ be its last vertex. If this subsequence has exactly 2b vertices and w′ 6= w then a new
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subsequence is produced and added to the sequence using x = w′ as the start vertex and s = 2s′ as the
threshold value.
Each subsequence added to the sequence has at most 2b vertices. In every subsequence, beside maybe the
last one, all the vertices are on P (u,w). Moreover, if the ith subsequence added to the sequence is not the
last subsequence its last vertex is at a distance of at least 2i from its first vertex. Since the length of every
shortest path is less than Mn the total number of subsequences cannot exceed log(nM) and therefore a
sequence can have at most 2b log(Mn)+2 vertices. Each set inW is of size |W |/q, thus, each u ∈ Uj stores
|W |/q sequences which results in O(b(logMn)|W |/q) = O˜(1ε (logM)|W |/q) in total.
Next, we show that the preprocessing algorithm works also on graphs with non-negative real edge weights.
Let G = (V,E, ω) be a weighted graph with ω : E → R+ and let D be its normalized diameter. Let
E′ = {(u, v) ∈ E | ω(u, v) = d(u, v)}. Let ωmax = max{ω(u, v) | (u, v) ∈ E′}, and let ωmin = min{ω(u, v) |
(u, v) ∈ E′}. For every (u, v) ∈ E′ let ω′(u, v) = ω(u, v)/ωmin. It is easy to see that ω′ : E′ → [1,M ], where
M = ωmaxωmin . Notice that all shortest paths in G
′ = (V,E′, w′) are also shortest paths in G. Applying the
preprocessing algorithm on G′ we get that each u ∈ Uj stores |W |/q sequences each of size O(b log(Mn)).
Since ωmax ≤ maxu,v d(u, v) and ωmin = maxu 6=v d(u, v) it follows that M = ωmaxωmin ≤ D. Therefore, the total
space stored at a vertex is O˜(1ε (logD)|W |/q).
Routing: Given a set Uj ∈ U and a set Wj ∈ W, and a pair of vertices u ∈ Uj and w ∈Wj , we show how
to route a message from u to w. We route towards the last vertex of the sequence stored at u for w in the
same manner as in Lemma 7. It follows from the sequence construction that all its vertices, beside maybe
the last, are on a shortest path between u and w. The last vertex is either w or a vertex that belongs to
Uj . Let r0 = u. For i ≥ 0, let ri+1 be the last vertex of the sequence stored at ri for w, and let r′i be the
vertex that precedes ri+1 in the sequence. If ri+1 6= w then ri+1 ∈ Uj . Let αi = d(ri, r′i).
Claim 9. For every i ≥ 0, d(ri+1, w) < d(ri, w). Moreover, d(ri+1, w) ≤ d(ri, w) − (αi − αi/b).
Proof. Let i ≥ 0. Consider the routing of a message from ri to ri+1. If ri+1 = w then the message is routed
on a shortest path, therefore d(ri+1, w) = d(w,w) < d(ri, w) and also d(ri+1, w) = 0 ≤ d(ri, w)−d(ri, r′i) ≤
d(ri, w) − (αi − αi/b). Otherwise, we route from ri ∈ Uj to a vertex ri+1 ∈ Uj . The sequence stored at
ri ∈ Uj for w ∈ Wj contains the first two vertices of a shortest path from ri to w and then at least one
subsequence. Let k ≥ 1 be the number of subsequences of this sequence. The last vertex of this sequence
is ri+1, and r
′
i is the vertex that precedes ri+1 in the sequence. From the sequence construction it follows
that r′i is on a shortest path between ri and w. Moreover, r
′
i is either the last vertex of the (k − 1)th
subsequence or a vertex of the kth subsequence or the second vertex of the sequence.
The message is routed from ri to r
′
i, and then from r
′
i to ri+1. From the way that subsequences are produced
it follows that αi = d(ri, r
′
i) ≥ 2+ (2 + 4+ . . .+2k−1) = 1+ (1+ 2+ . . .+2k−1) = 2k. Moreover, it follows
from the threshold used to produce the kth subsequence that d(r′i, ri+1) ≤ 2k/b ≤ αi/b. Since r′i is on a
shortest path between ri and w it follows that d(r
′
i, w) = d(ri, w) − d(ri, r′i). From the triangle inequality
it follows that d(ri+1, w) ≤ d(ri+1, r′i) + d(r′i, w). We get:
d(ri+1, w) ≤ d(ri+1, r′i) + d(r′i, w) = d(ri+1, r′i) + d(ri, w) − d(ri, r′i) ≤ d(ri, w) − (αi − αi/b),
as required.
Next, we show that the stretch of the routing path is (1 + ε). From Claim 9 it follows that the message
eventually reaches a vertex rt that w is the last vertex in its sequence. For every 0 ≤ i < t, the message
is routed from ri to ri+1 on a path of length at most αi + αi/b. For i = t the message is routed on
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a shortest path between rt and w. Let A =
∑t−1
i=0 αi. The message traverses a path of length at most
A(1 + 1/b) + d(rt, w).
From Claim 9 it follows that d(rt, w) ≤ d(rt−1, w) − (αt−1 − αt−1/b). By applying Claim 9 recursively we
get d(rt, w) ≤ d(u,w) −
∑t−1
i=0(αi − αi/b) = d(u,w) − A(1 − 1/b). From this we get that A(1 − 1/b) ≤
d(u,w) − d(rt, w) ≤ d(u,w) and A ≤ bb−1d(u,w). We can now bound the length of the path that the
message traverses:
A(1 + 1/b) + d(rt, w) ≤ A(1 + 1/b) + d(u,w) −A(1− 1/b)
≤ d(u,w) + 2A/b
≤ d(u,w) + 2d(u,w)/(b − 1)
= (1 +
2
b− 1)d(u,w)
≤ (1 + ε)d(u,w)
4 Applications for small stretch routing schemes
In this section we show how to obtain small stretch routing schemes, that almost match the corresponding
state-of-the-art distance oracles, using the routing techniques from the previous section. To exemplify the
strength of our techniques we first show as a warm-up a new (3 + ε)-stretch labeled routing scheme with
O˜(1ε )-bit header size and O˜(
1
ε
√
n)-space routing tables. Using the hash function presented in [2] it is easy
to modify this routing scheme to be name-independent. Then we turn to present the main results of this
section, our (2 + ε, 1)-stretch and (5 + ε)-stretch routing schemes.
Stretch 3 + ε. Let q =
√
n. Let c be a coloring function with q colors obtained using Lemma 6 with
respect to the sets B(u, q˜), for every u ∈ V . Let U = {U1, . . . , Uq} be the color sets induced by c. It follows
that U is a partition and every U ∈ U has O˜(√n) vertices. We use Lemma 7 with U . The information
stored for this at every vertex is of size O˜(1ε
√
n). Every u ∈ V stores B(u, q˜). It follows from Lemma 6
that B(u, q˜) contains a vertex of each color. For every i ∈ {1, . . . , q} we store at u a vertex from B(u, q˜)
of color i. For every v ∈ V the label of v contains v and c(v). A message is routed from u to v as
follows. If v ∈ B(u, q˜) it follows from Lemma 2 that we can route the message from u to v on a shortest
path. If v /∈ B(u, q˜) then, using the information that is saved at u, we route to w ∈ B(u, q˜) with color
c(v). Again from Lemma 2 it follows that we can route from u to w on a shortest path. We route from
w to v using Lemma 7. We now bound the stretch. From Lemma 7 it follows that the message is sent
from w to v on a path of length at most (1 + ε)d(w, v). The message traverses a path of length at most
d(u,w)+ (1+ ε)d(w, v). From the triangle inequality it follows that d(w, v) ≤ d(w, u)+ d(u, v). Also, since
v /∈ B(u, q˜) and w ∈ B(u, q˜) it follows that d(u,w) ≤ d(u, v). Therefore, d(w, v) ≤ 2d(u, v), and we get
that d(u,w) + (1 + ε)d(w, v) ≤ (3 + 2ε)d(u, v).
Stretch (2+ε, 1). We now present a (2+ε, 1)-stretch routing scheme with o(log2 n)-bit labels, O˜(1/ε)-bit
headers and routing tables of O˜(1εn
2/3) size. This almost matches the (2, 1)-stretch distance oracle with
O˜(n5/3) total space of [19].
Theorem 10. There is a routing scheme for unweighted undirected graphs with o(log2 n)-bit labels, that
uses O˜(1εn
2/3) space at each vertex and O˜(1/ε)-bit header size, to route a message between any pair of
vertices on a (2 + ε, 1)-stretch path.
8
Proof. Let q = n1/3. Every u ∈ V stores B(u, q˜). We compute using Lemma 4 a set A ⊂ V of size O˜(n2/3),
such that |CA(w)| = O(n1/3) for every w ∈ V . For each u ∈ CA(w) we store the routing information
for a tree routing scheme of TCA(w) at u. This information is of poly-logarithmic size. Every vertex u is
contained in at most O(n1/3) cluster trees as |BA(u)| = O(n1/3). Therefore, the storage required at each
vertex u for this is O˜(n1/3).
Let w ∈ V . For each v ∈ CA(w) we store at w the label of v in the tree routing scheme of TCA(w). Since
|CA(w)| = O(n1/3) the storage required at w for these labels is O˜(n1/3).
For each w ∈ A let T (w) be a shortest path tree rooted at w that spans V . For every v ∈ V we store
routing information of a tree routing scheme of T (w). This allows to route from a vertex u to a vertex v
on T (w). Since |A| = O˜(n2/3), each vertex stores O˜(n2/3) information for this purpose.
Let u ∈ V . For every v ∈ V , if B(u, q˜)∩BA(v) 6= ∅ we store in a hash table at u in the entry of v a vertex
w ∈ argminw′{d(u,w′) + d(w′, v) | w′ ∈ B(u, q˜) ∩BA(v)}. There are O˜(n1/3) vertices in B(u, q˜) each with
a cluster of O(n1/3) vertices. Let w ∈ B(u, q˜). For every v ∈ CA(w) it holds that B(u, q˜) ∩ BA(v) 6= ∅
therefore the storage required for this at every vertex is O˜(n2/3).
Let c be a coloring function with q colors obtained using Lemma 6 with respect to the sets B(u, q˜), for
every u ∈ V . Let U = {U1, . . . , Uq} be the color sets induced by c. It follows that U is a partition and
every U ∈ U has O˜(n/q) = O˜(n2/3) vertices. We use Lemma 7 with the partition U . The information
stored at the routing table of every vertex for this is O˜(1εn
2/3).
It follows from Lemma 6 that B(u, q˜) contains a vertex of each color. For every i ∈ {1, . . . , q} we store at
u a vertex from B(u, q˜) of color i and its distance from u.
Finally, the label of v ∈ V contains the following information: v, c(v), pA(v), d(v, pA(v)) and the label of
v in T (pA(v)).
Routing: A message is routed from u to v as follows. At u we check in constant time if B(u, q˜)∩BA(v) 6= ∅.
If this is the case we obtain in constant time the vertex w ∈ argminw′{d(u,w′) + d(w′, v) | w′ ∈ B(u, q˜) ∩
BA(v)} that was saved at u. From Lemma 2 it follows that we can route the message from u to w on a
shortest path. From w to v we can use the tree routing scheme of TCA(w) as the label of v in the this tree
routing scheme is stored at w. Thus, the message is routed on a path of length d(u,w)+ d(w, v). Next, we
show that d(u, v) = d(u,w) + d(w, v). Assume, towards a contradiction, that w is not on a shortest path
between u and v and let P be a shortest path between u and v. There is a vertex u′ ∈ B(u, q˜) ∩ P such
that d(u, u′) = ru, and there is a vertex v
′ ∈ BA(v) ∩ P such that d(v, v′) = d(v, pA(v)) − 1 (notice that
B(u, q˜) ∩BA(v) 6= ∅ implies that v /∈ A and d(v, pA(v)) − 1 ≥ 0). Since the intersection is not on a vertex
from P it must be that d(u, v) ≥ ru+d(v, v′)+1. On the other hand d(u,w) ≤ ru+1 and d(v,w) ≤ d(v, v′)
and we get that d(u,w) + d(v,w) ≤ d(u, v), which contradicts the assumption that w is not on a shortest
path between u and v.
Consider the case that B(u, q˜) ∩BA(v) = ∅. We obtain c(v), pA(v) and dA(pA(v)) from the label of v. A
vertex w ∈ B(u, q˜) with c(w) = c(v) is stored at u with d(u,w). If d(v, pA(v)) ≤ d(u,w) then the message
is routed from u to v on T (pA(v)). If d(v, pA(v)) > d(u,w), we route on a shortest path from u to w using
Lemma 2 and then from w to v on a path of length at most (1 + ε)d(w, v) using Lemma 7.
If v ∈ A, it follows that d(v, pA(v)) = 0 ≤ d(u,w) and the message is routed on a shortest path to v in
T (v) = T (pA(v)). Assume v /∈ A. As B(u, q˜)∩BA(v) = ∅ it follows that d(u, v) ≥ ru+(d(v, pA(v))−1)+1 =
ru + d(v, pA(v)). If d(v, pA(v)) ≤ d(u,w) then the message is sent on a path of length d(u, pA(v)) +
d(pA(v), v). From the triangle inequality it follows that d(u, pA(v)) ≤ d(u, v) + d(pA(v), v) and thus
d(u, pA(v)) + d(pA(v), v) ≤ d(u, v) + 2d(pA(v), v). Since d(u,w) ≤ ru + 1 we get that d(v, pA(v)) − 1 ≤ ru.
Combining this with the fact that d(u, v) ≥ ru+d(v, pA(v)) we get that d(u, v)+1 ≥ 2d(v, pA(v)). Therefore,
d(u, v)+2d(pA(v), v) is at most 2d(u, v)+1. If d(u,w) < d(v, pA(v)) the message is sent on a path of length
at most d(u,w) + (1 + ε)d(w, v). From the triangle inequality it follows that d(w, v) ≤ d(u,w) + d(u, v)
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and thus d(u,w) + (1 + ε)d(w, v) ≤ (1 + ε)d(u, v) + (2 + ε)d(u,w). We have d(u,w) ≤ d(v, pA(v))− 1. We
also have d(u,w) ≤ ru+1. Combining the last two inequalities with d(u, v) ≥ ru+ d(v, pA(v)) we get that
2d(u,w) ≤ d(u, v). Therefore, the message is routed on a path of length at most (2 + 2ε)d(u, v).
Stretch 5 + ε. We now present a (5 + ε)-stretch routing scheme that uses labels of size (4 log n)-bit,
O˜(1/ε logD)-bit headers and routing tables of O˜(1εn
1/3 logD) size. This almost matches the 5-stretch
distance oracle with O˜(n4/3) total space of [22]. The current best routing scheme with routing tables of
O˜(n1/3) size has a stretch of 7 and o(log2 n)-bit labels. This routing scheme is obtained by setting k = 3
in the (4k − 5)-stretch routing scheme of Thorup and Zwick [21].
Theorem 11. Let G = (V,E, ω) be a weighted undirected graph, where ω : E → R+. There is a routing
scheme for G with O(log n)-bit labels that uses O˜(1εn
1/3 logD) space at each vertex and O˜(1ε logD)-bit
headers, to route a message between any pair of vertices on a (5 + ε)-stretch path.
Proof.
Preprocessing: Let q = n1/3. Every u ∈ V stores B(u, q˜). We compute using Lemma 4 a set A ⊂ V of
size O˜(n2/3), such that |CA(w)| = O(n1/3) for every w ∈ V . Let w ∈ V , for each v ∈ CA(w) we store at w
the label of v in the tree routing scheme of TCA(w). Since |CA(w)| = O(n1/3) the storage required at w is
O˜(n1/3). For each u ∈ CA(w) we store at u the routing information for a tree routing scheme of TCA(w).
This information is of poly-logarithmic size. Notice that |BA(u)| = O(n1/3), thus u is contained in at most
O(n1/3) trees and the storage required at u for this is O˜(n1/3).
Let c be a coloring function with q colors obtained using Lemma 6 with respect to the sets B(u, q˜), for
every u ∈ V . Let U = {U1, . . . , Uq} be the color sets induced by c. Let W = {W1, . . . ,Wq} be an arbitrary
partition of the set A into q sets each with at most |A|/q vertices. For w ∈ A, let α(w) be the index of the
set in partition W that contains w, that is w ∈ Wα(w). We use Lemma 8 with partitions U and W. The
required storage at each vertex is O˜(q + 1ε (logD)|A|/q) = O˜(1ε (logD)n1/3).
It follows from Lemma 6 that B(u, q˜) contains a vertex of each color. For every i ∈ {1, . . . , q} we store at
u a vertex from B(u, q˜) of color i. The storage required for this at u is O˜(n1/3).
Let v ∈ V and let (pA(v), z) be the first edge on a shortest path from pA(v) to v. Notice that v ∈ CA(z).
The label of v contains the following information: v, pA(v), α(pA(v)) and (pA(v), z).
Routing: A message is routed from u to v as follows. At u we check if v ∈ B(u, q˜). If this is the case then
from Lemma 2 it follows that we can route the message from u to v on a shortest path. If not we check if
v ∈ CA(u). If this is the case then the label of v in the tree routing scheme of TCA(u) is stored at u. The
message is again routed on a shortest path between u and v.
In the case that v /∈ B(u, q˜) and v /∈ CA(u) the message is routed on a shortest path to w ∈ B(u, q˜) that
satisfies c(w) = α(pA(v)). The message is routed from w to pA(v) using Lemma 8. At pA(v) we obtain
(pA(v), z) from the label of v and forward the message to z. At z we have the label of v in the tree routing
scheme of TCA(z) since v ∈ CA(z). Using this label and the tree routing scheme of TCA(z) the message
is routed from z to v. The message is routed on a path of length at most d(u,w) + (1 + ε)d(w, pA(v)) +
d(pA(v), v). Since v /∈ B(u, q˜) it follows that d(u,w) ≤ d(u, v). Since v /∈ CA(u) it follows that d(v, pA(v)) ≤
d(u, v). From the triangle inequality it follows that d(w, pA(v)) ≤ d(u,w)+d(u, v)+d(pA(v), v) ≤ 3d(u, v).
We get d(u,w) + (1 + ε)d(w, pA(v)) + d(pA(v), v) ≤ (5 + 3ε)d(u, v).
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5 Generalized routing schemes
Stretch (3±2/ℓ+ ε, 2). We now present a (3±2/ℓ+ ε, 2)-stretch routing scheme that uses O(ℓ log n)-bit
labels, O˜(1/ε)-bit headers and routing tables of O˜(ℓ1εn
ℓ/(2ℓ±1)) size. This almost matches the distance
oracles presented in [20] for weighted graphs with (3± 2/ℓ)-stretch and O˜(ℓm1+ℓ/(2ℓ±1)) total space.
We start with a simple Lemma given in [20] and repeated here for completeness.
Lemma 12. Let ℓ > 0 be an integer. Let {xi}ℓi=0 and {yi}ℓi=0 be series of real numbers from [0, 1], such
that x0 = y0 = 0 and xi + yℓ−i ≤ 1, for every i ∈ {0, . . . , ℓ}. There exists i ∈ {0, . . . , ℓ − 1} that satisfies
xi + yℓ−i−1 ≤ 1− 1/ℓ.
We now turn to present the (3− 2/ℓ+ ε, 2)-stretch routing scheme.
Theorem 13. Let ℓ > 1 be an integer. There is a routing scheme for unweighted undirected graphs that
uses O(ℓ log n)-bit labels, O˜(ℓ1εn
ℓ/(2ℓ−1)) space at each vertex and O˜(1ε ) header size, to route a message
between any pair of vertices on a (3− 2/ℓ+ ε, 2)-stretch path.
Proof.
Preprocessing: Let q = n1/(2ℓ−1) and let i ∈ {0, . . . , ℓ}. For every u ∈ V , let Bi(u) = B(u, q˜i). Every
u ∈ V stores Bℓ(u).
For every i ∈ {0, . . . , ℓ}:
• We compute using Lemma 4 a set Li ⊆ V of size O˜(q2ℓ−i−1), such that |CLi(w)| = O(n/q2ℓ−i−1) =
O(qi), for every w ∈ V . For each u ∈ CLi(w) we store at u the routing information for a tree routing
scheme of TCLi (w). This information is of poly-logarithmic size. Notice that |BLi(u)| = O(qi), thus
u is contained in at most O(qi) trees and the storage required at u for this is O˜(qi).
• Let w ∈ V . For each v ∈ CLi(w) we store at w the label of v in the tree routing scheme of TCLi (w).
Since |CLi(w)| = O(qi) the storage required at w is O˜(qi).
• Let u ∈ V . For every v ∈ V , if Bi(u) ∩ BLℓ−i(v) 6= ∅ we store in a hash table i at u in the entry
of v a vertex w ∈ argminw′∈Bi(u)∩BLℓ−i (v){d(u,w
′) + d(w′, v)}. Since |CLℓ−i(w)| = O(qℓ−i) and
|Bi(u)| = O˜(qi), the storage required for this at every vertex is O˜(qℓ).
For every i ∈ {0, . . . , ℓ− 1}:
• Let ci be a coloring function obtained using Lemma 6 with respect to the sets Bi(u) for every u ∈ V ,
and let U i = {U i1, . . . , U iqi} be a partition of V into qi color sets induced by ci. Let j = ℓ − i − 1
and let Wj = {W j1 , . . . ,W jqi} be an arbitrary partition of Lj into qi sets each with at most |Lj|/qi =
q2ℓ−(ℓ−i−1)−1/qi = qℓ+i/qi = qℓ vertices. For w ∈ Lj, let αj(w) be the index of the set in Wj that
contains w, that is w ∈ W jαj(w). We use Lemma 8 with the partitions U i and Wj . The required
storage at each vertex is O˜(1ε |Lj |/qi + qi) = O˜(1ε qℓ).
• At u we store for each j ∈ {1, . . . , qi} a vertex w ∈ Bi(u) with ci(w) = j. By Lemma 6 such a vertex
must exist. The storage required for this at u is O˜(qi).
In the label of v ∈ V we store v and {pLi(v), αi(pLi(v)), d(v, pLi (v)), (pLi(v), v′i)}ℓ−1i=0 , where (pLi(v), v′i) is
the first edge on a shortest path from pLi(v) to v.
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Routing: A message is routed from u to v as follows. At u we check if there exists i ∈ {0, . . . , ℓ} such that
Bi(u) ∩ BLℓ−i(v) 6= ∅. If this is the case we can obtain the vertex w ∈ Bi(u) ∩BLℓ−i(v) that was saved at
u. From Lemma 2 it follows that we can route the message from u to w on a shortest path. From w to v
we can use the tree routing scheme of TCLℓ−i (w) as the label of v in the this tree routing scheme is stored
at w. Thus, the message is routed on a path of length d(u,w) + d(w, v). The vertex w is on a shortest
path between u and v. The proof for that is identical to the proof given in Theorem 10 for the case of
intersection.
Consider the case that for every i ∈ {0, . . . , ℓ} we have Bi(u) ∩ BLℓ−i(v) = ∅. Let ai = ru(q˜i) and let
bi = d(v, pLi(v)) − 1 if v /∈ Li and bi = 0, otherwise. Let j ∈ argmini∈{0,...,ℓ−1}{ai + bℓ−i−1}. If there is
more than one index that achieves the minimum we take the index of the highest value. Let k = ℓ− j − 1.
We obtain αk(pLk(v)) from the label of v and route on a shortest path to the vertex w ∈ Bj(u) with
cj(w) = αk(pLk(v)), that is stored at u. From w the message is routed to pLk(v) using Lemma 8. From
pLk(v) the message is forwarded to v
′
k and then using the tree routing scheme of TCLk (v
′
k) it is routed to
v. The total length of the path is at most d(u,w) + (1 + ε)d(w, pLk (v)) + d(pLk(v), v). Let d(u, v) = ∆.
We first consider the degenerated case of ∆ = 1. Since there is no intersection we have Bℓ(u)∩BL0(v) = ∅,
where BL0(v) = {v}. Therefore, aℓ−1 ≤ aℓ = 0 and b0 = 0, and by the selection rule of j it must be that
j = ℓ− 1. The message is routed to w ∈ Bℓ−1(u) and from there to pL0(v) = v. The length of this path is
at most 3 + ε.
Consider now the case that ∆ > 1. From the triangle inequality it follows that d(w, pLk (v)) ≤ d(u,w) +
d(u, v) + d(v, pLk (v)). If j = 0 then u = w, a0 = 0, and we need to bound (2 + ε)(bℓ−1 + 1) + (1 + ε)∆. If
j > 0 then d(u,w) ≤ aj + 1, and we need to bound (2 + ε)(aj + bk + 2) + (1 + ε)∆.
For every i ∈ {0, . . . , ℓ} we have Bi(u) ∩ BLℓ−i(v) = ∅ thus ai + bℓ−i ≤ ∆ − 1. Let x0 = a0/∆ and
xi = (ai + 1)/∆, for i > 0. Let yi = bi/∆. Since x0 = y0 = 0 and xi + yℓ−i ≤ 1 we can apply Lemma 12
with the series {xi}ℓi=0 and {yi}ℓi=0.
For j = 0, we get from Lemma 12 that a0 + bℓ−1 = bℓ−1 ≤ (1− 1/ℓ)∆. Therefore,
(2 + ε)(bℓ−1 + 1) + (1 + ε)∆ ≤ (2 + ε)((1 − 1/ℓ)∆ + 1) + (1 + ε)∆
= ∆((1 + ε) + (1− 1/ℓ)(2 + ε)) + 2 + ε
= ∆(3 + 2ε− (2 + ε)/ℓ) + 2 + ε
≤ ∆(3 + 3ε− (2 + ε)/ℓ) + 2.
If j > 0, it follows from Lemma 12 that aj + 1 + bℓ−j−1 = aj + 1 + bk ≤ (1− 1/ℓ)∆. Therefore,
(2 + ε)(aj + bk + 2) + (1 + ε)∆ ≤ (2 + ε)((1 − 1/ℓ)∆ + 1) + (1 + ε)∆
≤ ∆(3 + 3ε− (2 + ε)/ℓ) + 2.
The routing scheme of (3 + 2/ℓ + ε, 2)-stretch is very similar to the one presented above. For the sake of
completeness we provide it here with all the details.
As before we repeat a Lemma that was given in [20].
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Lemma 14. Let ℓ > 0 be an integer. Let {xi}ℓi=0 and {yi}ℓi=0 be series of real numbers from [0, 1], such
that x0 = y0 = 0 and xi + yℓ−i ≤ 1, for every i ∈ {0, . . . , ℓ}. There exists i ∈ {0, . . . , ℓ − 1} that satisfies
xi+1 + yℓ−i ≤ 1 + 1/ℓ.
We now turn to present the (3 + 2/ℓ+ ε, 2)-stretch routing scheme.
Theorem 15. Let ℓ > 1 be an integer. There is a routing scheme for unweighted undirected graphs that
uses O(ℓ log n)-bit labels, O˜(ℓ1εn
ℓ/(2ℓ+1)) space at each vertex and O˜(1ε ) headers, to route a message between
any pair of vertices on a (3 + 2/ℓ+ ε, 2)-stretch path.
Proof.
Preprocessing: Let q = n1/(2ℓ+1) and let i ∈ {0, . . . , ℓ}. For every u ∈ V , let Bi(u) = B(u, q˜i). Every
u ∈ V stores Bℓ(u). For every i ∈ {0, . . . , ℓ}:
• We compute using Lemma 4 a set Li ⊆ V of size O˜(q2ℓ−i+1), such that |CLi(w)| = O(n/q2ℓ−i+1) =
O(qi), for every w ∈ V . For each u ∈ CLi(w) we store at u the routing information for a tree routing
scheme of TCLi (w). This information is of poly-logarithmic size. Notice that |BLi(u)| = O(qi), thus
u is contained in at most O(qi) trees and the storage required at u for this is O˜(qi).
• Let w ∈ V . For each v ∈ CLi(w) we store at w the label of v in the tree routing scheme of TCLi (w).
Since |CLi(w)| = O(qi) the storage required at w is O˜(qi).
• Let u ∈ V . For every v ∈ V , if Bi(u) ∩ BLℓ−i(v) 6= ∅ we store in a hash table i at u in the entry
of v a vertex w ∈ argminw′∈Bi(u)∩BLℓ−i (v){d(u,w
′) + d(w′, v)}. Since |CLℓ−i(w)| = O(qℓ−i) and
|Bi(u)| = O˜(qi), the storage required for this at every vertex is O˜(qℓ).
For every i ∈ {1, . . . , ℓ}:
• Let ci be a coloring function obtained using Lemma 6 with respect to the sets Bi(u) for every u ∈ V ,
and let U i = {U i1, . . . , U iqi} be a partition of V into qi color sets induced by ci. Let j = ℓ − i + 1
and let Wj = {W j1 , . . . ,W jqi} be an arbitrary partition of Lj into qi sets each with at most |Lj|/qi =
q2ℓ−(ℓ−i+1)+1/qi = qℓ+i/qi = qℓ vertices. For w ∈ Lj, let αj(w) be the index of the set in Wj that
contains w, that is w ∈ W j
αj(w)
. We use Lemma 8 with the partitions U i and Wj . The required
storage at each vertex is O˜(1ε |Lj |/qi + qi) = O˜(1ε qℓ).
• At u we store for each j ∈ {1, . . . , qi} a vertex w ∈ Bi(u) with ci(w) = j. By Lemma 6 such a vertex
must exist. The storage required for this at u is O˜(qi).
In the label of v ∈ V we store v and {pLi(v), αi(pLi(v)), d(v, pLi (v)), (pLi (v), v′i)}ℓi=1, where (pLi(v), v′i) is
the first edge on a shortest path from pLi(v) to v.
Routing: A message is routed from u to v as follows. As before, at u we check if there exists i ∈ {0, . . . , ℓ}
such that Bi(u) ∩BLℓ−i(v) 6= ∅ and if this is the case we do the same as in Theorem 13.
Consider the case that for every i ∈ {0, . . . , ℓ} we have Bi(u) ∩ BLℓ−i(v) = ∅. Let ai = ru(q˜i) and let
bi = d(v, pLi(v)) − 1 if v /∈ Li and bi = 0, otherwise. Let j ∈ argmini∈{1,...,ℓ}{ai + bℓ−i+1}. If there is
more than one index that achieves the minimum we take the index of the highest value. Let k = ℓ− j +1.
We obtain αk(pk(v)) from the label of v and route on a shortest path to the vertex w ∈ Bj(u) with
cj(w) = αk(pLk(v)), that is stored at u. From w the message is routed to pLk(v) using Lemma 8. From
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pLk(v) the message is forwarded to v
′
k and then using the tree routing scheme of TCLk (v
′
k) it is routed to
v. The total length of the path is at most d(u,w) + (1 + ε)d(w, pLk (v)) + d(pLk(v), v). Let d(u, v) = ∆.
We first consider the degenerated case of ∆ = 1. Since there is no intersection, we have Bℓ(u)∩BL0(v) = ∅
and thereby aℓ = 0. Also we have that Bℓ−1(u) ∩ BL1(v) = ∅, so it follows that v /∈ CL1(u) and b1 = 0.
We get that aℓ = b1 = 0 and by the selection rule of j it must be that j = ℓ. The message is routed first
to w ∈ Bℓ(u). From there to pL1(v) and then to v. The length of this path is at most 5 + ε.
Consider now the case that ∆ > 1. From the triangle inequality it follows that d(w, pLk (v)) ≤ d(u,w) +
d(u, v) + d(v, pLk(v)). Therefore, we need to bound (2 + ε)(aj + bk + 2) + (1 + ε)∆.
For every i ∈ {0, . . . , ℓ} we have Bi(u) ∩ BLℓ−i(v) = ∅ thus ai + bℓ−i ≤ ∆ − 1. Let x0 = a0/∆ and
xi = (ai + 1)/∆, for i > 0. Let yi = bi/∆. Since x0 = y0 = 0 and xi + yℓ−i ≤ 1 we can apply Lemma 14
with the series {xi}ℓi=0 and {yi}ℓi=0 and get aj + 1 + bℓ−j−1 = aj + 1 + bk ≤ (1 + 1/ℓ)∆. Therefore,
(2 + ε)(aj + bk + 2) + (1 + ε)∆ ≤ (2 + ε)((1 + 1/ℓ)∆ + 1) + (1 + ε)∆
= ∆((1 + ε) + (1 + 1/ℓ)(2 + ε)) + 2 + ε
= ∆(3 + 2ε+ (2 + ε)/ℓ) + 2 + ε
≤ ∆(3 + 2/ℓ+ 4ε) + 2.
Stretch 4k − 7 + ε. We present a (4k − 7 + ε)-stretch routing scheme that uses O(k log2 n/ log log n)-
bit labels size, O(1ε logD + log
2 n/ log log n)-bit headers and routing tables of O˜(1εn
1/k logD) size, where
D is the normalized diameter of the graph. This should be compared with the (4k − 5)-stretch routing
scheme of Thorup and Zwick [21] that has O(k log2 n/ log log n)-bit labels, O(log2 n/ log log n)-bit headers
and routing tables of O˜(n1/k) size.
We start with a short overview of the (4k− 5)-stretch routing scheme of Thorup and Zwick [21]. Let k ≥ 1
and let A0 ⊇ A1 ⊇ . . . ⊇ Ak be vertex sets, such that A0 = V , Ak = ∅ and Ai is formed by picking each
vertex of Ai−1 independently with probability n
−1/k. The expected size of Ai is n
1−i/k. For every u ∈ V ,
let pi(u) = pAi(u). The bunch of u ∈ V is
B(u) = ∪k−1i=0 {v ∈ Ai \ Ai+1 | d(u, v) < d(u, pi+1(u))},
where d(u, pk(u)) =∞.
The size of every bunch is O(kn1/k) in expectation or O˜(kn1/k) in the worst case. The cluster of w ∈
Ai \Ai+1 is C(w) = {u ∈ V | d(u,w) < d(u, pi+1(u))}.
In the preprocessing we compute {Ai}k−1i=0 . Let w ∈ V and let T (w) be a shortest path tree rooted at w that
spans the vertices of C(w). For every v ∈ V , store B(v) at v and the label of v in the tree routing scheme
of T (w) for every w ∈ B(v). The label of v contains {pi(v)}k−1i=0 and the tree labels of v in {T (pi(v))}k−1i=0 .
A message is routed from u to v as follows. At u we find the smallest i for which u ∈ C(pi(v)). The
message is routed using the tree routing scheme of T (pi(v)) from u to v on a path of length at most
d(u, pi(v))+d(pi(v), v). Using the triangle inequality we get d(u, pi(v))+d(pi(v), v) ≤ 2d(pi(v), v)+d(u, v).
In [21] they show that for every j ≤ i it holds that d(v, pj(v)) ≤ 2d(u, v) + d(v, pj−1(v)), and therefore,
d(v, pj(v)) ≤ 2jd(u, v). Since j ≤ i ≤ k−1 we get that 2d(pi(v), v)+d(u, v) ≤ 2(2(k−1)d(u, v))+d(u, v) =
(4k − 3)d(u, v).
In [21] they further reduced the stretch to 4k − 5. Notice that d(v, pj(v)) ≤ 2(j − 1)d(u, v) + d(v, p1(v)).
Using Lemma 4 they compute a set A1 such that |C(u)| = O(n1/k) for every u ∈ A0 \ A1. Each such u
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stores the set C(u) and for every v ∈ |C(u)| the label of v in the tree routing scheme of T (u). To route a
message from u ∈ A0 \A1 to v, u checks if v ∈ C(u) and if it is then the message is routed to v on T (u). If
not, then it follows that d(v, p1(v)) ≤ d(u, v) (as opposed to d(v, p1(v)) ≤ 2d(u, v) before) and the stretch
is 4k − 5. See [21] for the full description.
We now turn to present our improved routing scheme.
Theorem 16. Let G = (V,E, ω) be a weighted undirected graph, where ω : E → R+. For every ε > 0,
there is a routing scheme for G that uses o(k log2 n)-bit labels, O˜(1εn
1/k logD) space at each vertex and
O˜(1ε logD)-bit header, to route a message between any pair of vertices on a (4k − 7 + ε)-stretch path.
Proof.
Preprocessing: We store the same information as in the (4k − 5)-stretch routing scheme of [21].
Let q = n1/k. Additionally, we store B(u, q˜) at u, for every u ∈ V . This requires O˜(n1/k) space at each
vertex.
Let c be a coloring function with q colors obtained using Lemma 6 with respect to the sets B(u, q˜), for
every u ∈ V . Let U = {U1, . . . , Uq} be the color sets induced by c. Let W = {W1, . . . ,Wq} be an arbitrary
partition of Ak−2 into q sets each with at most |Ak−2|/q = O˜(n2/k/n1/k) = O˜(n1/k) vertices. For w ∈ A, let
α(w) be the index of the set in partitionW that contains w, that is w ∈Wα(w) ∈ W. We use Lemma 8 with
the partitions U andW. The required storage at each vertex is O˜((1ε logD)|Ak−2|/q+q) = O˜(1εn1/k logD).
It follows from Lemma 6 that B(u, q˜) contains a vertex of each color. For every i ∈ {1, . . . , q} we store at
u a vertex from B(u, q˜) of color i. The storage required for this at u is O˜(n1/k).
The label of every v ∈ V is composed of the label of v in the (4k−5)-stretch routing scheme and α(pk−2(v)).
Routing: A message is routed from u to v as follows. At u we check if v ∈ B(u, q˜). If this is the case
the message is routed from u to v on a shortest path. If this is not the case we look for the smallest
index i for which u ∈ C(pi(v)). If i ≤ k − 2, the message is routed to v using the tree routing scheme
of T (pi(v)) on a path of length at most d(u, pi(v)) + d(pi(v), v). It follows from the analysis of [21] that
d(u, pi(v)) + d(pi(v), v) ≤ (4k − 9)d(u, v), for i ≤ k − 2. If i = k − 1 we route the message to a vertex w ∈
B(u, q˜) for which c(w) = α(pk−2(v)). The message is routed from w to pk−2(v) using Lemma 8, and from
pk−2(v) to v using the tree routing scheme of T (pk−2(v)) (recall that the label of v in the tree routing scheme
of T (pk−2(v)) is in v’s label). The length of the path is at most d(u,w)+(1+ε)d(w, pk−2(v))+d(pk−2(v), v).
Using the triangle inequality we can bound it with d(u, v)+(1+ε)(2d(u, v)+d(pk−2(v), v))+d(pk−2(v), v).
From the analysis of [21] it follows that d(pk−2(v), v) ≤ (2(k− 3) + 1)d(u, v) and we get that the stretch is
4k − 7 + ε.
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