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In this paper, the robust H∞ control problem of uncertain complex delayed dynamical
networks with non-identical nodes is investigated. The dynamic output feedback
controllers are designed to ensure robustly global stability and a smaller prescribed
H∞ disturbance attenuation level for the resulting closed-loop systems. The controller
design problem can be solved by a cone complementary linearization algorithm involving
linear matrix inequality (LMI) conditions. A numerical example is given to illustrate the
effectiveness of the proposed method.
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1. Introduction
In recent years, complex networks have received a great deal of attention from researchers working in different fields.
Many large-scale systems in nature and human societies can be described by complex networkswith the nodes representing
individuals in the systems and the edges representing the special connections among them, such as physical systems,
the internet, communication networks, electricity distribution networks, genetic and biological networks, social networks,
etc. [1–3]. In [4,5], the stability analysis and control of complex dynamical networks are investigated. In particular, special
attention has been focused on the synchronization of complex networks [6–9]. The pinning control of the general complex
dynamical networks was studied in [10,11]. Time delays often occur inmany dynamical systems andmaymodify drastically
the dynamic behavior of the systems. In [12–16], the synchronization stability criteria for general complex networks with
time varying delays were studied. Furthermore, real-world complex networks often present uncertainties. The control
problems of uncertain complex dynamical networks have been investigated in [17–20]. The impulsive control of the
synchronization for uncertain complex dynamical networkswas studied in [17].Moreover, the stability of complex networks
with different dynamical nodes by impulsive controlwas investigated in [18,21]. In [19,20], the adaptive control of uncertain
complex dynamical networks was investigated. The existing results and methods on the control of uncertain complex
dynamical networks are mainly based on the state feedback control technique, which needs the state of each node in the
networks to be available. However, the state information may not be completely obtained in practice. This has motivated
our research on the control of uncertain complex dynamical networks via dynamic output feedback.
Recently, the robust H∞ control for various dynamical systems has been investigated in [22–25]. The existing results on
the control of uncertain complex dynamical networks focus on the stabilization of the closed-loop systems with interior
parametric uncertainties. The robust H∞ control not only guarantees that the uncertain complex dynamical networks are
robust for the parametric uncertainties, but also guarantees that the networks have a smaller prescribed H∞ disturbance
attenuation level with respect to external disturbances. However, little literature can be found to deal with the robust
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H∞ control problem for the complex dynamical networks. In this paper, the robust H∞ control problem for the uncertain
complex delayed dynamical network with non-identical nodes is investigated. The dynamic output feedback controllers are
designed such that the resulting closed-loop system is robustly globally stable and a prescribedH∞ disturbance attenuation
level is achieved. By a cone complementary linearization algorithm, an LMI-based approach is developed to tackle the
addressed problem. Furthermore, an optimization algorithm is given to design the optimal H∞ control which guarantees
that the system has a smaller H∞ disturbance attenuation. A numerical example shows the effectiveness of the proposed
method.
The rest of this paper is organized as follows. In Section 2, anuncertain complexdynamical networkwith delayed coupling
and somepreliminaries are presented. In Section 3, the robustH∞ output feedback control for the uncertain complex delayed
dynamical network is considered. In Section 4, a numerical example shows the effectiveness of the proposed method.
Conclusions are finally drawn in Section 5.
2. Problem formulation and preliminaries
Consider an uncertain complex dynamical network consisting of N non-identical nodes with diffusive and delayed
coupling, in which each node of the network is an m-dimensional dynamical system. The state equations of the whole
network are described by
x˙i(t) = (Ai +1Ai)xi(t)+ fi(xi(t))+
N−
j=1
cijΓ xj(t − τ(t))+ (Bi +1Bi)ui(t)+ U1ivi(t)
yi(t) = (D1i +1D1i)xi(t)+ (G1i +1G1i)ui(t)+ U2ivi(t)
zi(t) = D2ixi(t)+ G2iui(t)
xi(t) = φi(t), t ∈ [−h, 0], i = 1, 2, . . . ,N,
(1)
where xi(t) = (xi1(t), xi2(t), . . . , xim(t))T ∈ Rm and ui(t) ∈ Rn are the state and control of the i-th node, respectively,
f : Rm → Rm is a continuously differentiable function satisfying that
‖fi(x)− fi(y)‖ ≤ µi ‖x− y‖ , ∀x, y ∈ Rm, (2)
where µi is a positive constant, C = [cij]N×N represents the outer coupling configuration of the complex network, in which
cij is defined as follows: if there is a connection from node j to node i (i ≠ j), cij > 0, otherwise cij = 0, and the entries of
matrix C satisfy the diffusive condition cii = −∑Nj=1,j≠i cij,Γ ∈ Rm×m is the inner couplingmatrix in each node, vi(t) ∈ Rp is
the disturbance input which is square integrable on [0,∞), i.e. vi(·) ∈ L2[0,∞), y(t) ∈ Rl is themeasured output, z(t) ∈ Rq
is the controlled output, the coupling delay τ(t) satisfies
τ(t) ≥ 0, τ˙ (t) ≤ d < 1,
1Ai,1Bi,1D1i,1G1i are unknown real norm-bounded matrix valued functions, representing time-varying parameter
uncertainties of the form[
1Ai 1Bi
1D1i 1G1i
]
=
[
E1i
E2i
]
F(t)[N1i,N2i], (3)
where E1i, E2i,N1i,N2i are known real constantmatrices, F(t) is an unknown real time-varyingmatrix satisfying F T (t)F(t) ≤
I .
For the uncertain complex dynamical network (1), we consider a full-order dynamic output feedback controller with the
following form˙xi(t) = Acixi(t)+ Bciyi(t)
ui(t) = Ccixi(t) (4)
where xˆi(t) ∈ Rm is the controller state. The matrices Aci, Bci, Cci are to be determined.
Applying this controller to system (1), one can obtain the following closed-loop systemη˙i(t) = (Ai +1Ai)ηi(t)+ Hfi(xi(t))+
N−
j=1
cijHΓ xj(t − τ(t))+ U ivi(t)
zi(t) = Diηi(t),
(5)
where ηi(t) = [xTi (t),xTi (t)]T ,H = [I, 0]T , and
Ai =
[
Ai BiCci
BciD1i Aci + BciG1iCci
]
, U i =
[
U1i
BciU2i
]
,
1Ai =
[
1Ai 1BiCci
Bci1D1i Bci1G1iCci
]
, Di =

D2i G2iCci

.
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The robust H∞ output feedback control for the uncertain complex network with coupling delay in this paper can be
formulated as follows: for the closed-loop system (5), given a scalar γ > 0, find the dynamic output feedback controller (4)
such that the following conditions are satisfied:
(1) the closed-loop system (5) is robustly globally stable;
(2) under the zero initial condition, the controlled output zi satisfies
N−
i=1
‖zi‖22 ≤ γ 2
N−
i=1
‖vi‖22 , (6)
for any nonzero vi(·) ∈ L2[0,∞), i = 1, 2, . . . ,N , and all admissible uncertainties.
In this case, the closed-loop system (5) is said to be globally stable with the disturbance attenuation γ .
To obtain the main results, the following lemma is introduced.
Lemma 2.1 ([26]). Given matrices G,M and L of appropriate dimension with G symmetric, then G+MWL+ LTW TMT < 0 for
all matrices W satisfying W TW ≤ I , if and only if there exists some ε > 0 such that
G+ ε−1MMT + εLT L < 0.
3. Robust H∞ output feedback control
The following theorem provides a sufficient condition for the robust H∞ output feedback control for the uncertain
complex delayed dynamical network with non-identical nodes.
Theorem 3.1. The closed-loop system (5) is robustly globally stable with the disturbance attenuation γ , if there exist positive
scalars ε1i, ε2i, ε3, positive definite matrices Pi,Qi, such that the following matrix inequalities hold
PiAi + ATi Pi 0 PiU i H PiE i N i PiH µiH PiH DTi 0
0 (d− 1)Qi 0 0 0 0 0 0 0 0 Γ T
U
T
i Pi 0 −γ 2I 0 0 0 0 0 0 0 0
HT 0 0 −Q−1i 0 0 0 0 0 0 0
E
T
i Pi 0 0 0 −ε−11i I 0 0 0 0 0 0
N
T
i 0 0 0 0 −ε1iI 0 0 0 0 0
HTPi 0 0 0 0 0 −ε−12i I 0 0 0 0
µiHT 0 0 0 0 0 0 −ε2iI 0 0 0
HTPi 0 0 0 0 0 0 0 −ε
−1
3 I
ci
0 0
Di 0 0 0 0 0 0 0 0 −I 0
0 Γ 0 0 0 0 0 0 0 0 −ε3
N
I

< 0 (7)
where
ci =
N−
j=1
c2ij , E i =
[
E1i
BciE2i
]
, N i =
[
NT1i
CTciN
T
2i
]
, i = 1, 2, . . . ,N.
Proof. To establish the stability condition for the closed-loop system (5), construct the following Lyapunov–Krasovskii
function candidate for system (5) with v(t) = 0 as
V (t) =
N−
i=1
[
ηTi (t)Piηi(t)+
∫ t
t−τ(t)
ηTi (s)HQiH
Tηi(s)ds
]
.
Calculating the derivative of V (t) along the trajectory of system (5) with v(t) = 0 yields
dV (t)
dt
=
N−
i=1

2ηTi (t)Piη˙i(t)+ ηTi (t)HQiHTηi(t)− (1− τ˙ (t))xTi (t − τ(t))Qixi(t − τ(t))

≤
N−
i=1
2ηTi (t)Pi

(Ai +1Ai)ηi(t)+ Hfi(xi(t))+
N−
j=1
cijHΓ xj(t − τ(t))

+
N−
i=1

ηTi (t)HQiH
Tηi(t)− (1− d)xTi (t − τ(t))Qixi(t − τ(t))

. (8)
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By condition (2), togetherwith the fact that ATB+BTA ≤ αATA+α−1BTB, ∀α > 0, andmatrices A and Bwith appropriate
dimensions, one can obtain
2ηTi (t)Pi1Aiηi(t) ≤ ε1iηTi (t)PTi E iETi Piηi(t)+ ε−11i ηTi (t)N iNTi ηi(t), (9)
2ηTi (t)PiHfi(xi(t)) ≤ ε2iηTi (t)PiHHTPTi ηi(t)+ ε−12i µ2i ηTi (t)HHTηi(t), (10)
2
N−
i=1
ηTi (t)Pi
N−
j=1
cijHΓ xj(t − τ(t)) ≤
N−
i=1

ηTi (t)ε3

N−
j=1
c2ij

PiHHTPTi ηi(t)
+ xTi (t − τ(t))Nε−13 Γ TΓ xi(t − τ(t))

. (11)
Combining (8)–(11), by Lemma 2.1, we can obtain that
dV (t)
dt
≤
N−
i=1
[
ηi(t)
xi(t − τ(t))
]T [
Φ1i 0
0 Φ2i
] [
ηi(t)
xi(t − τ(t))
]
, (12)
where
Φ1i = PiAi + ATi Pi + ε1iPTi E iETi Pi + ε−11i N iNTi + ε2iPiHHTPTi
+ ε−12i µ2i HHT + ε3

N−
j=1
c2ij

PiHHTPTi + HQiHT ,
Φ2i = Nε−13 Γ TΓ − (1− d)Qi.
By the Schur complement formula [27], it follows from condition (7) that[
Φ1i 0
0 Φ2i
]
< 0. (13)
Therefore, the closed-loop system (5) with v(t) = 0 is robustly globally stable.
Next, we shall show that the closed-loop system (5) satisfies (6) for all nonzero vi(·) ∈ L2[0,∞). By conditions (9)–(11),
calculating the derivative of V (t) along the trajectory of the closed-loop system (5), we have
dV (t)
dt
=
N−
i=1

2ηTi (t)Piη˙i(t)+ ηTi (t)HQiHTηi(t)− (1− τ˙ (t))xTi (t − τ(t))Qixi(t − τ(t))

≤
N−
i=1
2ηTi (t)Pi

(Ai +1Ai)ηi(t)+ Hfi(xi(t))+
N−
j=1
cijHΓ xj(t − τ(t))+ U ivi(t)

+
N−
i=1

ηTi (t)HQiH
Tηi(t)− (1− d)xTi (t − τ(t))Qixi(t − τ(t))

≤
N−
i=1

ηi(t)
xi(t − τ(t))
vi(t)
T  Φ1i 0 PiU i0 Φ2i 0
U
T
i Pi 0 0
ηi(t)xi(t − τ(t))
vi(t)

. (14)
Then, by the Schur complement [27], condition (7) impliesΦ1i + DTi Di 0 PiU i0 Φ2i 0
U
T
i Pi 0 −γ 2I
 < 0. (15)
It follows from (14) and (15) that
dV (t)
dt
+
N−
i=1
(zTi zi − γ 2vTi vi) < 0. (16)
Thus, under the zero initial condition, integrating both sides of (16) from 0 to+∞, and noting that system (5) is stable, we
have
N−
i=1
‖zi‖22 < γ 2
N−
i=1
‖vi‖22 . (17)
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The system (5) satisfies (6) for all nonzero vi(·) ∈ L2[0,∞). This completes the proof. 
It is noted that condition (7) is not an LMI, and cannot be solved by Matlab LMI Toolbox directly. In the following, a
method of changing variables is applied to reduce condition (7) to LMIs for the given scalars ε1i, ε2i, ε3.
Partition Pi and its inverse as
Pi =
[
Yi Ri
RTi Wi
]
, P−1i =
[
Xi Mi
MTi Zi
]
.
Let
F1i =
[
Xi I
MTi 0
]
, F2i =
[
I Yi
0 RTi
]
.
We have
PiF1i = F2i.
Define the new controller variables as
Aci = YiAiXi + RiBciD1iXi + YiBiCciMTi + RiAciMTi + RiBciG1iCciMTi ,
Bci = RiBci, C ci = CciMTi . (18)
Therefore, the controller matrices Aci, Bci, Cci can be uniquely determined by Aci, Bci, C ci.
In the following, we will state our main results on the robust H∞ output feedback controller design based on LMIs
approach.
Theorem 3.2. Consider the closed-loop system (5). Suppose that for some given positive scalars ε1i, ε2i, ε3, there exist positive
definite matrices Xi, Yi, Ti, and any matrices Aci, Bci, C ci with appropriate dimensions such that the following LMIs hold
Ji =

Ωi 0 J1i J2i J3i J4i J5i µiJ6i J7i J8i 0
0 (d− 1)Ti 0 0 0 0 0 0 0 0 TiΓ T
JT1i 0 −γ 2I 0 0 0 0 0 0 0 0
JT2i 0 0 −Ti 0 0 0 0 0 0 0
JT3i 0 0 0 −ε−11i I 0 0 0 0 0 0
JT4i 0 0 0 0 −ε1iI 0 0 0 0 0
JT5i 0 0 0 0 0 −ε−12i I 0 0 0 0
µiJT6i 0 0 0 0 0 0 −ε2iI 0 0 0
JT7i 0 0 0 0 0 0 0 −
ε−13
ci
I 0 0
JT8i 0 0 0 0 0 0 0 0 −I 0
0 Γ T Ti 0 0 0 0 0 0 0 0 −
ε3
N
I

< 0, (19)
[
Xi I
I Yi
]
> 0, i = 1, 2, . . . ,N, (20)
where
Ωi =

AiXi + XTi ATi + BiC ci + CTciBTi Ai + ATci
ATi + Aci YiAi + BciD1i + ATi Y Ti + DT1iBTci

,
J1i =
[
U1i
YiU1i + BciU2i
]
, J2i = J6i =
[
Xi
I
]
, J3i =
[
E1i
YiE1i + BciE2i
]
,
J4i =
[
XiNT1i + CTciNT2i
NT1i
]
, J5i = J7i =
[
I
Yi
]
, J8i =
[
XiDT2i + CTciGT2i
DT2i
]
.
Then the complex network (1) with controller (4) is robustly globally stable with the disturbance attenuation γ . Moreover, the
controller parameters are given by
Aci = R−1i (Aci − YiAiXi − RiBciD1iXi − YiBiCciMTi − RiBciG1iCciMTi )M−Ti ,
Bci = R−1i Bci, Cci = C ciM−Ti , (21)
where Ri and Mi are any nonsingular matrices satisfying
MiRTi = I − XiYi. (22)
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Proof. Consider the change of controller variables (18). Let Ti = Q−1i . Pre and post-multiplying both sides of (7) by
diag{F T1i,Q−1i , I, I, I, I, I, I, I, I, I} and diag{F1i,Q−1i , I, I, I, I, I, I, I, I, I}, respectively, then (19) can be obtained. Moreover,
(20) implies that there exist nonsingular matrices Ri and Mi satisfying (22). Thus, the controller parameters in (21) can be
obtained from (18). 
Remark 3.1. Note that ε1i, ε2i, ε3 and their inverses occur in (19) andwhen the scalars ε1i, ε2i, ε3 are fixed, (19) is an LMI. For
the given ε1i, ε2i, ε3, the feasibility of condition (19) can be solved by using Matlab LMI toolbox. However, this method may
increase the conservativeness of the design of the controller. To reduce the conservativeness, ε1i, ε2i, ε3 should be regarded
as variables. In fact, by using the cone complementary linearization algorithm, condition (19) can be expressed in terms of
LMI.
Let θ1i = ε−11i , θ2i = ε−12i , θ3 = ε−13 . Condition (19) can be replaced by
J i < 0, ε1iθ1i = ε2iθ2i = ε3θ3 = 1, i = 1, 2, . . . ,N (23)
where J i and Ji have the same structure with θ1i, θ2i, θ3 in place of ε
−1
1i , ε
−1
2i , ε
−1
3 , respectively. Then conditions (19) and (20)
in Theorem 3.2 can be considered as a cone complementary problem involving LMI conditions as follows.
min
N−
i=1
(ε1iθ1i + ε2iθ2i)+ ε3θ3 (24)
subject to
J i < 0,
[
Xi I
I Yi
]
> 0,[
ε1i 1
1 θ1i
]
≥ 0,
[
ε2i 1
1 θ2i
]
≥ 0,
[
ε3 1
1 θ3
]
≥ 0, i = 1, 2, . . . ,N.
To solve the above cone complementary problem, similar to the algorithm proposed in [28], we design the following
algorithm.
Algorithm 3.1.
• Step 1. Given a scalar γ > 0, find a feasible solution ε1i(1), ε2i(1), ε3(1), θ1i(1), θ2i(1), θ3(1) satisfying the constraints in
(24). Set k = 1 and go to Step 2.
• Step 2. Solve the cone complementary problem involving LMI conditions for the variables ε1i, ε2i, ε3, θ1i, θ2i, θ3:
W (k) = min
N−
i=1
(ε1i(k)θ1i + ε1iθ1i(k)+ ε2i(k)θ2i + ε2iθ2i(k))+ ε3(k)θ3 + ε3θ3(k)
subject to the LMIs in (24).
If the LMIs in (24) are infeasible, then exit.
• Step 3. Set W (0) = 0. Given a sufficiently small θ > 0, if the condition |W (k)−W (k− 1)| < θ is satisfied, then exit.
Otherwise, set k = k + 1, and ε1i(k + 1) = ε1i, ε2i(k + 1) = ε2i, ε3(k + 1) = ε3, θ1i(k + 1) = θ1i, θ2i(k + 1) =
θ2i, θ3(k+ 1) = θ3, and go back to Step 2.
In practice, we often hope that the system has a smaller H∞ disturbance attenuation γ . Then the following optimal H∞
control problem is introduced.
min
(ε1i,ε2i,ε3,Xi,Yi,Ti,Aci,Bci,Cci)
γ 2 (25)
subject to (19)–(20).
To solve the above optimal H∞ control problem (25), we give the following algorithm which can result in a controller
with a less conservative H∞ disturbance attenuation.
Algorithm 3.2.
• Step 1. Choose a sufficiently large initial γ > 0 such that there exists a feasible solution to LMIs in (24).
• Step 2. Solve the cone complementary problem (24) by Algorithm 3.1.
• Step 3. If the condition (20) or (23) is infeasible, then exit and output γ = γ + 1γ and the corresponding solutions.
Otherwise, decrease the positive scalar γ with the step size1γ , i.e., γ = γ −1γ and go back to Step 2.
In view of the physical limitations of actuators in practice, the values of decision variables Xi, Yi, Ti, Aci, Bci, C ci, i =
1, 2, . . . ,N should not be too large. For this purpose, one can add the constraints of decision variables to the cone
complementary problem (24) in Step 2 in Algorithm 3.2, e.g. Xi < αI with some given constant α > 0.
Using Algorithm 3.2, a smaller prescribed H∞ disturbance attenuation level and the corresponding controller can be
obtained.
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4. Numerical example
In this section, a numerical example is given to illustrate the effectiveness of the proposed method.
Consider the complex network (1) with three nodes, in which each node is a nonlinear system exhibiting a double-scroll
chaotic attractor [29,30]. The parameter matrices in network (1) are given by
A1 = A2 = A3 =
 0 1 0
0 0 1
−0.5 −0.5 −0.5

, f1(x1(t)) =
 00
5 ln(x11(t)+

x211(t)+ 1)
 ,
f2(x2(t)) =

0
0
5
1− exp(−x21)
1+ exp(−x21)
 , f3(x3(t)) =
 0
0
5 tanh(x31)

,
Bi = diag{5, 5, 5}, D1i = D2i = diag{1, 2, 1},
G1i = G2i = diag{0.1, 0.1, 0.1}, U1i = U2i = diag{0.5, 0.5, 0.5}, i = 1, 2, 3.
Assume the diffusive outer coupling matrix is
C =
−2 1 1
1 −3 2
1 2 −3

,
and the inner coupling matrix is given by Γ = diag{1, 1, 1}, the coupling delay τ(t) = 1+cos(2t)4 , and d = 0.5.
The uncertainties of the complex network (1) are given as follows
E1i = E2i = N1i = N2i = diag{0.1, 0.1, 0.1}, F(t) = diag{cos(t), cos(t), cos(t)},
and the upper bound α on all the variables is chosen as 190.
We now apply the optimal H∞ control method to the above system with controller (4). A sufficiently large initial H∞
disturbance attenuation γ is chosen as γ = 30 and θ is chosen to be 0.00001. Performing Algorithm 3.2 with Matlab, the
positive scalar γ is decreasing with the step size 1γ = 0.1 at each time and the final smaller H∞ disturbance attenuation
is obtained as γ = 17.3, and the corresponding controller gains can be obtained as
Ac1 =
−116.0392 −4.0679 −1.2464
−0.9444 −52.4743 0.2294
0.3308 −0.2396 −47.5104

, Bc1 =
 1.0818 −191.7791 2.1158
36.0650 4.5716 88.6634
−88.6453 −0.4111 36.0630

,
Cc1 =
−0.1237 −9.5239 24.0790
11.2511 −0.6768 0.0801
−0.2143 −23.4143 −9.7964

, Ac2 =
−121.3562 −5.2142 −1.4279
−1.3263 −44.636 0.2351
0.2794 −0.2417 −38.0526

,
Bc2 =
 1.0030 −189.2043 2.1516
35.7096 4.5725 87.3280
−87.3094 −0.2339 35.7052

, Cc2 =
−0.1332 −11.5991 29.2383
12.8275 −0.8207 0.0652
−0.2545 −28.3659 −11.9576

,
Ac3 =
−119.7280 −4.7713 −1.3549
−1.1863 −48.8583 0.2340
0.3012 −0.2398 −42.9450

, Bc3 =
 1.0303 −188.7100 2.1299
35.5663 4.5549 87.1554
−87.1369 −0.3023 35.5627

,
Cc3 =
−0.1309 −10.8286 27.3287
12.2799 −0.7702 0.0732
−0.2406 −26.5360 −11.1541

.
Denote x(t) = (xT1(t), xT2(t), xT3(t))T ,x(t) = (xT1(t),xT2(t),xT3(t))T . Let initial conditions x(t) = (1,−1, 1,−2, 2,−1,
−1, 1, 2)T ,x(t) = (1,−1, 1,−1, 1,−1,−1,−1, 1)T , t ≤ 0. The simulation results of the state responses for the complex
network (1) with v(t) = 0 and the maximum allowable time-delay τ = 0.5 via the dynamic output feedback controller (4)
are given in Fig. 1.
Under the output feedback H∞ control, the uncertain network (1) is robustly globally stable and a smaller disturbance
attenuation γ is satisfied. Moreover, under zero initial condition, consider a disturbance input
vi(t) = (e−t sin 20π t, e−t sin 20π t, e−t sin 20π t) ∈ L2[0,∞), i = 1, 2, 3.
We can calculate that
∑3
i=1 ‖zi‖22 = 1.63 and
∑3
i=1 ‖vi‖22 = 4.49, and condition (6) is satisfied.
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Fig. 1. The state responses xi(t) (i = 1, 2, 3) of the complex network (1) with τ = 0.5 via the dynamic output feedback controller (4).
5. Conclusion
In this paper, the robust H∞ output feedback control for the uncertain complex network with coupling delay is
investigated. The H∞ observer-based controllers have been designed to achieve a smaller H∞ disturbance attenuation.
The controller design problem can be solved by a cone complementary linearization algorithm involving LMI conditions.
A numerical example shows the effectiveness of the proposed method.
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