Abstract

17
Gamma oscillations in visual cortex have been hypothesized to play a general role in 18 perception, cognition, and information transfer. However, observations of gamma 19 oscillations have varied widely, with some studies of visual cortex reporting little to 20 no stimulus evoked narrowband gamma oscillations, some reporting gamma 21 oscillations for only some stimuli, and some reporting large oscillations for all or 22 most stimuli tested. To reconcile these findings and gain a better understanding of 23 this signal, we developed a model that predicts gamma responses for arbitrary 24 images and validated this model on data from visual cortex in human patients with 25 implanted surface electrodes (ECoG). The model computes variance across the 26 outputs of spatially pooled orientation channels, and accurately predicts the 27 amplitude of gamma oscillations across 86 images. Gamma responses are large for 28 only a small subset of stimuli tested, and this pattern of responses (both data and 29 model predictions) differs dramatically from fMRI BOLD signals and ECoG 30 broadband (non-oscillatory) field potentials measured for the same images. We 31 suggest that gamma oscillations in visual cortex serve as a biomarker of inhibition 32 or gain control rather than being a fundamental mechanism for communicating 33 visual information. 34 35 36
37
Introduction 38 An important goal in visual neuroscience is to develop models that can predict 39 neuronal responses to a wide range of stimuli. Such models are a test of our 40 understanding of how the system functions, and have led to insights about canonical 41 computations performed by the early visual system, such as filtering, rectification, 42 and normalization (Carandini et al., 2005 Hermes et al., 2015) . Gamma response selectivity differs from that of the 64 BOLD response and single-and multi-unit spike rates. For example, when recording 65 from the same electrode in V1, increasing grating size causes gamma oscillations to 66 increase in power while causing firing rates to decrease (Jia et al., 2013; Ray and 67 Maunsell, 2011). Gamma power also decreases dramatically with noise masking 68 while firing rates do not change substantially (Jia et al., 2013) . Because image 69 selectivity in gamma oscillations clearly differs from the selectivity in firing rates 70 and BOLD signals, a model to predict the extent to which different images will give 71 rise to gamma oscillations requires a different form than a model to predict the 72 BOLD signal or firing rates. 73 Here, we measured responses from electrocorticography (ECoG) electrodes 74 over visual cortex while human patients viewed a variety of different images. We 75 separated the ECoG response into two spectrally overlapping components: one 76 broadband (spanning 30-200 Hz) and one narrowband (centered between 30-80 77 Hz). We compared the broadband component and narrowband gamma component 78 to the images, and developed image-computable models to account for the stimulus 79 selectivity present in each. The broadband response was well fit by a model adapted 80 from fMRI of visual cortex (Kay et al., 2013a) . The narrowband gamma responses 81
were strikingly different, and we developed a new, image-computable model in 82 order to explain those responses. The differences in the patterns of responses and 83 the differences in the two models suggest that broadband signals and narrowband 84 gamma originate from distinct aspects of neural circuitry. 85
Results
86
Narrowband gamma power is highly stimulus dependent. We identified ECoG electrodes that were located on the surface of V1, V2 and 98 V3 and had a well-defined population receptive field (pRF) measured from an 99 independent experiment with sweeping bar stimuli (as in (Winawer and Parvizi,  100 2016; Winawer et al., 2013) ). This yielded 6 electrodes in the first subject, 2 in the 101 second subject and 7 in the third subject ( Figure 1A ). For each electrode we 102 calculated the power spectra from the 500-ms window following presentation of 103 each of the 86 images. As in previous work (Hermes et al., 2015) , we separated the 104 power spectra into an oscillatory and non-oscillatory component by modeling the 105 log-power/log-frequency spectrum as the sum of 3 components: a linear baseline, a 106 constant, and a Gaussian centered between 30 and 80 Hz ( Figure 1B ). These three 107 terms correspond to the baseline signal in the absence of a stimulus, a stimulus-108 specific broadband response, and a stimulus-specific narrowband gamma response, 109 respectively. Replicating previous results (Hermes et al., 2015) , we observe large 110 increases in narrowband gamma power for large, high-contrast grating patterns but 111 not for noise patterns, and strong broadband responses for both grating patterns 112 and noise stimuli ( Figure 1B-C 
137
We find that stimulus selectivity is similar for broadband ECoG and BOLD but quite 138 different for gamma oscillations. We first illustrate this with example responses 139 from the 3 signal types. BOLD responses to a subset of these images were measured 140 in previous work (Kay et al., 2013a ) (images 1 to 77, Figure 2A ). Using the publicly 141 available data from that study (http://kendrickkay.net/socmodel/), we identified a 142 voxel in V1 with a similar pRF location to one of our electrode's pRF (electrode 3 in 143 subject 1), and plotted the BOLD responses from this voxel to the different stimuli 144 ( Figure 2B ). The pattern of responses in the BOLD data is generally similar to that of 145 the broadband ECoG data ( Figure 2C ). In contrast, the ECoG narrowband gamma 146 responses ( Figure 2D) 
186
Within each type of pattern, the 4 bars are responses to stimuli with increasing stimulus contrast.
188
Broadband changes are well predicted by a model developed for fMRI
189
A variety of models have been developed to predict visually evoked fMRI signals, 190 ranging from simple linear isotropic pRF models (Dumoulin and Wandell, 2008) 
217
An image-computable model of narrowband gamma responses
218
The 
258
We illustrate the model behavior with a few simple texture patterns (for 259 model parameters n = 0.5 and g = 1). The OV model predicts a large response when 260 variance across orientations is high and a small response when variance is low. For 261 simplicity, we assume the pRF is as large as the image patch. For a grating pattern, 262 one orientation channel has a large output (high contrast energy), the two 263 neighboring channels have medium outputs, and the 5 others have small outputs 264
(top left Figure 6 ). The variance across the 8 summed contrast energies will thus be 265 high. When the grating is reduced in contrast (bottom left Figure 6 ), the relative 266 outputs of the orientation bands are unchanged, but the variance is lower. If a 267 second, perpendicular grating is overlaid on the first to create a plaid pattern, 268 matched to the grating in total root mean square (RMS) contrast energy (summed 269 across bands), variance is lower (top right Figure 6 ), and hence the predicted signal 270 is lower. Finally, for a pattern with many orientations at approximately equal 271 contrast, such as in the case of the curved patterns (bottom right Figure 6 ), the 272 variance will be quite low. The OV model thus has two important properties: first, 273 the output increases with contrast within the pRF (high contrast gratings produce 274 higher responses than low contrast gratings), and second, the output increases with 275 increasing variance across orientated contrast energy within the pRF (gratings 276 produce higher responses than plaids, and plaids produce higher responses than 277 curved patterns, consistent with the observed data in Figure 3b , insets). The OV model has five parameters: the location and size of the pRF (x, y and 298 σ), a gain factor (g) and an exponent (n). The pRF center and size were derived from 299 separate data, as they could not be robustly obtained by fitting a model to the 300 gamma responses across the 86 images. This is because the stimuli that varied 301 systematically in spatial position (images 1 to 38) induced very little gamma 302 response. We fixed the x and y position of the population receptive field based on 303 the SOC fits to the broadband data ( Figure 4 ). The sigma parameter was derived 304 from the center parameters (x, y) based on an assumed linear relationship between 305 pRF size and eccentricity as reported in (Kay et al., 2013a) ( Figure 7A ). 306
Therefore, the only free parameters in fitting the OV model to the gamma 307 responses were the exponent (n) and the gain (g). We evaluated a range of values 308
for n ({.1 .2 .3 .4 .5 .6 .7 .8 .9 1}) and directly fit the gain, and used a leave-one-out 309 cross-validation scheme in order to obtain unbiased estimates of model accuracy. 310
Across electrodes an exponent of n = 0.5 predicted most variance in the left-out 311 data, and results with this exponent are reported throughout this paper. Overall, the 312 OV model accounted for the pattern of gamma responses well, with an average of 313 80% cross-validated variance explained across electrodes. 314 315 321
Grating-like features in the pRF strongly drive gamma oscillations
322
The OV model is sensitive to the distribution of contrast energy across orientations 323 within the pRF, but not to image structure remote from the pRF. Because different 324 electrodes have different pRFs, the output of the model can differ between 325 electrodes in response to the same image, and between exemplars of images taken 326 from the same stimulus class (e.g. natural images) for the same electrode. 327
To illustrate the importance of taking into account the specific pRF location 328 associated with an electrode, we consider several examples. For a stimulus whose 329 orientation changes over space ( Figure 8A , left), a large pRF is likely to sample a 330 wide range of orientations. As a result, the spatially summed outputs of different 331 orientation bands are similar, and the variation across these outputs is low. For this 332 reason, for an electrode with a large pRF, the predicted response to the slowly 333 curving pattern (stimulus 10) is smaller than the predicted response to a grating 334 (stimulus 50) ( Figure 8B left) . This prediction is borne out by the data: gamma is 335 much smaller for the curved patterns compared to the gratings for this electrode 336 ( Figure 8B , left panel). In contrast, a very small pRF, such as in foveal areas of visual 337 cortex (electrode 8), is likely to be exposed to a single dominant orientation, even 338 when the full image contains many orientations. As a result, for a small pRF, the OV 339 prediction is similar for the curved patterns and a grating stimulus ( Figure 
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The OV model predicts the largest response when a grating-like feature hits the pRF (red dots). As 
363
The importance of precise pRF locations can also be appreciated by 364 considering responses of a foveal electrode to a variety of curved patterns ( Figure  365 8C-D). When the stimulus is relatively sparse, the small pRF may be exposed to a To better understand gamma oscillations in the context of natural vision, we 476 computed the outputs of the OV and SOC models to a large collection of natural 477 images (Olmos and Kingdom, 2004) . These computations reveal a few interesting 478 patterns. First, the outputs of the two models show some degree of positive 479 correlation, consistent with the fact that both model outputs increase with stimulus 480 contrast within the pRF (Figure 9 ). Second, the responses to gratings are distinct 481 from the responses to natural images, especially for models with larger pRFs (upper 482 panel). This is because the OV output to gratings is unusually high compared to 483 natural images, whereas the SOC output is within or close to the range of outputs to 484 natural images. These patterns are generally consistent across models fit to the 15 485 electrodes we tested (Supplementary Figure S10) . For this study, we did not model or explore the effect of color on gamma 534 oscillations, a feature which has recently been shown to strongly modulate gamma 535 oscillations . Future work will be required to link our 536 models of spatial pattern with models of chromatic sensitivity. 537
Gamma oscillations and gain control
538
Why do some specific stimuli elicit gamma responses? Both in this report and 539
elsewhere ( that are high in contrast, spatially extended, and with few orientations. These three 542 image properties-contrast, spatial extent, and limited orientations-all produce 543 larger outputs in the OV model, and interestingly, are all associated with gain 544 control or suppression in neuronal circuits. 545
First, stimulus contrast has been linked to inhibition in divisive 546 normalization models of primary visual cortex (Heeger, 1992) . According to this 547 model, gain control increases with local stimulus contrast, possibly via shunting 548 inhibition (an increase in membrane conductance) or a reduction in recurrent 549 amplification (Sato et al., 2016) . Although neuronal responses such as spike rates 550 tend to increase with contrast, the rate of increase is slower at higher contrast 551 (Albrecht and Hamilton, 1982) , consistent with mechanisms of increasing gain 552 control at higher contrast (Albrecht and Geisler, 1991; Heeger, 1992) . Second, 553 stimulus extent is linked to suppression in that larger stimuli stimulate the 554 inhibitory surrounds of neuronal receptive fields, thereby reducing the neuronal 555 response (Allman et al., 1985) . Third, for a large stimulus, surround suppression is 556 more effective when an annulus and a central stimulus match in orientation 557 (Cavanaugh et al., 2002 ; DeAngelis et al., 1994; Knierim and van Essen, 1992). 558
In summary, each of these three stimulus properties (high contrast, large 559 spatial extent, limited orientations) is associated with more gain control or 560 suppression as well as a larger OV output, consistent with the proposal that gamma 561 oscillations are a biomarker of gain control or normalization (Ray et al., 2013) . In 562 addition to the patterns observed here, this proposal has been supported by 563 recordings in macaque MT: when a null-motion stimulus is added to a preferred 564 motion stimulus, spike rates decrease, indicating an inhibitory effect of the null 565 motion stimulus, and gamma oscillations increase in amplitude (Ray et al., 2013 ). 566
This again shows that a stimulus configuration that increases inhibition also 567 increases the amplitude of gamma oscillations. We note that the link between 568 gamma oscillations and gain control does not necessarily indicate what causal role, 569 if any, the oscillations have in neural processing. At a minimum, the oscillations may 570 serve as a biomarker of gain control circuits, useful to the experimenter but not 571 necessarily to the organism producing them. Whether or not the oscillations are 572 critical for implementing gain control requires further study. 573
One exception to the link between inhibition and gamma power in this study 574 is the effect of the number of component orientations: increasing the number of 575 superimposed gratings decreases the OV output and the power of narrowband 576 gamma (Figure 3 ), yet causes an increase in cross-orientation suppression in visual 577 cortex (Bonds, 1989 ; Concetta Morrone, M. et al., 1982) . This breaks the pattern by 578 which stimulus properties that cause more inhibition also cause larger-amplitude 579 gamma oscillations. Cross-orientation suppression and surround suppression differ 580 in several ways, including in their temporal properties, with surround suppression 581 slightly delayed (Smith et al., 2006) . This supports the possible interpretation that 582 cross-orientation suppression is inherited from earlier processing in a feedforward 583 manner, whereas surround suppression depends on intra-cortical connections 584 (either within a cortical area and/or via feedback). A large increase in gamma 585 oscillations may therefore reflect locally implemented inhibition, as in surround 586 suppression, but not inherited suppression, as in cross-orientation suppression. 587
More generally, the fact that these two types of suppression likely have different 588 underlying mechanisms, and different effects on gamma oscillations, highlights the 589 importance of considering the circuit-level implementation of computations such as 590 suppression and gain control. 591
Gamma oscillations and neuronal circuits
592
While there is growing evidence that gamma oscillations increase in the presence of 593 gain control or inhibition, the circuitry underlying these inhibitory mechanisms are 594 not firmly established. For example, contrast gain control modeled as divisive 595 normalization might be implemented biologically as shunting inhibition (synaptic 596 inhibition which changes the neuronal membrane conductance) (Carandini and 597 Heeger, 1994; Carandini et al., 1997) . In this implementation, the notion of 598 inhibition in the model (signal reduction by division) is literally an increase in 599 inhibitory neural signals. Alternatively, normalization could be implemented by a 600 circuit that reduces excitation, which in turn also reduces inhibition rather than 601 increases it, as is the case for inhibition-stabilized networks (ISNs) (Ozeki et 
ECoG procedure
654
ECoG electrodes were placed on the left hemisphere in subject 1 and on the right 655 hemisphere in subjects 2 and 3. ECoG data were recorded at 1528 Hz through a 128-656 channel Tucker Davis Technologies recording system (http://www.tdt.com) 657
(subjects 1 and 2) and at 2048 Hz through a 128-channel Micromed recording 658 system (subject 3). To localize electrodes, a computed tomography (CT) scan was 659 acquired after electrode implantation and co-registered with a preoperative 660 structural MRI scan. Electrodes were localized from the CT scan and co-registered to 661 the MRI, and positions were corrected for the post-implantation brain shift 662 (Hermes et al., 2010) . Electrodes that showed large artifacts or showed epileptic 663 activity, as determined by the patient's neurologist were excluded, resulting in 664 116/107/54 electrodes with a clean signal. Offline, data were re-referenced to the 665 common average, low pass filtered and the 1528 Hz data were resampled at 1000 666 Hz for computational purposes using the Matlab resample function. Line noise was 667 removed at 60, 120 and 180 Hz (Stanford) and 50, 100 and 150 Hz (UMC Utrecht) 668 using a third order Butterworth filter. 669
ECoG analyses
670
Spectral analysis 671
We calculated power spectra and separated ECoG responses into broadband and 672 narrowband gamma spectral power increases in similar manner as before (Hermes 673 et al., 2015) . For each stimulus condition, the average power spectral density was 674 calculated every 1 Hz by Welch's method (Welch, 1967 ) with a 200 ms window (0 -675 500 ms after stimulus onset and 100 ms overlap). A Hann window was used to 676 attenuate edge effects. ECoG data are known to obey a power law and to capture 677 broadband and narrowband gamma increases separately the following function (F) 678 was fitted to the average log spectrum from 30 to 200 Hz (leaving out 60 Hz line 679 noise and harmonics) from each stimulus condition:
In which, 682
with 0.03 < σ < 0.08 and 30 < 10 ! < 80 . 684 685
The slope of the log-log spectral power function (n) was fixed for each electrode by 686 fitting it based on the average power spectrum of the baseline. Confidence intervals 687
were estimated using a bootstrap procedure: for each stimulus condition C with Nc 688 trials, Nc trials were drawn randomly with replacement and power spectra were 689 averaged. The function F was fit to the average log10 power spectrum from these 690 trials and the β parameters were estimated. This was repeated 100 times, resulting 691 in a distribution of broadband and narrowband weights. 692
The β parameters in function F(x) have units of log10 power and from this we 693 derived the percent signal change in broadband and gamma power. The percent 694 signal change is defined as: 695
in which 696 Given the assumption that gamma power is close to zero during the baseline period. 701
Model
702
Image preprocessing 703
Images of 800x800 pixels were downsampled to 240x240 pixels for computational 704 purposes and converted into a contrast image: all pixel values between 0 and 254 705 were rescaled to a range from zero to one and the background luminance was 706 subtracted (0.5), resulting in all pixel values in a range from -0.5 to 0.5 with the 707 background corresponding to zero. Images were zero padded with 15 pixels on each 708 side to reduce edge effects, resulting in images of size 270x270. 709 710
Oriented contrast energy (step 1) 711
After preprocessing, the images were filtered with isotropic Gabor filters with 8 712 different orientations and 2 quadrature phases covering positions on a grid of 713 135x135. Since the stimuli were band-pass, filters had one spatial scale with a peak 714 spatial frequency of 3 cycles per degree. The filters were scaled such that the 715 response to a full-contrast optimal grating was 1. After quadrature-phase filtering, 716 the outputs were squared, summed, and square-rooted and the results can be 717 expressed as oriented contrast energy ( Figure 5A ): 718
With pos the 135x135 positions in the image, or the 8 orientations, ph the 2 phases 719 of the Gabor filter, and stimulus is the preprocessed image and filterpos, or, ph the 720 oriented Gabor filter with a particular position, orientation and phase. 721 722
Spatial summation (step 2) 723
For each orientation, the oriented contrast energy is then summed across space (for 724 each orientation) using isotropic 2D Gaussian weights ( Figure 5B ): 725 726
where wi=(x',y') is the weight at position i indexed by coordinates x' and y'; x and y 728 indicate the center of the Gaussian; and σ is indicates the standard deviation of the 729
Gaussian. Note that because of the scaling term, the sum of the weights equals one: 730
The first two steps result in eight values (one per orientation) for the oriented 732 contrast energy summed within the pRF defined by the Gaussian. 733 734 Variance (step 3) 735 A value for the summed oriented contrast energy will be high if an orientation has a 736 high contrast in the area described by the 2D Gaussian and small in case an 737 orientation has low contrast in the area described by the Gaussian. The variance is 738 then calculated across these eight summed oriented contrast energy values, 739 exponentiated with an exponent and multiplied by a gain ( Figure 5C ): 740
With xk the summed contrast energy or orientation k of which there are a total of 8, 741
n an exponent, g the gain and the mean summed contrast energy. When one 742 orientation is present and others are not (e.g. 
Model fitting
748
The SOC model was fit to the broadband data and the OV model was fit to 749 narrowband gamma data using leave one out cross validation. 750 751
Fitting broadband power changes with the SOC model 752
The SOC model was previously developed to explain fMRI signal changes for many 753 of the images that were used here (Kay et al., 2013a) . To explain ECoG broadband 754 changes with this model, we used a very similar fitting approach. 755 We fit the SOC model to ECoG broadband response amplitudes from each 756 electrode. Model fitting was performed using nonlinear optimization (MATLAB 757
Optimization Toolbox) with the objective of minimizing squared error. To guard 758 against local minima, we used a variety of initial seeds for the c and n parameters. 759
For every combination of c and n, where c is chosen from {.1 .4 .7 .8 .9 .95 1} and n is 760 chosen from {.1 .3 .5 .7 .9 1}, we optimized x, y, σ, and g with c and n fixed, and then 761 optimized all of these parameters simultaneously. To optimally fit the pRF location, 762
we first seed the pRF in the center of the stimulus and estimated the model 763 parameters from the SPACE stimuli, and then use the estimated x, y and σ to fit the 764 model again on all stimuli. To get an unbiased estimate of the model accuracy we fit 765 the model using leave one out cross-validation. 766 767
Fitting narrowband power changes with the new OV model 768
The OV model has five parameters that need to be estimated: the x, y, and σ of the 769
Gaussian that define the location and size of the population receptive field, an 770 exponent n and a multiplicative gain g. The OV model was fit to the ECoG 771 narrowband gamma power changes. The x and y position of the pRF were derived 772 from the SOC model fit to the broadband data from the same electrode. There is a 773 consistent relationship between the eccentricity of the pRF in V1, V2 and V3 and its 774 size (Kay et al., 2013a) , and we used this relationship to calculate the size σ of the 775 pRF. The only parameters that are left to be estimated through fitting are the gain g 776 and the exponent n. We tested an exponent of {.1 .2 .3 .4 .5 .6 .7 .8 .9 1} and derived 777 the gain through a linear regression with least squares between the model output 778 and all data except one stimulus. Model performance was then tested on the left out 779 stimuli (leave one out cross-validation). 780 781
Model Accuracy 782
The model performance was evaluated on the data for the left out stimulus (leave 783 one out cross-validation). As a measure for model performance we calculated the 784 coefficient of determination (COD): 785 786
where yi is the measured response amplitude and fi is the predicted response 787 amplitude for stimulus i. Note that R 2 is defined here with respect to zero, rather 788 than with respect to the mean response (similar as in (Kay et al., 2013a) ). This 789 metric of prediction accuracy accounts for both accuracy of the mean and the 790 variance across conditions. A model that predicted only the mean (i.e. predicted the 791 same response for each condition) would have, averaged across electrodes, a 24% 792 accuracy for gamma oscillations, much lower than the 80% accuracy of the OV 793 model, and 42% for the broadband response, much lower than the 82% accuracy of 794 the SOC model. 795
Natural image simulations
796
We calculated the predictions of the SOC and OV models for a set of natural images. 797
We used a large collection of 771 natural photographs from the McGill Colour Image 798
Database (Olmos and Kingdom, 2004) . These images were converted to grayscale 799 luminance values using supplied calibration information, cropped to square, and 800 downsampled to 240x240 pixels. The images were then further processed and 801 filtered in the exact same way as the stimuli used in the main experiment. Simulated 802 outputs from the SOC and OV models were calculated using the SOC and OV 803 parameters for every electrode. This resulted in 771 simulated SOC and OV 804 responses for each of the 15 electrodes. 805
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To foster reproducible research, we make the data and code publicly available via a 807 permanent archive on the Open Science Framework (url to be supplied upon 808 acceptance for publication). 
