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Abstract
Let observations come from an inﬁnite-order autoregressive (AR) process. For predicting
the future of the observed time series (referred to as the same-realization prediction), we use
the least-squares predictor obtained by ﬁtting a ﬁnite-order AR model. We also allow the
order to become inﬁnite as the number of observations does in order to obtain a better
approximation. Moment bounds for the inverse sample covariance matrix with an increasing
dimension are established under various conditions. We then apply these results to obtain an
asymptotic expression for the mean-squared prediction error of the least-squares predictor in
same-realization and increasing-order settings. The second-order term of this expression is the
sum of two terms which measure both the goodness of ﬁt and model complexity. It forms the
foundation for a companion paper by Ing and Wei (Order selection for same-realization
predictions in autoregressive processes, Technical report C-00-09, Institute of Statistical
Science, Academia Sinica, Taipei, Taiwan, ROC, 2000) which provides the ﬁrst theoretical
veriﬁcation that AIC is asymptotically efﬁcient for same-realization predictions. Finally, some
comparisons between the least-squares predictor and the ridge regression predictor are also
given.
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1. Introduction
Let observations x1;y; xn come from a stationary autoregressive (AR)
process fxtg;
xt þ
XN
i¼1
aixti ¼ et; t ¼?;1; 0; 1;y ð1:1Þ
where fetg is a sequence of independent random variables with zero means and
variances s2: In the literature, there are two different kinds of predictions under
model (1.1). For independent-realization predictions, the aim is to predict another
future independent series which has exactly the same probabilistic structure as the
observed one. One of the special features of this type of prediction is that its
mathematical analysis is relatively easy. This is because after conditioning on the
observed series, the related prediction problem can be reduced to an estimation
problem (see (4.3)). But for the practitioner, the emphasis is usually placed on same-
realization predictions, that is, on the prediction of xnþh; hX1: In the following, we
concentrate on the performance of same-realization predictions. For a related
discussion on independent-realization predictions, see [2–4,17].
When model (1.1) is a Gaussian AR process with ﬁnite known order, Fuller and
Hasza [9] provided an expression for the mean-squared prediction error (MSPE) of
the least-squares predictor of xnþh; hX1; up to terms of order n1: For predicting
xnþh in general ARðNÞ processes, Kunitomo and Yamamoto [15] used the least-
squares predictor obtained by ﬁtting a ﬁnite-order autoregressive (AR) model. They
also gave an expression for the corresponding MSPE, up to terms of order n1 in
non-Gaussian settings.
Notice that when the underlying process is truly an ARðNÞ process, all ﬁnite-
order AR models are wrong. To reduce approximation errors, it is reasonable to
increase the complexity (or the order) of the assumed model as more and more
observations become available. This approach was ﬁrst taken by Gerencse´r [10] in
the same-realization setting. He used the ridge regression predictor with increasing
(AR) order to forecast xnþ1; and obtained an expression for the corresponding
MSPE (see (4.5)). The second-order term in his expression can explain how the
MSPE is affected by the adopted model. However, the conditions imposed on the
AR coefﬁcients and the order’s increasing rate are rather restrictive. As a result, he
cannot obtain a similar expression for the MSPE of the optimal ridge regression
predictor in the situation where AR coefﬁcients decay exponentially or algebraically
(see the discussion preceding Corollary 1 in Section 4). In addition, the performance
of the least-squares predictor in same-realization and increasing-order settings is still
left unanswered.
Our article provides resolutions the above questions. To ﬁx ideas, let us ﬁrst
introduce some notations and assumptions. In the following, we assume that in
model (1.1) the coefﬁcients ai’s are absolutely summable, and the polynomial
AðzÞ ¼ 1þ
XN
i¼1
aiz
i ð1:2Þ
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is bounded away from zero for jzjp1: By Weiner’s theorem ([19, p. 245]), these
assumptions are equivalent to requiring that xt has a one-sided inﬁnite moving-
average representation
xt ¼
XN
i¼0
bieni; ð1:3Þ
where bi’s are absolutely summable with b0 ¼ 1; and the polynomial
BðzÞ ¼ A1ðzÞ ¼ 1þ b1z þ b2z2 þ?
is bounded away from zero for jzjp1: The spectral density function of fxtg; f ðlÞ;
can be expressed as
f ðlÞ ¼ s
2
2p
jAðeilÞj2 ¼ s
2
2p
jBðeilÞj2: ð1:4Þ
For predicting xnþ1; we consider ﬁnite-order approximations. For each stage n; let
models ARð1Þ;y;ARðKnÞ be the family of approximation models, where Kn
increases to inﬁnity with n at a rate to be speciﬁed later. When a model
ARðkÞ; 1pkpKn; is considered, we use #aðkÞ to estimate the model’s coefﬁcient
vector, where
#aðkÞ ¼ ðaˆ1ðkÞ;y; aˆkðkÞÞ0 ¼ Rˆ1n ðkÞ
1
N
Xn1
j¼Kn
xjðkÞxjþ1; ð1:5Þ
provided that the inverse of
RˆnðkÞ ¼ 1
N
Xn1
j¼Kn
xjðkÞx0jðkÞ ð1:6Þ
exists. Here, xjðkÞ ¼ ðxj;y; xjkþ1Þ0 and N ¼ n  Kn: We note that the difference
between #aðkÞ and the least-squares estimator #aLðkÞ will be asymptotically negligible
under the assumptions on Kn and xt we are using, where
#aLðkÞ ¼
Xn1
j¼k
xjðkÞx0jðkÞ
 !1Xn1
j¼k
xjðkÞxjþ1:
Throughout this paper, we consider only #aðkÞ in order to simplify the discussion. The
resulting one-step-ahead predictor is xˆnþ1ðkÞ ¼ x0nðkÞ#aðkÞ; which will be referred to
as the least-squares predictor. Our goal is to ﬁnd an asymptotic expression for the
MSPE of xˆnþ1ðkÞ; namely, E½fxnþ1  xˆnþ1ðkÞg2 with 1pkpKn:
As observed in (1.5) and (1.6), the major difﬁculty for this task lies in the fact that
as k-N; the dimension of Rˆ1n ðkÞ becomes inﬁnite. For related ﬁnite-dimensional
results (i.e., Kn ¼ K being ﬁxed with n), Fuller and Hasza [9], under a Gaussian
assumption on fetg; showed that for any q40;
EjjRˆ1n ðKÞjjq ¼ Oð1Þ; ð1:7Þ
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where jjCjj2 ¼ lmaxðC0CÞ is the maximum eigenvalue of the matrix C0C: Bhansali
and Papangelou [5] and Papangelou [16] extended this identity to more general cases.
However, their bounds for the left-hand side of (1.7) involve some unbounded
functions of K : Their bounds no longer guarantee (1.7), when K is replaced
by Kn and Kn tends to inﬁnity with n: See Remark 2 in Section 2 for further
details.
To tackle this difﬁculty, in Section 2, we establish some sharper upper bounds for
EjjRˆ1n ðKnÞjjq and EjjRˆ1n ðKnÞ  R1ðKnÞjjq; where q40; and RðkÞ ¼ EðxnðkÞx0nðkÞÞ:
In particular, we show in Theorem 2 that EjjRˆ1n ðKnÞjjq ¼ Oð1Þ even if Kn increases to
inﬁnity with n: Armed with the results established in Section 2, an asymptotic expression
for the MSPE of xˆnþ1ðkÞ; which holds uniformly for all 1pkpKn; is obtained in
Theorem 3 of Section 3. The second-order term of this expression is the sum of two
terms. The ﬁrst term, ðk=NÞs2; proportional to the order of the assumed model,
can be viewed as a measure of model complexity. The second term, jja aðkÞjj2R
(see (3.3)), which decreases as k increases, measures the goodness of ﬁt for the assumed
model.
In Section 4, we compare the MSPEs of least-squares predictors in same- and
independent-realization settings. We show in Theorem 4 that these MSPEs have the
same asymptotic expression. One important implication of this result is that it offers
a theoretical basis for believing that a model with a small MSPE in an independent-
realization setting will also perform well in a same-realization setting. For
independent-realization predictions, Shibata [17] showed that the MSPE of the
least-squares predictor with order selected by AIC [1] will ultimately achieve the best
compromise between ðk=NÞs2 and jja aðkÞjj2R: Motivated by Shibata’s result and
the asymptotic equivalence just mentioned, we show in a companion paper [13] that
AIC still possesses a similar property for same-realization predictions. To the
authors’ knowledge, this is the ﬁrst result that conﬁrms AIC’s validity in same-
realization settings. It is also worth noting that the asymptotic equivalence between
these two types of MSPEs should not be taken for granted because some recent
studies showed that this equivalence does not hold in some other situations. (For
more details, see the discussion after Theorem 4.)
In addition, we also apply the analysis for the least-squares predictor to improve
the result of the ridge regression predictor given by Gerencse´r [10]. Under rather
mild conditions, we show in Corollary 1 that the MSPEs of the ridge regression and
least-squares predictors have the same asymptotic expression. In the end of Section
4, a multi-step-ahead generalization of the result obtained in Theorem 3 (which
focuses on a one-step-ahead prediction) is also given.
2. Moment bounds
Before establishing moment bounds for jjRˆ1n ðKnÞjjq; q40; we ﬁrst introduce the
ﬁrst moment bound theorem given by Findley and Wei [7]. The univariate version of
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this theorem is frequently used in the present article. Let futg and fvtg be stationary
real-valued time series with autocovariance functions, guðÞ and gvðÞ; respectively.
We shall assume that futg and fvtg have linear representations,
ut ¼
XN
j¼N
c1;jatj; ð2:1Þ
and
vt ¼
XN
j¼N
c2;jbtj; ð2:2Þ
where at and bt areFt-measurable, andFt;NotoN is an increasing sequence of
s-ﬁelds of events. Further, we also assume that at and bt have the following
properties, all with probability 1:
(M1) EðatjFt1Þ ¼ 0; EðbtjFt1Þ ¼ 0:
(M2) EðatbtjFt1Þ ¼ sab; Eða2t jFt1Þ ¼ s2a; Eðb2t jFt1Þ ¼ s2b:
(M3) There is a ﬁnite constant Cp such that (2.3) holds for some pX1;
sup
NotoN
Eða4pt jFt1ÞpCp;
sup
NotoN
Eðb4pt jFt1ÞpCp: ð2:3Þ
Consider a constant-coefﬁcient quadratic form, Q PTs;t¼1 usqðs; tÞvt; where
qðs; tÞ are constants. The following theorem establishes a bound for the 2pth moment
norm of Q:
Theorem 1 (First moment bound theorem). Suppose the process at and bt satisfy
(M1)–(M3), with pX1 in (2.3). Then there exists a constant Kp; depending only on p,
sab; s2a; s
2
b; and Cp such that
jjQ  EQjj2ppKp
XT
s;t;l;w¼1
qðs; tÞqðl; wÞguðs  lÞgvðt  wÞ
 !1=2
; ð2:4Þ
where guðjÞ ¼ Eututj; gvðjÞ ¼ Evtvtj; j ¼ 0;71;y; and for random variable z,
Ejjzjj2p ¼ fEjzj2pg1=2p:
The following assumptions on the underlying process, fxtg; and the corresponding
noise process, fetg; are also essential to our analysis.
(K.1) fxtg is a stationary process satisfying (1.1) and (1.2).
(K.2) Let the distribution function of et be denoted by Ft: There exist some positive
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real numbers a; d; and M such that
jFtðxÞ  FtðyÞjpMjx  yja
holds for all t; provided jx  yjpd:
(K.3) supNotoN EjetjsoN; s ¼ 1; 2;y:
Remark 1. (1) Condition (K.1) implies that the spectral density function f ðlÞ of xt
satisﬁes f1pf ðlÞpf2 for some 0of1pf2oN; where pplpp: This fact also
ensures that supkX1 jjRðkÞjjoN and supkX1 jjR1ðkÞjjoN:
(2) Assumption (K.2) is a rather mild condition from a practical point of view. For
example, in the situation where et’s are identically distributed, (K.2) is easily fulﬁlled
by any distribution function with bounded density. It was ﬁrst proposed by
Papangelou [16] to replace condition (III) in [5]. This latter condition is difﬁcult to
verify except for Gaussian processes. For a multivariate generalization of (K.2), see
[8, Section 4]).
Lemma 1 below establishes an upper bound for ElqminðRˆnðKnÞÞ with q40; where
lminðAÞ denotes the minimum eigenvalue of matrix A: In the sequel, we use C to
denote a generic positive constant independent of sample size n and of any index
with an upper (or lower) limit depending on n: But C may depend on the
distributional properties of xt: It also may have different values in different places.
Lemma 1. Let fKng be a sequence of positive integers satisfying Kn ¼ oðn1=2Þ: Assume
(K.1) and (K.2). Then, for any q40;
ElqminðRˆnðKnÞÞ ¼ OðKð2þyÞqn Þ ð2:5Þ
for all y40:
Proof. Deﬁne xj ¼ xjðKnÞ ¼ ðxj;y; xjKnþ1Þ0; and
A ¼
1 a1 ? aKn1
0 1 ^
^ & ^
^ & a1
0 ? ? 0 1
0
BBBBBB@
1
CCCCCCA:
Consider the following transformation of xj; /j ¼ Axj ¼ ej þ gj; where ej ¼
ðej;y; ejKnþ1Þ0; and gj ¼ ðZj1 ;y; ZjKn Þ
0 with Zji ; 1pipKn; being a linear combina-
tion of el ; lpj  Kn:
It is not difﬁcult to check the following facts:
(F1) ej is independent of fgl1 ; el2 for l1pj; and l2pj  Kng;
(F2) l1minð
Pn1
j¼Kn xjx
0
jÞplmaxðA0AÞl1minð
Pn1
j¼Kn /j/
0
jÞ;
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and
(F3) lmaxðA0AÞ ¼ Oð1Þ;
where (F3) is ensured by
PN
i¼1 jaijoN: In view of (F2) and (F.3), (2.5) follows from
E Nqlqmin
Xn1
j¼Kn
/j/
0
j
 ! !
pCðK2þyn Þq: ð2:6Þ
Let q; y40 be arbitrarily given. To obtain (2.6), it sufﬁces to show that for
sufﬁciently large n;
E lqmin
XtKnþl0
i¼l0þ1
/iKnþj/
0
iKnþj
 !( )
pCðK1þyn Þq; ð2:7Þ
for all integers 0pjpKn  1 and 0pl0pIN=Knm tKn; where t; independent of n;
is some positive integer to be speciﬁed later, and for real number a;Iam denotes the
largest integerpa: The reason why (2.7) is sufﬁcient for (2.6) to be true is explained
as follows. By the convexity of xq; x40; and some elementary matrix algebra, one
has
Nqlqmin
Xn1
j¼Kn
/j/
0
j
 !
p 1
Kn
XKn1
j¼0
N
Kn
 q
lqmin
XIN=Knm
i¼1
/iKnþj/
0
iKnþj
 !
: ð2:8Þ
The same reasoning also ensures that for 0pjpKn  1;
N
Kn
 q
lqmin
XIN=Knm
i¼1
/iKnþj/
0
iKnþj
 !
p C
CN
XCN1
s¼0
ðtKnÞqlqmin
XtKn
i¼1
/ðiþstKnÞKnþj/
0
ðiþstKnÞKnþj
 !
; ð2:9Þ
where CN ¼ IIN=Knm=ðtKnÞm: In view of (2.8) and (2.9), (2.6) follows from (2.7).
In the following, we only prove (2.7) for the case of l0 ¼ 0 and j ¼ 0 because other
cases can be obtained similarly. To simplify the notation, deﬁne zi ¼ /iKn : Then, the
left-hand side of (2.7) (with l0 ¼ 0 and j ¼ 0) is bounded by
ðgnÞq þ
Z N
ðgnÞq
PðDnðuÞÞ du þ
Z N
ðgnÞq
PðTnðuÞ-DCn ðuÞÞ du
 ðgnÞq þ V1n þ V2n; ð2:10Þ
where gn ¼ ð36=d2ÞK1þyn ;
TnðuÞ ¼ infjjyjj¼1
XtKn
i¼1
ðz0iyÞ2ou1=q
( )
;
DnðuÞ ¼
XtKn
i¼1
jjzijj24u
2l=q
Kn
( )
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with l4ð3þ qÞ=2; and DCn ðuÞ denotes the complement of DnðuÞ: Notice that by
Chebyshev’s inequality, V1npC for all nX1: In view of this fact and (2.10), (2.7)
(with l0 ¼ 0 and j ¼ 0) is guaranteed by showing that for all large n;
V2npC:
To deal with V2n; ﬁrst consider the hypersphere Sn ¼ fy: jjyjj ¼ 1gCRKn and the
hypercube HKn ¼ ½1 2uðlþ1=2Þq1ðIuðlþ1=2Þq1mþ 1Þ; 1Kn ; where uXðgnÞq: Since
uðlþ1=2Þq
1ðIuðlþ1=2Þq1mþ 1ÞX1; then SnDHKn : Divide HKn into subhypercubes,
each of which has an edge of length 2uðlþ1=2Þq
1
and a circumscribed hypersphere of
radius
ﬃﬃﬃﬃﬃﬃ
Kn
p
uðlþ1=2Þq
1
: Let these subhypercubes be denoted by Bi for 1pipmn:
Then, it can be seen that the number of Bi’s, m
n; does not exceed ðIuðlþ1=2Þq1mþ
1ÞKn : Write Sn ¼
Smn
i¼1ðSn-BiÞ 
Smn
i¼1 Gi: Then,
PðTnðuÞ-DCn ðuÞÞp
Xmn
j¼1
PðQnjðuÞÞ; ð2:11Þ
where QnjðuÞ ¼
TtKn
i¼1finfyAGj jy0zijou1=ð2qÞ; jjzijjpK1=2n ul=qg:
Since for any l j ; yjAGj; j ¼ 1;y; mn;
jl 0jzijpjjl j  yjjjjjzijj þ jy0jzij;
then
jl 0jzijp2uð2qÞ
1 þ inf
yAGj
jy0zijp3uð2qÞ
1
on the set
inf
yAGj
jy0zijouð2qÞ
1
; jjzijjpK1=2n ulq
1
 
:
This gives for any l jAGj and all 1pjpmn;
QnjðuÞD
\tKn
i¼1
fjl 0jzijp3u1=ð2qÞg: ð2:12Þ
Let Ej;i ¼ fjl 0jzijp3uð2qÞ
1g: Then by (F.1),
P
\tKn
i¼1
fjl 0jzijp3u1=ð2qÞg
 !
¼ E
YtKn
i¼1
IEj;i
 !
¼ E
YtKn1
i¼1
IEj;i Pðjl 0jetK2n þ l 0jgtK2n jp3uð2qÞ
1 jel ; lptK2n  KnÞ
( )
; ð2:13Þ
where IA denotes the indicator function for event A: Denote the ith component of l j
by lj;i: Since jjl jjj2 ¼ 1; there is a positive integer 1psjpKn such that jlj;sj jXðKnÞ1=2:
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Without loss of generality, we also assume lj;sj40: Then, by (K.2) and (F.1), all with
probability 1,
Pðjl 0jetK2n þ l 0jgtK2n jp3uð2qÞ
1 jel ; lptK2n  KnÞ
pPð3uð2qÞ1 þ aplj;sj etK2nsjþ1p3uð2qÞ
1 þ ajel ; lptK2n  KnÞ
pMðK1=2n 6uð2qÞ
1Þa;
where
a ¼ l0jgtK2n 
XKn
i¼1
iasj
lj;ietK2niþ1:
This fact and (2.13) yield
P
\tKn
i¼1
fjl 0jzijp3u1=ð2qÞg
 !
pE
YtKn1
i¼1
IEj;i
 !
MðK1=2n 6uð2qÞ
1Þa:
Repeating this argument tKn  1 times, the left-hand side of (2.13) is bounded by
ðM6aKa=2n ÞtKn uatKnð2qÞ
1
:
This bound, (2.11), (2.12) and the upper bound for mn mentioned above imply that
the left-hand side of (2.11) is dominated by
CðM6aKa=2n ÞtKn uKnðat2l1Þð2qÞ
1
: ð2:14Þ
Now, by taking tXmaxfIð2l þ 1Þð1þ yÞ=ðayÞm;Ið2l þ 1þ 2qÞ=amg þ 1; V2npC
follows from integrating (2.14) over u; and hence the proof is complete. &
Remark 2. The proof for Lemma 1 was inspired by Bhansali and Papangelou [5]. It
is also closely related to Papangelou [16] and Findley and Wei [8, Theorem 2], which
deals with a multivariate version of (1.7) in non-Gaussian vector time series.
However, a more delicate analysis is needed here to obtain a sharper bound. Note
that if (K.2) holds and ei’s are i.i.d. random variables having ﬁnite moments of all
orders, then following Papangelou [16, Theorem 3.2] and an argument of Bhansali
and Papangelou [5, pp. 1159–1160], an upper bound for the left-hand side of (2.5) is
given by
CK2qn ð4K2n ÞKn1MK˜n
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
8K2n 1þ
XN
j¼1 a
2
j
 
ðK˜nKn þ 1Þ
r aK˜n
; ð2:15Þ
provided K2nogn; for some positive number g: Here, K˜n is a positive number
satisfying aK˜n4ð4Kn þ 2q  2Þ with a deﬁned in (K.2). When Kn is bounded by a
ﬁnite positive number, (2.15) ensures that ElqminðRˆnðKnÞÞ is also bounded. However,
if Kn tends to inﬁnity with n; then the boundedness of El
q
minðRˆnðKnÞÞ is no longer
guaranteed by (2.15). Moreover, since for large Kn; (2.15) is not less than ðZKnÞ10Kn
for some positive number Z (independent of Kn), even if Kn increases to inﬁnity at a
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very slow rate, (2.15) still provides an extremely large value. For example, if Kn ¼
g1 log n; g140; then it is easy to see that n=ðZKnÞ10Kn ¼ oð1Þ:
Equality (2.5) guarantees that Rˆ1n ðKnÞ almost surely exists for all large n:
Therefore, we are allowed to deﬁne Rˆ1n ðKnÞ as any generalized inverse of RˆnðKnÞ
without affecting the related asymptotic results. Hence, (2.5) can be rewritten as
follows: for q40;
EjjRˆ1n ðKnÞjjq ¼ OðK ð2þyÞqn Þ ð2:16Þ
holds for all large n and any y40: Although the upper bound given by the right-
hand side of (2.16) is still not bounded as Kn tends to inﬁnity, its moderate value (in
comparison with (2.15)) provides a foundation for further improvement. We now
begin with the following lemma.
Lemma 2. Assume (K.1) and supNotoNEðjetj2 maxfq;2gÞoN; for some q40: Then,
EjjRˆnðKnÞ  RðKnÞjjqpC K
2
n
N
 q=2
: ð2:17Þ
Proof. We only prove (2.17) for qX2 because this and Jensen’s inequality can easily
yield the result for qo2: First observe that
EjjRˆnðKnÞ  RðKnÞjjqpK
q
n
K2n
XKn
i¼1
XKn
j¼1
Ejrˆi;j  rijjq; ð2:18Þ
where rˆi;j and rij denote the ði; jÞ components of RˆnðKnÞ and RðKnÞ; respectively. We
also have
Ejrˆi;j  rijjq ¼ NqE
Xn1
s¼Kn
Xn1
v¼Kn
qðs; vÞðxsþ1ixvþ1j  rsvþjiÞ


q( )
; ð2:19Þ
where qðs; vÞ ¼ 1 if s ¼ v; otherwise qðs; vÞ ¼ 0: By Theorem 1 and (K.1), the term on
the right-hand side of (2.19) is bounded by
CNq=2
XN1
i¼Nþ1
1 i
N


 
r2i
 !q=2
pCNq=2:
This bound and (2.18) yield (2.17). &
The main result of this section given in the following theorem.
Theorem 2. (i) Assume (K.1), (K.2), K6þd1n ¼ OðnÞ for some d140; and
supNotoN Eðjetj2 maxfq1;2gÞoN for some q140: Then, for any 0oqoq1
EjjRˆ1n ðKnÞjjqpC; ð2:20Þ
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and
EjjRˆ1n ðKnÞ  R1ðKnÞjjq=2pC
K2n
N
 q=4
; ð2:21Þ
for sufficiently large n.
(ii) Assume (K.1)–(K.3), and K2þd1n ¼ OðnÞ for some d140: Then, for any q40;
(2.20) and (2.21) hold for sufficiently large n.
Proof. To prove (i), ﬁrst observe that by Lemma 1 and the deﬁnition of Rˆ1n ðKnÞ;
jjRˆ1n ðKnÞ  R1ðKnÞjjqpjjRˆ1n ðKnÞjjqjjRˆnðKnÞ  RðKnÞjjqjjR1ðKnÞjjq ð2:22Þ
almost surely for large n: This fact, Ho¨lder’s inequality, (2.16), and Remark 1 ensure
that for any y40;
EjjRˆ1n ðKnÞ  R1ðKnÞjjqpCðEjjRˆnðKnÞ  RðKnÞjjq1Þq=q1ðK2þyn Þq ð2:23Þ
for sufﬁciently large n:
According to (2.17) and (2.23), we have for large n;
EjjRˆ1n ðKnÞ  R1ðKnÞjjqpC
K6þ2yn
N
 q=2
: ð2:24Þ
Set 2ypd1: Then, (2.20) follows from (2.24). Moreover, since the Cauchy–Schwarz
inequality gives
EjjRˆ1n ðKnÞ  R1ðKnÞjjq=2pCðEjjRˆ1n ðKnÞjjqÞ1=2ðEjjRˆnðKnÞ  RðKnÞjjqÞ1=2;
ð2:25Þ
(2.21) follows from (2.20) and (2.17).
To prove (ii), we ﬁrst arbitrarily choose y40: By (2.24) and Remark 1, one has for
any q40;
EjjRˆ1n ðKnÞjjqpC 1þ
K6þ2yn
N
 q=2 !
;
for all large n: This, (2.17), (2.25), and Remark 1 imply that
EjjRˆ1n ðKnÞjjq=2pC 1þ
K8þ2yn
N2
 q=4 !
:
Repeating this argument s  1 times, one has for all large n;
EjjRˆ1n ðKnÞjjq2
spC 1þ K
2þd2
n
N
 ð1þsÞq2ðsþ1Þ !
; ð2:26Þ
where d2 ¼ ð4þ 2yÞ=ðs þ 1Þ: Set s ¼ Ið4þ 2yÞ=d1m: Then, d2od1: This and the
hypothesis that K2þd1n ¼ OðnÞ yield K2þd2n =N-0; and hence the left-hand side of
(2.26) is bounded by a ﬁnite positive number for all large n: Since q in (2.26) is
arbitrary, (2.20) follows. Moreover, (2.21) is given by (2.20), (2.25), and (2.17). &
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Remark 3. If, in place of the right-hand side of (2.16), (2.15) is used as a bound, then
with an argument similar to that used for verifying Theorem 2, (2.20) and (2.21) hold
with a very stringent limitation on Kn; namely, Kn log Kn ¼ Oðlog nÞ (which implies
that Kn ¼ oðlog nÞÞ: Since Kn represents the order of the largest model in the
approximating family, this limitation is problematic from a model selection point of
view because it will ultimately rule out optimal models in many important situations
(e.g., in which AR coefﬁcients decay exponentially or algebraically). See Remark 5
for more details.
Inequality (2.20) immediately implies
sup
1pkpKn
EjjRˆ1n ðkÞjjqpC; ð2:27Þ
when n is large enough. Inequality (2.27), together with (2.17), further ensures that
for large n and all 1pkpKn;
EjjRˆ1n ðkÞ  R1ðkÞjjq=2pC
k2
N
 q=4
: ð2:28Þ
(Notice that the C’s in (2.27) and (2.28) are independent of both n and k:) These
uniform moment bounds are important tools for establishing the main results in
Section 3. Note that although Papangelou [16, Corollary 2.5] had shown that the
term on the left-hand side of (2.21) converges to 0 when Kn is a ﬁxed constant, no
rate of convergence has been reported in the existing publications, particularly not in
the situation where KnmN: Inequality (2.21) seems to be the ﬁrst result that provides
a rate.
On the other hand, under conditions (K.1) with
PN
i¼1 jiaijoN; and (K.3),
Gerencse´r [10, Lemmas 3 and 4] showed that for qX1;
EðjjðRˆnðkÞ þ dnIkÞ1  R1ðkÞjjqÞpC dn þ k
N1=2
þ k
2
Ndn
 q
; ð2:29Þ
where 1pkpKn; Kn ¼ oð
ﬃﬃﬃ
n
p Þ; Ik denotes the k  k identity matrix, and dn is any
positive number. Observe that if one chooses dn to satisfy dnBk=
ﬃﬃﬃﬃ
N
p
; then the left-
hand side of (2.29) has the same rate of convergence as that of (2.28). Inequality
(2.29) allows us to approximate the inverse of RˆnðkÞ þ dnI by R1ðkÞ in an
increasing-order setting. This approximation is especially useful in evaluating the
MSPE of the ridge regression predictor
xˆnnþ1ðkÞ ¼ x0nðkÞ#anðkÞ; ð2:30Þ
where
#anðkÞ ¼ ðRˆnðkÞ þ dnIÞ1 1
N
Xn1
j¼Kn
xjðkÞxjþ1:
For more details on xˆnnþ1ðkÞ; see Corollary 1, Remark 6 and the discussion preceding
them.
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3. The MSPE of the least-squares predictor
In this section, our goal is to give an asymptotic expression for the MSPE of the
least-squares predictor xˆnþ1ðkÞ with 1pkpKn: First notice that
Eðxnþ1  xˆnþ1ðkÞÞ2 ¼ s2 þ Eðf ðkÞ þSnðkÞÞ2; ð3:1Þ
where with
ejþ1;k ¼ xjþ1 þ
Xk
l¼1
alðkÞxjþ1l ;
and
aðkÞ ¼ ða1ðkÞ;y; akðkÞÞ0 ¼ arg min
ðc1;y;ckÞ0ARk
E xkþ1 þ
Xk
l¼1
clxkþ1l
 !2
;
f ðkÞ ¼ x0nðkÞRˆ1n ðkÞ
1
N
Xn1
j¼Kn
xjðkÞejþ1;k;
and with aiðkÞ ¼ 0 for i4k;
SjðkÞ ¼
XN
i¼1
ðai  aiðkÞÞxjþ1i:
In the following, aðkÞ is sometimes viewed as an inﬁnite-dimensional vector with
entries aiðkÞ; i ¼ 1; 2;y:
Let us begin with the difference between N1
Pn1
j¼Kn xjðkÞejþ1;k and
N1
Pn1
j¼Kn xjðkÞejþ1: Following Shibata [17, Section 2], deﬁne
V ¼ fl ¼ ðl1; l2;yÞARN: jjljj2RoNg;
where
jjljj2R ¼ var
XN
i¼1
lix1i;
 !
:
Also deﬁne an inner product on V by
ðs; tÞR ¼ cov
XN
i¼1
six1i;
XN
i¼1
tix1i
 !
;
where s ¼ ðs1; s2;yÞ; t ¼ ðt1; t2;yÞAV: Then, it is easy to see that aðkÞ is the
orthogonal projection of a ¼ ða1; a2;yÞ0 on VkDV; where
Vk ¼ Spanfð1; 0;yÞ0;y; ð0;y; 1|ﬄﬄﬄ{zﬄﬄﬄ}
k
; 0;yÞg:
Therefore, for all wAVk;
ðw; a aðkÞÞR ¼ 0: ð3:2Þ
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It also can be seen that
jja aðkÞjj2R ¼ EðS2nðkÞÞ; ð3:3Þ
and that
jja aðkÞjj2Rpjja anðkÞjj2Rp2pf2
XN
i¼kþ1
a2i ; ð3:4Þ
where anðkÞ ¼ ða1;y; ak; 0;yÞ0; and f2 can be read from Remark 1.
Lemma 3. If (K.1) holds and supNotoN Eðjetj2qÞoN for some qX2; then for
1pkpKn with Knpn  1;
E
1ﬃﬃﬃﬃ
N
p
Xn1
j¼Kn
xjðkÞðejþ1;k  ejþ1Þ




q
pCkq=2jja aðkÞjjqR: ð3:5Þ
Proof. Since
1ﬃﬃﬃﬃ
N
p
Xn1
j¼Kn
xjðkÞðejþ1  ejþ1;kÞ ¼ 1ﬃﬃﬃﬃ
N
p
Xn1
j¼Kn
xjðkÞ
XN
i¼1
ðai  aiðkÞÞxjþ1i;
by the convexity of xq; x40;
E
1ﬃﬃﬃﬃ
N
p
Xn1
j¼Kn
xjðkÞðejþ1  ejþ1;kÞ




q
pkq=2k1
Xk1
l¼0
E Nq=2
Xn1
j¼Kn
xjl
XN
i¼1
ðai  aiðkÞÞxjþ1i


q( )
: ð3:6Þ
By (3.2),
E xjl
XN
i¼1
ðai  aiðkÞÞxjþ1i
 !
¼ 0;
for l ¼ 0; 1;y; k  1: This fact and Theorem 1 yield that the summand (with respect
to index l) on the right-hand side of (3.6) is bounded by
C
1
N
Xn1
s¼Kn
Xn1
t¼Kn
rstrnst
 !q=2
;
where
rnst ¼ E
XN
i¼1
ðai  aiðkÞÞxsþ1i
 ! XN
i¼1
ðai  aiðkÞÞxtþ1i
 !( )
:
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Moreover, we have
1
N
Xn1
s¼Kn
Xn1
t¼Kn
jrstrnstjprn0
XN
i¼N
jrijpCjja aðkÞjj2R;
where the second inequality is ensured by
PN
j¼0 jbjjoN: As a result, (3.5) follows
from these facts and (3.6). &
Remark 4. If fet;Ftg is a martingale difference with
sup
NotoN
Efjetj2qjFt1goC a:s:;
then (3.5) still holds. Under a Gaussian assumption on fetg; Shibata [17, Lemma 3.1]
obtained a result similar to (3.5) for q ¼ 2: Bhansali [4, Lemma 4.2] and
Karagrigoriou [14, Lemma 3.2] also gave similar results in the i.i.d. case for q ¼ 2:
All of these results are special cases of Lemma 3. In addition, if fetg is a martingale
difference sequence, Gerencse´r [10, Lemma 5] derived a bound for the left-hand side
of (3.5). But it is Nq=2 times larger than ours.
To obtain the main result of this section, Theorem 3, the following lemma is also
needed.
Lemma 4. If (K.1) holds and supNotoN EfjetjqgoN for qX2; then for 1pkpKn
with Knpn  1;
E
1ﬃﬃﬃﬃ
N
p
Xn1
j¼Kn
xjðkÞejþ1




q
pCkq=2: ð3:7Þ
Proof. By an argument similar to that used for showing (3.6),
E
1ﬃﬃﬃﬃ
N
p
Xn1
j¼Kn
xjðkÞejþ1




q
pkq=2k1
Xk1
l¼0
E Nq=2
Xn1
j¼Kn
xjlejþ1


q( )
: ð3:8Þ
In view of Wei [18, Lemma 2] and the convexity of xq=2; x40; the summand (with
respect to index l) on the right-hand side of (3.8) is bounded by
CE
1
N
Xn1
j¼Kn
x2jl
 !q=2
pC 1
N
Xn1
j¼Kn
Efjxjl jqg:
Since xt ¼
PN
k¼0 bketk; by Wei [18, Lemma 2] again, Efjxjl jqgpC; for all integers j
and l: These results and (3.8) yield the desired result. &
An asymptotic expression for the MSPE of xˆnþ1ðkÞ; which holds uniformly for all
1pkpKn; is given in the following theorem.
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Theorem 3. Assume (K.1) with
PN
i¼1 i
1=2jaijoN; (K.2), (K.3), and K2þd1n ¼ OðnÞ for
some d140: Then,
lim
n-N
max
1pkpKn
Eðxnþ1  xˆnþ1ðkÞÞ2  s2
LnðkÞ  1

 ¼ 0; ð3:9Þ
where LnðkÞ ¼ ðk=NÞs2 þ jja aðkÞjj2R:
When model AR(k) is considered, LnðkÞ can be viewed as a measure of the
model’s quality of prediction, which is the sum of model complexity, ðk=NÞs2;
and goodness of ﬁt, jja aðkÞjj2R: Moreover, since (3.9) shows that for large n; the
second-order MSPE of xˆnþ1ðkÞ; Eðxnþ1  xˆnþ1ðkÞÞ2  s2; can be uniformly
approximated by LnðkÞ; a model with order knn satisfying LnðknnÞ ¼ min
1pkpKn
LnðkÞ
can be viewed as the best choice among models ARð1Þ;y;ARðKnÞ; from a
prediction point of view. For example, if for some 0oc1pc2oN and b40; the AR
coefﬁcients satisfy
c1e
bkp
X
iXk
a2ipc2ebk ð3:10Þ
(a condition fulﬁlled by any causal and invertible ARMAðp; qÞ process with pX0 and
q40), then, by some algebraic manipulations, knnBð1=bÞlog n: In addition, if for
some 0oc3pc4oN and b40; the coefﬁcients satisfy
c3k
bp
X
iXk
a2ipc4kb ð3:11Þ
(see [17, p. 162] for a similar example), then it is also not difﬁcult to show that for
some 0oc03pc04oN; c03N1=ðbþ1Þoknnpc04N1=ðbþ1Þ for large n:
Proof of Theorem 3. By (3.1),
max
1pkpKn
Eðxnþ1  xˆnþ1ðkÞÞ2  s2
LnðkÞ  1

 ¼ max1pkpKn Eðf ðkÞ þSnðkÞÞ
2
LnðkÞ  1

: ð3:12Þ
In view of (3.12), our proof is divided into four steps.
Step 1: Prove that
lim
n-N
max
1pkpKn
E
ﬃﬃﬃﬃ
N
k
r
ðf ðkÞ  f 0ðkÞÞ


q( )
¼ 0; ð3:13Þ
for all q40; where
f 0ðkÞ ¼ x*
0
n ðkÞRˆn11ðkÞN1
Xn ﬃﬃnp 1
j¼Kn
xjðkÞejþ1;k;
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with
xnnðkÞ ¼ ðxnn ;y; xnnkþ1Þ0 ¼
Xﬃﬃnp =2Kn
j¼0
bjenj;y;
Xﬃﬃnp =2Kn
j¼0
bjenkþ1j
 !0
;
Rˆn1ðkÞ ¼ N1
Xn ﬃﬃnp 1
j¼Kn
xjðkÞx0jðkÞ;
and Rˆn1
1ðkÞ is deﬁned by the same conventions as Rˆ1n ðkÞ:
Without loss of generality, we assume that qX2=3; since the result for qo2=3 can
be obtained from the result for qX2=3 and Jensen’s inequality. Observe that
j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N=k
p
ðf ðkÞ  f 0ðkÞÞj
p k1=2ðxnðkÞ  xnnðkÞÞ0Rˆ1n ðkÞN1=2
Xn1
j¼Kn
xjðkÞejþ1;k

þ k1=2xnnðkÞðRˆ1n ðkÞ  Rˆn1
1ðkÞÞN1=2
Xn1
j¼Kn
xjðkÞejþ1;k
þ k1=2xnnðkÞRˆn1
1ðkÞN1=2
Xn1
j¼n ﬃﬃnp xjðkÞejþ1;k
: ð3:14Þ
By Wei [18, Lemma 2] and the convexity of the function x3q=2; x40;
max
1pkpKn
Eðk1=2jjxnðkÞ  xnnðkÞjjÞ3qpC
XN
j¼ ﬃﬃnp =2Knþ1 b
2
j
0
@
1
A3q=2: ð3:15Þ
Similarly,
max
1pkpKn
Eðk1=2jjxnnðkÞjjÞ3qpC: ð3:16Þ
Reasoning as for (2.27) and (2.28), we have for large n;
max
1pkpKn
EjjRˆn11ðkÞjj3qpC
and
EjjRˆn11ðkÞ  R1ðkÞjj3qpCðk2=NÞ3q=2 ð3:17Þ
C.-K. Ing, C.-Z. Wei / Journal of Multivariate Analysis 85 (2003) 130–155146
for all 1pkpKn: By (2.27), (3.17), and arguments similar to those used for verifying
Lemma 2 and Theorem 2, we obtain for large n and all 1pkpKn;
EjjRˆ1n ðkÞ  Rˆn1
1ðkÞjj3q
p EjjRˆ1n ðkÞjj9qEjjRˆn1
1ðkÞjj9qE 1
N
Xn1
j¼n ﬃﬃnp xjðkÞx0jðkÞ




9q
0
B@
1
CA
1=3
pCðk3qN9q=4 þ N3q=2Þ: ð3:18Þ
Furthermore, by Lemmas 3 and 4 for all 1pkpKn;
E N1=2
Xn1
j¼Kn
xjðkÞejþ1;k




3q
pC E N1=2
Xn1
j¼Kn
xjðkÞðejþ1;k  ejþ1Þ




3q
0
@
þ E N1=2
Xn1
j¼Kn
xjðkÞejþ1




3q
1
A
pCðk3q=2jja aðkÞjj3qR þ k3q=2Þ: ð3:19Þ
Similarly, for all 1pkpKn;
E N1=2
Xn1
j¼n ﬃﬃnp xjðkÞejþ1;k




3q
pCN3q=4ðk3q=2jja aðkÞjj3qR þ k3q=2Þ: ð3:20Þ
Consequently, (3.13) follows from Ho¨lder’s inequality, (3.4), (3.14)–(3.20), and the
fact that
PN
i¼1 ji1=2bijoN; which is ensured by
PN
i¼1 ji1=2aijoN (see [6, Theorem
3.8.4]).
Step 2: Prove that
lim
n-N
max
1pkpKn
EjL1=2n ðkÞðf 0ðkÞ  f 1ðkÞÞjq ¼ 0; ð3:21Þ
for all q40; where f 1ðkÞ ¼ x*
0
n ðkÞR1ðkÞN1
Pn ﬃﬃnp 1
j¼Kn xjðkÞejþ1:
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Assume qX2: It is easy to see that for all 1pkpKn;
Efð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N=k
p
jf 0ðkÞ  f 1ðkÞjÞqg
pC E k
1
2x*
0
n ðkÞðRˆn11ðkÞ  R1ðkÞÞN
1
2
Xn ﬃﬃnp 1
j¼Kn
xjðkÞejþ1;k


q 
þ E k12x* 0n ðkÞR1ðkÞN
1
2
Xn ﬃﬃnp 1
j¼Kn
xjðkÞðejþ1;k  ejþ1Þ


q!
: ð3:22Þ
Since xnnðkÞ is independent of ðen ﬃﬃnp ; en ﬃﬃnp 1;yÞ0; the right-hand side of (3.22) can
be rewritten as
CE
Z
xARk
jx0u1jqdFxnnðkÞðxÞ þ
Z
xARk
jx0u2jqdFxnnðkÞðxÞ
 
; ð3:23Þ
where FxnnðkÞðÞ denotes the joint distribution function of xnnðkÞ;
u1 ¼ k
1
2N
1
2ðRˆn11ðkÞ  R1ðkÞÞ
Xn ﬃﬃnp 1
j¼Kn
xjðkÞejþ1;k
and
u2 ¼ k
1
2N
1
2R1ðkÞ
Xn ﬃﬃnp 1
j¼Kn
xjðkÞðejþ1;k  ejþ1Þ:
Since Z
xARk
jx0uijqdFxnnðkÞðxÞ; i ¼ 1; 2
are qth moments of linear combinations in fei; Noipng; by Wei [18, Lemma 2],
we obtain that for i ¼ 1 and 2;Z
xARk
jx0uijqdFxnnðkÞðxÞpCju0iRnðkÞuijq=2; ð3:24Þ
where RnðkÞ ¼ Eðxn1ðkÞx*
0
1 ðkÞÞ: Simple algebraic manipulations yield
Eju01RnðkÞu1j
q
2
pE jjRnðkÞjj
q
2jjRˆn11ðkÞ  R1ðkÞjjq k
1
2N
1
2
Xn ﬃﬃnp 1
j¼Kn
xjðkÞejþ1;k




q !
and
Eju02RnðkÞu2j
q
2
pE jjRnðkÞjj
q
2jjR1ðkÞjjq k12N12
Xn ﬃﬃnp 1
j¼Kn
xjðkÞðejþ1;k  ejþ1Þ




q !
:
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Since supkX1 jjRnðkÞjjpC is ensured by the absolute summability of bi’s, this fact,
(3.17), and Lemmas 3 and 4 together imply that for large n and all 1pkpKn;
Eju01RnðkÞu1jq=2pCðk2=NÞq=2 ð3:25Þ
and
Eju02RnðkÞu2jq=2pCjja aðkÞjjqR: ð3:26Þ
In view of (3.22)–(3.26), one obtains that for large n and all 1pkpKn;
E
jf 0ðkÞ  f 1ðkÞj2
LnðkÞ
( )q=2
pC k
3
N2LnðkÞ
 q=2
þ kjja aðkÞjj
2
R
NLnðkÞ
 !q=28<
:
9=
;
pC K
2
n
N
 q=2
:
This yields (3.21) with qX2; and hence for all q40 by the Jensen inequality.
Step 3: Prove that
lim
n-N
max
1pkpKn
E
N
ks2
f 21ðkÞ
 
 1

 ¼ 0: ð3:27Þ
Equality (3.27) follows from observing that
E
N
k
f 21ðkÞ
 
¼ trðR1ðkÞRnðkÞk1ÞðN  ﬃﬃﬃnp ÞN1s2;
and
max
1pkpKn
jtrðR1ðkÞRnðkÞk1Þ  1j ¼ max
1pkpKn
jtrðR1ðkÞðRnðkÞ  RðkÞÞk1Þj
p max
1pkpKn
jjR1=2ðkÞjj2 max
1pkpKn
jjRðkÞ  RnðkÞjj
p max
1pkpKn
jjR1=2ðkÞjj2 max
1pkpKn
k
XN
l¼ ﬃﬃnp =22Knþ2 b
2
l
¼ oð1Þ;
where the last equality is ensured by (K.1), the condition on Kn; andPN
i¼1 ji1=2aijoN:
Now drawing a conclusion from (3.13), (3.21) and (3.27), we have for all q40;
lim
n-N
max
1pkpKn
EðLq=2n ðkÞ j f ðkÞ  f 1ðkÞjqÞ ¼ 0 ð3:28Þ
and
lim
n-N
max
1pkpKn
E L1n ðkÞ f 2ðkÞ 
k
N
s2
  
 ¼ 0: ð3:29Þ
The ﬁnal step deals with the cross-product term.
Step 4: Prove that
lim
n-N
max
1pkpKn
jEfL1n ðkÞf ðkÞSnðkÞgj ¼ 0: ð3:30Þ
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Let
S1;nðkÞ ¼
Xﬃﬃnp =2
i¼1
ðai  aiðkÞÞxnnnþ1i;
where xnnnþ1i ¼
P ﬃﬃnp =2
j¼0 bjenþ1ij: Since x
n
nðkÞ is independent of ðSnðkÞ 
S1;nðkÞ;
Pn ﬃﬃnp 1
j¼Kn xjðkÞejþ1Þ; and
Pn ﬃﬃnp 1
j¼Kn xjðkÞejþ1 is independent of
ðS1;nðkÞ; xnnðkÞÞ; one obtains
jEðf ðkÞSnðkÞL1n ðkÞÞj
¼ jE½fðf ðkÞ  f 1ðkÞÞSnðkÞ þ f 1ðkÞðSnðkÞ S1;nðkÞÞ þ f 1ðkÞS1;nðkÞgL1n ðkÞj
¼ jEfðf ðkÞ  f 1ðkÞÞSðkÞL1n ðkÞgj:
By the Cauchy–Schwarz inequality and (3.28),
max
1pkpKn
jEfðf ðkÞ  f 1ðkÞÞSnðkÞL1n ðkÞgj
p max
1pkpKn
Efðf ðkÞ  f 1ðkÞÞ2L1n ðkÞg max
1pkpKn
EðS2nðkÞL1n ðkÞÞ
' (1=2
¼ oð1Þ:
Therefore, (3.30) follows. Now (3.9) is ensured by (3.29), (3.30), and (3.3). &
Remark 5. (A continuation of Remark 3). As observed in the proof of Theorem 3,
(2.20), (2.21) and their applications play important roles in obtaining (3.9). However,
if (2.15) is used in the proof of Theorem 2 instead of (2.16), then to obtain (2.20) and
(2.21), the divergence rate of the maximal order Kn must be conﬁned to oðlog nÞ; as
shown in Remark 3. This limitation ultimately excludes the optimal order, knn ; in the
examples given previously. Therefore, if our analysis had started from (2.15), it
would not be clear whether (3.9) holds for these xˆnþ1ðknnÞ’s.
4. Some comparisons
In this section, we ﬁrst compare the MSPEs of the least-squares predictors for
same- and independent-realizations. For independent-realization predictions,
Shibata [17, Proposition 3.2], assuming (K.1) with aia0 for inﬁnitely many i; Kn ¼
oðn1=2Þ; and Gaussian noise, showed that
max
1pkpKn
Efðynþ1  yˆnþ1ðkÞÞ2jx1;y; xng  s2
LnðkÞ  1

 ¼ opð1Þ; ð4:1Þ
where y1;y; yn are observations from an independent replicate of fxtg; yˆnþ1ðkÞ ¼
y0nðkÞ#aðkÞ; #aðkÞ; deﬁned in (1.5), is the least-squares estimator obtained from
x1;y; xn; and ynðkÞ ¼ ðyn;y; ynkþ1Þ0: As observed in (4.1), LnðkÞ can be used for
uniformly approximating the conditional MSPE of yˆnþ1ðkÞ: However, since (3.9)
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focuses on the unconditional MSPE in a same-realization setting, for the purpose of
comparison, we now provide an unconditional version of (4.1).
Theorem 4. Assume that the assumptions of Theorem 3 hold. Then,
lim
n-N
max
1pkpKn
Efðynþ1  yˆnþ1ðkÞÞ2g  s2
LnðkÞ  1

 ¼ 0: ð4:2Þ
Proof. By Shibata [17, (2.5)],
Efðynþ1  yˆnþ1ðkÞÞ2jx1;y; xng  s2 ¼ jj#aðkÞ  aðkÞjj2R þ jjaðkÞ  ajj2R; ð4:3Þ
where #aðkÞ and aðkÞ are now viewed as inﬁnite-dimensional vectors with undeﬁned
entries set to 0. Therefore,
Efðynþ1  yˆnþ1ðkÞÞ2g  s2 ¼ Eðjj#aðkÞ  aðkÞjj2RÞ þ jjaðkÞ  ajj2R:
Following an argument similar to that used for verifying Theorem 3, it can be shown
that
max
1pkpKn
Eðjj#aðkÞ  aðkÞjj2RÞ  ks
2
N
LnðkÞ

 ¼ oð1Þ;
which yields the desired result. &
From (3.9) and (4.2), it can be seen that both types of second-order MSPEs can be
uniformly approximated by the same function, LnðkÞ: This result suggests that an
estimated AR model that has good ability to forecast the future of an independent
replicate will also perform well in predicting the future of the observed time series.
This further leads us to conjecture that the second-order MSPE of the predictor with
order selected by AIC will ultimately achieve the minimal LnðkÞ value in the same-
realization setting (this property is referred to as the asymptotic efﬁciency), because
Shibata [17] had shown that AIC possesses a similar property for independent-
realization predictions. Through clarifying the dependence structures among the
model-order selectors, the estimated parameters, and future observations in same-
realization and increasing-order settings, we provide the ﬁrst theoretical veriﬁcation
that AIC is asymptotically efﬁcient for same-realization predictions in a companion
paper [13].
It is worth noting that the asymptotic equivalence between second-order MSPEs
in same- and independent-realization settings, as shown in Theorems 3 and 4,
should not be taken for granted. To see this, Ing [11] recently showed that if the
underlying process is a random walk model, and the assumed model is correctly
speciﬁed, then
lim
n-N
Eðxnþ1  xˆnþ1ð1ÞÞ2  s2
s2
n
¼ 2
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and
lim
n-N
Eðynþ1  yˆnþ1ð1ÞÞ2  s2
s2
n
¼ 13:2859:
Hence,
lim
n-N
Eðxnþ1  xˆnþ1ð1ÞÞ2  s2
Eðynþ1  yˆnþ1ð1ÞÞ2  s2
¼ 2
13:2859
:
As observed, the second-order MSPE for same-realization predictions is much
smaller than that for independent-realization predictions. Therefore, the equivalence
just mentioned does not hold in this example.
Under stationary AR processes, Kunitomo and Yamamoto [15, pp. 946–947] also
considered a comparison between these MSPEs in the situation where the assumed
ﬁxed-order AR model is underspeciﬁed. They showed that the difference between the
terms of order 1=n in two types of MSPEs can be substantial, but neither of them is
uniformly better. (Note that their conclusion does not contradict those obtained
from Theorems 3 and 4, because their main concern is with the terms of order 1=n;
but the second-order MSPEs are of order Oð1Þ in the underspeciﬁed and ﬁxed-order
case (see (3.9)).) The above results show that the difference between the MSPEs in
two types of forecasting settings should be carefully examined in each different
situation, and that it can be erroneous to directly assume that the results for same-
realization predictions will be the same as those for corresponding independent cases
without theoretical justiﬁcation.
When the smoothness condition on et; (K.2), is removed from our analysis, one
may encounter the possibly ill-conditioned matrix, RˆnðkÞ; in dealing with the
moment properties of the least-squares predictor, xˆnþ1ðkÞ: This problem becomes
more serious in increasing-order settings. To overcome this difﬁculty, the ridge
regression predictor, xˆnnþ1ðkÞ (see (2.30)), is a possible remedy. In the following, we
investigate the performance of xˆnnþ1ðkÞ in increasing-order settings.
Assume (K.1) with
PN
i¼1 jiaijoN; (K.3), Kn ¼ oðn1=7Þ; dnBn3=4k5=4; and
k2jja  aðkÞjj2R ¼ Oðn1Þ: ð4:4Þ
Then, Gerencse´r [10, Theorem 2] proved that
Eðxnþ1  xˆnnþ1ðkÞÞ2  s2 ¼ LnðkÞ þ oðLnðkÞÞ: ð4:5Þ
First observe that the expression for the second-order MSPE of xˆnnþ1ðkÞ in (4.5) is the
same as that of xˆnþ1ðkÞ in (3.9). Therefore, knn (see Section 3) is the common optimal
order for these two predictors. Although (4.5) holds without (K.2), condition (4.4) is
too stringent. To see this, consider the ARMA case (3.10). In this case,
knnBð1=bÞlog n; and hence nk *
2
n jja  aðknnÞjj2R-N: Because (4.4) is violated, with
Gerencse´r’s approach, it is not clear whether (4.5) holds for xˆnnþ1ðknnÞ: The same
difﬁculty also arises in the algebraic-decay case (3.11). We also note that Gerencse´r’s
expression for the MSPE of xˆnnþ1ðkÞ does not hold uniformly for all 1pkpKn:
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To remove these difﬁculties, we can use (2.29) instead of (2.28) and follow the
same line of argument as that used for verifying Theorem 3.1 to obtain the following
result.
Corollary 1. Assume (K.1) with
PN
i¼1 ji1=2aijoN; and (K.3). Then, for
1pkpKn; K3n ¼ oðnÞ; and dnBn3=4k5=4;
lim
n-N
max
1pkpKn
Eðxnþ1  xˆnnþ1ðkÞÞ2  s2
LnðkÞ  1

 ¼ 0: ð4:6Þ
Remark 6. Since this corollary does not need condition (4.4), which imposes a strong
connection between k and jja  aðkÞjj2R; the difﬁculties mentioned above are avoided.
Moreover, the asymptotic equivalence between the MSPEs of least square and ridge
regression predictors is also established by Theorem 3 and Corollary 1 under their
rather mild conditions.
Before leaving this section, we consider multi-step-ahead generalizations of (3.9).
First notice that from model (1.1), xtþh for hX1 can be expressed as

XN
i¼1
ai;hxtiþ1 þ
Xh1
i¼0
bietþhi;
where
ða1;h;yÞ0 ¼ arg min
ðc1;yÞ0ARN
E xtþh þ
XN
i¼1
cixtiþ1
 !2
:
Also deﬁne
ða1;hðkÞ;y; ak;hðkÞÞ0 ¼ arg min
ðc1;y;ckÞ0ARk
E xtþh þ
Xk
i¼1
cixtiþ1
 !2
:
Under the assumptions of Theorem 3, a multi-step-ahead generalization of (3.9) is
given as follows:
lim
n-N
max
1pkpKn
Eðxnþh  xˆnþhðkÞÞ2  s2h
LhnðkÞ
 1

 ¼ 0; ð4:7Þ
where hX1; s2h ¼ s2
Ph1
i¼0 b
2
i ; xˆnþhðkÞ ¼ x0nðkÞ#ahðkÞ with
#ahðkÞ ¼
Xnh
j¼Kn
xjðkÞx0jðkÞ
 !1Xnh
j¼Kn
xjðkÞxjþh;
and
LhnðkÞ ¼
s2trðR1ðkÞGhðkÞÞ
Nh
þ jjah  ahðkÞjj2R
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with Nh ¼ n  h  Kn þ 1;
GhðkÞ ¼ E
Xh1
i¼0
bh1ixniðkÞ
 ! Xh1
i¼0
bh1ix0niðkÞ
 !( )
;
ah ¼ ða1;h;yÞ0; and ahðkÞ ¼ ða1;hðkÞ;y; ak;hðkÞ; 0;yÞ: Since it is straightforward to
verify (4.7) through an argument similar to that used for showing Theorem 3, we
omit the details in order to save space.
For independent-realization predictions, Bhansali [4, Proposition 4.1], assuming
(K.1) with aia0 for inﬁnitely many i and fetg being a sequence of i.i.d. random
variables, Kn ¼ oðn1=2Þ; and Eðje1j16ÞoN; showed that
max
1pkpKn
Efðynþh  yˆnþhðkÞÞ2jx1;y; xng  s2h
Lh0;nðkÞ
 1

 ¼ opð1Þ; ð4:8Þ
where hX1; yˆnþhðkÞ ¼ y0nðkÞ#ahðkÞ
and
Lh0;nðkÞ ¼
s2hk
Nh
þ jjah  ahðkÞjj2R:
Since (K.1) ensures that
max
1pkpKn
jLhnðkÞ  Lh0;nðkÞjp
C
Nh
;
one has
max
1pkpKn
LhnðkÞ  Lh0;nðkÞ
Lh0;nðkÞ

p CNhLh0;nðknn;hÞ ¼ oð1Þ; ð4:9Þ
provided aia0 for inﬁnitely many i: Here,
Lh0;nðknn;hÞ ¼ min
1pkpKn
Lh0;nðkÞ;
and the equality in (4.9) follows from knn;h-N as n-N (see [4, p. 584]).
When fxtg is truly an AR ðNÞ process, by (4.9) and some algebraic
manipulations, (4.7) still holds with LhnðkÞ replaced by Lh0;nðkÞ; namely,
lim
n-N
max
1pkpKn
Eðxnþh  xˆnþhðkÞÞ2  s2h
Lh0;nðkÞ
 1

 ¼ 0: ð4:10Þ
On the other hand, if fxtg is an AR ðpÞ process with 1ppoN; then for all nX1;
LhnðpÞ  Lh0;nðpÞ
Lh0;nðpÞ
¼ s
2trðR1ðpÞGhðpÞÞ  s2hp
s2hp
; ð4:11Þ
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where the equality follows from jjah  ahðpÞjj2R ¼ 0: Moreover, by Eq. (14) of [12],
one has for h ¼ 2 and a1a0;
s2trðR1ðpÞGhðpÞÞ  s2hp
s2hp
¼ 2a
2
1
ð1þ a21Þp
40;
which, together with (4.7) and (4.11), yields that (4.10) with h41 is no longer true for
ﬁnite-oder AR processes. Consequently, LhnðkÞ is a better approximation of Eðxnþh 
xˆnþhðkÞÞ2  s2h than Lh0;nðkÞ when fxtg has a possibly ﬁnite order.
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