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Abstract
A piecewise Chebyshevian spline space is good for design when it possesses a B-spline basis and this property is
preserved under knot insertion. For such spaces, we construct a set of functions, called transition functions, which
allow for efficient computation of the B-spline basis, even in the case of nonuniform and multiple knots. Moreover, we
show how the spline coefficients of the representations associated with a refined knot partition and with a raised order
can conveniently be expressed by means of transition functions. To illustrate the proposed computational approach,
we provide several examples of interest in various applications, ranging from Geometric Modeling to Isogeometric
Analysis.
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1. Introduction
Extended Chebyshev (EC) spaces represent a natu-
ral generalization of polynomials. They contain tran-
scendental functions (and thus are capable of reproduc-
ing circles, ellipses, etc.) and provide additional de-
grees of freedom which can be exploited to control
the behavior of parametric curves and to accomplish
shape-preserving approximations. While Chebyshevian
splines are piecewise functions whose segments be-
long to the same EC-space, functions having pieces in
different EC-spaces are called piecewise Chebyshevian
splines. The latter are of great interest for their capacity
to combine the local nature of splines with the diversity
of shape effects provided by the wide range of known
EC-spaces. Their applications spans many disciplines,
ranging from the classical domains of Geometric De-
sign and Approximation Theory, up to Multiresolution
Analysis [1–3] and Isogeometric Analysis [4, 5], where
they have been more recently introduced.
Piecewise Chebyshevin splines can either be para-
metrically or geometrically continuous. The latter are
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piecewise functions where the continuity conditions be-
tween adjacent segments are expressed by means of
connection matrices [6]. In both cases, to be of inter-
est for Geometric Design or other applications, a piece-
wise Chebyshevian spline space should possess a B-
spline basis – in the usual sense of a normalised ba-
sis composed of minimally supported splines– and this
feature should be maintained after knot insertion. The
above properties are summarized by saying that a space
is good for design and, as proved in [7] (see also [8, 9]),
they are equivalent to existence of bossoms in the space.
As a consequence of blossoms, the B-spline basis is the
optimal normalized totally positive basis and all classi-
cal geometric design algorithms can be developed in the
space.
In this paper we address the problem of efficiently
computing and numerically evaluating the B-spline ba-
sis of a good for design spline space.
The reader should though be aware that determining
whether or not a spline space is good for design is a sep-
arate (and sometimes difficult) problem, which is out of
the scope of this paper. To this purpose there exist the-
oretical results (see [7] and references therein) yielding
necessary and sufficient conditions. These can readily
be used for spline spaces having sections of relatively
low dimension (up to dimension four), but the compu-
tations become overly complicated for spaces of higher
dimension. Regardless of the dimension and the kind of
the underlying section spaces, the numerical approach
in [10] provides sufficient conditions for a spline space
to be (numerically) good for design.
General approaches for the computation of B-spline-
type bases include the well-known recurrence relation
for polynomial splines [11] and the formulae for the
evaluation of trigonometric and hyperbolic splines pro-
posed respectively in [12] and [13]. A generalized ver-
sion of the polynomial recurrence relation, which ap-
plies to Chebyshevian splines, was given in [14] and
reads as 1
B1,mi (x) =
u(x), if ti 6 x < ti+10, otherwise ,
Bk+1,mi = λ
k,m
i B
k,m
i + (1 − λk,mi+1)Bk,mi+1,
with
λ
k,m
i = (dk−1,mi+1 − dk,mi )/(dk,mi+1 − dk,mi ),
where Bk+1,mi is the i-th basis function of order k+1 6 m
and dk,mi is a properly defined Chebyshevian divided dif-ference of order k. It shall be noted that the compu-
tation of Chebyshevian divided differences requires to
know a set of weight functions w = {w0, . . . ,wn} for the
canonical Extended Complete Tchebycheff (ECT) sys-
tem which spans each local ECT-space.
An integral recurrence relation for defining Cheby-
shevian B-spline functions was developed in [15]. More
precisely, given a knot sequence t = {ti} and a se-
quence of integral-positive functions w = {w0, . . . ,wn},
the spline basis Ani (x) of order n + 1 over t with respect
to w is recursively defined by
A0i (x) =
w0(x), if ti 6 x < ti+10, otherwise ,
Ani (x) = wn(x)
∫ x
−∞
(
An−1i (y)/αn−1i − An−1i+1 (y)/αn−1i+1
)
dy,
where αn−1j =
∫ ∞
−∞
An−1j (y) dy. Similar integral relations
were used to compute so-called GB-splines and Unified
Extended splines in [16] and [17] respectively.
Whereas integral recurrence relations require the
knowledge of a proper set of weight functions, if these
functions are not given it is still possible to construct
a B-spline basis by Hermite interpolation [18]. The
method developed in this paper, which is based on the
use of transition functions, follows along the same line
1The formulas in this section are presented in the original notation.
and does not require a priori knowledge of the weight
functions. In particular, as we will see, by means of
transition functions it is possible to construct the Bern-
stein basis of any EC-space or the B-spline basis of
any piecewise Chebyshevian spline space good for de-
sign in a conceptually easier, computationally more ef-
ficient and more general way compared to alternative
approaches.
For simplicity of presentation we work in the frame-
work of parametric continuity and in the last part of
the paper we briefly illustrate how the proposed results
can naturally be extended to geometrically continuous
splines.
It is interesting to remark that the idea of transition
functions, in its first form, already appeared in the orig-
inal work by Pierre Be´zier [19]. Moreover, recently, a
suitable generalization of this notion was used for the
construction of local blending functions in the context
of polynomial spline interpolation [20, 21].
The remainder of the paper is organized as follows.
In Section 2 we introduce the transition functions, we
discuss their relationship to the B-spline basis and il-
lustrate how they can effectively be computed. In Sec-
tions 3 and 4 we exploit these functions to develop the
classical modeling tools of knot-insertion and order-
elevation for piecewise Chebyshevian splines. Section
5 lists the computational algorithms that can be drawn
for the preceding discussion. Section 6 is devoted to
illustrating some application examples and finally Sec-
tion 7 discusses how the transition functions can be used
in more general settings, including geometrically con-
tinuous splines, splines with knots of zero multiplicity,
multi order splines and the recently studied (piecewise)
quasi Chebyshevian splines [22].
2. Transition functions and B-spline bases for piece-
wise Chebyshevian spline spaces
In this section we introduce the definition of transi-
tion functions and exploit such functions to efficiently
compute the B-spline basis of any piecewise Chebyshe-
vian spline space good for design, regardless of the kind
and dimension of the different section spaces.
2.1. Preliminary notions on EC-spaces
Let us proceed by recalling the definition of EC-
spaces, which are the building blocks of the splines we
are interested in.
Definition 1 (Extended Chebyshev space). An m-
dimensional space U contained in Cm−1(I), I ⊂ R, is an
Extended Chebyshev space (for short, EC-space) on I if
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any nonzero element of U vanishes at most m− 1 times
in I, counting multiplicities as far as possible for Cm−1
functions (that is, up to m), or, equivalently, if any Her-
mite interpolation problem in m data in I has a unique
solution in U.
Hereinafter we refer to the basis functions spanning
an EC-space as its EC-system. Subdividing the do-
main interval into a number of consecutive subinter-
vals, it is possible to introduce the definitions of piece-
wise Chebyshevian splines and Chebyshevian splines.
A piecewise Chebyshevian spline is one whose sections
belong to different EC-spaces. In contrast, a Chebyshe-
vian spline is characterized by having all sections in the
same EC-space.
In this paper we will mainly consider piecewise Cheby-
shevian splines where adjacent spline pieces are con-
nected via the standard parametric continuity. More-
over, we focus our attention on such spaces that are
good for design [7]. Indeed, this characterization, not
only restricts us to the class of spaces that may have a
practical interest in applications, but also provides us
with all the necessary properties to be used in the next
sections. As previously recalled, a piecewise Chebyshe-
vian spline space is good for design when it possesses
blossom. An equivalent definition is the following.
Definition 2. A piecewise Chebyshevian spline space is
good for design if it possesses the B-spline basis and so
does any spline space obtained from it by knot insertion.
2.2. Construction of the B-spline basis
This section presents a general and efficient proce-
dure to construct the B-spline basis for any piecewise
Chebyshevian spline space good for design. This prop-
erty also guarantees that we can use such spline space
for spline interpolation.
In the following we use the terms break-point,
knot and node in the following sense: a break-point
is the junction between two spline segments, a knot
corresponds to a break-point repeated as many times
as its multiplicity and a node is the abscissa of an
interpolation point.
Let [a, b] be a bounded and closed interval, and ∆ ≔
{xi}i=1,...,q be a set of break-points such that a ≡ x0 <
x1 < . . . < xq < xq+1 ≡ b. Let us consider the parti-
tion of [a, b] induced by the set ∆ into the subintervals
[xi, xi+1], i = 0, . . . , q. Moreover, let m be a positive
integer, and M ≔
(
µ1, . . . , µq
)
be a vector of positive
integers such that 1 6 µi < m for every i = 1, . . . , q.
We denote by Um ≔ {U0,m, . . . ,Uq,m} an ordered set
of spaces of dimension m such that every Ui,m is an
EC-space on the interval [xi, xi+1] containing constants.
Furthermore, we require that the space DUi,m ≔ {Du ≔
u′ | u ∈ Ui,m} be an (m − 1)-dimensional EC-space on
[xi, xi+1], i = 0, . . . , q.
Definition 3 (Piecewise Chebyshevian splines). We
define the set of piecewise Chebyshevian splines of
order m with break-points x1, . . . , xq of multiplicities
µ1, . . . , µq as
S (Um,M,∆) ≔
{
s
∣∣∣ there exist si ∈ Ui,m, i = 0, . . . , q,
such that:
i) s(x) = si(x) for x ∈ [xi, xi+1], i = 0, . . . , q;
ii) Dℓsi−1(xi) = Dℓsi(xi) for ℓ = 0, . . . ,m − µi − 1,
i = 1, . . . , q
}
.
It follows from standard arguments that S (Um,M,∆)
defined above is a function space of dimension m + K
with K ≔
∑q
i=1 µi [23].
Definition 4 (Extended partition). The set of knots
∆
∗
≔ {ti}i=1,...,2m+K , with K =
∑q
i=1 µi, is called an ex-
tended partition associated with S (Um,M,∆) if and
only if:
i) t1 6 t2 6 . . . 6 t2m+K ;
ii) tm ≡ a and tm+K+1 ≡ b;
iii) {tm+1, .., tm+K} ≡ {x1, .., x1︸  ︷︷  ︸
µ1 times
, . . . , xq, .., xq︸  ︷︷  ︸
µq times
}.
For simplicity and without loss of generality, we will
confine our discussion to the case of extended partitions
without external additional knots, i.e. assuming x0 ≡ a,
xq+1 ≡ b and µ0 = µq+1 = m. Piecewise Chebyshevian
splines can similarly be constructed from a general par-
tition with external knots and break-points. In the latter
case, we shall assign an auxiliary EC-space to each in-
terval which is not contained in [a, b], in such a way that
the continuity conditions between adjacent spline pieces
are well-defined.
For a piecewise Chebyshevian spline space, the B-spline
basis is defined as follows (see [7]).
Definition 5 (B-spline basis). A sequence
{Ni,m}i=1,...,m+K of elements of S (Um,M,∆) is the
B-spline basis if it meets the following requirements:
i) support property: for each i ∈ {1, . . . ,m + K},
Ni,m(x) = 0 for x < [ti, ti+m];
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ii) positivity property: for each i ∈ {1, . . . ,m + K},
Ni,m(x) > 0 for x ∈ (ti, ti+m);
iii) endpoint property: for each i ∈ {1, . . . ,m + K},
Ni,m vanishes exactly m−µRi times at ti and exactly
m − µLi+m times at ti+m where
µRi ≔ max{ j > 0 | ti = ti+ j} + 1 and
µLi ≔ max{ j > 0 | ti− j = ti} + 1;
iv) normalization property:∑
i
Ni,m(x) = 1, ∀x ∈ [a, b].
In addition, we will refer to a basis that has the above
properties i) and iii) as a B-spline-like basis or a positive
B-spline like basis if also ii) holds.
As usual, any spline s ∈ S (Um,M,∆) can be ex-
pressed as a linear combination of the B-spline basis
functions Ni,m, i = 1, . . . ,m + K, of the form
s(x) =
m+K∑
i=1
ci Ni,m(x), x ∈ [a, b],
or also, locally, as
s(x) =
ℓ∑
i=ℓ−m+1
ci Ni,m(x), x ∈ [tℓ, tℓ+1). (1)
In the remainder of the section we introduce the tran-
sition functions for the space S (Um,M,∆) and dis-
cuss the relationship between these functions and the
B-spline basis. In particular we will see that they pro-
vide an efficient tool for computation of the B-spline
basis.
Definition 6 (Transition functions). Let S (Um,M,∆)
be a Piecewise Chebyshevian spline space of dimen-
sion m + K with ∆ = {xi}i=1,...,q a partition of [a, b]
and ∆∗ = {ti}i=1,...,2m+K the associated extended partition.
Let also suppose that S (Um,M,∆) has a B-spline basis
{Ni,m}i=1,...,m+K . We call transition functions the piece-
wise functions fi, given by:
fi =
m+K∑
j=i
N j,m, i = 1, . . . ,m + K. (2)
It is immediate to verify that the transition functions are
a basis for S (Um,M,∆). One way, is to write (2) as
f1
f2
...
...
fm+K

=

1 1 · · · 1
0 1 · · ·
...
...
. . .
. . . 1
0 · · · 0 1

·

N1,m
N2,m
...
...
Nm+K,m

(3)
and observe that the above matrix is nonsingular. More-
over, assuming fm+K+1 ≡ 0, we can reverse relation (3)
expressing the B-spline basis in terms of transition func-
tions as
Ni,m = fi − fi+1, i = 1, . . . ,m + K. (4)
From the properties of the B-spline basis listed in
Definition 5 we can deduce that f1(x) = 1, for all
x ∈ [a, b], and that the piecewise functions fi, i =
2, . . . ,m + K, have the following characteristics:
a)
fi(x) =
0, x 6 ti,1, x > ti+m−1,
b) if ti < ti+m−1, fi vanishes m−µRi times at ti and 1− fi
vanishes m − µLi+m−1 times at ti+m−1.
In addition, the following bounds on the number of
zero derivatives hold
Dr+ fi(ti) = 0, r = 0, . . . , kRi ,
Dk
R
i +1
+ fi(ti) > 0,
and
Dr− fi(ti+m−1) = δr,0, r = 0, . . . , kLi+m−1,
(−1)kLi+m−1 DkLi+m−1+1− fi(ti+m−1) > 0,
where
kRi ≔ m − µRi − 1 and kLi+m−1 ≔ m − µ
L
i+m−1 − 1. (5)
The above properties a) and b) provide a practical
way of computing the transition functions provided that
the spline space S (Um,M,∆) is good for design. As
previously recalled, the latter assumption guarantees
that we can use such spline space for spline interpo-
lation. Moreover, this is also true in the restriction of
S (Um,M,∆) to any interval contained in [a, b]. From
a) it is immediate to see that each transition function fi,
i = 2, . . . ,m + K, has a nontrivial expression (i.e. it is
neither the constant function zero or one) in [ti, ti+m−1].
Hence, the restriction of fi to such interval can be deter-
mined by Hermite interpolation using b).
More precisely, let pi be the index of the break-point
associated to the knot ti and, supposed ti < ti+m−1, let us
denote by xpi , . . . , xpi+m−1 the break-points of∆ contained
in [ti, ti+m−1]. Then the function fi consists in pi+m−1 −
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pi pieces and shall satisfy the continuity conditions and
endpoint properties
Dr fi,pi (xpi ) = 0, r = 0, . . . , kRi ,
Dr fi, j−1(x j) = Dr fi, j(x j), r = 0, . . . , k j,
j = pi + 1, . . . , pi+m−1 − 1,
Dr fi,pi+m−1−1(xpi+m−1 ) = δr,0, r = 0, . . . , kLi+m−1, (6)
where fi, j, j = pi, . . . , pi+m−1 − 1, is the restriction of fi
to the interval [x j, x j+1], kRi and kLi+m−1 are given in (5)
and k j ≔ m − µ j − 1.
The above equations (6) uniquely determine fi.
To justify this assertion, we shall observe that the
number of conditions in (6) is equal to the dimension
of the restriction of S (Um,M,∆) to [ti, ti+m−1] and
that the nodes and knots satisfy proper interlacement
conditions [18] - which are similar to those required for
polynomial splines. In the considered setting, these two
requirements are satisfied regardless of the kind and
dimension of the section spaces and of the multiplicity
of knots.
In practice, to compute the i-th transition function fi
we shall proceed as follows. Suppose that, on [x j, x j+1],
j = pi, . . . , pi+m−1−1, the spline space is locally spanned
by an EC-system {
u j,1, u j,2, . . . , u j,m
}
,
and denote by bi,s, s = 1, . . . ,m(pi+m−1 − pi) the coeffi-
cients of the local expansion of fi, j in such system. In
other words, we will have
fi, j(x) = ∑mh=1 bi,r+hu j,h(x), x ∈ [x j, x j+1],
j = pi, . . . , pi+m−1 − 1,
r = m( j − pi).
(7)
Hence, according to (6), the coefficients of such expan-
sion can be determined by solving a linear system of the
form
Ab = c, (8)
with
A ≔

Api (xpi)
Api (xpi+1) −Api+1(xpi+1)
Api+1(xpi+2) −Api+2(xpi+2)
. . .
. . .
Api+m−1−2(xpi+m−1−1) −Api+m−1−1(xpi+m−1−1)
Api+m−1−1(xpi+m−1 )

b ≔
(
bi,1, . . . , bi,m(pi+m−1−pi)
)T
,
c ≔ (0, . . . , 0, 1, 0, . . . , 0︸  ︷︷  ︸
kLi+m−1 times
)T ,
and where A j(xh), h = j, j+1, is a matrix of dimensions
(kh + 1) × m whose rth row, r = 1, . . . , kh + 1, is(
Dr−1u j,1(xh), . . . , Dr−1u j,m(xh)
)
.
As a consequence, it shall be noted that, once chosen the
generators of the local space Ui,m, also their derivatives
must be provided for the setup of the linear systems (8).
Remark 1 (Derivatives of a transition function). It shall
be noted that the solution of the above system immedi-
ately yields the derivatives of the transition functions up
to any order. In fact, these can be expressed as a linear
combination of the derivatives of the EC-systems with
coefficients b.
Remark 2 (Bernstein basis). If the knot partition is
empty (i.e., ∆ = ∅), the piecewise Chebyshevian spline
space is an EC-space and formula (4) yields its Bern-
stein basis. In this case, we will indicate the order
n+1 basis functions with B0,n, . . . , Bn,n, as is usual when
dealing with Bernstein bases. Consistently, and to dis-
tinguish them from their spline counterpart, we will la-
bel the transition functions g0, . . . , gn. In particular, as-
suming that gn+1 ≡ 0, relation (4) reads now as
Bi,n = gi − gi+1, i = 0, . . . , n. (9)
Some remarks on how to choose the local EC-
systems are in order. At the beginning of this sec-
tion, we have assumed that every section Ui,m, for all
i = 0, . . . , q, contains constants and that both Ui,m and
DUi,m are EC-spaces on [xi, xi+1]. These requirements
guarantee that Ui,m itself is good for design and admits
a Bernstein basis. Then the natural choice for the local
EC-system ui,1, . . . , ui,m is indeed to take such a basis.
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The Bernstein basis can be given explicitly, if known,
or computed resorting to the transition functions. In the
latter case, we can either obtain the basis functions by
symbolic computation (for relatively simple spaces, e.g.
in the case of low dimension) or proceed numerically.
Figure 1 shows a set of transition functions and the
related B-spline basis functions. In addition, we discuss
below two instructive examples, in which the proposed
approach serves as an alternative construction for the
well-known polynomial B-spline and Bernstein bases.
Example 1 (Polynomial B-splines). Let us consider the
space of polynomial splines S (Pm,M,∆), where each
piece is spanned by the space Pm of polynomials of or-
der m (i.e., of degree at most m − 1). For the sake of
simplicity, we will assume that each break-point in ∆
has multiplicity equal to 1. Then the transition func-
tions are the order-m splines such that f1 ≡ 1 and fi,
i = 2, . . . ,m + K, is the unique solution of the linear
system
Dr fi,i(ti) = 0, r = 0, . . . ,m − 2,
Dr fi, j−1(t j) = Dr fi, j(t j), r = 0, . . . ,m − 2,
j = i + 1, . . . , i + m − 2,
Dr fi,i+m−2(ti+m−1) = δr,0, r = 0, . . . ,m − 2.
Once solved the above systems, the B-spline basis func-
tions Ni,m are given by (4).
Example 2 (Polynomial Bernstein basis). The Bern-
stein basis for the space Pm of polynomials of order m
on a given interval [a, b] can be derived considering an
extended partition of the form
{a, . . . , a︸  ︷︷  ︸
m times
, b, . . . , b︸  ︷︷  ︸
m times
}.
The corresponding set of transition functions consists of
g0 ≡ 1 and of the functions gi, i = 1, . . . , n, determined
by the following conditions:
Drgi(a) = 0, r = 0, . . . , i − 1,
Drgi(b) = δr,0, r = 0, . . . , n − i.
According to (9), the Bernstein polynomials are com-
puted as Bi,n = gi − gi+1, i = 0, . . . , n − 1, Bn,n = gn.
In the remainder of this section we will illustrate the
advantage of using the transition functions for the com-
putation of Bernstein or B-spline type bases in terms
of number of operations to be performed. We com-
pare the proposed approach with the other fully gen-
eral method that does not require knowledge of a set of
weight functions. The latter consists in first determining
by Hermite interpolation a positive basis that satisfies
suitable endpoint conditions (i.e. a positive Bernstein-
like or B-spline like basis) and then imposing the par-
tition of unity property. We will refer to this procedure
as the “classical” one and we will show that the pro-
posed method entails less computations. This can be in-
tuitively understood taking into account two basic facts:
1) the use of transition functions does not require an
additional normalization step; 2) whereas a transition
function fi is nontrivial in the interval [ti, ti+m−1], a B-
spline-like basis function Ni,m is nontrivial in [ti, ti+m].
Therefore, to work out one transition function less in-
tervals (and conditions) are needed.
In the following we will compare the two approaches
in greater detail. To this aim, it is useful to consider
at first the simpler problem of computing the Bernstein
basis of an (n+ 1)-dimensional EC-space. According to
the classical approach, a set of positive Bernstein-like
basis functions ¯Bi,n, i = 0, . . . , n can be determined by
solving the (n + 1)-dimensional linear systems
Dr ¯Bi,n(a) = 0, r = 0, . . . , i − 1
Di ¯Bi,n(a) = 1,
Dr ¯Bi,n(b) = 0, r = 0, . . . , n − i − 1,
for i = 0, . . . , n. Hence, the Bernstein basis functions
will be given by Bi,n(x) = αi ¯Bi,n(x), for some positive
αi, i = 0, . . . , n, and therefore there should hold
r∑
i=0
αiDr ¯Bi,n(a) = δr,0, r = 0, . . . , n.
To determine the coefficients αi from the above equa-
tions we need to solve another (n+1)-dimensional linear
system with the following lower triangular matrix
1 0 . . . 0
D ¯B0,n(a) D ¯B1,n(a) . . . 0
...
...
Dn ¯B0,n(a) Dn ¯B1,n(a) . . . Dn ¯Bn,n(a)
 .
All together the procedure entails solving n+ 2 systems
of dimension n + 1 each. On the other hand, in terms
of transition functions, we shall simply set g0 ≡ 1 and
determine gi, i = 1, . . . , n by solving n linear systems
of size n only. After this step, the basis functions Bi,n,
i = 0, . . . , n, are immediately given by relation (9).
An analogous reasoning can be repeated with a view
to the computation of the B-spline basis of a spline
space. In the classical setting, we shall first determine a
positive B-spline-like basis { ¯Ni,m}i=1,...,m+K satisfying i),
ii), iii) in Definition 5. The calculation of each basis
function ¯Ni,m, i = 1, . . . ,m+K, requires solving a linear
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Figure 1: Transition functions (left) and B-spline basis (center) for the spline space S (U6,M,∆) with extended partition ∆∗ =
{0, 0, 0, 0, 0, 0, 14 ,
1
4 ,
1
2 , 1, 1, 1, 1, 1, 1} and Ui,6 = span{1, t, cos t, sin t, cosh t, sinh t} with t = x − xi and x ∈ [xi , xi+1] for all i. The figure on the
right shows a single B-spline basis function and the two transition functions involved in its construction according to (4).
system of dimension m(pi+m − pi) (for instance, in the
case of simple knots we need to solve m + K linear sys-
tems of dimension m2). The successive normalization
stage involves a lower triangular system of dimension
m + K having the form∑r+1
i=1 αiDr ¯Ni,m(a) = δr,0, r = 0, . . . ,m − 1,
∑i
j=i−m+1 αiDm−µ
R
i ¯N j,m(ti) = 0, i = m + 1, . . . ,m + K.
On the other hand, using the transition functions and
equation (4), we always have f1 ≡ 1 and thus we are left
with m+K−1 systems to be solved for the remaining fi,
i = 2, . . . ,m + K. The computation of fi entails solving
a system of size m(pi+m−1 − pi) (for instance, when all
knots are simple, m+K −1 linear systems of dimension
m(m−1) have to be solved). As a consequence, the clas-
sical approach involves the solution of a larger number
of linear systems having higher dimensions.
To conclude this section we would like to point out
another important computational advantage related to
the use of transition functions. In some design algo-
rithms, such as knot-insertion and order elevation, it is
often required to compute a subset of the B-spline basis
functions only. In this respect, even if we were to deter-
mine a single basis function N j,m, the classical method
would require to compute the entire B-spline-like basis
beforehand. This is due to the additional normalization
step, which involves all the elements of such basis. Con-
versely, computing N j,m from equation (4) only requires
the two transition functions f j and f j+1, each of which
can be constructed in an independent way.
3. Knot insertion
In this section we will see how to use the transi-
tion functions to perform knot insertion in a piecewise
Chebyshevian spline space good for design and illus-
trate the benefits deriving from this approach.
Our objective is thus to express the B-spline basis
functions as nonnegative finite linear combinations of
an analogous basis defined on a finer partition. For this
to happen, we shall suppose that the space on the finer
partition contains the space on the coarser one. We pre-
fer not to dwell on this aspect now, to avoid interrupt-
ing the flow of presentation. We will devote the subse-
quent Section 3.1 to discussing how to suitably choose
the spaces in order to make sure that this inclusion is
satisfied.
Proposition 1. Let ∆∗ = {ti}i=1,...,2m+K be an ex-
tended partition. By inserting a new knot tˆ in ∆∗,
tℓ 6 tˆ < tℓ+1, we obtain a new knot partition ˆ∆
∗
=
{tˆi}i=1,...,2m+K+1. If the associated spline spaces are such
that S (Um,M,∆) ⊂ S ( ˆUm, ˆM, ˆ∆), then, denoting by
N j,m and ˆN j,m the B-spline basis functions on the knot
partitions ∆∗ and ˆ∆∗ respectively, there exist coefficients
α1,m, . . . , αm+K+1,m with 0 6 αi,m 6 1, i = 1, . . . ,m +
K + 1, such that
Ni,m(x) = αi,m ˆNi,m(x) + (1 − αi+1,m) ˆNi+1,m(x),
i = 1, . . . ,m + K, x ∈ R. (10)
In particular,
αi,m =

1, i 6 ℓ − m + 1,
Dk
R
i +1
+ fi,pi (ti)
Dk
R
i +1
+
ˆfi,pi (ti)
, ℓ − m + 2 6 i 6 ℓ − r + 1,
0, i > ℓ − r + 2,
(11)
where fi,pi and ˆfi,pi are the first non-trivial pieces of the
transition functions that define respectively the B-spline
functions Ni,m and ˆNi,m, kRi is given in (5), and 1 6 r < m
represents the multiplicity of tˆ in ˆ∆∗.
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Proof. By (10) we can write:
fi − fi+1 = αi,m( ˆfi − ˆfi+1)+ (1−αi+1,m)( ˆfi+1− ˆfi+2). (12)
Hence the coefficients αi,m can be obtained by differen-
tiating kRi + 1 times the expression (12) and evaluating
the result at ti.
Remark 3. The knot-insertion coefficients αi,m in (11)
are determined as the ratio of derivatives of the transi-
tion functions, which requires that these derivatives be
nonzero at the evaluation point ti. Observing that, at
ti, both fi and ˆfi have the same order of continuity kRi ,
there follows that we shall take their derivatives of order
kRi + 1. The right-hand side evaluation is thus explained
by the fact that the considered functions are continuous
up to order kRi only at ti.
Remark 4. An equivalent way for computing the coef-
ficients αi in (11) is:
αi,m =

1, i 6 ℓ − m + 1,
Dk
L
i+m−1+1
− fi,pi+m−1−1(ti+m−1)
Dk
L
i+m−1+1
−
ˆfi+1,pi+m−1 (ti+m−1)
,
{
ℓ − m + 2 6 i,
i 6 ℓ − r + 1,
0, i > ℓ − r + 2.
(13)
Formula (13) is useful when the additional knots in the
extended partition are not coincident. In this case, we
can conveniently use it for the insertion of a knot tˆ ≡ b in
order to switch from an extended partition with distinct
additional knots to one with coincident additional knots.
Moreover we can use formula (13) to insert a knot at a
location tˆ > b, i.e. external to the interval [a, b].
Corollary 1. Under the same assumptions of Proposi-
tion 1, let us consider a spline
s(x) =
m+K∑
i=1
ci Ni,m(x) =
m+K+1∑
i=1
cˆi ˆNi,m(x).
Then, from equation (10) it follows that
cˆi =

ci, i 6 ℓ − m + 1,
αi,m ci + (1 − αi,m) ci−1,
 ℓ − m + 2 6 i,i 6 ℓ − r + 1,
ci−1, i > ℓ − r + 2,
(14)
with αi,m, i = ℓ − m + 2, . . . , ℓ − r + 1, as in (11).
We would like to draw the reader’s attention to the
computational advantages resulting from the use of tran-
sition functions. After inserting a new knot, the spline
space on the coarse partition and the one on the refined
partition will have most transition functions in common,
whereas only a limited number of them will change.
Since each transition function is independently com-
puted, it will be sufficient to recalculate only the ones
which change. In particular, formula (11) comprises the
two following parts. One is the evaluation of the nu-
merators, which amounts to computing the derivatives
of the transition functions fi. As discussed in Remark
1, this operation is straightforward. The other part con-
cerns the computation of the denominators, for which
we will only need to calculate the transition functions
affected by the insertion of the knot tˆ.
3.1. How to perform knot insertion in piecewise Cheby-
shevian spline spaces
When inserting a knot tˆ in [xℓ, xℓ+1) we shall make
sure that the generated space S ( ˆUm, ˆM, ˆ∆) contains the
initial space S (Um,M,∆) in order to be able to exploit
formulas (10)–(11). This entails that the section spaces
ˆUi,m must be properly chosen. Clearly, when tˆ = xℓ it
is sufficient to set ˆUi,m = Ui,m, for all i. When xℓ <
tˆ < xℓ+1, we shall set ˆUi,m = Ui,m for any i < ℓ and
ˆUi,m = Ui−1,m for any i > ℓ + 1. The choice of the EC-
systems that generate ˆUℓ,m and ˆUℓ+1,m requires more
attention and this section is devoted to discussing how
this can be accomplished.
We start by observing that the sought inclusion of
S (Um,M,∆) in S ( ˆUm, ˆM, ˆ∆) is trivially guaranteed
if we take ˆUℓ,m and ˆUℓ+1,m to be the restriction of
Uℓ,m to the two subintervals [xℓ, tˆ) and [tˆ, xℓ+1). This
observation, which may seem odd at first glance, is
motivated by the usual association of the operation of
knot insertion with refinable spaces. In this respect
we shall recall that there exist piecewise Chebyshe-
vian spline spaces that are not refinable in the classi-
cal sense, but where we can still express the B-spline
basis of S ( ˆUm, ˆM, ˆ∆) in terms of the same basis of
S (Um,M,∆) through formulas (10)–(11). An exam-
ple of this latter situation is a spline space whereUℓ,m =
span
{
1, t, (1−t)
3
1+(ν1,ℓ−3)(1−t)t ,
t3
1+(ν2,ℓ−3)(1−t)t
}
, with ν1,ℓ, ν2,ℓ > 3,
t = x−xℓ
xℓ+1−xℓ
and x ∈ [xℓ, xℓ+1) [24]. In this case the only
way to guarantee that the EC-system generating Uℓ,m
can be represented in terms of those generating ˆUℓ,m
and ˆUℓ+1,m on the two intervals [xℓ, tˆ) and [tˆ, xℓ+1) is to
choose:
• ˆUℓ,m = span{1, t, (1−t)
3
1+(ν1,ℓ−3)(1−t)t ,
t3
1+(ν2,ℓ−3)(1−t)t }, with
x ∈ [xℓ, tˆ), t = x−xℓxℓ+1−xℓ ,
• ˆUℓ+1,m = span{1, t, (1−t)
3
1+(ν1,ℓ−3)(1−t)t ,
t3
1+(ν2,ℓ−3)(1−t)t },
with x ∈ [tˆ, xℓ+1), t = x−xℓxℓ+1−xℓ ,
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ν1,ℓ, ν2,ℓ being the same as for Uℓ,m.
For most piecewise Chebyshevian spline spaces,
however, the above approach is not the only viable one.
As an example, let us consider the case of trigonometric
splines, where Uℓ,m = span{1, t, cos(θℓt), sin(θℓt)}, with
θℓ ∈ (0, π), t = x−xℓxℓ+1−xℓ and x ∈ [xℓ, xℓ+1). Undoubtedly
we can proceed analogously as above. However, in this
situation (as well as for all spaces of mixed algebraic/
trigonometric/hyperbolic splines) it is more usual to as-
sign a different EC-system to each interval [xℓ, tˆ) and
[tˆ, xℓ+1), in such a way that the space S (Um,M,∆) is
reproduced. In the considered example we will set
• ˆUℓ,m = span{1, t, cos(ˆθℓt), sin(ˆθℓt)}, with
ˆθℓ = θℓ
tˆ−xℓ
xℓ+1−xℓ
, t = x−xℓtˆ−xℓ and x ∈ [xℓ, tˆ),
• ˆUℓ+1,m = span{1, t, cos(ˆθℓ+1t), sin(ˆθℓ+1t)}, with
ˆθℓ+1 = θℓ
xℓ+1−tˆ
xℓ+1−xℓ
, t = xℓ+1−x
xℓ+1−tˆ
and x ∈ [tˆ, xℓ+1).
Note that ˆθℓ and ˆθℓ+1 are proportional to the lengths of
[xℓ, tˆ] and [tˆ, xℓ+1] respectively. It is immediate to see
that this choice still guarantees that Uℓ,m can be repre-
sented in terms of ˆUℓ,m and ˆUℓ+1,m on [xℓ, tˆ) and [tˆ, xℓ+1)
respectively. For spaces where we can adopt the lat-
ter strategy, the two considered approaches generate the
same B-spline basis in S ( ˆUm, ˆM, ˆ∆). However, pro-
ceeding in the former way entails that the initial EC-
system on [xℓ, xℓ+1) must be stored in order to be able to
perform any subsequent operation in S ( ˆUm, ˆM, ˆ∆).
4. Order elevation
Let S (Um,M,∆) and S (Um+r, M˜,∆), r > 1, be two
spline spaces good for design such that S (Um,M,∆)
⊂ S (Um+r, M˜,∆). By means of the transition functions
we will show how to express the B-spline basis {Ni,m}i
of S (Um,M,∆) as a linear combination of the elements
of the B-spline basis {Ni,m+r}i of S (Um+r, M˜,∆), where
M˜ is obtained from M by simply increasing by r the
multiplicity of each break-point. In particular, the basic
steps of the order elevation algorithm are:
1. subdivide the spline into pieces expressed in terms
of the Bernstein basis;
2. order elevate each spline piece;
3. remove the redundant knots.
To accomplish step 1, it is sufficient to recall that a rep-
resentation in the Bernstein basis can be derived by per-
forming repeated knot insertions, as illustrated in the
previous section. Thus, in the following, we will fo-
cus on the second step of the algorithm, which requires
providing a relation between the Bernstein bases of or-
der m and order m + r. We will focus on the two cases
r = 1, 2, since elevation to any arbitrary order can be
performed by combining several steps of 1- or 2-order
elevations. In particular, a direct formula to accom-
plish elevation by two orders at once can be useful in
the context of piecewise Chebyshevian spline spaces.
In fact, on the one hand there exist Bernstein bases of
EC-spaces of dimension m that cannot be expressed via
convex combinations of elements of Bernstein bases of
EC-spaces of dimension m + 1 [25]. On the other hand,
2-order elevation turns out to be useful when working
with spaces containing trigonometric and/or hyperbolic
functions, because such functions usually appear in cou-
ple among the generators of the space.
The following result holds in the case r = 1.
Proposition 2. Let Un+1 and Un+2 be respectively
(n+ 1)- and (n+ 2)-dimensional good for design spaces
on [a, b] ⊂ R, with Un+1 ⊂ Un+2. Let {Bi,n}i=0,...,n
and {Bi,n+1}i=0,...,n+1 be the Bernstein bases for Un+1
and Un+2. Then there exist coefficients {γ0, . . . , γn+1},
0 6 γi 6 1, i = 0, . . . , n + 1, such that
Bi,n(x) = γi Bi,n+1(x) + (1 − γi+1) Bi+1,n+1(x),
i = 0, . . . , n, x ∈ [a, b]. (15)
In particular,
γi =

1, i = 0,
Digi(a)
Dig˜i(a) , i = 1, . . . , n,
0, i = n + 1,
(16)
where gi, i = 0, . . . , n, and g˜i, i = 0, . . . , n + 1, are the
transition functions in Un+1 and Un+2.
Proof. In an EC-space, each Bernstein basis functions
Bi,n, i = 0, . . . , n, has at the endpoints of [a, b] zeroes of
respective multiplicity i and n − i. Hence, the relation
between the bases of orders n+ 1 and n+ 2 has the form
Bi,n(x) = γi Bi,n+1(x) + δi+1 Bi+1,n+1(x), x ∈ [a, b].
In fact, if Bi,n was a combination of additional basis
functions, it could not have at a and b the right num-
ber of zeroes. By construction we know that at the point
a, B0,n and B0,n+1 are equal to 1, while B1,n+1 is equal
to 0. There follows that γ0 = 1. A similar reasoning
at b leads to δn+1 = 1. In addition, we know that the
Bernstein bases are positive for all x ∈ (a, b) and that
DiBi,n(a) > 0 for i = 1, . . . , n, therefore γi > 0. A
similar reasoning at b leads to δi+1 > 0. Since
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1 ≡
∑n
i=0 Bi,n(x)
=
∑n
i=0
(
γi Bi,n+1(x) + δi+1 Bi+1,n+1(x))
=
∑n+1
i=0 Bi,n+1(x),
for all x ∈ [a, b], we have γ0 = δn+1 = 1 and γi + δi = 1
for i = 1, . . . , n, proving that
γi =

1, i = 0,
DiBi,n(a)
DiBi,n+1(a) , i = 1, . . . , n,
0, i = n + 1,
from which (16) immediately follows.
An immediate consequence of relation (15) is the fol-
lowing.
Corollary 2. Under the same assumptions of Proposi-
tion 2, let
p(x) =
n∑
i=0
ci Bi,n(x) =
n+1∑
i=0
c˜i Bi,n+1(x), x ∈ [a, b].
Then
c˜i =

c0, i = 0,
γi ci + (1 − γi) ci−1, i = 1, . . . , n,
cn, i = n + 1,
(17)
with γi, i = 1, . . . , n, given by (16).
Elevation by two orders can be performed as stated be-
low.
Proposition 3. Let Un+1 and Un+3 be respectively
(n + 1)- and (n + 3)-dimensional goof for design spaces
on [a, b] ⊂ R, with Un+1 ⊂ Un+3. Let {Bi,n}i=0,...,n
and {Bi,n+2}i=0,...,n+2 be the Bernstein bases for Un+1
and Un+3. Then there exist coefficients {γi}i=0,...,n+2 and
{δi}i=1,...,n+2, such that
Bi,n(x) = γi Bi,n+2(x) + δi+1 Bi+1,n+2(x) +
(1 − γi+2 − δi+2) Bi+2,n+2(x),
i = 0, . . . , n, x ∈ [a, b].
(18)
In particular,
γi =

1, i = 0,
Digi(a)
Dig˜i(a) , i = 1, . . . , n,
0, i = n + 1, n + 2,
(19a)
δi+1 =

1 − γ1, i = 0,
γi − γi+1 +
Di+1gi(a) − γiDi+1g˜i(a)
Di+1g˜i+1(a) , i = 1, . . . , n,
0, i = n + 1,
(19b)
where gi, i = 0, . . . , n, and g˜i, i = 0, . . . , n + 2 are the
transition functions in Un+1 and Un+3.
Proof. In an EC-space, each Bernstein basis functions
Bi,n, i = 0, . . . , n, has at the endpoints of [a, b] zeroes of
respective multiplicity i and n − i. Hence, the relation
between the bases of order n + 1 and n + 3 has the form
Bi,n(x) = γi Bi,n+2(x) + δi+1 Bi+1,n+2(x) + ǫi+2 Bi+2,n+2(x),
x ∈ [a, b].
In fact, if Bi,n was a combination of additional basis
functions, it could not have a and b as zeros of the right
multiplicity. By construction we know that, at the point
a, B0,n and B0,n+2 are equal to 1, while B1,n+2 and B2,n+2
are equal to 0. There follows that γ0 = 1. A similar rea-
soning at b yields ǫn+2 = 1. In addition, we know that
the bases are positive for all x ∈ (a, b), that DiBi,n(a) > 0
for i = 1, . . . , n and DiBi,n+2(a) > 0 for i = 1, . . . , n + 2,
therefore γi > 0. Since
1 ≡
∑n
i=0 Bi,n(x)
=
∑n
i=0
(
γi Bi,n+2(x) + δi+1 Bi+1,n+2(x) + ǫi+2 Bi+2,n+2(x))
=
∑n+2
i=0 Bi,n+2(x),
for all x ∈ [a, b], we have γ0 = ǫn+2 = 1, γ1 + δ1 = 1,
δn+1 + ǫn+1 = 1, and γi + δi + ǫi = 1, for i = 2, . . . , n,
proving that
γi =

1, i = 0,
DiBi,n(a)
DiBi,n+2(a) , i = 1, . . . , n,
0, i = n + 1, n + 2,
δi+1 =

1 − γ1, i = 0,
Di+1Bi,n(a) − γiDi+1Bi,n+2(a)
Di+1Bi+1,n+2(a) , i = 1, . . . , n,
0, i = n + 1,
from which (19a) and (19b) follow.
An immediate consequence of relation (18) is the fol-
lowing result.
Corollary 3. Under the same assumptions of Proposi-
tion 3, let
p(x) =
n∑
i=0
ci Bi,n(x) =
n+2∑
i=0
c˜i Bi,n+2(x), x ∈ [a, b].
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Then
c˜i =

c0, i = 0,
γ1 c1 + (1 − γ1) c0, i = 1,
γi ci + δi ci−1 + (1 − γi − δi) ci−2, i = 2, . . . , n,
δn+1 cn + (1 − δn+1) cn−1, i = n + 1,
cn, i = n + 2,
(21)
with γi, i = 1, . . . , n, as in (19a) and δi, i = 2, . . . , n + 1,
as in (19b).
5. Computational methods
The constructive approach proposed in this paper
straightforwardly translates into efficient numerical pro-
cedures. These include the algorithms presented below
for the evaluation of splines with nonuniform and pos-
sibly multiple knots (and of their derivatives and inte-
grals) and for the computation of the coefficients of the
representations associated with a refined knot partition
or with a raised order.
Algorithm 1 (Construction of the transition functions).
Let S (Um,M,∆) be a piecewise Chebyshevian spline
space and ∆∗ an extended partition. To determine the
coefficients of the transition functions fi, i = 2, . . . ,m +
K, w.r.t. the EC-systems {u j,1, . . . , u j,m}, j = 0, . . . , q:
1. solve the linear system (8) for each fi, i =
2, . . . ,m + K;
2. assemble the matrix B =
(
bi, j
)
of dimensions (m +
K)×m(m−1), where the ith row contains the solu-
tion of the ith linear system, i.e., the coefficients
that define the transition function fi w.r.t. to the
EC-systems {u j,1, . . . , u j,m}, j = pi, . . . , pi+m−1 − 1.
Remark 5. Note that the first row of the above matrix
B is not defined nor used in the following algorithms,
since it corresponds to the transition function fi ≡ 1.
Algorithm 2 (Evaluation of the transition functions).
To evaluate at x¯ ∈ [tℓ, tℓ+1) = [xpℓ , xpℓ+1 ) the (nontriv-
ial) transition functions fℓ−m+2, . . . , fℓ, it is necessary to
evaluate their pieces fℓ−m+2,pℓ , . . . , fℓ,pℓ :
1. for i = ℓ − m + 2, . . . , ℓ
i. r ← m(pℓ − pi);
ii. fi(x¯) ←
m∑
h=1
bi,r+h upℓ ,h(x¯) (see equation (7)),
where the bi,r+h’s are the entries of the matrix
B constructed by Algorithm 1.
Algorithm 3 (Evaluation of a piecewise Chebyshevian
spline). Given x¯ ∈ [a, b], to evaluate a spline of the form
(1) at x¯:
1. determine ℓ such that x¯ ∈ [tℓ, tℓ+1);
2. use Algorithm 2 to evaluate the transition functions
fℓ−m+2, . . . , fℓ at x¯;
3. Nℓ−m+1,m(x¯) ← 1 − fℓ−m+2(x¯);
Ni,m(x¯) ← fi(x¯)− fi+1(x¯) for i = ℓ−m+2, . . . , ℓ−1;
Nℓ,m(x¯) ← fℓ(x¯).
4. perform the linear combination in (1).
Remark 6 (Derivatives and integral of a piecewise
Chebyshevian spline). By linearity, evaluating deriva-
tives and integrals amounts to differentiating and inte-
grating the transition functions and, ultimately, the gen-
erators ui, j of the EC-spaces. This computation follows
the same outline of Algorithms 2 and 3.
Algorithm 4 (Knot insertion). Let S (Um,M,∆) be a
given piecewise Chebyshevian spline space, ∆∗ an ex-
tended partition, and s a spline function of the form
(1). Given tˆ ∈ [a, b], to determine the coefficients cˆi,
i = 1, . . . ,m+ K + 1, obtained by inserting tˆ in ∆∗ once:
1. determine ℓ such that tˆ ∈ [tℓ, tℓ+1);
2. compute the coefficientsαi, i = ℓ−m+2, . . . , ℓ−r+1
through (11);
3. use (14) to compute the coefficients cˆi, i =
1, . . . ,m + K + 1.
Algorithm 5 (Order elevation). Let S (Um,M,∆) be a
given piecewise Chebyshevian spline space, ∆∗ an ex-
tended partition, and s a spline function of the form (1).
To represent s in the space S (Um+q, M˜,∆), whose order
is elevated by r = 1, 2:
1. repeatedly apply Algorithm 4 to the space
S (Um,M,∆) until all the knots have multiplicity
n = m − 1;
2. on each nontrivial knot interval [tℓ, tℓ+1], determine
the transition functions gi, i = 1, . . . ,m, of Uℓ,m,
and evaluate at tℓ the derivative of order i if r = 1,
and also of order i + 1 if r = 2;
3. on each nontrivial knot interval [tℓ, tℓ+1], determine
the transition functions g˜i, i = 1, . . . ,m + r, of
Uℓ,m+r, and evaluate at tℓ the derivative of order
i if r = 1, and also of order i + 1 if r = 2;
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4. if r = 1, determine the coefficients γi, i = 1, . . . , n,
through (16), or, if r = 2, determine the coefficients
γi, i = 1, . . . , n, through (19a) and the coefficients
δi, i = 1, . . . , n + 1, through (19b);
5. determine the coefficients c˜i, i = 0, . . . ,m+r, either
through (17) if r = 1 or through (21) if r = 2;
6. apply a knot removal algorithm to the spline space
S (Um+r, M˜,∆), in which all the knots have mul-
tiplicity m, until multiplicity µi + r is obtained,
where µi is the initial multiplicity of each knot in
S (Um,M,∆).
6. Application examples
This section is a collection of several examples aimed
at illustrating different aspects of the proposed ap-
proach. Example 3 presents in detail all the neces-
sary steps to construct the transition functions (and thus
the B-spline basis) of a given piecewise Chebyshevian
spline space. Example 4 shows that, in simpler cases,
the transition functions and the B-spline basis can be de-
termined by symbolic computation, thus obtaining ex-
plicit formulas. The knot insertion and order elevation
procedures presented in Sections 3 and 4 are illustrated
through Examples 5, 6, 7, with a view to applications
in Isogeometric Analysis and Geometric Modeling. Fi-
nally, Example 8 aims at illustrating the advantageous
use of piecewise Chebyshevian spline surfaces.
All spaces considered in the following examples are
good for design. This can be verified by existing theo-
retical results (see [7]) for spaces of dimension up to 4,
or by means of computational procedures for spaces of
higher dimension, using the numerical algorithm in [10]
or its direct generalization to the spline setting.
Example 3 (Construction of a B-spline function). In
this example we will show the construction of a single
B-spline function defined on a given sequence of EC-
spaces. In particular, we consider the three spaces
U0,3 = span{1, t, t2}, t = t(x) ≔ x − x0,
x ∈ [x0, x1],
U1,3 = span{1, cos(θt), sin(θt)}, t = t(x) ≔ x − x1,
x ∈ [x1, x2], θ(x2 − x1) < π,
U2,3 = span{1, cosh(φt), sinh(φt)}, t = t(x) ≔ x − x2,
x ∈ [x2, x3],
and, for the ease of presentation, we assume all break-
points to have multiplicity 1. Denoted as usual ∆∗ =
{t j} the extended partition, we derive the expression of
the B-spline function N3,3 = f3 − f4 having support
[t3, t6] = [x0, x3]. Expanding f j, j = 3, 4, in the EC-
system {uℓ,1, uℓ,2, uℓ,3}, ℓ = j, j + 1, we obtain
f j(x) =

0, x 6 t j,
3∑
k=1
b j,k u j−3,k(t(x)), t j 6 x < t j+1,
3∑
k=1
b j,k+3 u j−2,k(t(x)), t j+1 6 x < t j+2,
1, x > t j+2.
Next we compute the coefficients b j,k of the transition
function f j, j = 3, 4, by solving the two 6 × 6 linear
systems of the form (8) that arise from the endpoint and
continuity conditions
f j,1(x j−3) = 0, D f j,1(x j−3) = 0,
f j,1(x j−2) = f j,2(x j−2), D f j,1(x j−2) = D f j,2(x j−2),
f j,2(x j−1) = 1, D f j,2(x j−1) = 0.
(22)
Solving (22) for f3 we obtain
b3,1 = b3,2 = 0,
b3,3 =
1
h20 + 2
h0
θ
tan
(
θ
2 h1
) ,
b3,4 = 1 +
1
cos(θh1) − θ2 h0 sin(θh1) − 1
,
b3,5 = (1 − b3,4) cos(θh1),
b3,6 =
1
θ
2 h0 + tan
(
θ
2 h1
) ,
while, for f4,
b4,1 = −b4,2 =
1
1 − cos(θh1) + θφ sin(θh1) tanh
(
φ
2 h2
) ,
b4,3 = 0,
b4,4 = 1 +
1
cosh(φh2) + φθ tan
(
θ
2 h1
)
sinh(φh2) − 1
,
b4,5 = (1 − b4,4) cosh(φh2),
b4,6 =
1
φ
θ
tan
(
θ
2 h1
)
+ tanh
(
φ
2 h2
) ,
where hi = ti+1−ti. An illustration of the transition func-
tions and of the related B-spline bases is given in Figure
2 for θ = 2, φ = 4 (right) and θ = 10, φ = 15 (left).
We remark that, for these values of the parameters, the
method in [26] can be used to verify that the consid-
ered piecewise Chebyshevian spline space is good for
design.
Example 4 (Explicit formulae for B-spline bases in the
case m = 4). In Section 5 we have provided compu-
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0 1/4 1/2 1
0
1
0 1/4 1/2 1
0
1
Figure 2: B-spline basis and transition functions f3 and f4 involved in the construction of N3,3 according to (4) in the spline space S (U3,M,∆)
with U3 ≔ {U0,3,U1,3,U2,3} defined in Example 3 and extended partition ∆∗ = {0, 0, 0, 14 ,
1
2 , 1, 1, 1}. On the left θ = 2 and φ = 4, on the right
θ = 10 and φ = 15.
tational algorithms that apply to any piecewise Cheby-
shevian spline space, regardless of the type or dimen-
sion of the EC-systems. However, if we consider spaces
with a relatively simple structure (that is, low dimension
and basic expressions for the generators), the theoretical
framework also allows for explicitly determining the B-
spline basis by symbolic computation. As an example,
we can obtain the B-spline basis functions correspond-
ing to nonuniform partitions and break-points of multi-
plicities 1 for some spaces widely used in the context of
geometric design. To the best of our knowledge these
expressions have never appeared before.
Proposition 4. Let us consider a piecewise Cheby-
shevian spline space having 4-dimensional sections of
type Ui,4 = span {1, t, ui(t), vi(t)}, with t = x−xixi+1−xi and
x ∈ [xi, xi+1], and where all ui(t) and vi(t) belong to one
of the following types:
A) ui(t) = cos(θit) and vi(t) = sin(θit), with θi ∈ (0, π);
B) ui(t) = cosh(φit) and vi(t) = sinh(φit), θi ∈ R;
C) ui(t) = (1−t)
3
1+(νi−3)(1−t)t and vi(t) = t
3
1+(νi−3)(1−t)t , with
νi > 3.
For arbitrarily spaced knots {ti}i, each B-spline basis
function Ni,4 has support [ti, ti+4] and is of the form
Ni,4(x) =

1
Hi
h2i Fi(τi(x))
hi + hi+1
, ti 6 x < ti+1,
−
(
1
Hi
+
1
Hi+1
) h2i+1 Fi+1(τi+1(x))
hi+1 + hi+2
−
1
Hi
Gi+1(τi+1(x)) − h2i+1 Fi+1(1 − τi+1(x))hi + hi+1
 , ti+1 6 x < ti+2,
1 −
(
1
Hi
+
1
Hi+1
) h2i+2 Fi+2(1 − τi+2(x))
hi+1 + hi+2
+
1
Hi+1
Gi+2(τi+2(x)) + h2i+2 Fi+2(τi+2(x))hi+2 + hi+3
 , ti+2 6 x < ti+3,
1
Hi+1
h2i+3 Fi+3(1 − τi+3(x))
hi+2 + hi+3
, ti+3 6 x < ti+4,
0, otherwise,
where hi ≔ ti+1 − ti, τi(x) ≔ x−tihi , and, depending on
the case, the other quantities are respectively defined as
follows:
A)
Fi(t) = θt − sin(θt),
Gi(t) = (θ − sin θ)(hi − hi−1) − θ(1 − cos θ)hit,
Hi = (θ − sin θ) (hi + hi+1 + hi+2)+
(3 sin θ − θ(2 + cos θ))hi+1;
13
B)
Fi(t) = θt − sinh(θt),
Gi(t) = (θ − sinh θ)(hi − hi−1) − θ(1 − cosh θ)hit,
Hi = (θ − sinh θ) (hi + hi+1 + hi+2)+
(3 sinh θ − θ(2 + cosh θ))hi+1;
C)
Fi(t) = t
3
1 + (hi − 3)(1 − t)t ,
Gi(t) = (hi − hi−1) − hihit,
Hi = (hi + hi+1 + hi+2) + (hi − 3)hi+1.
Remark 7. For break-points with multiplicities µi >
1, the B-spline basis can be obtained as the limit of
the expressions above, when the knot configuration ap-
proaches one with a proper number of coincident knots.
Alternatively, the expression of the B-spline basis func-
tions can also be obtained by performing the symbolic
computation for scratch, starting from a partition with
coincident knots.
Example 5 (Tools for Isogeometric Analysis). This ex-
ample aims at illustrating the benefits of the proposed
approach in the context of Isogeometric Analysis.
A first advantage is related to the ease of computa-
tion of integrals and derivatives. More precisely, once
the derivatives and antiderivatives of the EC-systems
{u j,1, . . . , u j,m}, j = 0, . . . , q, are known, this compu-
tation follows along the same lines of Algorithms 2 and
3 (see also Remark 1). In this respect, it shall also be
considered that piecewise Chebyshevian spline spaces
commonly used in geometric design are based on trigo-
nometric, polynomial, or simple rational functions and
thus the derivatives and primitive functions of the EC-
systems have a simple form.
Moreover, by analogy with the polynomial spline
case, the tools of knot insertion and order elevation pro-
vided in Sections 3 and 4 can be combined to perform
the so-called k-refinement [27, Section 2.6], which re-
sults in lower number of basis functions and higher con-
tinuity compared to the classical h-p-refinement. This is
illustrated in Figure 3, which is analogous to Figure 10
in [27], with the only difference that piecewise Cheby-
shevian splines are used instead of polynomial ones.
Example 6 (2-order elevation). As discussed in Section
4, when the target space contains an additional couple of
trigonometric or hyperbolic functions, it can be reached
elevating by two orders at once. Figure 4 shows two ex-
amples of 2-order elevations for both Be´zier and piece-
wise Chebyshevian B-spline curves built on spaces of
mixed type.
Example 7 (Modeling with piecewise Chebyshevian
splines). This example illustrates two essential tools for
geometric modeling and design. The first is the refine-
ment of a parametric curve, which is shown in Figures
5(a) and 5(b). The second is the procedure of conver-
sion into standard representation (clamped knot parti-
tion) of a closed piecewise Chebyshevian spline curve
with a periodic nonuniform knot partition. It has been
obtained exploiting the knot insertion formulae (11) and
(13) respectively at the left and right endpoint of the
knot partition. The standard representation of Figure
5(b) is shown in Figure 5(c).
Example 8 (Piecewise Chebyshevian splines surfaces).
Any standard algorithm for polynomial splines can be
applied by substituting the polynomial B-spline basis
by its piecewise Chebyshevian counterpart. This exam-
ple aims at illustrating the advantageous use of piece-
wise Chebyshevian splines in constructing tensor prod-
uct surfaces. Figure 6(a) shows a profile curve com-
posed by 8 section curves corresponding to a uniform
periodic knot partition, with an alternation of section
spaces of the form span{1, cos(θt), sin(θt)}, θ = π/2 and
span{1, t, t2}. As a consequence, the resulting spline
space has section spaces of different type. In particular,
the “smoothed corners” of the section curve in Figure
6(a) are exact circular arcs, whereas the straight seg-
ments are described in terms of quadratic polynomials.
The extended partition {0, 0, 0, 1, 1, 1} is associated to
the other direction of the parametric domain with sec-
tion space span{1, cos(φt), sin(φt)}, φ = π/2. Figures
6(b) and 6(c) show two views of the resulting tensor
product piecewice Chebyshevian spline surface with the
control net. Note that, the resulting surface can also be
obtained by means of NURBS. However the NURBS
representation requires 16×3 control points and yields
a G1 surface, whereas the representation in terms of
piecewise Chebyshevian splines (besides not involving
rational functions) is C1 and only needs 10×3 control
points.
7. Extension to more general spline spaces
In this section we will briefly discuss how the tran-
sitions functions can be constructed and effectively ex-
ploited in more general contexts. This means that we
will still be able to benefit from the computational ad-
vantages as well as from the tools of knot insertion and
order elevation presented in the previous sections.
By no means this intends to be an exhaustive dis-
cussion. We will just content ourselves to illustrating
the main necessary modifications in the construction of
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∆
∗ = {0, 0, 0, 1, 1, 1}, m = 3
(a)
Knot insertion
↓
∆
∗ =
{
0, 0, 0, 12 , 1, 1, 1
}
, m = 3
Order elevation
↓
∆
∗ =
{
0, 0, 0, 0, 12 ,
1
2 , 1, 1, 1, 1
}
, m = 4
(b)
Order elevation
↓
∆
∗ = {0, 0, 0, 0, 1, 1, 1, 1}, m = 4
Knot insertion
↓
∆
∗ =
{
0, 0, 0, 0, 12 , 1, 1, 1, 1
}
, m = 4
(c)
Figure 3: k-refinement takes advantage of the fact that knot insertion and order elevation do not commute. (a) Base case of one element in the EC-
space span {1, cos(θt), sin(θt)} with θ = 2 and the specified extended partition ∆∗. The EC-space is to be order-elevated to span {1, t, cos(θt), sin(θt)}.
(b) h-p-refinement: knot insertion followed by order elevation results in six blending functions that are C1 at the break-point 12 . (c) k-refinement:
order elevation followed by knot insertion results in five blending functions that are C2 at the break-point 12 .
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Figure 4: Elevation by two orders on Be´zier (top) and piecewise Chebyshevian B-spline (bottom) curves for different spaces: from
span {1, cos(θit), sin(θit)} to span {1, cos(θit), sin(θit), cosh(φit), sinh(φit)} with θi = 2, φi = 1, ∀i (left), from span {1, t, cos(θit), sin(θit)} to
span {1, t, cos(θit), sin(θit), t cos(θit), t sin(θit)} with θi = 2, ∀i (right). For the B-spline curves in the bottom left and right figures the extended
partitions are ∆∗ = {0, 0, 0, 13 ,
2
3 , 1, 1, 1} and ∆
∗ = {0, 0, 0, 0, 14 ,
1
2 ,
3
4 , 1, 1, 1, 1} respectively.
(a) (b) (c)
Figure 5: Example of a closed spline curve with periodic nonuniform knot partition. All the underlying EC-spaces are
span
{
1, t, (1−t)
3
1+(νi−3)(1−t)t ,
t3
1+(νi−3)(1−t)t
}
, where the tension parameter νi is 8 for the space in [0.45, 0.55] and 4 for all others. Left: curve and con-
trol polygon corresponding to the extended partition ∆∗ = {−0.55,−0.45,−0.35, 0, 0.35, 0.45, 0.55, 0.65, 1, 1.35, 1.45, 1.55}; center: one step of
refinement, obtained by inserting the midpoint of each knot interval; right: standard representation.
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Figure 6: Tensor product surface (and its profile curve) obtained by means of piecewise Chebyshevian splines described in Example 8.
the transition functions and some numerical examples
based on a generalized version of the proposed compu-
tational procedures.
We would like to emphasize that all the examples pre-
sented in this section are obtained using the transition
functions. This is worthy of interest, since we are not
aware of any alternative general procedure for the prac-
tical computation of splines in the spaces that we will
consider.
7.1. Geometrically Continuous piecewise Chebyshe-
vian splines
So far we have focused on splines where adjacent
pieces are connected with parametric continuity, which
means that their derivatives at break-points must agree
up to proper order of continuity. Parametrically contin-
uous splines are an important subclass of the wider set
of geometrically continuous splines (studied e.g. in [6]
and [28]) and this section aims to explore how the tools
developed so far can be extended to this more general
context.
In addition to the setting and notation introduced in
Section 2.2, we shall now associate with the elements
of ∆ a sequence M ≔ (M1, . . . , Mq) of connection ma-
trices, where Mi, i = 1, . . . , q is lower triangular of or-
der m − µi, has positive diagonal entries and first row
and column equal to (1, 0, . . . , 0). Hence a space of geo-
metrically continuous piecewise Chebyshevian splines,
which we indicate by S (Um,M,∆, M), is formally the
same as in Definition 3, but replacing condition ii) with
the following
ii)
Mi
(
D0si−1(xi), D1si−1(xi), . . . , Dm−µi−1si−1(xi)
)T
=
=
(
D0si(xi), D1si(xi), . . . , Dm−µi−1 si(xi)
)T
,
i = 1, . . . , q.
Clearly, when all matrices Mi are the identity, the
considered splines are parametrically continuous. In
addition, note that the requirement that the first row
and column of each matrix Mi be equal to the vector
(1, 0, . . . , 0) guarantees the continuity of the splines.
As a consequence of the above point ii), every tran-
sition function fi, i = 1, . . . ,m + K will be required to
satisfy the continuity conditions
M j
(
D0 fi, j−1(x j), D1 fi, j−1(x j), . . . , Dk j fi, j−1(x j)
)T
=
=
(
D0 fi, j(x j), D1 fi, j(x j), . . . , Dk j fi, j(x j)
)T
,
j = pi + 1, . . . , pi+m−1 − 1,
in place of the parametric continuity conditions (6).
Taking into account this modification, it is possible to
generalize all the tools developed in the preceding sec-
tions in order to work within the framework of geomet-
ric continuity.
Remark 8. When performing knot-insertion, as de-
scribed in Section 3 we shall proceed as follows. If a
new knot is inserted so as to increase the multiplicity
of an existing knot, the related connection matrix must
be updated by removing its last row and column. When
a new knot is inserted at a location that does not corre-
spond to any already existing knot, then the correspond-
ing connection matrix must be the identity matrix.
The following is an example of geometrically contin-
uous curves modelled by means of transition functions.
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Example 9 (Geometric continuity). Let us consider
the EC-spaces T4 = span{1, t, cos(t), sin(t)} and P4 =
span{1, t, t2, t3} and the piecewise Chebyshevian spline
space S (U4,M,∆, M) defined on [0, 3] with U4 ≔
{T4,P4,P4,T4}, break-points ∆ = {1, 32 , 2}, multiplic-
ities M = (2, 1, 2) and connection matrices M =
(M1, M2, M3) having the form:
M1 =
(
1 0
0 4
)
, M2 =

1 0 0
0 1 0
0 β 1
 , M3 =
(
1 0
0 1/4
)
,
with β ∈ R. Figures 7 (a), (b) and (c) show the B-spline
basis functions corresponding to β = −7, 0, 14. Figures
7 (d), (e) and (f) depict the corresponding spline curves
defined by a “C”-shaped control polygon. The multi-
plicities of break-points and the structure of the con-
nection matrices make so that the curves are symmetric,
G1 at the break-points 1 and 2 and G2 at 32 . The su-
perimposed curvature comb emphasizes the G1 and G2
smoothness properties at the joint between two spline
segments. In the case β = 0 the curve is C2 at 3/2,
whereas it is G1 at the other knots. It is also interest-
ing to notice the “tension” effect obtained for increasing
values of the parameter β which affects the curve shape
in the intervals [1, 32 ] and [ 32 , 2].
7.2. Break-points with multiplicity equal to zero
In a polynomial spline space, whenever µi = 0, then
there is no break-point at xi because the polynomial part
of s ∈ S (Pm,M,∆) on [xi−1, xi] determines s uniquely
on [xi, xi+1]. In the case of piecewise Chebyshevian
splines the situation is not the same, because different
EC-spaces may exist on [xi−1, xi] and [xi, xi+1]. This
entails that there can be a break-point xi, which sepa-
rates the intervals [xi−1, xi] and [xi, xi+1], with no cor-
responding knot t j in the extended partition ∆∗. In this
case, we say that the break-point xi has zero multiplicity.
The splines in the corresponding space will be Cm−1 at
xi. Piecewise Chebyshevian splines with knots of zero
multiplicity have been deeply studied (see e.g. [7] and
references therein).
As concerns the construction of the transition func-
tions, this can be accomplished following the outline of
Section 2.2. In particular, it will be sufficient to take
µi = 0 at the location of break-points with zero multi-
plicity in (6).
Example 10 (Zero multiplicity). The spline space con-
sidered in this example is defined on the interval
[0, 4], has break-points ∆ = {1, 2, 3} with multiplic-
ities M = (1, 0, 1) and is spanned on every interval
[xi, xi+1], i = 0, . . . , 3, by the space of rational functions
span
{
1, t, (1−t)
3
1+(νi−3)(1−t)t ,
t3
1+(νi−3)(1−t)t
}
, where t = x−xi
xi+1−xi
,
ν0 = ν3 = 4 and ν1 = ν2 = 6 (note that νi, which also
appears at point C) in Proposition 4, shall be greater or
equal than 3 [24]). It can be shown by standard argu-
ments that the considered spline space has dimension 6.
Figure 8(a) shows the B-spline basis, while Figure 8(b)
depicts the spline curve generated with 6 control points
on a square. The curvature comb emphasizes that the
curve is C2 at the break-points 1 and 3, and C3 at the
break-point 2, which has zero multiplicity.
It is also possible to consider break points of
zero multiplicity in spaces of geometrically continu-
ous splines. In this case, also at such break points the
continuity conditions have the form 7.1, depending on
a connection matrix. Space that are good for design
and where all break points have zero multiplicities pro-
vide interesting shape effects, as recently investigated in
[10].
7.3. Multi-order piecewise Chebyshevian splines
In the polynomial case, spline-like functions com-
prised of polynomial segments of various degrees,
called multi-degree splines, were firstly proposed in
[29]. Recently, the B-spline basis for these spaces was
computed by means of an integral recurrence formula
[30] and used to define changeable degree splines [31].
B-spline bases for spline spaces built upon local ECT-
systems of different types and orders, called multi-order
splines, were studied in [23] and [18]. In the case of
multi-order splines it is more natural to select the or-
der of continuity ki at break-points, rather than the mul-
tiplicity of knots, under the condition that 0 6 ki <
min(mi−1,mi) for i = 1, . . . , q, being mi the order of the
EC-space assigned to [xi, xi+1]. As discussed in [18],
for constructing the B-spline basis it is convenient to
consider two different extended partitions ∆∗t = {ti} and
∆
∗
s = {si}, such that each break-point xi is repeated pre-
cisely (mi − ki − 1) times in ∆∗t and (mi−1 − ki − 1) times
in ∆∗s , and where x0 is repeated m0 times in ∆∗t and xq+1,
mq times in ∆∗s. We will therefore take two sequences
{t1, .., tK} ≡ {x0, .., x0︸  ︷︷  ︸
m0 times
, x1, .., x1︸  ︷︷  ︸
m1−k1−1 times
, . . . , xq, .., xq︸  ︷︷  ︸
mq−kq−1 times
},
and
{s1, .., sK} ≡ { x1, .., x1︸  ︷︷  ︸
m0−k1−1 times
, . . . , xq, .., xq︸  ︷︷  ︸
mq−1−kq−1 times
, xq+1, .., xq+1︸        ︷︷        ︸
mq times
}.
In this way the dimension of a multi-order generalized
spline space is simply the cardinality of ∆∗t or of ∆∗s.
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Figure 7: Geometrically continuous B-spline functions and open spline curves for the spline spaces in Example 9. Figures (a), (b) and (c) show the
B-spline functions for β = −7, 0, 14 respectively. Figures (d), (e) and (f) show the corresponding curves and curvature comb.
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Figure 8: B-spline functions in the piecewise Chebyshevian spline spaces of Example 10 and corresponding closed spline curve. In Figure (a) the
B-spline functions with break-points ∆ = {1, 2, 3} and multiplicities M = (1, 0, 1) are shown. In Figure (b) curve, control polygon starting from
(−1, 0), and curvature comb are shown.
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Moreover each knot of ∆∗t and ∆∗s is respectively the
starting point and endpoint of a B-spline basis function,
namely the interval [ti, si] is the support of the ith B-
spline Ni, i = 1, . . . , K. In this setting, each transition
function fi, i = 2, . . . , K, is nontrivial in the interval
(ti, si−1) and can be determined from an adapted version
of the conditions (6).
The following is an interesting example of a multi-
order spline.
Example 11 (Multi-order spline). This example aims
at illustrating two important facts: on the one hand, we
wish to emphasize that multi-order spline spaces can
be approached by means of transition functions, simi-
larly as the other spaces considered so far. On the other
hand, we will demonstrate how multi-order splines can
be used to represent special curves, by taking on each
segment the EC-space of the minimum possible order.
To this aim, we have designed a curve composed of five
distinct pieces, including a cardioid segment, a straight
line segment, two circular arcs and lastly a cubic seg-
ment. The spline space is defined on a uniform knot
partition of [0, 5] with the following sequence of local
spaces
span{1, t}, span{1, cos(θt), sin(θt)},
span{1, cos(θt), sin(θt)}, span{1, t, t2, t3},
span{1, cos(φt), sin(φt), cos(2φt), sin(2φt)},
with θ = π/2 and φ = 2/3π. The result is a closed, non-
periodic curve. C1 continuity was required at break-
points. Figures 9(a) and 9(b) show respectively the B-
spline basis and the designed curve together with the
cardioid and the circle (in dashed line) whose segments
are exactly reproduced.
7.4. Piecewice Quasi Chebyshevian spline spaces
QEC-spaces are a superset of EC-spaces and differ
from the latter in that they do not permit Taylor interpo-
lation. They are formally defined as follows [32].
Definition 7 (Quasi Extended Chebyshev space). Let
I ⊂ R be a closed bounded interval. An m-dimensional
space Um ⊂ Cm−2(I), m > 2, is a Quasi Extended
Chebyshev space (QEC-space, for short) on I if any
Hermite interpolation problem in m data in I, with at
least two distinct points, has a unique solution in Um.
Equivalently, for m > 2, Um is a QEC-space if any
nonzero element of Um with at least two distinct zeros
vanishes at most m−1 times in I counting multiplicities.
The definition of a piecewise quasi Chebyshevian
spline space is formally the same as Definition 3, with
the sole modification that Ui,m, i = 0, . . . , q, will be
QEC-spaces. In the recent work [22] necessary and suf-
ficient conditions to establish when a piecewise quasi
Chebyshevian spline space is good for design were
given. For such a space, a quasi B-spline basis is a
sequence {Ni,m}i=1,...,m+K of elements of S (Um,M,∆)
which meets the requirements in Definition 5 where
property iii) is replaced by:
iii) endpoint property: for each i ∈ {1, . . . ,m+K}, Ni,m
vanishes m − µRi times at ti (exactly if µRi > 1) and
m − µLi+m times at ti+m (exactly if µLi+m > 1).
When a space has the quasi B-spline basis, we can de-
fine the transition functions as in (2). However, in or-
der to generalize the algorithms proposed in the pre-
vious sections, it is important to bear in mind the fol-
lowing important difference compared to the piecewise
Chebyshevian setting. For any transition function fi,
let ¯kRi be the first integer such that Dr+ fi(ti) = 0, r =
0, . . . , ¯kRi , D
¯kRi +1
+ fi(ti) > 0. If Ui,m is a QEC-space,
but not an EC-space, then ¯kRi > kRi . Analogously, de-
fined ¯kLi+m−1 the last integer such that D
r
− fi(ti+m−1) = 0,
r = 1, . . . , ¯kLi+m−1, (−1)¯k
L
i+m−1 D
¯kLi+m−1+1
− fi(ti+m−1) > 0,
then there holds ¯kLi+m−1 > k
L
i+m−1. This peculiarity of
the transition functions affects for example the compu-
tation of the knot-insertion coefficients αi,m, because it
requires us to estimate the minimum order of differenti-
ation ¯kRi or ¯kLi+m−1 to be considered in (11) or (13).
As an example of a QEC-space, let us consider the
(n + 1)-dimensional space of functions
Un+1 := span{1, t, . . . , tn−2, (1 − t)n1 , tn2 }, t ∈ [0, 1],
for n > 1, n1, n2 > n − 2. When n1, n2 are integers, we
obtain the so-called variable-degree polynomial spaces
[33]. These were firstly introduced for the purpose of
shape preserving spline interpolation with n = 3 and
n1 = n2, later on without the restriction n1 = n2. The
presence of the shape parameters n1, n2 also makes these
spaces interesting for geometric design purposes. Fur-
ther properties of the latter spaces with any real number
as exponents were investigated in [34].
Example 12 (Piecewise quasi Chebishevian splines).
Let us consider a spline space on the interval [0, 6]
with uniformly-spaced break points xi, i = 1, . . . , 5, and
where any two consecutive sections are of the form
span{1, cos(θt), sin(θt), t cos(θt), t sin(θt)},
span{1, t, t2, (1 − t)n, tn},
with t ∈ x−xi
xi+1−xi
, x ∈ [xi, xi+1], i = 0, . . . , 5. The former
space is an EC-space good for design for θ ≤ 2π, while
20
0 1 2 3 4 5
0
1
(a)
−10 −6 −2 0 2
0
5
10
(b)
Figure 9: B-spline functions and closed spline curve in the multi-order generalized spline space given in Example 11. In Figure (a) the B-spline
functions of the multi-order generalized spline space and in Figure (b) the designed curve and its control polygon are shown.
the latter is a QEC-space of so-called variable-degree
splines [34]. C3 continuity is required at break-points.
We have verified experimentally that such a spline space
is good for design. Figure 10 shows the B-spline basis,
computed by means of transition functions, and closed
periodic curves corresponding to n = 5, 10, 50, θ = 1.
For increasing values of n an interesting tension effect
is obtained.
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