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Resumen
La ecuacio´n de Mullins-Sekerka de transicio´n de fases describe la separacio´n de fases en
el proceso de solidificacio´n de metales y aleaciones meta´licas. Una de las fases esta´ formada
por part´ıculas que crecen y decrecen en tiempo, mientras que la otra es el medio donde
evolucionan. Experimentalmente se comprueba que, cuando las part´ıculas esta´n suficien-
temente separadas, e´stas se aproximan a esferas mientras se solidifican [26]. Por ello, en
este trabajo analizamos un modelo llamado Monopolo, que describe la dina´mica de los
radios (y por lo tanto de la interfase) de un nu´mero finito de part´ıculas con centros fijos y
que se caracteriza por el hecho que el volumen total de las part´ıculas se conserva mientras
que la suma de sus a´reas es decreciente. La relacio´n entre el modelo de Mullins-Sekerka
y el Monopolo se da por restriccio´n del primero a part´ıculas esfe´ricas. Por ello, al modelo
Monopolo tambie´n se le denomina ecuacio´n de Mullins-Sekerka aproximada por monopolos
[38],[13].
Presentamos algunos resultados ya conocidos, tales como la conservacio´n del orden de
los radios, la inestabilidad de los puntos de equilibrio y la desaparicio´n en tiempo finito de
part´ıculas, as´ı como cotas para estos tiempos [32], [11]. Asimismo, estudiamos el problema
del control y probamos el control local alrededor del punto de equilibrio estable e inestable,
lo cual constituye la contribucio´n ma´s original de este trabajo.
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Cap´ıtulo 1
Introduccio´n
La solidificacio´n es un feno´meno f´ısico de transformacio´n de fase, de l´ıquido a so´lido.
Es un importante proceso metalu´rgico ya que el proceso de manufactura de casi todos los
objetos creados por el hombre involucra la solidificacio´n en algu´n momento. Los metales,
los pol´ımeros y el vidrio se forman, en general, por solidificacio´n de material fundido. Por
ejemplo, el acero (que es un elemento muy usado en Construccio´n Civil) es el resultado del
proceso de solidificacio´n en la aleacio´n del hierro con el carbono (por ejemplo, ve´ase [22]).
Durante el proceso de solidificacio´n de un metal o aleacio´n meta´lica se observa la forma-
cio´n de dos fases, una constituida por part´ıculas y la otra por el medio donde evolucionan.
Inicialmente, el patro´n de formacio´n de las fases es muy complicado y teniendo en cuenta
que la evolucio´n y la forma de la interfase influye considerablemente en la calidad final del
material, resulta de gran importancia estudiar las propiedades que caracterizan la solidifi-
cacio´n (por ejemplo, ve´ase [27]).
En este tipo de feno´menos los materiales se encuentran en estado l´ıquido y median-
te un proceso meca´nico de enfriamiento se solidifica. Durante este proceso se distinguen
principalmente dos etapas:
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1. Nucleacio´n: La disminucio´n de la energ´ıa causada por el enfriamiento produce una
aglomeracio´n de part´ıculas permitiendo la formacio´n de nu´cleos.
2. Cristalizacio´n: Crecimiento y decrecimiento de los nu´cleos formados a medida que
disminuye la temperatura.
Lo que experimentalmente se observa durante el proceso de solidicacio´n, es la formacio´n
de una gran cantidad de nu´cleos, que de ahora en adelante llamaremos part´ıculas (ve´ase
figura 1.3). As´ı, de acuerdo a la primera ley de la termodina´mica (por ejemplo, ve´ase [7]),
el sistema evoluciona de tal forma que con respecto a las part´ıculas, el a´rea total es de-
creciente y el volumen se conserva. Las part´ıculas de mayor taman˜o crecen a expensas
de las menores, que encogen y desaparecen en un tiempo finito. Este comportamiento es
denominado madurez Ostwald [38].
Los modelos que describen estos feno´menos se denominan modelos de transicio´n de
fases, los cuales son clasificados en tres tipos: difusio´n-interfase, forma-interfase y campo-
interfase.
1.1. Modelos de difusio´n-interfase
En este tipo de modelos, un para´metro var´ıa continuamente y es usado para medir
el estado de la fase. Un ejemplo representativo de este tipo de modelos, es la ecuacio´n
de Cahn-Hilliard. Si denotamos por ⌦ ⇢ Rn un dominio acotado, representando el molde
donde evoluciona el proceso de solidificacio´n; u la concentracio´n y ✏ << 1 un para´metro
continuo, entonces la ecuacio´n de Cahn-Hilliard viene dada por
8><>:
ut =   

✏ u  1
✏
W 0(u)
 
, x 2 ⌦,
@u
@⌘
=
@ u
@⌘
= 0 , x 2 @⌦,
(1.1)
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donde W (u) = 14
 
u2   1 2.
La ecuacio´n (1.1) describe la evolucio´n espacio-temporal de la concentracio´n u(x, t) en
una aleacio´n binaria. Un caracter´ıstica importante de este modelo es la conservacio´n de la
masa total. En efecto,
1
|⌦|
Z
⌦
u(x, t) = u,
donde u es independiente del tiempo.
Durante la primera etapa de evolucio´n de la variable temporal en la ecuacio´n de Cahn-
Hilliard, se observa un interesante feno´meno denominado descomposicio´n espinodal, por
el cual una solucio´n de dos o ma´s componentes puede separarse en fases diferenciadas,
de distinta composicio´n qu´ımica y propiedades f´ısicas diferentes. En una segunda etapa de
evolucio´n de la variable temporal, se observa nucleacio´n, para luego dar paso a un feno´meno
del tipo madurez Ostlwad [38](ve´ase figura 1.1).
Figura 1.1: Evolucio´n de la ecuacio´n de Cahn Hilliard.
Con respecto al estudio de esta ecuacio´n, existen en la literatura muchos resultados, que
versan desde la existencia, unicidad y regularidad de soluciones, comportamiento asinto´tico,
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ve´ase [21] y las referencias que contiene.
1.2. Modelos de forma-interfase
Este tipo de modelos considera las fases separadas mediante una interfase, cuya dina´mi-
ca se analiza. Un ejemplo representativo de este tipo de modelos es la ecuacio´n de Mullins-
Sekerka y los ingredientes para describirla son: un dominio ⌦ ⇢ Rn, Gt ⇢ ⌦ la regio´n
ocupada por las part´ıculas y  t = @Gt la interfase (frontera de las part´ıculas). Entonces la
ecuacio´n de Mullins-Sekerka viene dada por
8>>><>>>:
 u = 0 , en ⌦/ (t)
[n ·ru]+  = v , en  (t)
u =  , en  (t)
(1.2)
donde u es la concentracio´n (dependiendo del problema espec´ıfico, puede representar el
potencial qu´ımico, la temperatura, etc), n es el vector normal unitario en la interfase  t,
v es la velocidad normal en la interfase y  es la curvatura media de  t. El salto de la
derivada normal de u al atravesar la interfase  t es [n ·ru]+  = n · ru+   n · ru , don-
de u+, u  son los l´ımites de u en  t en la direccio´n normal desde el interior y exterior de  t.
Si ⌦ es acotado, la condicio´n en la frontera viene dada por
@u
@⌘
= 0 , en @⌦.
Si ⌦ = Rn, la condicio´n viene dada por
u(x)! 0 cuando |x|!1.
Con respecto a la ecuacio´n (1.2), en dimensio´n dos y dominios acotados, X. Chen [36]
probo´ la existencia de soluciones locales. Tambie´n, probo´ la existencia de soluciones globa-
les, bajo la suposicio´n que la condicio´n inicial de la interfase es pro´xima a una esfera. En
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dimensiones mayores, en [9] y [16] se prueba la existencia y regularidad de soluciones. En
[17] se prueba la existencia de soluciones globales usando la teor´ıa de variedad central.
Por otro lado, en dominios no acotados, S. Dai [11] probo´ la existencia de soluciones
de´biles, usando el teorema de Lax-Milgram.
Para desarrollo de esquemas nume´ricos de la ecuacio´n (1.2), ve´ase, por ejemplo [3], [12]
y las referencias que contienen.
1.3. Modelos de campo-interfase
En este tipo de modelos las part´ıculas intercambian masa atrave´s de un campo ✓(t),
el cual puede ser determinado expl´ıcitamente, usando el hecho que el volumen total se
conserva. En este caso, los modelos dados por Lifshitz, Slyozov y Wagner (LSW) [24], [39],
son los ma´s representativos. La teor´ıa de LSW considera part´ıculas esfe´ricas en R3, con
centros fijos y de radio R. Adema´s, el crecimiento y decrecimiento de las part´ıculas es
llevada a cabo por la difusio´n del volumen [24]. El radio de cada part´ıcula es gobernado
por la ecuacio´n siguiente:
dR
dt
=
1
R+  
✓
✓(t)  1
R
◆
, (1.3)
donde     0 es una constante que representa la velocidad cine´tica en la interfase, ✓ es
una funcio´n que depende del tiempo e independe de la variable espacial y representa el
campo mediante el cual las part´ıculas intercambian masa (de aqu´ı se deriva el nombre de
campo-interfase).
Con respecto al modelo LSW, se han dedicado esfuerzos para obtener estimaciones de
la velocidad de crecimiento y decrecimiento. En ese sentido, en [14], [15] se demuestra que
la velocidad de crecimiento es del orden t1/3. Para ma´s resultados respecto a este modelo,
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ve´ase, por ejemplo, [32] y las referencias que contiene.
1.4. Relacio´n entre los modelos
Existe una relacio´n entre las ecuaciones (1.1), (1.2) y (1.3). El modelo de LSW se deriva
de Mullins-Sekerka, y e´ste de Cahn-Hilliard.
Como mencionamos anteriormente, durante la primera etapa de evolucio´n temporal de
la ecuacio´n de Cahn-Hilliard se observa descomposicio´n espinodal. Inicialmente el patro´n
de descomposicio´n es complicado. En una segunda etapa de la evolucio´n temporal se ob-
serva la formacio´n de nu´cleos, feno´meno denominado como nucleacio´n. En esta etapa el
crecimiento de estos nu´cleos se debe a la difusio´n de la concentracio´n. La caracter´ıstica
principal durante la nucleacio´n es la siguiente: la difusio´n de la concentracio´n en cada una
de las fases, es mucho ma´s grande comparada con la difusio´n en la interfase. Por lo tanto,
bajo estas condiciones, se puede considerar |ut| << 1 en la interfase.
Figura 1.2: Proceso de Nucleacio´n.
En ese sentido, en dominios acotados, R. Pego [31], derivo´ formalmente la ecuacio´n de
Mullins-Sekerka como un l´ımite asinto´tico de la ecuacio´n de Cahn-Hilliard, cuando ✏! 0.
Despue´s, N. Alikakos, P. Bates y X. Chen derivaron rigurosamente este resultado [1], usan-
do ana´lisis espectral. Con menos restricciones pero con la suposicio´n de soluciones radiales
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sime´tricas, B. Stoth [35] probo´ tambie´n esta convergencia.
En una primera etapa de evolucio´n de la variable temporal, en el modelo de Mullins-
Sekerka se observa la formacio´n de una gran cantidad de nu´cleos, surgiendo el feno´meno
de madurez de Ostwald [38]. El volumen total es preservado, entonces por la primera ley
de la termodina´mica (la energ´ıa se conserva), el a´rea total de las fronteras de las part´ıculas
disminuye. En una segunda etapa, se observa que los nu´cleos se cohesionan de tal forma
que se forman part´ıculas casi esfe´ricas, casi esta´ticas y separadas [19]. En ese sentido, la
teor´ıa de LSW considera part´ıculas esfe´ricas en R3, en ese caso, la interfase de la ecuacio´n
de Mullins-Sekerka esta´ formada por la unio´n de las fronteras de estas esferas.
Denotamos respectivamente por xi y Ri el centro y el radio de cada part´ıcula. Es
conocido que, en cada part´ıcula esfe´rica la solucio´n principal de la ecuacio´n de Laplace
es de la forma ai/ |x  xi|, donde ai son constantes. Por el principio de superposicio´n, la
solucio´n de la ecuacio´n de Mullins-Sekerka puede ser aproximada por la suma de estos
te´rminos monopolos. Ma´s precisamente, en [13] se demuestra que existe una funcio´n ✓(t)
independiente de la variable espacial x, de tal manera que la concentracio´n puede ser
aproximada por una superposicio´n de monopolos (de aqu´ı es que se deriva el nombre del
modelo Monopolo) de la forma siguiente:
u(t, x) =
X ai
|x  xj | + ✓(t).
La aproximacio´n por te´rminos monopolos es debido a que, tal como lo mencionamos,
las funciones
 i(x) = Rimı´n
✓
1,
Ri
|x  xi|
◆
, i = 1, 2, . . . ,M,
cumplen la siguiente condicio´n:
  i(x) = 0 (|x  xi| 6= Ri) , ⌘ ·  i(x) =  1 (|x  xi| = Ri) i = 1, 2, . . . ,M.
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Es ma´s, mediante el me´todo del flujo gradiente (este me´todo consiste en la definicio´n de
una me´trica, en el espacio tangente al conjunto formado por las fronteras de las part´ıculas
esfe´ricas, ve´ase [32], [13], [11]) se muestra que la funcio´n ✓(t) cumple la ecuacio´n siguiente:
dRi
dt
=
1
Ri +  
✓
✓(t)  1
Ri
◆
. (1.4)
Entonces, si tomamos el l´ımite cuando   !1, se obtiene
l´ım
 !1

1
Ri +  
✓
✓(t)  1
Ri
◆ 
= l´ım
 !0
"
1
Ri +
1
 
✓
✓(t)  1
Ri
◆#
= l´ım
 !0

 
 Ri + 1
✓
✓(t)  1
Ri
◆ 
= ✓(t)  1
Ri
.
Entonces, del ca´lculo de este l´ımite y de (1.4), se tiene
dRi
dt
= ✓(t)  1
Ri
. (1.5)
La derivacio´n de este modelo fue hecha considerando part´ıculas esfe´ricas en R3. Como
es mostrado en [11], la ecuacio´n 1.5 sigue siendo va´lida en Rn. En ese sentido, la funcio´n
✓(t) puede ser calculada expl´ıcitamente. En efecto, por la conservacio´n del volumen, se
tiene la siguiente igualdad
MX
i=1
Rni = cte. (1.6)
Entonces
0 =
d
dt
 
MX
i=1
Rni
!
= n
MX
i=1
Rn 1i
dRi
dt
,
y
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0 =
MX
i=1
Rn 1i
dRi
dt
=
MX
i=1
Rn 1i
✓
✓(t)  1
Ri
◆
=
MX
i=1
 
Rn 1i ✓(t) Rin 2
 
= ✓(t)
MX
i=1
Rn 1i  
MX
i=1
Rn 2i .
En consecuencia se tiene la igualdad
✓(t) =
MX
i=1
Rn 2i
MX
i=1
Rn 1i
. (1.7)
Finalmente de (1.5) y (1.7), se obtiene el modelo Monopolo (1.8).
dRi
dt
=
MX
i=1
Rn 2i
MX
i=1
Rn 1i
  1
Ri
, i = 1, 2, . . . ,M, (1.8)
donde Ri denota el radio de cada part´ıcula y M es la cantidad total de part´ıculas.
Observemos que la ecuacio´n de Mullins-Sekerka modela la concentracio´n, dentro y fue-
ra de las part´ıculas, mientras que el modeloMonopolo modela concretamente el crecimiento
y decrecimiento de las part´ıculas por medio de la dina´mica de sus radios. Como se muestra
a lo largo de este trabajo, el modelo Monopolo permite apreciar la desaparicio´n en tiempo
finito de las part´ıculas. Cuando esto ocurre el sistema (1.8) se reinicia con una part´ıcula
menos, es decir, el modelo (1.8) tendra´ M   1 ecuaciones.
A lo largo de este trabajo, con respecto al modelo Monopolo presentamos resultados
teo´ricos conocidos, como por ejemplo: desaparicio´n en tiempo finito de part´ıculas, conser-
vacio´n del orden respecto a los radios iniciales, no negatividad de las soluciones, etc. Sin
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Figura 1.3: Formacio´n de dos fases en el proceso de solidificacio´n.
embargo, existen escasos resultados sobre el control de las ecuaciones de Mullins-Sekerka
y Monopolo, ([23], [6]).
La contribucio´n de este trabajo consiste en probar la controlabilidad del modelo Mo-
nopolo, a un punto de equilibrio inestable.
El trabajo esta´ organizado de la siguiente manera: en el cap´ıtulo 2 analizamos el caso
de dos part´ıculas en R3. Mostramos la existencia y unicidad de la solucio´n v´ıa el teorema
de Picard, la extincio´n en tiempo finito de una de las part´ıculas, cotas superiores e infe-
riores de este tiempo, la conservacio´n del orden de los radios, el ana´lisis de estabilidad y
presentamos algunas simulaciones nume´ricas que ponen de manifiesto estas propiedades.
Los correspondientes co´digos se incluyen en el Ape´ndice al final de la memoria.
La dina´mica del caso general es ma´s complicada. Au´n as´ı, los ca´lculos usados en el caso
particular nos brindan los me´todos para poder abordarlo, por lo cual en el cap´ıtulo 3 se
muestran las mismas propiedades del caso particular. Como consecuencia de la conserva-
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Figura 1.4: Part´ıculas casi esfe´ricas en el proceso de solidificacio´n.
cio´n del orden de los radios, tanto en el caso particular como en el general se muestra la
no negatividad de las soluciones de (1.8). Adema´s mostramos que el punto de equilibrio en
el cual todos los radios son iguales es inestable.
Una vez comprendida y analizada la dina´mica del modelo Monopolo, en la cap´ıtulo 4
se analiza el control del mismo. Probamos el control local alrededor del punto en el cual
todas las part´ıculas tienen el mismo radio mediante un u´nico control af´ın. Esto se hace
mediante linealizacio´n y el teorema de Kalman. Como consecuencia, tambie´n obtenemos
la controlabilidad al punto de equilibrio estable.
Finalmente, en el cap´ıtulo 5 se dan las conclusiones del estudio realizado y se establecen
algunas futuras direcciones de investigacio´n.
Cap´ıtulo 2
Caso particular: M = 2, n = 3
Para tener una idea de la dina´mica de las soluciones del modelo Monopolo (1.8), primero
analizamos un caso particular: dos part´ıculas esfe´ricas en R3. Adema´s, para facilitar la
notacio´n y los ca´lculos escribimos R1 = x, R2 = y.
Luego, en este caso, el MP viene dado por
8>>>><>>>>:
dx
dt
=
x+ y
x2 + y2
  1
x
dy
dt
=
x+ y
x2 + y2
  1
y
(2.1)
con las condiciones iniciales
x(0) = x0 > 0 , y(0) = y0 > 0. (2.2)
Con ley de conservacio´n
x3 + y3 = cte. (2.3)
A lo largo de este cap´ıtulo demostramos una serie de resultados que se resumen en el
siguiente teorema:
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Teorema 2.0.1 Consideremos el sistema (2.1), con condiciones iniciales x0, y0 > 0. En-
tonces, el sistema (2.1) posee una u´nica solucio´n (x(t), y(t)) definida en [0, Tmaxi, tal que
1. Si x0 = y0, entonces, no hay movimiento.
2. Si x0 < y0, entonces, x, y son funciones no negativas, decreciente y creciente, respec-
tivamente. Adema´s
l´ım
t!Tmax
x(t) = 0 , l´ım
t!Tmax
y(t) = (x30 + y
3
0)
1/3
.
3. Si x0 > y0. Entonces, x, y son funciones no negativas, creciente y decreciente, res-
pectivamente. Adema´s
l´ım
t!Tmax
x(t) = (x30 + y
3
0)
1/3
, l´ım
t!Tmax
y(t) = 0.
En los u´ltimos dos casos, existe C > 0 tal que
x20
2
 Tmax  x0
 
x30 + y
3
0
 1/3
C
.
F´ısicamente, este teorema indica que en el caso de dos part´ıculas en R3, la part´ıcula de
menor condicio´n inicial desaparece en un tiempo finito. La otra part´ıcula crece en radio,
pero por la ley de conservacio´n no puede hacerlo arbitrariamente. Por lo tanto, los puntos
de equilibrio
 
0, ( /2)1/3
 
y
 
( /2)1/3, 0
 
son estables, ya que el sistema se detiene al
alcanzarlos.
2.1. Existencia, unicidad y conservacio´n del orden
Definamos las funciones escalares
f1(x, y) =
x+ y
x2 + y2
  1
x
, f2(x, y) =
x+ y
x2 + y2
  1
y
.
Calculemos sus respectivas derivadas parciales
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@f1
@x
=
(x  y)2   2x2
(x2 + y2)2
+
1
x2
,
@f1
@y
=
(x  y)2   2y2
(x2 + y2)2
,
@f2
@x
=
(x  y)2   2x2
(x2 + y2)2
,
@f2
@y
=
(x  y)2   2y2
(x2 + y2)2
+
1
y2
.
Estas funciones son continuas en el conjunto abierto ⌦ = R2 {(0, 0)}. Entonces, por el
teorema de Picard, para cada condicio´n inicial x0, y0 > 0, el sistema (2.1)-(2.2) posee una
u´nica solucio´n definida en una vecindad de (0, (x0, y0)). Ma´s au´n, la solucio´n esta´ definida
en un intervalo maximal Ima´x = [0, Tma´xi.
Adema´s, las soluciones conservan el orden, es decir, si x0 < y0, entonces x(t) < y(t)
para todo t 2 h0, Tma´xi. En efecto, de la ecuacio´n (2.1) se tiene
d
dt
(x  y) =  1
x
+
1
y
=
x  y
xy
.
Integrando de 0 a t
x(t)  y(t)  x0   y0 +
Z t
0
x(s)  y(s)
x(s)y(s)
ds,
por la desigualdad de Gronwall, se obtiene
x(t)  y(t)  (x0   y0) exp
✓Z t
0
1
x(s)y(s)
ds
◆
< 0.
Entonces
x(t) < y(t).
Por otro lado, como consecuencia de la conservacio´n del orden, se tienen las siguientes
desigualdades
dx
dt
=
x+ y
x2 + y2
  1
x
=
y(x  y)
x(x2 + y2)
< 0.
y
dy
dt
=
x+ y
x2 + y2
  1
x
=
x(y   x)
y(x2 + y2)
> 0.
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Por lo cual concluimos que las funciones x e y son decreciente y creciente, respectiva-
mente.
2.2. Ana´lisis de estabilidad de los puntos de equilibrio
Denotamos por
  = x30 + y
3
0. (2.4)
Y calculamos los puntos de equilibrio del sistema (2.1),
0 =
x+ y
x2 + y2
  1
x
=
x+ y
x2 + y2
  1
y
,
de estas igualdades se sigue que x = y. Luego, por la ley de conservacio´n (2.3), el punto de
equilibrio del sistema (2.1) es
⇣
( /2)1/3 , ( /2)1/3
⌘
.
Proposicio´n 2.2.1 En el sistema (2.1), el punto de equilibrio
⇣
( /2)1/3 , ( /2)1/3
⌘
es
inestable en el sentido de Lyapunov.
Demostracio´n:
Por la ecuacio´n (2.3), la solucio´n (x(t), y(t)) del sistema (2.1) es acotada, y al ser las
funciones x e y decreciente y creciente, respectivamente; existen los siguientes l´ımites
l´ım
t!Tmax
x(t), l´ım
t!Tmax
y(t) 2 @  R+ ⇥ R+  =  (0, a) 2 R2 : a   0 [ (b, 0) 2 R2 : b   0 
(2.5)
Por la ley de conservacio´n, se sigue la siguiente desigualdad
0 < y0  l´ım
t!Tmax
y(t).
Luego, de (2.5) y la ley de conservacio´n (2.3) se obtiene
l´ım
t!Tmax
x(t) = 0 , l´ım
t!Tmax
y(t) =  1/3. (2.6)
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Esta identidades prueban que el punto de equilibrio
⇣
( /2)1/3 , ( /2)1/3
⌘
es un punto
de equilibrio inestable, en el sentido de Lyapunov.
Por otro lado, al ser las funciones x e y decreciente y creciente respectivamente, se
cumple lo siguiente:
0 = l´ım
t!Tmax
x(t)  x(t) < x0 < y0 < y(t)  l´ım
t!Tmax
y(t) =  1/3 , para todo t 2 h0, Tma´xi .
Estas desigualdades implican que las funciones x e y son no negativas.
2.3. Singularidad en tiempo finito
Si consideramos condiciones iniciales de la forma x0 < y0, entonces y es una funcio´n
creciente. Pero por la ley de conservacio´n no puede crecer arbitrariamente. Por otro lado, al
ser x una funcio´n decreciente, surgen las siguientes preguntas: ¿Alcanzara´ x el valor cero?,
¿En cua´nto tiempo lo lograra´?, ¿El tiempo es finito o infinito?. En este cap´ıtulo mostramos
que esta funcio´n alcanza el valor cero. Ma´s au´n, lo hace en un tiempo finito.
Sea (x(t), y(t)) solucio´n de (2.1), definida en el intervalo maximal [0, Tmaxi. Primero
mostramos que este intervalo es finito. En efecto, por reduccio´n al absurdo, supongamos
que la solucio´n es global, es decir Tmax = +1. En este caso, al ser el intervalo infinito,
podemos aplicar el teorema de Invarianza de Lasalle, ver ape´ndice 6.1.
Consideramos la funcio´n V : R+ ⇥ R+ ! R definida por
V (x, y) = x2 + y2.
Entonces
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dV
dt
=
@V
@x
· dx
dt
+
@V
@y
· dy
dt
= 2x

x+ y
x2 + y2
  1
x
 
+ 2y

x+ y
x2 + y2
  1
y
 
= 2

x2 + xy
x2 + y2
  1
 
+ 2

xy + y2
x2 + y2
  1
 
= 2

x2 + 2xy + y2
x2 + y2
  2
 
=
 2(x  y)2
(x2 + y2)
 0.
Por lo tanto V constituye una funcio´n de Lyapunov para el sistema (2.1). Por la ley de
conservacio´n (2.3), el conjunto de puntos cr´ıticos por este funcional viene dado por
E =
⇢
(x, y) 2 R2 :
✓
dV
dt
◆
(x, y) = 0
 
=
( ✓
 
2
◆1/3
,
✓
 
2
◆1/3!)
.
Adema´s, la solucio´n del sistema (2.1) es acotada, y por el teorema de Invarianza de
Lasalle, ver ape´ndice 6.1, e´sta converge a un punto del conjunto E. Al ser E un conjunto
unitario, se cumplen las siguientes identidades
l´ım
t!Tmax
x(t) =
✓
 
2
◆1/3
, l´ım
t!Tmax
y(t) =
✓
 
2
◆1/3
.
Esto contradice (2.6), por lo tanto Tma´x <1.
2.4. Acotacio´n de Tma´x
A continuacio´n acotamos Tma´x, tanto inferior como superiormente. Sin duda, esto
sera´ de gran ayuda para las posteriores simulaciones nume´ricas. Ma´s precisamente, rea-
lizamos ensayos nume´ricos para instantes de tiempo t  Tma´x.
Supongamos que se tienen las condiciones iniciales x0 < y0, y denotamos
a3 = x30 + y
3
0. (2.7)
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Entonces por el teorema 2.0.1 se tienen las identidades siguientes:
l´ım
t!Tmax
x(t) = 0 , l´ım
t!Tmax
y(t) = a.
Haciendo el cambio de variable: X = x/a, Y = y/a, tenemos
x = aX ,
dx
dt
= a
dX
dt
, (2.8)
y = aY ,
dy
dt
= a
dY
dt
, (2.9)
y
X(0) = X0 =
x(0)
a
=
x0
a
, Y (0) = Y0 =
y(0)
a
=
y0
a
, X30 + Y
3
0 = 1.
Reemplazando estas identidades en (2.1), obtenemos
a
dX
dt
=
aX + aY
a2X2 + a2Y 2
  1
aX
=
X + Y
a(X2 + Y 2)
  1
aX
.
a2
dX
dt
=
X + Y
X2 + Y 2
  1
X
. (2.10)
De (2.8), (2.9) y la ley de conservacio´n del orden, se tiene la desigualdad
X(t) < Y (t) , para todo t 2 h0, Tma´xi .
Entonces se tiene la desigualdad
X + Y
X2 + Y 2
  1
X
< 0.
Por lo tanto
 C = sup
X<Y
✓
X + Y
X2 + Y 2
  1
X
◆
<1, (2.11)
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donde C > 0. El valor de C puede ser calculado aproximadamente, por ejemplo si usamos
Mathematica.
De la ecuacio´n (2.10), se tiene
a2
dX
dt
  C.
Integrando de 0 a t
a2 (X(t) X(0))   Ct.
Tomando l´ımite cuando t! Tma´x, se obtiene la desigualdad
Tma´x  a
2X(0)
C
=
ax0
C
.
Por otro lado, de la ecuacio´n (2.1), se sigue inmediatamente que
dx
dt
=
x+ y
x2 + y2
  1
x
   1
x
,
d
dt
 
x2(t)
     2.
Integrando de 0 a t
x2(t)  x2(0)    2t.
Tomando l´ımite cuando t! Tma´x, obtenemos la desigualdad
x20
2
 Tma´x.
Finalmente de la ecuacio´n (2.7), se tienen las cotas para el tiempo Tma´x
x20
2
 Tma´x  ax0C =
x0
 
x30 + y
3
0
 1/3
C
, (2.12)
donde C es solucio´n del problema (2.11).
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XXXXXXXXXXXXXXXXCondicio´n inicial
Cota Tma´x
Inf.:
x20
2 Sup.:
x0(x30+y30)
1/3
0,212199 rd. final: (x
3
0 + y
3
0)
1/3
Figura 2.1 : x0 = 1 , y0 = 1,01 0.5 5.9673 1.2663
Figura 2.2 : x0 = 2 , y0 = 2,1 2 24.3580 2.5844
Figura 2.3 : x0 = 10 , y0 = 1000 50 980.2515 20.8008
Figura 2.4 : x0 = 20 , y0 = 20000 200 1.8850x106 2x104
Figura 2.5 : x0 = 50 , y0 = 5⇥ 105 1250 1.1781x108 5x105
Cuadro 2.1: Resultados de las simulaciones nume´ricas: cotas de Tma´x y radio final.
Figura 2.1: Condiciones iniciales: x0 = 1, y0 = 1,01.
2.5. Simulaciones nume´ricas
Hasta el momento, hemos estudiado cuestiones teo´ricas del caso particular del modelo
Monopolo. Con el fin de reflejar estos resultados teo´ricos, en esta seccio´n procedemos a pre-
sentar algunas simulaciones nume´ricas adecuadas. Los correspondientes co´digos de Matlab,
basados en el uso de ode45.m, esta´n incluidos en la seccio´n 6.3 del Ape´ndice.
Primeramente, para hacer las simulaciones nume´ricas se hace necesario conocer las co-
tas del intervalo del tiempo de la solucio´n de (2.1). Para ello, aproximamos nume´ricamente
la solucio´n de (2.11). Por ejemplo usando el programa Mathematica, el valor aproximado
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Figura 2.2: Condiciones iniciales: x0 = 2, y0 = 2,1.
Figura 2.3: Condiciones iniciales: x0 = 10, y0 = 1000.
de C es 0,212199.
Los valores respectivos de las condiciones iniciales de las simulaciones son mostrados
en la tabla 2.5.
Las figuras del 2.1 al 2.5, muestran que la part´ıcula de menor condicio´n inicial desapare-
ce en tiempo finito. Adema´s, por la desigualdad (2.12), podemos estimar respectivas cotas
inferior y superior para este tiempo. Por otro lado, por teorema 2.0.1 hallamos expl´ıcita-
mente el radio final de la part´ıcula de mayor condicio´n inicial. Todos estos resultados son
mostrados en la tabla 2.5.
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Figura 2.4: Condiciones iniciales: x0 = 20, y0 = 20000.
Figura 2.5: Condiciones iniciales: x0 = 50, y0 = 500000.
Observamos que, las diferencias entre las condiciones iniciales en las figuras 2.1 y 2.2
son menores que 1, mientras que las diferencias entre las respectivas cotas de de Tma´x son
menores que 100.
Asimismo, la diferencia de las condiciones iniciales de las figuras 2.3, 2.4 y 2.5 son ma-
yores que 1, y las respectivas cotas de Tmax no son refinadas. Au´n as´ı, en este caso, se hace
notar que mientras ma´s sea la distancia entre las condiciones iniciales, el tiempo en el que
desaparece una part´ıcula se aproxima a la cota inferior x20/2.
Cap´ıtulo 3
Modelo Monopolo - Caso general
Los resultados obtenidos en el caso particular del modelo Monopolo, estudiados en la
cap´ıtulo 2, nos permiten vislumbrar las propiedades que caracterizan a este modelo: des-
aparicio´n en tiempo finito de part´ıculas, conservacio´n del orden de acuerdo a las condiciones
iniciales, la inestabilidad del punto de equilibrio en el cual todos los radios de las part´ıculas
son iguales, etc. En este cap´ıtulo, mostramos todas estas propiedades para el caso general.
Es necesario recordar que el modelo Monopolo, viene dado por (1.8)
dRi
dt
= ✓(t)  1
Ri
=
MX
i=1
Ri
n 2
NX
i=1
Ri
n 1
  1
Ri
i = 1, 2, . . . ,M,
con las condiciones iniciales Ri(0) > 0, i = 1, 2, . . . ,M , y la ley de conservacio´n
MX
i=1
Rni = cte.
A lo largo de este cap´ıtulo mostraremos una serie de resultados, los cuales se resumen
en el teorema siguiente:
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Teorema 3.0.1 Consideremos el sistema (1.8), con condiciones iniciales de la siguiente
forma
R1(0) < R2(0) < . . . < RM (0).
Entonces, el sistema (1.8) posee una u´nica solucio´n (R1(t), R2(t), . . . , RM (t)) y se cum-
ple lo siguiente
1. R1(t) < R2(t) < . . . < RM (t).
2. R1 y RM son funciones decreciente y creciente, respectivamente.
3. Ri(t)   0 , i = 1, 2, . . . ,M .
Adema´s, existen escalares Ti > 0 caracterizados por
T1 < T2 < . . . < TM y l´ım
t!Ti
Ri(t) = 0.
F´ısicamente este teorema indica que si consideramos M part´ıculas, dadas segu´n las
condiciones iniciales (3.1), entonces la part´ıcula de menor condicio´n inicial desaparece en
tiempo finito T1. Luego el sistema es renovado con M   1 part´ıculas, y el proceso vuelve a
repetirse con las condiciones iniciales Ri(T1), y as´ı sucesivamente. Por lo tanto, concluimos
que en un tiempo finito, tendremos una u´nica esfera cuyo radio sera´Rf =
⇣PM
i=1R
n
i (0)
⌘1/n
.
Ma´s au´n, el punto
✓
0, 0, . . . , 0,
⇣PM
i=1R
n
i (0)
⌘1/n◆
es estable, ya que el sistema se detiene
al alcanzarlo.
3.1. Existencia, unicidad y conservacio´n del orden
Con respecto al sistema (1.8), definimos las funciones escalares
fi(R1, R2, . . . , RM ) =
MX
i=1
Ri
n 2
NX
i=1
Ri
n 1
  1
Ri
i = 1, 2, . . . ,M.
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Calculamos sus respectivas derivadas parciales. Distinguimos dos casos.
1. Primer caso. Si i = j.
@fj
@Ri
=
 
MX
k=1
Rn 1k
!
@
@Ri
 
MX
k=1
Rn 2k
!
 
 
MX
k=1
Rn 2k
!
@
@Ri
 
MX
k=1
Rn 1k
!
 
MX
k=1
Rn 1k
!2 + 1R2i
=
MX
k=1
Rn 1k ·
⇥
(n  2)Rn 3i
⇤  MX
k=1
Rn 2k ·
⇥
(n  1)Rn 2i
⇤
 
MX
k=1
Rn 1k
!2 + 1R2i
=
X
k 6=i
(n  2)Rn 1k Rn 3i  
X
k 6=i
(n  1)Rn 2k Rn 2i  R2n 4i 
MX
k=1
Rn 1k
!2 + 1R2i
=
X
k 6=i
(n  2)Rn 1k Rn 1i  
X
k 6=i
(n  1)Rn 2k Rni  R2n 2i +
 
MX
k=1
Rn 1k
!2
 
MX
k=1
Rn 1k Ri
!2 .
2. Segundo caso. Si i 6= j.
@fj
@Ri
=
 
MX
k=1
Rn 1k
!
@
@Ri
 
MX
k=1
Rn 2k
!
 
 
MX
k=1
Rn 2k
!
@
@Ri
 
MX
k=1
Rn 1k
!
 
MX
k=1
Rn 1k
!2
=
X
k 6=i
(n  2)Rn 1k Rn 3i  
X
k 6=i
(n  1)Rn 2k Rn 2i  R2n 4i 
MX
k=1
Rn 1k
!2 .
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Las funciones fi y sus respectivas derivadas parciales son continuas en el conjunto abierto
⌦ = RM   {0}. Entonces, por el teorema de Picard, para cada M tupla de condiciones
iniciales Ri(0) > 0, el sistema (1.8) posee una u´nica solucio´n definida en una vecindad
de (0, (R1(0), R2(0), . . . , RM (0))). Ma´s au´n, la solucio´n existe en un intervalo maximal
Ima´x = [0, T1i.
A continuacio´n mostramos la conservacio´n del orden de las soluciones. Para ello sean
i 6= j 2 {1, 2, . . . ,M} y supongamos que Ri(0) < Rj(0). Entonces
d
dt
(Ri  Rj) =   1
Ri
+
1
Rj
=
Ri  Rj
RiRj
.
Integrando de 0 a t
Ri(t) Rj(t)  Ri(0) Rj(0) +
Z t
0
Ri(s) Rj(s)
Ri(s)Rj(s)
ds.
Por la desigualdad de Gronwall, se obtiene
Ri(t) Rj(t)  (Ri(0) Rj(0)) exp
✓Z t
0
1
Ri(s)Rj(s)
ds
◆
< 0.
Entonces
Ri(t) < Rj(t).
Adema´s, si las condiciones iniciales cumplen
R1(0) < R2(0) < . . . < RM (0), (3.1)
entonces las funciones R1 y RM son decreciente y creciente, respectivamente. En efecto,
por la conservacio´n del orden de las soluciones y por ser R1 la part´ıcula de menor radio
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inicial, se cumple
R1 < Ri,
R1R
n 2
i < R
n 1
i ,
R1
MX
i=1
Rn 2i <
MX
i=1
Rn 1i .
De la ecuacio´n (1.8)
dR1
dt
=
R1
MX
i=1
Rn 2i  
MX
i=1
Rn 1i
MX
i=1
Rn 1i
< 0.
Esta desigualdad muestra que el radio de la part´ıcula de menor condicio´n inicial, R1, es
decreciente.
Por otro lado, al ser RM la part´ıcula de mayor radio inicial, y nuevamente por la ley
de conservacio´n de orden, se cumple
Ri < RM ,
Rn 1i < RMR
n 2
i ,
MX
i=1
Rn 1i < RM
MX
i=1
Rn 2i .
De la ecuacio´n (1.8)
dRM
dt
=
RM
MX
i=1
Rn 2i  
MX
i=1
Rn 1i
MX
i=1
Rn 1i
> 0.
Esta desigualdad muestra que el radio de la part´ıcula de mayor condicio´n inicial, RM , es
creciente.
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3.2. Ana´lisis de estabilidad de los puntos de equilibrio
Hallemos los puntos de equilibrio del sistema (1.8) . Dados i 6= j 2 {1, 2, . . . ,M} e
igualando a cero cada te´rmino de la derecha de este sistema obtenemos
0 = ✓(t)  1
Ri
= ✓(t)  1
Rj
,
luego
1
Ri
=
1
Rj
.
Entonces Ri = Rj . As´ı, en el caso general, el punto de equilibrio es A = (a, a, . . . , a) 2 RM ,
donde
a =
0BBBBB@
MX
i=1
Rni
M
1CCCCCA
1/n
.
Ana´logamente al caso particular, la inestabilidad del punto A se prueba por la conser-
vacio´n del orden de las soluciones. En efecto, por la ley de conservacio´n (1.6), la solucio´n
(R1(t), R2(t), . . . , RM (t)) del sistema (1.8) es acotada, y al ser las funciones R1 y RM
decreciente y creciente, respectivamente; existen los siguientes l´ımites
l´ım
t!T1
R1(t), l´ım
t!T1
RM (t) 2 @
⇣ 
R+
 M⌘
,
Por otro lado, por la ley de conservacio´n (1.6), se sigue la siguiente desigualdad
0 < RM (0)  l´ım
t!Tmax
RM (t),
entonces, existen bi > 0 tal que
l´ım
t!T1
(R1(t), R2(t), . . . , RM (t)) = (0, b2, . . . , bM ). (3.2)
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Esta identidad prueba la inestabilidad, en el sentido de Lyapunov, del punto de equili-
brio A. Finalmente por la conservacio´n del orden de las soluciones, se cumplen lo siguiente:
0 = l´ım
t!T1
R1(t)  R1(t) < . . . < Ri(t) < RM (t) < l´ım
t!T1
RM (t) , para todo t 2 h0, T1i .
Estas desigualdades implican que las funciones (Ri)i2{1,2,...,M} son no negativas.
3.3. Singularidad en tiempo finito
Sea (R1(t), R2(t), . . . , RM (t)) la solucio´n de (1.8), definida en el intervalo maximal
[0, T1i. Tal como sucede en el caso particular estudiado en la cap´ıtulo 2, probaremos que
T1 es finito. En efecto, por reduccio´n al absurdo, supongamos que T1 = +1 (en cuyo
caso podemos aplicar el teorema de Invarianza de Lasalle), y consideramos la funcio´n
V : (R+)M ! R definida por
V (R1, R2, . . . , RM ) =
MX
j=1
Rn 1j .
De (1.8), obtenemos
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dV
dt
=
MX
i=1
24 @
@Ri
0@ MX
j=1
Rn 1j
1A . d
dt
Ri
35 = MX
i=1
24 @
@Ri
0@Rn 1i + MX
j 6=i
Rn 1j
1A . d
dt
Ri
35
= (n  1)
MX
i=1
Rn 2i .
d
dt
Ri = (n  1)
MX
i=1
Rn 2i .
0BBBBB@
MX
j=1
Ri
n 2
MX
j=1
Ri
n 1
  1
Ri
1CCCCCA
= (n  1)
MX
i=1
0BBBBB@
Rn 2i
MX
j=1
Rn 2j  Rn 3i
MX
j=1
Rn 1j
MX
j=1
Rn 1j
1CCCCCA
=
n  1
MX
j=1
Rn 1j
 
MX
i=1
Rn 2i
MX
i=1
Rn 2i  
MX
i=1
Rn 1i
MX
i=1
Rn 3i
!
 0.
Por lo tanto V constituye una funcio´n de Lyapunov para el sistema (1.8). Por la ley de
conservacio´n (1.6), el conjunto de puntos cr´ıticos por este funcional viene dado por
E =
⇢
X 2 RM :
✓
dV
dt
◆
X = 0
 
= {A} . (3.3)
En efecto, si denotamos⇣
R(n 3)/21 , R
(n 3)/2
2 , . . . , R
(n 3)/2
M
⌘
,
⇣
R(n 1)/21 , R
(n 1)/2
2 , . . . , R
(n 1)/2
M
⌘
2 RM ,
entonces, con el producto interno usual de RM y la desigualdad de Cauchy-Schwarz, se
obtiene 
MX
i=1
Rn 2i
!2
=
 
MX
i=1
R(n 3)/2i R
(n 1)/2
2
!2

MX
i=1
⇣
R(n 3)/2i
⌘2 MX
i=1
⇣
R(n 1)/2i
⌘2
=
MX
i=1
Rn 3i
MX
i=1
Rn 1i .
Adema´s, la igualdad se da si y so´lo si existe una funcio´n de valores reales,  (t), tal que
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R(n 1)/2i =  R
(n 3)/2
i , para todo i = 1, 2, . . . ,M.
As´ı, obtenemos la igualdad si y so´lo si
  = Ri , para todo i = 1, 2, . . . ,M,
es decir, cuando todos los radios son iguales. Esto prueba la identidad (3.3).
Desde que las soluciones son acotadas y aplicando nuevamente el Teorema de Invarianza
de Lasalle, ver ape´ndice 6.1, obtenemos
l´ım
t!1Ri(t) = a , para todo i = 1, 2, . . . ,M.
Esto contradice (3.2). Esta contradiccio´n proviene de suponer que T1 = +1. Por lo cual
T1 < +1.
Con respecto al orden de las condiciones iniciales dado en (3.1), cabe preguntarse: ¿Cua´l
es el comportamiento de las soluciones, si dos o ma´s condiciones iniciales son iguales?. Si
ocurre este caso, por los ca´lculos realizados y por la unicidad de solucio´n, los radios de las
part´ıculas de igual condicio´n inicial poseen la misma solucio´n. A manera de ilustracio´n,
exponemos dos ejemplos.
En el primero, supongamos que las condiciones iniciales son ordenadas de la siguiente
forma
R1(0) < R2(0) = R3(0) = . . . = RM (0).
Entonces la primera part´ıcula desaparece en un tiempo finito T1, luego el sistema es re-
novado con M   1 part´ıculas con condiciones iniciales iguales a R2(T1), y por lo tanto
el sistema no evoluciona ma´s. As´ı, observamos que en un tiempo finito se obtiene M   1
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part´ıculas del mismo radio.
En el segundo ejemplo, supongamos que las condiciones iniciales son ordenadas de la
siguiente forma
R1(0) = R2(0) = . . . = RM 1 < RM (0).
Entonces las primeras M   1 part´ıculas desaparecen en un tiempo finito, por lo cual final-
mente obtenemos a RM , como la u´nica part´ıcula.
3.4. Acotacio´n de T1
La acotacio´n de Tmax, en el caso particular estudiado en la cap´ıtulo 2, se debio´ en gran
medida a que se contaba con dos part´ıculas. Luego, gracias a la ley de conservacio´n, se re-
dujo el sistema de dos variable a otro, de solo una variable. En el caso general, si seguimos
el mismo procedimiento, nos encontramos con un obsta´culo: al usar la ley de conservacio´n,
reduciremos el sistema de M ecuaciones, a otro de M   1; y de este, no podemos derivar
una cota superior para el tiempo T1.
Sin embargo, siguiendo la misma idea del caso particular, calcularemos una cota inferior
para el tiempo T1. De la ecuacio´n (1.8)
dR1
dt
=
MX
i=1
Rn 2i
MX
i=1
Rn 1i
  1
R1
    1
R1
.
Entonces
d
dt
 
R21
     2.
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Integrando de 0 a t
R21(t) R21(0)    2t.
Tomando el l´ımite cuando t! T1, obtenemos
R21(0)
2
 T1.
Cap´ıtulo 4
Controlabilidad del modelo
Monopolo
En este cap´ıtulo estudiamos la controlabilidad del modelo Monopolo (1.8). Para este
propo´sito, consideramos controles afines, es decir, controles de la forma
MX
i=1
uigi(R),
donde gi, son funciones cuya regularidad se dara´ ma´s adelante.
Por lo tanto el sistema a controlar es de la forma
dRi
dt
=
MX
i=1
Ri
n 2
MX
i=1
Ri
n 1
  1
Ri
+ uigi(R), (4.1)
donde R = (R1, R2, R3, ..., RM ) 2 RM , ui son los controles y gi son funciones de clase
C1((R+)M ).
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En solidificacio´n, los controles ui representan, por ejemplo, una fuerza externa generada
meca´nicamente por un campo magne´tico, ve´ase [37] y las referencias que contienen. Por lo
tanto, f´ısicamente el sistema (4.1) representa el control de un nu´mero finito de part´ıculas
bajo la accio´n de unas fuerzas generadas por campos magne´ticos en cada una de ellas.
En este cap´ıtulo mostramos que es el sistema (4.1) es controlable. Ma´s au´n, esto ocurre
con la aplicacio´n de un u´nico control actuando sobre la part´ıcula de menor condicio´n inicial.
4.1. Control al punto de equilibrio inestable
Sean las funciones Gi : RM ⇥ RM ! R y G : RM ⇥ RM ! RM definidas por
Gi(R, u) =
MX
i=1
Ri
n 2
MX
i=1
Ri
n 1
  1
Ri
+ uigi(R) , i = 1, 2, . . . ,M.
G(R, u) = (G1(R, u), G2(R, u), . . . , GM (R, u)).
Entonces, si denotamos por A el punto de equilibrio del sistema (1.8), donde todos los
radios son iguales, se sigue que G(A, 0) = 0. Por lo tanto, el punto (A, 0) 2 RM ⇥RM es un
punto de equilibrio del sistema (4,1). La linealizacio´n del sistema (4,1) alrededor de este
punto es
dR
dt
=
@G
@R
(A, 0)R+
@G
@u
(A, 0)u. (4.2)
El camino a seguir sera´, dar las condiciones bajo las cuales el sistema (4.2) cumple
la condicio´n de rango de Kalman. Obteniendo como consecuencia, la controlabilidad local
alrededor punto de equilibrio (A, 0) del sistema (4.1), ve´ase Ape´ndice 6.2.
El resultado principal de esta seccio´n es dado en el teorema siguiente:
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Teorema 4.1.1 Supongamos que se cumple:
g1(A) 6= 0 , gi(A) = 0 , i = 2, 3, . . . ,M.
Entonces, el sistema (4.1) es localmente controlable al punto de equilibrio (A, 0).
Como corolario de este teorema, la controlabilidad del sistema (4.1) se logra mediante
un u´nico control af´ın, actuando sobre la primera part´ıcula. En efecto, basta considerar la
condicio´n siguiente:
g1(A) 6= 0 , gi ⌘ 0 , i = 2, 3, . . . ,M. (4.3)
4.1.1. Ca´lculo de la matriz jacobiana
Sean i, j 2 {1, 2, ...,M}. Entonces, calculamos las respectivas derivadas parciales, por
lo cual se distinguen los siguientes casos:
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1. Primer caso. Si i = j, entonces
@Gj
@Ri
=
MX
k=1
Rn 1k
@
@Ri
 
MX
k=1
Rn 2k
!
 
MX
k=1
Rn 2k
@
@Ri
 
MX
k=1
Rn 1k
!
 
MX
k=1
Rn 1k
!2 + 1R2i + ui. @@Ri (gi(R))
=
MX
k=1
Rn 1k .
⇥
(n  2)Rn 3i
⇤  MX
k=1
Rn 2k
⇥
(n  1)Rn 2i
⇤
 
MX
k=1
Rn 1k
!2 + 1R2i + ui @@Ri (gi(R))
=
X
k 6=i
(n  2)Rn 1k Rn 3i  
X
k 6=i
(n  1)Rn 2k Rn 2i  R2n 4i 
MX
k=1
Rn 1k
!2 + 1R2i + ui @@Ri (gi(R))
=
X
k 6=i
(n  2)Rn 1k Rn 1i  
X
k 6=i
(n  1)Rn 2k Rni  R2n 2i +
 
MX
k=1
Rn 1k
!2
 
MX
k=1
Rn 1k Ri
!2 + ui @@Ri (gi(R)) .
Evaluando en el punto (A, 0), obtenemos
@Gj
@Ri
(A, 0) =
@Fi
@Ri
(A, 0) = a 2
✓
1  1
M
◆
. (4.4)
2. Segundo caso. Si i 6= j, entonces
@Gj
@Ri
=
MX
k=1
Rn 1k ·
@
@Ri
 
MX
k=1
Rn 2k
!
 
MX
k=1
Rn 2k ·
@
@Ri
 
MX
k=1
Rn 1k
!
 
MX
k=1
Rn 1k
!2 + uj · @@Ri (gj(R)) .
Operando
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@Gj
@Ri
=
X
k 6=i
(n  2)Rn 1k Rn 3i  
X
k 6=i
(n  1)Rn 2k Rn 2i  R2n 4i 
MX
k=1
Rn 1k
!2 + uj · @@Ri (gj(R)) .
Evaluando en el punto (A, 0), obtenemos
@Gj
@Ri
(A, 0) =  a
 2
M
. (4.5)
Adema´s
@G
@ui
(A, 0) = gi(A) , i = 1, 2, . . . ,M. (4.6)
4.1.2. Ana´lisis del sistema linealizado
En esta seccio´n probamos el control alrededor del punto de equilibrio (A, 0), del sistema
linealizado (4.2). Por induccio´n obtendremos la matriz de Kalman y finalmente aplicamos
la condicio´n de rango, ve´ase Ape´ndice 6.2. De (4.4), (4.5) y (4.6)
dR
dt
=
@G
@R
(A, 0)R+
@G
@u
(A, 0)u = CR+Du,
donde
C =
26666666664
a 2
✓
1  1
M
◆
 a
 2
M
. . .  a
 2
M
 a
 2
M
a 2
✓
1  1
M
◆
. . .  a
 2
M
...
...
 a
 2
M
 a
 2
M
. . . a 2
✓
1  1
M
◆
37777777775
, D =
26666664
g1(A)
g2(A)
...
gM (A)
37777775 . (4.7)
Por otro lado, para cada p 2 N, definimos la matriz
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Ep =
26666666664
a 2p
✓
1  1
M
◆
 a
 2p
M
. . .  a
 2p
M
 a
 2p
M
a 2p
✓
1  1
M
◆
. . .  a
 2p
M
...
...
 a
 2p
M
 a
 2p
M
. . . a 2p
✓
1  1
M
◆
37777777775
.
A continuacio´n, probamos que para todo p 2 N, se cumple Cp = Ep. En efecto, sea
P = {p 2 N : Cp = Ep}.
De (4,7), 1 2 P . Supongamos que Cp = Ep (hipo´tesis auxiliar), y calculamos la potencia
p+ 1-e´sima de la matriz C
Cp+1 = Cp · C = Ep · C =
26666666664
a 2p
✓
1  1
M
◆
 a
 2p
M
. . .  a
 2p
M
 a
 2p
M
a 2p
✓
1  1
M
◆
. . .  a
 2p
M
...
...
 a
 2p
M
 a
 2p
M
. . . a 2p
✓
1  1
M
◆
37777777775
·
26666666664
a 2
✓
1  1
M
◆
 a
 2
M
. . .  a
 2
M
 a
 2
M
a 2
✓
1  1
M
◆
. . .  a
 2
M
...
...
 a
 2
M
 a
 2
M
. . . a 2
✓
1  1
M
◆
37777777775
=
266666666664
a 2(p+1)
✓
1  1
M
◆
 a
 2(p+1)
M
. . .  a
 2(p+1)
M
 a
 2(p+1)
M
a 2(p+1)
✓
1  1
M
◆
. . .  a
 2(p+1)
M
...
...
 a
 2(p+1)
M
 a
 2(p+1)
M
. . . a 2(p+1)
✓
1  1
M
◆
377777777775
= Ep+1.
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Por lo tanto, p+ 1 2 P . Entonces, para cada p 2 N
Cp ·D =
266666666666664
a 2pg1(A)  a
 2p
M
MX
k=1
gk(A)
a 2pg2(A)  a
 2p
M
MX
k=1
gk(A)
...
a 2pgM (A)  a
 2p
M
MX
k=1
gk(A)
377777777777775
.
As´ı, la matriz de Kalman del sistema linealizado (4.2), viene dada por
K =
h
D,CD,C2D, . . . , CM 1D
i
=
=
266666666666664
g1(A) a 2g1(A)  a
 2
M
MX
k=1
gk(A) . . . a 2(M 1)g1(A)  a
 2(M 1)
M
MX
k=1
gk(A)
g2(A) a 2g2(A)  a
 2
M
MX
k=1
gk(A) . . . a 2(M 1)g2(A)  a
 2(M 1)
M
MX
k=1
gk(A)
...
...
gM (A) a 2gM (A)  a
 2
M
MX
k=1
gk(A) . . . a 2(M 1)gM (A)  a
 2(M 1)
M
MX
k=1
gk(A)
377777777777775
.
Entonces el sistema linealizado es controlable si y so´lo si rank(K) = M . Por lo tanto, si
consideramos la condicio´n siguiente
g1(A) 6= 0 , gi(A) = 0 , i = 2, 3, . . . ,M,
entonces la matriz K, se convierte en
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2666666664
g1(A) a 2g1(A)  a
 2
M
g1(A) . . . a 2(M 1)g1(A)  a
 2(M 1)
M
g1(A)
0  a
 2
M
g1(A) . . .  a
 2(M 1)
M
g1(A)
...
...
0  a
 2
M
g1(A) . . .  a
 2(M 1)
M
g1(A)
3777777775
,
matriz cuyo rango es igual a M .
Entonces el sistema (4.2) es controlable. Por lo tanto podemos concluir que el sistema
(4.1) es localmente controlable alrededor del punto (A, 0).
Cap´ıtulo 5
Conclusiones
El estudio de la solidificacio´n es un problema relevante por sus variadas aplicaciones
a la vida real, debido a que casi todo lo que usamos en la vida cotidiana ha pasado por
un proceso de solidificacio´n. En este proceso intervienen muchas variables tales como la
temperatura, presio´n, densidad, potencial qu´ımico, etc.
El modelo obtenido debe reflejar las principales propiedades de este tipo de procesos,
propiedades como desaparicio´n en tiempo finito de part´ıculas, conservacio´n del volumen,
a´rea total no creciente, etc.
Los diferentes modelos que describen este tipo de feno´menos, se denominan modelos de
transicio´n de fases. En la introduccio´n de este trabajo exploramos la literatura de las ecua-
ciones de Cahn-Hilliard, Mullins-Sekerka y Monopolo, derivado del modelo LSW. Adema´s,
en la jerarqu´ıa de estos modelos se observa que, ecuaciones ma´s simples brindan una apro-
ximacio´n adecuada durante el proceso de solidificacio´n, dependiendo de la etapa que se
requiera analizar. En efecto, la ecuacio´n de Cahn-Hilliard es buena aproximacio´n durante
una primera etapa de evolucio´n de la variable temporal, denonimada descomposicio´n espi-
nodal. Durante una segunda etapa, se observa que la difusio´n entre las dos fases es mucho
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mayor que en la interface, por ello la ecuacio´n de Mullins-Sekerka brinda una buena apro-
ximacio´n. Finalmente, en el proceso denominado madurez Ostwald, se observa una gran
cantidad de part´ıculas de forma casi esfe´rica, en competicio´n por la masa. En esta etapa,
una buena aproximacio´n es la del Monopolo.
Respecto al Monopolo, se demostro´ la controlabilidad local alrededor del punto de
equilibrio inestable. Cabe resaltar que, al ser el Monopolo un modelo de campo-interfase
(part´ıculas intercambiando masa atrave´s de un campo), la controlabilidad actuando sobre
una u´nica part´ıcula refleja la estrecha relacio´n de todas las part´ıculas por medio de ✓(t).
Para el control se considero´ controles afines. Por ejemplo, en solidificacio´n de metales,
este control representa la fuerza generada por un campo magne´tico.
Adema´s de los resultados presentados, actualmente estamos estudiando el control op-
timal y la estabilizacio´n del control.
Cap´ıtulo 6
Ape´ndice
6.1. Estabilidad en el sentido de Lyapunov
Los resultados de esta seccio´n pueden consultarse en Lukes [25]. Nos interesa saber el
estudio de estabilidad en torno a puntos de equilibrio, adema´s el modelo Monopolo es un
sistema dina´mico auto´nomo.
Definicio´n 6.1.1 Un sistema dina´mico de la forma
dx
dt
= f(x). (6.1)
se denomina auto´nomo, ya que f es independiente del tiempo.
Definicio´n 6.1.2 Un punto de equilibrio x0 del sistema auto´nomo (6.1) es estable, si para
todo ✏ > 0 existe   =  (✏) > 0 tal que si '(t) es una solucio´n de (6.1) cumpliendo
|'(0)  x0| <   entonces |'(t)  x0| < ✏ , para todo t   0.
Si adema´s, existe  1 > 0 cumpliendo
|'(0)  x0| <  1 entonces l´ım
t!+1'(t) = x0,
entonces, x0 se dice asinto´ticamente estable.
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Probar estabilidad de un punto de equilibrio a partir de la definicio´n es una tarea
laboriosa, por ello enunciaremos algunos teoremas que brindan condiciones necesarias para
determinar la estabilidad.
Definicio´n 6.1.3 Sean, x0 un punto de equilibrio de (6.1) y U una vecindad de x0. Una
funcio´n diferenciable V : U ! R se denomina funcio´n de Lyapunov en x0, si satisface
1. V (x0) = 0 , V (x) > 0 , para todo x 2 U   {x0}.
2.
dV
dt
= (rV · f)(x)  0 , para todo x 2 U.
Adema´s, si satisface
3.
dV
dt
= (rV · f)(x) < 0 , para todo x 2 U   {x0},
se denomina funcio´n de Lyapunov estricta, en x0.
Teorema 6.1.1 Sea x0 un punto de equilibrio de (6.1). Si existe una funcio´n de Lyapunov
para x0, entonces x0 es estable. Adema´s si la funcio´n de Lyapunov es estricta entonces x0
es asinto´ticamente estable.
Adema´s de este teorema, existe otro muy utilizado para determinar si un punto de equi-
librio x0 es asinto´ticamente estable. Existen diferentes versiones de este teorema. Enuncia-
mos el que usamos en este trabajo.
Teorema 6.1.2 (Teorema de Invarianza de Lasalle) Supongamos que para el siste-
ma auto´nomo (6.1), existe una funcio´n V : ⌦! R con primeras derivas parciales continuas
tal que
dV
dt
= (rV · f)(x)  0 , para todo x 2 ⌦.
Sea E = {x : (rV · f)(x) = 0} y M un subconjunto invariante en E. Entonces toda
solucio´n acotada de (6.1) converge a un punto de M , cuando t! +1.
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6.2. Control de sistemas dina´micos
Los resultados de esta seccio´n pueden consultarse en Coron [5]. Empezamos con algunas
definiciones y resultados de control lineal. Sea n,m 2 N y T > 0. Consideramos el sistema
lineal
8>>><>>>:
dx
dt
= Ax(t) +Bu(t) , para todo t 2 (0, T ) ,
x(0) = x0.
(6.2)
donde A 2 Mn⇥n(R), B 2 Mn⇥m(R), x0 2 Rn. La funcio´n x : [0, T ] ! Rn representa el
estado y u : [0, T ]! Rm el control. En la pra´ctica m  n, ya que nos interesa aplicar una
mı´nima cantidad de controles.
Definicio´n 6.2.1 El sistema (6.2) es controlable en tiempo T > 0 si: dados x0, x1 2 Rn,
existe u 2 L2((0, T ) ;Rm) tal que la solucio´n de (6.2) satisface x(T ) = x1.
Teorema 6.2.1 (Teorema de Kalman) El sistema (6.2) es controlable en tiempo T > 0
si y so´lo si
rank
⇥
B,AB,A2B, . . . , An 1B
⇤
= n. (6.3)
Mas au´n, si existe T > 0 en el cual el sistema (6.2) es controlable, entonces el sistema
es controlable para todo R+. De ahora en adelante diremos que (A,B) es controlable si
cumple (6.3).
Consideremos el sistema de control no lineal
dx
dt
= f(x, u). (6.4)
Definicio´n 6.2.2 Un punto (x✏, u✏) 2 Rn ⇥Rm se denomina punto de equilibrio de (6.4),
si f(x✏, u✏) = 0.
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Teorema 6.2.2 Sea (x✏, u✏) 2 Rn ⇥ Rm un punto de equilibrio de (6.4). Supongamos que
el sistema linealizado alrededor de este punto
dx
dt
=
@f
@x
(x✏, u✏)x+
@f
@u
(x✏, u✏)u,
es controlable. Entonces (6.4) es localmente controlable.
6.3. Co´digo Matlab
Co´digo modelo Monopolo, caso particular: M = 2, n = 3.
function main
disp(’------------------------------------------------------------’);
disp(’Simulacio´n del modelo de partı´culas. Caso: M=2 , n=3’);
disp(’El modelo es el siguiente :’);
disp(’dx/dt= (x+y)/(x^2+y^2)-1/x’);
disp(’dy/dt= (x+y)/(x^2+y^2)-1/y’);
disp(’con condiciones iniciales : ’)
disp(’x(0)=x_0>0 , y(0)=y_0>0’);
disp(’------------------------------------------------------------’);
disp(’------------------------------------------------------------’);
disp(’Ingreso de las condiciones iniciales’);
a=-1;
while a<=0
a=input(’Ingrese el valor de x_0 : ’);
if a<=0
disp(’Valor ingresado incorrecto, debe ingresar un valor positivo: ’);
else
disp(’dato inicial ingresado, es correcto : ’)
a=a;
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end
end
disp(’------------------------------------------------------------’);
b=-2;
while b<=0
b=input(’Ingrese la segunda condicio´n inicial, y_0 : ’);
if b<=0
disp(’Valor ingresado incorrecto, debe ingresar un valor positivo: ’);
else
disp(’dato inicial ingresado, es correcto: ’)
b=b;
end
end
z=a*a/2
tmax= (1/0.1)*(a*a*a*a*a*a+a*a*a*b*b*b)^(1/3);
Tmax=ceil(tmax);
%Condiciones iniciales
options=odeset(’RelTol’,1e-6,’Stats’,’on’);
%Entrada de los datos iniciales
x0 = [a ; b];
tspan = [0 , Tmax];
%solucion por ode45.m
[t,x]=ode23s(@monopole,tspan,x0,options);
%Gra´ficas
figure;hold on
plot(t,x(:,1),’r*-’); plot(t,x(:,2),’b*-’), grid on
legend(’x’,’y’) ; ylabel(’radio’) ;xlabel(’tiempo’)
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return
%Definicio´n de la ecuacio´n diferencial
function [dx_dt]=monopole(t,x)
dx_dt(1)=(x(1)+x(2))/((x(1))^2+(x(2))^2)-1/x(1);
dx_dt(2)=(x(1)+x(2))/((x(1))^2+(x(2))^2)-1/x(2);
dx_dt=dx_dt’;
return
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