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Summary
Tunneling of electrons through a Coulomb-blockade system is a stochastic (i.e., random)
process. The number of the transferred electrons per time interval is determined by a prob-
ability distribution. The form of this distribution can be characterized by quantities called
cumulants. Recently developed electrometers allow for the observation of each electron
transported through a Coulomb-blockade system in real time. Therefore, the probability
distribution can be directly measured.
In this thesis, we introduce generalized factorial cumulants as a new tool to analyze the
information contained in the probability distribution. For any kind of Coulomb-blockade
system, these cumulants can be used as follows:
First, correlations between the tunneling electrons are proven by a certain sign of the
cumulants. In the limit of short time intervals, additional criteria indicate correlations,
respectively. The cumulants allow for the detection of correlations which cannot be noticed
by commonly used quantities such as the current noise. We comment in detail on the
necessary ingredients for the presence of correlations in the short-time limit and thereby
explain recent experimental observations.
Second, we introduce a mathematical procedure called inverse counting statistics. The
procedure reconstructs, solely from a few experimentally measured cumulants, character-
istic features of an otherwise unknown Coulomb-blockade system, e.g., a lower bound for
the system dimension and the full spectrum of relaxation rates.
Third, the cumulants reveal coherent oscillations or other processes transferring single
electrons in a regular manner. The sensitivity for the oscillations increases dramatically
in comparison to the commonly used quantities as the waiting times and finite-frequency
current noise. The increased sensitivity is especially convenient for the detection of coherent
oscillations in already existing experimental set-ups.
Fourth, a violation of detailed balance is indicated by the cumulants. Detailed balance
means the absence of net probability currents in the system’s state space for the stationary
limit. A violation of detailed balance is possible if the state space consist of more than two
states connected by tunneling rates in such a way that a closed loop is formed.
We illustrate the application of the generalized factorial cumulants for the transport
through single metallic islands and quantum dots tunnel coupled to superconducting, ferro-
magnetic, or normal metallic electrodes. For all these example systems, it has been demon-
strated already in experiments that electron transport can be observed in real time. Thus,




Das Tunneln von Elektronen durch ein Coulomb-Blockade-System ist ein stochastischer
Prozess bzw. Zufallsprozess. Die Anzahl an transferierten Elektronen pro Zeitintervall ist
bestimmt von einer Wahrscheinlichkeitsverteilung. Die Form dieser Verteilung kann durch
Größen charakterisiert werden, die Kumulanten genannt werden. Kürzlich entwickelte Elek-
trometer ermöglichen es, jedes Elektron in Echtzeit zu beobachten, das durch ein Coulomb-
Blockade-System transportiert wird. Deshalb kann die Wahrscheinlichkeitsverteilung direkt
gemessen werden.
In dieser Dissertation führen wir generalisierte faktorielle Kumulanten als ein neues
Instrument ein, um die in der Wahrscheinlichkeitsverteilung enthaltenden Informationen
zu analysieren. Für jede Art von Coulomb-Blockade-System können diese Kumulanten wie
folgt genutzt werden:
Erstens, Korrelationen zwischen den tunnelnden Elektronen werden durch ein bestimm-
tes Vorzeichen der Kumulanten nachgewiesen. Im Limes kurzer Zeitintervalle zeigen zu-
sätzliche Kriterien jeweils Korrelationen an. Die Kumulanten ermöglichen das Detektieren
von Korrelationen, die von üblicherweise verwendeten Messgrößen wie dem Stromrauschen
nicht bemerkt werden. Wir erläutern im Detail die notwendigen Voraussetzungen für das
Vorhandensein von Korrelationen im Limes kurzer Zeiten und erklären dabei jüngste ex-
perimentelle Beobachtungen.
Zweitens, wir führen eine mathematische Prozedur namens inverse Zählstatistik ein. Die
Prozedur rekonstruiert, ausschließlich mittels einiger experimentell gemessener Kumulan-
ten, charakteristische Merkmale eines ansonsten unbekannten Coulomb-Blockade-Systems,
z. B. eine untere Grenze für die Dimension des Systems und das volle Spektrum an Rela-
xationsraten.
Drittens, die Kumulanten offenbaren kohärente Oszillationen oder andere Prozesse,
die einzelne Elektronen in einer regelmäßigen Weise transferieren. Die Sensitivität für die
Oszillationen steigt dramatisch an im Vergleich zu den im Allgemeinen genutzten Mess-
größen wie den waiting times und dem frequenzabhängigen Stromrauschen. Die erhöhte
Sensitivität ist insbesondere günstig, um kohärente Oszillationen in bereits existierenden
experimentellen Aufbauten zu detektieren.
Viertens, eine Verletzung des Prinzips des detaillierten Gleichgewichts wird von den
Kumulanten angezeigt. Detailliertes Gleichgewicht bezeichnet die Abwesenheit von netto
Wahrscheinlichkeitsströmen im Zustandsraum des Systems für den stationären Limes. Eine
Verletzung des detaillierten Gleichgewichts ist möglich, falls der Zustandsraum aus mehr
als zwei Zuständen besteht, die über Tunnelraten derart verknüpft sind, dass sich eine
geschlossene Schleife bildet.
Wir veranschaulichen die Anwendung der generalisierten faktoriellen Kumulanten für den
Transport durch einzelne metallische Inseln oder Quantenpunkte, die an supraleitende,
ferromagnetische oder gewöhnliche metallische Elektroden tunnel-gekoppelt sind. Für all
diese Beispielsysteme ist bereits in Experimenten demonstriert worden, dass Elektronen-
transport in Echtzeit beobachtet werden kann. Daher können unsere Resultate sofort auf
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1 Motivation and outline
Electron transport through nanoscale devices is a very active field of research. Some of the
most natural quantities utilized to probe transport are the average current and the current
noise [1]. If the noise surpasses a certain threshold value, electron transport is correlated.
Electrons are transferred in bunches due to some interaction. Moreover, with the finite-
frequency noise, one can probe processes transferring electrons at a specific frequency
through the system.
A new generation of measurement apparatus has been recently developed to probe elec-
tron transport. Mesoscopic electrometers have reached such a high resolution that each
transported electron can be observed and counted in real time. Ongoing efforts are made
to improve the accuracy of these electrometers further [2].
What are the benefits of those real-time measurements? The current and noise can be
measured on much higher resolutions than with conventional techniques [3]. Even if no bias
voltage is applied and the average current vanishes, equilibrium electron fluctuations can
be detected. Moreover, one can directly observe different kinds of electron bunches [4, 5],
whereas the noise yields only the average electron number per bunch. In this sense, it has
been suggested to study multilevel-quantum dots [6] or superconducting systems [7–12].
Furthermore [3], the real-time data yields tunneling rates and occupation probabilities of
different system states. Information about excited states and relaxation times has been
obtained.
Counting the number of transferred electrons gives access to the full counting statistics. The
statistics is characterized by the probability distribution PN (t) that N electrons have been
transferred in a time interval [0, t]. In general, it is quite challenging to deal simultaneously
with all information contained in PN (t) or any other distribution describing a stochastic
process. An easier approach is to analyze scalar quantities calculated from the respective
distribution. The value of each scalar should accumulate information from the distribution
into one meaningful statement. Such a scalar can be called cumulant. It depends on the
scientific field what can be considered to be a meaningful statement.
In the field of mathematical statistics, quantities referred to as cumulants are already
known for a long time. A cumulant Cm of order m makes a statement concerning the form
of a distribution. The cumulant C1 is the mean of the distribution, C2 quantifies the width
of the distribution, C3 the asymmetry, and C4 the degree of peakedness.
How must cumulants be defined which do not aim at a mere characterization of the dis-
tribution’s form, but make statements leading to a better understanding of the electron
transport? The quantity C1 from mathematical statistics yields the current and C2 the
noise. Thus, a quite obvious assumption is that all Cm are convenient to study elec-
tron transport. The Cm of higher-order m > 2 have been studied extensively for the full
counting statistics of electron transport. Typically, striking oscillations of the Cm have
been observed both in theory [13–16] and experiment [17–19]. In 2009 [20], it has been
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explained why these oscillations are a universal phenomenon, appearing as function of al-
most any variation of electron transport. Hence, the Cm seem not conveniently defined to
lead to a deeper understanding of the studied transport scenario.
Ordinary cumulants Cm have properties advantageous to handle distributions of a con-
tinuos variable. In contrast, for distributions of an integer variable N , the lesser known
factorial cumulants CF,m are more appropriate [21]. For the first time in 2011, the CF,m
haven been applied to study electron transport [22]. The factorial cumulants are linear
combinations of the Cm. Therefore, they contain the same information than the ordinary
cumulants. However, the Cm are combined in such a way that universal oscillations cancel
out each other. Hence, the factorial cumulants are more conveniently defined to study
electron transport.
In this thesis, we aim at the most convenient definition of cumulants as explained in the
following. Each cumulant should accumulate information from PN (t) into one value and
make a meaningful statement leading to a better understanding of the electron transport.
To some extent, the accumulation should be tunable in order to handle a large plethora
of systems, varying both drastically or only slightly. The range of accessible statements
should be larger than for the Cm and CF,m. Nevertheless, the definition should be as
general that meaningful statements obtainable from the current, noise, and the CF,m are
already included. First, this ensures that results can easily be compared with other studies.
Second, if a system is studied by such a conventional quantity, one immediately sees that
the cumulants provide a possible alternative.
To fulfill all these demands, we introduce generalized factorial cumulants. The outline of
this thesis is as follows. In Chapter 2, we explain the functionality of the electrometers
measuring real-time electron transport. The probed systems are commonly referred to as
Coulomb-blockade systems. In Chapter 3, we sketch the mathematical background of or-
dinary cumulants Cm and factorial cumulants CF,m. Afterwards, we introduce generalized
factorial cumulants Cs,m. We explain how these cumulants indicate correlated electron
transport. The sensitivity of the Cs,m for correlations surpasses dramatically the sensitiv-
ity of the current noise and the CF,m as illustrated in Chapter 4. In Chapter 5, we discuss
for short time intervals [0, t] that, in addition to the sign, also the time-dependence or an
s-dependence of the Cs,m indicates correlations. However, generalized factorial cumulants
can not only be used to prove the presence of correlations. As discussed in Chapter 6,
the Cs,m yield characteristic features of the underlying stochastic system, e.g., a lower
bound for the system dimension and the full spectrum of relaxation rates. Moreover, as
illustrated in Chapter 7, the cumulants can be used to detect coherent oscillations or other
processes transferring electrons at a specific frequency. Finally in Chapter 8, we explain
how a violation of detailed balance can be proven by cumulants. The conclusions of this
thesis are given in Chapter 9.
2 Electron counting in Coulomb-blockade
systems
Recent progress in nanotechnology has led to the development of electrometers so sensitive
that transport of individual electrons can be observed in real time. In this chapter, we
summarize the current state of this technology. In Sections 2.1 and 2.2, we specify what
kind of systems can be probed by these electrometers: Coulomb-blockade systems like the
single-electron box (SEB) and the single-electron transistor (SET). The working principle
of the electrometers is explained in Section 2.3.
2.1 Coulomb-blockade systems based on metallic islands
Charge current consists of single electrons transferred through the respective device. How-
ever, only under certain conditions the charge quantization can be noticed as explained
in the following. Consider the set-up of two metallic particles depicted in Figure 2.1 (a).
The equivalent electric circuit is shown in Figure 2.1 (b). The conduction electrons in each
metallic particle can be considered to be noninteracting and delocalized. The size of each
particle confines the free movement of these electrons. Therefore, the electrons occupy
different singe-electron energy levels εl (confinement energies) with a mean spacing that









The electron mass and the volume of each particle are denoted m and L3, respectively.
The Fermi wave number is of the order kF ∝ 10 nm−1. The level spacing is so small that
the level spectrum of each particle can be considered to be a continuum, see Figure 2.1 (c).
The right particle (blue) is capacitively coupled to a gate electrode. Due to the applied
voltage VG, the particle is on a lower potential than the left particle (red). If the two
particles are contacted, a net charge current flows. Each electron from the left continuum
can occupy a free state in the right continuum if it can provide the necessary energy. Of
course, the confinement energy must be paid. Furthermore, Coulomb repulsion has to
be taken into account. Consequently, each additional electron charge costs electrostatic
energy.
Since excess charges are distributed continuously over a metallic particle, the electrostatic
energy can be modeled conveniently by capacitances CL and CG, see Figure 2.1 (b). The
capacitances depend solely on the form and permittivity of the particles and gate electrode.
Moreover, we assume in the following that the left particle is a large electron reservoir and
the right particle a small metallic island. Hence, the potential of the reservoir is not














Figure 2.1: The single-electron box (SEB): one large metallic reservoir of electrons (red)
weakly tunnel coupled to a mesoscopic metallic island (blue). Via the gate
voltage VG, the box can be filled or emptied. (a) Schematic diagram of the
set-up, (b) equivalent electric circuit, and (c) corresponding continua of single-
electron energy levels.
affected by the electron flow. The electrostatic energy to bring an integer number of n
excess electron charges on the island is
Ees(n) = EC(n− nG)2 , (2.2)
where the continuous parameter nG := CG VG/ |e| is called the gate charge. The parameter
EC := e
2/2(CL + CG) is called the charging energy of the first electron for nG = 0.
In general, the nth excess electron entering the island must provide the charging energy
U(n) = Ees(n) − Ees(n − 1), in addition to the confinement energy εl. Typical values for
the capacitances as function of the surface area L2 yield [23, Section 2.2]





For a macroscopic island, both ∆ and EC are so small that a flowing current transfers a
huge number of electrons simultaneously. No sign of quantized charge transport can be
observed. However, if the island size is decreased to mesoscopic scales (∼ µm down to
∼ nm), the situation changes.
The confinement energy remains small. It is on the scale of neV. Still, a large number of
conduction electrons reside on the island. The level spectrum can still be considered to be a
continuum. In contrast, the charging energy is of the order of meV or 10K in temperature
units. Thus, if voltages and temperatures are applied on this scale, only one or a few
(excess) electrons can be exchanged between the reservoir and island. If the voltages and
temperatures are much smaller, electrons cannot be exchanged anymore. The system is in
the so called Coulomb blockade.
Only a small number of allowed charge states is the first requirement for the observation
of single-electron transport in real time. As a second requirement, the charge states must
be well isolated from each other in the time domain. Thus, the reservoir and island must
be weakly tunnel coupled such that the resistance RL [see Figure 2.1 (b)] is larger than the
inverse of one conductance quantum h/e2 ≈ 26 kΩ. Then, single excess electron charges
are well localized in a mesoscopic space and time of several milliseconds. Excess charges
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Figure 2.2: (a) Electrostatic energy and (b) stationary occupation probability of a single-
electron box (SEB) for different numbers of excess electron charges n as function
of the continuous parameter nG, cf. [24, Section 10.2.1]. Via nG, the box can









Figure 2.3: The single-electron transistor (SET): a left and right large metallic reservoir
of electrons (red) are weakly tunnel coupled to a mesoscopic metallic island
(blue). For a negative bias voltage V = VL − VR electrons are transferred
from left to right. The single-electron current flow can be controlled by the
gate voltage VG. (a) Schematic diagram of the set-up, (b) equivalent electric
circuit, and (c) corresponding continua of single-electron energy levels.
quantized in this manner can be observed in real time by the electrometers that will be
introduced in Section 2.3. The probed systems are referred to as Coulomb-blockade systems.
With increasing time, a gate-voltage-induced potential difference between reservoir and
island is counterbalanced by a net electron current I. In the stationary limit, an ex-
cess charge n is on the island for which the electrostatic energy Ees(n) is minimal, see
Figure 2.2 (a). The value of the stationary n is the integer value closest to nG(VG) as illus-
trated in Figure 2.2 (b) depicting the stationary occupation probabilities pstat(n). Thus,
by means of the gate voltage VG, the metallic island can be filled or emptied with sin-
gle electrons in a controlled manner. The set-up is therefore known as single-electron
box (SEB). For half-integer values of nG, two charge states are degenerate. Thus, near
such nG (±2kBT/EC), temperature-induced fluctuations between two charge states can be
observed with a finite occupation probability for each charge state, see Figure 2.2 (b). Of
course, averaging over charge fluctuations into and out of the island does not yield a net
6 2 Electron counting in Coulomb-blockade systems
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Figure 2.4: Differential conductance G = dI/dV |V=0 of a single-electron transistor as func-
tion of the gate charge, cf. [24, Section 10.2.1].
current I. Nevertheless, these fluctuations can be noticed by an electrometer and will be
relevant for the physics discussed in Chapters 4, 5, 6, and 8.
The most basic single-electron system that allows for a permanent net current is depicted in
Figure 2.3. A mesoscopic metallic island is weakly tunnel coupled to a left and right electron
reservoir. A bias voltage V = VL − VR is applied such that electrons are transported from
left to right. Via the gate voltage VG, the single-electron current flow can be controlled.
The system is therefore referred to as single-electron transistor (SET). The electrostatic
energy is given by Eq. (2.2) with the charging energy EC = e2/2(CL + CR + CG) and
gate charge nG = (CLVL + CRVR + CGVG)/ |e|. If nG is tuned near a half-integer value
(±2kBT/EC), the differential conductance G = dI/dV |V=0 is finite, see Figure 2.4. Away
from half-integer values, G is suppressed and the system is in Coulomb blockade. The
resulting pattern of peaks is referred to as Coulomb oscillations.
A SET accompanied by real-time charge detection has been realized by metallic and su-
perconducting islands [25–32]. Note that a SET can easily be made to a SEB by switching
off the bias voltage VL = VR and keeping both reservoirs at the same temperature.
2.2 Coulomb-blockade systems based on quantum dots
Coulomb-blockade systems like the SEB or the SET can be based on a mesoscopic island
as illustrated in the previous section. Although the island is of small size, its confinement
energy ∆ is many orders below the charging energy EC . As a result the island can be
completely characterized by its charge state, i.e., the number of excess electrons n.
Another approach for building up Coulomb-blockade systems are quantum dots [33]. Struc-
tures are denoted in this way if not only the charging energy EC is large, but also the level
spacing ∆ is on a similar scale. The number of conduction electrons is low ranging from
zero to a few hundreds. The level spacing can vary between the different single-electron
levels such that a kind of atomic shell structures can be observed. Quantum dots are
therefore also denoted as artificial atoms. As a further consequence, typically the charge





Figure 2.5: (a) Single-electron box (SEB) and (b) single-electron transistor (SET) realized
with a quantum dot. Each lead contains a continuum of single-electron levels.











Figure 2.6: Atomic-force-microscopy picture of a SET fabricated by (a) local oxidation
of a GaAs/AlGaAs heterostructure, (b) etching of a graphene flake, and (c)
a carbon-nantotube with tunnel barriers formed by metallic top gates. The
current through the SET flows from s to d. (a) Reprinted from [20] with
permission from PNAS. (b) Reprinted with permission from [34]. Copyright
2017 by the American Physical Society. (c) Reprinted with permission from
[35]. Copyright 2017 by the American Chemical Society.
state n is not enough to characterize the dot. The occupied levels must be clearly spec-
ified, i.e., different microscopic realization of the same charge state must be taken into
account. However, an electrometer cannot distinguish between these different microscopic
realizations.
The single-electron levels of a quantum-dot based SEB and SET are depicted in Fig-
ure 2.5. Only the level spectrums of the reservoirs can be considered to be continua. The
electrostatic energy can still be modeled by Eq. (2.2). However, due to the low number of
conduction electrons on the dot, the capacitances may change if the number of the excess
electrons n changes drastically [33].
A SEB and SET accompanied by real-time charge detection have been realized in semi-
conductor GaAs/AlGaAs [4, 17–20, 36–43] and Si/SiGe [44–47] heterostructures, see Fig-
ure 2.6 (a). At the interface between the two semiconductors, a two-dimensional electron
gas is formed aligning the two different Fermi energies. Via voltage-biased metallic gates
on top of the surface, local oxidation, or etching, mesoscopic structures can be formed in
the electron gas like quantum dots, tunnel junctions, and sensitive electrometers.











Figure 2.7: (a) Quantum dot (blue) coupled to the island or dot (green) of the detector
SET. (b) Time trace of the detector current. The current switches between
three discrete values. Each value corresponds to a different charge state (n−1,
n, or n+ 1) of the dot (blue) in (a).
Another possible realization is given by graphene flakes [34, 48, 49], see Figure 2.6 (b).
Dots, tunnel junctions, gate electrodes, and electrometers are carved out of the flake by
local etching.
Moreover, InAs-nanowire [50–53] and carbon-nanotube [35, 54] quantum dots have been
utilized to form real-time observed SET, see Figure 2.6 (c). Phosphorus-donor-based quan-
tum dots in silicon [55–57] have been used to to build up a real-time observed SEB.
In Chapters 4, 7, and 8, some of the discussed systems are SETs based on quantum dots.
2.3 Single-electron electrometers
Two different kinds of electrometers are commonly used to observe the charge transport
through Coulomb-blockade systems like the single-electron box or transistor. The first
electrometer is a single-electron transistor itself. The island or dot of the detector SET
is capacitively coupled to the island or dot whose charge state shall be observed in real
time, see Figure 2.7 (a). Of course, the coupling is weak such that the studied device is
not influenced by the detector. If the charge state changes, the gate charge nG of the
detector changes slightly. To maximize the impact, the detector SET is operated at the
steepest slope of a conductance peak, see Figure 2.4. Moreover, the tunnel resistances in
the detector SET are much smaller than in the inspected device. Therefore, the current
through the detector SET adopts almost immediately to a changing charge state. In the
end, the detector current switches between discrete values as function of time. A typical
time trace of the detector current is depicted in Figure 2.7 (b). Each value corresponds to
one charge state of the studied device.
In order to increase the sensitivity, a strong capacitive coupling to the detector is more
favorable. In this sense, some experimental approaches use a reservoir of the studied device
as island for the detector SET [30, 55–57]. However, one has to be sure that the detector
does not influence the probed physics.















Figure 2.8: (a) Quantum dot (blue) coupled to a QPC (green). (b) Differential conductance
G = dI/dV |V=0 of the QPC as function of an applied gate voltage, cf. [58,
Section 11.2]. Temperature smeared steps are observed.
The second kind of electrometers is the quantum point contact (QPC) depicted in Fig-
ure 2.8 (a). Two electron reservoirs are connected by a narrow wire. The QPC can be
easily realized in the semiconductor heterostructures mentioned at the end of Section 2.2.
A constriction can be formed in the two-dimensional electron gas (the wire) separating
two large electron pools (the reservoirs). In the direction of the wire, electrons can be
considered as free with energies ~2k2/2m. In the transverse direction, the motion of the
electrons is strongly confined. Thus, continua with energies εl + ~2k2/2m are formed,
which are separated by the confinement energies εl. In the case of spin degeneracy, each
continuum of states can be occupied by one spin ↑ and one spin ↓ electron. A continuum
is called transverse (quantum) channel and contributes twice the amount of a conductance
quantum 2 × e2/h to the total conductance of the QPC. If temperature smearing 4kBT
is smaller than the spacing between the confinement energies εl, one observes the conduc-
tance quantization depicted in Figure 2.8 (b). As a function of the gate voltage VG, the
number of populated channels increases in discrete steps.
If the QPC is placed close to the island or dot of a Coulomb-blockade system, a changing
charge state influences the transport through the QPC. Island or dot act as a additional
gate of the QPC, see Figure 2.8 (a). To maximize the impact, the QPC is tuned close
to G = e2/h, i.e., the middle of the first step. Similar to the detector SET, the QPC
current switches between discrete values as function of time, see Figure 2.7 (b). Each value
corresponds to one charge state of the studied device.
Both the detector SET and the QPC are used as sensitive electrometers. From the fabrica-
tion point of view, it is convenient if both the device and the detector can be easily defined
in the same process. A detector SET is typically used for the charge detection of islands [25–
32], graphene quantum dots [34, 48, 49], carbon-nanotube dots [35, 54], and phosphorus-
donor-based dots in silicon [55–57]. For an InAs-nanowire quantum dot [50–53], the QPC
is preferred. In semiconductor heterostructures, both the detector-SET [36, 37, 47] and
the QPC [4, 17–20, 38–46] have been realized. However, the QPC is used more frequently.
Its fabrication requires only one additional voltage-biased gate, whereas the detector SET
requires the gate and moreover two tunnel contacts.

3 Full counting statistics
In this chapter, we give an introduction to the field of full counting statistics. The statistics
is characterized by the probability distribution PN (t) that N electrons have been trans-
ferred in a time interval [0, t], see Section 3.1. From this distribution, ordinary statistical
moments and cumulants can be derived as introduced in Section 3.2. For probability
distributions of integer-valued stochastic variable, like the integer number N , it is more
convenient to study factorial moments and cumulants as introduced in Section 3.3. By
means of the factorial cumulants, correlations between the counted electrons can be iden-
tified as explained in Section 3.4. Even more sensitive and versatile quantities are the
generalized factorial cumulants defined in Section 3.5. The introduction of generalized
factorial cumulants to the field of full counting statistics is the aim of this thesis. These
cumulants can be directly obtained from the measured PN (t). The theoretical framework
to simulate cumulants is outlined in Section 3.6.
3.1 Probability distribution
In Chapter 2, real-time charge detection by detectors based on a SET or QPC has been elu-
cidated. The output of the detector is a long time trace as depicted in Figure 3.1 (a). Each
current value corresponds to a different charge state of the inspected island or quantum
dot. In the following, we simply refer to the "dot" for both the island and the quantum
dot.
From the long time trace, we can obtain the full counting statistics of electron transfer
as illustrated in the following. Each step between one of the charge states indicates an
electron transfer process. If the charge increases, a corresponding number of electrons has
tunneled into the dot. Such processes are indicated by red spikes in Figure 3.1 (b). If the
charge decreases, a corresponding number of electrons has tunneled out of the dot, green
spikes in Figure 3.1 (c). Note that tunneling processes can transfer a single as well as
multiple electrons simultaneously, cf. Chapter 5.
To obtain the full counting statistics, we divide the long time trace T in intervals of length t.
For each interval j, we count the number Nj of either the entering or leaving electrons.






that N electrons have been transferred in a time interval [0, t], see Figure 3.2. This distri-
bution characterizes the counting statistics and is the basis for the remaining chapters of
this thesis.





















Figure 3.1: (a) Long time trace of the detector current. Each of the three discrete current
values corresponds to one charge state of a island or quantum dot. (b) Each
spike corresponds to a certain number of electrons tunneling in or (c) out.
Counting the number of either tunneling in or out electrons in the intervals t
yields the probability distribution PN (t) for the transfer of N electrons.
We emphasize that a detector based on a SET or QPC can usually not distinguish if
electrons leave (enter) the dot in the direction of the source or drain electrode.1 Possessing
this information, we could count electrons tunneling in the direction of the source (drain)
electrode with negative (positive) integers. We would obtain the statistics of the net charge
transport. We do not discuss such net counting in this thesis and thereforeN ≥ 0. However,
in Section 4.3 and Chapter 7, electron transport from source to drain is unidirectional.
Electrons do not tunnel in the opposite direction as defined by a large bias voltage. Hence,
the PN (t) obtained from our counting procedure is equal to the probability distribution
that a net charge of N electrons has been transferred to the drain electrode.
3.2 Ordinary moments and cumulants





of order m can be calculated. The first moment 〈N〉 (t) is the mean of the probability
distribution. For the net-transport statistics, the first moment yields the average current
〈I〉 = limt→∞ 〈N〉 (t)/t through the system. To quantify deviations from the average
1If two dots are tunnel coupled in series and the charge on each dot is detected separately, the direction
of the tunneling processes can be obtained. However, such case is not considered in this thesis.
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Figure 3.2: A hypothetical probability distribution characterized by the mean C1 = 〈N〉,
width C2 = 〈(N − 〈N〉)2〉, skewness C3 = 〈(N − 〈N〉)3〉, and kurtosis C4. All
four cumulants are positive for the depicted distribution.
electron tunneling, central moments can be defined
〈(N − 〈N〉)m〉 (t) :=
∞∑
N=0
(N − 〈N〉)m PN (t) . (3.3)
Due to the definition, the first central moment is vanishing. The second central moment
〈N2〉 (t)− 〈N〉2 (t) is the variance of the probability distribution and quantifies the width
of the distribution. For the net-transport statistics, the second central moment yields
the zero-frequency current noise S(0) = limt→∞ 2 〈(N − 〈N〉)2〉 (t)/t [58, Section 20.3].
The third moment 〈N3〉 (t) − 3 〈N〉 (t) 〈N2〉 (t) + 2 〈N〉3 (t) is called the skewness and
characterizes the asymmetry of the distribution. Symmetric probability distributions have
a vanishing skewness [59, Section 2.1.2], whereas a negative (positive) skewness implies a
longer left (right) tail of the probability distribution, cf. Figure 3.2.
An elegant way to combine the information of all moments is given by the moment-
generating function
M(z, t) := 〈eNz〉 (t) = ∞∑
N=0
eNzPN (t) , (3.4)
which is the Laplace transformation of the probability distribution. The analogous gen-
erating function for the central moments is given by Eq. (3.4) after replacing eNz with
e(N−〈N〉)z. The relation to the moments becomes clear by writing the generating function
as Taylor seriesM(z, t) = ∑m 〈Nm(t)〉 zm/m!. Taking the mth derivative at z = 0 leads
to the corresponding moment
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If the total electron transport can be separated into independent subprocesses, the total





PN1(t, 1)PN2(t, 2) · · · , (3.6)
where in each summand
∑
j Nj = N . The corresponding moment-generating function





M(z, t, j) , (3.7)
where M(z, t, j) = ∑N eNzPN (t, j). Unfortunately, the (central) moments cannot be
expressed easily in terms of the (central) moments of the different subprocesses. The
derivation of the whole generating function and not of the different subprocesses’ generating
functions has to be calculated. To circumvent this disadvantage, one can conveniently
define quantities commonly referred to as cumulants. The cumulant-generating function is
given by the logarithm of the moment-generating function
S(z, t) := lnM(z, t) . (3.8)









are denoted as cumulants. However, by means of the recursive formula







Cj(t) 〈Nm−j〉 (t) (3.10)
the cumulants can still be expressed by the moments. The first cumulant is the first
moment. The second and third cumulant are identical to the corresponding central mo-
ment. Beginning with the fourth cumulant, cumulants and (central) moments differ. Due
to the logarithm, in the case of separated independent subprocesses, see Eq. (3.7), the
cumulant-generating function can be written as a sum of the individual generating func-





are a sum over the individual subprocess cumulants Cm(t, j) = ∂mz S(z, t, j)|z=0.
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The Jacobi theta function ϑ(x, y) = 1 + 2
∑∞
n=1 y
n2 cos(2npix) ensures normalization,∑
N PN (t) = 1. It can be approximated by ϑ(µ, e
−2pi2σ2) ≈ 1 for σ  1/√2pi. In this
limit,2 the generating function is
M(z, t) = e 12σ2z2+µz (3.13)
and the cumulants are
Cm(t) =

µ, m = 1
σ2, m = 2
0, m > 2
. (3.14)
Only the first and second cumulant are nonvanishing. In contrast, the central moments are
only vanishing for odd m. Noncentral moments 〈Nm〉 (t) are neither vanishing for even nor
odd m. Thus, cumulants are appropriate to measure deviations from Gaussian statistics.
Especially the fourth cumulant, called the kurtosis, measures the degree of peakedness in
comparison to the Gaussian distribution [59, Section 2.1.2]. A negative (positive) kurtosis
implies a distribution with a broader (sharper) peak and thinner (thicker) tails than for
the Gaussian distribution, see Figure 3.2.
Finally, we want to mention that cumulants in the limit of long times t can be used to
reconstruct characteristic features of an unknown stochastic system, e.g., a lower bound for
the system dimension and the full spectrum of relaxation rates as explained in more detail
in Chapter 6. However, for this purpose, it is more convenient to apply not the ordinary
cumulants but the (generalized) factorial cumulants introduced in the following sections.
3.3 Factorial moments and cumulants
Instead of ordinary moments and ordinary cumulants, factorial moments and factorial
cumulants can be used to analyze stochastic processes [21]. These quantities are adapted
to integer-valued stochastic variables like the number of tunneled electrons N in the case
of full counting statistics. Factorial moments
〈N (m)〉 (t) :=
∞∑
N=0
N (m)PN (t) =
m∑
j=1
s1(m, j) 〈N j〉 (t) (3.15)
are defined by the factorial power N (m) := N(N − 1) · · · (N − m + 1) rather than the
ordinary power Nm used in Eq. (3.2). The coefficients s1(m, j) that relate the factorial
to the ordinary moments are called the Stirling numbers of the first kind. The first three
factorial moments take the form
〈N (1)〉 (t) = 〈N〉 (t) , (3.16)
〈N (2)〉 (t) = 〈N2〉 (t)− 〈N〉 (t) , (3.17)
〈N (3)〉 (t) = 〈N3〉 (t)− 3 〈N2〉 (t) + 2 〈N〉 (t) . (3.18)
2The limit is already reached for σ = 1 in good approximation, i.e., the width of the Gaussian distribution
is at least on the scale of the discretization of the variable N . Since we discuss the case N ≥ 0, we
furthermore assume that µ σ, i.e., the cutoff at N = 0 can be neglected.
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(z + 1)NPN (t) (3.19)












are defined via the generating function SF(z, t) := lnMF(z, t). They are related to the
ordinary cumulants in the same way as the factorial moments to the ordinary moments,
cf. Eq. (3.15). The relation can easily be expressed in double-bracket notation [22]
CF,m = 〈〈N (m)〉〉(t) , (3.21)
where 〈〈· · ·〉〉 is defined by the linearity property 〈〈αNm + βNn〉〉 = α〈〈Nm〉〉 + β〈〈Nn〉〉
and 〈〈Nm〉〉 = Cm. Thus, the relation of the first three factorial cumulants to the ordinary
cumulants is given by Eqs. (3.16) - (3.18) after replacing the brackets with double brackets.
The relation of the factorial cumulants to the factorial moments is given by Eq. (3.10) after
the replacements 〈Nm〉 (t)→ 〈N (m)〉 (t) and Cm(t)→ CF,m(t).
Just as the ordinary cumulants, the factorial cumulants possess the additive property of




CF,m(t, j) , (3.22)
where CF,m(t, j) = ∂mz lnMF(z, t, j)|z=0 and MF(z, t, j) =
∑
N (z + 1)
NPN (t, j). In con-
trast to ordinary cumulants, all factorial cumulants are nonvanishing for Gaussian statis-




e−µ, N ≥ 0 (3.23)
the generating function of the factorial cumulants takes the form SF(z, t) = µz and all
factorial cumulants, except the first, are vanishing
CF,m(t) =
{
µ, m = 1
0, m > 1
. (3.24)
Thus, factorial cumulants measure deviations from Poisson statistics and not Gaussian
statistics as ordinary cumulants do.
The factorial moments 〈N (m)〉 (t) and factorial cumulants CF,m(t) are just linear combi-
nations of ordinary moments 〈Nm〉 (t) and ordinary cumulants Cm(t), respectively. In a









s2(m, j)CF,j(t) , (3.26)
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(j − k)m . (3.27)
Hence, the ordinary quantities up to a certain order m provide the same information as
the corresponding factorial quantities up to the same order m. The same information is
just presented in two different manners.
If the distribution PN (t) is nonvanishing only for a finite number of N = 0, 1 . . . , Ncutoff,
especially factorial quantities are more convenient. Then, the factorial moments of order
m > Ncutoff are vanishing. In contrast, the ordinary moments are, in general, nonvanishing
independent of m. Correspondingly, many terms in Eq. (3.10) vanish in the former but
not in the latter case. Thus, in this scenario, factorial quantities present the information
in a more effective manner.
Moreover, factorial cumulants are especially suited to identify correlations between tunnel-
ing electrons, as already indicated by their normalization to the Poisson distribution. We
elaborate this topic further in the next section.
3.4 Correlations
Suppose a detector counts tunneled electrons. If the electrons tunnel in an uncorrelated
manner (i.e., independently from each other), the total probability distribution PN (t) can
be written in the form of Eq. (3.6). Each electron increases the detector counter just by
one if it tunnels, otherwise the detector counter remains unchanged. Thus, the probability
distributions of each subprocess j is given by P1(t, j) = 1−P0(t, j) = pj(t) and PN (t, j) = 0
for N 6= 0, 1, where pj(t) is just a shorthand notation for P1(t, j). Each subprocess is
determined by a Bernoulli distribution. For the total probability distribution, we obtain









[1− pk(t)] . (3.28)
The sum goes over all subsets AN of the natural numbers with cardinality N , and AcN
is the complement of AN . If all events occur with the same probability pj(t) = p(t), the
Poisson binomial distribution becomes the binomial distribution. Moreover, in the limit
of small probabilities pj  1 the distribution can be approximated [60] by the Poisson
distribution defined in Eq. (3.23) with µ =
∑
j pj(t).
If the statistics cannot be expressed by a Poisson binomial distribution, at least one sub-
process PN (t, j) of Eq. (3.6) cannot be decomposed into independent single-electron tun-
neling events (independent Bernoulli distributions). In the following, such a subprocess
is denoted as correlated transfer process, or we simply refer to correlations between the
counted electrons.
The remaining question is how correlated transport processes can be identified easily?
One possible procedure is provided by ordinary cumulants. For the Poisson binomial




[1− pj(t) + ezpj(t)] . (3.29)
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Since the pj(t) are real and lie in the interval [0, 1], the first cumulant C1(t) =
∑
j pj(t)
and also the second cumulant C2(t) =
∑
j pj(t)[1 − pj(t)] are always positive. Moreover,
the second cumulant is smaller than the first one. Thus, the ratio F (t) between both
cumulants, commonly denoted as Fano factor, fulfills
0 ≤ F (t) = C2(t)
C1(t)
≤ 1 (3.31)
for the Poisson binomial distribution. In the limit of a Poisson distribution, the Fano
factor becomes F (t) = 1 and is, therefore, called Poissonian. For F (t) < 1, one refers to a
sub-Poissonian Fano factor. If the transport is completely deterministic, i.e., each pj(t) is
zero (one) for times smaller (larger) than some clearly defined time point, the Fano factor
F (t) = 0.3
For a different distribution than Eq. (3.28), the first cumulant C1(t) = 〈N〉 (t) remains
positive taking into account that the detector counter only increases. The second cumulant
C2(t) = 〈(N − 〈N〉)2〉 (t) remains also a positive quantity independently of PN (t). Thus,
a negative sign of the Fano factor can never occur. However, any value of the Fano factor
F (t) > 1 for any time t indicates correlated electron transport. In this case, the Fano
factor is denoted as super-Poissonian.
In general, the sign of ordinary cumulants Cm(t) with m > 2 can be positive or negative,
which leads to the observation of universal oscillations [20]. Thus, the formulation of
correlation-detection criteria for higher-order cumulants becomes more challenging. An
easier approach is provided by the factorial cumulants.





[1− pj(t) + (z + 1)pj(t)] (3.32)
and the factorial cumulants are





Since the pj(t) are real and lie in the interval [0, 1], the sign of the factorial cumulants is
fixed [22, 63]
(−1)m−1CF,m(t) ≥ 0 . (3.34)
Any violation of this sign criterion for any time t or order m indicates correlated transport.
3If electrons are transferred deterministically, successive intervals of length t in Figure 3.1 contain the
same number of tunneled electrons. One refers to temporal correlation between successive electrons [62].
However, the probability distribution can still be expressed by a Poisson binomial distribution. These
temporal correlations are not the correlations defined in this section.
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Since ordinary and factorial cumulants provide the same information, one immediately sees
that a violation of the sign criterion for m = 2 is equivalent to a super-Poissonian Fano
factor
−CF,2 < 0 ⇐⇒ F (t) > 1 . (3.35)
The violation of the sign criterion Eq. (3.34) is a more sensitive tool to detect correlations
then solely inspecting the Fano factor. As pointed out for the statistics discussed in Ref. [64]
and Chapter 4, factorial cumulants of order m > 2 can reveal correlations while the Fano
factor fails F ≤ 1. To analyze the sensitivity of the sign criterion (3.34), we inspect the
factorial cumulants in more detail in the following.
In an actual counting experiment, see Chapter 2, the total number of counts is always finite
since a measurement can be performed only over a limited time span. Thus, the number
of transferred electrons N is always limited by some finite but large cutoff Ncutoff. The
resulting generating functionMF(z, t) is a polynomial of finite order with zeros zj(t), i.e.,
MF(zj(t), t) = 0, being either real or appearing as conjugate complex pairs. The generating
function can be written in the formMF(z, t) =MF(0, t)
∏
j [1− z/zj(t)]. Multiple zeros
appear with corresponding multiplicity in the product. If we define p˜j(t) := −1/zj(t) and




[1− p˜j(t) + (z + 1)p˜j(t)] . (3.36)
The generating function acquires the form of Eq. (3.32) and the factorial cumulants





resemble Eq. (3.33). However, only if all the p˜j(t) are real and lie in the interval [0, 1], i.e.,
the zeros zj(t) ∈ (−∞,−1], the case of the Poisson binomial distribution is recovered and
no correlated transfer processes are present. If at least one subprocess transfers multiple
electrons in a correlated manner, p˜j(t) can be < 0 or > 1 or pairs of complex-valued p˜j(t)
appear.






j |p˜j |m cos [m arg(p˜j)]. Devia-
tions of arg(pj) from 0 are amplified by the multiplication with m such that cos [m arg(p˜j)]
can become negative and the sign criterion is violated. In this sense, we see that higher-
order factorial cumulants can detect correlations while lower-order cumulants fail.
By inspecting Eq. (3.37), we also see that those p˜j(t) with the largest absolute values
dominate the complete sum. Moreover, in the limit m 1, the sum can even be approx-
imated by the single p˜j(t) or complex conjugated pair of p˜j(t) with the largest absolute
value. Thus, factorial cumulants are only sensitive to processes decomposed into these
p˜j(t). Other transfer processes are not recognized by factorial cumulants, although they
may even transfer multiple electrons in a correlated manner.
To amplify the sensitivity for correlations further and enable the study of arbitrary p˜j(t)
separately, we introduce generalized factorial cumulants in the next chapter.
20 3 Full counting statistics
3.5 Generalized factorial moments and cumulants
On the basis of the factorial moments and cumulants we introduce in this section gener-
alized factorial moments and cumulants. For the generalization, we effectively shift the
counting variable z along the real axis by the amount s − 1. In this sense, we define the




(z + s)NPN (t) , (3.38)
















N (m)sN−mPN (t) (3.39)














For s = 1, the factorial generating function M1(z, t) = MF(z, t) is recovered and, thus,
M1,m(t) = 〈N (m)〉 and C1,m(t) = CF,m(t).4
By comparing Eq. (3.38) with Eq. (3.19), we see that the zeros ofMs(z, t) andMF(z, t)
differ just by the amount s−1. Thus, following the argumentation that has led to Eq. (3.36),
we obtain




1− 1−zj(t) + s− 1 + (z + 1)
1
−zj(t) + s− 1
]
(3.41)
and the generalized factorial cumulants (m > 0) become





−zj(t) + s− 1
]m
. (3.42)
If electron transport is uncorrelated, the zeros are zj(t) = −1/pj(t) and, therefore, lie in
the interval (−∞,−1]. Hence, for s ≥ 0, the denominators −zj(t) + s − 1 are always
positive and the sign of the generalized factorial cumulants is fixed
(−1)m−1Cs,m(t) ≥ 0 . (3.43)
4 In this thesis, we define the generating function without a normalization factor 1/Ms(0, t). Taking the








For s = 0, M0,m(t) = m!Pm(t)/P0(t). A z-independent normalization factor does not influence the
cumulants of order m > 0, but it would set, per definition, Ms,0(t) = 1 and Cs,0 = 0. Moreover,
the relation of the cumulants to the moments would be given by Eq. (3.10) after the replacements
〈Nm〉 (t)→Ms,m(t) and Cm(t)→ Cs,m(t).
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If s < 0, this sign criterion still holds for all even orders m. A violation of this criterion
for any time t, order m, or real s indicates correlations.5
The sum in Eq. (3.42) can be rewritten to obtain
Cs,m(t) = (−1)m−1(m− 1)!
∑
j
cos {m arg [−zj(t) + s− 1]}
|−zj(t) + s− 1|m . (3.44)
Deviations of arg [−zj(t) + s− 1] from zero can be amplified by changing the parameter s
such that the sign criterion can become violated. For doing so, it is more likely that s must
be decreased than increased. The reason is that zeros in the complex plane are usually close
to the interval (−∞,−1]. The sensitivity for correlations can be increased tremendously
as illustrated in Chapter 4.
More importantly, the sum in Eq. (3.44) is dominated by the zeros yielding the smallest
absolute value |−zj(t) + s− 1|. Thus, by varying the parameter s different zeros, i.e.,
different processes, can be brought into focus. Especially, processes can be studied which
are hidden to ordinary and factorial cumulants. In Chapter 4, we detect correlations just
because we obtain access to these hidden processes. In Chapter 6, we find additional
dimensions and relaxation rates. Finally, coherent oscillations are uncovered in Chapter 7.
3.6 Full counting statistics for Coulomb-blockade systems
In the next chapters, we consider charge transport through Coulomb-blockade systems





χ′(t)− Γχ′χpχ(t)] . (3.45)
A central region, e.g., an island or quantum dot, is weakly tunnel coupled to some elec-
tronic reservoirs. In the following, we refer to the central region simply as the "dot". The
system is characterized by the different probabilities pχ(t) that the dot is in state χ. Each
state is determined by the electron number (charge) on the dot, but also other microscopic
attributes like the occupied orbitals or the adopted spin can be relevant. Coherent super-
positions between different states χ are not taken into account here. They are only relevant
in Chapter 7 and will be discussed separately there. Thus, to be precise, the system can be
characterized by the finite-dimensional, diagonal, and reduced density matrix of the dot.
The reservoirs’ degrees of freedom enter only effectively via the transition rates Γχχ′ from
state χ′ to χ. These rates account for the stochastic appearance of tunneling events be-
tween the dot and the reservoirs. The rates are time independent, i.e., memory effects








χ(t) the probability flow out of state χ. Starting at arbitrary initial







stat − Γχ′χpχstat] , (3.46)
5In Chapter 5, we extend criterion (3.43) and find additional conditions which have to be fulfilled in the
short-time limit.
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where the total probability flow into and out of a state χ compensate each other. The
probability flow in the stationary limit is discussed in more detail in Chapter 8 dealing
with the violation of detailed balance.
To include the detector, counting the number N ≥ 0 of transferred electrons in time













N (t) . (3.47)
The coupling constant dkχχ′ is 1 if the detector counter is increased by k ≥ 0 for the
transition from χ′ to χ and otherwise 0.
Note that in contrast to pχ(t), for pχN (t) also tunneling processes with rate Γχχ can be
relevant, where the system ends up in the same state χ as it started. This is, e.g., the case
for cotunneling through a magnetic atom [66]. However, these processes are not recognized
by detectors like the single-electron transistor or the quantum point contact introduced in
Section 2.3 and, therefore, are not dealt with in this thesis.6 Such detectors recognize only
electrons leaving or entering the dot if the charge on the dot changes during the transition
from χ′ to χ. Differences in the counting statistics of tunneling in and out electrons indicate
a violation of detailed balance as explained in Chapter 8. However, in the remaining part
of this thesis, we decide to count the electrons leaving the dot.





χ (t). It is then straightforward to calculate the moments and cumulants
defined in the previous chapters. However, solving the N -resolved master equation for
many different values of N can be very challenging. A more elegant procedure is to first
perform a z-transform of Eq. (3.47), i.e., multiply with zN and then sum over N . If we
combine the z-transformed N -resolved probabilities pχz =
∑
N z
NpχN of the different states
χ in a vector pz(t), the z-transformed master equation can be written in the form









In the following, we call the matrix Wz the generator of the system’s dynamics. The
formal solution of Eq. (3.48) is
pz(t) = e
Wztpz(0). (3.50)
The matrix exponential eWzt can be calculated by means of the right and left eigenvectors
















6Nevertheless, for completeness, we include the possibility of the detection of these processes in the
inverse-counting-statistics procedure introduced in Chapter 6.
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where M is the number of different states χ and each λj(z) is an eigenvalue of Wz. For
real z, the eigenvalues are either real or appear as complex-conjugates pairs since the
probability vector pz(t) is also real. For z = 1, the vector pz includes probabilities where




N . Then, Eq. (3.48) is
nothing but the master equation (3.45) and Eq. (3.50) its solution.
The eigenvalues λj(1) determine the exponential relaxation from arbitrary initial proba-
bilities to the stationary probabilities. Therefore, λj(1) are called the relaxation rates of
the system [67–72]. The eigenvalues λj(z) play an important role for the inverse counting
statistics discussed in the Chapter 6.
For t = 0, the detector counter is still zero, i.e., pχN (0) = p
χ(0) δN,0. Therefore, the initial
vector pz(0) is z-independent and determined solely by the initial probabilities pχ(0). In
the following, we assume that electron counting starts only after the system has reached
its stationary limit, i.e., pχ(0) := pχstat. If we arrange the stationary probabilities in the
vector pstat, we can write Eq. (3.46) in the form W1pstat = 0 with eTpstat = 1. We defined
eT = (1, . . . , 1) to sum over all states χ in pstat.
Finally, we obtain the generating function of the generalized factorial moments









If we replace z + s by exp(z), Eq. (3.53) yields the generating function M(z, t) of the
ordinary moments.
Within this procedure, it has not been necessary to calculate the probability distribu-
tion PN (t). However, the distribution can be obtained, e.g., via the inverse Laplace trans-
form ofM(z, t), cf. Eq. (3.4). An easier approach is to calculate the generalized factorial







4 Detection of correlations via
generalized factorial cumulants
In this chapter, we illustrate the sensitivity of generalized factorial cumulants to detect
correlations by means of two example systems.
Some of the most common quantities used to study the statistics of electron tunnel-
ing are the current 〈I〉 = limt→∞C1(t)/t and the zero-frequency current noise S(0) =
limt→∞ 2C2(t)/t. In particular, a super-Poissonian Fano factor F = S(0)/(2 〈I〉) > 1 is
a clear signature of the presence of correlations. In various scenarios, a super-Poissonian
Fano factor of the electron tunneling has been predicted theoretically [73–79] or observed
experimentally [80–86]. However, the presence of correlations does not always imply a
super-Poissonian Fano factor.
Two example systems consisting of a quantum dot coupled to electronic reservoirs are
presented in Section 4.1. The quantum dot is either subjected to a Zeeman field and coupled
to a single reservoir (Section 4.2) or not subjected to a Zeeman field, but coupled to two
ferromagnetic reservoirs (Section 4.3). The former case is a non-voltage biased scenario,
whereas in the latter case a bias voltage is applied such that electrons are transferred
unidirectionally from the source to the drain electrode.
In Section 4.2, we discuss for which time intervals t and system parameters electrons tunnel
in a correlated manner. In many cases the Fano factor fails to detect these correlations.
Applying higher-order factorial cumulants, see Chapter 3.4, reveals correlations in a suc-
cessively increasing area of the parameter space. Utilizing generalized factorial cumulants
enhances dramatically the sensitivity for correlations.
In Section 4.3, the discussion is repeated for the second example system. Again, the
sensitivity for correlations increases dramatically if generalized factorial cumulants are
applied. Moreover, we identify parameter regimes where generalized factorial cumulants
detect correlations, but the Fano factor and all the ordinary factorial cumulants fail.
The results of this chapter have been published, in parts verbatim, in Ref. [63].
4.1 Model of the single-level quantum dot
In this and the following chapters, we illustrate our theoretical findings for the example of
a single-level quantum dot either in a non-voltage or voltage-biased situation. The set-up
and corresponding single-electron energy levels are depicted in Figs. 4.1 and 4.2 (a), (b).
The former case is a realization of the single-electron box (SEB) and the latter a realization
of the single-electron transistor (SET), cf. Chapter 2. The system is described by the full











Figure 4.1: (a) Single-electron box (SEB) and (b) single-electron transistor (SET) realized
by a single-level quantum dot (blue). In (a), the dot is weakly tunnel coupled to
a normal-metal lead (red) and subjected to a Zeeman field. In (b), electrons are
transferred in a unidirectional fashion from the left to the right ferromagnetic





















Figure 4.2: Single-electron energy levels of (a) the SEB and (b) the SET depicted in Fig-
ure 4.1. (c) Sketch of the states and transition rates. Dashed lines indicate





Hr +Hdot +Htun (4.1)
containing one part for the leads, quantum dot, and the electron tunneling, respectively.
Each lead is modeled as reservoir of noninteracting electrons at electrochemical poten-
tial µr. For the SEB, only one normal-metal lead must be accounted for with r = N. All
other relevant energies will be measured relative to µN and therefore we choose µN = 0. For
the SET, an applied bias voltage V yields the electrochemical potentials µL = eV/2 > 0







The operator a†rkσ (arkσ) creates (annihilates) an electron with momentum k and either
majority (σ = +) or minority spin (σ = −). Only for a ferromagnetic lead, the energy
levels εrkσ depend on the spin index σ and we obtain a spin-dependent density of states ρrσ.
Since the density of states varies on the scale of the conduction band (eV) but µr is only
varied on the meV-scale, we can assume that ρrσ is energy independent. The degree of the
lead’s spin polarization is parametrized by pr = (ρr+ − ρr−)/(ρr+ + ρr−).
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The operator c†σ (cσ) creates (annihilates) an electron with spin σ =↑, ↓ on the quantum dot.
The first term is the energy needed to occupy the single-particle energy-levels εσ = ε±∆/2,
where ε is the mean energy level tunable by the gate voltage VG. If the dot is subjected
to a Zeeman field, spin degeneracy is lifted by the amount ∆. The second term accounts
for the Coulomb energy U necessary to bring both electrons on the quantum dot. The
Coulomb energy U is twice the charging energy defined in Section 2.1, i.e., U = 2EC . The
eigenstates |χ〉 of the dot Hamiltonian are χ = 0 for zero excess electrons on the quantum
dot, χ =↑ (↓) for a single electron with spin ↑ (↓) on the dot, and χ = d for the doubly
occupied dot.
















+ H.c. , (4.4)
with the spin-1/2 rotation matrix [87, Chapter 13] connecting the spin-quantization axis
of the lead r and the dot
D1/2 (α, β, γ) =



















The tunnel matrix elements tr can be expressed by the tunnel-coupling strength Γr± =
2pi|tr|2ρr± = (1 ± pr)Γr, which is related to the average tunnel-coupling strength Γr =∑
σ Γrσ/2. For normal leads (pr = 0) or ferromagnetic leads (pr 6= 0) with collinear
magnetizations (Chapters 4, 6, 8), we choose the same spin-quantization axis for each lead
and the dot. Then, the three Euler angles are α = β = γ = 0 and the rotation matrix
becomes the identity matrix. In Chapter 7, we will have to deal with nonvanishing Euler
angles.
The tunnel-coupling strength Γr is weak such that a detector (cf. Chapter 2) has enough
time to clearly measure the number of electrons on the quantum dot.1 Thus, the electron
tunneling dynamics resulting from the full Hamiltonian H can be conveniently described
by the N -resolved master equation
p˙0N (t) = − (Γ↑0 + Γ↓0) p0N (t) + Γ0↑p↑N−1(t) + Γ0↓p↓N−1(t) ,
p˙↑N (t) = Γ↑0p
0
N (t)− Γ0↑p↑N (t) ,
p˙↓N (t) = Γ↓0p
0
N (t)− Γ0↓p↓N (t),
(4.6)
to leading order in Γr. The master equation is visualized in Figure 4.2 (c). The Coulomb
interaction U is assumed to be so large that double occupation of the dot is forbidden.
The detector counts the electrons which leave the quantum dot in the time interval [0, t].
Electrons entering the dot are not counted. The transition rates Γχχ′ from state χ′ to χ
1Weak tunneling corresponds to ~Γ kBT , see Ref. [88, Section 4.6].
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are calculated from Fermi’s golden rule [24, Section 10.2.2] or, alternatively, by applying




z)T is determined by the
generator
Wz =
−Γ↑0 − Γ↓0 zΓ0↑ zΓ0↓Γ↑0 −Γ0↑ 0
Γ↓0 0 −Γ0↓
 . (4.7)
Each counting factor z in the upper-right off-diagonal matrix elements correspond to count-
ing an electron leaving the dot.
4.2 Single-level quantum dot with Zeeman field
First, we consider the not voltage-biased scenario: a quantum dot coupled to a single
normal lead, see Figs. 4.1 (a) and 4.2 (a). The transition rates take the form
Γσ0 = Γf(εσ) , (4.8)
Γ0σ = Γ [1− f(εσ)] , (4.9)
with the tunnel-coupling strength Γ. The Fermi function f(ε) = {1+exp[(ε−µN/kBT ]}−1
gives the probability that an energy level ε in the lead is occupied by one electron. The
energy ε is measured relative to the electrochemical potential of the lead and therefore we
set µN = 0. As unit of energy and time, we choose kBT and 1/Γ, respectively.
For a vanishing Zeeman field, ∆ = 0, the counted electrons tunnel in an uncorrelated
manner since the Coulomb interaction as source of correlations drops effectively out. The
model can be mapped onto a noninteracting one in which a single, spin-less quantum-dot
level (χ = 0, 1) is filled with rate Γ10 := Γ↑0+Γ↓0 and emptied with rate Γ01 := Γ0↑ = Γ0↓.2
As a consequence, all zeros zj(t) of MF(z, t) lie in the interval (−∞,−1] and Eq. (3.43)
holds. More details are given in Appendix A.2.1.
For a finite Zeeman field, ∆ 6= 0, the zeros of Ms(z, t) remain in (−∞,−1] for short
times, see Figure 4.3 (a). However, after a minimal time span tmin, which depends on the
system parameters and can be larger or smaller than 1/Γ, the first pair of zeros moves
from (−∞,−1] into the complex plane, see Figure 4.3 (b). Beyond this time, the presence
of correlations can be detected from the full counting statistics, as we will detail in the
following.3
In Figure 4.4 (a), we show the factorial cumulants (s = 1) as a function of time for fixed
values of ε/kBT and ∆/kBT . For the first four factorial cumulants, Eq. (3.43) holds. Espe-
cially, the second factorial cumulant, i.e., the commonly known Fano factor, see Eq. (3.35),
is not sufficient to detect correlations. A sign change can be observed only for higher
orders m, which indicates the presence of correlations. With increasing m, the time at
which the sign change occurs decreases and approaches tmin. However, when considering
2Although the rate Γ10 is larger than Γ01, the net charge current between lead and dot is zero since
Γ10 p
χ=0
stat = Γ01 p
χ=1
stat .
3As will be discussed in Section 5.2, for Coulomb-blockade systems with two charge states connected by
sequential-tunneling transitions, tmin > 0. In the case of more charge states, the minimal time span
can also be tmin = 0.
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Figure 4.3: Zeros zj for a single-level quantum dot subject to a Zeeman field with ∆ =
kBT/2, ε = −∆, and times t = 5/Γ, 8/Γ, 15/Γ. For times t ≤ tmin ≈ 6.83/Γ,
the zeros remain in (−∞,−1]. For t > tmin, zeros leave (−∞,−1] into the com-
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Figure 4.4: (Generalized) factorial cumulant Cs,m normalized by C1,1 = C1 = 〈N〉 > 0
for a single-level quantum dot subject to a Zeeman field as a function of (a)
time t and (b) dot-level energy ε. The parameters are ∆ = kBT/2 and (a)
ε = −∆ or (b) t = 100/Γ. Negative values of (−1)m−1Cs,m(t) indicate the
presence of correlations. Correlations can be detected (a) for times larger than
tmin ≈ 6.83/Γ and (b) for level positions ε . kBT ln 2.
generalized factorial cumulants, already the cumulant C0,2(t) of second order violates the
sign criterion Eq. (3.43).
In Figure 4.4 (b), the gate-voltage dependence of the factorial cumulants is depicted. We
find that the criterion Eq. (3.43) is violated for low-lying level energies ε, indicating that
correlations are more important in the regime when both spin states in the quantum dot
have a finite occupation probability. Again, by decreasing from s = 1 to s = 0, already for
m = 2 correlations can be identified.
Figure 4.5 (a) illustrates the possibility to detect correlations via different generalized
factorial cumulants. To the right of the dashed line, cf. Appendix A.2.2, given by
ε
kBT













all zeros zj(t) remain in the interval (−∞,−1], see Figure 4.6 (c). The minimal time span
tmin is infinite, see Figure 4.5 (b). Therefore, a violation of the sign criterion Eq. (3.43)
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Figure 4.5: Parameter space (a) and minimal time span tmin (b) of a single-level quantum
dot subject to a Zeeman field. (a) To the left of the colored lines, the sign
criterion for the respective Cs,m(t) is violated at some time t. To the right of
the dashed line,MF(z, t) has only real zeros in (−∞,−1] and the sign criterion
cannot be violated. (b) Minimal time span tmin increases with increasing ε and
decreasing |∆|. It diverges if ε encloses the values of the dashed line in (a). For
fixed ε, it diverges if ∆ is tuned to zero.
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Figure 4.6: Zeros zj for a single-level quantum dot subject to a Zeeman field with ∆ =
kBT/2, t = 100/Γ, and ε/kBT = −1.5, 0.0, 1.0. For ε/kBT . ln 2, zeros leave
(−∞,−1] into the complex plane after some time and correlations can be de-
tected by generalized factorial cumulants.
and thus a detection of correlations is only possible for ε . kBT ln 2. The second-order
factorial cumulant, s = 1 and m = 2, violates Eq. (3.43) only for rather large values of
the Zeeman energy and a low-lying quantum-dot level. With increasing m, the region in
which correlations can be detected is gradually increased to lower Zeeman splitting |∆|
and larger level positions ε. For generalized factorial cumulants with s = 0, already the
second order, m = 2, covers a much larger region of violation of Eq. (3.43). This clearly
demonstrates the enhanced sensitivity of generalized factorial cumulants to the presence
of correlations.
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4.3 Single-level quantum dot with ferromagnetic leads
As a second example, see Figs. 4.1 (b) and 4.2 (b), we consider a spin-degenerate quantum
dot (∆ = 0 and εσ = ε) in a voltage-biased scenario. The dot is coupled to a left and right
ferromagnetic lead r = L, R with parallel magnetizations and tunnel coupling strengths Γr.
Each ferromagnet is characterized by its degree of spin polarization pr ranging from pr = 0
for a normal metal to pr = 1 for a half-metallic ferromagnet with majority-spin ↑ electrons
only. A bias voltage V is applied symmetrically between the two ferromagnets. The bias
voltage is so large that the Fermi function fr(ε) = {1 + exp[(ε−µr)/kBT ]}−1 is one (zero)
for the left (right) lead. Transport through the quantum dot is supported by unidirectional
sequential tunneling with rates
Γσ0 = (1± pL)ΓL , (4.11)
Γ0σ = (1± pR)ΓR . (4.12)
Again, the positive (negative) sign corresponds to σ =↑ (↓). We denote the asymmetry of
tunnel couplings to source and drain by a := (ΓL − ΓR)/(ΓL + ΓR).4
In Figure 4.7 (a), we demonstrate the possibility to detect the presence of correlations in
this system. The dashed and dot-dashed line are derived as explained in Appendix A.2.2.
Below the dashed line given by
a =
3p2R + 4pLpR + 1
3p2R − 3
, (4.13)
all zeros zj(t) remain in the interval (−∞,−1], see Figure 4.8 (a), i.e., neither factorial nor
generalized factorial cumulants indicate the presence of correlations. The same is true for
the trivial case pR = 0 and the dot-dashed line given by
a =
p2R + 2pLpR + 1
p2R − 2pLpR − 3
, (4.14)
where the system can be mapped onto a two-state model without the correlating Coulomb
interaction, see Appendix A.2.1. Of course, tmin diverges at these system parameters, see
Figure 4.7 (b). Above the dot-dashed line, all the zeros move into the complex plane, see
Figure 4.8 (c), including the rightmost zeros which dominate the behavior of the factorial
cumulants, s = 1. For large values of the spin polarization p = pL = pR or the asymmetry a
of the tunnel couplings, Eq. (3.43) is already violated for the second-order factorial cumu-
lant (m = 2). Correlations are already detected by means of the commonly known Fano
factor, see Eq. (3.35). With decreasing p or a, higher orders m of the factorial cumulants
are needed to detect correlations.
An interesting regime resides between the dashed and dot-dashed line. Here, the rightmost
zeros remain on the real axis with zj(t) ≤ −1 , but zeros further to the left move into the
complex plane, see Figure 4.8 (b). As a consequence, a violation of Eq. (3.43) cannot
be found for any ordinary (s = 1) factorial cumulant. This limitation is overcome by
generalized factorial cumulants. By an appropriate choice of s, they can probe the position
of any zero zj(t) of MF(z, t) in the complex plane and, thus, detect correlations where
ordinary factorial cumulants fail. Furthermore, as in Section 4.2, for a given order m,
generalized factorial cumulants can detect correlations in a larger area of parameter space.
4Each tunnel coupling strength can be expressed via the asymmetry by Γr = (1 ± a)(ΓL + ΓR)/2 with
positive (negative) sign for r = L (R), where (ΓL + ΓR) drops out if its inverse is chosen as unit of time.







































Figure 4.7: (a) Parameter space and (b) minimal time span tmin of a single-level quantum
dot with ferromagnetic leads. The polarizations are pL = pR = p, however, a
different polarization pL (even pL = 0) does not change the results qualitatively.
(a) Below the dashed line, Ms(z, t) has only zeros ∈ (−∞,−1] such that the
sign criterion cannot be violated. The same is true exactly on the dot-dashed
line. For different parameters above the colored lines, the sign criterion for the
respective Cs,m(t) is violated at some time t. (b) For a ≥ −1/3, the minimal
time tmin increases with decreasing p and decreasing a and diverges at p = 0;
for a < −1/3, the minimal time tmin diverges both at the dashed and the
dot-dashed line in (a).
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Figure 4.8: Zeros zj for a single-level quantum dot with ferromagnetic leads discussed in
Figure 4.7 with pL = pR = 0.35, t = 50/(ΓL + ΓR), and a = (ΓL − ΓR)/(ΓL +
ΓR) = −0.8,−0.5, 0.0. For a = −0.8, all zeros remain on and for a = 0.0 all
zeros leave the real axis. For a = −0.5, the rightmost zeros remain on the real
axis, but zeros further to the left move into the complex plane. While facto-
rial cumulants are insensitive to correlations in this case, generalized factorial
cumulants can detect their presence.
4.4 Conclusions
In summary, we demonstrated that generalized factorial cumulants Cs,m(t) of the full
counting statistics of electron transport through nanostructures are a sensitive and versatile
tool to detect the presence of correlations via the violation of Eq. (3.43). Our discussion
was based on two examples of a single-level quantum dot tunnel coupled to electronic
reservoirs. Importantly, we demonstrated that already in a simple non-voltage biased case
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of experimental relevance, correlations can be detected via generalized factorial cumulants.
We found that generalized factorial cumulants are superior to ordinary factorial ones: with
decreasing s, correlation effects already show up in lower orderm and at earlier times. This
may be crucial for overcoming experimental limitations since the error of experimentally
determined cumulants typically increases both with order and time [19, 20].
Furthermore, there are regimes in which generalized factorial cumulants can detect corre-
lations while ordinary ones completely fail even for arbitrary large m.
Finally, we emphasize the general validity of the criterion Eq. (3.43). In future research, it
may be used to study different transport regimes or types of correlations (e.g., not induced
by Coulomb interaction). Moreover, multilevel and multichannel set-ups can be probed.
The criterion may also be applied to systems where coherent superpositions of different
quantum-dot states have to be taken into account.

5 Short-time counting statistics for
Coulomb-blockade systems
In this chapter, we discuss the detection of correlations for Coulomb-blockade systems in
the limit of time intervals [0, t] being short in comparison to the average waiting time
between two successive tunneling events.
In Section 5.1, we illustrate that ordinary cumulants are insufficient quantities for this
purpose, in contrast to generalized factorial cumulants. In addition to criterion (3.43), we
find for Coulomb-blockade systems in the short-time limit a more general criterion that
will be given in Eq. (5.4).
To find the necessary ingredients for a violation of this criterion, we derive in Section 5.2
universal expressions for the generalized factorial cumulants to the leading order in t. At
least three charge-states or fundamental tunneling processes of higher order are necessary
to observe correlations. Our findings for the uncorrelated case of two-charge states are in
complete agreement with novel experimental data [19].
As an example for correlated electron transport in the short-time limit, we simulate in
Section 5.3 the generalized factorial cumulants for a normal-state island coupled to a su-
perconducting lead. The simulated system has been recently experimentally realized in
Ref. [5]. Correlations are identified and the validity of universal expressions of Section 5.2
is confirmed.
The results of this chapter have been published, in parts verbatim, in Ref. [94].
5.1 Detection of correlations in the short-time limit
In this chapter, we concentrate on the short-time limit of counting statistics in Coulomb-
blockade systems, which can be simulated by a master equation, see Section 3.6. The
short-time limit is defined by the length t of the measuring-time interval being small as
compared to the average waiting time between two successive tunneling events. Of course,
t has to remain larger than the time resolution of the detector. To emphasize once more, we
do not cover non-Markovian effects [13, 15, 65]. We assume a detector counts the number
of electrons tunneling out of a central region, e.g, an island or quantum dot. Counting
starts after the system has reached its stationary state. Charging energy limits the number
of possible charge states, i.e, only certain numbers of electrons on the central region are
allowed. However, we take into account arbitrary many microscopic realizations of each
charge state (e.g, the electrons on the central region may occupy different orbital and/or
spin states). Coherent superpositions, as explained in more detail in Chapter 7, between
different microscopic realizations but not between different charge states are also covered
by our discussion.
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2 
SC lead island
Figure 5.1: Andreev tunneling from a metallic island to a superconducting lead modeled
as second-order tunneling process [95]. A single electron is annihilated in the
island and a single excitation is created in the superconductor. Subsequently,
a second electron is annihilated in the island and forms, together with the
excitation, a Cooper pair.
As in the previous chapters, we aim at the detection of correlations between counted
electrons. Correlations can arise between sequentially tunneling electrons, e.g., as a conse-
quence of Coulomb interaction, cf. Chapter 4. Another source of correlations provides the
superconducting pairing interaction [7–12, 96, 97]. If a metallic island is tunnel coupled
to a superconducting lead, two electrons can be transferred simultaneously, see Figure 5.1.
Such process is referred to as Andreev tunneling [98]. In a counting experiment, a sin-
gle Andreev-tunneling process yields the probability distribution P2(t) = 1 − P0(t) and
PN (t) = 0 for N 6= 0, 2. Thus, it cannot be decomposed into two single-electron sub-
processes which would imply a finite probability P1(t). We see that any fundamental
electron-tunneling process transferring N > 1 electrons is a correlated transfer process as
defined in Chapter 3.4.
Ordinary cumulants in the short-time limit are not a convenient tool to identify correlations,
neither for correlated sequential-tunneling processes nor for fundamental tunneling pro-
cesses of multiple electrons. This can be understood by inspecting the moment-generating
function





What is the form of the leading order linear in t? Let us assume that a single electron
can tunnel with a rate Γ1, two electrons (Andreev tunneling) with Γ2, and, in general,
there may be fundamental processes in which even a larger number N of electrons tunnel
simultaneously with ΓN .1 Thus, the probability distribution takes the form PN (t) =
ΓN t + O(t2) and P0(t) = 1 −
∑
N≥1 ΓN t + O(t2). It contains only contributions with at
most one fundamentalN -particle process during the measuring-time interval; contributions
with more such processes are of order t2 or higher. From Eq. (3.4), we obtain




eNz − 1)ΓN t+O (t2) (5.2)
1In general, there may be several N -particle processes whose individual tunneling rates ΓNχ depend on
the state χ of the central region. In this case, ΓN is the average rate, where each ΓNχ is weighted with
the probability to find the central region in state χ.
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NmΓN t . (5.3)
They are all positive and linear in t, irrespective of the presence or absence of correlations.
Only the relative magnitude of the cumulants of different order m may be used to identify
the presence of fundamental tunneling processes with N ≥ 2.
Generalized factorial cumulants Cs,m(t) in the short-time limit are much more convenient
to identify correlations. Taking into account that in the short-time limit of a Coulomb-
blockade system C1(t) = CF,1(t) ∝ t, we see from Eq. (3.37) that the Poisson binomial
distribution is determined by small probabilities pj(t) ∝ t. Inserting the resulting zeros
zj(t) = −1/pj(t) into Eq. (3.42) yields s-independent generalized factorial cumulants with
fixed sign and time dependence
Cs,m(t) = C1,m(t) ∝ (−1)m−1tm . (5.4)
In agreement with Eq. (3.43), which is valid for arbitrary time t, a different sign indicates
correlations. But, in contrast to Eq. (3.43), this statement does also hold for odd m if
s < 0. More remarkably, in the short time limit, also an s-dependence itself or a time
dependence different from ∝ tm proves the presence of correlations. In the following, we
illustrate this for Coulomb-blockade systems with different numbers of accessible charge
states and different fundamental tunneling processes.
5.2 Generalized factorial cumulants in the short-time limit
To obtain the Cs,m(t) in the short-time limit, we first calculate the zeros zj(t) and then
apply Eq. (3.42). What are the relevant zeros? For small but finite t, the PN (t) in
Eq. (3.38) with N ≥ 1 are small, which implies that the zeros zj(t) of the generating
function have a large magnitude. From Eq. (3.42), it is clear that the short-time behavior
of the (generalized) factorial cumulants is governed by those zeros zj(t) that diverge slowest
as t → 0. To determine them, we expand the generating function, Eq. (3.38), in powers
of t and keep only the leading terms proportional to t0. Hence, the constant term z0t0
must be taken into account plus those terms ∝ zktl with the smallest appearing ratio l/k
(for l ≥ 1). This yields zj(t) ∝ t−l/k. Other terms can be neglected due to their larger
ratio l/k.
5.2.1 Sequential tunneling for two charge states
We start by discussing sequential tunneling between two accessible charge states. In the
short-time limit, we can approximate the generating function by MF(t) ≈ 1 + zP1(t),
where P1(t) = Γ1t linear in time describes a single tunneling-out event. Contributions
PN (t) with N ≥ 2 tunneling-out events can be ignored for the following reason. After each
tunneling-out event (being counted) an electron has to tunnel in (which is not counted)
before another tunneling-out event can happen. This implies PN (t) ∝ t2N−1 (with N ≥ 1),
and from all the contributions zNPN (t) ∝ zN t2N−1 to the generating function, only the
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one with N = 1 has to be kept since this has the smallest ratio 2− 1/N of the exponents
for t and z. Thus, there is only one zero
z1(t) = − 1
Γ1t
(5.5)
and by means of Eq. (3.42) we get the short-time generalized factorial cumulants
Cs,m(t) = (−1)m−1(m− 1)! (Γ1t)m ∝ tm . (5.6)
Despite the presence of Coulomb interactions (only two charge states are allowed) the
cumulants agree with Eq. (5.4). They are s-independent, the sign is (−1)m−1, and the
power law tm is recovered in the short-time limit. Thus, for a system restricted to two
charge states, the short-time limit is not suited to detect correlations.
The short-time behavior of recently measured factorial cumulants for hole transfer in semi-
conductor quantum dots with dense excitation spectrum [19] is in full agreement with
Eq. (5.6): while the alternation of the sign with increasing m is explicitly commented
on, also the power-law dependence tm is clearly visible in the data shown in Fig. 5(e) of
Ref. [19]. Our argumentation now provides an explanation for this experimental finding.
5.2.2 Sequential tunneling for three charge states
If three charge states are accessible, two sequential-tunneling processes transferring an
electron from the central region into the leads can occur in a row, i.e., P2(t) ∝ t2 and
z2P2(t) ∝ z2t2 is equally important for the position of the zeros of the generating function
as zP1(t) ∝ zt. But still, terms with PN≥3(t) ∝ t2N−2 are negligible since they involve
at least N − 2 tunneling-in events that are not counted. As a result, we get MF(t) ≈
1 + zP1(t) + z
2P2(t) with two zeros
z1,2(t) = − 2
P1(t)±
√
P 21 (t)− 4P2(t)
, (5.7)
which yields
Cs,m(t) = (−1)m−1(m− 1)! [P1(t)]m am ∝ tm , (5.8)















Again, in the short-time limit, Cs,m(t) is s-independent and obeys the power law tm. But
now, the sign can be modified: for 4P2(t) > P 21 (t) there are some m for which am < 0 such
that Cs,m(t) has the opposite sign as for a Poisson binomial distribution of uncorrelated
tunneling events. We conclude that for a detection of correlations in the full counting
statistics of sequential tunneling more than two charge states are necessary.
It is straightforward to extend this procedure to include more charge states. For each extra
charge state, one more term zNPN (t) ∝ zN tN needs to be kept in the generating function,
Eq. (3.38), giving rise to one more zero zj(t) ∝ 1/t such that Cs,m(t) is independent of s
and proportional to tm, but with a sign that may or may not be given by (−1)m−1.
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5.2.3 Sequential and two-electron tunneling for three charge states
In this Section, we include the presence of two-electron processes such as Andreev tunnel-
ing, where two electrons are tunneling out of an island simultaneously. This will lead to
a power-law behavior of the short-time generalized factorial cumulants different from tm.
Moreover, an s-dependence will emerge.
While P1(t) = Γ1t is given by sequential tunneling with rate Γ1, P2(t) = Γ2t is dominated
by two-electron tunneling with rate Γ2. Sequential tunneling of two electrons is negligible
since it is of order t2. Keeping only those terms ∝ zktl with the smallest ratio l/k,
we approximate the generating function for the case of three charge states by MF(t) ≈
1 + z2Γ2t. Plugging the zeros
z1,2(t) = ± i√
Γ2t
(5.10)
into Eq. (3.42) yields, for even m, the short-time generalized factorial cumulants
Cevens,m (t) = −(m− 1)! 2 (−Γ2t)
m
2 ∝ tm2 , (5.11)
independent of s and independent of P1(t). For odd m, however, the two zeros determined
above cancel out each other when plugged into Eq. (3.42), indicating that for odd m the
approximation of the generating function was too crude. We need to include the next-
order correction. To identify which terms to include, we use that the zeros diverge with
zj(t) ∝ 1/
√
t. Thus, the correction (of order
√
t) is introduced by terms ∝ zt. Therefore,
we getMF(t) ≈ 1 + zΓ1t+ (z2 + 2z)Γ2t, while all other terms can still be neglected. The
corresponding zeros are




− 1 , (5.12)
which yields 1/[z1,2(t)− s+ 1] = ∓i
√
Γ2t− (Γ1/2 + sΓ2)t. Finally, we obtain
Codds,m (t) = m! (−Γ2t)
m−1
2 (Γ1 + 2sΓ2) t ∝ t
m+1
2 . (5.13)
We note that, in contrast to even m, the odd-m generalized factorial cumulants depend
both on s and on the sequential-tunneling rate Γ1.
Combining the results for even and oddm, we conclude that the time-dependence Cs,m(t) ∝
tdm/2e, where dm/2e is the smallest integer larger or equal to m/2, is qualitatively different
from a Poisson binomial distribution of uncorrelated tunneling and also from a Coulomb-
blockade system in which only sequential tunneling occurs. Also the sign is different, for
s ≷ −Γ1/(2Γ2) given by (−1)d±m/2e−1. We remark that the relative strength of single-
and two-electron tunneling, Γ2/Γ1, influences the time below which the short-time limit
is applicable but, ultimately, two-electron tunneling will always dominate the generalized
factorial cumulants.
5.2.4 Higher-order tunneling
The discussion can be easily extended to include fundamental tunneling processes in which
up to Nmax electrons tunnel simultaneously. We find that the tunneling processes with















Figure 5.2: (a) Normal-state metallic island (blue) weakly tunnel coupled to a supercon-
ducting lead (red). Via the gate voltage VG, the gate charge nG of the island
is tuned to zero. The current through a single-electron transistor (green) mon-
itors the island charge n as a function of time. (b) Sketch of the states and
transition rates.
Nmax, i.e., the largest number of simultaneously transferred electrons, dominate the short-
time behavior of the generalized factorial cumulants. The time dependence is given by
Cs,m(t) ∝ tdm/Nmaxe. Form = Nmax, 2Nmax, 3Nmax, . . ., the generalized factorial cumulants
depend only on the leading order of the zeros zj(t) ∝ t−1/Nmax and they are independent of
s. Otherwise next order corrections must be taken into account and generalized factorial
cumulants become s-dependent. The zeros and, thus, the pj(t) = −1/zj(t) are complex,
and the electrons are transferred in a correlated manner.
5.3 Sequential and Andreev tunneling in a single-electron box
We illustrate our findings for a model system that has been experimentally realized in
Refs. [5, 31, 32]. Its set-up is shown in Figure 5.2 (a).
A normal-metal island is tunnel coupled to a superconducting lead. This single-electron
box (SEB) is characterized by the (normal-state) tunnel resistance RT and the charging
energy EC(n− nG)2 for n electrons on the island. Via a gate voltage VG, the gate charge
nG is tuned to the symmetry point nG = 0. To monitor the charge n on the island, a
single-electron transistor (SET) is electrostatically coupled: for each value of n there is a
characteristic value of the current through the SET. At low temperature, only three charge
states play a role, n = −1, 0, 1 (relative to some reference charge). Single-electron tunneling
leads to transitions between n = 0 and ±1, and Andreev tunneling imply direct changes
between n = +1 and −1. The corresponding rates are Γ±u , Γ±d , and Γ±A, see Figure 5.2 (b).
In Ref. [5], the full counting statistics of Andreev tunneling (without distinguishing tunnel-
ing in from tunneling out and without counting sequential tunneling events) was measured.
A strongly super-Poissonian distribution was found and attributed to avalanches of An-
dreev processes that form due to the interplay of Andreev and single-electron tunneling.
By interpreting the data in terms of the cumulant generating function in the long-time
limit, avalanches of up to 20 Andreev processes have been identified.
In the following, we consider the very same system but study the short-time charge-transfer
statistics for tunneling out of the island via both sequential and Andreev tunneling and
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characterize it via generalized factorial cumulants. Instead of calculating the tunneling
rates Γ±u , Γ
±
d , and Γ
±
A in the presence of an electromagnetic environment [31, 99], we take
the values Γ±u = Γu = 12Hz, Γ
±
d = Γd = 252Hz, and Γ
±
A = ΓA = 615Hz that were
experimentally measured in Ref. [5] at temperature 50mK for EC = 40µeV, RT = 490 kΩ,
and the superconducting gap ∆ = 210µeV.
5.3.1 Numerical simulation
The charge-transfer dynamics can be simulated by the N -resolved master equation
p˙−1N (t) = − (ΓA + Γd) p−1N (t) + Γup0N−1(t) + ΓAp1N−2(t) ,
p˙0N (t) = Γdp
−1
N (t)− 2Γup0N (t) + Γdp1N−1(t) ,
p˙1N (t) = ΓAp
−1
N (t) + Γup
0
N (t)− (ΓA + Γd) p1N (t),
(5.14)
for the probability pnN (t) that at time t the island is in charge state n and N electrons
have left the island in time interval [0, t]. Following Section 3.6, the generalized factorial
cumulates are obtained from the generator
Wz =
−ΓA − Γd zΓu z2ΓAΓd −2Γu zΓd
ΓA Γu −ΓA − Γd
 . (5.15)
Each counting factor z in the upper-right off-diagonal matrix elements correspond to count-
ing an electron leaving the island. Since an Andreev-tunneling process transfers two elec-
trons, ΓA is multiplied with the square z2 instead of a single z. The probability distribution










and taking advantage of Eq. (3.54) afterwards.
5.3.2 Factorial cumulants without Andreev tunneling
In order to identify the influence of Andreev tunneling on the full counting statistics, we,
first, simulate the factorial cumulants (s = 1) in the absence of Andreev tunneling (we set
ΓA = 0 but keep Γu and Γd unchanged).
The sign criterion (3.43) holds for every time t and order m, see Figure 5.3 (a). Moreover,
in the short-time limit (given by Γdt 1), the time dependence matches Eq. (5.4). Indeed,
the electrons are transported uncorrelated. In the long-time limit, all factorial cumulants
are linear in time because C1,m(t) → ∂mz [λ(z)]z=1t, where λ is the eigenvalue of Wz with
the largest real part at z = 1. The long-time limit will be addressed in more detail in
Section 6.2.










42 5 Short-time counting statistics for Coulomb-blockade systems
() 	
 	
































Figure 5.3: Factorial cumulants as a function of time (a) without and (b) with Andreev
tunneling. The sign of (−1)m−1C1,m is positive for continuous and negative for
dashed lines.
see Eq. (5.8), which has been derived by a general argumentation in Section 5.2. We
remark that the short-time (but not the long-time) factorial cumulants in the absence of
Andreev tunneling are identical to those when Andreev tunneling processes are present but
not counted. This could be immediately realized for the set-up of Ref. [5]. Furthermore,
we mention that if we chose for the considered model Γu > Γd/2 then 4P2(t) > P 21 (t), and
(−1)m−1C1,m(t) would become negative for some m and t, in accordance to the discussion
in Section 5.2.2.
5.3.3 Factorial cumulants with Andreev tunneling
In the presence of Andreev tunneling, the factorial cumulants are qualitatively different,
see Figure 5.3 (b). The only common feature is the linear long-time behavior. We now
find extended regions violating the sign criterion (3.43), indicated by dashed lines in Fig-
ure 5.3 (b). Moreover, in the short-time limit, the time dependence violates Eq. (5.4).
Thus, both the sign and the time dependence prove the presence of correlations.
Again, we can confirm the validity of the general argumentation in Section 5.2. In the








and the factorial cumulants follow the power law C1,m(t) ∝ tdm/2e.
5.3.4 Generalized factorial cumulants
Finally, we investigate the s-dependence of the generalized factorial cumulants in the short-
time limit.
In the absence of Andreev tunneling, the numerical simulation yields s-independent gen-































Figure 5.4: Generalized factorial cumulants Cs,m normalized by C1,m as a function of s
(a) without and (b) with Andreev tunneling at time (a) t = 0.7ms and (b)
t = 0.1ms. Both in (a) and (b), time is slightly above short-time limit such that
all 6 cumulants can still be distinguished. In the short-time limit, all cumulants
in (a) coincide and are s-independent. In contrast, factorial cumulants of odd
order m display an s-dependence in (b).
s-dependence can still be observed, i.e., the short-time limit is nearly reached. Crite-
rion (5.4) is fulfilled since electron transport is uncorrelated. The missing s-dependence is
also in agreement with Eq. (5.8).
In the presence of Andreev tunneling, the generalized factorial cumulants of odd order m
become s-dependent as shown in Figure 5.4 (b). Criterion (5.4) is violated and the pres-
ence of correlations is proven. The linear s-dependence for odd orders m and also the
s-independence for even orders m is in agreement with the universal Eqs. (5.11) and (5.13).
We want to emphasize that already the generalized factorial cumulant of first order Cs,1(t)
indicates the correlations, whereas the first ordinary factorial cumulant C1,1(t) fails both
for short and finite times. Moreover, the s-dependence can be used, in general, to obtain
information about the next-to-leading order of the time dependence of the zeros zj(t) of
the generating function, see Section 5.2.
5.4 Conclusions
In summary, we demonstrated that generalized factorial cumulants Cs,m(t) of the full
counting statistics of electron transport through Coulomb-blockade systems are even in
the limit of short time intervals t a sensitive tool to detect correlations via the violation
of Eq. (5.4). In addition to the criterion Eq. (5.4), also a different sign for odd m and
s < 0, any s-dependence itself, or a time dependence different from Cs,m(t) ∝ tm proves
the presence of correlations.
We presented a general argumentation for what kind of Coulomb-blockade systems the
criterion can be violated and in what sense. Our argumentation was just based on the
number of accessible charge states and the appearance of different fundamental tunneling
processes. Nevertheless, we obtained universal expressions for the generalized factorial
cumulants Cs,m(t) in the short-time limit.
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We illustrated our theoretical findings for the example system of a normal-state island cou-
pled to a superconducting lead [5]. The presence of Andreev tunneling leads to correlated
electron transport which can already be identified by the s-dependence of the generalized
factorial cumulant of first order Cs,1(t). Higher-order (generalized) factorial cumulants
show a characteristic power law t
m
2 for even and t
m+1
2 for odd orders m.
Finally, we emphasize that the experimental feasibility benefits from shorter times t since
cutting the total measured time trace into shorter and, therefore, more time intervals
reduces statistical errors.2
2In Ref. [19], factorial cumulants up to 12th order have been measured down to intervals t so short that
(in average) only 1 of 100 intervals includes a tunneling event.
6 Inverse counting statistics based on
generalized factorial cumulants
In this chapter, we concentrate on the generalized factorial cumulants in the limit of long
measuring-time intervals [0, t]. We propose a method to reconstruct, solely from these
cumulants as input parameters, characteristic features of an otherwise unknown stochastic
system, e.g., a lower bound for the system dimension and the full spectrum of relaxation
rates [67–72].
Our method, denoted in the following by inverse counting statistics, can be applied to
Coulomb-blockade systems as outlined in Section 3.6, but also to any other stochastic
system governed by an N -resolved Markovian master equation (3.47). Thus, in addition to
Section 3.6, we do not care about the physical nature of the states χ and allow the detector
to count arbitrary many transitions of arbitrary sort increasing the detector counter by an
arbitrary amount, see Figure 6.1. Inverse counting statistics covers, therefore, also fields
as biological physics, where stochastic transitions like the steps of motor proteins [100,
101], intramolecular conformational changes [102–104], and enzymatic turnovers generating
fluorescent products [105, 106] are studied. Detectors are optical tweezers [100, 107], atomic
force, or fluorescence microscopes [107, 108].
A short introduction to inverse counting statistics is given in Section 6.1, where we elucidate
the relation of our method to the previous work [109]. Details concerning the input and
output parameters of inverse counting statistics are given in Section 6.2 and Section 6.3,
respectively. We illustrate our procedure for two example systems. In Section 6.4, we
consider a single-level quantum dot coupled to one normal-metal lead as introduced in
Section 4.2. In Section 6.5, we study a normal-metal island coupled to a superconducting
lead as introduced in Section 5.3. For the latter system, the generalized factorial cumulants
reveal an additional dimension and relaxation rate which are both hidden to ordinary
(factorial) cumulants. Finally, we give a short summary of the inverse-counting-statistics
procedure in form of a step-by-step manual in Section 6.6.
The results of this chapter have been published, in parts verbatim, in Ref. [110].
6.1 Introduction
For a well-characterized system, the states, the rates between them, and the coupling to
the detector are known. It is, then, straightforward to compute the full counting statis-
tics (i.e., statistical moments, cumulants, or the probability distribution PN ) and compare
the simulation with experimentally measured data. Suppose, however, that the underlying
model for a stochastic system is unclear and the only information available is the counting
statistics measured by the detector. It is, then, desirable to have a systematic approach to
distill out of the measured counting statistics the relevant information for reconstructing








Figure 6.1: A stochastic system with M = 4 states. Transitions are indicated by arrows.
Dashed arrows indicate transitions counted by the detector with counting fac-
tors zk appearing in the corresponding generator Wz.
properties of the underlying model, such as the number M of states of the stochastic sys-
tem and the eigenvalues λj(z) of the generator Wz of the time-evolution, cf. Section 3.6.
Such an approach can be dubbed inverse counting statistics [109].
Of course, inverse counting statistics cannot distinguish between different stochastic sys-
tems that are equivalent in the sense that they produce the same counting statistics, even
if the stochastic systems possess a different numbers of states. Therefore, inverse count-
ing statistics can at most deliver the minimal number of system states necessary that is
compatible with the observed counting statistics.
Given a measured distribution PN , what are the input data for the inverse counting statis-
tics? In [109], it was suggested to use the ordinary cumulants Cm in the long-time limit.
Here, we propose to use generalized factorial cumulants Cs,m instead. The advantage of the
latter is that they depend on an arbitrarily chosen parameter s. The outcome of the inverse
counting statistics (such as the number of system states or the spectrum of relaxation rates)
should, however, not depend on this parameter s. Therefore, the s-independence of the
results defines a powerful consistency criterion. Furthermore, as we will see in Section 6.5,
there are special cases in which part of the relaxation-rate spectrum is not accessible by
inverse counting statistics with ordinary cumulants but is detectable by using generalized
factorial cumulants with properly chosen parameter s.
As another difference to [109], we allow for a more general system-detector coupling by
introducing the counting power D. In [109], the detector is assumed to be sensitive to
only a single transition between two specific states increasing the detector counter just
by one, the counting power is D = 1. If this transition increases the detector counter
by k, the counting power is D = k. If several transitions are counted by the detector,
the counting power can be even larger. We allow for detectors counting arbitrarily many
transitions between arbitrarily many states increasing the detector counter by an arbitrary
amount. Therefore, our inverse counting procedure does not only test compatibility with
the number M of system states but also with the counting power D.
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6.2 Input of inverse counting statistics
Taking Eqs. (3.40) and (3.53) into account, the generalized factorial cumulants Cs,m(t) at
















We emphasize that only steady-state counting statistics is considered, i.e., we assume that
the system has already relaxed to pstat before counting starts, cf. Section 3.6. This excludes
studying transient behavior after a perturbation of the system. Such an approach has been
recently used to experimentally measure some relaxation rate λj(1) [111–115]. However,
to determine the full spectrum of relaxation rates {λj(1)}, the approach would require the
knowledge of how to perturb the system in order to probe a specific relaxation rate.
The summation over j complicates the time dependence of the generalized factorial cu-
mulants. In the long-time limit, however, Eq. (6.1) becomes considerably simpler since
the exponential factors suppress all terms of the sum except the ones with the largest real
part Re [λj(z)] for z = s. For z = 1 and systems with a unique stationary state, the
dominant eigenvalue is 0. All other eigenvalues have a negative real part.1 Around z = 1,











provides well-defined constants, referred to as scaled long-time (generalized factorial) cu-
mulants.
These scaled long-time cumulants cs,m define the input information for the inverse counting
statistics. Of course, in an experiment, the time t is always finite and, moreover, λmax(z)
is not directly accessible. Therefore, one has to use scaled finite-time cumulants Cs,m(t)/t,
with Cs,m(t) obtained via Eqs. (3.38) and (3.40) from the measured PN (t). For large t,
the scaled cumulants become time independent such that Cs,m(t)/t ≈ cs,m.
If s is chosen very negative, it may happen that the dominant eigenvalues are given by
a complex-conjugated pair. In this case, the limit is not well defined and the inverse
counting-statistics procedure derived below cannot be applied.
6.3 Output of inverse counting statistics
In Section 3.6, we have shown how to calculate for a given stochastic model defined by the
generator Wz the respective cumulants. Inverse counting statistics deals with the opposite
problem: how much can we learn about the stochastic system if only a few numbers,
namely the experimentally determined values of the scaled long-time cumulants cs,m (up
to some order), are given?
We aim at the following properties of the stochastic system. First, a very important feature
of the system is the dimension M of Wz, i.e., the number of participating states in the
1Otherwise, Eq. (3.50) would not lead to the unique stationary state pstat for arbitrary initial p1(0).
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stochastic process. Furthermore, the coupling to the detector is described by powers of z
attached to some matrix elements of the generator. As a consequence, the characteristic
polynomial det (λ1−Wz) is of order D in z. Thus, as a second feature, we identify the
counting power D. We show below that the values of the first (D + 1)M scaled long-time
cumulants are enough to check compatibility with a stochastic system of dimensionM and
the counting power D characterizing the coupling to the detector.
But, with inverse counting statistics, we can get much more. From the (D+1)M input pa-
rameters cs,m it is possible to determine the full spectrum of Wz, i.e., the full z-dependence
of the eigenvalues λj(z). To appreciate how remarkable this statement is, let us remind
that the input parameters are only a finite [(D + 1)M ] number of derivatives of only one
eigenvalue λmax at only one value of z, namely the arbitrarily chosen s. From this rather
restricted amount of information, we aim at reconstructing also the other eigenvalues dif-
ferent from λmax at all values of z different from s. How is this possible and how does it
work in practice?
To answer this question, we observe that the characteristic function of the generator Wz,
χ(z, λ) = det (λ1−Wz) =
M∏
j=1
[λ− λj(z)] , (6.3)
is a polynomial both in λ (of order M) and in z (of order D). The eigenvalues λj(z),
i.e., the zeros of the characteristic function, χ(z, λj(z)) = 0, are, in general, nonanalytic
functions in z. The characteristic function χ(z, λ) itself, however, is a polynomial in z and
can, therefore, be written in the form





aµν (z − s)µ λν , (6.4)
where s is the arbitrarily chosen parameter of the generalized factorial cumulants. As a
consequence, the (s-independent) characteristic function is fully determined by the (D +
1)M real (and s-dependent) coefficients aµν . This fixes all z-dependent (but s-independent)
eigenvalues λj(z) of the generator Wz. For this reason, (D + 1)M input parameters are
enough to fully determine the spectrum of Wz.
Suppose that M and D are already known (we will discuss below how this is done with
the help of inverse counting statistics). How do we get the spectrum of Wz? As input
parameters, we use the scaled generalized factorial cumulants cs,m for m = 0, . . . , (D +
1)M−1 in the long-time limit. To determine the coefficients aµν , we perform l = 0, . . . , (D+
1)M − 1 times a derivative of χ(z, λ(z)) ≡ 0 with respect to z and set z = s afterwards.
For technical reasons, it is convenient to divide the resulting equation by l!. Then, we
arrive at the set of linear equations










0 for l < µ
1 for l = µ, ν = 0
0 for l > µ, ν = 0
(6.6)
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· · · cs,αν
αν !
. (6.7)
Obviously, Al,µν depends on l and µ only via the difference l − µ (this was the reason of
dividing by l!). The multiple sum over the α is constrained by α1 + . . .+ αν = l − µ. An
alternative expression for the Al,µν can be found in Appendix A.3.1.
To be explicit, let us write down all the terms that are relevant for the case M = 3 and
D = 2. We need ν up to 2 and l up to 8. For ν = 0 we get Al,µ0 = δlµ, for ν = 1 we have




Aµ+1,µ2 = 2cs,0cs,1 ,





































































To obtain the full spectrum {λj(z)}, one first solves the set of linear Eqs. (6.5) for aµν .
Second, the result for aµν is inserted into Eq. (6.4) to get the characteristic function.
Finally, the zeros of the characteristic function are determined. It all works because the
characteristic function is fully determined by a finite number of coefficients aµν only.
It is important to remark that, in general, there is no guarantee that the set of linear
Eqs. (6.5) provides a unique solution. There may be special situations (we will discuss such
a case below) in which the generator Wz is separable in the sense that its characteristic
function can be written as a product of two polynomials, the first one of order D′ and M ′
in z and λ, the second one of order D −D′ and M −M ′. Of course, it is trivial that the
characteristic function can always be written as a product of two polynomials in λ, but
separability requires that, in addition, the two polynomials in λ are polynomials in z as
well. For separable generators, inverse counting statistics has only access to the part of
the spectrum to which the eigenvalue λmax(z) with the largest real part belongs, i.e., the
effective problem has reduced dimensions M ′ and D′.
The remaining question to be answered is how to determine the dimensions M and D of
the stochastic system. In the spirit of [109], one may suggest that after having determined
λmax(z) from the first (D + 1)M scaled long-time cumulants cs,m one can calculate the
cs,m of higher order and compare them with experimentally measured values Cs,m(t)/t in
the long-time limit. If M and D were chosen correctly, then one expects a coincidence
of calculated and measured values. This has, however, two downsides. First, measuring
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cumulants of increasingly higher order may become more and more difficult. Second, com-
paring just numbers to establish a consistency criterion may be of only limited significance
in view of experimentally unavoidable noise.
With the use of generalized factorial cumulants, however, we can do much better. Re-
member that the parameter s was chosen arbitrarily and the result, i.e., the spectrum of
the generator, must be independent of this parameter s. Therefore, we can use the very
same measured time trace of the detector to determine scaled cumulants Cs,m(t)/t in the
long-time limit for different values of s and, afterwards, run the inverse counting-statistics
procedure for each s. If M and D were chosen correctly, then the full z-dependence of the
full spectrum should be independent of the choice of s. This establishes a much stronger
consistency check than comparing just a few numbers.
In the following Sections 6.4 and 6.5, we illustrate the inverse counting-statistics procedure
for two example systems: a single-level quantum dot in a Zeeman field and a normal-metal
island coupled to a superconducting lead.
6.4 Single-level quantum dot with Zeeman field
The first example system is the single-level quantum dot subjected to a Zeeman field
as introduced in Sections 4.1 and 4.2. The system is depicted in Figure 4.1 (a) and its
generator Wz takes the form presented in Eq. (4.7) with the transition rates from Eqs. (4.8)
and (4.9). The characteristic function is a polynomial of order M = 3 in λ and of order
D = 1 in z.
6.4.1 Nonvanishing magnetic field
We begin by discussing the case of nonvanishing magnetic field for which we choose ε =
−kBT and ∆ = kBT/2. As unit of time we chose the inverse of Γ = Γσ0 + Γ0σ. The
input information for the inverse counting statistics (for M = 3 and D = 1) is given
by the scaled long-time generalized factorial cumulants cs,m from order 0 up to order
(D + 1)M − 1 = 5. Since in experiments, the measurement time is always finite, we do
not take as input parameters the exact scaled long-time cumulants of the defined model
but calculate, instead, the scaled finite-time cumulants Cs,m(t)/t at some large but finite
time t. Hence, the scaled cumulants are close but not identical to the exact values in the
long-time limit. For the exact long-time scaled cumulants, a value for the dimension M
that was assumed to be too large, can be immediately identified by trying to solve the
system of linear Eqs. (6.5). Then, no unique solution for every aµν is obtained, i.e., the
linear equations are not independent from each other. However, in the following, we stick
to the experimental situation that, due to the finite measuring time or due to experimental
noise, a unique solution for the system of linear Eqs. (6.5) is even obtained ifM is assumed
too large.
First, we determine the eigenvalue spectrum from the inverse counting statistics performed
at s = 1 and assuming the correct values M = 3 and D = 1. As input parameters, we take
the calculated scaled generalized factorial cumulants Cs,m(t)/t at times Γt = 10, 20, 100.
The result is shown in Figure 6.2 (a). For Γt = 100, the long-time limit is reached and
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Figure 6.2: Eigenvalue spectrum obtained via inverse counting statistics for a single-level
quantum dot ε = −kBT (a) inside a magnetic field ∆ = kBT/2 and (b) without
magnetic field. The input data are scaled cumulants Cs,m(t)/t for finite times t.
Only in the long-time limit Γt & 100, the output {λj} is indeed the eigenvalue
spectrum of the generator Wz given in Eq. (4.7). Values λj with a finite
imaginary part (occurring for very negative z) are not depicted.
no difference to the exact eigenvalues can be noticed anymore. The green dotted lines are
indeed the full eigenvalue spectrum of the generator Wz.
Next, we demonstrate the consistency check for the dimensions M and D. For this, we
check the required s-independence of the eigenvalue spectrum. In the following, we al-
ways use as input information the calculated scaled cumulants at Γt = 6000 to ensure
convergence to the asymptotic long-time behavior not only for s = 1 but also for other s.
To show simultaneously both the z- and the s-dependence of the eigenvalues, we plot in the
following figures the contour lines for different selected values of λ (in units of Γ). Horizontal
contour lines indicate that the eigenvalues are independent of s. If all eigenvalues are s-
independent, then, the assumed dimensions M and D are compatible with the input data.
In Figure 6.3 (a) and (b), we show the result for the choice M = 2 and D = 1. Since the
dimensionM of the stochastic systems is taken too small, the resulting eigenvalues display
a strong s-dependence, especially the eigenvalue λ1. However, if we take the proper values
M = 3 and D = 1, see Figure 6.3 (c), (d), (e), we get s-independent results. The order
M = 3 and D = 1 are lower bounds for the system’s dimensions.
6.4.2 Vanishing magnetic field
The case of vanishing magnetic field ∆ = 0 is special because due to spin degeneracy
ε↑ = ε↓ only two different rates Γ↑0 = Γ↓0 = Γ10 and Γ0↑ = Γ0↓ = Γ01 appear. As a
consequence, the characteristic function becomes separable,
χ(z, λ) = χ1,2(z, λ) · χ3(λ) (6.8)
χ1,2(z, λ) = λ
2 + (Γ01 + 2Γ10)λ− 2(1− z)Γ01Γ10 (6.9)
χ3(λ) = λ+ Γ01 . (6.10)
The first factor is a polynomial of order M = 2 in λ and of order D = 1 in z, while the
second factor is of order M = 1 and independent of z. Due to the z-independency, the
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Figure 6.3: Consistency check of the number of system statesM and the counting power D
for the single-level quantum dot ε = −kBT in a magnetic field ∆ = kBT/2 for
time Γt = 6000. Assuming different values for M and D, contour lines of the
resulting j = 1, . . . ,M eigenvalues λj(z)/Γ are depicted. The eigenvalues for
M = 2, D = 1 in (a), (b) show a strong s-dependence, the ones for M = 3,
D = 1 in (c), (d), (e) are s-independent.
second factor does not influence counting statistics and thus cannot be detected anymore.
The electron transfer can be completely described by a spinless orbital which is occupied
with rate Γ10 := Γ↑0 + Γ↓0 and emptied with rate Γ01 := Γ0↑ = Γ0↓, cf. Appendix A.2.1.
Note that a separable characteristic function does not always separate in a z-dependent
and z-independent factor, an example will be given in Section 6.5.
Performing the inverse counting statistics at s = 1 with the correct values M = 2 and
D = 1 of the spinless model gives the spectrum depicted in Figure 6.2 (b). The input
information is given by the scaled finite-time cumulants Cs,m(t)/t from order 0 to 3. For
Γt = 100, the long-time limit is reached and no difference to the exact eigenvalues can be
recognized anymore.
For the consistency check of the dimensions M and D, we use as input information the
calculated scaled cumulants at Γt = 200. Horizontal contour lines in Figure 6.4 (a), (b)
indicate that the eigenvalues are independent of s, i.e., the assumed dimensions M = 2
and D = 1 are compatible with the input data. In contrast for the choice M = 3 and
D = 1, see Figure 6.4 (c), (d), (e), the eigenvalue λ3 is strongly s-dependent. Since not
the full spectrum is s-independent, the dimension M = 3 is too large.
For completeness, we discuss in Appendix A.3.2 how close the magnetic field has to be
tuned to ∆ = 0 in order to observe the discussed behavior.
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Figure 6.4: Consistency check of the number of system statesM and the counting power D
for the single-level quantum dot ε = −kBT without magnetic field for time
Γt = 200. Assuming different values forM and D, contour lines of the resulting
j = 1, . . . ,M eigenvalues λj(z)/Γ are depicted. The eigenvalues for M = 2,
D = 1 in (a), (b) are s-independent, the ones for M = 3, D = 1 in (c), (d), (e)
are not all s-independent.
6.5 Sequential and Andreev tunneling in a single-electron box
The second example illustrating the inverse counting-statistics procedure is the set-up
introduced in Section 5.3 and depicted in Figure 5.2 (a). The corresponding stochastic
system is depicted in Figure 5.2 (b). Its generator is given by
Wz =
−Γ+A − Γ+d zΓ−u z2Γ−AΓ+d −Γ+u − Γ−u zΓ−d
Γ+A Γ
+
u −Γ−A − Γ−d
 . (6.11)
Each counting factor z in the upper-right off-diagonal matrix elements correspond to count-
ing an electron leaving the island. Since two electrons are transferred in each Andreev-
tunneling process, Γ−A is multiplied with the square z
2 instead of a single z.
The characteristic function is a polynomial of order M = 3 in λ and of order D = 2 in z.
In general, the inverse counting statistics should deliver all three z-dependent eigenvalues.
Instead of calculating the tunneling rates Γ±u , Γ
±
d , and Γ
±
A in the presence of an electro-
magnetic environment [31, 99], we rely on experimentally measured rates for nG = 0.09
in Ref. [32] and nG = 0.00 in Ref. [5]. In the former case, the experimental parameters
are nG = 0.09, EC = 43µeV, RT = 2000 kΩ, and ∆ = 216µeV at 60mK tempera-
ture. The measured rates are Γ+u = 10.5Hz, Γ−u = 7.2Hz, Γ
+
d = 1270Hz, Γ
−
d = 730Hz,
Γ+A = 460Hz, and Γ
−
A = 23.0Hz. In the latter case, the experimental parameters are
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Figure 6.5: Eigenvalue spectrum obtained via inverse counting statistics for a normal-state
metallic island weakly tunnel coupled to one superconducting lead. The gate
charge is (a) nG = 0.09 and (b) nG = 0.00. The input data are scaled cu-
mulants Cs,m(t)/t for finite times t. Only in the long-time limit, (a) t & 100 s
and (b) t & 10−1 s, the output {λj} is indeed the eigenvalue spectrum of the
generator Eq. (6.11). Values λj with a finite imaginary part [occurring near
z = 0 in (a)] are not depicted.
nG = 0.00, EC = 40µeV, RT = 490 kΩ, and ∆ = 210µeV at 50mK temperature. The








A = ΓA = 615Hz.
6.5.1 Non-symmetric case
We start with discussing the generic, non-symmetric case, for which we choose the nG =
0.09. The input information for the inverse counting statistics (for M = 3 and D = 2)
is given by the scaled long-time generalized factorial cumulants cs,m from order 0 up to
order (D + 1)M − 1 = 8. Similar to the case of the single-level quantum dot discussed
in Section 6.4, we take into account that the measurement time is always finite in an
experiment and do not take as input parameters the exact scaled long-time cumulants of
the defined model but calculate, instead, the scaled cumulants Cs,m(t)/t at some large but
finite time.
First, we determine the eigenvalue spectrum from the inverse counting statistics performed
at s = 1 and assuming the correct values M = 3 and D = 2. As input parameters, we
take the calculated scaled generalized factorial cumulants at times t = 0.01, 0.1, 1 s. The
result is shown in Figure 6.5 (a). For t = 1 s, no difference to the exact eigenvalues can be
recognized anymore.
Next, we demonstrate the consistency check for the dimensions M and D. For the correct
values, all eigenvalues must be s-independent. In the following, we always use as input
information the calculated scaled cumulants at t = 10 s. To show simultaneously both the
z- and the s-dependence of the eigenvalues, we plot in the following figures contour lines for
λ (in units of kHz). Horizontal contour lines indicate that the eigenvalues are independent
of s, i.e., the assumed dimensions M and D are compatible with the input data.
In Figure 6.6 (a), (b), we show the result for the choice M = 2 and D = 2. Since
the dimension M of the stochastic systems is taken too small, the resulting eigenvalues
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Figure 6.6: Consistency check of the number of system statesM and the counting power D
for the single-electron box with nonvanishing gate charge nG = 0.09 for time
t = 10 s. Assuming different values for M and D, contour lines of the resulting
j = 1, . . . ,M eigenvalues λj(z)/ kHz are depicted. The eigenvalues for M = 2,
D = 2 in (a), (b) are strongly s-dependent, for M = 3, D = 1 in (c), (d), (e) as
well, but the eigenvalues for M = 3, D = 2 in (f), (g), (h) are s-independent.
display a strong s-dependence. The same holds true for the choice M = 3 and D = 1,
see Figure 6.6 (c), (d), (e). In this case, the counting power D characterizing the coupling
to the detector is taken too small, and, again, the resulting eigenvalues are s-dependent.
Only if we take the proper values M = 3 and D = 2, see Figure 6.6 (f), (g), (h), we get
s-independent results.
6.5.2 Symmetric case
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Figure 6.7: Consistency check of the number of system statesM and the counting power D
for the single-electron box with vanishing gate charge nG = 0 for time t =
20 s. Assuming different values for M and D, contour lines of the resulting
j = 1, . . . ,M eigenvalues λj(z)/ kHz are depicted. The eigenvalue for M = 1,
D = 1 in (a) and the two eigenvalues for M = 2, D = 1 in (b), (c).
function becomes separable,
χ(z, λ) = χ1,2(z, λ) · χ3(z, λ) (6.12)
χ1,2(z, λ) = λ
2 + [(1− z)ΓA + Γd + 2Γu]λ
+2(1− z)Γu(ΓA + Γd) (6.13)
χ3(z, λ) = λ+ (1 + z)ΓA + Γd . (6.14)
The first factor is a polynomial of order M = 2 in λ and of order D = 1 in z, while the
second one is of order M = 1 and D = 1. Away from the symmetry point, nG 6= 0, the
generator is not separable.
The choice of s determines whether the eigenvalue with the largest real part is a zero of
the first or the second factor and, therefore, which and how many of the eigenvalues are
accessible via the inverse counting statistics. If we choose s = 1 (corresponding to factorial
cumulants), then we obtain only two of the three eigenvalues. For small s < −1.36 (for
Figure 6.5 (b), we choose s = −2), we get only the third one. The number of required
cumulants is 4 in the former and 2 in the latter case. The resulting spectrum of all three
eigenvalues is depicted in Figure 6.5 (b) for the times t = 0.001, 0.01, 0.1 s. For t = 0.1 s,
no difference to the exact eigenvalues can be recognized anymore.
The consistency check of the dimensionsM andD (for t = 20 s) is depicted in Figure 6.7 (a)
for M = 1 and D = 1 and in Figure 6.7 (b), (c) for M = 2 and D = 1. If we perform the
inverse counting statistics around s = 1 (or for any s > −1.36), then we conclude that the
dimensionM = 1 is too small (no horizontal contour lines in Figure 6.7 (a) for s > −1.36),
but M = 2 seems to be sufficient (horizontal contour lines in Figs. 6.7 (b) and (c) for
s > −1.36). Thus, by employing only factorial cumulants (s = 1) one may be tempted to
conclude that the dimension of the stochastic system is M = 2 only. If, on the other hand,
inverse counting statistics is also done for s < −1.36, then the horizontal contour lines in
Figure 6.7 (a) indicate that there is another eigenvalue. Since the obtained z-dependent
eigenvalues are different from each other, we conclude that there must be, in total, three
eigenvalues.
For completeness, we estimate in Appendix A.3.3 how close nG has to be tuned to zero in
order to observe the discussed behavior.
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6.6 Inverse-counting-statistics manual
For practical use, we summarize the inverse-counting-statistics procedure introduced in
this chapter in the following step-by-step manual:
(i) Some positive integer values for the number of system states M and the counting
power D are assumed.
(ii) From the measured probability distribution PN (t), the scaled finite time cumu-
lants Cs,m(t)/t of order m = 0, . . . , (D + 1)M − 1 for some real s are calculated,
see Eqs. (3.38) and (3.40). The time t is chosen large enough for Cs,m(t)/t to become
time independent such that Cs,m(t)/t ≈ cs,m.
(iii) From the cs,m the set of linear Eqs. (6.5) is derived.
(iv) Solving this set for the coefficients aµν yields the characteristic function χ(z, λ) de-
fined in Eq. (6.3).
(v) Solving χ(z, λj) = 0 yields the zeros λj(z).
If the z-dependence of each zero λj(z) is independent of the parameter s chosen in step (ii),
the values assumed in step (i) are lower bounds for M and D. Moreover, the λj(z) are, in-
deed, eigenvalues of the system’s generator Wz and λ−λj(z) linear factors of the generator’s
characteristic function. The λj(1) are the system’s relaxation rates. If the z-dependence
is not independent of the parameter s, the assumption in (i) is falsified. One needs to
start again at step (i) increasing, successively, from small values for M and/or D to larger
values.
There are special cases of separable characteristic functions, see Section 6.5, where different
intervals of s-values reveal different dimensions and eigenvalues of the generator. The total
dimension and full spectrum is, then, obtained by combining the results from the different
s-intervals.
6.7 Conclusions
In this chapter, we propose inverse counting statistics based on generalized factorial cumu-
lants as a convenient and powerful tool to reconstruct characteristic features of a stochas-
tic system from measured counting statistics of some of the system’s transitions. Such
a method is particularly useful in cases in which very little is a priori known about
the stochastic system under investigation. As the only input information for the inverse
counting-statistics procedure, we use a few experimentally determined numbers, namely the
scaled generalized factorial cumulants in the long-time limit. Despite the limited amount
of input, the inverse counting-statistics procedure yields a remarkable extended amount
of output. First, we can determine a lower bound of M , the dimension of the stochastic
system. Second, we can find a lower bound of the counting power D, which characterizes
the coupling between stochastic system and detector. Third, we can reconstruct the char-
acteristic function χ(z, λ) of the generator Wz, which is a polynomial of order M in λ and
a polynomial of order D in z. From the zeros of the characteristic function, we can, then,
determine the full z-dependence of the full spectrum of eigenvalues of Wz. This is quite a
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remarkable result, since the long-time cumulants used as input depend only on one of the
eigenvalues, λmax, determined around one value of z.
The use of generalized factorial cumulants instead of ordinary ones is crucial for our pro-
posal. While the evaluation of generalized factorial cumulants from a measured time trace
of the detector signal does not introduce any extra complication as compared to the eval-
uation of ordinary cumulants, the benefit of having a free parameter s in the definition of
the generalized factorial cumulants is immense. First, the outcome of the inverse count-
ing statistics must be s-independent. Therefore, an s-dependent outcome of the inverse
counting statistics immediately indicates a wrong choice of M or D. Second, there are
special cases of separable characteristic functions, for which the inverse counting statistics
with ordinary cumulants would only reveal a part of the spectrum of eigenvalues of the
generator, while the variation of s makes it possible to access the full spectrum.
The proposed inverse counting-statistics procedure is quite general and, therefore, applica-
ble to a large variety of systems. To illustrate the procedure we chose two examples from
electronic transport in nanostructures: a single-level quantum dot in a Zeeman field and a
single-electron box subjected to sequential and Andreev tunneling. For the latter case, the
full dimension of the system’s state space and the full spectrum of eigenvalues can only be
revealed by varying the parameter s.
7 Detection of coherent oscillations via
generalized factorial cumulants
In this chapter, we discuss the detection of coherent oscillations for the electron transport
through a quantum dot spin-valve.
In Section 7.1, we give an introduction to coherent oscillations typically observed in the
waiting-time distribution ω(τ), i.e., the probability that two subsequent events measured
by some detector are separated by the time interval [0, τ ]. The waiting times oscillate
due to the presence of quantum-mechanical coherences between different system states.
We concentrate in this chapter on the single-level quantum-dot spin valve as introduced
in Section 7.2. The coherent oscillations can be explained as the Larmor precession of
the quantum-dot spin in a virtual magnetic field. Each oscillation in the waiting time
corresponds to an oscillation between different directions of the spin.
In Section 7.3, we explain how coherent oscillations can be identified in the generalized
factorial cumulants Cs,m(t). The big advantage of the generalized factorial cumulants
is that they can distill out of a large number of transferred electrons exactly those few
being coherently transferred, i.e., those causing coherent oscillations. Other quantities
typically used to detect coherent oscillations like the waiting times, charge current, finite-
frequency noise, and ordinary cumulants miss this property. Thus, in comparison to these
conventional quantities, we observe that the sensitivity increases dramatically if generalized
factorial cumulants are studied.
The publication of the results presented in this chapter is in preparation.
7.1 Introduction
In the previous chapters, we have studied transport through nanostructures determined
by the stochastic appearance of transitions between different states. Such analysis can
be extended to any other system governed by stochastic transitions between some states,
independent from the physical nature of these states. Quantum-mechanical effects need
not to be relevant. In contrast, in this chapter, we study a completely quantum-mechanical
effect: the contribution of coherences (i.e., quantum-mechanical superpositions of different
states) to electron transport typically leading to oscillating waiting times. Such coher-
ent oscillations can arise for the electron transport through double-quantum dots [116],
where coherences between states localized in the different dots appear. If a quantum dot
is contacted with a normal and a superconducting lead, coherent oscillations have been
predicted [117, 118] due to the coherences between the empty and doubly occupied dot.
In the following, we concentrate on the quantum-dot spin valve depicted in Figure 7.1.
Quantum-dot spin valves have been experimentally realized by metallic nanoparticles [119,
120], semiconductor quantum dots [121], molecules [122, 123], Ge/Si nanowires [124], InAs


















Figure 7.1: (a) Set-up and (b) energy levels of the studied spin-valve. A single-level quan-
tum dot (blue) is weakly tunnel coupled to two ferromagnetic leads (red) with
noncollinear magnetizations enclosing the angle φ = φL−φR. The bias voltage
V is so large that electrons are transferred unidirectionally through the dot.
The level is either empty or singly occupied. The voltage V is so small that
the doubly occupied level is only a virtual intermediate state. Dashed lines
indicate transitions counted by a detector SET or QPC (green).
nanowires [125], and carbon nanotubes [126–130]. Coherent oscillations [131] are caused
by the superposition between two different spin states of the quantum dot, the dot is either
occupied by a single spin ↑ or single spin ↓ electron. Since coherences arise between different
spin and not between different charge states (as it is the case for the double dot [116] and
the superconducting [117, 118] system), charge detection by means of a single-electron
transistor or quantum point contact does not destroy these coherences. In this sense, a
quantum-dot spin valve is an ideal system to study coherent oscillation by means of full
counting statistics or waiting times.
The coherent oscillations do not only manifest in the waiting times [131], but also in the
charge current [132–140], zero- or finite-frequency current noise [141–143], and ordinary
higher-order cumulants [144]. However, all these quantities detect the coherent oscillations
only for a strongly spin-blockaded spin valve, i.e., large spin polarization p of the leads’
magnetizations and large asymmetries between the tunnel-coupling strengths. Away from
this parameter regime, they are not affected by coherent oscillations due to their minor
contribution to overall electron transport. Thus, one may wonder if the coherences drop
out of the transport situation?
In the present chapter, we point out that the sensitivity for coherent oscillations increases
drastically if generalized factorial cumulants are studied. The presence of the coherent oscil-
lations can be proven even for arbitrary weak polarizations (e.g, Fe, Co, Ni [145]) and small
tunnel-coupling asymmetries. The advantage of generalized factorial cumulants is their de-
pendence on the parameter s. By varying this parameter, the different electron-transport
processes can be studied separately. Especially, the coherently transferred electrons can
be distilled out of the total electron transport.
7.2 Model and technique
The quantum-dot spin valve studied in this chapter is depicted in Figure 7.1 (a). A single-
level quantum dot is weakly tunnel coupled to a left r = L and right r = R ferromagnetic
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lead. We assume in the following that the ferromagnets consist of the same material and
therefore their degrees of spin polarizations are identical pL = pR = p > 0. The polarization
for a normal metal is p = 0 and for a half-metallic ferromagnet with majority spins only
p = 1. The tunnel-coupling strengths to the left and right lead ΓL/R = (1± a)Γ/2 can be
expressed by the asymmetry a := (ΓL−ΓR)/Γ with Γ = ΓL + ΓR. If we choose the inverse
1/Γ as unit of time, only the single parameter a determines the tunnel coupling between
leads and dot.
The energy necessary to occupy the single-level quantum dot by one electron is denoted
by ε, see Figure 7.1 (b). For the occupation with a second electron, the energy ε + U
has to be provided. The charging energy U accounts for the Coulomb interaction between
the two electrons. The energy ε can be tuned by the gate voltage VG, see Figure 7.1 (a).
A bias voltage is symmetrically applied between the leads such that their electrochemical
potentials become µL = −µR = eV/2 > 0.
Each lead is modeled as reservoirs of noninteracting electrons. The occupation proba-
bility of the corresponding levels is given by the Fermi function fr(x) = {1 + exp[(x −
µr)/kBT ]}−1. The bias voltage is so large that fr(ε) is one (zero) for the left (right) lead.
However, the voltage is still so small that fr(ε + U) = 0 and therefore the occupation
probability of the dot with two excess electrons is vanishing. In summary, the bias voltage
is chosen as ε eV/2 ε+ U .
The precise details of the underlying microscopic model are given in Section 4.1. A nearly
identical system has been studied in Section 4.3. There, the magnetization of leads have
pointed in parallel nLnR or antiparallel nLnR directions, i.e., they have been collinear.
Here, the leads’ magnetizations point in arbitrary directions enclosing the angle φ = φL −
φR. Thus, the tunneling Hamiltonian given in Eq. (4.4) includes not a spin-1/2 rotation
matrix D1/2 (α, β, γ) which is equal to the identity matrix anymore. We choose in the
following the spin-quantization axis of each ferromagnetic lead parallel to the respective
magnetization. For the dot, we choose a spin-quantization axis perpendicular to the leads’
magnetizations. Hence, the Euler angle are α = 0, β = −pi/2, and γ = −φr.
Starting with the Hamiltonian given in Eq. (4.1), the full counting statistics can be simu-
lated by means of a master equation. The procedure outlined in Section 3.6 accounts for
systems that can be characterized by the diagonal elements of the reduced density matrix
of the dot pχ(t) := pχχ(t) = 〈χ|TrLTrR [ρ(t)] |χ〉, where the left and right leads’ degrees
of freedom have been traced out from the density matrix ρ(t) of the full system. For
noncollinear magnetizations φ 6= 0, pi, also coherences, i.e., off diagonal reduced density
matrix elements pχ1χ2(t) = 〈χ1|TrLTrR [ρ(t)] |χ2〉, have to be taken into account. Thus,


















, which can be obtained by a diagrammatic
technique [89–93]. For the spin valve, the corresponding diagrammatic rules are given in
Ref. [88, Section 4.5]. With the dot states χ = 0, ↑, ↓, the generalized master equation
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reads
p˙00(t) = −2ΓLp00(t) + ΓRp↑↑(t) + ΓRp↓↓(t) + pΓReiφRp↑↓(t) + pΓReiφRp↓↑(t) ,
p˙↑↑(t) = ΓLp00(t)− ΓRp↑↑(t) + γ−+p↑↓(t) + γ+−p↓↑(t) ,
p˙↓↓(t) = ΓLp00(t)− ΓRp↓↓(t) + γ++p↑↓(t) + γ−−p↓↑(t) ,
p˙↑↓(t) = pΓLe−iφLp00(t) + γ−−p↑↑(t) + γ+−p↓↓(t)− ΓRp↑↓(t) ,
p˙↓↑(t) = pΓLe−iφLp00(t) + γ++p↑↑(t) + γ−+p↓↓(t)− ΓRp↓↑(t) ,
(7.2)

































given by the digamma function Ψ(x). The energy ε + U enters the master equation via
Eq. (7.4) since the doubly occupied dot level must be taken into account as virtual inter-
mediate state.
The role of the coherences can be analyzed in more detail by inspecting the average











The generalized master equation (7.2) yields for the time evolution of the spin [132]
S˙(t) = S˙acc(t) + S˙rel(t) + S˙prec(t) , (7.6)
with
S˙acc(t) = pΓLp




S˙rel(t) = −ΓRS(t) , (7.8)
S˙prec(t) = S(t)×B . (7.9)
The first term Eq. (7.7) describes the spin accumulation on the dot via tunneling in from
the left lead and tunneling out to the right lead. The second term Eq. (7.8) accounts for
the relaxation of the dot spin by tunneling out events. The last term Eq. (7.9) leads to a
precession of the dot spin in the virtual magnetic field
B = BLnL +BRnR . (7.10)
It is also referred to as exchange field due to the virtual electron exchange between the
dot and the leads. The origin of the coherent oscillations is this spin-precession term.
Electrons entering the dot have a spin preferably parallel to nL. Since the magnetization
of the right lead points in the different direction nR, the electron are hindered to leave the
dot, i.e., the dot is in spin blockade [132]. Due to the precession in the virtual magnetic
field, the dot spin periodically aligns with nR and the spin blockade is periodically lifted.
As a result, some electrons are coherently transferred through the spin valve.
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If the leads’ magnetizations are aligned collinearly φ = 0, pi, the coherent oscillations vanish
in the stationary limit. The reason is the spin becoming also collinear to nr. Thus, the
precession term Eq. (7.9) can be neglected and the dynamics of the system can be described
by a diagonal density matrix.
From the generalized master equation, cumulants can be derived as outlined in Section 3.6.
The N -resolved generalized master equation can be obtained directly from Eq. (7.2). The












−2ΓL zΓR zΓR zpΓReiφR zpΓRe−iφR
ΓL −ΓR 0 γ−+ γ+−
ΓL 0 −ΓR γ++ γ−−
pΓLe
−iφL γ−− γ+− −ΓR 0
pΓLe
−iφL γ++ γ−+ 0 −ΓR
 . (7.11)
Each counting factor z corresponds to counting an electron tunneling out of the quantum
dot. The generating function takes the form presented in Eq. (3.53) with the vector
eT = (1, 1, 1, 0, 0) summing over the diagonal density-matrix elements. The stationary
vector pstat is obtained from W1pstat = 0 and eTpstat = 1.
In the following section, we compare the sensitivity of the generalized factorial cumulants
Cs,m(t) for coherent oscillations to the commonly used quantities: ordinary (factorial)
cumulants, finite-frequency current noise, and the waiting times.
The factorial cumulants C1,m can be calculated from the generating function Eq. (3.53)
with s = 1. The ordinary cumulants are merely a linear combination of these cumulants,
cf. Section 3.3. Therefore, we will discuss only the factorial cumulants in the next section.





dt [〈I(t)I(0)〉+ 〈I(0)I(t)〉] e−i2pift , (7.12)
where the symmetrized current operator I = (IL + IR)/2 is determined by the current
operators of the left and right lead. The current noise can be simply obtained from the
Fourier cosine transform of the second order ordinary cumulant, see Appendix A.4.1.
The waiting-time distribution ω(τ) gives the probability that two subsequent tunneling
out electrons are separated by the time interval τ . Similar to the cumulants, it can be
directly obtained from a measured time trace. We simulate the waiting-time distribution
by means of [116, Eq. (2.6)]
ω(τ) =
eTW(1) exp[(W1 −W(1))τ ]W(1)pstat
eTW(1)pstat
, (7.13)
with W(1) = ∂zWz. In order to analyze the frequency spectrum of the waiting-time








1We avoid the symbol ω for the angular frequency since it also denotes the waiting-time distribution.
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Figure 7.2: (a) Generalized factorial cumulants and (b) zeros zj ofMF(z, t). The parame-
ters are p = 3/10, a = 1/3, φ = φL − φR = pi/2, ε = 10 kBT , U = 30 kBT , and
eV = 65 kBT . In (b), t = 180/Γ with Γ = ΓL + ΓR. C1,1 = 〈N〉 = 〈I〉 t is the
mean number of transferred electrons. Each peak of the generalized factorial
cumulants is due to one coherently transferred electron. For negative s . −1,
these electrons [red zeros in (b)] are distilled out from the overwhelming number
of other transfer events [blue zeros in (b)]. Other quantities in the literature
are dominated by the blue zeros and therefore cannot detect the coherently
transferred electrons.
7.3 Coherent oscillations in the spin valve
In Section 3.4, we have pointed out that the full counting statistics can always be de-
composed into different zeros zj(t) of the factorial-moment generating functionMF(z, t).
By varying the parameter s of the generalized factorial cumulants Cs,m(t), different zeros
can be brought into focus, cf. Section 3.5. Especially, from an overwhelming number of
different zeros, we can distill out those representing coherently transferred electrons. This
is the main reason for the tremendous sensitivity of the Cs,m for the coherent oscillations
as illustrated in the following.
The generalized factorial cumulants for different parameters s in the case of a weak spin
polarization p = 0.3 (e.g, Fe, Co, Ni [145]) are depicted in Figure 7.2 (a). The mean
number of transferred electrons C1,1(t) = 〈N〉 (t) = 〈I〉 t ∝ t shows no sign of oscillations.
However, for s . −1, the behavior is different. After the decay of some initial fluctuations
for t . 10/Γ,2 we observe the periodic occurrence of peaks equidistantly in time. Their
frequency does not change if we decrease s. By inspecting the eigenvalues of the generator




+O (p3) , |B| = √B2L +B2R + 2BLBR cos(φ) , (7.15)
which is the Larmor frequency of the exchange field B, cf. Appendix A.4.2. Each peak
describes the coherent transfer of a single electron to the right lead by means of the
exchange field. Out of the overall 〈N〉 ≈ 40 in average transferred electrons in time
interval [0, t ≈ 180/Γ], we have distilled out the four coherently transferred electrons.
2The long-time limit is reached where C1,m/t are time independent.
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Figure 7.3: (a) Waiting-time distribution and (b) finite-frequency Fano factor. Two dif-
ferent choices for the polarization p and asymmetry a are depicted. Other
parameters are as in Figure 7.2. For the dashed lines, coherences have been
manually excluded (BL = BR = 0). For large p and a, coherent electron trans-
fer is indicated by oscillating waiting times and a maximum in the Fano factor
(solid blue lines). For small p and a, coherences cannot be recognized (nearly
no difference between solid and dashed red line).
Such few coherently transferred electrons in the overall transport are hardly detected by
ordinary (factorial) cumulants of higher orderm > 1. This can be understood by inspecting
the zeros zj(t) of the generating function MF(z, t). In Figure 7.2 (b), the 40 zeros with
the smallest absolute value |zj(t)| are depicted. Each of the four red zeros represents one
coherently transferred electron. The other blue zeros appear also for vanishing exchange
field and have been studied already in Section 4.3. They describe incoherent electron
transport processes. Taking Eq. (3.44) into account, we see that the factorial cumulants
C1,m are dominated by the overwhelming number of blue zeros. With increasing order m,
zeros with smaller absolute value become more relevant. However, since the blue zeros
near z = −0.9 have the smallest absolute value, increasing the order m does not improve
the sensitivity for the red zeros. In contrast, for s . −1, the red zeros yield the smallest
values |−zj(t) + s− 1| and determine the Cs,m, i.e., the coherently transferred electrons
are filtered out from the other electrons. With increasing order m, the dominating role of
the red zeros is enhanced. However, the peaks as crucial feature appear independently of
the order m. Thus, studying Cs,m for m = 1 is completely sufficient.
For weak spin polarization, the number of incoherent blue zeros is typically larger than
the number of coherent red zeros. We can even argue analytically that coherences enter




in the short- and long-time limit, see Appendix A.4.3.
Especially for such low polarizations, it is necessary to decrease s.
Let us now comment on quantities commonly used to detect coherent oscillations: the
waiting times and the finite-frequency noise. For large polarization p and asymmetry a,
the coherent electron transfer can be identified by oscillating waiting times and a maximum
of the finite-frequency Fano factor, see solid blue lines in Figure 7.3. If we manually exclude
the coherences in our simulation, i.e., we set BL = BR = 0, such features vanish, see dashed
blue lines in Figure 7.3. In contrast, for small p and a, taking coherences into account or
not does not influence the waiting times and the finite-frequency Fano factor significantly.
In this case, the solid and dashed red lines in Figure 7.3 are nearly identical.
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Figure 7.4: (a) Parameter space and (b) generalized factorial cumulants. Other parameters
are as in Figure 7.2. For (b), p = 3/10 and a = −8/10. (a) Above the colored
lines, coherent transport is detected by the respective quantity. Below the
dashed line, peaks can be observed in Cs,1(t) as illustrated in (b). Since their
frequency is not s-independent, they are due to incoherent transport.
The capability of the waiting times ω(τ), the finite-frequency noise S(f), and the general-
ized factorial cumulants Cs,m(t) to detect coherently transferred electrons is compared in
Figure 7.4 (a) for different polarizations and asymmetries. Coherent transport is identified
in the waiting times ω(τ) if the amplitude of its Fourier transform |ωˆ(f)| shows one maxi-
mum at an f 6= 0. Similarly for the finite-frequency noise, a maximum at f 6= 0 indicates
coherent transport at that frequency. The detection is possible via the waiting times for
rather large polarizations and asymmetries above the blue line. The finite-frequency noise
is more sensitive and detects coherent transport already above the red line. For small
polarizations and asymmetries, both ω(τ) and S(f) do not indicate coherent transport
anymore since the spin blockade becomes lifted, i.e., electrons leave the dot typically faster
than fLa.
Coherently transferred electrons can be identified in the factorial cumulant Cs,m as peaks.
However, that does not imply that always peaks are due to coherences. We observe one
class of peaks caused and one not caused by coherent transport.
For parameters above the green line, the peaks occur with an s-independent frequency for
s −1. It is the frequency presented in Eq. (7.15). The contributions of the higher orders
in p can be formally expressed by the asymptotic expansion O (p3) = ∑∞j=0 aj(p)/ |s|j , i.e.,
the s-dependence of fLa decays at least with 1/ |s|. These peaks represent the coherently
transferred electrons and vanish if coherences are excluded manually (BL = BR = 0).











independently if the coherences are excluded or not, cf. Appendix A.4.2. Such behavior is
typical for Coulomb-blockade systems with two charge states and without coherences, cf.
Chapter 4. In contrast to fLa, the frequency does not become s-independent for s  −1,
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but grows with
√|s|. If the parameter s is decreased in Figure 7.4 (b) from s = −2 to
s = −5, the frequency increases and the number of observed peaks is doubled.
Thus, the presence of peaks in Cs,m(t) with an s-independent frequency is a well defined
indicator for the coherent transport. The detection succeeds in a much larger area of the
parameter space than for the waiting times and finite-frequency current noise. Even for
arbitrary small polarizations p > 0 and both vanishing or negative asymmetry, coherent
transport can be identified.
7.4 Conclusions
In this chapter, we proposed a new method to detect coherently transferred electrons,
also denoted by coherent oscillations, via generalized factorial cumulants. We discussed
our method for the transport through a quantum-dot spin valve. Importantly, generic
experimental detectors (single-electron transistor or quantum point contact) measuring the
cumulants do not destroy the coherent oscillations in the spin-valve. Hence, our method
can already be experimentally used for such systems.
The coherent oscillations are identified in the generalized factorial cumulants Cs,m(t) as
peaks occurring with an s-independent frequency as function of time t. Each peak is due
to a single coherently transferred electron. The number of coherently transferred electrons
in time t is therefore directly obtained by counting the number of occurred peaks.
Of crucial importance is the parameter s. For negative s, we get rid of an overwhelming
number of incoherently transferred electrons and merely the remaining coherently trans-
ferred electrons determine the generalized factorial cumulants. Therefore, the sensitivity
for coherent oscillations increases dramatically in comparison the commonly used quantities
as the waiting times, finite-frequency noise, or ordinary (factorial) cumulants.
These common quantities detect the coherent oscillations for large spin polarizations p of
the leads and large asymmetries between its tunnel coupling strengths Γr to the quan-
tum dot. With generalized factorial cumulants, the detection succeeds already for leads
fabricated out of Fe, Co, or Ni and small asymmetries. Even for arbitrary weak polariza-
tions p > 0 and both vanishing ΓR = ΓL or negative ΓR > ΓL asymmetry, the coherent
oscillations can still be detected.
Our detection method is especially convenient for spin valves experimental realized by a
carbon-nanotube [126–130] or InAs-nanowire [125] dot. Ferromagnetic leads are typically
made out of Ni or Pd alloys being ferromagnetic due to Ni impurities. Real-time charge
counting has already been experimentally demonstrated both for the carbon-nanotube [35,
54] and InAs-nanowire [50–53] dot.
Finally, we want to note that our method does not only detect coherently transferred
electrons, but also other kinds of electrons being transferred through a Coulomb-blockade
system at some specific frequency.3
3The reason is the deterministic nature of electrons being transferred successively, cf. Section 3.4. Each
electron transfer can be described by a probability pj(t) which is zero (finite) for times smaller (larger)
than a certain time point.

8 Violation of detailed balance in
Coulomb-blockade systems
In this chapter, we demonstrate how detailed balance can be violated in Coulomb-blockade
systems. Detailed balance denotes the absence of net probability currents in the system’s
state space for the stationary limit. We explain that this violation is indicated by different
charge-transfer statistics for tunneling in and out electrons.
The issue of detailed-balance violation has attracted much interest in the statistical-
mechanics community [146, 147]. Stationary states that violate detailed balance are not
fully characterized by the probability distribution alone since closed-loop probability cur-
rents occur. This has important implications for computer simulations of stochastic sys-
tems. Furthermore, the connection between closed-loop probability currents and entropy
production has been investigated.
In Section 8.1, we discuss the necessary ingredients for a violation of detailed balance.
By measuring the full counting statistics one acquires enough information to identify a
violation of detailed balance as explained in Section 8.2. We discuss two example systems.
In Section 8.3, we study the voltage-biased scenario of a quantum dot subjected to a
Zeeman field and coupled to two metallic leads. In Section 8.4, we discuss the non-voltage
biased scenario of a normal-state island coupled to one superconducting lead. We use
factorial cumulants to detect a violation of detailed balance. Already low-order factorial
cumulants are sufficient to identify the violation. Therefore, we do not apply generalized
factorial cumulants in this chapter.
The results of this chapter have been published, in parts verbatim, in Ref. [148].
8.1 Detailed Balance
Charge transport through Coulomb-blockade systems can be simulated by a master equa-
tion (3.45). Starting at arbitrary initial probabilities pχ(0), the system approaches a time






stat − Γχ′χpχstat] . (8.1)
The stationary state is said to obey detailed balance if not only the sum but each summand






for each pair χ, χ′ [146, 147]. The combination Γχ′χp
χ
stat can be interpreted as the probabil-
ity current from state χ to χ′. Detailed balance, then, means that the probability current


























Figure 8.1: Three possible stochastic models realized in Coulomb-blockade systems. Solid
(dashed) lines indicate transitions that are counted for the statistics of tunnel-
ing in (out). A violation of detailed balance, indicated by different counting
statistics for tunneling in and tunneling out, is possible for model (b) and (c)
but not for (a).







To illustrate its implications, let us consider the following three Coulomb-blockade systems
that will be discussed in more detail in the next sections.
In the first one, sketched in Figure 8.1 (a), some central region (e.g., quantum-dot or
island) is empty χ = 0 or occupied by an additional electron χ =↑, ↓. Transitions are
allowed between 0 and ↑ as well as between 0 and ↓, but not directly between ↑ and ↓.
Such a system has been studied in Chapter 4. In this case, the stationary state must obey
detailed balance, as otherwise the net probability current I↑0 or I↓0 would be nonzero,
which is incompatible with the steady-state condition.
Next, we extend the model by adding the fourth state of double occupancy χ = d with
transition rates from and to the states ↑ and ↓, see Figure 8.1 (b). Depending on the
values of the rates, this system can accommodate steady states that do not obey detailed
balance. In such a state, there is a finite net probability current flowing around the loop
0→↑→ d→↓→ 0 (or in the opposite direction 0→↓→ d→↑→ 0).
Detailed-balance violating steady states are already possible for stochastic systems con-
sisting of three states, but only if direct transitions between all the three charge states −1,
1We remark that, in the literature, the term ’detailed balance’ is often defined in a different way: a
stochastic system is said to obey detailed balance if the ratio Γχχ′/Γχ′χ of transition rates is given by
e−β(Eχ−Eχ′ ), where Eχ is the energy of state χ and β the inverse temperature. It, then, follows that the
stationary (equilibrium) probability distribution is described by the Boltzmann factors, pχ ∼ e−βEχ
and Eq. (8.2) holds.
However, this alternative definition of detailed balance is not useful for systems for which the equi-
librium probability distribution is not given by the Boltzman factors. This is, e.g., the case for the
exactly-solvable model of a spinless single-level quantum dot coupled to one lead beyond the weak-
coupling limit [91]. There, higher-order tunneling leads to quantum-fluctuation induced broadening
such that Γ10/Γ01 6= e−β(E1−E0) but Eq. (8.2) still holds. Another example is the single-electron box
discussed in Section 8.4.
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0, 1 (relative to some reference charge) are allowed, see Figure 8.1 (c), and the tunneling
rates are chosen properly.
8.2 Detection of detailed-balance violation
In Coulomb-blockade devices, a detector measures the charge on some central region as
function of time. In the recorded time trace, one can count each electron tunneling in
(solid lines in Figure 8.1) to obtain the probability distribution P inN (t). Alternatively, one
may decide to count only electrons tunneling out (dashed lines in Figure 8.1) to obtain the
distribution P outN (t).
If a transition χ → χ′ increases the counter of tunneled out electrons, the counter of
tunneling in electrons does not increase. In contrast, the opposite transition χ′ → χ
increases the counter of tunneled in electrons, but not of tunneled out electrons.
In the case of detailed balance, the probability to find a given sequence of states, χ1 →
χ2 → . . .→ χk, is the same as finding the opposite sequence, χk → . . .→ χ2 → χ1. Thus,
the distributions P inN (t) and P
out
N (t) are identical.
Therefore, a difference between P inN (t) and P
out
N (t) signals the violation of detailed balance.
However, the reverse statement is not necessarily true, e.g., a detailed-balance violation
between different microscopic realizations of one charge state may be not revealed in the
charge-counting statistics.
In the following two sections, we discuss the violation of detailed balance for two example
systems. Instead of comparing the distributions P inN (t) and P
out
N (t) directly, we conve-
niently study the corresponding cumulants, i.e., scalars which are easier to illustrate. The
cumulants characterize the form of the probability distribution, cf. Section 3.2. Hence,
a difference in the probability distributions is equivalent to a difference in some of the
cumulants. Since the variable N of the probability distribution is discrete, we study the
factorial cumulants C inF,m(t) and C
out
F,m(t), cf. Section 3.3. For the studied example systems,
it will be sufficient to study low-order factorial cumulants. Therefore, we do not apply
generalized factorial cumulants. The cumulants are simulated accordingly to Section 3.6.
8.3 Single-level quantum dot with Zeeman field
The first system is an example for the stochastic model depicted in Figure 8.1 (b). The
precise details of the underlying microscopic model are given in Section 4.1. We consider
a single-level quantum dot subject to a magnetic field and weakly tunnel coupled to two
leads r = L,R with tunnel-coupling strength Γr, see Figure 8.2 (a). The Zeeman field
∆ splits the orbital level ε into ε↑ = ε + ∆/2 and ε↓ = ε − ∆/2 for spin σ =↑, ↓. The
level ε may be tuned by a gate voltage. The charging energy for double occupancy is
denoted by U . A bias voltage V is symmetrically applied to the two leads, described by
the electrochemical potentials µL = eV/2 and µR = −eV/2 for the left and right lead,
respectively. If the electrons entering the quantum dot are counted, the probability vector


















Figure 8.2: (a) Single-level quantum dot (blue) subjected to a Zeeman field and weakly
tunnel coupled to two metallic leads (red). A bias voltage V is applied between
the leads. The dot charge as function of time is monitored via a nearby single-
electron transistor or quantum point contact (green). (b) Energy levels of the
leads and the dot. For the depicted dot levels, detailed balance is violated.
Since the transition ↓→ d is not possible, a finite net probably current is








T is determined by the generator
Winz =

−Γ↑0 − Γ↓0 Γ0↑ Γ0↓ 0
zΓ↑0 −Γ0↑ − Γd↑ 0 Γ↑d
zΓ↓0 0 −Γ0↓ − Γd↓ Γ↓d
0 zΓd↑ zΓd↓ −Γ↑d − Γ↓d
 . (8.4)
If the electrons leaving the quantum dot are counted, the generator Woutz is obtained from
Eq. (8.4) by removing the factors z from the lower-left off-diagonal matrix elements and

















Γr[1− fr(εσ¯ + U)] , (8.8)
with the Fermi function fr(x) = 1/{exp[(x− µr)/kBT ] + 1} and σ¯ is the spin opposite to
σ.
In Figure 8.3 (a), the current as a function of level energy ε and bias voltage V is depicted.
In the white region, the dot remains in its ground state due to Coulomb blockade. In
the colored regions, transitions to other states become possible. In most areas of the
parameter space, detailed balance holds. However, as depicted in Figure 8.3 (b), there
are also areas where detailed balance is violated, which is indicated by a nonvanishing
difference C inF,2 − CoutF,2 .

























Figure 8.3: (a) Current in units of eΓL through the quantum-dot system depicted in Fig-
ure 8.2 (a). (b) The difference C inF,2 − CoutF,2 of the second factorial cumulant
as function of the level energy ε and bias voltage V . The parameters are
∆ = 0.3U , kBT = 0.02U , ΓL = ΓR, and t = 2/ΓL. The solid line marks
values for ε and V used in Figure 8.4. The dotted lines mark positions of the
resonances of the quantum-dot excitation energies with the Fermi level of the
source or drain electrode. A nonvanishing value of C inF,2−CoutF,2 in (b) indicates
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Figure 8.4: Factorial cumulants of tunneling in C inF,m (solid lines) and tunneling out events
CoutF,m (dashed lines). The parameters are the same as in Figure 8.3 with eV =
1.7U . The dotted vertical lines indicate the positions of the resonances of the
quantum-dot excitation energies with the the Fermi level of the source or drain
electrode.
In Figure 8.4, we depict the factorial cumulants C inF,m(t) (solid lines) and C
out
F,m(t) (dashed
lines) as a function of the orbital level energy ε for a given bias voltage indicated by the
black line in Figure 8.3. For 0 < ε/U , double occupation of the quantum dot is suppressed
such that the device is a realization of the stochastic model shown in Figure 8.1 (a), for
which detailed balance is expected to be fulfilled. Thus, the factorial cumulants are the
same for the tunneling-in and tunneling-out statistics.
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This is qualitatively different for −0.3 < ε/U < 0. All transitions depicted in Figure 8.1 (b)
are possible, except the transition from ↓ to d as illustrated in Figure 8.2 (b), i.e., Γd↓ = 0.
Since both the probabilities p↓ and pd are finite, detailed balance Eq. (8.2) is violated.
We find a clear difference between the factorial cumulants of the tunneling-in and the
tunneling-out statistics for all cumulants of order m ≥ 2, see Figure 8.4. Of course, the
first cumulants of tunneling in and tunneling out are identical, which is a consequence
of the system being in a steady state (note that the first cumulant is equal to the mean
number 〈N〉).
For −0.7 < ε/U < −0.3, also the transition ↓ to d becomes possible and detailed balance
is reestablished. Factorial cumulants are the same for the tunneling-in and tunneling-out
statistics. For even smaller level positions ε, the upper discussion can be repeated due to
particle hole symmetry.
We remark that in order to violate detailed balance, it was crucial to break the symmetry
between spin ↑ and ↓ as well as the symmetry between 0 and d. Without a Zeeman
field ∆ = 0 or Coulomb interaction U = 0, detailed balance is recovered. Only with a
finite Zeeman field and Coulomb interaction, there are the regions in parameter space, as
depicted in Figure 8.3 (b), where detailed balance is violated.
Furthermore, we emphasize that for the proposed quantum-dot system, a finite bias voltage
was applied to achieve a violation of detailed balance, because, otherwise, we could not
overcome the charging energy to occupy three different charge states with a finite prob-
ability. There is, however, no fundamental reason to require a bias voltage for breaking
detailed balance. In fact, in the next section, we are going to show an example that already
works without bias voltage.
8.4 Sequential and Andreev tunneling in a single-electron box
The second system is an example for the stochastic model depicted in Figure 8.1 (c). Its
set-up has been introduced in Section 5.3 and depicted in Figure 5.2 (a). If electrons are
counted tunneling into the normal-metal island, the generator takes the form
Winz =
−Γ+A − Γ+d Γ−u Γ−AzΓ+d −Γ+u − Γ−u Γ−d
z2Γ+A zΓ
+
u −Γ−A − Γ−d
 . (8.9)
Since an Andreev-tunneling process transfers two electrons, Γ+A is multiplied with the
square z2 instead of a single z. The matrix Woutz is given in Eq. (6.11).
The tunneling rates depend on the (normal-state) tunnel resistance, the energies of the
different charge states and the coupling to the electromagnetic environment [31, 99]. In
order to make close contact to possible experimental realizations, we do not calculate the
tunneling rates for some assumed electromagnetic environment, but rather use experimen-
tally measured values taken from Fig. 3b of Ref. [32]. We do this for two different choices
of the gate voltage.
First, we consider the symmetric case, nG = 0, for which the charge states −1 and 1 are
energetically degenerate. The transition rates are Γ+d = Γ
−




u = 9.4 Hz,
and Γ+A = Γ
−
A = 150 Hz. The symmetry guarantees detailed balance, as demonstrated
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Figure 8.5: Factorial cumulants for the single-electron-box system depicted in Figure 5.2.
Solid lines show C inF,m of tunneling-in events and dashed lines represent C
out
F,m
of tunneling-out events. In (a), the gate charge is chosen nG = 0 such that the
charge states −1 and 1 are degenerate. Detailed balance is fulfilled and thus
solid and dashed lines coincide, C inF,m = C
out
F,m. In (b), we chose nG = 0.12.
Violation of detailed balance is indicated by C inF,m 6= CoutF,m.
in Figure 8.5 (a). This contrasts with the asymmetric case, for which we choose nG =
0.12. The transition rates are Γ+d = 1280 Hz, Γ
−
d = 650 Hz, Γ
+
u = 11.5 Hz, Γ−u = 6.5 Hz,
Γ+A = 630 Hz, and Γ
−
A = 10.8 Hz. In this case, the factorial cumulants of order m ≥ 2 for
tunneling in and tunneling out differ from each other, see Figure 8.5 (b). The dips shown
in Figure 8.5 (b) indicate sign changes of C inF,m and C
out
F,m. They occur independently of
each other. At long times, e.g. t = 50 ms, the signs of C inF,m and C
out
F,m coincide.
We emphasize that, for this device, Andreev tunneling is crucial to establish steady states
that violate detailed balance. Without this charge-transfer channel, there would be no
possibility for a finite net probability current around a closed loop.
8.5 Conclusions
Time-resolved measurements of electron tunneling into and out of a quantum dot or a
single-electron box in the steady-state limit define a suitable tool to test whether or not
detailed balance is fulfilled. To generate a steady state that violates detailed balance, one
needs to realize a stochastic model with at least three different states and tunneling rates
that allow for a finite net probability current around a closed loop. We have suggested
two devices in which such detailed-balance-violating steady states can be established: a
spin-split, single-level quantum dot at large bias voltage and a metallic single-electron
box coupled to a superconductor. Both suggestions seem experimentally feasible with
nowadays technology. Moreover, for some of the performed counting experiments referred




In this thesis, we have introduced generalized factorial cumulants as a new tool to probe
the full counting statistics of electron transport through Coulomb-blockade systems.
Recent progress in nanotechnology, as summarized briefly in Chapter 2, has led to the
development of electrometers with a resolution that could not be attained before: transport
of individual electrons can be observed in real time. The electrometer inspects the total
charge on some mesoscopic region of the studied device. It detects charge changes on the
scale of single electrons and thereby resolves the transport of individual electrons.
To reach such a sensitivity, the probed system must fulfill some requirements. First, only a
small number of electrons can leave or enter in comparison to some reference charge on the
inspected region. Due to the Coulomb interaction, most charge states are not accessible
and transport via theses states is blocked out. Second, the electrons stay on the region at
least for times on the millisecond scale, i.e., the resistance is larger than the inverse of one
conductance quantum h/e2 ≈ 26 kΩ. Therefore, the region is only weakly tunnel coupled
to the rest of the system. An additional consequence is that the electron transport can
be simulated by an N -resolved master equation taking only tunneling processes of leading
order in the tunnel-coupling strength into account. We have referred to such a system as
Coulomb-blockade system. Two fundamental examples of Coulomb-blockade systems are
the single-electron box (SEB) and the single-electron transistor (SET).
In this thesis, we have aimed at results that can be used already with the current level
of technology. We have presented results valid for any kind of Coulomb-blockade system,
but have also illustrated these results for concrete examples like the transport through
single metallic islands and quantum dots tunnel coupled to superconducting, ferromagnetic,
or normal metallic electrodes. For all these example systems, it has been demonstrated
already in experiments that electron transport can be observed in real time. Thus, our
results can be applied immediately to such experimental realizations of a Coulomb-blockade
system.
From the real-time measurement, one obtains the full counting statistics of electron trans-
port. The statistics is characterized by the probability distribution PN (t) that N electrons
have been transferred in a time interval [0, t]. Instead of dealing with all information con-
tained in PN (t) simultaneously, one typically analyses cumulants calculated from PN (t).
These scalars accumulate information from PN (t) into one meaningful statement which
should lead to a better understanding of the electron transport. In literature, ordinary cu-
mulants Cm(t) and factorial cumulants CF,m(t) of orderm are already known. In Chapter 3,
we have introduced generalized factorial cumulants Cs,m(t) as a much more convenient tool
to study the electron transport. For s = 1, the cumulants C1,m(t) are equal to the factorial
cumulants CF,m(t). The first factorial cumulant C1,1(t) yields the current and the second
C1,2(t) the current noise. By tuning the parameter s, different electron transfer process can
be probed, including those hidden for the factorial cumulants CF,m(t). In Chapters 3 - 8,
we have elucidated what kind of conclusions can be drawn from the Cs,m(t) leading to a
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better understanding of the electron transport. We have observed that other quantities
accumulate relevant information from PN (t) in a less effective manner than the Cs,m(t) or
are even completely insensitive to the relevant information.
In Chapter 3, we have explained how correlations can be detected by the generalized
factorial cumulants Cs,m(t). First, we have studied uncorrelated electron transport, i.e.,
the probability distribution is determined by independent single-electron tunneling events
and therefore takes the form of a Poisson binomial distribution. We have proven that for
s ≥ 0 the generalized factorial cumulants fulfill the sign criterion (−1)m−1Cs,m(t) ≥ 0.
For s < 0, the sign criterion still holds for all even orders m. Thus, a violation of this
criterion for any time t, orderm, or real s indicates correlations, i.e., at least one subprocess
contributes to transport, but can not be decomposed into single-electron tunneling events.
In Chapter 4, we have tested this criterion for two example systems. We have simulated
a counting experiment for a SEB in a Zeeman-field (see experiments in Section 2.2) and
a SET with ferromagnetic leads [124]. In these examples, correlations are induced by
the Coulomb interaction. We have found that with decreasing s the generalized factorial
cumulants Cs,m(t) detect the correlations at lower order m and at earlier time t than the
factorial cumulants CF,m(t). This may be crucial to overcome experimental limitations
since the error of experimentally determined cumulants typically increases both with m
and t [19, 20]. Furthermore, since the Cs,m(t) have access to additional processes, we have
observed parameter regimes in which only the generalized factorial cumulants can detect
correlations while all the CF,m(t), including the current noise, fail.
In Chapter 5, we have concentrated on the detection of correlations for Coulomb-blockade
systems in the limit of time intervals [0, t] being short in comparison to the average waiting
time between two successive tunneling events. In addition to the sign criterion given in
Chapter 3, the presence of correlations is proven by a different sign for odd m and s < 0,
any s-dependence itself, or a time dependence different from Cs,m(t) ∝ tm. Moreover, we
derived the necessary ingredients for the presence of correlations. If each tunneling process
transfers only a single electron, at least three charge states must be accessible. If tunneling
processes can transfer multiple electrons, electron transport is always correlated. Further-
more, we have deduced universal formulas for the Cs,m(t) in the short-time limit. Thereby,
we could explain the power-law dependence tm observed in a recent experiment [19]. More-
over, we have simulated the counting experiment recently performed for a SEB subjected
to Andreev tunneling [5]. Already the s-dependence of Cs,1(t) indicates the presence of
correlations. Additionally, for the higher-order cumulants, we observed the characteristic
power law t
m
2 for even and t
m+1
2 for odd orders m, which also indicates correlations.
In Chapter 6, we have suggested to use experimental measured Cs,m(t) to reconstruct
characteristic features of an a priori unknown stochastic system which is determined by
an N -resolved master equation. A precise manual of the mathematical procedure referred
to as inverse counting statistics is given in Section 6.6. The input information of the pro-
cedure is Cs,m(t)/t at such a long time t that Cs,m(t)/t is time independent. The output
information is as follows. First, it yields a lower bound for the dimensionM of the stochas-
tic system. Second, it gives a lower bound for the counting power D characterizing the
coupling between the stochastic system and the detector. Third, it yields the characteristic
function χ(z, λ) of the generator Wz of the N -resolved master equation. Each zero of the
characteristic function is an eigenvalue λj(z) of Wz. We obtain the full spectrum of eigen-
values including the full spectrum of relaxation rates {λj(1)} which have been recently
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studied extensively [67–72]. In contrast to other experimental methods [111–115], the in-
verse counting statistics yields all rates and not some due to a certain initial perturbation
of the system. The parameter s of the Cs,m(t) is used to sensitively test for the lower
bounds of M and D. Furthermore, it can be crucial to obtain the full spectrum of eigen-
values. We have demonstrated the procedure for two example systems. We have simulated
a counting experiment for a SEB in a Zeeman-field (see experiments in Section 2.2) and a
SEB subjected to Andreev tunneling [5, 32].
In Chapter 7, we have used the Cs,m(t) to detect coherently transferred electrons in the
transport through a quantum-dot spin valve, also denoted by coherent oscillations. These
electrons are identified in the Cs,m(t) with negative s as peaks occurring with a specific
frequency in time t, the Larmor frequency of a virtual magnetic field. By counting the
number of peaks, the number of coherently transferred electrons is obtained. Of crucial
importance is the parameter s. For negative s, one gets rid of an arbitrary large number
of incoherently transferred electrons and only the remaining coherently transferred elec-
trons determine the generalized factorial cumulants. Therefore, the sensitivity for coherent
oscillations increases dramatically in comparison to the commonly used quantities as the
waiting times, finite-frequency noise, or ordinary (factorial) cumulants. The increased
sensitivity is especially convenient to discover the coherent oscillations in the existing ex-
perimental set-ups [124–130] in combination with the real-time measurement techniques
demonstrated in Refs. [35, 50–54]. We remark that our method does not only detect the
coherently transferred electrons in the transport through a quantum-dot spin valve, but
also other kinds of electrons being transferred through a Coulomb-blockade system at some
specific frequency.
Finally, in Chapter 8, we have explained how detailed balance can be violated in Coulomb-
blockade systems and how the violation can be detected. Detailed balance means the
absence of net probability currents in the system’s state space for the stationary limit. It
can be violated if the state space consist of more than two states connected by tunneling
rates in such a way that a closed loop forms. Real-time measurements of electron transfer
resolve different parts of the net probability current, i.e., those partial currents correspond-
ing to the tunneling in and those corresponding to tunneling out electrons. A difference
in the tunneling in and out statistics indicates that a net probability current flows, i.e.,
detailed balance is violated. The difference in the statistics can be identified conveniently
in the generalized factorial cumulants. We have illustrated our findings by simulating the
counting experiment of a SET in a Zeeman-field (see experiments in Section 2.2) and a
SEB subjected to Andreev tunneling [32]. In this Chapter, it has not been necessary to
study parameters different from s = 1 because already the factorial cumulants indicate the
violation of detailed balance.

A Appendix
A.1 Factorization of the generating function




M(z, t, j) , (A.1)
whereM(z, t, j) = ∑N eNzPN (t, j) is the generating function of a subprocess j. We start




PN1(t, 1)PN−N1(t, 2) . (A.2)







(N−N1)zPN−N1(t, 2) . (A.3)
Since the probability distribution PN−N1(t, 2) = 0 for N1 > N , we can extend the summa-







e(N−N1)zPN−N1(t, 2) . (A.4)
Again, we use PN−N1(t, 2) = 0 for N1 > N to start the summation over N not at N = 0,







eN2zPN2(t, 2) =M(z, t, 1)M(z, t, 2) . (A.5)
The extension to more subprocesses is straight forward.
A.2 Additional details concerning the transport through a
quantum dot
In this section, we present some mathematical details which have not been presented in
Chapter 4 or Ref. [63].
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A.2.1 Two-state system
The generalized factorial cumulants discussed in Chapter 4 are obtained from the master
equation (4.6). However, in the two special cases1
Γ0↑ = Γ0↓ , (A.6)
Γ0↑ =
Γ0↓Γ↓0
Γ0↓ − Γ↑0 , (A.7)
the same moment-generating function can, alternatively, be obtained from the master
equation
p˙0N (t) = −Γ10p0N (t) + Γ01p1N−1(t),
p˙1N (t) = Γ10p
0
N (t)− Γ01p1N (t),
(A.8)
describing transitions between the two states χ = 0, 1. The probability vector pz = (p0z, p1z)






In the first case Γ↑0 = Γ↓0, the effective rates must be
Γ10 := Γ↑0 + Γ↓0 , Γ01 := Γ0↓ . (A.10)
In the second case Γ0↑ = Γ0↓Γ↓0/(Γ0↓ − Γ↑0), the rates take the form
Γ10 := Γ0↑ , Γ01 := Γ0↓ . (A.11)
The two-state master equation describes the filling and depleting of a single spinless
quantum-dot level. Double occupation is forbidden by the Pauli exclusion principle. Thus,
the Coulomb interaction, being the source of correlations between the tunneling events, can
be neglected. The counted electrons tunnel in an uncorrelated manner, see Chapter 3.4,
and all zeros zj(t) of the factorial moment-generating function lie in the interval (−∞,−1]
as illustrated in the following.
Taking Eq. (3.53) into account, the factorial moment-generating function can be written
in the form
















, Γ = Γ10 + Γ01.
(A.12)
If z > −Γ2/(4Γ10Γ01), the eigenvalues λ1,2(z) and coefficients c1,2(z) are real and the gen-
erating function is always positive. For z < −Γ2/(4Γ10Γ01), the eigenvalues and coefficients
have imaginary contributions which lead to oscillations around zero, see Figure A.1 (a).
1As discussed in Section 6.4, one of the three eigenvalues λj(z) becomes z-independent for such special
rates of the quantum-dot system. Thus, an ansatz for these rates is, e.g., obtained by equalizing the
eigenvalue spectrum of Wz at z = 1 with the eigenvalue given in Eq. (A.22) for z → −∞. The
correctness of the ansatz is proven by inspecting the resulting moment-generating function.



























Figure A.1: The factorial moment-generating function for a single spinless quantum-dot
level (a) with the rate Γ10 = 2Γ01, time t = 3/Γ01, and negative real z. The
positions of the corresponding zeros zj are given by the intersections of the
two functions depicted in (b).
All possible zeros zj(t) lie on the negative real axis and are due to these oscillations. Since
−Γ2/(4Γ10Γ01) is always smaller than −1, the zeros are indeed confined to the interval
















depicted in Figure A.1 (b). In the short-time limit, the equation can be simplified by

















, j = 0
− (jpi)2
Γ10Γ01t2
, j = 1, 2, . . .
. (A.15)
With increasing time, the branches of the tangent move closer to the origin z˜j = 0. Hence,
the dominant zeros can approximated by expanding Eq. (A.13) up to linear order in z˜j


















, j = 0, 1, 2 . . . . (A.17)
With increasing time, the approximation holds up to an increasing number j. However,
even if the linear approximation is not justified, the absolute deviation from Eq. (A.17) is
merely of first order in j.
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A.2.2 (Un)correlated parameter regimes
If the rates Γσ0 and Γ0σ do not obey Eq. (A.6) or (A.7), electrons can tunnel in a correlated
manner, i.e., zeros zj(t) leave the interval (−∞,−1]. In this section, we sketch the math-
ematical procedure how parameter regimes can be identified, each yielding a topologically
different arrangement of zeros zj(t) in the complex plane. Especially, we comment on the
derivation of the boundary conditions between the different regimes given in Eqs. (4.10),
(4.13), and (4.14).
Again, we start with the generating function, see Eq. (3.53), written in the form
MF(z, t) = c1(z)eλ1(z)t + c2(z)eλ2(z)t + c3(z)eλ3(z)t . (A.18)
We still obtain closed-form expressions for the coefficients and eigenvalues. However, the
expressions are too large to explicitly write them down here. In the limit |z|  1, the
eigenvalues λ1,2(z) and coefficients c1,2(z) acquire forms similar to Eq. (A.12), especially
Re[λ1,2(z)] becomes z-independent and c1,2(z) ∝
√
z. In contrast, the term c3(z)eλ3(z)t
with real λ3(z) and c3(z) can be neglected for |z|  1 since both λ3(z) and c3(z) become z-
independent. In the short-time limit, the zeros of the generating function fulfill |zj(t)|  1.
Thus, in accordance to Appendix A.2.1, the zeros remain on the real axis for short times.
However, with increasing time, the exponential term c3(z)eλ3(z)t(z) can become relevant.
If the real λ3(z) is larger than the real part of λ1,2(z), zeros are shifted away from the
negative real axis into the complex plane.
In this sense, an eigenvalue discussion can reveal different arrangements of zeros in the
complex plane and the corresponding necessary parameters. As an example, we illustrate
in the following how such a discussion reveals the three arrangements depicted in Figure 4.8.
For the parameter regime illustrated in Figure A.2 (a), the value λ3(z) is smaller than
Re[λ1,2(z)]. The oscillating term c1(z)eλ1(z)t + c2(z)eλ2(z)t dominates the generating func-
tion also for finite times. The zeros remain on the real axis as depicted in Figure 4.8 (a).
To see that the zeros are always smaller than −1, we take into account that with increasing
time the zeros move towards square-root branch points [64, Section 5] of the two larges
eigenvalues. For the studied system, square-root branch points on the real axis are always
smaller than −1. Thus, we see that for the parameter regime illustrated in Figure A.2 (a),
the zeros are indeed confined to the interval (−∞,−1].
In the second parameter regime illustrated in Figure A.2 (b), the value λ3(z) is smaller
than Re[λ1,2(z)] only near z = −1. In contrast, for z  −1, λ3(z) is the largest eigenvalue.
Thus, the zeros remain real in the former case, but leave the real axis in the latter case,
see Figure 4.8 (b). The boundary condition between the regimes (a) and (b) is given by
lim
z→−∞λ3(z) = limz→−∞Re[λ1,2(z)] . (A.19)










If the ansatz is correct, the characteristic polynomial of Wz, see Eq. (4.7), vanishes in
every order in z. The highest order z3/2 depends only on the coefficient a−1 and thus















Figure A.2: Real part of the eigenvalues of Wz for a single-level quantum dot with
ferromagnetic leads. The parameters are the same as in Figure 4.8 with
Γ = ΓL + ΓR. For a = −0.8, the eigenvalues λ1,2 (dashed and dotted line) are
larger than λ3 (solid line). For a = 0.0, the situation is reversed. For a = −0.5,
λ3 is the largest eigenvalue for z . −1.3, otherwise λ±.
completely determines the first term of the eigenvalues λj(z). The order z2/2 depends on
the coefficients a−1 and a0, i.e., we obtain the second term of λj(z). Each additional order
becomes vanishing if an additional coefficient aj is chosen properly. Thus, the ansatz has



























where σ¯ is the spin opposite to σ =↑, ↓. Inserting the two formulas into Eq. (A.19) yields
the boundary condition presented in Eq. (4.13).
In the third parameter regime illustrated in Figure A.2 (c), the value λ3(z) is larger than
Re[λ1,2(z)] everywhere on the real axis. All zeros leave the real axis, see Figure 4.8 (c).
The derivation of the boundary condition between regime (b) and (c), is quite challenging.
The correct procedure is to inspect the square-root branch point depicted in Figure 4.8 (b)
near z = −1. The parameters for which this point leaves the real axis determines the
boundary condition. However, if we additionally take into account that on the boundary
the system can be described by a two-state master equation, we can obtain Eq. (4.14) also
by means of Eq. (A.7). This additional assumptions is justified in Section 4.3. However,
for the system discussed in Section 4.2, this assumption does not hold at the boundary
condition (4.10). To obtain this condition, we indeed must inspect the square-root branch
point of the two largest eigenvalues.
A.3 Additional details for the inverse counting statistics
In this section, we present some additional detail concerning the inverse counting statistics
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Figure A.3: Consistency check of the number of system statesM and the counting powerm
for the single-level quantum dot ε = −kBT in an external magnetic field ∆ =
0.03 kBT for time Γt = 100. Assuming M = 2 and m = 1, contour lines of the
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Figure A.4: Consistency check of the number of system statesM and the counting power D
for the single-electron box with gate charge nG = 0.001 for time t = 20 s.
Assuming different values for M and D, contour lines of the resulting j =
1, . . . ,M eigenvalues λj(z)/ kHz are depicted. The eigenvalue for M = 1,
D = 1 in (a) and the two eigenvalues for M = 2, D = 1 in (b), (c). Compare
with Figure 6.7
A.3.1 Alternative expression for Al,µν








· · · cs,αν
αν !
, (A.23)
identical terms may occur related by permutation of the indices (α1, . . . , αν), e.g., Aµ+2,µ2 =
cs,0cs,2/2!+ cs,1cs,1 + cs,2cs,0/2! = cs,0cs,2 + c
2
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A.3.2 Consistency check for ∆ = 0.03 kBT
For completeness, we check how close the Zeeman field must be tuned to zero in order
to observe the discussed behavior of Section 6.4.2. We find that for ∆ . 0.03 kBT , the
eigenvalues obtained for M = 2, D = 1 are still almost s-independent (compare Figure A.3
with Figure 6.4), with slight deviations appearing for very negative s.
A.3.3 Consistency check for nG = 0.001
For the single-electron box, we estimate that at least for |nG| . 0.001 the nG = 0 case
is already reached in good approximation for s . −1.5 or s & −0.5 (compare Figure A.4
with Figure 6.7). For Figure A.4, the Andreev-tunneling rates are approximated by Γ±A ≈
(615.11± 11.42)Hz [95]. The sequential tunneling rates are estimated via an interpolation
between the experimental values of Ref. [32]: Γ±u ≈ (12.00± 0.03)Hz and Γ±d ≈ (252.00±
0.83)Hz.
A.4 Additional details for the detection of coherences
In this section, we present some additional details concerning the detection of coherences
in a quantum-dot spin valve as discussed in Chapter 7.
A.4.1 Current noise
The current noise Eq. (7.12) is related to the second-order ordinary cumulant by the
MacDonald formula [149, Eq. (20)]








The cumulant C2(t) can be obtained from the time trace measured by a detector. To
account for the symmetrized current operator, both the electrons tunneling in and out of
the quantum dot increase the detector counter each by 1/2. The cumulant C2(t) can be
simulated by means of the generatorM(z, t) = eT exp [Wexp(z/2)t]pstat with
Wz =

−2ΓL zΓR zΓR zpΓReiφR zpΓRe−iφR
zΓL −ΓR 0 γ−+ γ+−
zΓL 0 −ΓR γ++ γ−−
zpΓLe
−iφL γ−− γ+− −ΓR 0
zpΓLe
−iφL γ++ γ−+ 0 −ΓR
 . (A.26)










For finite frequency ω > 0, we take into account that C2(t)/t relaxes exponentially to a
time-independent limit, see Section 6.2. Thus, we obtain
S(ω) = 2 lim
t′→∞
[










In an experiment, the time t′ is always finite. Therefore, the asymptotic limit is approxi-
mated by such a large t′ that the measured ratio C2(t′)/t′ is time independent. To simulate
the finite-frequency noise, instead of calculating C2(t) and afterwards applying Eq. (A.28),
it is more convenient to utilize the expression [150, Eq. (34)]
S(ω) = 2eTW
(2)
0 pstat + 2e
TW
(1)
0 [Ω(iω) + Ω(−iω)] W(1)0 pstat (A.29)
with W(j)0 = ∂
j
zWexp(z/2)|z→0 and Ω(z) = (z1−W1)−1.
A.4.2 Peaks’ frequencies
In the long-time limit, the generalized factorial cumulants Cs,m are dominated by the
eigenvalues with the largest real part Re[λj(z)] for z = s, cf. Section 6.2. Near s ≈ 1,
always a single real eigenvalue λmax determines the cumulants, see Eq. (6.2). For negative
s, the dominating eigenvalues may be given by a complex-conjugated pair λ1(z) and λ2(z).







pairs, we can express the generating function in the long-time limit by









]− Im[c1(z)] sin[Imλ1(z) t]} . (A.30)
Thus, the generating function has real zeros zj(t) leading to the peaks illustrated in
Figs. 7.2 (a) and 7.4 (b). Since in each period T = 2pi/Im[λ1(s)] the generating func-
tion has two zero-crossings, the peaks occur with the frequency 2/T .
The eigenvalues λj(z) of the generator Eq. (7.11) can be calculated numerically for arbitrary
parameters. However, for a better understanding of the electron transport, we need λj(z)
to the leading orders in the polarizations p and the counting parameter z.






to solve the characteristic polynomial. If the ansatz is correct, the polynomial vanishes in
every order in p. The lowest order p0 depends only on the coefficient a0(z) and thus
completely determines the first term of the eigenvalue λj(z). The higher orders in p
vanish accordingly for proper chosen coefficients. Thus, the ansatz has been correct. The
eigenvalues take the form
















Γ′2 + (z − 1)8ΓLΓR
)
+O (p2) , (A.34)
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with Γ′ = 2ΓL + ΓR. The terms of order p3 are already to long to be explicitly presented
here. This order is completely real for λ1(z), λ2(z), and λ3(z). Hence, we obtain Eq. (7.15).
To see which eigenvalues dominate in the long-time limit for z  −1, we apply the ansatz
Eq. (A.20). The leading order of Re[λj(z)] is independent of z and determines the dashed
and green line in Figure 7.4 (a). The leading order of Im[λj(z)] is only independent of z for




A.4.3 Factorial cumulants to leading order in p



















































p2 xm +O(p4) ,
(A.36)
where x = −2ΓLΓR/(2ΓL + ΓR)2. The Gamma function defines m! for half-integer val-
ues. In both limits, the coherent oscillations enter beginning with the forth order in the
polarization p. For the first three orders, the same expression is obtained if coherences
are completely neglected BL = BR = 0 or if effectively parallel leads’ magnetizations are
assumed with pL = cos(φ)p and pR = p.
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