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a b s t r a c t
RNA secondary structures can be computed as optimal solutions of certain circular
matching problems. An accurate treatment of this energy minimization problem has
to account for the small — but non-negligible — entropic destabilization of secondary
structures with non-trivial automorphisms. Such intrinsic symmetries are typically
excluded from algorithmic approaches; however, because the effects are small, they play
a role only for RNAs with symmetries at sequence level, and they appear only in particular
settings that are less frequently used in practical application, such as circular folding or
the co-folding of two or more identical RNAs. Here, we show that the RNA folding problem
with symmetry terms can still be solvedwith polynomial-time algorithms. Empirically, the
fraction of symmetric ground state structures decreaseswith chain length, so that the error
introduced by neglecting the symmetry terms affects fewer and fewer predictions.We then
explore the combinatorics of symmetric secondary structures in detail. Surprisingly, the
singularities of the generating function coincide between symmetric and non-symmetric
structures. Furthermore, generating functions and explicit asymptotic results for both the
circular and the co-folding version are derived.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let G(V , E) be a simple finite graph. A matching M is a subset of E such that no two edges e′, e′′ ∈ M are incident
to the same vertex. Suppose there is a fixed natural order of the vertex set so that we can label them with integers
1 . . . n = |V |. We say that two edges e1 = {v′1, v′′1 } and e2 = {v′2, v′′2 } cross if the corresponding intervals overlap,
i.e., [v′1, v′′1 ] ∩ [v′2, v′′2 ] ∉ {∅, [v′1, v′′1 ], [v′2, v′′2 ]}. A matching is circular if it does not contain a pair of crossing edges.
Circularmatchingsmodel the (pseudo-knot free) secondary structures of nucleic acids, i.e., RNA andDNA, in a naturalway
[18,22]. Here, the nucleotide sequence (x1, xn, . . . , xn), with xi ∈ {A,U,G, C} for RNA and xi ∈ {A, T ,G, C} for DNA provides
a vertex labeling. Edges are restricted to pairs of vertices that satisfy the chemical pairing rules of nucleic acids: {u, v} ∈ E
if and only if {xu, xv} ∈ B. The set of allowed pairs are BRNA = {{A,U}, {G, C}, {G,U}} and BDNA = {{A, T }, {G, C}},
respectively.
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This circularmatching problem is solved by a simple recursion that is based on the observation, that everymatching edge
(base pair) divides the graph into two disjoint subgraphs with independent solutions:
(1)
Hence, the maximum number F of edges in a circular matching satisfies the recursion
Fij = max

Fi+1,j, max
k≥i+m+1
{i,k}∈E(G)
(Fi+1,k−1 + Fk+1,j + 1)

(2)
starting from the initializations Fi,j = 0 for j− i < m [18,22]. The parametermmeasures the minimum number of sequence
position that are located ‘‘inside’’ a base pair. Based on biophysical considerations, one usually setsm = 3 in the context of
RNA. Eq. (2) immediately translates into a recursion for the number of all possible secondary structures (i.e, assuming that
G = Kn, i.e. a complete graph):
s(n) = s(n− 1)+
n−2
k=m
s(k)s(n− k− 2) (3)
with s(n) = 0 for n < 0 and s(n) = 1 for 0 ≤ n ≤ m + 1. For m = 0, s(n) coincides with the Catalan numbers [3].
Combinatorial problems motivated by RNA folding problems have received considerable attention over the past three
decades, see e.g. [12,20,19,10,17,5,13,4]. We shall return to the combinatorial aspects in Section 3.
In contrast to the usual setting ofmatchings theweight (energy) associatedwith a particularmatchingM , i.e., a particular
secondary structure, is not just the sumof its edges in the context of nucleic acid structures. Instead, the energy of a secondary
structure is defined in terms of so-called ‘‘loops’’. Laying out V on a cycle in the given order and connecting consecutive
vertices by additional ‘‘backbone’’ edges yields an outerplanar graph. The internal faces of this embedding are called ‘‘loops’’
in the RNA folding literature. Each face is assigned an energy contribution that depends on the number of vertices, the
nucleotides (vertex labels), and the base pairs (i.e., matching edges).
Secondary structures are coarse-grained representations of the molecular structures that can be interpreted as
equivalence classes of the actual spatial conformations of the molecule. The energy of the secondary structure therefore
contains an entropic contribution which corresponds, according to Boltzmann’s famous formula S = R lnΩ , to the
diversity Ω of atomic-resolution states that are subsumed in a given secondary structure. The corresponding entropic
contributions to the energy model are obtained experimentally from the melting properties of small RNA molecules [15].
Thesemeasurements are performed on homogeneous samples of linear RNAmolecules. Since RNA sequences have a defined
reading direction (from their 5’ to their 3’ ends), these molecules have no (non-trivial) symmetries.
Interactions ofmultiple RNAmolecules aswell as the structure formation of circular RNAmolecules can be treatedwithin
the same model. Structures formed by two or more distinct RNA strands A, B, etc., can be dealt with by concatenating the
sequences A$B$ . . . Z$, where the sentinel character $ is used to mark the concatenation points. For more than two strands
all concatenation orders have to be considered. Formally, this leads to the same problem as folding a circular RNA sequence.
The only difference is that loops that contain the $-characters are assigned special energy contributions. In contrast to
linear nucleic acids, these cyclic arrangements can have non-trivial symmetries: In fact, circular sequences have a rotational
symmetry Ck if they consist of k concatenated identical copies of the same string A. Therefore, they can also form secondary
structures with non-trivial symmetry. Symmetries reduce the number of physically distinct conformations that belong to a
given secondary structure ψ . This reduction in the number of conformations is determined by the length ℓψ of its orbit.
Since the symmetry effect is not included in the individual energy contributions, the symmetry correction of the form
εsym(ψ) = RT ln ℓψ (4)
needs to be added to the standard energy model.
In practice, the effect is small and folding problemswith symmetric sequences are rare. The correction (4) thus is typically
neglected [9,1]. In caseswhere precise energies are required, one usually considers the full ensemble of Boltzmann-weighted
secondary structures and computes the partition function over all secondary structures. Surprisingly, the symmetry effect is
not a problem in this context since the overcounting of symmetric structures cancels exactlywith an undercounting inherent
in the algorithm; we refer to [2,6] for details.
From a theoretical point of view, on the other hand, there is no a priori relationship between the energy contributions
for different structural elements and the symmetry correction. In order to properly account for the symmetries, therefore, it
is necessary to account separately for secondary structures with different symmetries. At the same time, it appears natural
to consider the enumerative combinatorics of secondary structures with symmetries. From a practical point of view, finally,
one may ask to what extent minimum energy secondary structures of symmetric sequences are symmetric themselves, and
thus how often neglecting the symmetry correction leads to incorrect results.
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hairpin interior
Fig. 1. Recursive decomposition of secondary structures gives rise to the polynomial-time dynamic programming algorithm.
2. RNA minimum energy structure with symmetries
2.1. Preliminaries: linear folding problem
The standard energy model [15,7] distinguishes between three fundamental types of loops depending on the number of
base pairs involved:
• Hairpin loops consist of a single base pairs {i, j} and the connecting backbone sequence (xi, . . . , xj). Typically, this
sequence must have length at least 5 to accommodate spatial constraints. We writeH(i, j) for its energy contribution.
• Interior loops consist of exactly two base pairs {i, j} and {k, l}, i < k < l < j and the two connecting sequences (xi, . . . , xk)
and (xl, . . . , xj). We write I(i, j; k, l) for its energy contribution.• All other loops are multi(branch)loops. For simplicity, one assumes that the energy linearly depends on the number L of
vertices delimiting the face and on the number B of base pairs (branches): E = aL+ bB+ c.
Every secondary structures can be decomposed recursively in such a way that each step is associated uniquely with an
energy contribution, Fig. 1. From this decomposition, polynomial-time dynamics programming algorithms for both energy
minimization and partition functions are derived in a straightforward manner [24,16]. In the following we will occasionally
refer to the following quantities:
Fij free energy of the optimal substructure on the subsequence x[i . . . j].
Cij free energy of the optimal substructure on the subsequence x[i . . . j] subject to the constraint that i and j form a base
pair.
Mij free energy of the optimal substructure on the subsequence x[i . . . j] subject to the constraint that x[i . . . j] is part of a
multiloop and has at least one component.
M1ij free energy of the optimal substructure on the subsequence x[i . . . j] subject to the constraint that x[i . . . j] is part of a
multiloop and has exactly one component, which has the closing pair i, h for some h satisfying i ≤ h < j.
We refer to the literature [24,16,9] for a full description of the recursions, from which the following Proposition can be
inferred:
Proposition 1. The matrices F , C , M, and M1 can be obtained in O(n4) time and O(n2) space for the standard energy model
described above. With a restriction on the length of interior loops or by enforcing certain mild conditions on the energy parameters
for the interior loops [14], the computations can be performed in O(n3) time.
Throughout this contribution we will assume that these four matrices have been computed for the concatenation ℓA of ℓ
identical copies of A. We set n = |A| and N = ℓn.
2.2. Two-fold symmetry
In the simplest, and practically most relevant case, we consider the interaction of two identical RNA sequences. All
structures therefore have either trivial symmetry or are symmetric with respect to exchange of the two interaction partners.
This corresponds to a C2 symmetry. Formally, the same situation arises for circular sequences that have C2 symmetry, i.e., for
those that are of the form AA, where A (interpreted as a circular sequence!) does not have a non-trivial symmetry (except,
of course, for the arbitrary choice of the starting point). It will be convenient to label the vertices 1, . . . , n, 1′, . . . , n′, where
i′ := i+ n.
We start by observing that every structureψ with C2-symmetry either consists of two separate halves, or there is at least
one base pair linking the two copies of A. In the latter case,ψ either contains a unique symmetric base pair of the form (i, i′),
or there is a unique, non-trivial, loop B that is mapped onto itself by the symmetry. This loop is then delimited by two base
pairs (i, k′) and (k, i′) that are mapped onto each other, Fig. 2.
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Fig. 2. There are different types of C2-symmetric interaction structures. Left: there is no base pair between two copies of the sequence. Middle: the
symmetric loop B is delimited by 2 pairs (i, k′) and (k, i′) linking the two halves. Right: there is a single self-symmetric base pair (i, i′). Clearly, these cases
are mutually disjoint.
For each of these three cases we can compute the minimal energy assuming that we have already solved the ordinary
(co)folding problem. In the first case, we have to distinguish circular folding and interactions. In the interaction case, we
have two disjoint structures, each which energy F1n. In the circular case, the structure is composed of two identical halves
that form a multiloop; the energy contribution is thus 2M1n + c since the multiloop closing term c has to be added. The
other two cases are identical for interacting and circular RNAs: In case of an (i, i′) pair, the optimal energy is simply twice
the optimal energy on x[i . . . i′] subject to the constraint (i, i′) are paired bases, i.e., Ci,i′ . In the last case, B is either an interior
loop or a multi-branch loop, consisting of two copies of a multi-branch componentMi+1,k−1 and two copies of the optimal
base pair enclosed structure on x[k, i′]. In symbols, we can summarize these observations as
Emin = min


2F1n two RNAs (case without interaction)
2M1n + c circular RNAs
2min
i<k
Ck,i′ +min

I(k, i′; k′, i)
2Mi+1,k−1 + 2b+ c
2min
i
Ci,i′ .
(5)
We summarize this result as.
Proposition 2. The optimal C2-symmetric structure of can be computed in an O(n2) time and space post-processing once the
linear folding problem has been solved for the same input sequence.
The decomposition in Fig. 2 is unambiguous and hence can be employed directly to count the number of symmetric
secondary structures, or to compute the partition function over all symmetric structures. Note that for a system consisting
of two symmetric parts, the partition function at temperature T is
Z(T ) =
−
ψ
exp(−2E(ψ)/RT ) = Z0(T/2), (6)
where Z0 the partition function for one of the symmetric halves, R is the universal gas constant, and T the temperature. For
the case of RNA–RNA interaction we therefore obtain
Z(T ) = Z F1,n(T/2)+
−
i<k
(ZCk,i′(T/2) · e−I(k,i
′;k′,i)/RT + ZMi+1,k−1(T/2) · e−(2b+c)/RT )+
−
i
ZCi,i′(T/2) (7)
and equivalent recursions for the case of circular structures. Here, Z Fi,j, Z
C
i,j, Z
M
i,j denote the partition function equivalents of
Fi,j, Ci,j,Mi,j defined above, i.e., partition functions over all secondary structures on the substring x[i . . . j] satisfying the same
structural restrictions as the entries of the F , C , andM arrays.
Since the symmetry contribution (4) is always positive, the solution of the folding problem requires that we compute the
most stable non-symmetric structure.
Proposition 3. The minimum energy asymmetric conformation of a C2-symmetric folding problem can be computed in
polynomial time. More precisely, the solution of O(n2) linear folding problems is sufficient.
Proof. Suppose thatψ does not have C2 symmetry. Then there is either a base pair (i, j), 1 ≤ i < j ≤ n, such that (i′, j′) is not
a base pair, or there is a base pair (i, j′) such that (j, i′) is not a base pair. It therefore suffices, for each i < j to compute the
optimal structure with these constraints. These constraints can easily be enforced in the decomposition of Fig. 1. Requiring
(i, i′) is paired, we simply use Fij → Cij, Mij → Cij and M1ij → Cij, i.e., by prohibiting all alternative decompositions for
this particular index pair. In order to exclude the (i′, j′) pair, we simply remove this pair from the edge set E of the graph G.
Clearly, these restrictions can be implementedwithout changing the asymptotics of the folding recursions since they require
at most one if statement for each step. 
Although Proposition 3 guarantees a polynomial-time algorithm, we have to admit that this solution is neither elegant
nor particularly efficient for practical applications.
Since current programs for computing RNA interactions do not take symmetry corrections into account, it is of practical
interest to ask how often this simplification results in an incorrect prediction. This can happen if the program returns
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Table 1
Percentages of symmetric and asymmetric ground state structures in a sample of 10,000 randomRNA sequenceswith andwithout the symmetry correction.
Sequences with degenerate ground states were counted as symmetric if at least one ground state structure is symmetric. For circular folding, two copies
of a random input sequence were concatenated. For the interaction structures, the co-folding of two identical copies is computed. Results were obtained
by computing all secondary structures within RT ln 2 of the ground state using RNAsubopt [23] (or RNAsubopt -circ [11] for circular structures).
The structures listed in the columns marked by – neglect the symmetry correction, while the columns marked by +εsym add the energy contribution
εsym = RT ln 2 to all symmetric structures.
n Symmetric Asymmetric Symmetric Asymmetric
– +εsym – +εsym – +εsym – +εsym
Circular folding Interaction structures
50 98.5 38.3 1.5 61.7 99.0 39.4 1.0 60.6
100 98.6 14.2 1.4 85.8 98.6 15.1 1.4 84.9
200 98.0 2.3 2.0 97.7 98.0 2.4 2.0 97.6
Fig. 3. Fraction of symmetric minimum free energy structures as a function of sequence length, as returned for symmetric circular sequences by RNAfold
-circ [11] (black), and for interaction structures by RNAcofold [2] (red). Sample sizes were between 10,000 for sequences of length≤ 200 and 1000 for
length≥ 1000. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
a symmetric solution, but an asymmetric structure exists with energy within RT ln 2 of the ground state. By computing
suboptimal structures one can identify such cases. Unfortunately, even with a fixed energy increment RT ln 2, the number
of suboptimal structures that need to be checked grows exponentially with sequence length.
Table 1 summarizes numerical results for random RNA sequences, showing that for moderate size sequences the
symmetry correction makes a big difference: Without symmetry correction the symmetric structures are typically
energetically most favorable, while with symmetry correction themost ground states are asymmetric. For longer sequences
the fraction of symmetric ground states falls off even without correction, see Fig. 3, suggesting that neglecting symmetry is
less severe for very long sequences. These effects are very similar for the circular RNAs with symmetries and for interaction
structures of two identical partners.
2.3. Higher symmetries
For structures with higher symmetries, the situation becomes even simpler, Fig. 4. We first observe that there are no
symmetric base pairs and B is never an interior loop. Thus, only two cases remain: (1) there are no base pairs connecting
any two copies of A, and (2) such base pairs do exist. In the first case, we have either ℓψ independent (non-interacting)
copies of A, or a multiloop consisting of three copies of the same multiloop component. In the second case, we only have
to consider base pairs that link subsequent copies. Otherwise, we would have crossing pairs: Suppose there is a pair (i, j′′);
by symmetry, we then must also have a pair (i′, j′′′). Since i < i′ < j′′ < j′′′ these two pairs cross and cannot co-exist in a
secondary structure.
Thus B is always amultiloop (or an exterior loopwithmultiple breakpoints in the case of interacting RNAs). It may consist
of the components enclosed by the connecting pair (i, k) only corresponding to the interior loop case for ℓψ = 2 above, or
there are additional multiloop components. In the first case, we have account for the unpaired bases. The energy of the
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Fig. 4. Secondary structures with C4 symmetry.
optimal structure is
Emin = min


ℓF1n RNA–RNA interaction
c + ℓM1n circular RNA
c + ℓmin
i<k

Ck,i′ + b+min

(k− i− 1)a
Mi+1,k−1

.
(8)
Again, this can be computed in O(n2) time.
3. Combinatorics of symmetric circular matchings
We consider a circular secondary structure over r copies of the same sequence. Such a structure is called symmetric if it
satisfies the following three conditions:
(1) any interior arc (id, jd) implies the existence of (id+1, jd+1), where the indices are considered modulo r
(2) the existence of an exterior arc, (if , jf+1), implies (if+1, jf+2)
(3) all interior arcs contain at leastm unpaired nucleotides.
A symmetric circular secondary structure is called Umr -symmetric if, in addition, all exterior arcs contain at leastm unpaired
bases and Cmr -symmetric, if exterior arcs are not subject to any arc-length restrictions.
3.1. Basics
Let Sm(z) = ∑n≥0 sm(n)zn denote the generating function of secondary structures having at least m unpaired bases in
each loop. By abuse of notation we will simply write sm(n) as s(n) when confusion is impossible and S(z) in case ofm = 1.
Furthermore let
Um2 (z) =
−
n≥0
um2 (n) z
n, Umℓ (z) =
−
n≥0
umℓ (n) z
n, Cm2 (z) =
−
n≥0
cm2 (n) z
n, Cmℓ (z) =
−
n≥0
cmℓ (n) z
n (9)
denote the generating functions of Um2 -, U
m
ℓ -, C
m
2 - and C
m
ℓ -symmetric circular RNA structures, where ℓ ≥ 3.
For the generating function Sm(z) =∑n≥0 sm(n)zn [21] we have the recursion
sm(n) = sm(n− 1)+
n−2−m
j=0
sm(n− 2− j)sm(j). (10)
Multiplying Eq. (10) by zn for all n − 2 ≥ m and some calculation implies for the generating function Sm(z) the algebraic
equation over the rational function field L = C(z)
z2 Sm(z)2 − (1− z + z2 + · · · + zm+1) Sm(z)+ 1 = 0. (11)
Thus we derive a quadratic equation for Sm(z). Computer algebra systems such as MAPLE readily compute the explicit
solution. The arguments presented in the next Sections imply a new linear recurrence formula for the numbers of RNA
secondary structures.
Let A(z) be a power series. Then L[A(z)]/L denotes the (finite) field extension generated by A(z) over L and [L[A(z)] : L]
denotes its dimension as a vector space.
Corollary 4. For m = 1 we have the following recurrence formula for RNA secondary structures
(n− 4)s2(n− 4)+ (5− 2n)s2(n− 3)+ (1− n)s2(n− 2)+ (−1− 2n)s2(n− 1)+ (2+ n)s2(n) = 0, (12)
where s2(0) = 1, s2(1) = 1, s2(2) = 1, s2(3) = 2.
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Proof. Using the fact that L[S(z)]/L is quadratic we establish, with the help of MAPLE, the ODE
(z4 − 2z3 − z2 − 2z + 1) z d
dz
S(z)+ (−z3 − z2 − 3z + 2) S(z)− 2+ 2z2 = 0. (13)
Using the MAPLE command diffeqtorec, we derive the linear recurrence
(n− 4)s2(n− 4)+ (5− 2n)s2(n− 3)+ (1− n)s2(n− 2)+ (−1− 2n)s2(n− 1)+ (2+ n)s2(n) = 0, (14)
where s2(0) = 1, s2(1) = 1, s2(2) = 1, s2(3) = 2. 
3.2. Combinatorics of Cm2 - and C
m
ℓ -symmetric circular RNA structures
Let us begin by studying Cm2 - and C
m
ℓ -symmetric circular RNA structures. It corresponds to the case of m identical
interacting RNAs and hence explicitly distinguishes interior and exterior base pairs. We shall prove that for ℓ ≥ 3, cℓ(n)
becomes independent of ℓ. We can understand this directly: each base pair that connects one copy with another one either
ends in the successor or in a predecessor. By symmetry, each predecessor pair matches up with exactly one successor pair.
Thus each copy acts like a ‘‘module’’ that can be repeated arbitrarily often before the circle closes. The possible structures
are therefore determined by a single copy only, so that it is independent of the number ℓ of repetitions.
Proposition 5. Let m, ℓ ∈ N, ℓ ≥ 3. The generating functions of Cm2 - and Cmℓ -symmetric structures, Cm2 (z) and Cmℓ (z), are given
by
Cm2 (z) =
Sm(z)
1− z Sm(z) (15)
Cmℓ (z) =
Sm(z)
1− z2Sm(z)2 . (16)
Proof. We assume m ∈ N is fixed and write sm(n) = s(n). In case of two interacting structures, re-interpreting Fig. 2 we
now assume that (k, i′) is the ‘‘right-most’’ base pair that contains the gap n . . . 1′. Then there are independent secondary
structures on [k+1, n] and [1′, i′]. These are combinedwith symmetric interaction structures of [i+1, k−1]with [i′, k+1].
The case of a single (i, i′) pair connecting the two copies is handled analogously. The number of symmetric interaction
structures with Cm2 -symmetry is thus
cm2 (n) = s(n)
no exterior arcs
+
n−
i=1
s(n− i) s(i− 1)  
removal of (k,i′)=(i,k′)
+
−
n≥i>k≥1
s(n− i) s(k− 1) cm2 (i− k− 1)  
removal of (k,i′)≠(i,k′)
(17)
which satisfies in addition cm2 (0) = 1. We set t0(n) = s(n) for n > 0, t1(n) =
∑n
i=1 s(n − i) s(i − 1) for n ≥ 1, and
t2ℓ (n) =
∑
n≥i>k≥1 s(n− i) s(k− 1) for n ≥ 2 and t1(0) = t2ℓ (0) = t2ℓ (1) = 0. We first observe−
n≥1

n−
i=1
s(n− i) s(i− 1)

zn = z
−
n≥1

n−1
j=0
s(n− 1− j)s(j)

zn−1

= zSm(z)2.
By substituting d = i− k− 1 and h = k− 1 we see that−
n≥i>k≥1
s(n− i)s(k− 1)c2(i− k− 1) =
n−2
d=0

n−2−d
h=0
s(n− 2− d− h)s(h)

cm2 (d).
Therefore, substituting u = n− 2,−
n≥2
t22 (n)z
n = z2
−
u≥0

u−
d=0

u−d
h=0
s(u− d− h)s(h)

c2(d)

zu

= zSm(z)2Cm2 (z),
whence−
n≥0
c2(n)zn =
−
n≥0
s(n)zn +
−
n≥1
t1(n)zn +
−
n≥2
t22 (n)z
n = Sm(z)+ zSm(z)2 + z2Sm(z)2Cm2 (z).
Wenext consider Cmℓ -symmetric structures. If there are no arcs connecting the copies,we simply count secondary structures.
Suppose now that (k, is) is an arcwith largest index k that spans the gap n . . . 1′. The index s refers to the copy of the sequence
in which the endpoints of the pairs are located. We claim that is = i′. Otherwise we have, by symmetry, also an arc (k′, is+1)
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with positions located in the order k < k′ < is < is+1 along the circle, i.e., the arcs (k, is) and (k′, is+1) would cross. For the
same reason we then have is < ks. Therefore the Cmℓ -symmetric structure consists of two independent secondary structures
on [k+ 1, n] and on [1′, i′ − 1], resp., together with a Cmℓ -symmetric structure connecting the ℓ copies of [i+ 1, k− 1]. We
consequently arrive at the recursion
cmℓ (n) = s(n)
no exterior arcs
+
−
n≥i>k≥1
s(n− i)s(k− 1)cℓ(i− k− 1)  
removal of k and i, where k<i
(18)
which satisfies in addition cmℓ (0) = 1. An analogous computation starting from Eq. (18) leads to
Cmℓ (z) = Sm(z)+
−
n≥2
t23 (n)z
n = Sm(z)+ z2Sm(z)2Cmℓ (z)
and the proposition follows. 
Since Sm(z) has a dominant, algebraic (branch-point) singularity we can immediately deduce from Proposition 5 that
Cm2 (z) and C
m
ℓ (z) have the same singularity as S
m(z). We will show that Cm2 (z) and C
m
ℓ (z) have in fact a critical dominant
singularity, which implies a new exponential growth rate different from that of RNA secondary structures, see the analysis
following Proposition 6. We show that
dim

di
dz i
Cj(z) | i ∈ N

L
= 2, (19)
which in turns leads to two different ODEs. As we shall see, these equations are implied by the fact that
[L[Cmℓ (z)] : L] = [L[Cm2 (z)] : L] = 2 (20)
and are the key to linear time generation of the coefficients cm2 (n) and c
m
ℓ (n) as well as to the detailed asymptotic formulas.
In difference to RNA secondary structures, the sub-exponential factor n−1/2 arises in the asymptotic expressions for both
cm2 (n) and c
m
ℓ (n).
In the following we shall assumem = 1 and we write cj(n) = cmj (n) as well as s(n) = sm(n).
Proposition 6. Let m = 1 and ℓ ∈ N, ℓ ≥ 3. Then the coefficients of the generating functions C2(z) and Cℓ(z) satisfy the linear
recurrences
(3− n)c2(n− 4)+ (2n− 6)c2(n− 3)+ (n− 1)c2(n− 2)+ (2n+ 2)c2(n− 1)+ (−n− 1)c2(n) = 0 (21)
(2− n)c3(n− 4)+ (−3+ 2n)c3(n− 3)+ (n− 1)c3(n− 2)+ (−1+ 2n)c3(n− 1)− nc3(n) = 0. (22)
Here we have c2(0) = 1, c2(1) = 2, c2(2) = 4, c2(3) = 9 and c3(0) = 1, c3(1) = 1, c3(2) = 2, c3(3) = 5. Furthermore
c2(n) ∼ n− 12
15+ 7√5
10π

1− 1
8n

− 1
80

2295+ 1087√5
2π
1
n
+ O

1
n2
 3+√5
2
n
(23)
c3(n) ∼ n− 12
1
2

15+ 7√5
10π

1− 1
8n

− 1
160

−105+ 127√5
2π
1
n
+ O

1
n2
 3+√5
2
n
. (24)
Proof. Let L = C(z). According to Proposition 5, C2(z) and Cℓ(z) are elements of the field extension L[S(z)]/L. In fact,
L[S(z)]/L is a quadratic field extension, i.e. we have the following Hasse diagram relating the dimensions of the fields
L[S(z)]/L, L[Cℓ(z)]/L and L[C2(z)]/L.
Hence L[C2(z)]/L and L[Cℓ(z)]/L are finite, implying that C2(z) and C3(z) are algebraic over L. Since for any sequence of fields
L ⊂ K2 ⊂ K3 holds [K3 : L] = [K3 : K2][K2 : L], there exist quadratic polynomials Q2(Y ) and Qℓ(Y ) in the ring L[Y ] such
that Q2(C2(z)) = 0 and Q3(Cℓ(z)) = 0. We can therefore conclude that
∀j ≥ 2;

di
dz i
Cj(z) | i ∈ N

L
⊂ ⟨{1, Cj(z)}⟩L,
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whence the L-vector space of the derivatives of Cj(z) has dimension ≤ 2. Thus there exist two ODEs for C2(z) and Cℓ(z),
respectively
q0,2(z)
d
dz
C2(z)+ q1,2(z)C2(z)+ q2,2(z) = 0
∀ℓ ≥ 3; q0(z) ddz Cℓ(z)+ q1(z)Cℓ(z)+ q2(z) = 0.
Based on Eqs. (17) and (18) these equations can be computed explicitly. We used the command listtodiffeq in MAPLE
package gfun for this purpose, and obtained
(−z4 + 2z3 + z2 + 2z − 1)z d
dz
C2(z)+ (−z4 + z2 + 4z − 1)C2(z)+ (1− z2) = 0 (25)
(−z4 + 2z3 + z2 + 2z − 1) d
dz
Cℓ(z)+ (−2z3 + 3z2 + z + 1)Cℓ(z) = 0. (26)
The singularities of Cj(z) are contained in the set of roots of −z4 + 2z3 + z2 + 2z − 1 and are therefore, independent of
j ≥ 2, given by− 12 +
√
3i
2 ,− 12 −
√
3i
2 ,
3+√5
2 and
3−√5
2 . Therefore for any j ≥ 2 the unique dominant singularity is ζ = 3−
√
5
2 .
Applying the command diffeqtorec to Eqs. (25) and (26) we obtain the recursions
(3− n)c2(n− 4)+ (2n− 6)c2(n− 3)+ (n− 1)c2(n− 2)+ (2n+ 2)c2(n− 1)+ (−n− 1)c2(n) = 0
(2− n)c3(n− 4)+ (−3+ 2n)c3(n− 3)+ (n− 1)c3(n− 2)+ (−1+ 2n)c3(n− 1)− nc3(n) = 0,
where c2(0) = 1, c2(1) = 2, c2(2) = 4, c2(3) = 9 and c3(0) = 1, c3(1) = 1, c3(2) = 2, c3(3) = 5. For the asymptotic
expansions, Eqs. (23) and (24), we first observe that Eq. (11) implies
S(z) = −−1+ z − z
2 +√1− 2z − z2 − 2z3 + z4
2z2
. (27)
Substituting Eq. (27) into Eq. (15) we derive the singular expansion of C2(z) at z = ζ usingMathematica
C2(z) =

1
10
(5+ 3√5)(ζ − z)− 12 + 1
4
(−3−√5)+ 1
40

3080+ 1389√5(ζ − z) 12 + O((ζ − z)). (28)
We next note that
[zn](ζ − z)− 12 ∼ ζ
− 12
Γ
 1
2
n− 12 ζ n 1− 1
8n
+ O

1
n2

∼

3+√5
2π
n−
1
2 ζ n

1− 1
8n
+ O

1
n2

and furthermore
[zn](ζ − z) 12 ∼ ζ
1
2
Γ
− 12 n− 32 ζ n

1+ O

1
n

∼ −1
2

3−√5
2π
n−
3
2 ζ n

1+ O

1
n

.
Therefore,
[zn]C2(z) =

1
10
(5+ 3√5) [zn](ζ − z)− 12 + 1
40

3080+ 1389√5[zn](ζ − z) 12 + [zn]O((ζ − z))
∼ n− 12 ζ n
15+ 7√5
10π

1− 1
8n

− 1
80

2295+ 1087√5
2π
1
n
+ O

1
n2

and Eq. (23) follows. Similarly, we proceed for Cℓ(z): we substitute Eq. (27) into Eq. (16) and derive the singular expansion
of Cℓ(z) at z = ζ usingMathematica
Cℓ(z) = 1−10+ 6√5 (ζ − z)− 12 + 180

80+ 69√5(ζ − z) 12 + O((ζ − z) 32 ). (29)
Consequently,
[zn]Cℓ(z) = 1−10+ 6√5 [zn](ζ − z)− 12 + 180

80+ 69√5 [zn](ζ − z) 12 + [zn]O((ζ − z) 32 )
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∼ n− 12 ζ n
1
2

15+ 7√5
10π

1− 1
8n

− 1
160

−105+ 127√5
2π
1
n
+ O

1
n2

and Eq. (24) is proved completing the proof of the proposition. 
In order to better understand these asymptotics let us inspect the dominant singularity of Sm(z) more closely. Let ρ be
the minimum positive real root of (1− z + z2 + · · · + zm+1)2 − 4z2 and set B(z) = 1− z + z2 + · · · + zm+1. Note that ρ
is the minimum real root of B(z) − 2z since the roots of B(z) + 2z = 1 + z + z2 + · · · + zm+1 = 1−zm+21−z are either −1 or
complex. Thus, in particular, B(ρ) = 2ρ. On the other hand, we have Sm(z) = B(z)−
√
B(z)2−4z2
2z2
. We compute
ρSm(ρ) = B(ρ)−

B(ρ)2 − 4ρ2
2ρ
= B(ρ)
2ρ
= 2ρ
2ρ
= 1.
Thus, ρ is the positive real root – and the dominant singularity – of both 1− zSm(z) and 1− z2Sm(z)2.
This observation puts us into the position to analyze what happens at the singularity of Cm2 (z) = S
m(z)
1−zSm(z) . The generating
function Cm2 (z) can be viewed as the product of S
m(z) and 11−zSm(z) . Note that
1
1−zSm(z) is the composition of
1
1−z and zS
m(z).
As a consequence of the discussion in the previous paragraph, the singularity is therefore critical [8] and derives from both
a branch-point singularity and a pole. The singular expansion of 11−zSm(z) is obtained by composing the singular expansions
of 11−z and zS
m(z), respectively. Note that zSm(z) has its unique dominant singularity at ρ. The singular expansion of zSm(z)
at z = ρ is given by
1− zSm(z) =
−
n≥1
an(ρ − z) n2 . (30)
For the singular expansion of 11−zSm(z) , we derive, substituting Eq. (30) into
1
1−z
1
1− zSm(z) =
−
n≥−1
bn(ρ − z) n2 . (31)
Thus the singular expansion of Sm(z) at z = ρ is given by
Sm(z) =
−
n≥0
dn(ρ − z) n2 . (32)
Combining Eqs. (31) and (32), we arrive at
Cm2 (z) =
Sm(z)
1− zSm(z) =
−
n≥−1
en(ρ − z) n2 = e−1(ρ − z)− 12 (1+ o(1)). (33)
The singularity of Cml (z) = S
m(z)
1−z2Sm(z)2 can be analyzed using the same arguments. Finally, the sub-exponential factor n
− 12
stems from the dominant term of singular expansion of Cm2 (z) and C
m
l (z), given by (ρ− z)−
1
2 . The dominant term of singular
expansion of Sm(z) is (ρ − z) 12 , contributing the sub-exponential factor n− 32 .
3.3. Combinatorics of Um2 - and U
m
ℓ -symmetric circular RNA structures
Proposition 7. Let m, ℓ ∈ N, ℓ ≥ 3. The generating functions of Um2 - and Umℓ -symmetric structures, Um2 (z) and Umℓ (z) are given
by
Um2 (z) = Sm(z)+ [z2Cm2 (z)+ z]

Sm(z)2 −

m−1−
h=0
(h+ 1)zh

(34)
Umℓ (z) = Sm(z)+ z2Cmℓ (z)

Sm(z)2 −

m−1−
h=0
(h+ 1)zh

. (35)
Proof. We assumem ∈ N is fixed and write sm(n) = s(n). In case of two interacting structures we arrive as in Proposition 5
at the recursion
um2 (n) = s(n)
no exterior arcs
+
n−
i=1
s(n− i)s(i− 1)  
removal of (k,i′)=(i,k′), where n−1≥m
+
−
n≥i>k≥1
s(n− i)s(k− 1)cm2 (i− k− 1)  
removal of (k,i′)≠(i,k′), where n−2−(i−k−1)≥m
(36)
110 I.L. Hofacker et al. / Discrete Mathematics 312 (2012) 100–112
which satisfies in addition um2 (j) = 1 for 0 ≤ j ≤ m. We first consider the second term of Eq. (36)
−
n≥m+1

n−
i=1
s(n− i)s(i− 1)

zn = z

−
n−1≥m

n−1
j=0
s(n− 1− j)s(j)

  
b(n−1)
zn−1

= z
 −
n−1≥0
b(n− 1)zn−1

−
 −
n−1<m
b(n− 1)zn−1

= z

Sm(z)2 −

m−1−
h=0
(h+ 1)zh

.
We proceed setting d = i− k− 1 and h = k− 1 by organizing the third term of Eq. (36) as a summation over d−
n≥i>k≥1
n−2−d≥m
s(n− i)s(k− 1)c2(d) =
n−2−m
d=0

n−2−d
h=0
s(n− 2− d− h)s(h)

  
b1(n−2−d)
cm2 (d)
=
n−2
d=0
b1(n− 2− d)cm2 (d)−
n−2
d=(n−2−m)+1
b1(n− 2− d)cm2 (d)
and observe−
(n−2−m)<d≤n−2
b1(n− 2− d)cm2 (d) = m · cm2 (n− 2− (m− 1))+ · · · + 1 · cm2 (n− 2− 0)  
m terms
.
Therefore
−
n≥2
 −
n≥i>k≥1
n−2−d≥m
s(n− i)s(k− 1)c2(d)
 zn = z2 −
n−2≥0

n−2
d=0

n−2−d
h=0
s(n− 2− d− h)s(h)

cm2 (d)

zn−2
− z2
−
n−2≥0
(m · cm2 (n− 2− (m− 1))+ · · · + 1 · cm2 (n− 2− 0))zn−2.
Clearly,−
n−2≥0

n−2
d=0

n−2−d
h=0
s(n− 2− d− h)s(h)

cm2 (d)

zn−2 = Cm2 (z)Sm(z)2
m
−
n−2≥0
cm2 (n− 2− (m− 1))zn−2 + · · · +
−
n−2≥0
cm2 (n− 2)zn−2 =

m−1−
j=0
(j+ 1)z j

Cm2 (z)
and we obtain
−
n≥2
 −
n≥i>k≥1
n−2−d≥m
s(n− i)s(k− 1)c2(d)
 zn = z2Cm2 (z)

Sm(z)2 −

m−1−
h=0
(h+ 1)zh

.
Accordingly, Eq. (36) implies
Um2 (z) = Sm(z)+ z

Sm(z)2 −

m−1−
h=0
(h+ 1)zh

+ z2Cm2 (z)

Sm(z)2 −

m−1−
h=0
(h+ 1)zh

.
In analogy to the arguments given in Proposition 5, we derive for Umℓ -symmetric structures:
Umℓ (z) = Sm(z)+ z2Cmℓ (z)

Sm(z)2 −

m−1−
h=0
(h+ 1)zh

and the Proposition follows. 
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In analogy to Proposition 6 one can show.
Proposition 8. Suppose m = 1 and ℓ ∈ N, ℓ ≥ 3. Then we have the following asymptotic expressions for the numbers of U12 -
and U1ℓ -symmetric structures
u12(n) ∼
51/4√
π

1− 1
8n

− 1
16

−460+ 549√5
5π
1
n
+ O

1
n2
 · n− 12 · 3+√5
2
n
(37)
u1ℓ(n) ∼
 51/4
2
√
π

1− 1
8n

− 1
32

−260+ 189√5
5π
1
n
+ O

1
n2
 · n− 12 · 3+√5
2
n
. (38)
Proof. We substitute Eq. (27) into Eq. (34) compute the singular expansion of U12(z) at z = ζ as
U12(z) =

1
2
(−5+ 3√5)(ζ − z)− 12 − 3
2
+

273
128
+ 1187
128
√
5
(ζ − z) 12 + O((ζ − z)).
Therefore,
[zn]U12(z) =

1
2
(−5+ 3√5) [zn](ζ − z)− 12 +

273
128
+ 1187
128
√
5
[zn](ζ − z) 12 + [zn]O((ζ − z))
∼ n− 12 ζ n
51/4√
π

1− 1
8n

− 1
16

−460+ 549√5
5π
1
n
+ O

1
n2
 .
Substituting Eq. (27) into Eq. (35) we derive the singular expansion of U1l (z) at z = ζ usingMathematica
U1l (z) =
1
2

−5+ 3√5
2
(ζ − z)− 12 +

33
512
+ 307
512
√
5
(ζ − z) 12 + O((ζ − z) 32 ).
Consequently
[zn]U1l (z) =
1
2

−5+ 3√5
2
[zn](ζ − z)− 12 +

33
512
+ 307
512
√
5
[zn](ζ − z) 12 + [zn]O((ζ − z) 32 )
∼ n− 12 ζ n
 51/4
2
√
π

1− 1
8n

− 1
32

−260+ 189√5
5π
1
n
+ O

1
n2

as asserted. 
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