





模 , 同时也考虑一般化线性检验 BDS检验参与比较 , 目的在于探讨蒙特 卡洛渐近
法检验与自举法 (bootstrap)检验的两类临界值的统计功效何者更为有效 。通过
实证与对比分析 , 结果表明 , 当样本小于 200或自回归系数接近单位根 , 或者线性
性检验是 ARCHT 或 BDS 时 , 就可以考虑应用自举法临界值而非渐近临界值 。而
且还发现 , BDS检验仅在一般性上优于 LM 检验 。
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Types Critical Values for the LM Test of
Nonlinear Time-series Models
　　Abstract:For studying w hich one is mo re ef fective for the stati stical power be-
tw een the M onte-Carlo A symptot ic Test and the Bootst rap Test , the pow er and
scale of dif ferent nonlinear models are compared in this paper based on simula tion ,
and the generalized linear test BDS , is also included.The empirical results show
that , one should choo se BCV rather than ACV when the sample is less than 200 , or
the auto -reg ression coeff icient clo ses to unit root , or the linearity test is A RCHT
or BDS.And , the results show that BDS test is bet te r than LM test only on the
generality.




够的 , 其效果也不好 。理论分析与数据模拟的结果表明 , 时间序列可能是由一个非线性过程
产生的。因此 , 近年来许多学者开始研究与应用非线性时序模型。与线性相比 , 非线性时序
模型的范围更加广阔 , 有如空间中各式各样的曲面比之于平面的情况多得多。
在研究与应用非线性时序模型中 , 特别是在复杂的非线性时序计量经济分析中 , 经常需
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要或者会碰到在未知检验统计量分布时 , 要进行假设检验并研究其功效 , 通常做法是应用大
样本理论去判断近似分布 。但是 , 对于小样本而言 , 基于渐近分布的检验 , 经常难以给出令
人满意的结果。另一种情况是 , 在统计量分布已知的情况下 , 检验却对模型假设敏感。这两
种情况都可能带给检验结果不良影响 , 甚至使检验结果与实际情况相背离 。因此 , 有必要寻
找一种新的 、更为准确的方法来估计统计量 。同时也涉及到对选择模型进行模拟和估计 , 然
后进行功效的比较。本文引进自举法与常用的渐近法进行检验功效比较 , 实证分析与对比的
结果说明 , 在某些情况下 , 使用自举法进行统计量的估计将更为有效。
一 、研究方法与模型
1.自举法
自举法 (Efron , 1979)是一种面向应用 、 以原始数据为基础 , 基于大量计算的模拟抽
样统计推断法 , 即用原样本自身的数据进行抽样得出新的样本及统计量 , 故称之为自举法 ,
也称为自助法。自举法可用于研究原始数据 (或一组数据)的某统计量的分布特征 , 特别适
用于那些用常规方法难以导出的参数的区间估计 、假设检验等问题 , 是模拟统计量概率分布
的最简便的方法之一 。
自举法的基本思想是 , 在原始数据范围内做有放回的再抽样 (resampling), 或通过对
记录进行重新抽样 , 生成自举法样本 , 然后计算给定统计量的估计值 , 并导出该统计量的经
验概率分布。假定统计量 θ
∧
由一给定的随机样本 xt (t =1 , …, n)估计而得 , 我们希望估
计 θ
∧
的累积分布函数 。定义 X i 是由对观测数据重新抽样n 次 (样本容量)得到的自举法样
本 , 即每个观测值 xi 都是经过重新抽样而替代的 , 具有 1/n的相同概率 。因此得到自举法
样本 X i (i=1 , …, B)的总体 B 。通过计算每个自举法样本 X i 得到一个统计量θ的自举
法估计量θ
∧
















经过计算可以得出θ的一些性质 , 如θ(b)的分布是否为正态 , θ(b)的均数及标准差 (误),
θ的可信区间等。当θ(b)的频数分布近似正态时 , 以其均数θ(-)作为点估计 , 用正态原理估
计可信区间;当 θ(b)的频数分布为偏态时 , 以其中位作为点估计 , 以上下 2.5%分位数作为
其 95%可信限。通常 , 在 X 中各要素服从独立同分布 (IID)的假定下 , 上述模拟有效 。然
而 , 时序数据通常不服从 IID , 所以重新抽样的算法需要作些调整 。本文中 , 笔者引进了针
对非 IID观测数据的残差自举法。其主要步骤是:首先 , 利用参数化模型估计时序 , 并得到
残差;其次 , 重新抽样残差;最后 , 基于估计模型和自举残差构建时序数据的自举品。
为进行检验统计功效的对比与分析 , 笔者采用蒙特 卡洛模拟渐近法与自举法来计算和
对比其规模和功效。为此 , 首先 , 需要清楚蒙特 卡洛模拟与自举法模拟的不同 , 前者常常
是人为地选择一些总体 , 通过模拟抽样去验证某些统计量的性质 、 检验方法的优劣等 , 其结
论常常带有普遍性。而后者是在 (参数或非参数)样本 (经验分布)的基础上作有放回再抽
样 , 其结果主要是针对现有资料作出统计推断;其次 , 需要计算和对比两种模拟方法的规模
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和功效。其主要步骤为:第一步 , 先确定样本序列的参数和初始条件;第二步 , 由给定分布
生成虚拟随机数 , 通常设定随机数是正态分布且序列不相关 , 因而它们可以代表 IID序列;
第三步 , 利用参数 、 初始条件和随机数构建模型序列 , 最后是大量地重复第二步和第三步 ,
进行具体而又繁琐的模拟与估计过程 , 以及检验和对比分析。
笔者使用拉格朗日乘数 (LM)来检测时序非线性性 。LM 统计量可计算用于检验线性
原始假设和几乎所有主要的非线性模型。而且 , 对于每个 LM 检验 , 仅要求原始假设线性
模型的估计量 , 即构造一个 LM 检验可用于检验多个备择假设 。通过生成临界值 , 我们将
利用自举法比较对应多个非线性模型的不同 LM 检验的规模和功效。LM 检验原始假设为线
性时序模型 (通常是 AR (MA)模型), 备择假设为特定的非线性模型 。在 McLeod和 Li
(1983), Keenan (1985), Tsay (1989), Subba Rao 和 Gabr (1980), Hinich (1982),
Ashley 等 (1986), Nychka 等(1992), White(1989a , 1989b)的文献中 , 阐述了不考虑特
殊非线性备择模型的 “一般化” 线性性检验 , 其中应用最为广泛的一般化线性性检验是
BDS 检验①。我们也将在本文中讨论 BDS 检验 , 并与 LM 检验作比较。
2.五种非线性时序模型
本文主要关注五种非线性模型:二元线性模型 (BL), 指数自回归模型 (EAR), 门限
自回归模型 (TA R), 平滑转换自回归模型 (STA R)和自回归条件异方差模型 (ARCH)。
(1)BL (p , m , k)模型和 BLT 统计量。










cijy t-iεt-j +εt (1)
这里 cmk ≠0 , y t-i和εt-j交叉项表示非线性 , 原假设为θ1= [ c11　c12　…　cmk ]′=0。检
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① BDS检验因其原创作者 William Brock , Davis Dechert 和 J ose Scheinkman (1987)得名 , 其在 Brock , Dechert ,
S cheinkm an和 LeBaron (1996)的文献中得到充分的阐述。 BDS检验是针对白噪声的检验 , 其备择假设既包括非白噪声
的线性过程 , 也包括非白噪声的非线性过程。因此 , BDS并不提供非线性性的直接检验。然而 , 如果预先把线性结构去
除 , 则 BDS 检验拒绝残差为白噪声的假设即意味着原序列呈现非线性性。
因此 , EAR (p)的 LM 统计量 EART (p)可写为:
z 1t =- y t-1y
2
t-d　y t-2 y 2t-d 　…　yt-py 2t-d ′ (4)
EART (p)在线性性假设下渐近服从χ2p 分布。
(3)TA R模型。








i y t-i +ε
(1)
t 　i f 　y t-d ≥c
μ(2)+∑pi=1 (2)i y t-i +ε(2)t 　i f 　y t-d <c
(5)
这里 (1)i ≠ (2)i (i=1 , …, p), 两个机制均分别为 AR (p)过程。
注意到这里没有 TA R模型对应的 LM 检验统计量 , 这是因为似然函数对门限参数 c是
不可微的 。
(4)S TAR (p)模型和 STA RT 统计量。
ES TAR (p)模型的一般化形式为:
y t =μ1 +∑
p
i=1
 1iy t-i + μ2 +∑
p
i=1





 1iy t-i + μ2 +∑
p
i=1








在原始假设 γ=0或 γ＊=0下 , (6)式 、(7)式均为线性的 AR模型 。













= - μ2 +∑
p
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 2iy t-i (y t-d -c)2 　　　　　　
经转换可得 ES TART (p)的 z 1t简化形式为:







ES TART (p)在线性性假设下渐近服从 χ22p分布。
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因此可得 LSTA RT 为:
z 1t =- [ y t-1 y t-d 　yt-2 yt-d 　…　y t-py t-d ]′ (10)
(5)ARCH 模型和 ARCHT 统计量。




 iy t-i +vt (11)




这里 {εt} ～ N IID (0 , 1)。
在原始假设 α1=α2=…=αm =0下 , ARCH (p , m)模型的 LM 检验统计量为:



























































笔者在这部分将使用渐近法和自举法对 5个 LM 检验的规模和功效进行比较 , 同时也考
虑一般化线性检验 BDS检验①。
表 1给出了使用渐近法和自举法临界值 (ACV 和 BCV)在 5%的显著性水平下 5个
LM 检验和 BDS 检验的功效比较 , 当经验性规模接近于 5%时 , 说明临界值是优良的。显
然 , 对于所有的检验 , 自举法临界值的经验性规模均接近于 5%;而使用渐近法临界值的
ARCHT (1)经验性规模则显著地偏离 5%, STA RT (1)的自回归系数  则接近于单位
根。当 T =25时 , 所有使用渐近临界值计算的 BDS 检验的经验性规模均大于 5%。为得到
两种方法 (渐近法和自举法)规模表现的整体主要情况 , 我们计算了落在 4%和 6%之间的
经验性拒绝率的比例 。当 T =100时 , 31/36的自举法拒绝率落在 [ 4%, 6%] 内 , 其中最
小值为 3.8%, 最大值为 6.2%。对应地 , 使用渐近法临界值的拒绝率在 2.3%～ 5.9%, 其
中有 24/36落在 [ 4%, 6%] 内。当 T =50时 , 这个比例分别为 29/36和 18/36 , 且自举法
和渐近法临界值拒绝率的波动范围分别是 [ 1.9%, 6.6%] 和 [ 1.4%, 9.1%] 。当 T =25
时 , 自举法经验性规模落在 2.5%～ 6.3%, 其中有 33/36 在 [ 4%, 6%] 内。而渐近法临
界值的经验性规模则分散在 1%～ 16.9%, 且仅有 12/36 落在 [ 4%, 6%] 内 。因此 , 自举
法较之渐近法具有更为优良的规模性质 。
表 1 基于 ACV和 BCV的 LM检验的经验性规模
(i)μ=0 , T=100 , σ2=1
 临界值 -0.9 -0.6 -0.3 0.3 0.6 0.9
BLT (1 , 1)
渐近法 5.9 5.7 5.1 4.7 5.3 3.8
自举法 5.9 5.1 4.8 5.0 5.9 5.1
·103·非线性时序模型 LM 检验的两类临界值检验统计功效比较
① 本文使用 Kanzler (1999)提出的M AT LAB算法计算 BDS统计量。
(续)
(i)μ=0 , T=100 , σ2=1
 临界值 -0.9 -0.6 -0.3 0.3 0.6 0.9
BLT (2 , 2)
渐近法 4.6 5.3 4.5 4.5 4.1 3.1
自举法 5.7 5.6 4.7 5.2 5.0 3.8
EART (1)
渐近法 3.9 4.1 5.6 5.7 4.5 3.8
自举法 4.8 5.2 5.9 6.1 5.7 5.5
S TART (1)
渐近法 4.5 4.5 5.7 4.3 4.5 4.9
自举法 4.8 4.9 5.9 5.2 5.4 3.6
A RCH T (1)
渐近法 2.4 3.4 2.5 2.9 2.9 2.3
自举法 4.4 5.2 5.1 5.5 5.3 4.5
BDS
渐近法 3.8 4.2 4.3 4.5 4.5 2.5
自举法 5.8 5.4 5.3 6.2 6.1 5.0
(ii)μ=0 , T=50 , σ2=1
 临界值 -0.9 -0.6 -0.3 0.3 0.6 0.9
BLT (1 , 1)
渐近法 4.3 6.9 5.4 4.1 4.2 3.2
自举法 4.4 6.3 5.3 4.9 5.0 3.5
BLT (2 , 2)
渐近法 4.6 3.8 4.3 3.9 3.4 1.7
自举法 6.5 4.8 5.1 5.8 5.3 2.3
EART (1)
渐近法 2.8 3.6 5.2 4.3 4.2 4.2
自举法 4.3 5.1 5.5 5.5 5.6 4.9
S TART (1)
渐近法 4.3 4.8 4.8 3.1 3.3 9.1
自举法 4.8 5.2 5.0 3.9 4.9 1.9
A RCH T (1)
渐近法 1.6 2.2 3.1 1.4 1.9 2.2
自举法 5.2 4.0 6.6 4.2 5.3 5.7
BDS
渐近法 4.0 5.0 5.4 5.9 6.4 4.7
自举法 4.3 4.2 4.7 5.6 5.1 5.2
(iii)μ=0 , T=25 , σ2=1
 临界值 -0.9 -0.6 -0.3 0.3 0.6 0.9
BLT (1 , 1)
渐近法 4.1 6.7 5.1 3.7 3.5 4.7
自举法 4.8 5.4 5.1 4.5 4.5 4.2
BLT (2 , 2)
渐近法 4.6 4.0 3.9 3.5 2.9 4.6
自举法 6.3 5.9 5.3 4.9 4.3 4.3
EART (1)
渐近法 3.6 3.1 4.2 3.9 3.1 5.3
自举法 4.1 3.5 5.1 4.2 4.7 4.3
S TART (1)
渐近法 7.7 4.3 4.0 3.0 3.2 16.9
自举法 4.7 4.2 4.5 4.6 4.0 2.5
A RCH T (1)
渐近法 1.1 1.0 1.3 6.0 5.0 1.3
自举法 4.3 4.9 5.0 4.6 4.5 5.4
BDS
渐近法 8.9 12.0 10.8 10.6 11.2 9.1
自举法 5.3 5.6 4.8 5.6 5.5 5.0
　　注:(1)经验性拒绝率以%计;(2)显著性水平为 5%;(3)对于每个参数设置均产生 AR (1)的
1000 次蒙特 卡洛重复实验 , 在每个蒙特 卡洛重复中均有 1000 个 AR (1)自举序列。
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从 BL (1 , 1)、 EAR (1)、 TAR (2;1 , 1)、 ESTA R (1)、 LSTA R (1)或 ARCH





在上述检验统计功效比较中 , 我们先采用了渐近法临界值 。然而 , 对于小样本 , 由于渐
近分布构造的临界值并不是真实临界值的优良近似值 , 因此 , 我们考虑用自举法临界值代替
渐近临界值。结果表明 , 自举法的实证功效一般高于渐近法 , 尽管二者的差距并不大 。而
且 , 自举法在规模方面也优于渐近法。采用自举法临界值得到的经验性规模大都接近于 5%
的名义水平 , 而由渐近法临界值产生的经验性规模在小样本和自回归系数  绝对值较大时则
偏离 5%, 尤其是 S TART (1)。采用渐近法临界值的 ARCHT (1)则整体低于 5%。
总之 , 在如下三种情况中我们应考虑采用自举法临界值而非渐近法临界值 。
第一 , 样本小于 200;第二 , 自回归系数接近于单位根;第三 , 线性性检验是 ARCH T
或 BDS 。
2.LM 检验和 BDS检验
(1)一般性 。直观地看 , BDS检验优于 LM 检验在于其一般性 , 但实证结果则显示:
①对应于多种非线性序列的 LM 检验功效优良 , 有时甚至优于基于已知非线性结构构
造的检验;②尽管 BDS检验被视为一般化检验 , 但它的功效通常不是非常高 。笔者观测到 ,
除了 ARCH 模型外 , BDS检验的功效一般低于 20%, 在所讨论的 6个检验的功效排序中仅
位居第 5或第 6。
(2)统计量的构建与计算 。计算 BDS 统计量非常耗时 , 而计算 LM 统计量则相当简便 。
构造 BDS检验时存在着一些不确定性 , 我们需要预先确定参数 m 和ε。因此 , 为对 BDS 检
验结果有一个完整的了解 , 需要计算不同 m 和ε取值的 BDS 统计量 , 给计算带来诸多麻烦 。
LM 检验的构建要求备择模型的参数化 , 而在实证研究中往往是难得的。对于这个问题
的解决方法可以有两种:一是 , 通过对主要数据的研究 , 为确定类型数据的特点提供一些线
索。如 , 高频金融数据的群爆通常意味着这是 ARCH 类数据。这种情况下我们更习惯先用
模型再使用检验来证实;二是 , 我们也可以对数据进行多种 LM 检验 , 选取具有最高功效
的 LM 检验通常对应正确的非线性模型 。与第一种方法相反 , 这种方法采用检验的途径来
寻找可能的非线性模型。
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