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Abstract
We consider a branching Brownian motion which starts from 0 with
drift µ ∈ R and we focus on the number Zx of particles killed at −x, where
x > 0. Let us call µ0 the critical drift such that there is a positive probabil-
ity of survival if and only if µ > −µ0. Maillard [17] and Berestycki et al. [5]
have study Zx in the case µ ≤ −µ0 and µ ≥ µ0 respectively. We complete
the picture by considering the case where µ > −µ0 on the extinction event.
More precisely we study the asymptotic of qi(x) := P (Zx = i, ζx <∞).
We show that the radius of convergence R(µ) of the corresponding power
series increases as µ increases, up until µ = µc ∈ [−µ0,+∞] after which it
is constant. We also give a necessary and sufficient condition for µc < +∞.
In addition, finer asymptotics are also obtained, which highlight three dif-
ferent regimes depending on µ < µc, µ = µc or µ > µc.
1 Introduction and main results
We consider a branching Brownian motion which starts from 0 with drift µ ∈ R,
branching rate β > 0, and reproduction law L. Let us recall the definition of
such a process: a particle starts from 0, lives during an exponential β random
time and moves as a Brownian motion with drift µ. N denotes as usual the
set {0, 1, 2, · · ·}. When a particle dies, it gives birth to a random number
L ∈ N \ {1} of independent branching Brownian motions started at the position
where it dies. We denote by G the generating function of L, that is
G(s) = E
(
sL
)
=
∞∑
i=0
pis
i, (1)
where pi = P (L = i) and we call RG the radius of convergence of G. In this
article, we will always assume that:
m = E(L) ∈ (1,+∞) and µ > −µ0 or m = +∞. (2)
where µ0 =
√
2β(m− 1), which corresponds, when m <∞, to the speed of the
maximum Mt of a branching Brownian motion without drift in the sense that
Mt/t →
+∞ µ0 almost surely on the survival event.
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In our model, we kill the particles when they first hit the position −x, x > 0.
We call ζx the extinction time of the process, that is the first time when all
particles have been killed. Let us define the extinction probability
Q(x, µ) := P (ζx < +∞) (3)
(or often simply Q(x) when no confusion can arise). We will, throughout this
paper, use the classical notation (T ,F , (Ft),P) to denote the filtered probability
space on which the Branching Brownian motion evolves, see for instance [11] for
more details.
Our purpose is to study the number Zx of particles killed at −x for a branch-
ing Brownian motion on the extinction event. We can distinguish 3 different
cases according to the drift value when 1 < m < +∞.
1. If µ ≤ −µ0 there is extinction almost-surely and Zx <∞ a.s.
2. If |µ| < µ0 then the survival probability is non-zero. The number of
particles is almost-surely finite if extinction occurs and is almost-surely
infinite otherwise.
3. If µ ≥ µ0 then the survival probability is non-zero. The number of ab-
sorbed particles is almost-surely finite, whether extinction occurs or not.
When m = +∞, we can consider that we are in the second case. The first case
has been studied by Maillard [17] and the third case by Berestycki et al. [5].
Here, we consider both case 2 and 3 (that is µ > −µ0), on the extinction event.
We can point out that since Zx = ∞ a.s. on the survival event in case 2, the
restriction to the extinction event in this provides a whole description of Zx.
Initially, in the context of branching random walk with absorption on a
barrier, the issue of the total number of particles Y that have lived before
extinction on a barrier had been studied by Aldous [3]. He conjectured that there
exist K, b > 1 such that in the critical case (which is the analogue of µ = −µ0
for the branching Brownian motion) we have that P(Y > n) ∼n→+∞ K/nb and
that in the sub-critical case (which is the analogue of µ < −µ0) we have that
E(Y ) < +∞ and E(Y log Y ) = +∞. This problem has been solved by Addario-
Berry et al. in [1] and Aïdekon et al. in [2] refined their results. Maillard has
given a very precise description of the number Zx of particles which are killed
on the barrier −x, x > 0 when µ ≤ −µ0 for the branching Brownian motion.
More precisely, he showed the following result. Fix δ the span of L, that is
the greatest positive integer such that the support of L − 1 is on δZ. Define
λ1 := −µ+
√
µ2 − 2β, λ2 := −µ−
√
µ2 − 2β, and d := λ1/λ2.
Theorem (Maillard [17]). Assume that E
[
L log2 L
]
< +∞. If µ = −µ0,
then
P (Zx > n) ∼
n→+∞
µ0xe
µ0x
n(logn)2
. (4)
Assume now that RG, the radius of convergence of the generating function of
L, is greater than 1. We then have that:
• If µ = −µ0:
P (Zx = δn+ 1) ∼
n→+∞
µ0xe
µ0x
δn2(log n)2
. (5)
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• If µ < −µ0, there exists K > 0 such that:
P (Zx = δn+ 1) ∼
n→+∞
K
eλ1x − eλ2x
nd+1
. (6)
To prove this theorem Maillard introduces the generating function of Zx
defined for s ∈ R+ by:
Fx(s) = E
(
sZx
)
. (7)
Since we want to work on the extinction event we will rather work with:
fx(s) := E
(
sZx1{ζx<∞}
)
=
∞∑
i=0
qi(x)s
i, s ∈ R+, (8)
where
qi(x) = P (Zx = i, ζx <∞) , (9)
to prove an analogous theorem. Note that Fx(s) and fx(s) coincide in two cases.
The first one, dealt with by Maillard, happens when m < ∞ and µ ≤ −µ0
because the process becomes extinct almost surely. The second case happens
for s ∈ [0, 1) when m = +∞ or when m <∞ and |µ| < µ0, since for this range
of µ the event {ζx = ∞} is almost surely equal to {Zx = ∞}. The reason for
which we chose to consider fx instead Fx is that, for s > 1, and |µ| < µ0, Fx(s)
is infinite (because {Zx =∞} happens with non-zero probability). Even in the
case µ ≥ µ0, our situation is clearly different from that in [5], since we restrict
to extinction and only the binary branching mechanism is considered in [5].
As a first step we will focus on the radius of convergence of fx denoted
by R(µ) and we will show that it depends on µ but not on x, which justifies
the notation R(µ). The quantity R(µ) gives us a first information on Zx, in
particular via the Cauchy-Hadamard Theorem (see for instance [16]) which tells
us that:
lim sup
n→+∞
|qn(x)|
1
n =
1
R(µ)
. (10)
A key tool in the present work is Q. It satisfies the KPP travelling wave equation
and is its unique solutions under some boundary conditions. This result, which
is stated in [12] in the binary case (L ≡ 2), is given in the following theorem. Let
q be the probability of extinction without killing on the barrier or equivalently
the smallest non-negative fixed point of G (defined in (1)).
Theorem (Harris et al. [12]). Q is the unique solution in C(R+, [0, 1]) of
the equation:
1
2
y′′(x) + µy′(x) + β (G(y(x)) − y(x)) = 0, (11)
with boundary conditions:
y(0) = 1, y(∞) = q, (12)
when m = +∞ or µ > −µ0. There is no such solutions when m < +∞ and
µ ≤ −µ0.
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The arguments presented in [12] work without modification in the general
case except one. Indeed, the non-triviality of Q is proved when µ > −µ0 by
using the convergence of the additive martingale to a non-trivial limit (see for
instance [11]). But this convergence requires the condition E (L logL) < ∞.
Maillard gives a proof of the non-triviality of Q in the supercritical case, without
assumptions on L, which proves that this theorem is always true. Note finally
that x 7→ Fx(s) and x 7→ fx(s) also satisfy (11), but only x 7→ Q(x) = fx(1)
satisfies the boundary conditions (12).
As a solution of (11), we can extend Q to an open interval containing R∗+ but
also to a complex domain. The following result is a reformulation in our setting
of two classical theorems (Theorem 3.1 of Chapter II of [7] and Section 12.1 of
[14]) applied to (23), which gives such extensions. We define a neighbourhood
of a point by a simply connected open which contains this point.
Proposition 1.1. There exists a maximal open interval I such that we can
extend Q on I as a solution of (11) and such that Q(x) ∈ (−RG, RG), ∀x ∈ I.
This extension is unique. Let us define xl = inf I, we further have that if
xl > −∞, then:
lim
x→x+
l
| Q(x) |= RG or lim sup
x→x+
l
| Q′(x) |= +∞. (13)
Moreover for each x ∈ I, Q admit an analytic continuation on a neighbourhood
of x (in the complex sense).
Since the extension described in Proposition 1.1 is unique, we will make a
slight abuse of notation and write Q to denote this extension. If xl > −∞
either Q cannot be extended analytically left of xl or such an extension would
exit (−RG, RG).
Finally, we give the connection between fx and Q. The branching property
yields:
fx+y(s) = fy(fx(s)), ∀(x, y, s) ∈
(
R+
)2 × R+, (14)
where the two sides can possibly be equal to +∞, see Maillard [17] for the
analogous property for F . Now consider J the maximal open interval included
in I which contains (0,+∞) such that Q is decreasing on J . The function Q is
thus invertible on J . Fix x0(µ) := inf J . By another slight abuse of notation,
we define Q(x0(µ)) as the right-limit of Q when x goes to x0. Note that this
limit exists because Q is decreasing and bounded on J . For x ∈ R+, since
fx(1) = Q(x), we can derive from (14) that:
fx(s) = Q
(
Q−1(s) + x
)
, ∀q < s ≤ R(µ) ∧Q(x0(µ)). (15)
We choose in the previous equation q < s ≤ R(µ)∧Q(x0(µ)) to ensure that the
two terms of the quality are well-defined. Actually, the following description of
R(µ) shows us that we can chose s ∈ (q, R(µ)].
Theorem 1.2. Let µ ∈ R,
R(µ) = Q(x0(µ), µ). (16)
We will write x0 rather x0(µ) when no confusions can arise. With the help
of Theorem 1.2, we can state the behaviour of R(µ) with respect to µ.
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Theorem 1.3. The radius of convergence R(µ) is a non-decreasing continuous
function of µ such that:
lim
µ→−µ0
R(µ) = 1 (17)
and
lim
µ→+∞
R(µ) = RG. (18)
In particular, if RG = 1 then R(µ) = 1, ∀µ ∈ R.
We want now to have a more accurate result than (10) concerning the asymptotic
behaviour of qn(x) when n tends to infinity. For this, we will first find a good
domain (we will say what good means later) on which fx is analytical. We
will next study the behaviour of fx near R(µ) (in the real or complex sense, as
appropriate). More precisely, the goal is to obtain a classical function equivalent
of fx in a neighbourhood of R(µ). If these two conditions are satisfied, we can
give an exact equivalent of qn(x) when n tends to infinity thanks to analytical
methods. Fortunately, this is the case when R(µ) < RG. A natural question is
then to know whether R(µ) reaches RG for a finite µ. Let us define µc as:
µc = inf{µ ∈ R, R(µ) = RG}. (19)
In particular, we have R(µ) < RG, ∀µ ∈ R, if and only if µc = +∞. The follow-
ing figure shows what happens when µ < µc or when µ > µc.
Figure 1: Let (µ1, µ2) ∈ R2 such that −µ0 < µ1 < µc < µ2. We represent in
blue Q(·, µ1) and in green Q(·, µ2).
The next theorem gives us a criterion to know whether RG is reached or not
for a finite µ.
Theorem 1.4.
µc <∞⇔
∫ RG
0
G(s)ds < +∞. (20)
Note that the case RG = +∞ is included in the case
∫ RG
0
G(s)ds = +∞ of
Theorem 1.4. We can now give an asymptotic equivalent to qn(x) when n tends
to infinity for µ < µc. We recall that δ is the span of G and x0 is defined above
as the position of the local maximum of Q the nearest to 0.
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Theorem 1.5. When µ < µc, for x > 0 we have:
qδi+1(x) ∼
i→+∞
−Q′(x0(µ) + x)
2R(µ)δi+
1
2
√
δβ(G(R(µ)) −R(µ))i3π
. (21)
When µ ≥ µc we cannot use the same techniques. We will explain why in
the last section, but roughly speaking, the reason is that in the general case
when µ ≥ µc, we cannot extend fx on a complex domain big enough to apply
Flajolet singularity analysis [9], which is the key to Theorem 1.5. Neverthe-
less, we can obtain some results for no too restrictive hypothesis by applying a
classical Tauberian theorem. We present some particular examples in the last
section and highlight a change of regime when µ = µc and when µ > µc.
The paper is organised as follows. Section 2 concerns the extinction proba-
bility. Some important results are recalled. In Section 3, we will give the main
properties of R and prove Theorems 1.3 and 1.4. Section 4 is devoted to the
proof with analytical methods of Theorem 1.5. Finally, in the last section, we
will consider the case µ ≥ µc.
2 First results on the extinction probability
In this section, we give the main properties onQ which will allow us to determine
the radius of convergence of fx in the next section. Since we want to use phase
portraits techniques, we consider:
X(x, µ) := (Q(x, µ), Q′(x, µ)) ∈ R2. (22)
Once again, we will often write X(x) instead of X(x, µ). We can rewrite the
KPP travelling wave equation satisfied by Q as:
X ′ = Γ(X,µ), where Γ((x, y), µ) = (y,−2µy − 2β(G(x) − x)). (23)
We will need the precise behaviour of Q and Q′ in the neighbourhood of
+∞. In [12], Harris et al. give the asymptotic equivalent of Q in the binary
case, we will state here a more precise version of this result in the general case.
Theorem 2.1. If m = +∞ or m < +∞ and µ > −µ0, there exists k > 0 such
that:
Q(x) = q + ke−λ˜x + o
x→+∞
(e−λ˜x) (24)
and
Q′(x) ∼
x→+∞ −kλ˜e
−λ˜x, (25)
where λ˜ =
√
2β(1−G′(q)) + µ2 + µ.
If q = 0, G′(q) = p1 = 0 and thus λ :=
√
2β + µ2 + µ = λ˜, which is exactly
the result in [12]. Note that this result could be refined by showing that Q is a
Dirichlet series as it is done for another travelling-wave in [5].
The following lemma reformulates the KPP equation in two ways. The first
one is obtained by stopping the process at the first branching time. The second
one is obtained by multiplying all terms of the KPP travelling-wave equation
by e2µx, and by integrating this equation from 0 to x.
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Lemma 2.2. Let α =
√
2β + µ2 and λ = α+ µ. For x ≥ 0, we have:
Q(x) = e−λx +
β
α
∫ +∞
0
e−µxeµyG(Q(y))
[
e−α|y−x| − e−α(y+x)
]
dy. (26)
Moreover, for x > xl, we have:
Q′(x) =
(
Q′(0)− 2β
∫ x
0
e2µy (G(Q(y))−Q(y)) dy
)
e−2µx. (27)
Proof. We prove (26) only. Let x ≥ 0. We decompose the event {ζx < +∞} on
two sub-events:
Q(x) = E
(
1{ζx<+∞}1{T1≥ζx}
)
+ E
(
1{ζx<+∞}1{T1<ζx}
)
= P (T1 ≥ ζx) + E
(
1{ζx<+∞}1{T1<ζx}
)
, (28)
where T1 is the time of first split. The first term in the right-hand side of (28)
is the probability that a Brownian motion with drift µ starting from x reaches
0 before a exponential time with parameter β. By formula 1.1.2 p.250 of [6], we
thus have:
P (T1 ≥ ζx) = e−λx. (29)
We now look the second term. It is the probability that a Brownian motion with
drift µ splits before reaching 0 and that each process starting from its children
becomes extinct. Consider (Kxs ) a Brownian motion with drift µ starting from
x and killed at 0. Using the Markov property and the independence between
the Brownian motions, the first split time and the number of children, we have
that:
E
(
1{ζx<+∞}1{T1<ζx}
)
= E
(
1{Kx
T1
>0}Q(KxT1)
L
)
= E
(
1{Kx
T1
>0}G
(
Q
(
KxT1
)))
=
∫ +∞
0
G(Q(y))P
(
KxT1 ∈ dy
)
. (30)
We can derive from 1.0.5 and 1.1.6 p.250-251 of [6] that:
P
(
KxT1 ∈ dy
)
=
β
α
e−µxeµy
[
e−α|y−x| − e−α(y+x)
]
dy (31)
and thus by plugging (31) into (30) we get the desired result.
We will see in Proposition (2.5) that x0 := inf J is finite. Therefore, Equa-
tion (27) provides the existence in R∪ {−∞} of the right-limit Q′ as x tends to
x0. Actually, this limit is in R (see the remark just after Lemma 3.4). As above
for Q, we denote by Q′(x0) this limit, when it is finite.
To prove Theorem 2.1, we now give a bound of Q in the following lemma.
Although stated for the binary case in Lemma 15 of [12], the result holds more
generally when we just suppose G(0) = 0 (which is equivalent to p0 = 0 or
q = 0).
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Lemma 2.3. If G(0) = 0, µ > −µ0 then for all 0 < y < x:
Q(x) ≤ (Q(y)eρy)e−ρx, (32)
where ρ =
√
µ2 + 2β(1−Q(y)) + µ.
In particular, this lemma tells us that for any ǫ > 0 there exist x1, k > 0
such that for any x > x1:
Q(x) ≤ ke−(λ−ǫ)x, (33)
where λ =
√
µ2 + 2β + µ. The proof of Lemma 2.3 is identical to that of [12]
except that we are not in the binary case. Therefore, if Yt is a Brownian motion
with drift µ starting from 0 and τz := inf{t : Yt = −z}, the process (Mt) defined
by:
Mt := Q(Yt∧τx) exp
(
β
∫ τx
0
(
G (Q (Ys))
Q(Ys)
− 1
)
ds
)
replaces the process (Mt) in [12]. The rest of the proof of Theorem 2.1 is from
now on different from [12]. We begin by proving the case where q = 0.
Lemma 2.4. Suppose q = 0 and that m = ∞ or µ > −µ0. Then there exists
C > 0 such that:
Q(x) = Ce−λx + o
x→+∞
(e−λx) (34)
and
Q′(x) ∼
x→+∞
−Cλe−λx, (35)
where λ = µ+
√
µ2 + 2β > 0.
Proof. We have supposed that p0 = p1 = 0, which implies that G(s) ≤ s2, ∀s ∈
[0, 1]. Hence, for 0 < ǫ < λ2 and y > 0, we have:
eλyG(Q(y)) ≤ eλyQ2(y)
≤ C1eλye−2(λ−ǫ)y
≤ C1e−(λ−2ǫ)y, (36)
where C1 > 0. The second inequality in (36) is a consequence of Lemma 2.3.
Let x ≥ 0, we rewrite (26):
Q(x)eλx = 1 +
β
α
[ ∫ x
0
eλyG(Q(y))dy (37)
+ e2αx
∫ +∞
x
e−(α−µ)yG(Q(y))dy (38)
−
∫ +∞
0
e−(α−µ)yG(Q(y))dy
]
. (39)
The inequality (36) implies that the integral terms in (38) and in (39) are well
defined and that the integral term in (37) is convergent in +∞. In the same
way, the term in (38) converges to 0 when x goes to infinity, and the term in
(39) does not depend on x. Hence, we have that:
lim
x→+∞
Q(x)eλx = 1 +
β
α
∫ +∞
0
[
eλy − e(α−µ)y
]
G(Q(y))dy, (40)
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which is (34). Now we will establish (35) by differentiating x 7→ eλxQ(x):
Q′(x)eλx + λQ(x)eλx =
βeλxG(Q(x))
α
(41)
+ 2βe2αx
∫ +∞
x
e−(α−µ)yG(Q(y))dy (42)
− βe
λxG(Q(x))
α
. (43)
The right-hand side of (41) cancel the term in (43). Moreover, (42) can be
bounded by using (36). We then get that for ǫ > 0 small enough, there exists
C > 0 such that:
2βe2αx
∫ +∞
x
e−(α−µ)yG(Q(y))dy ≤ Ce−(λ−2ǫ)x. (44)
Therefore,
lim
x→+∞
2βe2αx
∫ +∞
x
e−(α−µ)yG(Q(y))dy = lim
x→+∞
Q′(x)eλx+λQ(x)eλx = 0 (45)
and thus:
lim
x→+∞
Q′(x)eλx = − lim
x→+∞
λQ(x)eλx. (46)
Equations (40) and (46) yield (35).
Now, relying on Lemma 2.4 we prove Theorem 2.1 dropping the hypothesis
q = 0.
Proof. We consider for x > 0 and s ∈ [0, 1]:
Q˜(x) :=
Q(x)− q
1− q and G˜(s) :=
G((1 − q)s+ q)− q
1− q . (47)
It is easy to show that there exists (p˜i) ∈ (R+)N such that p˜0 = 0,
∑∞
i=0 p˜i = 1
and G˜(s) =
∑∞
i=0 p˜is
i. Besides, Q˜(0) = 1, Q˜(+∞) = 0 and Q˜ solves the
equation:
1
2
y′′(x) + µy′(x) + β
(
G˜(y(x)) − y(x)
)
= 0, ∀x > 0, (48)
which means that Q˜ is the extinction probability of a branching Brownian mo-
tion with reproduction law L˜ with generating function G˜. The random variable
L˜ has the following probabilistic interpretation, which can be found more pre-
cisely in [4]. Consider a supercritical Galton-Watson tree with reproduction law
L and generating function G. If we condition the tree to survive and if we keep
only the prolific individuals (that is these which give birth to an infinite tree)
we obtain a Galton-Watson tree with reproduction law L˜. In the same way,
the branching Brownian motion with with reproduction law L˜ without killing
on a barrier is the branching Brownian motion with reproduction law L with-
out killing on a barrier conditioned to survive where we keep only the prolific
individuals.
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The assumptions of Lemma 2.4 are almost satisfied. Furthermore, we can
simply ignore reproduction events corresponding to p˜1 and replace our branching
Brownian motion with rate β and reproduction law described by G˜ by one where
the branching rate is (1 − p˜1)β and the reproduction law is described by the
generating function:
G2(s) :=
G˜(s)− p˜1s
1− p˜1 . (49)
We now have that: G2(0) = G′2(0) = 0 and we thus can apply Lemma 2.4:
Q(x)− q
1− q = Q˜(x) ∼x→+∞ ke
−λ˜x, (50)
where k > 0 and λ˜ =
√
2β(1− p˜1) + µ2 + µ =
√
2β(1−G′(q)) + µ2 + µ.
We now consider J , the maximal open subinterval of I (defined in Proposi-
tion 1.1) such that (0,∞) ⊂ J and on which Q is decreasing.
Proposition 2.5. Fix µ ∈ (−µ0,+∞). Let J be defined as above. We have
x0(µ) := inf J > −∞ and either Q′(x0(µ), µ) = 0 or Q(x0(µ), µ) = RG.
Proof. We begin by proving that x0(µ) is finite. First, suppose that RG = 1. By
definition of I, we have in this case I = (0,+∞) and thus J = I which implies
x0(µ) := inf J = 0. Furthermore, Q(x0(µ), µ) = RG = 1. Suppose, now that
RG > 1. By Proposition 1.1, this implies that I is strictly bigger than (0,+∞).
Moreover, Q is decreasing on (0,+∞) and Q′(0) 6= 0 because Q′(0) = 0 would
imply that Q ≡ 1 by Cauchy-Lipschitz Theorem. Therefore Q′(0) < 0. This
implies that Q is decreasing on a interval of the form [y, 0), with y < 0. Suppose
that the lower bound of J is −∞ (or equivalently that J = I = R). Since on I,
Q(x) < RG, and since Q is decreasing on R, there exists l ∈ (1, RG] such that:
lim
x→−∞
Q(x) = l. (51)
Let ǫ ∈ (0, l− 1). By the Intermediate Value Theorem, there exists xǫ ∈ R−
such that Q(xǫ) = l − ǫ > 1. Moreover, by integrating (11), we get that there
exists C ∈ R, such that:
1
2
Q′(x) + µQ(x) +
∫ x
xǫ
β (G(Q(x)) −Q(x)) dx = C, ∀x ∈ R. (52)
Since for x < xǫ, 1 < Q(x) ≤ RG and since u 7→ G(u) − u is increasing and
positive on (1, RG), Equation (52) yields:
Q′(x) ≥− 2
∫ x
xǫ
β (G(Q(x)) −Q(x)) dx+ 2C − 2|µ|RG
≥− 2 (x− xǫ)β (G(l − ǫ)− l − ǫ) + 2C − 2|µ|RG. (53)
Consequently, limx→−∞Q′(x) = +∞ which is in contradiction with the fact
that Q is decreasing on R. Therefore, x0(µ) is finite.
Let us prove the last part of the proposition. Suppose that Q(x0(µ), µ) 6=
RG. In this case G(Q(y)) < +∞, ∀y ∈ [x0(µ), 0]. Hence, (27) yields that:
lim sup
x↓x0(µ)
|Q′(x)| = lim
x↓x0(µ)
|Q′(x)| < +∞.
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Thus, by Proposition 1.1, x0(µ) 6= xl. Therefore, by definition of x0(µ), there
exists ǫ > 0 such that Q is defined and smooth on an interval Jǫ = (x0(µ) −
ǫ, x0(µ)+ǫ), not decreasing on (x0(µ)−ǫ, x0(µ)) and decreasing on (x0(µ), x0(µ)+
ǫ). We then have that Q′(x0(µ), µ) = 0. Hence, either Q′(x0(µ), µ) = 0 or
Q(x0(µ), µ) = RG.
As we said before, we will often write x0 instead of x0(µ) in what follows.
By definition of J , Q is decreasing on J . This implies that Q′(x) < 0 for all
x ∈ J \S, where S is a subset of J without accumulation points. We show that
S is actually empty.
Proposition 2.6. For all x ∈ J , Q′(x) < 0.
Proof. We recall that J is an open interval and thus x0 is not included in J .
Consider now x1 ∈ J and suppose that Q′(x1) = 0. The KPP equation (11)
yields that:
Q′′(x1) = −2β (G(Q(x1))−Q(x1)) . (54)
If x1 ∈ (x0, 0), then Q′′(x1) < 0 since Q(x) > Q(0) = 1, ∀x ∈ (x0, 0)
and since G(s) > s, ∀s > 1. Therefore x1 is a local maximum, which is in
contradiction with the fact that on J , Q is decreasing.
Similarly, if x1 ∈ (0,+∞), then Q′′(x1) > 0 which also contradicts the
decrease of Q on J .
We have already proved that Q′(0) 6= 0. Therefore for all x ∈ J , Q′(x) <
0.
3 Radius of convergence
In this section, we will focus on R(µ) the radius of convergence of fx. We will
show that it is a function of µ which does not depend of x > 0 and determine
how this radius evolves with respect to µ. As a first step, we bound R(µ).
Proposition 3.1. For any µ ∈ R, we have:
1 ≤ R(µ) ≤ RG.
Observe that the case where µ ≤ −µ0 is trivial. Indeed, RG is always greater
or equal to 1 (since G is a generating function) and R(µ) = 1 for this range of
µ (see [17]).
Proof. The fact that R(µ) ≥ 1 is obvious since fx(1) = Q(x) < +∞, ∀x ≥ 0.
Let Dx be defined as the total number of birth event (which include the case
L = 0) before ζx and fix k ∈ N \ {1}. To prove that R(µ) ≤ RG, we will
calculate q˜k(x) = P (Dx = 1, Zx = k, ζx < +∞). Since these computations are
very similar to those of Lemma 2.2, we will skip some details. Like in Lemma
2.2, we denote by (Kxs ) a Brownian motion with drift µ starting from x and
killed at 0 and by T1 an exponential random variable with parameter β. We
also recall that pk = P (L = k), α =
√
2β + µ2 and λ = α+µ. Using Equations
11
(29) and (31), we get:
P (Dx = 1, Zx = k, ζx < +∞) =
∫ +∞
0
P
(
KxT1 ∈ dy
)
pkP (T1 ≥ ζy)k
=
βpk
α
∫ +∞
0
e−µxeµy
[
e−α|y−x| − e−α(y+x)
]
e−λkydy
= 2βpk
[
e−λx − e−kλx
λ(k − 1) (α− µ+ λk)
]
. (55)
We know that multiplying the coefficients of a power series by a rational function
does not change its radius of convergence. Furthermore, the term e−λx− e−kλx
is equivalent to e−λx when k goes to infinity and x > 0. Therefore, the radius
of convergence of the power series whose coefficients are the left-hand side of
(55), is RG. Since
P (Dx = 1, Zx = k, ζx < +∞) ≤ qk(x) = P (Zx = k, ζx < +∞) , (56)
we can easily show, for instance with Cauchy-Hadamard Theorem (10), that
R(µ) ≤ RG.
This proposition proves in particular that RG = 1 implies that R(µ) = 1
for any µ ∈ R. That is why we can suppose that RG > 1 (which implies that
m < +∞) throughout this section. We now prove Theorem 1.2.
Proof. Fix s0 = Q(x0). By Proposition 2.5, Q′(x) < 0, ∀x ∈ (x0,+∞) and Q
is continuous on (x0,+∞) and right-continuous at x0. Therefore, Q−1 is well-
defined on (q, s0). By right-continuity of Q we even have that Q−1(s0) = x0.
Furthermore, we recall that for x > 0:
fx(s) = Q(Q
−1(s) + x), ∀s ≤ R(µ) ∧ s0. (15)
Let us show that s0 ≤ R(µ). Suppose not. Let us define x1 = Q−1(R(µ)).
By Proposition 1.1 there is a complex neighbourhood V1 of x1 such that Q
admit an analytic continuation on V1. Furthermore, Q′(x1) 6= 0, which yields,
by Theorem 10.30 of [19], the existence of V2, a complex neighbourhood of x1
included in V1 such that Q admit a complex analytic inverse on V2. Let us call φ
the analytic continuation of Q−1 on Q(V2). We now fix x > 0. Similarly, there
exists V3 a neighbourhood of x1 such that Q admit an analytic continuation
on the open V3 + x. Vivanti-Pringsheim’s Theorem [13] ensures that if R(µ)
is the radius of convergence of fx(s) then s 7→ fx(s) cannot have an analytic
extension around R(µ). But s 7→ Q(φ(s) + x) is precisely such an extension on
Q(V2) ∩ Q(V3). This is in contradiction with the assumption that R(µ) < s0
and therefore we have:
s0 ≤ R(µ). (57)
We will now prove that s0 = R(µ). By Proposition 2.5, we have Q(x0) = RG
or Q′(x0) = 0.
Suppose that s0 = Q(x0) = RG, we have by (57) that s0 = RG ≤ R(µ).
Proposition 3.1 tell us that R(µ) ≤ RG, and thus R(µ) = RG = Q(x0) in this
case.
Suppose now that Q′(x0) = 0. On (q, s0) we have that:
f ′x(s) = (Q
−1)
′
(s)Q′(Q−1(s) + x), (58)
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where f ′x is the derivative of fx with respect to s. Let us prove by contradiction
that s0 ≥ R(µ). Suppose that s0 < R(µ). Since the radius of convergence of fx
is strictly greater than s0, the left-limit in s0 of the left-hand side of (58) tends
to a finite limit. However, since we suppose that Q′(x0) = 0 we have that
lim
s↑s0
(Q−1)′(s) = −∞
and since
∣∣Q′(Q−1(s0) + x)∣∣ < 0, the left-limit of the right-hand side of (58) is
not finite, which is a contradiction. Therefore, s0 ≥ R(µ). This fact and (57)
yield:
Q(x0) = R(µ).
We thus have proved that the radius of convergence is Q(x0, µ). We want
now to focus on the variation of R(µ) with respect to µ. For this purpose,
inspired by Maillard’s approach [17], we introduce a new object a, defined by:
a(s, µ) := ∂xf0(s) = Q
′(Q−1(s)), ∀s ∈ (q,Q (x0 (µ))) , (59)
where the second equality is given by (15) and justifies the existence of a. Al-
though in this article we will only see a as a mean to simplify some proofs,
there are deeper reasons for its use. We know, see for instance Neveu [18], that
(Zx)x≥0 is a Galton-Watson process. Let us consider its infinitesimal generator
defined by b(s) := ∂xF0(s) (this is a in [17]), where F is defined as in (7). As
we will use f instead of F , a will be a slightly different object, which will be
nevertheless identical to b when µ < µ0 and s ∈ (q, 1), and which will satisfy
the same properties. The function a is also a power series with radius of conver-
gence R(µ). Since we do not use this fact in the present work, we will not prove
it. Besides, we can notice that the definition of a implies that the trajectory
of X (defined in (22)) for x ∈ (x0,+∞) is the same of the one of s 7→ (s, a(s))
for s ∈ (q,Q (x0)). We can therefore work with either of them, depending on
the situation. Finally, the travelling wave equation (11) and the definition of a
yield:
a′(s)a(s) = −2µa(s)− 2β (G(s)− s)∀s ∈ (q,Q(x0)), (60)
where x0 is defined in Proposition 2.5. Furthermore, the definition of a (59) and
Proposition 2.6 implies that:
a(s) < 0, ∀s ∈ (q,Q(x0)). (61)
Therefore, the application of the results in Section 12.1 of [14] to (60) yields
that for every s ∈ (q,Q(x0)), we can analytically extend a to a complex neigh-
bourhood of s.
We can now use a to determine the variation of R with respect to µ.
Proposition 3.2. Fix µ1 and µ2 such that −µ0 < µ1 < µ2. Set r = R(µ1) ∧
R(µ2) and define φ(s) := a(s, µ1) − a(s, µ2) for s ∈ [q, r). The function φ is
positive on (q, r) and increasing on (1, r). Therefore, R is a non-decreasing
function on R and more specifically an increasing function at each µ such that
R(µ) ∈ (1, RG).
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Proof. We will prove by contradiction that φ is positive. Let us define
H := {s ∈ (q, r), a(s, µ1) ≤ a(s, µ2)} (62)
and suppose that H is non-empty. We can then define h := infH < +∞. The
functions a(·, µ1) and a(·, µ2) are continuous on (q, r) and
lim
s→q+
a(s, µ1) = lim
s→q+
a(s, µ2) = 0,
by definition of a (59). Hence, h ∈ H ∪ {q}. We now need an equivalent of a
when s goes to q. For s > q, fix x = Q−1(s). We recall that for µ ∈ R, we define
λ˜ by λ˜ =
√
2β(1−G′(q)) + µ2 + µ. With the help of (34), we get:
Q(x) = s
q + Ce−λ˜x + o
x→+∞
(
e−λ˜x
)
= s
−λ˜x+ log(C) + log
(
1 + o
x→+∞
(
e−λ˜x
))
= log(s− q)
Q−1(s) = x = − log(s− q)
λ˜
+
log(C)
λ˜
+ o
x→+∞
(1).
Similarly, using (35), we finally obtain:
a(s) = Q′(Q−1(s)) ∼ −λ˜(s− q) as s ↓ q. (63)
Furthermore, λ˜ is increasing with respect to µ and thus there exists a neigh-
bourhood V of q such that:
a(s, µ1) > a(s, µ2), ∀s ∈ V ∩ (q, 1), (64)
and thus h > q. This fact and the fact that a(·, µ1) and a(·, µ2) are continuous
imply in particular:
a(h, µ1) = a(h, µ2). (65)
By recalling (61), we know that a(s, µ1) 6= 0 and a(s, µ2) 6= 0, ∀s ∈ (q, r).
Equation (60) thus implies that for s ∈ (q, r):
a′(s, µ1)− a′(s, µ2) = 2(µ2 − µ1)− 2β
(
1
a(s, µ1)
− 1
a(s, µ2)
)
(G(s)− s) . (66)
In particular taking s = h in (66), we have by using (65):
a′(h, µ1)− a′(h, µ2) = 2(µ2 − µ1) > 0. (67)
Equations (65) and (67) and the fact that h > q yield that there exists ǫ > 0
such that a(s, µ1) ≤ a(s, µ2), ∀s ∈ (h − ǫ, h), which contradicts the definitions
of H and h. Hence H is empty and:
a(s, µ1) > a(s, µ2), ∀s ∈ (q, r). (68)
We have thus proved that φ is positive on (q, r). Furthermore, since G(s) >
s, ∀s ∈ (1, RG), Equation (66) yields that φ′ > 0 on (1, r).
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Let us now focus on µ 7→ R(µ). If R(µ2) = RG, we know by Proposition 3.1
that R(µ1) ≤ R(µ2).
Now, suppose that R(µ2) < RG. Proposition 2.5 yields Q′(x0(µ2), µ2) =
a(R(µ2), µ2) = 0. Let us first prove by contradiction that R(µ2) ≥ R(µ1). If
R(µ1) > R(µ2), then a(R(µ2), µ1) is well-defined. Furthermore, by taking the
left-limit when s goes to r = R(µ2) in Equation (68), we get that
a(R(µ2), µ1) ≥ a(R(µ2), µ2) = 0. (69)
Since R(µ1) > R(µ2), Equation (69) is in contradiction with (61). Hence,
R(µ1) ≤ R(µ2) < RG.
Let us now prove that R(µ1) < R(µ2). Since R(µ1) < RG, Proposition 2.5
yields a(R(µ1), µ1) = 0. Moreover, the increase of φ implies:
− a(R(µ1), µ2) = a(R(µ1), µ1)− a(R(µ1), µ2) > a(1, µ1)− a(1, µ2) > 0. (70)
Consequently, R(µ1) cannot be equal to R(µ2) and thus R(µ1) < R(µ2).
We will now prove the continuity of R. As a first step, we will prove the
continuity of X(x, ·) = (Q(x, ·), Q′(x, ·)) ∈ R2 for fixed x ∈ R+ by probabilistic
methods. In fact, for our purpose, it would be sufficient to show the continuity
of µ 7→ Q′(0, µ). But if we have the continuity of Q, it is simple to establish the
continuity of Q′ with respect to µ. Next, using the fact that Q is solution of
KPP, we will extend the continuity of Q to negative half-line and deduce from
it the continuity of R.
Proposition 3.3. For any x ≥ 0, the functions µ 7→ Q(x, µ) and µ 7→ Q′(x, µ)
(where the derivative is with respect to x) are continuous on R.
We recall we suppose throughout this section that RG > 1 (which implies
in particular that m < ∞ and that the process cannot explode in finite time).
Although Proposition 3.3 holds in general, this assumption allow us to avoid
unnecessary technical complications.
Proof. Fix x1 > 0. To prove the continuity of Q and Q′ with respect to µ it is
easier to consider a branching Brownian motion starting from 0 without drift
killed on the barrier:
γx1,µ = {(t, x) ∈ R2, x = −µt− x1}. (71)
rather than a branching Brownian motion with drift µ and killed at −x1. We
can thus move the barrier by changing µ for a fixed ω ∈ T .
Let us fix some notations. We call Nt the set of particles alive at time t
without killing and for µ ∈ R, we call Sµt the set of particles stopped on γx1,µ
at time t, Aµt the set of particles alive for the branching Brownian motion with
killing on γx1,µ and Zx1,µ := |Sµt |, that is the number of particles killed on
γx1,µ. For u ∈ Nt and s ≤ t, we call Xu(s) the position of the ancestor of u
alive at time s. We denote by Kµ the event {ζx1,µ < +∞} which means "All
particles are killed on γx1,µ". We thus have Q(x1, µ) = P(Kµ). The function
µ 7→ Q(x1, µ) is non-increasing because if µ1 ≤ µ2 then Kµ2 ⊂ Kµ1 . Therefore,
µ 7→ Q(x1, µ) has a left-limit and right-limit at every point.
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We temporarily suppose that p0 = G(0) = 0. To prove the continuity of
µ 7→ Q(x1, µ) let us start by proving its left-continuity. The left-continuity for
µ ≤ −µ0 is obvious, since for this range of µ, Q(x, µ) = 1, ∀x ∈ R+. Suppose
that µ 7→ Q(x1, µ) is not left-continuous for a µ1 > −µ0, which is equivalent to
the fact that:
Lµ1 :=
⋂
µ<µ1
Kµ ∩Kcµ1 =
⋂
µ<µ1,µ∈Q
Kµ ∩Kcµ1 . (72)
happens with non-zero probability (the second equality ensures that Lµ1 is mea-
surable). Fix ω ∈ Lµ1 . Since we have supposed that G(0) = 0, the function
µ 7→ Zx1,µ(ω) is non-decreasing on (−∞, µ1). It thus has a right-limit when µ
goes to µ1, l(ω) ∈ R ∪ {+∞}. We will first prove that this limit is infinite. Fix
M ∈ N. On Kcµ1 (and consequently on Lµ1) we know that almost surely the
number of particles in Aµ1t increases to infinity (see for instance [15]) as t tends
to infinity. Therefore, for almost every ω ∈ Lµ1 there exists t(ω) > 0 such that
Nx1,µ1(t(ω)), the number of particles alive at time t(ω), is larger than M . Now,
fix:
ǫ := inf
u∈Aµ1t
{Xu(s) + µ1s+ x1, s ≤ t(ω)} and µ2(ω) := µ1 − ǫ
2t(ω)
. (73)
ǫ is the infimum of a finite number of strictly positive continuous functions and
thus is strictly positive. µ2(ω) has been chosen such that µ2(ω) < µ1 and such
that every particle which have not been killed on γx1,µ1 before t(ω) is not killed
on γx1,µ2(ω) before t(ω) either. Since G(0) = 0 and ω ∈ Lµ1 ⊂ Kµ2(ω), we will
necessarily have Zx1,µ2(ω)(ω) ≥ Nx1,µ1(t(ω)) ≥M and thus l(ω) ≥M . As M is
arbitrary, we have for almost every ω ∈ Lµ1 :
lim
µ→µ−1
Zx1,µ(ω) = +∞. (74)
The fact that P(Lµ1) > 0 and (74) imply that:
E
[
lim inf
µ→µ−1
1Lµ1Zx1,µ
]
= +∞. (75)
Furthermore, by Fatou’s lemma we get:
E
[
lim inf
µ→µ−1
1Lµ1Zx1,µ
]
≤ lim inf
µ→µ−1
E
[
1Lµ1Zx1,µ
]
(76)
≤ lim inf
µ→µ−1
E
[
1{ζx1,µ<+∞}Zx1,µ
]
(77)
≤ lim inf
µ→µ−1
Q′(x1, µ)
Q′(0, µ)
. (78)
Inequality (77) comes from the definition of Lµ1 which implies that for any
µ < µ1, Lµ1 ⊂ {ζx,µ < +∞} and (78) is obtained by the differentiation of fx1
with respect to s at 1 and from (15). We recall that for x ≥ 0, q ≤ Q(x) ≤ 1
and for s ∈ (q, 1), G(s) ≤ s. Therefore, for any µ > −µ0, (27) yields:
Q′(x1, µ)
Q′(0, µ)
≤ e−2µx1 . (79)
16
The left-hand of (76) is thus bounded by e−2µ1x1 , which contradicts (75). Hence,
P(Lµ1) = 0 and consequently µ 7→ Q(x1, µ) is left-continuous.
Suppose now that µ 7→ Q(x1, µ) is not right-continuous at µ1 ≥ −µ0. That
implies that the event Rµ1 , defined by:
Rµ1 :=
⋂
µ>µ1
Kcµ ∩Kµ1 =
⋂
µ>µ1,µ∈Q
Kcµ ∩Kµ1 (80)
happens with positive probability. We define for u ∈ Nt: Yu(t) = Xu(t)+µ1t+x1
and τu = inf{s ≤ t, Yu(s) = 0}. Furthermore, we call H the event:
H :=
⋂
n∈N∗
⋂
u∈Sµ1n
⋃
s∈(0,n−τu)∩Q
{Yu(τu + s) < 0}. (81)
Let us briefly show that P(Hc) = 0. Let B be a Brownian motion and τ =
inf{s ∈ R+, Bs = −µ1s− x1}. A Brownian motion cannot stay above a barrier
after reaching this barrier and the many-to-one lemma (see for instance Theorem
8.5 of [10]) will ensure that none particle of the branching Brownian motion can
do it. More formally, we have:
P(Hc) = P

 ⋃
n∈N∗
⋃
u∈Sµ1n
⋂
s∈(0,n−τu)∩Q
{Yu(τu + s) ≥ 0}


≤
+∞∑
n=1
E

 ∑
u∈Sµ1n
1{Yu(τu+s)≥0, ∀s∈(0,n−τu)∩Q}


≤
+∞∑
n=1
e−β(m−1)nP (τ < n;Yτ+s ≥ 0, ∀s ∈ (0, n− τ) ∩Q) (82)
≤ 0, (83)
where Y is a Brownian motion with drift µ1 starting from x1. Inequality (82)
is just many-to-on lemma and inequality (83) comes from the strong Markov
property.
We now fix n = ⌊ζx1,µ1⌋ + 1. Since n ≥ ζx1,µ1 and P(H) = 1, we have on
Rµ1 that for all u ∈ Nn there exists su ∈ (0, n) such that Yu(su) < 0. The fact
that Nn is finite implies there exists ǫ > 0 such that Yu(su) ≤ −ǫ, ∀u ∈ Nn.
If we take µ = µ1 + x1n +
ǫ
2n then each particle of Nn reaches γx1,µ before n,
which means that the process dies on γx1,µ. This is in contradiction with the
definition of Rµ1 . Therefore,
P (Rµ1) = 0. (84)
We have proved that µ 7→ Q(x1, µ) is also right-continuous and thus continuous
in the case where G(0) = 0. The argument of the proof of Theorem 2.1, which
consists of looking the tree of prolific individuals can again be applied to prove
the result in the general case.
Let us now prove the continuity of µ 7→ Q′(x, µ) for any x > 0. We can
deduce from (26) that:
Q′ (0, µ) = 2α
∫ +∞
0
e−(α−µ)yG(Q(y, µ))dy − λ, (85)
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where we recall that α =
√
µ2 + 2β and λ = µ+α. Let K be a compact subset
of R. For any µ ∈ K and for any y ≥ 0, we have:
e−(α−µ)yG(Q(y, µ)) ≤ e−Cy, (86)
where C = min
µ∈K
{α−µ} > 0. Moreover, we know that µ 7→ Q(x, µ) is continuous
and, as a composition of continuous functions, µ 7→ e−(α−µ)yG(Q(y, µ)) is also
continuous. Therefore, µ 7→ Q′ (0, µ) is continuous. Similarly, with the help of
(27), we can easily prove that µ 7→ Q′(x, µ) is continuous.
The continuity of Q with respect to µ will be useful to prove the continuity
of R. Before proving this continuity, we just prove the right-continuity of R in
−µ0.
Lemma 3.4.
lim
µ→−µ0
R(µ) = 1. (87)
Proof. Suppose first that RG = 1. In that case, Proposition 3.1 yields R(µ) =
1, ∀µ ∈ R and thus the lemma is proved. Now suppose that RG > 1 (which
implies that m <∞). Let −µ0 < µ < 0. We recall that for s ∈ (q, R(µ)):
a′(s)a(s) = −2µa(s)− 2β(G(s) − s). (60)
For 1 ≤ s ≤ R(µ), we have G(s) ≥ s, a(s) ≤ 0 and thus a′(s) ≥ −2µ. By
integrating the previous equation, we obtain:
a(s) ≥ −2µ(s− 1) + a(1). (88)
Knowing that a(1) = Q′(0, µ) ≤ 0, we have that s1(µ) := Q
′(0,µ)
2µ + 1 cancel the
right hand side of (88). By the Intermediate Value Theorem, there is s2(µ) ≤
s1(µ) such that a(s2(µ)) = 0 and therefore
1 ≤ R(µ) ≤ s1(µ). (89)
We have by Proposition 3.3 that:
lim
µ→−µ0
Q′(0, µ) = 0, (90)
which means that:
lim
µ→−µ0
s1(µ) = 1. (91)
Equations (89) and (91) finally provide:
lim
µ→−µ0
R(µ) = 1. (92)
Note that (88) implies that Q′(x0(µ), µ) > −∞. We now can more generally
prove that the radius of convergence R(µ) is continuous on R−1([1, RG)).
Lemma 3.5. µ 7→ R(µ) is continuous on R−1([1, RG)).
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Essentially, the key to the proof of Lemma 3.5 is Proposition 3.3 and the
continuity of the flow. We give this proof in Appendix.
We will now tackle the last point of this section. As we mentioned in the
introduction, whether R(µ) = RG or R(µ) < RG will be decisive to determine
precisely the asymptotic behaviour of qn(x). We know that R is non-decreasing
and bounded by RG (we recall that RG can be infinite) and thus has a limit (not
necessary finite) smaller or equal to RG. We first show this limit is precisely
RG. After that, we will distinguish two cases which will allow us to determine
whether there exists µ such that R(µ) = RG or not.
Proposition 3.6. Let r ∈ [1, RG], if
∫ r
0
G(x)dx < +∞ then there exists µr
such that R(µr) ≥ r.
Actually, the condition
∫ r
0 G(x)dx < +∞ is always satisfied for r < RG, but
we choose to formulate Proposition 3.6 in these terms to avoid repetitions.
Proof. Fix r ∈ [1, RG] and assume that
∫ r
0
G(x)dx < +∞. Furthermore, we
suppose that for all µ ∈ R, R(µ) < r. Let µ ≥ 0 and s < R(µ). By integrating
(60), we get:
1
2
(
a2(s, µ)− a2(1, µ)) = −2µ ∫ s
1
a(u, µ)du− 2β
∫ s
1
(G(u)− u) du
a2(s, µ) = (Q′)2(0, µ)− 4µ
∫ s
1
a(u, µ)du− 4β
∫ s
1
(G(u)− u) du
a2(s, µ) ≥ (Q′)2(0, µ)− 4β
∫ r
1
(G(u)− u) du. (93)
We can derive from (85) that: lim
µ→+∞(Q
′)2(0, µ) = +∞ and therefore for µ large
enough there is M > 0 such that: a2(s, µ) > M for all s < R(µ). We cannot
then have that a2(R(µ), µ) = 0, which is in contradiction with the fact that
R(µ) < r ≤ RG.
From Proposition 3.6, we can obviously derive the following corollary.
Corollary 3.7.
lim
µ→+∞
R(µ) = RG.
We now give the proof of Theorem 1.4 which is a criterion to know whether
RG is reached by R(µ) or not. In Proposition 3.6 we have proved the implication:∫ RG
0
G(s)ds < +∞ =⇒ µc <∞, (94)
where µc is defined in (19). We prove in the following proposition the reciprocate
implication.
Proposition 3.8. If
∫ RG
0 G(s)ds = +∞ then for all µ ∈ R, R(µ) < RG.
Note that if RG = +∞, we have
∫ RG
0
G(s)ds = +∞.
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Proof. We suppose by contradiction that there exists µ > −µ0 such that R(µ) =
RG. Therefore, in this case by Theorem 1.2, and by definition of x0 in Proposi-
tion 2.5, we have that x0 < 0, Q is decreasing on (x0, 0) and Q(x0) = RG. Let
x ∈ (x0, 0), we have by change of variable:∫ x
0
e2µy (G(Q(y))−Q(y)) dy =
∫ Q(x)
1
e2µQ
−1(s) (G(s)− s)
Q′(Q−1(s))
ds. (95)
Moreover, (27) implies that:
Q′(Q−1(s)) ≥ Q′(0)e−2µQ−1(s). (96)
By introducing (96) into (95) we obtain:
∫ x
0
e2µy (G(Q(y))−Q(y)) dy ≤
∫ Q(x)
1
e4µQ
−1(s) (G(s)− s)
Q′(0)
ds. (97)
We now suppose that µ ≥ 0. Using (27), (97) and the fact that Q−1(s) ≥ 0 we
obtain:
Q′(x) ≥
(
Q′(0)− 2β
Q′(0)
∫ Q(x)
1
(G(s)− s) ds
)
e−2µx. (98)
We then have by comparison theorem:
lim
x→x0
Q′(x) = +∞, (99)
which is in contradiction with the assumption that Q is decreasing on (x0, 0).
By Proposition 2.5 we can conclude that there is x0 < 0 such that Q′(x0) = 0,
Q(x0) < RG and Q decreasing on (x0, 0), which implies that R(µ) = Q(x0).
We have supposed that µ ≥ 0 but since R(µ) is an non-decreasing function this
result also holds for µ ∈ (−µ0, 0].
By gathering Proposition 3.8 and (94), we obtain Theorem 1.4. We finish
this section by giving an exhaustive description of (Q(x0), Q′(x0)).
Proposition 3.9. Let µ ∈ (−µ0,+∞).
1. If µ < µc then Q
′(x0) = 0 and Q(x0) < RG;
2. if µ = µc then Q
′(x0) = 0 and Q(x0) = RG;
3. if µ > µc for all x ≥ x0, Q′(x0) < 0 and Q(x0) = RG.
Furthermore, µ 7→ R(µ) is continuous on R.
Note that if RG = 1 we are always in the third case of this proposition, and
if
∫ RG
0 G(x)dx = +∞ we are always in the first case. The continuity of R have
already been seen on R−1[1, RG) and the first point is already known. We can
reformulate what it remains to prove with the following lemma.
Lemma 3.10. If RG > 1 and
∫ RG
0
G(x)dx < +∞, µc is the unique µ such that
Q′(x0(µ), µ) = 0, Q(x0(µ), µ) = RG. Moreover, R is continuous at µc.
As for Lemma 3.5, we give the proof of this lemma in Annexes.
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4 Case R(µ) < RG
We chose to dedicate a section to this case because in this situation we can give
an exact equivalent to qn(x) when n tends to +∞ by using complex analytical
methods. The general idea to use complex analysis and more specifically the
singularity analysis in this context is due to Maillard. Since the behaviour of
fx near its singularities is different from that of Fx in [17], we nevertheless need
to do some adjustments. We start with some notations and known results. The
next lemma is Lemma 6.1 of [17].
Lemma 4.1. The span of Zx and δ (the span of G) are equal.
We also gives an adaptation in our context of Lemma 6.2 of [17]. Let x0 be
defined as in Proposition 2.5 and s0 = Q(x0) = R(µ). For z ∈ C and r > 0,
D(z, r) will denote the open disc of center z and radius r and we fixD = D(0, s0)
and Dδ = D(0, s0δ). As usual, the frontier of a set S is denoted by ∂S.
Lemma 4.2. Fix x > 0. If δ = 1, then fx is analytical at every s ∈ ∂D\{s0}.
If δ ≥ 2, then there exists an analytical function on Dδ: hx, such that:
fx(s) = shx(s
δ), ∀s ∈ D. (100)
Moreover, hx is analytical at every s ∈ ∂Dδ \ {sδ0}.
The proof of the previous result can be adapted from [17] to our case with
one exception. Indeed, we need to have fx(s0) < ∞, whose analogue is always
satisfied in Maillard’s case (since in his situation s0 = 1 and Fx(1) = 1) but
which is not obvious in ours. However, (15) and the fact that R(µ) = Q(x0)
yield lims→s0 fx(s) = Q(x0 + x) < ∞. Moreover, the coefficients of fx as a
power series are non-negative. Therefore, by applying for instance the mono-
tone convergence theorem we see that fx(s0) = Q(x0 + x) <∞.
Finally, we state a reformulation in our framework of Corollary VI.1 of [9].
For z ∈ C, arg(z) is chosen in (−π, π]. We call a ∆-domain, as in [9] and in [17],
a set defined for ϕ ∈ (0, π/2), s > 0 and r > 0 by:
∆(ϕ, r, s) := {z ∈ D(0, s+ r) \ {s} : | arg(z − s)| > ϕ}. (101)
Theorem (Flajolet, Corollary VI.1 of [9]). Let ϕ ∈ (0, π/2), s > 0 and
r > 0. Let H(z) :=∑+∞n=0Hnzn be an analytical function on ∆(ϕ, r, s). If there
exists α ∈ R \ Z− such that:
H(z) ∼
z→r
1
(r − z)α , z ∈ ∆(ϕ, r, s)
then
Hn ∼
n→+∞
nα−1
rn+αΓ(α)
.
To apply this theorem, we need the behaviour of fx when δ = 1 (resp. hx,
when δ ≥ 2) near its singularity s0 (resp. sδ0).
Let us introduce the complex logarithm defined for z ∈ C \ R− by
log(z) = |z|+ i arg(z)
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and the complex square root defined on the same set by
√
z = e
log(z)
2 .
Lemma 4.3. For each x > 0, there exists r1,x > 0 such that s 7→ fx(s) is
analytical on D(s0, r1,x) \ (s0,+∞), and for s in this set we have:
f ′x(s) ∼
s→s0
−Q′ (x0 + x)
2
√
β(s0 − s)(G(s0)− s0)
. (102)
Similarly, when δ ≥ 2, for each x > 0, there exists rδ,x > 0 such that s 7→ hx(s)
is analytical on D(sδ0, rδ,x) \ (sδ0,+∞), and for s in this set we have:
h′x(s) ∼
s→s0δ
− Q
′(x0 + x)
2
√
βδsδ+10 (s
δ
0 − s)(G(s0)− s0)
. (103)
Proof. To prove the analyticity of fx, we will use and extend in a complex sense
Equation (15). In this equation, the inverse function Q−1 is only defined on
J (defined in Proposition 2.5), that is why we will find an analytical function
defined near (in a sense we will precise below) s0 which coincides with Q−1 on J .
By Proposition 3.9, when µ < µc, Q′(x0) = 0. Moreover, Equation (11)
implies that Q′′(x0) < 0. Since Q(x0) < RG, Q admits an analytical extension
near x0 by Proposition 1.1. Thus in the complex plane near x0 we have:
Q(z) = Q(x0) + (z − x0)2Q
′′(x0)
2
+ o
z→x0
(
(z − x0)2
)
. (104)
The function Q is analytical on an neighbourhood of x0, which is a zero of
order 2 of Q(z) − Q(x0). Theorem 10.32 of [19] thus ensures that there exists
r1 > 0 such that on D(x0, r1), there exists an analytical invertible function
ψ : D(x0, r1)→ C such that:
Q(z) = Q(x0) +
Q′′(x0)
2
ψ(z)2. (105)
Note that Equation (105) implies that for z ∈ J ∩ D(x0, r1) we have ψ (z) ∈
R ∪ iR. More precisely, ψ (z) ∈ R, because if ψ(z) ∈ iR, we would have
Q(z) > Q(x0), which is in contradiction with the definition of J . Further-
more, the Intermediate Value Theorem and the fact that Q(z) < Q(x0), ∀z ∈ J
implies that if there exists z0 ∈ J ∩D(x0, r1) such that ψ (z0) > 0 then for all
z ∈ J ∩D(x0, r1), ψ (z) > 0 . Finally, since we can substitute −ψ for ψ in (105),
we can chose ψ such that ψ > 0 on J ∩D(x0, r1).
We now fix s ∈ [0, s0) ∩ Q (D(x0, r1)) (note that Q is analytic, and thus it
is an open application, which implies that this intersection is not empty). By
choosing z = Q−1(s) in (105) and using (11), we get:
ψ−1
(√
s0 − s
β(G(s0)− s0)
)
= Q−1(s). (106)
By considering the complex square root, we can define
η(s) := ψ−1
(√
s0 − s
β(G(s0)− s0)
)
, ∀s ∈ Q (D (x0, r1)) \ (s0,+∞). (107)
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We now recall that for s ∈ [0, s0) and x > 0:
fx(s) = Q(Q
−1(s) + x). (15)
By Proposition 1.1, there exists r2 > 0, such that Q is analytical onD(x0+x, r2).
Furthermore, Equations (15), (106) and (107) yield r3 > 0 small enough such
that fx(s) and Q(η(s)+x) exist for s ∈ [0, s0)∩D(s0, r3) and coincide. Formally,
we choose 0 < r3 ≤ r1 such that:

D(s0, r3) ⊂ Q (D(x0, r1))
Q−1 (D(s0, r3) ∩ [0, s0)) + x ⊂ D(x0 + x, r2)
η (D(s0, r3) \ (s0,+∞)) + x ⊂ D(x0 + x, r2).
(108)
Moreover, D(s0, r3) \ (s0,+∞) is an open connected set and [0, s0) ∩D(s0, r3)
is a subset of it with an accumulation point. Therefore, fx(s) admits an unique
analytical extension on D(s0, r3) \ (s0,+∞) which is Q (η(s) + x). Thus, we
have that, for s ∈ D(s0, r3) \ (s0,+∞):
f ′x(s) = −
(ψ−1)′
(√
s0−s
β(G(s0)−s0)
)
2
√
β(s0 − s)(G(s0)− s0)
Q′
(
ψ−1
(√
s0 − s
β(G(s0)− s0)
)
+ x
)
, (109)
which implies that:
f ′x(s) ∼
s→s0
− (ψ
−1)′ (0)
2
√
β(s0 − s)(G(s0)− s0)
Q′ (x0 + x) . (110)
To get the value of (ψ−1)′ (0) we first differentiate (105) with respect to z:
Q′(z) = Q′′(x0)ψ′(z)ψ(z). (111)
Furthermore, Taylor’s formula yields:{
Q′(z) = Q′′(x0)(z − x0) + o(z − x0)
ψ(z) = ψ′(x0)(z − x0) + o(z − x0).
(112)
Equations (111) and (112) provide (ψ′)2(x0) = 1. We have chosen ψ such that
ψ > 0 on (x0, x0 + r1) and thus ψ′(x0) = 1. As a consequence, (ψ−1)
′
(0) = 1,
which yields (102).
We can derive from the results on fx the analogous results on hx. Let us
define on C \ R− the function z 7→ δ√z := e log(z)δ . Lemma 4.2 yields:
hx(s) =
fx( δ
√
s)
δ
√
s
, ∀s ∈ D(0, sδ0) \ R−. (113)
Besides, since there exists 0 < r1,x < s0 such that fx is analytic on D(s0, r1,x) \
(s0,+∞), we can show after some change of variable that there exists 0 <
rδ,x < s
δ
0 such that the right term of (113) is analytic on D(s
δ
0, rδ,x) \ (sδ0,+∞).
The function hx and the right term of (113) coincide on a open subset of the
connected set D(sδ0, rδ,x) \ (sδ0,+∞) and thus hx has an analytic extension on
D(sδ0, rδ,x) \ (sδ0,+∞).
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Let us turn to the behaviour of hx near sδ0. By differentiating (113) with
respect to s, we get:
h′x(s) =
f ′x( δ
√
s) δ
√
s− fx( δ√s)
δs δ
√
s
. (114)
Equation (110) yields:
f ′x(
δ
√
s) ∼
s→sδ0
− Q
′ (x0 + x)
2
√
β
(
δ
√
sδ0 − δ
√
s
)
(G(s0)− s0)
∼
s→sδ0
− Q
′ (x0 + x)
√
δ
2
√
β(sδ0 − s)(s1−δ0 )(G(s0)− s0)
, (115)
since:
lim
s→sδ0
δ
√
sδ0 − δ
√
s
sδ0 − s
=
1
δ
(sδ0)
1
δ
−1
.
Moreover, we have seen that fx(s0) < +∞. Therefore, by introducing (115)
into (114), we get (103).
The end of the proof of Theorem 1.5 is almost identical to that from Theorem
1.2 in [17] up to the fact that the asymptotic is not the same.
Proof of Theorem 1.5. Let us just give the principal steps when δ = 1. Let us
take ϕ0 ∈ [0, π/2) small enough such that s0eiϕ0 ∈ D(s0, rx). By Lemma 4.2,
for each s ∈ S := {s0eiϕ, ϕ ∈ [ϕ0, 2π − ϕ0]}, there exists Rs > 0 such that fx
admit an analytical extension on D(s,Rs). Furthermore, S is compact. Hence,
there exist k ∈ N and (zi) ∈ Sk such that:
S ⊂ T := ∪
i∈{1,...k}
D(zi,Rzi).
Since fx is analytical on T ∪D(0, s0) and by Lemma 4.3 on D(s0, rx)\(s0,+∞),
we can find ǫ > 0 such that fx is analytical on D := D(0, s0 + ǫ) \ (s0,+∞).
We now can apply Corollary VI.1 of [9]. Indeed, D contains a ∆-domain which
satisfies the assumptions of this Corollary and we precisely know the asymptotic
of f ′x near s0 by Lemma 4.3. Since the ith coefficient of f
′
x as a power series is
(i+ 1)qi+1(x), we get:
(i+ 1)qi+1(x) ∼
i→+∞
−Q′(x0 + x)
2
√
β(G(R(µ)) −R(µ)) ×
1
R(µ)i+
1
2
√
iΓ(12 )
,
which is Theorem 1.5 when δ = 1.
When δ ≥ 2, we can also find a good ∆-domain on which hx is analytical.
Furthermore, by definition of hx (100), the ith coefficient of h′x is (i+1)qδ(i+1)+1.
Therefore Corollary VI.1 of [9] and Lemma 4.3 similarly provide (21).
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5 Case where R(µ) = RG
Let µ ∈ R. In the previous section, we handled the case R(µ) < RG which
includes the case µc = +∞. We now consider the case where µc < +∞ (µc can
be equal to −∞) and µ ≥ µc. This is equivalent to the case
∫ RG
0 G(s)ds < +∞
and R(µ) = RG. The asymptotic behaviour of qk(x) when k tends to +∞ was
obtained when R(/mu) < RG by studying fx near its radius of convergence.
Since R(µ) = RG, it is not possible anymore to extend fx to a ∆-domain ana-
lytically as in the previous section. However, in some case, the behaviour of G
as a real function near RG gives us weaker results.
Suppose first that µ = µc. As a first step, we will give the behaviour of
fx(s), when s→ RG−, s ∈ R.
Lemma 5.1. If µ = µc, we have:
f ′x(s) ∼
s→RG
− Q
′(x+ x0)
2
√
β
∫ RG
s
(G(u)− u)du
, s ∈ (q, RG). (116)
We cannot use the exact same arguments as in the proof of Lemma 4.3 since
Q is not analytical at x0 anymore.
Proof. Suppose that µ = µc and fix s < RG. As a consequence of Proposition
3.9, when s tends to RG, −2µca(s) tends to 0. Moreover, if RG = 1, then
∀µ ∈ R, R(µ) = RG and therefore, by definition of µc, µc = −∞. Here, since we
have supposed µc = µ ∈ R, µc > −∞ and thus RG > 1. Hence, we have that
2β (G(s)− s) ≥ C, where C > 0, for s in a neighbourhood of RG. Therefore,
(60) yields:
a′(s)a(s) ∼
s→RG
−2β (G(s)− s) . (117)
We have that
∫ RG
0 G(u)du <∞, and therefore by integration:
− 1
2
a2(s) ∼
s→RG
−
∫ RG
s
2β (G(u)− u) du. (118)
Since a ≤ 0, (118) implies that:
a(s) ∼
s→RG
−2
√
β
∫ RG
s
(G(u)− u)du. (119)
On the other hand, by diffrentiating (15), we obtain the following equation
which is called the forward Kolmogorov equation (see for instance Section 3.
chapter III of [4] for more information in the general case)
∂xfx(s) = a(s)f
′
x(s). (120)
Moreover, For x fixed, (59) yields:
∂xfx(s) = Q
′(Q−1(s) + x) ∼
s→RG
Q′(x0 + x). (121)
Combining (119), (120) and (121) we get the result.
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Observe that if G(RG) <∞,
f ′x(s) ∼
s→RG
− Q
′(x+ x0)
2
√
β(RG − s)(G(RG)−RG)
. (122)
In this case, f ′x has the same kind of asymptotic near its radius of convergence
as in the previous section and thus it is likely we will have the same kind of
asymptotic for qi(x). However, the asymptotic of fx is, this time, only in the
real sense. Nevertheless, a Tauberian theorem can be used to obtain a rougher
description of the large i behaviour of qi(x). In what follows, we consider a case
a slightly more general than G(RG) <∞ by supposing that:
G(s)− s ∼
s→RG
C(RG − s)−α, (123)
where C > 0, α ∈ [0, 1) and s ∈ (q, RG). Since we are in the case µc < ∞,
we necessarily have that
∫ RG
0
G(s)ds < +∞, which explains why α must be in
[0, 1). Note that if α = 0, Equation (123) is equivalent to G(RG) < ∞ and in
this case C = G(RG) − RG, whereas if α > 0 we can replace G(s) − s by G(s)
in (123).
Proposition 5.2. If Equation (123) holds then:
+∞∑
i=n
qi(x)R
i
G ∼
n→+∞
−AQ′(x0 + x)
n
1+α
2
, (124)
where A :=
√
(1−α)R1+α
G
(1+α)
√
βCΓ( 1−α2 )
.
We can observe that if we give an equivalent of
∑+∞
i=n qi(x)R
i
G when µ < µc
with the help of Theorem 1.5, we get the same result as in Proposition 5.2 when
α = 0.
Proof. Combining Equation (116) and (123) we get:
f ′x(s) ∼
s→RG
− Q
′(x + x0)
√
1− α
2
√
βC(RG − s)1−α
. (125)
Let us rescale f ′x by defining bx(s) = f
′
x(sRG). Since the radius of convergence
of fx is RG, the radius of convergence of bx is 1. By rescaling (125) we obtain:
bx(s) ∼
s→RG
− Q
′(x+ x0)
√
1− α
2
√
βCR1−αG (1− s)1−α
. (126)
Using Theorem 5. Chapitre XIII Section 5 of [8] we get:
V (n) :=
n−1∑
i=0
(i + 1)qi+1(x)R
i
G ∼
n→+∞ −
n
1−α
2 Q′(x+ x0)
√
1− αΓ(1−α2 )
√
βCR1−αG
. (127)
The definition of V yields:
qi(x)R
i
G =
(V (i)− V (i − 1))RG
i
. (128)
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We recall that fx(R(µ)) = fx(RG) < +∞. Therefore, by using (127) and (128)
and the fact that the terms of each of the series which follow are all positive we
get:
∞∑
i=n
qi(x)R
i
G =
∞∑
i=n
(V (i)− V (i− 1))RG
i
=
∞∑
i=n
V (i)RG
i(i+ 1)
− V (n− 1)RG
n
(129)
∼
n→+∞
− Q
′(x+ x0)RG
√
1− αΓ(1−α2 )
√
βCR1−αG
[ ∞∑
i=n
1
i
3+α
2
− 1
n
1+α
2
]
∼
n→+∞
−AQ
′(x+ x0)
n
1+α
2
, (130)
where A :=
√
(1−α)R1+α
G
(1+α)
√
βCΓ( 1−α2 )
. Equation (129) is obtained by integration by parts
and Equation (130) by a classical comparison between sums and integrals.
The influence of G on the qi(x) seems difficult to understand when µ = µc.
We will now see that in the case where µ > µc, there exists a stronger link
between the pi and the qi(x). As a first step we give a result which do not
require any specific knowledge on G.
Proposition 5.3. Let k ∈ N, if µ > µc we have:
∞∑
i=0
qi(x)R
i
Gi
k+2 <∞⇔
∞∑
i=0
piR
i
Gi
k <∞. (131)
Proof. We begin by prove this result for k = 0. First suppose that
G(RG) =
∞∑
i=0
piR
i
G < +∞. (132)
We recall from (60) that:
a′(s)a(s) = −2µa(s)− 2β (G(s)− s)∀s ∈ (q,Q(x0)).
Since lims→RG a(s) ∈ R∗, Equations (59) and (132) imply that lims→RG a′(s) <
∞. As above, by using Kolmogorov equations we get:
a(s)f ′x(s) = a(fx(s)) (133)
a′(s)f ′x(s) + a(s)f
′′
x (s) = f
′
x(s)a
′(fx(s)). (134)
Equation (133) implies that lims→RG f
′
x(s) < ∞ and (134) similarly implies
that lims→RG f
′′
x (s) <∞. The coefficients of the power series f ′′x (s) are positive,
therefore f ′′x (RG) <∞, which is equivalent to
∞∑
i=0
qi(x)R
i
Gi
2 <∞. (135)
27
If we now suppose that for k ∈ N, ∑∞i=0 piRiGik = ∞, we can similarly prove
that ∞∑
i=0
qi(x)R
i
Gi
k+2 =∞. (136)
The general case can be proved by induction. The proof is almost identical
to the case k = 0, we differentiate (133) k + 1 times, and use the induction
hypothesis to determinate what is finite or not.
This result is pretty weak, but informally it shows that a link exists between
pi and qi(x)i2. Once again, with more specific assumptions on G we can give a
more accurate result on qi(x) which confirms this link.
Proposition 5.4. Let m ∈ N and suppose that G(m)(s) ∼
s→RG
C(RG − s)−α,
with C > 0 , α ∈ (0,m + 1) and s ∈ (q, RG). Suppose that µ > µc, then for
t ∈ R such that t < m+ 2− α, we have:
+∞∑
i=n
qi(x)R
i
Gi
t ∼
n→+∞
K1Q
′(x + x0)
nm+2−t−α
,
∼
n→+∞
K2Q
′(x + x0)
+∞∑
i=n
piR
i
Gi
t−2, (137)
where K1 =
2βCRm+2−α
G
Γ(α)(m+2−t−α)(Q′)3(x0) and K2 =
2βR2G
(Q′)3(x0)
.
We recall that
∫ RG
0
G(s)ds < +∞ in this case, which explains that α < m+1.
Proof. Since the proof of this proposition is very close to that of Proposition
5.2 we will skip some details. For 0 ≤ k ≤ m and s ∈ (q, RG) we get by
differentiating k times (60) that:
k∑
i=0
(
k
i
)
a(i+1)(s)a(k−i)(s) = −2µa(k)(s)− 2β
(
G(k)(s)− φ(k)(s)
)
, (138)
where φ(x) = x. Thanks to (138), we can show by induction that for all k ≤ m,
lims→RG a
(k)(s) < +∞ and thus that:
a(m+1)(s)Q′(x0) ∼
s→RG
− 2Cβ
(RG − s)α . (139)
By differentiating 2 times Equation (15) we get for q < s < RG:
f ′′x (s) =
Q′′(Q−1(s) + x) − a′(s)Q′(Q−1(s) + x)
a2(s)
. (140)
If we differentiate again m times Equation (140), we can show that
f (m+2)x (s) ∼
s→RG
−a(m+1)(s)Q′(x0 + x)
(Q′)2(x0)
, (141)
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since the others terms involve at most the m-th derivative of a and thus are
finite near RG. Combining (139) and (141), we obtain:
f (m+2)x (s) ∼
s→RG
2CβQ′(x0 + x)
(Q′)3(x0)(RG − s)α . (142)
We conclude by using the Tauberian Theorem as in the proof of Proposition
5.2.
We recall that the probability to have i particles on the barrier at the extinc-
tion time and only one split before the extinction calculated in (55) is of order
pi/i
2. This fact and the two previous propositions lead us to think that when
µ > µc, there is also a change of regime for the number of divisions Dx before
extinction and we can conjecture, for instance, that the radius of convergence of
the generating function (on the extinction event) of Dx is infinite. In any case,
the law of Dx should cast light on the change of behaviour of Zx when µ > µc
or when µ = µc. Unfortunately, the study of Dx seems much more difficult to
that of Zx, since its generating function does not solve simple equations.
A Appendix
A.1 Proof of Lemma 3.5
Proof. Let µ1 ∈ R such that R(µ1) ∈ (1, RG). Roughly speaking, to prove
the continuity of R in µ1 we will consider a domain around the trajectory of
X(·, µ1) (defined in (22)) narrow enough such that for µ close enough to µ1, the
trajectory of X(·, µ) is in this domain and cut the x axis near Q(x0, µ1).
We have proved that there exists x0 ∈ R− such that X(x0, µ1) = (R(µ1), 0) and
Q is decreasing on (x0,+∞). Furthermore, if we define xl as in Proposition 1.1
and if R(µ1) < RG, we necessarily have that x0 > xl. Indeed, since in this case
Q′(x0) = 0 and Q(x0) < RG, Equation (13) implies that x0 6= xl.
Let 0 < ǫ < RG −R(µ1), there exists 0 < η0 < xl − x0 such that:
|Q(x, µ1)−R(µ1)|+ |Q′(x, µ1)| < ǫ, ∀x ∈ (x0 − η0, x0 + η0) (143)
and
Q′(x, µ1) 6= 0, ∀x ∈ (x0 − η0, x0 + η0) \ {x0}. (144)
Equation (143) comes from the continuity of X with respect to x and (144) is a
consequence of Cauchy-Lipschitz Theorem. Let (x1, x2) ∈ (x0, x0 + η0)× (x0 −
η0, x0). Since the function Q′ is negative and continuous on [x2, 0], there exists
ǫ2 > 0 such that Q′(x) < −ǫ2, ∀x ∈ [x2, 0]. We now define D the domain of R2:
D =
⋃
x∈[0,x1]
B(X(x, µ1),min{ǫ, ǫ2}), (145)
where B(x, r) is the open ball for the norm || · ||1 of radius r centered at x.
Let I0 be an open bounded interval such that µ1 ∈ I0 ⊂ (−µ0,+∞) and for
ξ = (ξ1, ξ2) ∈ R2, ψ(·, ξ, µ) is defined as the maximal solution of (23) such that
ψ(0, ξ, µ) = ξ. The function Γ, defined in (23), is continuous and uniformly
Lipschitz with respect to ((x, y), µ) on D×I. Therefore by Theorem 7.4 Section
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7 Chapter 1 of [7], there exists δ > 0 such that if (ξ, µ) ∈ V , where V is defined
by:
V = {(ξ = (ξ1, ξ2), µ) , |ξ1 −Q(0, µ1)|+ |ξ2 −Q′(0, µ)|+ |µ− µ1| < δ} (146)
then for all x ∈ [0, x1], ψ(x, ξ, µ) is defined and ψ(x, ξ, µ) ∈ D. Moreover,
ψ is continuous in [0, x1] × V . We have shown in Proposition 3.3 that µ 7→
(Q(0, µ), Q′(0, µ)) is continuous. Therefore, there exists η1 > 0 such that if µ ∈
I0 satisfies |µ−µ1| < η1 then (Q(0, µ), Q′(0, µ), µ) ∈ V . Since (Q(x, µ), Q′(x, µ)) =
ψ(x, (Q(0, µ)), Q′(0, µ)), µ), we have that X is continuous on V2 := [0, x1]×(µ1−
η1, µ1 + η1) and X(V2) ⊂ D.
As an easy consequence of the fact that Q′′(x0, µ1) < 0 and of (144) we have
Q′(x1, µ1) > 0. Therefore, by continuity of X , there exists η2 < η1 such that if
|µ− µ1| < η2 then Q′(x1, µ) > 0 and Q′(x2, µ) < 0. Hence, by the Intermediate
Value Theorem, there exists x3 ∈ (x1, x2) such that Q′(x3, µ) = 0. Further-
more, by the definition of D and by (144), Q′(x, µ) 6= 0, ∀x ∈ (x3, 0) and thus
Q(x3, µ) = R(µ). Finally, by (143), we have |R(µ) − R(µ1)| < ǫ. Therefore, R
is continuous on R−1 [(1, RG)].
A.2 Proof of Lemma 3.10
Proof. The uniqueness comes from the increase of φ described in Proposition
3.2. Furthermore, we cannot have R(µc) < RG. Indeed, the proof of Lemma
3.5, implies that if R(µc) < RG there exists µ1 such that R(µc) < R(µ1) < RG,
which is in contradiction with the definition of µc.
We want now to prove that Q′(x0, µc) = 0 and that R is continuous at µc.
Since the proof of these two points are very similar to that from Lemma 3.5,
we will skip some details. However, we cannot as in this lemma chose a domain
which contains (RG, Q′(x0, µc)). Indeed, on such a domain, we would not have
necessarily the Lipschitz condition because of the singularity of G in RG. We
will thus take a slightly different one. Let ǫ1 > 0. We can take x1 > x0 such
that: ||X(x1, µc)−X(x0, µc)||1 < ǫ1 and define D by:
D =
⋃
x∈[0,x1]
B(X(x, µc), ǫ2), (147)
where 0 < ǫ2 < ǫ1 is small enough to have that d(D,R × {0} ∪ {RG} × R) >
0. There exists η > 0, such that for all µ satisfying |µ − µc| < η, we have
||X(x1, µc) −X(x1, µ)||1 < ǫ2, and X(x, µ) ∈ D, ∀x ∈ [0, x1]. This implies in
particular that for |µ− µc| < η, R(µ) ≥ RG − 2ǫ2. Furthermore, we know that
R(µ) ≤ RG and thus R is continuous at µc.
Suppose now that we have Q′(x0, µc) < 0 and ǫ1 < |Q′(x0, µc)|/4. Let s1 =
Q(x1, µc) and choose µ and s such that |µc − µ| < η ∧ |µc| and s1 < s < R(µ).
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Equation (60) yields:
a′(s, µ)a(s, µ) = −2µa(s, µ)− 2β (G(s)− s)
1
2
(a2(s, µ)− a2(s1, µ)) = −2µ
∫ s
s1
a(u, µ)du− 2β
∫ s
s1
(G(u)− u) du
|a(s, µ)− a(s1, µ)| ≤ 4|a(s1, µ)|
[
|µ|(RG − s1) sup
x∈[x0,0]
|Q′(x, µc)|
+β
∫ RG
s1
(G(u)− u) du
]
.
|a(s, µ)− a(s1, µ)| ≤ 8|Q′(x0, µc)|
[
2|µc|(RG − s1) sup
x∈[x0,0]
|Q′(x, µc)|
+β
∫ RG
s1
(G(u)− u) du
]
. (148)
Let 0 < ǫ < |Q′(x0, µc)|/2, by choosing ǫ1 small enough we have for all µ such
that |µc − µ| < η ∧ |µc|, |a(s1, µ) − a(RG, µc)| < ǫ/2 and thanks to (148) that
|a(s, µ) − a(s1, µ)| < ǫ/2 which implies that: |a(s, µ)| > |Q′(x0, µc)|/2 for all
s < R(µ) and thus R(µ) = RG. If µ < µc we then get a contradiction with the
definition of µc. Therefore Q′(x0, µc) = 0.
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