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A scheme is developed for creating pseudopotentials for use in correlated-electron calculations.
Pseudopotentials for the light elements H, Li, Be, B, C, N, O, and F, are reported, based on data
from high-level quantum chemical calculations. Results obtained with these correlated electron
pseudopotentials (CEPPs) are compared with data for atomic energy levels and the dissociation
energies, molecular geometries and zero-point vibrational energies of small molecules obtained from
coupled cluster single double triple (CCSD(T)) calculations with large basis sets. The CEPPs give
better results in correlated-electron calculations than Hartree-Fock-based pseudopotentials available
in the literature.
PACS numbers: 71.15.Dx, 02.70.Ss, 31.15.V-
I. INTRODUCTION
Pseudopotentials (also known as effective core poten-
tials) are used to replace the chemically inert core elec-
trons within electronic structure calculations. The use
of pseudopotentials reduces the number of electrons that
must be treated explicitly, and reduces the size of the
basis set required to represent the one-electron orbitals.
Pseudopotentials are particularly useful for heavy ele-
ments because eliminating the numerous core electrons
greatly increases the efficiency of the calculations. Pseu-
dopotentials are also used for light elements, even for
hydrogen, because it can be advantageous to work with
smooth pseudo-orbitals.
The atomic pseudopotentials that we describe here can
be used with a range of many-body techniques, includ-
ing quantum chemical methods. However, our interest is
mainly in quantum Monte Carlo (QMC) calculations us-
ing the variational quantum Monte Carlo (VMC) and the
more accurate diffusion quantum Monte Carlo (DMC)
methods.1–4 These approaches can provide accurate ener-
gies with a computational cost that scales with the num-
ber of particles, N , as approximately N3 − N4, which
is better than other correlated wave function methods.
The scaling of the computational cost of QMC calcula-
tions with atomic number Z is, however, approximately
Z5 − Z6.5.5,6 Using a pseudopotential reduces the effec-
tive value of Z and makes QMC calculations feasible for
heavy atoms. The relatively small memory requirements
of QMC calculations also facilitates applications on mas-
sively parallel computers.
In many quantum chemical methods it is possible to
use a frozen-core approximation to reduce the computa-
tional effort, but it has not so far proved possible to im-
plement a frozen-core approximation in a straightforward
manner within the VMC and DMC methods, and there-
fore pseudopotentials have been used instead. In addi-
tion, core-polarization effects can be included within the
pseudopotential formalism,7–9 so that the calculations go
beyond the frozen-core approximation. The plane wave
basis sets often used in Hartree-Fock (HF) and density
functional theory (DFT) calculations for extended sys-
tems have the advantage that they can be improved sys-
tematically by increasing a single parameter, the plane
wave cutoff energy. Correlated electron calculations have
recently been performed using plane wave basis sets,10 for
which pseudopotentials are almost always used to ensure
that the required basis set is of a reasonable size.
Calculations using smooth HF-based
pseudopotentials11–15 have yielded good results in
correlated electron calculations, which appear to
be superior to those obtained with DFT-based
pseudopotentials.16 The HF-based pseudopotentials
do not include correlation effects, and it is likely that
more accurate pseudopotentials could be developed
for correlated-electron calculations by starting from
a correlated-electron theory. Acioli and Ceperley17
showed that pseudopotentials can be formulated within
many-body theory using the density matrix.
In this paper we describe a scheme based on the den-
sity matrix for generating atomic pseudopotentials using
data from correlated electron calculations. Correlated
electron pseudopotentials (CEPPs) are generated for the
H, Li, Be, B, C, N, O and F atoms. We choose first row
atoms as they allow the use of the same basis set for AE
and pseudopotential calculations, resulting in a consis-
tent basis set error. For second row atoms and beyond
such a choice is in principle possible, but in practice is nu-
merically problematic. Neither He or Ne are considered
due to the absence of experimental molecular data. To
generate the CEPPs we use a combination of data from
multi-configuration Hartree-Fock (MCHF)18 atomic cal-
culations performed on a radial grid using the ATSP2K
code19, and ab initio data for atomic core polarizabil-
ities. The CEPPs are tested by comparing with re-
sults obtained from all-electron (AE) coupled-cluster sin-
gle double triple CCSD(T) calculations performed with
large Gaussian basis sets and the MOLPRO20 code. We
perform tests for atomic energy levels, ionization ener-
gies and electron affinities, and for the relaxed geome-
tries, well depths, and total zero-point vibrational ener-
gies (ZPVEs) of 35 small molecules. We also compare
2our CCSD(T) results with a set of highly accurate ex-
perimental, semi-empirical, and ab initio data, which are
referred to in the text as ‘accurate’. The semi-empirical
results are used only when they have been considered to
be more accurate than the available experimental data.
We have constructed our CEPPs using atomic states
with a single valence electron, which are therefore ion-
ized states for all atoms considered, except H and Li.
There is no need to use highly ionized states to gen-
erate pseudopotentials within single particle theories,
such as HF and DFT, because the construction of the
pseudo-atom and resulting pseudopotential is straight-
forward. In the many-body case, however, the construc-
tion of the pseudo-density matrix and associated pseudo-
Hamiltonian describing an atom with more than one va-
lence electron is a challenging task, as discussed in Sec.
II A. The error due to transferring a pseudopotential from
the highly ionized environment in which it is constructed
to neutral or near neutral environments is partially cor-
rected by modifying the ionic calculations. The remain-
ing error is part of that tested by our CCSD(T) calcula-
tions.
The paper is arranged in three parts. In Sec. II we
describe our method for generating the CEPPs, which is
divided into subsections on: II A theory of many-body
pseudo-atoms; II B theory of pseudopotentials for single-
valence-electron atoms; II C a discussion of more sub-
tle aspects of the generation and implementation; and
IID parameterization in a standard form for quantum
chemistry packages. The results obtained with various
pseudopotentials are presented in Sec. III, which is di-
vided into subsections on: III A energy levels for isolated
atoms with a single-valence electron; III B ionization en-
ergies and electron affinities for isolated atoms; III C op-
timum geometries for small molecules; III D atomization
energies for small molecules; and III E ZPVEs for small
molecules. Results for optimum geometries, atomization
energies (with ZPVEs removed), and ZPVEs for small
molecules, are compared with AE CCSD(T) data, ‘ac-
curate’ values, and results obtained using uncorrelated
pseudopotentials available in the literature. The paper is
concluded by a short summary.
Atomic units are used, unless otherwise indicated.
II. METHOD FOR GENERATING THE CEPPS
A. Theory of many-body pseudo-atoms
The many-body density matrix for a p-electron atom
is
Γp(r1 . . . rp; r
′
1 . . . r
′
p) = Ψ
∗(r1 . . . rp)Ψ(r
′
1 . . . r
′
p), (1)
where Ψ is a many-body wave function. In order to re-
produce the scattering properties of the p-electron sys-
tem using a pseudopotential describing n (≤ p) “valence”
electrons, we define a spherical core region centered on
the nucleus (that is, for any |ri| ≤ rc). We then reduce
the full density matrix to an n-electron density matrix
outside of the core region where all |ri| > rc, and con-
tinue the n-electron density matrix with some model form
for any |ri| ≤ rc. Details of this generalization of the one-
body Lu¨ders relation21 to many-body systems are given
by Acioli and Ceperley17.
The reduction of the p-body density matrix to a n-
body form is accomplished by integrating over p−n elec-
tron coordinates:
Γn(r1 . . . rn; r
′
1 . . . r
′
n) =
(
p
n
)∫
drn+1 . . . rpΓ
p(r1 . . . rn, rn+1 . . . rp; r
′
1 . . . r
′
n, rn+1 . . . rp). (2)
Γn is the n-body density matrix for n electrons for all
|ri| > rc, which is the quantity that must be preserved so
that the n-body pseudopotential reproduces the scatter-
ing properties (to first order in the energy) of the p-body
system. To reproduce the scattering of the all-electron
system we define the pseudo-density matrix outside of
the core region by
Γ˜n(r1 . . . rn; r
′
1 . . . r
′
n) = Γ
n(r1 . . . rn; r
′
1 . . . r
′
n)
∀ |ri|, |r′i| > rc, (3)
with Γ˜n for any |ri|, |r′i| < rc defined such that it is cor-
rectly normalized and well behaved.
Standard norm-conserving independent electron
pseudopotentials22 are defined using valence orbitals
only, but the reduced density matrix considered so far
contains a contribution from the core orbitals. Conse-
quently, for independent electrons, a pseudopotential
defined from the reduced density matrix cannot be
equivalent to the standard norm-conserving pseudopo-
tential. To allow the two to be equivalent we define a
modified density matrix. We separate the underlying
wave function into core and valence parts, confine the
core part to the core region, construct a p-body density
matrix, and reduce it to a modified n-body matrix. This
is achieved by expressing Ψ as a sum of determinants
Ψ(r1 . . . rp) =
∑
all
wiDi(r1 . . . rp), (4)
where the wi are coefficients. The determinants are
formed from the Natural Orbitals (NOs), ψk, which are
eigenfunctions of the density matrix with occupation
numbers, ok. The nc = (p − n)/2 NOs with the largest
occupation numbers, ok, are identified as the core NOs.
3The determinants containing one or more core NOs are
classified as core determinants, Dci , while the others are
classified as valence determinants, Dvi . In this notation
Ψ is expressed as
Ψ(r1 . . . rp) = Ψv(r1 . . . rp) + Ψc(r1 . . . rp) (5)
=
∑
j
wjD
v
j (r1 . . . rp) +
∑
j
wjD
c
j(r1 . . . rp)
where Ψv and Ψc are taken to be the valence and core
components of the wave function. Note that for the spe-
cial case of a HF wave function the sole determinant
would be classified as a core determinant.
In the next step the core NOs present in each Dci are
modified such that they are zero outside of the core re-
gion, which gives a modified wave function,
Ψm(r1 . . . rp) =
{
Ψv(r1 . . . rp) ∀ |ri| > rc
Ψv(r1 . . . rp) + Ψc(r1 . . . rp) otherwise,
(6)
and a modified density matrix
Γpm(r1 . . . rp; r
′
1 . . . r
′
p) = Ψ
∗
m(r1 . . . rp)Ψm(r
′
1 . . . r
′
p). (7)
This modification is desirable for the same reason as in
the independent particle case; the scattering properties of
the pseudo-system are modified by a very small amount,
but significantly smaller values of rc can be used. It is
important to note that explicit modification of the core
NOs is neither required nor used in the CEPP generation
procedure described below, and the remaining non-core
NOs are not modified. This aspect of our scheme is es-
sentially a many-body generalization of the removal of
core orbitals in the generation of standard DFT or HF
norm-conserving pseudopotentials.
Reduction to a n-body matrix with all coordinates con-
strained to lie outside of the core region provides
Γ˜nm(r1 . . . rn; r
′
1 . . . r
′
n) =
(
p
n
)∫
drn+1 . . . rpΓ
p
m(r1 . . . rn, rn+1 . . . rp; r
′
1 . . . r
′
n, rn+1 . . . rp)
=
(
p
n
)∫
drn+1 . . . rpΨ
∗
v(r1 . . . rn, rn+1 . . . rp)Ψv(r
′
1 . . . r
′
n, rn+1 . . . rp) ∀ |ri|, |r′i| > rc. (8)
An important property of this modification and reduc-
tion procedure is that although core determinants do
not contribute to Γpm outside of the core region, they
do contribute to Γ˜nm outside of the core region. It is
this property that ensures that the CEPP is equivalent
to a standard norm-conserving HF pseudopotential when
the multi-determinant expansion is replaced by a single
(core) determinant. A proof of this property is given in
the appendix.
The density matrix Γ˜n must be preserved for a n-body
system to reproduce the scattering properties of the p-
body all-electron atom, but Γ˜nm must be preserved for
a n-body system to reproduce the scattering properties
of the p-body all-electron atom with the core electrons
constrained to lie within the core region.
Note that the division of Ψ into core and valence parts
is not unique. Our choice can, however, be justified by
noting that the NOs provide the most efficient orbital
representation of a wave function as a sum of deter-
minants, and that the NO occupation numbers associ-
ated with occupied (unoccupied) orbitals are the largest
(smallest) possible for all choices of orbitals.23
In principle the next step should be to define the n-
body density matrix in the core region |ri|, |r′i| < rc in
such a manner that there are n pseudo-electrons and
the density-matrix is smooth. This is a highly non-
trivial problem. Even if this could be solved, we would
then need to invert the many-body quantum Schro¨dinger
equation to obtain a potential whose ground state has
density matrix Γ˜nm. Again, this is a highly non-trivial
problem to which a solution would in general be a n-
body effective potential. To put this another way, in
addition to the familiar core-electron pseudo-interaction
naturally identifiable as a pseudopotential, there would
also be core-electron-electron pseudo-interactions, etc.,
up to and including a n+ 1-body interaction.
To avoid this difficulty we consider only the special
case of a single valence electron. The n-body modified
density matrix is then given by
Γ1m(r; r
′) =
∑
i>nc
oiψ
∗
i (r)ψi(r
′) for |r|, |r′| > rc, (9)
where the ψi are the non-core unmodified NOs with in-
dices ordered by decreasing oi. Note that although a valid
density matrix must be representable by a complete set of
orthonormal functions, this condition does not invalidate
Eq. (9). Orthonormality is allowed since our definition is
over a subspace only, and completeness is allowed since
we may introduce a subset of additional NOs with zero
occupancy that do not contribute to the sum.
Since there is only one valence electron, the charge den-
sity contains the same information as the density matrix
and we can work in terms of the pseudo-density, ρ˜, de-
fined as
ρ˜(r) =
{
Γ1m(r; r) |r| > rc
φ2(r) |r| ≤ rc, (10)
4with φ2 constructed to give the required particle number
and satisfy various smoothness conditions. Finding the
one-body potential for which ρ˜ is the ground state is then
straightforward.
Before describing the implementation of such an inver-
sion procedure, it is worth clarifying the separation of
core and valence electrons used above. This separation
procedure is a natural generalization of mean-field norm-
conserving pseudopotential theory to many-body theory,
is equivalent for non-interacting electrons in a mean-field,
and is no more ad hoc than the well established procedure
of removing core orbitals in mean-field pseudopotential
theory. The pseudopotential provided by the inversion
procedure describes the effect of core electrons on valence
electrons, including correlation. From this perspective it
is apparent that the CEPP fits naturally into the method-
ology of correlated wave function methods. The effects
of correlation involving core electrons is described by
the external potential part of the (pseudo-)Hamiltonian,
whereas correlation between valence electrons remains a
direct consequence of electron-electron interactions. For
example, a ‘HF’ calculation using CEPPs includes all
correlation except that between valence electrons, and
post-HF methods naturally add the correlation between
valence electrons to provide a complete description of the
correlation effects.
B. Pseudopotentials for single-valence-electron
systems
To create a pseudopotential for a single-valence-
electron system we calculate a one-body potential that
generates the density (and therefore the one-body den-
sity matrix) of the all-electron correlated atom outside of
the core region. We calculate the NOs and occupation
numbers on a numerical grid using the ATSP2K code19.
Core electron excitations are included in the active space
(AS) so as to describe core-valence and intra-core corre-
lation. The finite AS manifests itself as the requirement
that only a finite number of orbitals can be included in
the calculation, with each indexed by an angular momen-
tum eigenvalue l and an index analogous to the primary
quantum number of hydrogenic atoms, n. We have em-
ployed the largest ranges of n and l that avoid numerical
errors arising from linear dependence problems which, in
practice, corresponds to n ≤ 6 and l ≤ 3, with the re-
moval of one or two n = 6, high l orbitals for Li, Be, and
B. These ranges, together with the single and double ex-
citations of the core and valence electrons, define the AS
used.
The lowest energy states of different symmetries are
considered in order to construct potentials for the s, p
and d angular momentum channels of a non-local pseu-
dopotential. For example, the MCHF data for carbon are
generated for the C3+ ion in the 1s22s (2S), 1s22p (2P )
and 1s23d (2D) configurations.
We divide the radial space into three regions, in a man-
ner similar to Lee et al.9, defining the pseudopotential
and pseudo-orbital separately in each region. The po-
tential for each angular momentum channel l is written
as
Vl(r) =


VI(r) 0 ≤ r < rc
VII(r) rc ≤ r < r0
VIII(r) r0 ≤ r.
(11)
The core region is denoted by I, and the outer part is
divided into two regions, II and III. In principle the
latter division is not necessary, but it is useful in con-
trolling the numerical problems that arise far from the
nucleus where the density decreases exponentially.
In region III we take the potential to have the form
VIII = −Zv
r
− 1
2
α
r4
, (12)
which is the sum of terms due to the valence charge Zv =
Z − 2nc, and core-valence correlation effects, with the
latter described by a core polarization potential (CPP).
The parameter α is the dipole core-polarization param-
eter. Higher order terms (corresponding to quadrupole
polarizability and higher) are not considered here since
they are negligible, provided r0 is sufficiently large. This
form provides the correct asymptotic potential far from
the nucleus.
The pseudopotential in region II is constructed di-
rectly from the MCHF charge density. A pseudo-orbital
is defined by u = [ρ˜l]
1/2
and the pseudopotential is ob-
tained by inverting the radial Schro¨dinger equation:
VII =
1
2
1
u
d2u
dr2
− 1
2
l(l + 1)
r2
+ ǫ. (13)
It is tempting to identify ǫ with some target eigenvalue,
but this is not necessary since the potential in region
I has not yet been defined. Instead we note that the
potentials should be continuous at r = r0, which leads to
ǫ = −Zv
r0
− 1
2
α
r40
− 1
2
1
u
d2u
dr2
∣∣∣∣
r0
+
1
2
l(l+ 1)
r20
. (14)
The potential has a very small discontinuity in its first
derivative at r = r0. The potential in region II+III is
thus defined as that which reproduces the target charge
density outside of the core region. Note that r0 must
be large enough for VIII of Eq. (12) to be accurate, but
small enough for the inversion procedure to be numeri-
cally stable. We used values of r0 ranging from 37rc for
H to 2.3rc for F. The pseudo-orbital in II+III is then
generated as the solution of[
−1
2
d2
dr2
+
1
2
l(l + 1)
r2
+ VI − ǫ
]
φ(r) = 0, (15)
which is obtained by integrating from a large r of about
50-100 a.u. down to rc. At large r the orbital is taken
to be a decaying Whittaker function of the second kind,
5which is an exact solution of the Schro¨dinger equation
with potential −Zv/r. φ is then normalized in region
II+III such that
4π
∫ +∞
rc
φ2r2dr = 4π
∫ +∞
rc
u2r2dr. (16)
The pseudo-orbital in region I is chosen to be of a
standard form24
φ = rl+1 exp
[
6∑
k=0
a2k r
2k
]
0 ≤ r < rc, (17)
where the parameters {a2k} are defined by seven con-
straints: continuity of the value and first four derivatives
of φ at rc, V
′′
I (0) = 0, and norm conservation in region I
associated with Eq. (16),
4π
∫ rc
0
φ2r2dr = 1− 4π
∫ +∞
rc
u2r2dr. (18)
Inverting the Schro¨dinger equation in region I provides
the potential as
VI =
1
2
1
φ
d2φ
dr2
− 1
2
l(l + 1)
r2
+ ǫ. (19)
We now have the effective potential in regions I, II, and
III for which the lowest one-electron eigenstate with ǫ
and φ has the same norm as u in region I.
In our scheme we provide a target density, ρ˜, in regions
II + III, which results in the density φ2 in regions I +
II + III. Before commencing we clarify the relationship
between ρ˜ and φ2 in region II + III. For the ideal case
where an exact ρ˜ is available we could take the limit r0 →
∞, so that α would not be required (core polarization
effects would still be present since the AE wave function is
correlated). Furthermore, we would have ǫ = −I, where
I is the exact ionization energy of the ion (for example,
for carbon this would be the difference between the total
energies of C3+ and C4+), so we would exactly reproduce
the ionization energy and the charge density outside of
the core region. For a limited AS (for example a HF AE
calculation) the same desirable properties occur, as long
as r0 →∞ can be used to eliminate region III.
Region III exists when r0 is finite, and the potential
within this region is approximate. Consequently, ǫ 6= −I,
but it is an accurate approximation since ǫ approaches−I
with increasing r0, which ensures that φ
2 approaches ρ˜
with increasing r0. To put this another way, provided
that Eq. (12) is a good approximation, the pseudopoten-
tial will reproduce the AE ionization energy and (modi-
fied) density matrix outside of the core region.
Note that the quantities that must be supplied for gen-
erating the pseudopotential are the target density in re-
gion II+III, and the core-polarization parameter, α. A
target eigenvalue is not required.
C. Fixed cores and the role of the CPP
In the above discussion the pseudopotential describes
the frozen core of an ion (e.g., C3+), whereas it would
be better for the core implicit in the pseudopotential to
be that of the neutral atom, as this is closer to the elec-
tronic states of interest. This difference is expected to
be small, but we account for it by fixing the core or-
bitals to be those of a correlated neutral atom. The re-
quired orbitals and energies are obtained from two dif-
ferent MCHF calculations with the same AS, with all
determinant expansion coefficients free to vary. First ‘re-
laxed core’ MCHF results are generated for the neutral
atom, with all orbitals free to vary. From the resulting
orbitals we select the nc core orbitals. Next, we perform
a ‘fixed core’ MCHF calculation, including the core or-
bitals of the neutral atom in the AS, allowing no variation
in the core orbitals, but with all the other orbitals free
to vary. This provides a new set of NOs, {ψi}fxd, from
which we construct the target density of Eq. (10), and
hence the ‘fixed core’ pseudopotential. This procedure is
used for all of the CEPPs generated in this work, and it
provides pseudopotentials that include core-valence (and
intra-core) correlation effects.
Lee et al.9 have generated pseudopotentials from HF
orbitals and ‘accurate’ ionization energies of ions. They
evaluate corrections to both the norm and ionization en-
ergy due to fixing the core to be that of a neutral atom.
These HF corrections to the target norm and eigenvalue
are then used with the HF orbitals of the ion to gener-
ate pseudopotentials. The approach of Lee et al.9 may
be generalized from HF to MCHF, resulting in a scheme
similar to that given in this paper. At first this approach
seems appealing as it includes a semi-empirical descrip-
tion of physical effects not present in the MCHF Hamil-
tonian via the target ionization energies, such as rela-
tivistic and finite nuclear mass effects. However, we have
not considered this option further since the performance
of such pseudopotentials was similar or marginally worse
than our more ab initio pseudopotentials for all systems
considered.
Some further steps are required to define the CEPP.
The angular-momentum-dependent pseudopotential, Vl,
(Eq. (11)) provides an ab initio representation of the in-
teraction between a single valence electron and the core.
Although this could be applied as it stands to systems
containing many electrons and atoms, consideration of
the semi-empirical theory of CPPs strongly suggests that
we can improve on this.
So far we have used the term ‘core-valence correlation’
to refer to all atomic correlation not represented by a HF
pseudopotential. Consideration of semi-empirical CPPs
allows us to separate this correlation into different parts,
and to include the correlation (mostly due to exchange)
arising from interactions between the separate cores of a
many-atom system. The potential part of the Hamilto-
6nian, including the CPP, can be written as
Vˆcv =
[
Vˆv + Vˆe
]
+
[
Vˆe−e + Vˆe−I + VˆI−I
]
, (20)
where Vˆcv represents core-core, core-valence and valence-
valence correlation effects, Vˆv represents valence-valence
correlation effects, and the four CPP terms provide an
approximate representation of core-core and core-valence
correlation effects as an induced dipole interaction. Con-
sidering the CPP terms separately, Vˆe describes a one-
body valence electron potential, Vˆe−e describes a two-
body valence electron potential, Vˆe−I describes a three-
body core-core-electron interaction, and VˆI−I describes
a two-body inter-core interaction. Generating a pseu-
dopotential from an isolated atom can directly provide
ab initio versions of Vˆe and Vˆe−e, and, since Vl is a one-
body potential generated from an ion with a single va-
lence electron, it only provides an ab initio version of
Vˆcv =
[
Vˆv + Vˆe
]
. (21)
The Vl pseudopotential version of this quantity can be
expected to be superior to the semi-empirical CPP de-
scription.
In light of this we use Vl to provide an ab initio de-
scription of the one-body valence electron potential, but
rather than ignore the other parts of the correlation we
describe them using part of the semi-empirical CPP in-
teraction. This is achieved by subtracting the one-body
core-electron part of the semi-empirical CPP interaction
from the ab initio pseudopotential Vl, and adding it back
in as part of the full CPP correction.
Mu¨ller and Meyer7 describe alkali dimers using con-
figuration interaction calculations together with a CPP,
and report the influence of each of the CPP terms on
the equilibrium geometry and binding energy. They find
the Vˆe and Vˆe−I terms to be the largest and of opposite
sign. These results suggest that it is desirable to include
a semi-empirical representation of the correlation that is
not included in Vl.
We use the parameterized CPPs of Shirley and
Martin8, and define a modified pseudopotential
V ppl = Vl − Vˆe = Vl +
1
2
f2(r/r¯l)
α
r4
, (22)
where f(x) = (1−e−x2)2 is a short range truncation func-
tion used to remove the unphysical singularity at r = 0,
the r¯l are empirically defined cutoff radii for this trunca-
tion function, and α is the polarizability parameter used
in generating Vl. Throughout this paper the acronym
CEPP refers to V ppl used together with the CPP, and
we emphasise that the one-body valence-electron poten-
tial part of the CEPP is ab initio even though the one-
body valence electron potential part of the CPP is semi-
empirical.
D. Pseudopotential parameterization
We tabulate each pseudopotential on a radial grid for
use in QMC applications. However, most quantum chem-
istry packages require a Gaussian parameterization of the
pseudopotential. Following the same procedure as Trail
and Needs11,12, we use the parameterization
V˜ ppl =
6∑
q=1
Aqlr
nqle−aqlr
2
=
{
Zv/r + V
pp
local l = local
V ppl − V pplocal l 6= local,
(23)
where nql = 0, except for the local channel, for which
nql = −1 for q = 1, nql = +1 for q = 6, and nql = 0
otherwise. The local channel is chosen to be l = 2.
The values of the parameters Aql and aql are obtained
by optimization. The number of parameters is reduced
by imposing the constraints
V˜ ppl (0)− V ppl (0) = V˜ ′
pp
l (0) = V˜
′′
pp
l (0) = 0, (24)
which ensures that the parameterized form is approxi-
mately equal to the tabulated potential close to r = 0.
These constraints fix four and two Aql parameters, re-
spectively, in the local and non-local channels.
The initial set of parameter values is obtained by tak-
ing 100 random values distributed uniformly over a suit-
able range, performing a least squares fit for each set,
and solving for the ground state of each fitted potential.
The set of parameters with the lowest error in the eigen-
value are then chosen, and used as initial values for the
minimization of the penalty function25
Σ1 = 〈φl|
[
ǫ˜l|φ˜l〉〈φ˜l| − ǫl|φl〉〈φl|
]2
|φl〉, (25)
where (φl, ǫl) and (φ˜l, ǫ˜l) are the lowest energy eigen-
states for the tabulated and parameterized pseudopoten-
tial, respectively. Minimization of Σ1 is terminated when
1 − 〈φ˜l|φl〉 < 10−6 and |ǫ˜l − ǫl| < 10−5 a.u. A second
penalty function,
Σ2 =
5∑
i=1
(ǫ˜li − ǫli)2, (26)
was then minimized until maxi |ǫ˜li−ǫli| < 10−8 a.u. Only
the lowest five states are included in Σ2, since higher
states are essentially hydrogenic and their energies are
largely independent of the quality of the pseudopoten-
tial. The initial least-squares fitting, choice of best fit,
and minimization of Σ1 are employed as an effective way
of selecting a good minimum among many. The second
optimization stage is used to improve a useful measure
of the quality of the parameterization, Σ2, without sig-
nificantly increasing Σ1.
III. RESULTS
We generate CEPPs for H, Li, Be, B, C, N, O, and F.
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FIG. 1. CEPPs (before removal of the CPP) constructed
from the O5+ state. The pseudopotentials are generated from
MCHF and HF densities, and the MCHF pseudopotential
minus the HF pseudopotential (with identical core radii and
other parameters), is shown scaled by ×30.
For Li, Be, B, C, N, O, and F we choose there to be two
core electrons and use the core-polarization parameter
values of Shirley and Martin8. The three pseudopoten-
tial channels are generated from the densities provided
by MCHF calculations for the 1s22s (2S), 1s22p (2P ),
and 1s23d (2D) configurations, so that the CEPPs are
generated from the neutral Li atom, and the Be1+, B2+,
C3+, N4+, O5+, and F6+ ions. The core radii are taken
from our earlier Dirac-Fock (DF) pseudopotentials12.
Figure 1 shows CEPPs constructed using both the
MCHF and HF charge densities of O5+ with a single
s electron in the lowest energy level. The differences be-
tween the two potentials are very small on the scale of
the depth of the pseudopotential. The differences near
r = 0 are unimportant, but the deeper potential around
r = 0.6 a.u. of the MCHF-based CEPP is significant.
The sixth ionization energy of the MCHF-based CEPP
is 0.074 eV larger than that of the HF-based CEPP, and
the norm (fraction of the orbital within the pseudopoten-
tial core radius of 0.8 a.u.) is about 0.00033 larger for the
MCHF-based CEPP. The MCHF-based CEPP is there-
fore slightly more attractive than the HF-based CEPP
for this electronic state.
For H we choose there to be no core electrons, and
hence α = 0. The three pseudopotential channels are
generated from the MCHF densities (the MCHF and HF
Hamiltonians are identical for the H atom) for the neutral
1s (2S), 2p (2P ), and 3d (2D) configurations. The core
radii, rc, are taken to have the same values as in our
earlier work12, with the exception of the H d-channel, for
which we use a core radius of rc = 0.8 a.u.
In this section we assess the accuracy with which these
pseudopotentials can reproduce AE and ‘accurate’ data.
We begin by evaluating energy levels for single-valence-
electron atoms and ions, in order to assess the quality
with which the CEPPs describe a simple system without
valence-valence or inter-core correlation. These calcula-
tions are performed by direct numerical integration of the
radial equation. Next we move on to atoms with many
valence electrons, obtaining results using the MOLPRO20
implementation of CCSD(T) theory (and RCCSD(T)
when required) with large Gaussian basis sets. We calcu-
late atomic ionization energies and electron affinities at
this level of theory, in order to assess the quality of the
CEPPs for isolated atoms. Finally, we perform CCSD(T)
(and RCCSD(T)) calculations on a test set of 35 small
molecules, chosen by taking neutral members of the G126
set, removing those containing atoms other than H, Li,
Be, B, C, N, O, and F, and adding H2, BH, Be2, B2,
C2, and NO2. For each molecule we evaluate: (i) the
optimum geometry by energy minimization; (ii) the well
depth, defined as the sum of the atomization energy and
zero-point vibrational energy and denoted De, and (iii)
the ZPVEs.
The CCSD(T) calculations are performed using Dun-
ning basis sets27. Basis set contraction is not employed
in order to allow the AS for the AE and pseudopotential
calculations to be as consistent as possible, but also flexi-
ble enough to provide high accuracy. The AS for the AE
calculations is defined to include core excitations. The
computational cost of achieving a given level of accuracy
could be reduced significantly by generating a smaller
contracted even-tempered basis set for each CEPP using
the Dunning model. Although the computational effi-
ciency provided by such a choice would be desirable in
future applications of the CEPPs, it does not provide
the consistent error appropriate for assessing the accu-
racy with which the CEPP Hamiltonian reproduces AE
results.
Estimates of the complete basis set limits of the total
energies were obtained by extrapolating the n = 3, 4 basis
set energies (for example, cc-pwCVTZ and cc-pwCVQZ)
using the non-rigorous formulae
E1(n) = a1 + b1e
−n
E2(n) = a2 + b2n
−3
Eest = (a1 + a2)/2± (a1 − a2)/2, (27)
where E1 and E2 underestimate and overestimate the
correlation energy, respectively, and half their sum and
half their difference provide estimates of the converged
energy and error bounds. This is essentially a simplified
version of the approach of Feller et al.28. Extrapolation
is not used in calculating geometries or ZPVEs.
The ionization energies and electron affinities are cal-
culated using the uncontracted aug-cc-pVnZ basis set
for H, and the uncontracted aug-cc-pwCVnZ basis sets
for other atoms, with n = T,Q. For the molecules we
use uncontracted basis sets: aug-cc-pVnZ for H2, aug-
cc-pwCVnZ and aug-cc-pVnZ for LiH, aug-cc-pwCVnZ
for Li2, and cc-pwCVnZ for all others. We usually take
n = Q for geometry optimization and calculating ZPVEs,
and n = T,Q for total energies. Exceptions are described
as they arise, and the well depths are evaluated using iso-
8lated neutral atom calculations performed with the same
basis as for the molecule.
We compare the performance of the CEPPs within
CCSD(T) with AE results, and results obtained using
two other types of pseudopotential, the norm-conserving
DF pseudopotentials of Trail and Needs12 (TNDF), and
the scalar-relativistic energy-consistent HF pseudopoten-
tials of Burkatzki et al.13 (BFD). Both the BFD and
TNDF pseudopotentials include relativistic effects, while
the CEPPs do not. This comparison is used to inves-
tigate the changes that arise from the explicit inclusion
of correlation in the pseudopotential generation process,
and to test whether the CEPPs generated from single-
electron ions transfer successfully to systems with multi-
ple valence electrons and atoms. Burkatzki et al. provide
contracted basis sets for use with their pseudopotentials.
We do not use these basis sets, since the uncontracted
Dunning basis sets we have used consistently provide bet-
ter convergence properties and lower energies for first row
diatomic and hydride molecules.
We take our baseline data to be that provided by
AE CCSD(T) calculations, defining the error in the well
depth, De, the geometry, and the ZPVEs as the devi-
ation of the pseudopotential results from the AE ones.
However, in each plot the ‘accurate’ data are also shown
as deviations from the baseline and are discussed sepa-
rately at the end of this section. We make our primary
comparison of pseudopotential results with the AE base-
line data in order to separate the pseudopotential errors
from those present in both the AE and pseudopotential
CCSD(T) calculations (for example, errors due to the
finite basis sets, lack of relativistic effects, use of har-
monic vibrational energies, etc). This is desirable since
the magnitudes of the errors due to using the CEPPs and
the CCSD(T) theory are of comparable size.
Before testing the pseudopotentials, we briefly mention
the accuracy of the MCHF calculations used to generate
the pseudopotentials, and the RCCSD(T) results for the
same AE atoms and ions. We quantify the accuracy by
expressing the difference between the calculated and HF
total energies as a fraction of the difference between the
‘accurate’ and HF total energies. For the three-electron
atoms and ions used to construct the pseudopotentials
for Li, Be, B, C, N, O, and F, MCHF provides ∼98–100
% of the correlation energy, whereas RCCSD(T) provides
∼100 % for all of the atoms and ions. For the neutral
atoms MCHF provides ∼98–88 % of the correlation, de-
creasing monotonically with increasing atomic number,
and RCCSD(T) provides ∼100 % of the correlation en-
ergy for all of the atoms.
A. Energy levels for single-valence-electron atoms
and ions
The accuracy of the CEPPs is first tested by calcu-
lating single-electron excitation energies using numerical
integration. These energies are compared with ‘accurate’
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FIG. 2. Difference between ‘accurate’ and CEPP excitation
energies for the single-electron H atom. Both tabulated and
parameterized CEPP results are shown, and the ‘accurate’
data are experimental data taken from NIST29. Results are
shown in the range n = 1 . . . 6 and l = 0 . . . 5, with each
segment containing results ordered by increasing l.
energy levels by averaging spectral data29 over the spin-
splitting using the standard formula
ǫnl =
[
(l + 1)ǫj=l+1/2 + lǫj=l−1/2
]
/ [2l+ 1] , (28)
and subtracting the n → ∞ limit (taken from NIST29).
Equation (28) is a natural choice as it would exactly re-
move spin-splitting if it arose from a perturbative treat-
ment of spin-orbit coupling. The difference between the
energy levels obtained with the tabulated CEPP and the
‘accurate’ energy levels provides a measure of the accu-
racy with which a pseudopotential reproduces the one-
electron excitation spectrum.
Figure 2 shows results for the neutral H atom30 with
the tabulated and parameterized CEPP. All of the results
are well within chemical accuracy of 1 kcal.mol−1, and
the results obtained with the parameterized and tabu-
lated CEPPs are almost indistinguishable, with the max-
imum difference being −0.006 kcal.mol−1 for nl = 1s.
Figure 2 does not show perfect agreement between the
‘accurate’ and CEPP excitation energies, even for the
states used to construct the CEPP, with the largest dif-
ference between the ‘accurate’ and pseudo-levels being
0.17 kcal.mol−1 at nl = 1s. This difference arises almost
entirely from our assumption of an infinite nuclear mass
and, on adjusting the energy levels using the appropriate
scaling factor, the maximum value of the remaining error
is −0.013 kcal.mol−1 for nl = 6s.
Figure 3 shows results for the neutral Li atom as the
difference between the ‘accurate’ energy levels of Li31 and
pseudo-levels obtained with the tabulated and parame-
terized CEPPs. The ‘accurate’ results are reproduced
to well within chemical accuracy, with the largest er-
ror for the tabulated and parameterized CEPPs being
0.070 kcal.mol−1 (at nl = 2p) and 0.17 kcal.mol−1 (at
nl = 2p), respectively. The results obtained with the pa-
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FIG. 3. Difference between ‘accurate’ and CEPP excitation
energies for the single-valence-electron Li atom. Both tabu-
lated and parameterized CEPP results are shown. The ‘accu-
rate’ data are experimental29. Results are shown in the range
n = 2 . . . 6 and l = 0 . . . 5 where ‘accurate’ data are available.
Each segment contains results ordered by increasing l.
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FIG. 4. Same as Fig. 3, but for C3+.
rameterized and tabulated CEPPs agree to well within
chemical accuracy, with a maximum difference of −0.10
kcal.mol−1 at nl = 2p.
Figure 4 shows analogous results for the C3+ ion. The
difference between the ‘accurate’32 and pseudo-atom en-
ergy levels is larger than for Li, reflecting a general
trend that the error increases with atomic number (for
the atoms considered). The largest deviations from the
‘accurate’ data for tabulated and parameterized CEPPs
are both within chemical accuracy at −0.89 kcal.mol−1
(at nl = 3s). The maximum difference between the
tabulated and parameterized CEPP results of −0.029
kcal.mol−1 for nl = 4p is smaller than the maximum
difference for Li.
Figure 5 shows similar results for the F6+ ion. The
parameterization is accurate, with a maximum difference
between the tabulated and parameterized CEPP results
of −0.074 kcal.mol−1 for nl = 4p, which is smaller than
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FIG. 5. Same as Fig. 4, but for F6+.
that for Li. The difference between the ‘accurate’33 and
pseudo-atom energy is larger than chemical accuracy for
a number of levels, with differences of −8.3, −7.7, and
−0.7 kcal.mol−1 for nl = 2s, 2p and 3d. This is not an
error due to the CEPP generation process per se, since
the CEPP is designed to reproduce the properties of an
ion with the core of the neutral atom. For example, con-
sider the largest error at nl = 2s. Generating an alterna-
tive CEPP from fully relaxed core NOs reduces this from
−7.7 to −4.5 kcal.mol−1, in good agreement with the AE
MCHF value of −4.6 kcal.mol−1 (and the AE CCSD(T)
value of −4.5 kcal.mol−1). Furthermore, this remaining
error is almost entirely due to relativistic effects; includ-
ing a Breit-Pauli relativistic correction in the AE MCHF
calculation results in a final error of only −0.1 kcal.mol−1
(AE CCSD(T) with a Douglas-Kroll-Hess Hamiltonian
results in an error of 0.2 kcal.mol−1). This suggests that
the deviation of the CEPP results from ‘accurate’ results
is satisfactory, since our CEPPs have been generated to
represent the cores of the neutral atoms, and to exclude
relativistic effects.
We conclude that our parameterization is successful, in
that the deviations of the pseudo-levels from ‘accurate’
data are sufficiently small, and the CEPPs accurately
describe isolated single-valence-electron atoms. We also
conclude that the deviation of the CEPP single-valence
electron excitations from ‘accurate’ results is dominated
by physical effects absent from the MCHF data and, for
fluorine, by the fixed core correction, rather than due to
deficiencies in the pseudopotential generation procedure.
Note that these results provide no information on the
transferability of the CEPPs between the ionic states and
more neutral states.
B. Ionization energies and electron affinities
Here we examine the accuracy of the parameterized
CEPPs with more than one electron in accounting for
the ionization energies and electron affinities of isolated
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atoms and ions. Unlike the one-electron spectra consid-
ered above, we primarily compare with AE results, al-
though ‘accurate’ data obtained from the NIST online
database29 are also considered.
Results were obtained at the CCSD(T) level using the
aug-cc-pVnZ basis set for H, and the aug-cc-pwCVnZ
basis set otherwise, with the complete basis set limit en-
ergies estimated using n = T,Q27 and Eqs. (27). Results
were generated for AE atoms, and for the TNDF and
BFD potentials and the CEPPs. Calculated ionization
energies and electron affinities, together with ‘accurate’
data29, are shown in Tables I and II for H, Li, C3+, and
F6+. In what follows we concentrate on the differences
between the CEPP and AE results.
The data for H shown in Table I provide ionization en-
ergies and electron affinities well within chemical accu-
racy of the AE values, with the CEPP results deviating
from the AE data by less than 0.0035 eV, and consis-
tently being the most accurate of the three pseudopoten-
tials. As for single-electron energy levels, the assumption
of infinite nuclear mass results in an overestimate of the
ionization energy by about 0.0073 eV when compared
with the ‘accurate’ value, see Table I. On adjustment for
finite nuclear mass, the ionization energy arising from
the CEPP calculation differs from the ‘accurate’ result
by only 0.004 eV.
As demonstrated by the data in Table I, the Li CEPP
performs very well, with the deviation from the AE re-
sults being well within chemical accuracy, with a max-
imum value of 0.008 eV. The agreement with the AE
results is much worse for the TNDF and BFD pseudopo-
tentials, with the first ionization energy deviating from
the AE value by about 0.043 eV. We conclude that the Li
CEPP gives more accurate results than the TNDF and
BFD pseudopotentials.
H
I1 (eV) EA (eV)
‘Accurate’ 13.598433770784(12) 0.754195(19)
AE 13.6066(3) 0.7471(8)
TNDF 13.6104(6) 0.7475(8)
BFD 13.6102(6) 0.7495(8)
CEPP 13.6098(6) 0.7469(8)
Li
I1 (eV) EA (eV)
‘Accurate’ 5.391714668(22) 0.618049(2)
AE 5.3921(2) 0.6178(1)
TNDF 5.34289(2) 0.62685(8)
BFD 5.34244(2) 0.62719(8)
CEPP 5.38746(2) 0.62555(9)
TABLE I. Ionization energies (I) and electron affinities (EA)
of H and Li. All-electron and pseudopotential ionization en-
ergies and electron affinities are calculated with RCCSD(T).
‘Accurate’ ionization energies are taken from NIST29, and are
ab initio for H and experimental for Li. The ‘accurate’ elec-
tron affinity is from experiment34,35.
The errors for C3+ deduced from the data in Table
II are larger and more complex. The largest deviation
from the AE results occurs for the TNDF pseudopoten-
tial (I4), with the BFD pseudopotential providing the
smallest maximum deviation (I2). The CEPP and AE
results agree to within chemical accuracy for three out
of the five cases, two of which are the important low-
est energy excitations of the first ionization energy and
the electron affinity. Neither the BFD or TNDF results
for the first ionization energy agree with the AE data to
within chemical accuracy.
Table II also provides data for F6+, showing similar be-
havior to the C3+ case. Both the TNDF and BFD pseu-
dopotentials reproduce the AE results to within chemical
accuracy for only the electron affinity, whereas the CEPP
reproduces both the first ionization energy and electron
affinity to within chemical accuracy.
There are two separate sources of error in using a
CEPP for isolated atoms: (i) the error due to represent-
ing core-valence correlation by a static potential, and (ii)
the error due to generating the CEPP from an ion and
using it for states that are close to neutral. To investi-
gate the relative magnitudes of these errors we generate
a second CEPP from a coreless one-electron Li2+ ion us-
ing the 2s (2S), 2p (2P ), and 3d (2D) configurations, so
that the s-channel reproduces the 2s orbital. This choice
is made because it is much more important to accurately
reproduce the chemically active 2s orbital than the 1s
core orbital. We choose the same core radii as in ear-
lier work12; rc = 0.5 a.u. for the s-channel and rc = 0.8
a.u. for the rest. (Results obtained with the coreless Li2+
CEPP are not included in Table I.)
The second and third ionization energies obtained with
the coreless Li2+ CEPP are not accurate as they differ
from the AE and ‘accurate’ values by about 0.35 eV.
However, the first ionization energy and electron affinity
are considerably more accurate than those from the Li
CEPP, with an error of less than 0.0009 eV (in compari-
son to 0.008 eV from the CEPP with a core). It is clear
that the coreless Li2+ CEPP does not represent core-
valence interactions with a static potential (as there are
no core electrons) and is generated from an ion, whereas
the Li CEPP describes core-valence interaction with a
static potential and is constructed from a neutral atom.
We conclude that, at least for Li, the error due to trans-
ferring the CEPP between different ionization states is
less than that due to representing core-valence correla-
tion by a static potential. However, for both cases the
error is small and is well within chemical accuracy.
The errors for carbon and fluorine include contribu-
tions from representing the core-valence interaction by
a static potential and from generating the CEPP in a
highly ionized state and applying it to less ionized states.
Our results suggest that the sum of these errors is small
since both the C+3 and F+6 CEPPs reproduce the AE
values of the electron affinity and first ionization energy
to within chemical accuracy. Finally we note that, for
Li, C+3, and F+6, considering the deviation of the CEPP
11
results from ‘accurate’ data does not alter our analysis
significantly, and the AE results are within chemical ac-
curacy of the ‘accurate’ data.
We conclude that CEPPs successfully reproduce ion-
ization energies and electron affinities for isolated atoms
with one or more valence electrons.
C. Optimized geometries
Molecular geometries are obtained by direct minimiza-
tion of the CCSD(T) energy, enforcing the known sym-
metry of each molecule to obtain the free parameters for
optimization. We generate results for the test set of 35
small molecules for the AE systems, and the TNDF and
BFD pseudopotentials, and the CEPPs.
We have not attempted to extrapolate the geometries
to the complete basis set limit, and we use the basis
sets as described following Eqs. (27) with n = Q, except
for H2CO, H2O2, H3COH, and H4N2, for which we use
n = T . The molecular geometries are characterized by
their bond lengths, bond angles, and dihedral angles. De-
viations of these quantities from the AE CCSD(T) values
are evaluated, and we seek standard chemical accuracy of
0.01 A˚. Comparison of bond lengths is straightforward,
but comparison of bond angles and dihedral angles is less
so. We have mapped the bond and dihedral angles to the
arc of a circle of radius 1.0 A˚ (a typical bond length for
the molecules considered), and this arc length is com-
pared to the standard chemical accuracy value of 0.01 A˚.
To put this another way, we consider chemical accuracy
for bond and dihedral angles to be 0.57◦.
Figure 6 shows geometry parameters from optimiza-
tions with all three pseudopotentials, as deviations from
the baseline AE results. (No data are available for H2O2
with TNDF or BFD since these calculations failed to con-
verge.) For almost all molecules the TNDF and BFD
potentials, and the CEPPs, provide molecular geome-
tries within chemical accuracy of the AE results. The
maximum deviations from the AE results for the TNDF
and BFD potentials, and the CEPPs, are 0.0096 A˚ (for
Be2), 0.015 A˚ (for CH2(
3B1)), and 0.014 A˚ (for H2O2),
respectively. The mean absolute deviations (MAD) from
the AE results are 0.0032 A˚, 0.0029 A˚, and 0.0041 A˚,
respectively.
It is desirable to find some measure of the contribu-
tion of core-valence interaction and transferability errors
to the deviation of the CEPP optimized geometries from
the AE values. For LiH and Li2 this can be achieved by
briefly returning to the coreless one-electron Li2+ CEPP
of Sec. III B. For LiH the deviation of the optimum bond
length from the AE value is reduced by ×1/6 when we re-
place the ‘standard’ Li CEPP by the coreless Li2+ CEPP.
Similarly, for Li2 the coreless Li
2+ CEPP reduces this er-
ror by ×1/9. Following the same reasoning used for the
ionization energies, this suggests that the error from the
CEPP is mostly due to representing core-valence interac-
tion with a static potential, and that generating a CEPP
from an ion and transferring it to a neutral system in-
troduces a relatively small error. (Results obtained using
the coreless Li2+ CEPP are not shown in Fig. 6.)
We conclude that geometry optimization with the
TNDF and BFD potentials and the CEPPs is success-
ful in that they reproduce the AE results to within 0.015
A˚. The TNDF potentials give slightly more accurate ge-
ometries than the BFD and CEPP potentials, and the
TNDF geometries are within chemical accuracy of the
AE results for all of the systems studied. However, all
three potentials give a good description of the geome-
tries, with the variation in the errors between molecules
being comparable to the variation in the errors between
pseudopotential types.
D. Well depths
The molecular well depth, De, is obtained at the opti-
mum geometry by evaluating the difference between the
CCSD(T) total energies of the molecules and their com-
ponent atoms using consistent basis sets, and estimating
the energies in the complete basis set limit using Eqs.
(27). The basis sets used are as described following Eqs.
(27).
Figure 7 shows well depths, De, for the TNDF and
BFD potentials and the CEPPs, as deviations from the
AE well depths. All of the data are calculated at the
optimum geometries (no data is available for H2O2 with
the TNDF or BFD pseudopotentials, since these calcu-
lations failed to converge). Note that Eqs. (27) provide
a range of values for the error in De, but this range is
not discernable on the scale of the plot. The smallness of
this range is due to cancellation of extrapolation errors
between the AE and pseudopotentials results.
Overall, the errors in the TNDF and BFD results in-
crease with molecular size, with a maximum deviation
from the AE results of −5.7 kcal.mol−1 (for CO2) and
−8.2 kcal.mol−1 (for H4N2), respectively. However, the
MAD values are similar, with 2.0 kcal.mol−1 for the
TNDF pseudopotentials and 2.2 kcal.mol−1 for BFD.
The agreement with the AE results is, for both TNDF
and BFD, well outside of chemical accuracy for most
molecules, and we ascribe this, at least in part, to the ab-
sence of correlation in the generation of these pseudopo-
tentials. Overall the TNDF pseudopotentials appear to
be more accurate than BFD, but not consistently so for
all of the molecules considered.
Figure 7 also shows well depths, De, for CEPPs as
deviations from the baseline AE results. These results
are consistently more accurate than for the uncorrelated
pseudopotentials, with a maximum deviation from the
AE results of 2.3 kcal.mol−1 (for N2) and a MAD of 0.6
kcal.mol−1. The well depths of 27 out of the 35 molecules
fall within chemical accuracy of the AE values.
We quantify the error in De due to core-valence inter-
action and transferability in the same manner as for ge-
ometry optimization. Replacing the ‘standard’ Li CEPP
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FIG. 6. Deviation of spatial parameters from the baseline AE CCSD(T) results. The AE and pseudopotential results are
obtained by geometry optimization as described in the text, using the TNDF and BFD pseudopotentials, and the CEPPs.
The deviation of the ‘accurate’ results from AE data is shown in gray, with the ‘accurate’ data taken from NIST38, with the
exception of CH2(
3
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39, H2O
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42. All ‘accurate’ spatial parameters are experimental, and the coordinates
for each molecule are ordered as in the NIST database. Almost all of the pseudopotential results are within chemical accuracy
(horizontal gray lines) of the AE data.
by the coreless one-electron Li2+ CEPP of Sec. III B re-
sults in a ×1/30 and ×1/50 reduction in the deviation of
the CEPP results from the AE results for LiH and Li2,
suggesting that the error in the CEPP arises mostly from
the representation of the core-valence interaction by a po-
tential and that the error due to transferring the CEPP
from an ion to the neutral system is small. (Results ob-
tained using the coreless Li2+ CEPP are not shown in
Fig. 7.)
We conclude that the CEPPs provide significantly
more accurate well depths than the TNDF and BFD
pseudopotentials.
E. Zero-point vibrational energies
The harmonic ZPVEs are obtained within CCSD(T)
by diagonalization of the Hessian obtained from numer-
ical energy derivatives at the optimum geometry, and
summation of the contributions from each mode. We
do not attempt to extrapolate this data to the complete
basis set limit, and we use the basis sets as described fol-
lowing Eqs. (27) with n = Q, except for B2, N2, H2CO,
H2O2, C2H4, H3COH, H4N2, and C2H6, for which we
use n = T .
Figure 8 shows the ZPVEs obtained for the TNDF and
BFD potentials and the CEPPs as deviations from the
baseline AE results (no data is available for H2O2 with
TNDF or BFD pseudopotentials, as these calculations
failed to converge). For all three pseudopotentials and
all molecules the ZPVEs fall well within chemical accu-
racy (of 1 kcal.mol−1) of the AE results. Of the three
pseudopotential types, the CEPPs consistently provide
the most accurate ZPVEs. The maximum deviations
from the AE results for the TNDF and BFD potentials,
and the CEPPs are −0.15, −0.38, and 0.13 kcal.mol−1,
respectively. The MADs from the AE results are 0.05,
0.09, and 0.03 kcal.mol−1, respectively. It appears that
the underestimation of the ZPVEs by the BFD pseu-
dopotentials for some molecules is primarily due to an
inadequate description of H.
We quantify the errors in the harmonic ZPVEs for the
CEPPs due to core-valence interaction and transferabil-
ity in the same manner as for the geometry optimization
and well depth. Replacing the ‘standard’ Li CEPP by the
coreless one-electron Li2+ CEPP of Sec. III B results in
a ×1/143 and ×1/6 reduction in the differences between
the CEPP and AE results for the LiH and Li2 molecules.
This suggests that the error in the CEPP ZPVE is mostly
due to the representation of the core-valence interaction
by a potential, with the error due to transferring the
CEPP from an ion to a neutral system being relatively
unimportant. (Results obtained using the coreless Li2+
CEPP are not shown in Fig. 8.)
We conclude that, of the three pseudopotentials, the
CEPPs reproduce the AE ZPVEs to the highest accuracy.
The ZPVEs calculated using the TNDF pseudopotentials
are marginally less accurate. The ZPVEs calculated us-
ing the BFD pseudopotentials are significantly less ac-
curate, with a maximum deviation from the AE results
of ×3 greater than for the CEPPs, but still well within
chemical accuracy of the AE results.
F. All-electron CCSD(T) and ‘accurate’ data
The differences between the ‘accurate’ geometries and
the AE data is significantly larger than chemical accuracy
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FIG. 7. Deviation of well depths from the baseline AE CCSD(T) results. The AE and pseudopotential results are obtained at
the optimum geometries as described in the text, using the TNDF and BFD pseudopotentials, and the CEPPs. ‘Accurate’ well
depths are obtained by summing experimental dissociation energies and ZPVEs, with the exception of C2
28 for which the well
depth is ab initio28. Dissociation energies are from O’Neil and Gill43 , except for BH44, Be2
45, B2
46, and NO2
47. Zero-point
vibrational energies are from NIST38 except for Be2
45, B2
46, and NO47. The gray range shows the deviation of the ‘accurate’
well depths from the range of AE well depths given by Eqs. (27), and the gray horizontal lines indicate chemical accuracy.
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FIG. 8. Deviation of the ZPVEs from the baseline AE CCSD(T) results. The AE and pseudopotential results are obtained at
the optimum geometries as described in the text, using the TNDF and BFD pseudopotentials and the CEPPs. The deviation
of the ‘accurate’ experimental data from the AE results is shown in gray. ‘Accurate’ ZPVEs are from NIST38, except for Be2
45.
The gray horizontal line indicates the lower bound for chemical accuracy.
for H2O2, H3COH, and H4N2, where the errors occur
for bond or dihedral angles. Relaxing the geometry of
H2O2 using the contracted aug-cc-pVTZ basis results in a
negligible change in bond lengths, a small improvement in
the bond angle, and an error in the dihedral angle which
is smaller than chemical accuracy. This suggests that the
error in the original calculation arose from the absence
of diffuse basis functions resulting in a poor description
of bond angles involving H-H interactions.
Geometry optimization for H3COH using the con-
tracted aug-cc-pVTZ basis set suggests a similar source
of error, resulting in a negligible change in bond lengths
and an error in bond angles of chemical accuracy or
less. Geometry optimization of H4N2 using the con-
tracted aug-cc-pVTZ appears to increase the errors in
both bond angles. However, this is probably not signifi-
cant given the uncertainty in the experimental values for
these quantities48.
There is an underlying trend for the well depths, De,
to be overestimated in the AE results as compared with
the ‘accurate’ data. It seems reasonable to ascribe part
of this error to the absence of relativistic effects since
the relativistic correction provided by O’Neil and Gill43
shows a similar general behavior and magnitude, decreas-
ing the well depth by 0.0−1.1 kcal.mol−1. However, such
a correction does not explain all of the error (particularly
14
for B2, CN, and NO2).
For a detailed analysis of the remaining error due to
extrapolation to the complete basis set limit and correla-
tion missing from CCSD(T) we refer the reader to Feller
and Peterson49.
Our AE results agree with ‘accurate’ data with a simi-
lar accuracy to that achieved by Feller and Peterson, with
a MAD and maximum deviation from the ‘accurate’ data
of 0.95 and 2.5 kcal.mol−1 for those molecules common
to both their paper and ours (all of our set except for
BH, Be2, B2, C2, and NO2). For comparison, taking the
results of Feller and Peterson that include core-valence
correlation and comparing with our ‘accurate’ data re-
sults in a MAD and maximum deviation of 0.53 and 2.9
kcal.mol−1. We consider the agreement between our ab
initio AE results and ‘accurate’ data to be as good as
we could hope for, given the neglect of relativistic cor-
rections, the correlation missing from CCSD(T) in the
complete basis set limit (estimated49 to be roughly 1
kcal.mol−1), and that the experimental errors49, when
available, fall within the range 0.01− 2.4 kcal.mol−1.
Overall the deviation of the ‘accurate’ well depths from
the AE results is not significantly different from the de-
viation of the CEPP well depths from the AE data; the
MADs of the AE results from the ‘accurate’ data, the
CEPP results from the ‘accurate’ data, and the CEPP re-
sults from the AE results are 1.0, 0.8, and 0.6 kcal.mol−1,
respectively.
The MAD of the ‘accurate’ ZPVEs from the AE re-
sults is 0.42 kcal.mol−1, with a maximum value of −1.89
kcal.mol−1 for C2H6. This is significantly larger than
the deviation of the CEPP results from the AE values
(0.03 kcal.mol−1, and a maximum of 0.13 kcal.mol−1 for
H4N2).
The data shows the general trend that the calcu-
lated harmonic ZPVEs overestimate the ‘accurate’ data,
with the overestimation increasing with the number of
H atoms present in each molecule. This trend is partic-
ularly apparent for the 8 larger molecules on the right
hand side of Fig. 8. It is also evident in the good agree-
ment between the ‘accurate’ data and the AE results for
the two largest molecules containing no hydrogen atoms,
CO2 and NO2, and in the small error for the diatomic
molecules compared with the rest of the set. Overall
the deviation of the ‘accurate’ ZPVEs from the AE data
appears to be dominated by cubic anharmonic effects in-
volving hydrogen atoms50, which reduce the vibrational
frequencies. Such effects are not included in our AE and
pseudopotential calculations, suggesting that the AE har-
monic ZPVEs have provided the appropriate baseline for
assessing the performance of the pseudopotentials.
IV. CONCLUSIONS
We have developed a scheme for generating pseu-
dopotentials suitable for use in correlated-electron cal-
culations. These correlated electron pseudopotentials
(CEPPs) are created using data from correlated-electron
atomic MCHF calculations and ab initio core polarizabil-
ities. We have created CEPPs for the H, Li, Be, B, C,
N, O, and F atoms, although our approach can readily
be applied to heavier elements. We emphasize that the
full accuracy of the CEPPs is obtained only when the
potential of Eq. 20 is used, made up of an ab initio one-
electron term and three many-body terms taken as part
of the semi-empirical CPP potential.
The CEPPs have been tested by performing CCSD(T)
calculations with large Gaussian basis sets for various
atoms and molecules and comparing the resulting equilib-
rium geometries, well depths, and zero-point vibrational
energies of 35 small molecules with accurate AE results.
The MAD and maximum errors in the well depths of
the 35 molecules are: CEPP (0.6 and 2.3 kcal.mol−1),
TNDF (2.0 and −5.7 kcal.mol−1), and BFD (2.2 and
−8.2 kcal.mol−1). These results demonstrate the supe-
rior performance of our CEPPs for correlated systems, as
compared with the uncorrelated pseudopotentials avail-
able in the literature. The results for the geometries and
ZPVEs are similar for the different potentials.
Many of the CEPPs are generated in highly ionized
states, but our results show that they can give highly
accurate results for neutral systems. In the light of
the known transferability problems that occur for norm-
conserving DFT pseudopotentials this is, perhaps, a
surprising feature of our results. This can be under-
stood by noting that our CEPPs are constructed by
exact inversion of the pseudo-atom Schro¨dinger equa-
tion, whereas a norm-conserving DFT pseudopotential
is constructed by an approximate inversion of the self-
consistent Kohn-Sham equations (in the sense that the
exchange-correlation functional is approximate, contains
self-interaction, and is linearized in the inversion pro-
cess). Consequently the CEPPs can be expected to show
better transferability than DFT pseudopotentials. Fur-
thermore, it is well known that atomic cores become less
responsive to valence electrons as we move to the right
of each period (as in CPP theory). This suggests that
although the description of core-valence interactions will
become less accurate it will also exhibit a weaker depen-
dence on the behaviour of the valence electrons. Our
results are consistent with this; the transfer error for
lithium was found to be negligible and as we move to
the right of the period no consistent increase in error is
apparent for electron affinities or first ionization energies
of atoms, or for the geometries, well depths, or ZPVEs
of molecules.
It would be possible to improve the CEPPs by in-
cluding, for example, relativistic effects, although they
are small for the light atoms considered here. Over-
all we conclude that the CEPPs work very well in the
cases considered and that they produce better results
in correlated-electron calculations than HF-based pseu-
dopotentials available in the literature.
Tabulated and parameterized forms of the CEPPs de-
scribed in this paper are given in the supplementary
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material.51
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Appendix: Properties of reduced density matrices
due to modified core NOs
In Sec. II A a many-body wave function made up of va-
lence determinants and modified core determinants was
defined and used to construct a p-body density matrix.
This p-body density matrix was then reduced to a n-body
density matrix in order to define the CEPP.
It is tempting to assume that since the core determi-
nants of Sec. II A are zero outside of the core region the
modified core determinants will not contribute to the n-
body reduced density matrix (and CEPP) in this region.
This is not so. To demonstrate this we consider the spe-
cial case of a Hartree-Fock wave function, which is a sin-
gle normalized core determinant, for which the core NOs
are chosen to be zero outside of the core region.
We define the Hartree-Fock wave function as a function
of all electronic co-ordinates, r1 . . . rp, where |ri=1...n| >
rc, but ri=n+1...p are free to vary over all space. The
Slater determinant may then be written as
ΨHF =
1√
p!
∣∣∣∣ A11 A120 A22
∣∣∣∣ , (A.1)
where row and column indices are orbital and electron co-
ordinate indices, respectively. The block-matrices A11
and A12 are composed of non-core orbitals, the block
matrix A22 is composed of core orbitals, and the zero-
block arises from the constraint on the first n co-ordinates
and the properties of the core orbitals. Note thatA11 is a
n×nmatrix,A12 is n×(p−n), andA22 is (p−n)×(p−n).
From the properties of zero-block matrices such a de-
terminant may be written as
ΨHF =
1√
p!
|A11||A22|, (A.2)
from which it follows that the p-body density matrix can
be written as
Γp = Ψ∗HF(r1 . . . rp)ΨHF(r
′
1 . . . r
′
p)
=
1
p!
|A11(r1 . . . rn)|∗|A22(rn+1 . . . rp)|∗
|A11(r′1 . . . r′n)||A22(r′n+1 . . . r′p)|. (A.3)
We may then reduce this to a n-body density matrix
by integration over the final (p− n) co-ordinates,
Γn =
(
p
n
)∫
Γpdrn+1 . . . rp
=
1
p!
(
p
n
)
|A11(r1 . . . rn)|∗|A11(r′1 . . . r′n)| (A.4)∫
drn+1 . . . rp|A22(rn+1 . . . rp)|∗|A22(rn+1 . . . rp)|,
and use orthonormality of orbitals to obtain
Γn =
(p− n)!
p!
(
p
n
)
|A11(r1 . . . rn)|∗|A11(r′1 . . . r′n)|
=
1
n!
|A11(r1 . . . rn)|∗|A11(r′1 . . . r′n)|. (A.5)
In this final expression Γn is clearly the n-body density
matrix associated with a Slater determinant of the n non-
core orbitals. Note that all of the above equations and
statements are correct only for |ri=1...n| > rc, and for
core NOs that are zero outside of the core region.
For a multi-determinant expansion, the expressions
given above become more complicated, but the largest
contribution to the final n-body density matrix is still
provided by the determinant whose expansion coefficient
has the largest absolute value. No information provided
by the non-core NOs is lost in the CEPP generation pro-
cedure.
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C3+
I4 (eV) I3 (eV) I2 (eV) I1 (eV) EA (eV)
‘Accurate’ 64.49358(19) 47.88778(12) 24.3845(9) 11.26030 1.262
AE 64.4674(5) 47.874(1) 24.384(4) 11.260(2) 1.250(1)
TNDF 64.112058(5) 47.8901(9) 24.249(3) 11.191(2) 1.229(1)
BFD 64.45501(5) 48.0007(7) 24.225(3) 11.180(2) 1.221(1)
CEPP 64.46782(5) 48.1702(8) 24.479(3) 11.276(2) 1.226(1)
F6+
I4 (eV) I3 (eV) I2 (eV) I1 (eV) EA (eV)
‘Accurate’ 87.175(17) 62.7080(3) 34.97081(12) 17.42282(5) 3.4011895(25)
AE 87.209(7) 62.799(7) 34.962(10) 17.425(6) 3.431(5)
TNDF 87.072(4) 62.696(4) 34.873(9) 17.370(5) 3.413(5)
BFD − 62.624(5) 34.863(10) 17.371(6) 3.411(5)
CEPP 87.528(4) 63.007(4) 35.033(9) 17.436(5) 3.412(5)
TABLE II. Ionization energies (I) and electron affinities (EA) of C and F. The all-electron and pseudopotential ionization
energies and electron affinities are calculated using RCCSD(T). ‘Accurate’ ionization energies are taken from NIST29, and are
experimental, with the exception of C(I2), F(I4), and F(I3), which are semi-empirical. The ‘accurate’ electron affinity is from
experiment36,37.
