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Abstract. The purpose of this paper is to study boundary value prob-
lems of transmission type for the Navier-Stokes and Darcy-Forchheimer-
Brinkman systems in two complementary Lipschitz domains on a com-
pact Riemannian manifold of dimension m ∈ {2, 3}. We exploit a layer
potential method combined with a fixed point theorem in order to show
existence and uniqueness results when the given data are suitably small
in L2-based Sobolev spaces.
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1. Introduction
Let M be an infinitely smooth, compact, boundaryless Riemannian manifold
of dimension m ≥ 2. Let α > 0 be a given constant. Then the following linear
equations
Lα(u, π) := (L+ αI)u + dπ = f , δu = 0 (1.1)
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been also partially supported by the grant EP/M013545/1: ”Mathematical Analysis of
Boundary-Domain Integral Equations for Nonlinear PDEs” from the EPSRC, UK.
2 M. Kohr, S. E. Mikhailov and W. L. Wendland
determine the Brinkman system. Note that
L := 2Def∗Def = −△+ dδ − 2Ric
is the natural operator that appears in the structure of the Stokes system on
M (cf. [19, pp. 161, 162]; see also [18, 57]), Def is the deformation operator,
△ := −(dδ+δd) is the Hodge Laplacian, d is the exterior derivative operator,
δ is the exterior co-derivative operator, and Ric is the Ricci tensor ofM (see,
e.g., [18, Section 1], [43, Chapters I-V], [57], [68, Appendix B]). In the next
section we give more details on these operators. For α = 0, system (1.1)
reduces to the incompressible Stokes system,
L0(u, π) := Lu+ dπ = f , δu = 0. (1.2)
The nonlinear system
Lv + αv + k|v|v + β∇vv + dp = f , δu = 0 (1.3)
is called the incompressible Darcy-Forchheimer-Brinkman system. Note that
∇ is the Levi-Civita connection, and∇uu is the covariant derivative of u with
respect to u. In Euclidean setting such a system describes flows in porous
media saturated with viscous incompressible fluids when the inertia of such
a fluid can not be neglected. The constants α, k, β > 0 are determined by the
physical properties of such a porous medium (for further details we refer the
reader to the book by Nield and Bejan [60, p. 17] and the references therein).
When α = k = 0, (1.3) reduces to the incompressible Navier-Stokes system
Lv + β∇vv + dp = f , δu = 0, (1.4)
that plays a main role in fluid mechanics.
Note that the operators involved in the PDE systems (1.1)-(1.4) are
variable-coefficient operators due to their dependence on the differential and
metric structures of the manifold.
The considered partial differential equations and related boundary value
problems on manifolds have various practical applications. A suggestive ex-
ample is given by the Navier-Stokes equations which reduce to the equations
of thin layers when the thickness of such a layer tends to zero (cf., e.g., [18]).
For further relevant applications of the Navier-Stokes equations on manifolds
we refer the reader to [18, 19, 69, 70] and the references therein (see also [14]).
On the other hand, the analysis of transmission problems for the Navier-
Stokes and Darcy-Forchheimer-Brinkman systems on compact surfaces (e.g.,
on the sphere S2) is well motivated by the geophysical model of flow of water
or other viscous fluids, which pass through porous rocks or porous soil (see
also [28]).
Layer potential methods have been often used in the mathematical anal-
ysis of elliptic boundary value problems on Lipschitz domains in Rn, n ≥ 2.
Fabes, Kenig and Verchota in [20] have studied the L2-Dirichlet problem for
the Stokes system in Lipschitz domains in Euclidean setting, by reducing
such a problem to the analysis of related boundary integral operators. By us-
ing the technique of boundary integral equations, Mitrea and Wright in [58]
have obtained well-posedness results for the main boundary value problems of
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Dirichlet, Neumann, and transmission type for the Stokes system in Lipschitz
domains in Rn, n ≥ 2, with data in Lp, Sobolev and Besov spaces. Medkova´
in [47] obtained well-posedness results for L2-solutions of boundary problems
of transmission type for the Brinkman system in Lipschitz domains in Rn,
n ≥ 3. Other applications of layer potential theory for elliptic boundary value
problems can be found in [21], [23] and [41].
Another branch of integral methods for PDEs is related with parametrix
(Levi function). Parametrix-based direct segregated systems of boundary-
domain integral equations (BDIEs) for mixed boundary value problems of
Dirichlet-Neumann type corresponding to a scalar second-order divergent el-
liptic partial differential equation with a variable coefficient in interior and
exterior domains in R3 were analysed in [7] and [11], respectively. In do-
mains with interior cuts (cracks) such systems have been studied in [8]. In
[9], the variable-coefficient transmission problems with interface crack for
second order elliptic partial differential equations in a bounded composite
domain consisting of adjacent anisotropic subdomains separated by an in-
terface, were reduced to the localized direct segregated boundary-domain
integral equations. In [10] and [12], the so-called two-operator technique was
used for reduction of more general scalar equations and systems of PDEs to
localized boundary-domain integral equations. Equivalence of the BDIEs to
corresponding boundary value problems and the invertibility of the BDIE
operators in the L2-based Sobolev spaces have been analysed in all these
papers. In [48, 49] some nonlinear boundary value problems were reduced to
direct localized boundary-domain integro-differential formulations.
Mitrea, Mitrea and Shi in [53] used a boundary integral method to study
variable coefficient transmission problems on non-smooth compact manifolds.
Mitrea and Taylor in [57] have used a boundary integral method in the anal-
ysis of the L2-Dirichlet problem for the Stokes system on arbitrary Lips-
chitz domains on a compact Riemannian manifold, extending the results of
[20] from the Euclidean setting to compact Riemannian manifolds (see also
[25, 55, 56]). By using a layer potential analysis, Dindos˘ and Mitrea [17]
have obtained the well-posedness of the Poisson problem for the Stokes sys-
tem on C1, or, more generally, Lipschitz domains in a compact Riemann-
ian manifold, with data in Sobolev and Besov spaces. The authors in [39]
have extended the notion of the Brinkman differential operator from the Eu-
clidean setting to compact Riemannian manifolds, and defined pseudodiffer-
ential Brinkman operators as operators with variable coefficients on compact
Riemannian manifolds. They have investigated the well-posedness of related
transmission problems in L2-based Sobolev spaces on Lipschitz domains in
compact Riemannian manifolds of dimension m ≥ 2. The authors in [40]
have obtained well-posedness results in L2-based Sobolev spaces for Poisson-
transmission problems expressed in terms of L∞-perturbations of the Stokes
system on complementary Lipschitz domains in a compact Riemannian man-
ifold of arbitrary dimension n ≥ 2, with a parameter µ ∈ (0, 1) involved in
one of the transmission conditions.
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Choe and Kim [13] obtained well-posedness results for the Dirichlet
problem for the Navier-Stokes system on a bounded Lipschitz domain in R3
with connected boundary. Russo and Tartaglione [65] used a double-layer po-
tential formulation in the analysis of the Robin problem for the Stokes and
Navier-Stokes systems in bounded or exterior Lipschitz domains in R3 (see
also [64, 66]). The authors in [36] have combined a layer potential analysis
with the Schauder fixed point theorem to show the existence of solutions
for a Poisson problem of a semilinear Brinkman system on a bounded Lip-
schitz domain in Rn (n ≥ 2) with Dirichlet or Robin boundary condition
and given data in Sobolev and Besov spaces. Existence results for bound-
ary value problems of Robin type for the Brinkman system and the nonlin-
ear Darcy-Forchheimer-Brinkman system in bounded Lipschitz domains in
Euclidean setting have been obtained in [34] (see also [33, 35, 37, 38]). Re-
cently, the authors in [32] have obtained existence and uniqueness results in
weighted Sobolev spaces for transmission problems for the non-linear Darcy-
Forchheimer-Brinkman system and the linear Stokes system in two comple-
mentary Lipschitz domains in R3, by exploiting a layer potential method for
the Stokes and Brinkman systems combined with a fixed point theorem.
Using variational arguments, Amrouche and Nguyen in [3] obtained ex-
istence and uniqueness results in weighted Sobolev spaces for the Poisson
problem of Dirichlet type associated with the Navier-Stokes system in exte-
rior Lipschitz domains in R3. Amrouche and Rodr´ıguez-Bellido in [4] studied
boundary problems for Stokes, Oseen and Navier-Stokes systems with singu-
lar data (see also [22]).
Dindos˘ and Mitrea in [16] have combined a fixed point theorem with
well-posedness results from the linear theory for the Poisson problem cor-
responding to the Laplace operator in Sobolev and Besov spaces on Lip-
schitz domains in compact Riemannian manifolds, and developed a sharp
theory for semilinear Poisson problems of Dirichlet and Neumann type for
L∞-perturbations of the Laplace-Beltrami operator on Lipschitz domains
in compact Riemannian manifolds. In [17] they also obtained existence and
uniqueness results for the Poisson problem of Dirichlet type for the Navier-
Stokes system on a Lipschitz domain in a compact Riemannian manifold with
data in Sobolev and Besov spaces.
The purpose of this paper is to study boundary value problems of trans-
mission type for the Navier-Stokes and Darcy-Forchheimer-Brinkman systems
in two complementary Lipschitz domains of a compact Riemannian manifold
of dimension m ∈ {2, 3}. One of the transmission conditions is expressed
in terms of a parameter µ ∈ (0,∞), and another one in terms of an L∞-
symmetric tensor field P , which satisfies a positivity condition. Due to the
choice of the range of the parameter µ and of conditions satisfied by P , our
results in the linear case extend those in [39, Theorems 4.1 and 5.1]. First,
we use a boundary integral method for the Stokes system to show the well-
posedness result in L2-based Sobolev spaces (with a range of smoothness in-
dex) for the Poisson problem of transmission type associated with the Stokes
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system in such Lipschitz domains (see Theorem 4.3). Next, we use this well-
posedness result and the invertibility of a related operator in order to show
the well-posedness result in L2-based Sobolev spaces for the Poisson problem
of transmission type associated with the Stokes and Brinkman systems in
two complementary Lipschitz domains of a compact Riemannian manifold
of dimension m ≥ 2 (see Theorem 4.4). Then, based on the well-posedness
result in the linear case combined with a fixed point theorem, we obtain an
existence and uniqueness result for the transmission problem corresponding
to the nonlinear Navier-Stokes and Darcy-Forchheimer-Brinkman systems,
when the given data are suitably small in L2-based Sobolev spaces. Due to
technical details which require the continuity of some Sobolev embeddings we
need to restrict our analysis to compact Riemannian manifolds of dimension
m ∈ {2, 3} (see Theorem 5.2). The existence result for the nonlinear problems
developed in this paper extends some results obtained in [32] in the context
of Euclidean setting to the case of compact Riemannian manifolds.
2. Preliminaries
In this section we present the differential operators in systems (1.1)-(1.4) on
a Lipschitz domain in a compact Riemannian manifold.
Let (M, 〈·, ·〉) be an infinitely smooth, compact, boundaryless manifold1
of dimension m ≥ 2, equipped with a smooth Riemannian metric tensor
g = gjkdx
j ⊗ dxk. Here and all along the paper, we use the repeated index
summation convention. We denote by (gjk) the inverse of (gjk), i.e., g
jℓgℓk =
δjk. Also, denote g := det(gjk), and let g > 0. As usual, T (M)=
⋃
p∈M Tp(M)
denotes the tangent bundle ofM , where TpM is the tangent space at p ∈M ,
and T ∗(M)=
⋃
p∈M T
∗
p (M) is the cotangent bundle. Let
2
X(M) be the space
of infinitely smooth vector fields on M and let Λ1TM be the first exterior
power bundle corresponding to TM , i.e., the space of differential one forms
on M . If x=(x1, · · · , xm) is a local coordinate system in one chart (U,ϕ) on
M around p ∈ U , with ϕ(p)=0, then the maps
∂i : C
∞(U)→ R, f 7→ ∂f ◦ ϕ
−1
∂xi
(0), 1 = 1, . . . ,m
are tangent vectors at p. They are linearly independent and determine a basis
of TpM . Then any smooth vector field v can be written as v = v
k∂k, where
the components vk of v are smooth functions on the domain of x. In addition,
〈·, ·〉 : X(U)× X(U)→ C∞(U), 〈X,Y 〉 = XjgjkY k, ∀ X,Y ∈ X(U), (2.1)
is a symmetric positive definite tensor field of type (0, 2).
1 Due to the Whitney–Nash theorem (see, e.g., [46, Theorem 10.15] and [59, Theorem 2] the
compact Riemannian manifold M, dim(M) = m, admits a smooth isometrical embedding
into Rn with 2n = m(3m + 11) as a closed submanifold.
2A vector field X on M is a map X : M → TM , such that pi ◦X is the identity, where pi
is the projection from TM to M , and X is smooth if X :M → TM is smooth.
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The gradient and divergence operators are defined, locally, on M , as3
(cf. e.g., [68, (3.11), (3.12)])
gradf := (gjk∂jf)∂k, ∀ f ∈ C∞(M), (2.2)
divX :=
1√
g
∂k(
√
gXk), ∀ X = Xj∂j ∈ TM. (2.3)
For each p ∈ M , the cotangent space T ∗p (M) can be naturally identified,
via the scalar product 〈·, ·〉
p
, with the tangent space Tp(M), and hence the
cotangent bundle T ∗M can be identified with the tangent bundle T (M),
since the Riemannian metric on T (M) transfers also to T ∗M . In addition,
the space of differential one forms Λ1TM can be identified with the space
of smooth vector fields X(M) via the isometry ∂j 7−→ gjℓdxℓ, whose inverse
is dxj = gjℓ∂ℓ. Hence, a vector field X = X
k∂k ∈ X(M) can be identified
with the one-form Xjdx
j = Xkgkjdx
j , where Xj = gjkX
k, Xk = gkℓXℓ.
According to (2.1) we have the pointwise inner product of forms
〈dxj , dxk〉 = gjk, 〈X,Y 〉 = XjgjkYk = XkgkℓY ℓ = XkYk. (2.4)
With respect to the above inner product, the operators grad and −div are
adjoint to each other. Consequently, the notation 〈·, ·〉 is used also for the
pointwise inner product of differential one forms. The same notation, 〈·, ·〉,
will be also used for the pairing between two dual spaces. Nevertheless, its
meaning will be understood from the context. Let us also note that the volume
element in M , dVol, is given in local coordinates by dVol = g
1
2 dx1 · · · dxm.
Identification between the spaces T ∗M and TM and Λ1TM with X(M)
leads to the identification of the gradient operator grad : C∞(M) → X(M)
with the exterior derivative operator
d : C∞(M)→ C∞(M,Λ1TM), d = ∂jdxj , (2.5)
and to the identification of the differential operator −div : X(M)→ C∞(M)
with the exterior co-derivative operator
δ : C∞(M,Λ1TM)→ C∞(M), δ = d∗. (2.6)
Further details about differential geometry on manifolds can be consulted in,
e.g., [18, Section 1], [43, Chapters I-V], [57], [68, Appendix B], [72, Part II].
2.1. Sobolev spaces and related results
Let D(M) be the space of infinitely differentiable functions in M and D′(M)
be the corresponding space of distributions on M , i.e., the dual of D(M).
The spaces D′(M,Λ1TM) and D′(M,S2T ∗M) can be similarly defined. The
Lebesgue space of (equivalence classes of) measurable, square integrable func-
tions on M is denoted by L2(M), and L∞(M) is the space of (equivalence
3When the metric tensor is the identity one, we recover the usual definition of the gradient
and divergence operators in the Euclidean setting, and ∂jf ≡
∂f
∂xj
.
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classes of) essentially bounded measurable functions on M . Let s ∈ R. Then
the L2-based Sobolev (Bessel potential) space Hs(Rm) is defined by
Hs(Rm) :=
{
(I−△)− s2 f : f ∈ L2(Rm)} .
Let {(Ui, ϕi)}i be a collection of charts such that {Ui}i determines a finite
cover of M . Then for any distribution Φ ∈ C∞0 (Ui)∗, the pull-back ϕ∗i (Φ) ∈
C∞0 (ϕi(Ui))
∗ is defined by ϕ∗i (Φ)(f) := Φ(f ◦ϕi) for all f ∈ C∞0 (ϕi(Ui)). Ex-
tending ϕ∗i (Φ) by zero outside ϕi(Ui), ϕ
∗
i (Φ) can be treated as a distribution
on Rm. Let {χi}i be a smooth partition of unity subordinate to {Ui}i. Then
for s ∈ R, Hs(M) is the space of all distributions Φ defined in M such that
‖Φ‖Hs(M) =
∑
i
‖ϕ∗(χiΦ)‖Hs(Rm) (2.7)
(see, e.g., [26, Definition 3]). Note that the space H−s(M) is the dual of
Hs(M), and Hs(M,Λ1TM) := Hs(M)⊗ Λ1TM is the Sobolev space of one
forms on M (see, e.g., [68, Chapter 4, Section 3], [72, Chapter 8]).
Let Ω+ := Ω ⊂ M denote a Lipschitz domain, i.e., an open connected
set whose boundary is locally the graph of a Lipschitz function. Throughout
the paper we adopt the following
Assumption 2.1. Ω− :=M \ Ω is a connected and non-empty set.
We also consider the L2-based (Bessel potential) Sobolev spaces on Ω
Hs(Ω) := {f |Ω : f ∈ Hs(M)}, H˜s(Ω) := {f ∈ Hs(M) : suppf ⊆ Ω}, (2.8)
and note that for any s ∈ R (see also [68, Chapter 4, Section 3], [56, (4.14)])
(Hs(Ω))
′
= H˜−s(Ω), H−s(Ω) =
(
H˜s(Ω)
)′
. (2.9)
The L2-based Sobolev spaces of one forms on Ω are given by
Hs(Ω,Λ1TM) :=Hs(Ω)⊗Λ1TM |Ω, H˜s(Ω,Λ1TM) :=H˜s(Ω)⊗Λ1TM. (2.10)
Now let s ∈ [0, 1). Then the boundary Sobolev space Hs(∂Ω) can be
defined by using the space Hs(Rn−1), a partition of unity and pull-back. In
addition, we have H−s(∂Ω) = (Hs(∂Ω))
′
, and Hs(∂Ω,Λ1TM) := Hs(∂Ω)⊗
Λ1TM |∂Ω is the L2-based boundary Sobolev space of one forms.
For further details related to Sobolev spaces on compact manifolds we
refer the reader to [68, Chapter 4], [72, Chapter 8], [2][Chapter 2], [16, 56, 71].
A useful result for the problems we are going to investigate is the fol-
lowing trace lemma (see [15], [29, Proposition 3.3], [50, Theorem 2.3, Lemma
2.6], [51], [58, Theorem 2.5.2]):
Lemma 2.2. Assume that Ω ⊂M is a bounded Lipschitz domain with bound-
ary ∂Ω, and set Ω+ := Ω and Ω− := M \ Ω. Let s ∈ (0, 1). Then there
exist linear and continuous trace operators4 γ± : H
s+ 1
2 (Ω±) → Hs(∂Ω)
4The trace operators defined on Sobolev spaces of one forms on the domains Ω± are also
denoted by γ±.
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such that γ±f = f |∂Ω for any f ∈ C∞(Ω±). These operators are surjec-
tive and have (non-unique) linear and continuous right inverse operators
γ−1± : H
s(∂Ω)→ Hs+ 12 (Ω±).
2.2. The deformation operator
Let ∇ denote the Levi-Civita connection associated to the Riemannian met-
ric g of the Riemannian manifold M . Let us briefly recall its definition by
following, e.g., [43, 68, 72].
An affine connection on the manifold M is a map
∇ : X(M)× X(M)→ X(M), (X,Y ) 7→ ∇XY
satisfying the following conditions5:
(ii) For each fixed Y ∈ X(M) the map X 7→ ∇XY is C∞-linear, i.e.,
∇fX+hZY = f∇XY + h∇ZY , for all f, h ∈ C∞(M) and X,Z ∈ X(M).
(ii) For each X ∈ X(M) the map Y 7→ ∇XY is R-linear, i.e.,
∇X(aY + bZ) = a∇XY + b∇XZ, ∀ a, b ∈ R, ∀ Y, Z ∈ X(M). (2.11)
(iii) For all f ∈ C∞(M),
∇X(fY ) = df(X)Y + f∇XY. (2.12)
Relation (2.12) shows that ∇X , the covariant derivative alongX , satisfies the
Leibniz product rule, i.e., it acts as a derivation.
An affine connection ∇ on a Riemannian manifold (M, g) is called com-
patible with g if ∇g = 0, or, equivalently, the following compatibility relation
with respect to the metric on M holds
Z〈X,Y 〉 = ∇Z〈X,Y 〉 = 〈∇ZX,Y 〉+ 〈X,∇ZY 〉, ∀ X,Y, Z ∈ X(M), (2.13)
where 〈·, ·〉 is the inner product on tangent vectors, given by (2.1) (cf., e.g.,
[68, Chapter 1 §11, Chapter 2 §2]).
An affine connection ∇ is called torsion-free if it satisfies the relation6
∇XY −∇YX = [X,Y ], ∀ X,Y ∈ X(M). (2.14)
An affine connection ∇ on (M, g), which is compatible with the Riemannian
metric g and is torsion-free, i.e., it satisfies conditions (2.11)-(2.13), is called
a Levi-Civita connection of M .
The fundamental theorem of Riemannian geometry asserts that given a
Riemannian manifold (M, g), there exists a unique Levi-Civita connection ∇,
which is determined uniquely by the torsion-free condition (2.14) (cf., e.g.,
[68, Proposition 11. 1, Chapter 1 §11]).
Let X and Y be vector fields on M , with components X i and Y k. Then
the covariant derivative ∇XY of Y with respect to X is given by
∇YX = Y i
(
∂iX
k +XjΓkij
)
∂k, (2.15)
5We use the notation C∞(M ;R) := C∞(M), and note that df(X)Y = (Xf)Y .
6If X, Y ∈ X(M), then the Lie bracket [X, Y ] is the smooth vector field given by
[X,Y ](f) = X(Y (f)) − Y (X(f)), ∀ f ∈ C∞(M)
(cf., e.g., [43, Proposition 1.3]).
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where Γℓjk are the Christoffel symbols of the second kind, given by
Γkℓj = 2
−1gkr {∂jgrℓ + ∂ℓgrj − ∂rgℓj} , (2.16)
and (gkr) is the inverse of the matrix (gkr) (see, e.g., [68, Chapter 3, (3.9)]).
Moreover, if X,Y, Z ∈ X(M), then
〈∇ZX,Y 〉 = Zi
(
∂iX
k +XjΓkij
)
gkℓY
ℓ. (2.17)
If X ∈ X(M), then ∇X : X(M) × X(M) → C∞(M) is the tensor field of
type (0, 2) given by
(∇X)(Y, Z) := 〈∇ZX,Y 〉, ∀ Y, Z ∈ X(M). (2.18)
In local coordinates and with the notation Xk = gkjX
j, ∇X is given
by the matrix of type m×m with the components7 (∂iXℓ −XkΓkiℓ)i,ℓ=1,...,m
(see also [68, Chapter 2, (3.13)], [18, (1.10)]).
The symmetric part of ∇X is denoted by Def X and is called the de-
formation of X . Consequently,
(Def X)(Y, Z) =
1
2
{〈∇YX,Z〉+ 〈∇ZX,Y 〉}, ∀ Y, Z ∈ X(M). (2.19)
Let LX denote the Lie derivative in the direction of the vector field X . Then
the deformation tensor Def X can be equivalently defined as Def X = 12LXg,
where g is the metric tensor ofM (see, e.g., [57, p. 958]). Therefore, Def X ∈
S2T ∗M , where S2T ∗M denotes the set of symmetric tensor fields of type
(0, 2), and the deformation operator
Def : C∞(M,TM)→ C∞(M,S2T ∗M) (2.20)
extends to a linear and continuous operator
Def : H1(M,Λ1TM)→ L2(M,S2T ∗M). (2.21)
If X ∈ X(M), X = Xj∂j , we use the notation Xj;ℓ := ∂ℓXj − ΓkjℓXk, where
Xℓ = gℓkX
k. Then Def X has the local representation
(Def X)jℓ =
1
2
(Xj;ℓ +Xℓ;j) . (2.22)
In addition, the adjoint Def∗ of the operator (2.20) is given by Def∗u =
−div u, ∀ u ∈ S2T ∗M (cf., e.g., [68, Chapter 2, p. 137]).
A deformation-free vector field X ∈ X(M),
Def X = 0 on M ⇐⇒ LXg = 0 on M, (2.23)
7In many applications, a Riemannian manifold M˜ of dimension m is embedded into an
Euclidean space (Rn, 〈·, ·〉Rn ) (m < n) through a second order continuously differentiable
mappingΨ : V ⊂ Rm → Rn, such that the vectors
∂Ψ
∂xj
(p), j = 1, . . . , m, determine a basis
of the tangent space at the point Ψ(p) ∈ M˜ , and that the scalar product on Rn is com-
patible with a metric g˜ on M˜ , given by g˜jk =
〈
∂Ψ
∂xj
,
∂Ψ
∂xk
〉
Rn
. In this case, the Christoffel
symbols corresponding to g˜ are given by the formula Γ˜ℓij = g˜
ℓr
〈
∂2Ψ
∂xi∂xj
,
∂Ψ
∂xr
〉
Rn
(see,
e.g., [31, Theorem 3.8.1 (**)], [42, 4.7 Definition (ii)]).
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is called a Killing field. Thus, the flow generated by such a field consists of
isometries, that is, the flow leaves the metric g invariant. Moreover, by (2.22),
X is a Killing field (i.e., X generates a group of isometries) if and only if (cf.,
e.g., [68, Chapter 2, (3.33)], see also [67])
Xj;ℓ +Xℓ;j = 0, j, ℓ = 1, . . . ,m. (2.24)
Throughout the paper we often need the assumption below (cf. [57, (3.1)]).
Assumption 2.3. M is a smooth, compact, boundaryless Riemannian manifold
that does not have any non-trivial Killing vector field.
Assumption 2.3 assures the invertibility of the elliptic operator
L : C∞(M,Λ1TM) → C∞(M,Λ1TM) given by (2.25), which implies exis-
tence of the fundamental solution of the Stokes system on M . In addition,
the extended operator L : H1(M,Λ1TM) → H−1(M,Λ1TM) is invertible,
as well (see also [17, (3.3)], [57, (3.3)]).
2.3. Brinkman, Navier-Stokes and Darcy-Forchheimer-Brinkman systems on
a compact Riemannian manifold
We now consider the second-order elliptic differential operator
L : X(M)→ X(M), L := 2Def∗Def = −△+ dδ − 2Ric, (2.25)
where △ := −(dδ + δd) is the Hodge Laplacian and Ric is the Ricci tensor
of M (see, e.g., [17, (2.6)]). In the Euclidean setting and for free divergence
vector fields, L reduces to the Laplace operator, which is a second order
differential operator with constant coefficients. Nevertheless, in the case of a
Riemannian manifold, L is an elliptic second order differential operator with
variable coefficients, as it depends on the metric structure of the manifold,
and is the main operator that appears in the structure of the Stokes system
on such a manifold (cf. [19, pp. 161, 162]; see also [18, 57]). For any s ∈ (0, 1),
the operator (2.25) extends to a bounded linear operator
L = 2Def∗Def : Hs+
1
2 (M,Λ1TM)→ Hs− 32 (M,Λ1TM) (2.26)
(see, e.g., [44, p. 177]). Let V ∈ L∞(M,Λ1TM ⊗ Λ1TM) be a given symmet-
ric tensor field which satisfies the following positivity condition with respect
to the L2(M,Λ1TM)-inner product (denoted by 〈·, ·〉M )
〈V v,v〉M ≥ 0, ∀ v ∈ L2(M,Λ1TM). (2.27)
This condition implies immediately that
〈V u,u〉Ω ≥ 0, ∀ u ∈ L2(Ω,Λ1TM). (2.28)
Then we define the generalized Brinkman operator BV as
BV : H
s+ 1
2 (M,Λ1TM)×Hs− 12 (M)→ Hs− 32 (M,Λ1TM)×Hs− 12 (M),
BV :=
(
L+ V d
δ 0
)
(2.29)
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(see, e.g., [39]). Note that the operator(
V d
δ 0
)
: Hs+
1
2 (M,Λ1TM)×Hs−12 (M)→Hs− 32 (M,Λ1TM)×Hs−12 (M)
is compact, due to the continuity of V : Hs+
1
2 (M,Λ1TM)→ L2(M,Λ1TM)
and the compactness of the embedding L2(M,Λ1TM) →֒ Hs− 32 (M,Λ1TM).
Therefore, BV appears as a compact perturbation of the Stokes operator B0.
In particular, if V ≡ αI, where I is the identity operator and α > 0 is a
constant, then the operator
Bα : H
s+ 1
2 (Ω,Λ1TM)×Hs− 12 (Ω)→ Hs− 32 (Ω,Λ1TM)×Hs− 12 (Ω),
Bα :=
(
L+ αI d
δ 0
)
(2.30)
is called the Brinkman operator. Both operators, Bα and B0, are Agmon-
Douglis-Nirenberg elliptic (see, e.g., [27, 39]), and, in the Euclidean setting,
they play a main role in fluid mechanics and porous media (see, e.g., [60]).
Let s ∈ (0, 1). Then the nonlinear system{
Lu+∇uu+ dπ = f ∈ Hs− 32 (Ω,Λ1TM) in Ω,
δu = 0 in Ω,
(2.31)
given in terms of the Levi-Civita connection and with the unknowns (u, π) ∈
Hs+
1
2 (Ω,Λ1TM) × Hs− 12 (Ω), is the Navier-Stokes system on the compact
Riemannian manifold M (cf., e.g., [19]; see also [57, 17, 25]). Recall that Γℓrj
are the Christoffel symbols of second kind associated to the metric g of M ,
and note that, if u = uj∂j , then ∇uu has the local representation
(∇uu)ℓ = uj∂juℓ + Γℓrjuruj. (2.32)
Let k, β > 0 be given constants and V ∈ L∞(M,Λ1TM ⊗ Λ1TM) be a
symmetric tensor field satisfying the positivity condition (2.27). Taking into
account the form (2.31) of the Navier-Stokes system, we now define the non-
linear generalized Darcy-Forchheimer-Brinkman system on the compact Rie-
mannian manifold M , as{
Lv + V v + k|v|v + β∇vv + dp = f ∈ Hs− 32 (Ω,Λ1TM) in Ω,
δu = 0 in Ω,
(2.33)
where (v, p) ∈ Hs+ 12 (Ω,Λ1TM)×Hs− 12 (Ω) are the unknowns of this system.
Having in view the form of this system in the Euclidean setting (see, e.g.,
[60]), in the particular case V ≡ αI, where α > 0 is a constant, we obtain the
nonlinear Darcy-Forchheimer-Brinkman system on a compact manifold, as{
Lv + αv + k|v|v + β∇vv + dp = f ∈ Hs− 32 (Ω,Λ1TM) in Ω,
δu = 0 in Ω.
(2.34)
• Throughout the paper we assume that dim(M) ∈ {2, 3}, whenever the
Navier-Stokes and Darcy-Forchheimer-Brinkman systems are involved.
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2.4. The conormal derivative operator for the Brinkman system
If Ω ⊂ M is a Lipschitz domain, denote by dσ the surface measure on its
boundary, ∂Ω, and by ν the outward unit normal, which is defined a.e. on
∂Ω, with respect to dσ. Let Ω+ := Ω and Ω− := M \ Ω. Let S either be an
open subset or a surface inM . Then, all along the paper, we use the notation
〈·, ·〉S for the duality pairing of two dual Sobolev spaces defined on S. Let
(u, π) ∈ C1(Ω±,Λ1TM)×C0(Ω±). Then the interior and exterior conormal
derivatives or the traction fields t±(u, π) for the generalized incompressible
Brinkman (or Stokes) operator (2.30) are defined by using the formula
t±(u, π) := γ± (−πI+ 2Def(u)) ν, (2.35)
where ν= ν+ is the outward unit normal to Ω+, defined a.e. on ∂Ω. Then for
the generalized incompressible Brinkman operator we obtain the first Green
identity
± 〈t±(u, π),w〉
∂Ω
=2〈Def u,Def w〉Ω± + 〈V u,w〉Ω± + 〈π, δw〉Ω±
− 〈LV (u, π),w〉Ω± , ∀ w ∈ D(M,Λ1TM), (2.36)
where
LV (u, π) := Lu+ V u+ dπ. (2.37)
Let E˚± be the operator of extension of functions from H
q(Ω±) or vector
fields (one forms) from Hq(Ω±,Λ
1TM) or tensor fields from Hq(Ω±, S
2TM),
q ≥ 0, by zero on M \ Ω±. Following the proof of Theorem 2.16 in [50], let
us define the operator E˜± on H
q(Ω±), for 0 ≤ q < 12 , as
E˜± := E˚±, (2.38)
and for − 12 < q < 0, as
〈E˜±h, v〉Ω± := 〈h, E˜±v〉Ω±=〈h, E˚±v〉Ω± , h ∈ Hq(Ω±), v ∈ H−q(Ω±). (2.39)
Then, evidently E˜± : H
q(Ω±)→ H˜q(Ω±), −1/2 < q < 1/2, is a bounded lin-
ear extension operator. Similar definition and properties hold also for vector
and tensor fields.
If s ∈ (0, 1) and (u, π) ∈ Hs+ 12 (Ω±,Λ1TM) × Hs− 12 (Ω±), we have
LV (u, π) ∈ Hs− 32 (Ω±,Λ1TM). Then identity (2.36) suggests the follow-
ing weak definition of the conormal derivative in the setting of L2-based
Sobolev spaces on Lipschitz domains in compact Riemannian manifolds (cf.
[15, Lemma 3.2], [34, Lemma 2.2], [50, Definition 3.1, Theorem 3.2], [51, Def-
inition 5.2], [52, Definition 2.3], [54, Proposition 3.6], [58, Theorem 10.4.1] in
the Euclidean setting, and [39, Lemma 2.4] in the case of a matrix operator
of type (2.30) on Riemannian manifolds).
Definition 2.4. Let M be a compact Riemannian manifold with dim(M) ≥ 2.
Let Ω+ := Ω ⊂ M be a Lipschitz domain. Let Ω− := M \ Ω. Let s ∈ (0, 1)
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and V ∈ L∞(M,Λ1TM ⊗ Λ1TM) be a symmetric tensor field satisfying the
positivity condition (2.27). We consider the space8
Hs+ 12 (Ω±,LV ) :=
{
(u, π, f˜ ) ∈ Hs+ 12 (Ω±,Λ1TM)×Hs− 12 (Ω±)
× H˜s− 32 (Ω±,Λ1TM) : f˜ |Ω± = LV (u, π) in Ω±
}
. (2.40)
Then the generalized conormal derivative operator9
Hs+ 12 (Ω±,LV ) ∋ (u, π, f˜ ) 7−→ t±V (u, π; f˜ ) ∈ Hs−1(∂Ω,Λ1TM).
is defined as
±
〈
t±V (u, π; f˜),Φ
〉
∂Ω
:= 2
〈
E˜±Def u,Def(γ
−1
± Φ)
〉
Ω±
+
〈
E˜±(V u), γ
−1
± Φ
〉
Ω±
+
〈
E˜±π, δ(γ
−1
± Φ)
〉
Ω±
− 〈f˜ , γ−1± Φ〉Ω± , ∀ Φ ∈ H1−s(∂Ω,Λ1TM). (2.41)
Lemma 2.5. Let s ∈ (0, 1). Then the generalized conormal derivative operator
t±V :Hs+
1
2 (Ω±,LV )→ Hs−1(∂Ω,Λ1TM)
is linear, bounded and independent of the choice of the right inverse
γ−1± : H
1−s(∂Ω,Λ1TM)→ H 32−s(Ω,Λ1TM) of the trace operator
γ± : H
3
2
−s(Ω,Λ1TM)→ H1−s(∂Ω,Λ1TM). In addition, the following Green
identity holds
± 〈t±V (u, π; f˜ ), γ±w〉∂Ω = 2
〈
E˜±Def u,Def w
〉
Ω±
+
〈
E˜±(V u),w
〉
Ω±
+
〈
E˜±π, δw
〉
Ω±
− 〈f˜ ,w〉
Ω±
,
∀ (u, π, f˜) ∈Hs+ 12 (Ω±,LV ), w ∈ H 32−s(Ω±,Λ1TM). (2.42)
The proof of Lemma 2.5 is based on arguments similar to those for [34,
Lemma 2.2] and [40, Lemma 2.2], but we omit them for the sake of brevity.
Remark 2.6. In view of formula (2.41), the conormal derivatives for the ope-
rators BV and B0 are related by the formula
t±V
(
u, π; f˜
)
= t±0
(
u, π; f˜ − E˜± (V u)
)
. (2.43)
For further arguments, we need the following result10 (see, e.g. [1, Proposition
10.6], [58, Lemma 11.9.21]).
8The condition in (2.40) is suggested by the linear form of the incompressible Navier-Sokes
equation in the Euclidean setting.
9The ± sign in the left-hand side of the formula (2.41) corresponds to the domain Ω±.
Also, for the sake of brevity we use the notations t±
V
(v, p) instead of t±
V
(v, p;0), which is
in fact the canonical conormal derivative (cf. [50, Section 3.3]).
10L(X,Y ) := {T : X → Y : T is linear and bounded}, and Ker{T : X → Y } := {x ∈ X :
T (x) = 0}.
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Lemma 2.7. Assume that Xj, Yj, j = 1, 2, are Banach spaces such that the
inclusions X1 →֒ X2 and Y1 →֒ Y2 are continuous and the second of them
has dense range. Let T ∈ L(X1, Y1) ∩L(X2, Y2) be a Fredholm operator such
that index(T : X1 → Y1) = index(T : X2 → Y2). Then
Ker{T : X1 → Y1} = Ker{T : X2 → Y2}.
3. Newtonian and layer potentials for the Stokes system
Let OPSrcl denote the set of all classical pseudodifferential operators of order
r on M (see, e.g., [72, Chapter 8] for the definition and properties of such
operators on a compact manifold).
Let (G(·, ·),Π(·, ·)) ∈ D′(M,S2TM)×D′(M,Λ1TM) be the fundamental
solution of the Stokes operator B0 in M , [57], (see also [39] for the extension
to the Brinkman operator BV , with V ∈ C∞(M)). Then G(·, ·) and Π(·, ·)
satisfy the following equations on M
LxG(x, y) + dxΠ(x, y) = Diracy(x), δxG(x, y) = 0, (3.1)
where Diracy is the Dirac distribution with mass at y, and the subscript x
added to a differential operator refers to the action of that operator with
respect to the variable x. In view of [17, (3.22)] there exists an operator Υ ∈
OPS0cl(M,R) such that the Schwartz kernel Ξ of Υ
⊤ satisfies the equation
LxΠ
⊤(y, x) = dxΞ(x, y), (3.2)
and that (see also [17, (3.27)])
δxΠ
⊤(y, x) = −Diracy(x). (3.3)
3.1. Newtonian potentials for the Stokes operator
Let s ∈ (0, 1). Let ϕ ∈ D(M,Λ1TM). Then the volume velocity and pressure
potentials of the Stokes system, NMϕ and QMϕ, are, respectively, defined
at any x ∈M by(NMϕ)(x) := 〈G(x, ·),ϕ〉
M
=
∫
M
G(x,y)ϕ(y) dVoly, (3.4)
(QMϕ)(x) := 〈Π(x, ·),ϕ〉M =
∫
M
〈Π(x,y),ϕ(y)〉 dVoly, (3.5)
and the operators NM : C∞(M,Λ1TM)→ C∞(M,Λ1TM) and
QM : C∞(M,Λ1TM) → C∞(M) are continuous. In addition, definitions
(3.4) and (3.5) can be extended to Sobolev spaces, and the operators
NM : Hs− 32 (M,Λ1TM)→ Hs+ 12 (M,Λ1TM), (3.6)
QM : Hs− 32 (M,Λ1TM)→ Hs− 12 (M) (3.7)
are linear and continuous, due to the fact that the volume velocity and pres-
sure potentials NM and QM are pseudodifferential operators of order −2 and
−1, respectively (cf., e.g., [39, Theorem 3.2]; see also [17, (5.12), (5.13)]), and
[32, Lemma 3.2] for the similar mapping properties in the Euclidean setting).
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Let rΩ± be the operators restricting (scalar-valued or vector-valued)
distributions inM to Ω±. Then we define the Newtonian velocity and pressure
potentials NΩ±F˜± with densities F˜± ∈ H˜s−
3
2 (Ω±,Λ
1TM) as the restrictions
NΩ±F˜± := rΩ±
(NM F˜±), QΩ±F˜± := rΩ±(QM F˜±). (3.8)
By the continuity of the volume velocity potential operator given in (3.6), as
well as the continuity of the restriction operators rΩ± : H
s+ 1
2 (M,Λ1TM)→
Hs+
1
2 (Ω±,Λ
1TM) and since H˜s−
3
2 (Ω±,Λ
1TM) is a subspace of the space
Hs−
3
2 (M,Λ1TM), we deduce that the Newtonian velocity potentials
NΩ± : H˜s−
3
2 (Ω±,Λ
1TM)→ Hs+ 12 (Ω±,Λ1TM) (3.9)
are continuous as well. A similar argument as above implies the continuity of
the Newtonian pressure potential operator
QΩ± : H˜s−
3
2 (Ω±,Λ
1TM)→ Hs− 12 (Ω±). (3.10)
Let F˜± ∈ H˜s− 32 (Ω±,Λ1TM). Due to (3.1)-(3.3), the pair
(NΩ± F˜±,QΩ±F˜±)
satisfies the relations
NΩ±F˜± ∈ Hs+
1
2 (Ω±,Λ
1TM), QΩ±F˜± ∈ Hs−
1
2 (Ω±), (3.11)
LNΩ± F˜± + dQΩ± F˜± = F˜±, δ
(
NΩ± F˜±
)
= 0 in Ω±. (3.12)
3.2. Layer potentials for the Stokes system
Let s ∈ [0, 1] and ψ ∈ Hs−1(∂Ω,Λ1TM). Then the single-layer velocity and
pressure potentials V∂Ωψ and Q∂Ωψ for the Stokes system are given by
(V∂Ωψ)(x) := −〈G(x, ·),ψ〉∂Ω, (Q∂Ωψ)(x) := −〈Π(x, ·),ψ〉∂Ω, x ∈M \ ∂Ω
(3.13)
(see [17, (2.19),(2.20)]). Now let φ ∈ Hsν (∂Ω,Λ1TM) be given, where
Hsν (∂Ω,Λ
1TM) :=
{
φ0 ∈ Hs(∂Ω,Λ1TM) : 〈ν,φ0〉
∂Ω
= 0
}
. (3.14)
Then the double-layer velocity and pressure potentialsW∂Ωφ and P∂Ωφ for
the Stokes system are defined at any x ∈M \ ∂Ω by
(W∂Ωφ)(x) :=
∫
∂Ω
〈
2(Def G(x, y))ν(y) −Π⊤(y, x)⊗ν(y),φ(y)〉 dσy , (3.15)
(P∂Ωφ)(x) :=
∫
∂Ω
〈2(Def Π(x, y))ν(y) + Ξ(x, y)ν(y),φ(y)〉 dσy, (3.16)
where Ξ is the Schwartz kernel of the pseudodifferential operator Υ, and Π⊤
is the transpose of Π (see [17, (3.1),(3.25)]). Note that in (3.15) and further
on, (Def G(x, ·))ν yields the action of the third order tensor field Def G(x, ·) on
ν, while Π⊤(·, x)ν is a dyadic product between the vector fields Π⊤(·, x) and
ν. Both terms, (Def G(x, ·))ν and Π⊤(·, x)ν, are second order tensor fields.
Moreover, in (3.16) and further on, (Def Π(x, ·))ν yields the action of the
second order tensor field Def Π(x, ·) on ν, while Ξ(x, ·)ν is a multiplication of
the unit conormal ν with the scalar Ξ(x, ·). Both (Def Π(x, ·))ν and Ξ(x, ·)ν
are vector fields.
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In addition, the principal value of W∂Ωφ is denoted by K∂Ωφ and is
defined at a.e. x ∈ ∂Ω by
(K∂Ωφ)(x) := p.v.
∫
∂Ω
〈
2 (Defy G(x, y)) ν(y)−Π⊤(y, x)⊗ ν(y),φ(y)
〉
dσy
= lim
ε→0
∫
{y∈∂Ω: dist(x,y)>ε}
〈
2 (Defy G(x, y)) ν(y)−Π⊤(y, x)⊗ ν(y),φ(y)
〉
dσy ,
(3.17)
where p.v. means the principal value, and dist(x, y) is the geodesic distance.
By (3.1), (3.2), (3.3), the pairs
(
V∂Ωψ,Q∂Ωψ
)
and
(
W∂Ωφ,P∂Ωφ
)
satisfy the equations of the Stokes system
LV∂Ωψ + dQ∂Ωψ = 0, δV∂Ωψ = 0 in M \ ∂Ω, (3.18)
LW∂Ωφ+ dP∂Ωφ = 0, δW∂Ωφ = 0 in M \ ∂Ω. (3.19)
For the main properties of the layer potentials, we refer the reader to [58,
Proposition 4.2.5, 4.2.9, Corollary 4.3.2, Theorems 5.3.6, 5.4.1, 5.4.3, 10.5.3]
for the Stokes system in the Euclidean setting, [17, Theorem 2.1, (3.5), Propo-
sition 3.5], [57, Theorems 3.1, 6.1] for the Stokes system in compact Riemann-
ian manifolds, and [39, Theorems 4.3, 4.9, 4.11, (131), (132), (137), Lemma
5.4] for pseudodifferential Brinkman operators in Riemannian manifolds. The-
orem A.2 shows some of these properties.
4. Transmission problems for the Stokes and generalized
Brinkman systems
Let µ > 0 be a constant, V ∈ L∞(M,Λ1TM ⊗ Λ1TM) be a symmetric
tensor field satisfying condition (2.27) and P ∈ L∞(∂Ω,Λ1TM ⊗Λ1TM) be
a symmetric tensor field satisfying condition (A.22). Recall that E˜± are the
extension operators defined by (2.38), (2.39). For s ∈ (0, 1), define the spaces
H
s− 1
2
∗ (Ω+) :=
{
q ∈ Hs− 12 (Ω+) :
〈
E˜+q, 1
〉
Ω+
= 0
}
, (4.1)
Hsν (∂Ω,Λ
1TM) :=
{
Φ ∈ Hs(∂Ω,Λ1TM) : 〈Φ, ν〉∂Ω = 0
}
, (4.2)
Xs :=
(
Hs+
1
2 (Ω+,Λ
1TM)×Hs− 12∗ (Ω+)
)
× (Hs+ 12 (Ω−,Λ1TM)×Hs− 12 (Ω−)), (4.3)
Ys :=
(
H˜s−
3
2 (Ω+,Λ
1TM)× H˜s− 32 (Ω−,Λ1TM)
)
× (Hsν(∂Ω,Λ1TM)×Hs−1(∂Ω,Λ1TM)). (4.4)
Navier-Stokes and Darcy-Forchheimer-Brinkman systems on manifolds 17
We will use the above spaces, Xs and Ys, to consider the following
Poisson problem of transmission type for the incompressible Stokes and gen-
eralized Brinkman systems in the complementary Lipschitz domains Ω±

(L+ V )u+ + dπ+ = f˜+|Ω+ , δu+ = 0 in Ω+,
Lu− + dπ− = f˜−|Ω− , δu− = 0 in Ω−,
µγ+u+ − γ−u− = h on ∂Ω,
t+V
(
u+, π+; f˜+
)
− t−0
(
u−, π−; f˜−
)
+ Pγ+u+ = r on ∂Ω.
(4.5)
Let us also consider another problem,

(L+ V )u+ + dπ+ = f˜+|Ω+ , δu+ = 0 in Ω+,
Lu− + dπ− = f˜−|Ω− , δu− = 0 in Ω−,
γ+u+ − γ−u− = h on ∂Ω,
t+V
(
u+, π+; f˜+
)
− µt−0
(
u−, π−; f˜−
)
+ Pγ+u+ = r on ∂Ω,
(4.6)
where the transmission conditions on ∂Ω generalize the interface conditions
obtained in, e.g., [61], [62], corresponding to two viscous fluids in Ω+ and Ω−,
and the constant µ > 0 can be interpreted as the ratio of viscosity coefficients
of such fluids. In addition, we note that for µ > 0 fixed, the following property
is immediate:
((u+, π+), (u−, π−)) solves (4.5) for
(
f˜+, f˜−,h, r
)
⇐⇒
((µu+, µπ+), (u−, π−)) solves (4.6) for
(
µf˜+, f˜−,h, µr
)
, (4.7)
which shows the connection between problems (4.5) and (4.6). Hence, the
well-posedness of the transmission problem (4.6) is equivalent with the well-
posedness of the transmission problem (4.5). In view of this argument, we
next analyze the transmission problem (4.5) and show its well-posedness in
the space Xs whenever the given data belong to the space Ys, s ∈ (0, 1), and
µ ∈ (0,∞). We extend the well-posedness results in [40, Theorems 4.1 and
5.1] and [24, Theorem 4.1] to a more general case concerning the spaces of
given data and the range of the involved parameter. The proof of such a well-
posedness result is based on a layer potential analysis for the Stokes system
(see also the proof of [40, Theorems 4.1]) combined with the invertibility of
some related Fredholm operator of index zero.
4.1. Uniqueness result the transmission problem (4.5) in the case V = 0
Let us consider the auxiliary transmission problem for the Stokes system,

Lu+ + dπ+ = f˜+|Ω+ , δu+ = 0 in Ω+,
Lu− + dπ− = f˜−|Ω− , δu− = 0 in Ω−,
µγ+u+ − γ−u− = h on ∂Ω,
t+0
(
u+, π+; f˜+
)
− t−0
(
u−, π−; f˜−
)
+ Pγ+u+ = r on ∂Ω,
(4.8)
i.e., problem (4.5) with V = 0, and show the following uniqueness result.
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Lemma 4.1. Let M satisfy Assumption 2.3 and dim(M) ≥ 2. Let Ω+ :=
Ω ⊂M be a Lipschitz domain. Let Ω− :=M \Ω satisfy Assumption 2.1. Let
s ∈ (0, 1) and µ > 0 be a given constant. Let P ∈ L∞(∂Ω,Λ1TM ⊗ Λ1TM)
be a symmetric tensor field which satisfies the positivity condition (A.22).
Then for
(
f˜+, f˜−,h, r
)
∈ Ys, the transmission problem (4.8) has at most one
solution ((u+, π+), (u−, π−)) ∈ Xs.
Proof. Let
(
(u0+, π
0
+), (u
0
−, π
0
−)
) ∈ Xs satisfy the homogeneous version of
problem (4.8). Then the vector fields u0± admit the layer potential represen-
tations of the Stokes system solutions,
u0+ = V∂Ω
(
t+0 (u
0
+, π
0
+)
)−W∂Ω (γ+u0+) in Ω+, (4.9)
u0− = −V∂Ω
(
t−0 (u
0
−, π
0
−)
)
+W∂Ω
(
γ−u
0
−
)
in Ω− (4.10)
(see, e.g., [17, (3.7)]). By applying the trace operators γ+ to (4.9) and γ− to
(4.10), and by using formulas (A.15) and (A.16), we obtain the equations(
1
2
I+K∂Ω
)
γ+u
0
+ = V∂Ω
(
t+0 (u
0
+, π
0
+)
)
on ∂Ω, (4.11)
(
−1
2
I+K∂Ω
)
γ−u
0
− = V∂Ω
(
t−0 (u
0
−, π
0
−)
)
on ∂Ω. (4.12)
Equations (4.11), (4.12) and the transmission conditions
µγ+u
0
+−γ−u0− = 0, t+0 (u0+, π0+)−t−0 (u0−, π0−)+P
(
γ+u
0
+
)
= 0 on ∂Ω, (4.13)
lead to the equation(
1
2
(1 + µ)I+ (1− µ)K∂Ω + V∂ΩP
)
(γ+u
0
+) = 0. (4.14)
In view of Theorem A.2(iii), the operator
1
2
(1 + µ)I+ (1− µ)K∂Ω + V∂ΩP : Hsν (∂Ω,Λ1TM)→ Hsν (∂Ω,Λ1TM)
is invertible, for any s ∈ (0, 1). Consequently, equation (4.14) has only the
trivial solution γ+u
0
+ = 0. Then the well-posedness of the Dirichlet problem
for the Stokes system (see [17, Theorem 5.6] and [57, Theorem 7.1]) as well
as the assumption 〈E˜+π0+, 1〉Ω+ = 0 imply that u0+ = 0 and π0+ = 0 in Ω+.
In addition, the first transmission condition in (4.13) implies that γ−u
0
− =
0 on ∂Ω. By using again [17, Theorem 5.1] and the second condition in (4.13)
we obtain u0− = 0, π
0
− = 0 in Ω−, i.e., the desired uniqueness result. 
4.2. Well-posedness of the transmission problem (4.8)
We construct a solution ((u+, π+), (u−, π−)) ∈ Xs of the transmission prob-
lem (4.8) in the form
u+ = NΩ+ f˜+ + v+, π+ = QΩ+ f˜+ + p+ + c in Ω+, (4.15)
u− = NΩ− f˜− + v−, π− = QΩ− f˜− + p− + c in Ω−. (4.16)
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Note that NΩ± f˜± and QΩ± f˜± are the Newtonian velocity and pressure poten-
tials for the Stokes system in Ω±, with a density f˜± ∈ H˜s− 32 (Ω±,Λ1TM). In
order to satisfy the assumption 〈E˜+π+, 1〉Ω+ = 0, required by the definition
of the space Xs (see (4.1) and (4.3)), we determine the pressure field p+ in
(4.15) in the space H
s− 1
2
∗ (Ω+) and choose the constant c ∈ R such that〈
E˜+(QΩ+ f˜+) + c, 1
〉
Ω+
= 0. (4.17)
In view of the mapping properties (3.9) and (3.10) we have
NΩ± f˜± ∈ Hs+
1
2 (Ω±,Λ
1TM), QΩ± f˜± ∈ Hs−
1
2 (Ω±). (4.18)
In addition, by using the relations (3.12) we obtain that
LNΩ± f˜± + dQΩ± f˜± = f˜±, δ
(
NΩ± f˜±
)
= 0 in Ω±. (4.19)
Consequently, ((u+, π+), (u+, π+)) given by (4.15)-(4.16) is a solution of the
transmission problem of Poisson type (4.8) in the space Xs if and only if
(v±, p±) satisfy the following transmission problem for the homogeneous
Stokes system

Lv+ + dp+ = 0, δv+ = 0 in Ω+
Lv− + dp− = 0, δv− = 0 in Ω−
µγ+v+ − γ−v− = h0 ∈ Hsν (∂Ω,Λ1TM)
t+0 (v+, p+)− t−0 (v−, p−) + Pγ+v+ = r0 ∈ Hs−1(∂Ω,Λ1TM),
(4.20)
where
h0 := h−
(
µγ+
(
NΩ+ f˜+
)
− γ−
(
NΩ− f˜−
))
, (4.21)
r0 :=r−
(
t+0
(NΩ+ f˜+,QΩ+ f˜+)−t−0 (NΩ− f˜−,QΩ− f˜−)+Pγ+(NΩ+ f˜+)). (4.22)
Note that the left hand side of the last transmission condition in (4.20) is
now expressed in terms of the canonical conormal derivatives (cf. [50, Section
3.3]), due to the fact that the right hand sides of the first two equations in
(4.20) are equal to zero. Also note that the second relation in (3.12) combined
with the divergence theorem and with the assumption h ∈ Hsν(∂Ω,Λ1TM)
implies that h0 ∈ Hsν(∂Ω,Λ1TM). In addition, by (2.41) and the assumption
P ∈ L∞(∂Ω,Λ1TM), we obtain that r0 ∈ Hs−1(∂Ω,Λ1TM).
Next we show the well-posedness of the transmission problem (4.20).
Lemma 4.2. Let M satisfy Assumption 2.3 and dim(M) ≥ 2. Let Ω+ := Ω ⊂
M be a Lipschitz domain and Ω− := M \ Ω. Let s ∈ (0, 1) and µ > 0 be a
given constant. Then for all given data
(
f˜+, f˜−,h, r
)
∈ Ys, the transmission
problem (4.20) has a unique solution ((v+, p+), (v−, p−)) ∈ Xs.
Proof. We are looking for a solution of problem (4.20) in the form
v0+ =W∂ΩΦ+V∂Ωϕ, p
0
+ = P∂ΩΦ+Q∂Ωϕ in Ω+, (4.23)
v0− =W∂ΩΦ+V∂Ωϕ, p
0
− = P∂ΩΦ+Q∂Ωϕ in Ω−, (4.24)
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where (Φ,ϕ) ∈ Hsν (∂Ω,Λ1TM)×Hs−1(∂Ω,Λ1TM) are unknown densities.
By (3.18), these layer potential representations satisfy the Stokes system in
Ω±. In addition, by the relations (A.15) and (A.16), and by the first trans-
mission condition in (4.20) we obtain the equation(
−1
2
(1 + µ)I+ (µ− 1)K∂Ω
)
Φ+ (µ− 1)V∂Ωϕ = h0 on ∂Ω. (4.25)
Next by using the relations (A.17) and (A.18), and the second transmission
condition in (4.20), we obtain the following equation
(I+ PV∂Ω)ϕ+
(
D+∂Ω −D−∂Ω + P
(
−1
2
I+K∂Ω
))
Φ = r0 on ∂Ω, (4.26)
where the layer potential operator
D+∂Ω −D−∂Ω : Hs(∂Ω,Λ1TM)→ Hs−1(∂Ω,Λ1TM) (4.27)
is linear and compact due to the property that
(
D+∂Ω −D−∂Ω
)
Φ ∈ Rν, for any
Φ ∈ Hsν(∂Ω,Λ1TM) (see also [39, Theorem 4.17]). Note that in the Euclidean
setting the operator in (4.27) is just the null operator (see, e.g., [58, (4.117)],
[33, Theorem 3.1]).
The system of equations (4.25) and (4.26) reduces to the equation
U(Φ,ϕ)⊤ = (h0, r0)⊤ in Xs, (4.28)
with the unknown (Φ,ϕ)⊤ ∈ Xs, where
Xs := H
s
ν(∂Ω,Λ
1TM)×Hs−1(∂Ω,Λ1TM), (4.29)
U : Xs → Xs is the matrix operator
U :=
( Kµ;∂Ω (µ− 1)V∂Ω
D+∂Ω −D−∂Ω + P
(− 12 I+K∂Ω) I+ PV∂Ω
)
, (4.30)
and Kµ;∂Ω : Hsν (∂Ω,Λ1TM)→ Hsν (∂Ω,Λ1TM) is the operator given by
Kµ;∂Ω := −1
2
(1 + µ)I+ (µ− 1)K∂Ω. (4.31)
The operator (4.30) can be written as
U = T + C, (4.32)
where
T=
( Kµ;∂Ω (µ− 1)V∂Ω
0 I
)
, C=
(
0 0
D+∂Ω −D−∂Ω+P
(− 12 I+K∂Ω) PV∂Ω
)
.
(4.33)
We now show that the operator T : Xs → Xs is Fredholm with index zero
for any s ∈ (0, 1) and µ > 0.
(i) If µ = 1 then T reduces to the isomorphism( −I 0
0 I
)
. (4.34)
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(ii) If µ ∈ (0,+∞) \ {1}, then the operator Kµ;∂Ω given by (4.31) can be
written as
Kµ;∂Ω = (µ− 1)
(
1
2
1 + µ
1− µ I+K∂Ω
)
, (4.35)
which is Fredholm with index zero whenever µ ∈ (0, 1) due to the Fred-
holm and zero index property of the operators in (A.27). If µ ∈ (1,+∞),
this property is still valid. Indeed, we have µ−1 ∈ (0, 1), and operator
(4.35) can be written in the equivalent form
Kµ;∂Ω = (µ− 1)
(
−1
2
1 + µ−1
1− µ−1 I+K∂Ω
)
. (4.36)
Then, by using once again the Fredholm and zero index property of the
operators in (A.27), we obtain the desired result.
Consequently, the operator Kµ;∂Ω : Hsν(∂Ω,Λ1TM)→ Hsν(∂Ω,Λ1TM) given
by (4.35) is Fredholm with index zero, and then the operator T : Xs → Xs
defined in (4.33) is Fredholm with index zero as well, for any µ ∈ (0,+∞)
and s ∈ (0, 1). The operator C : Xs → Xs is linear and compact due to the
compactness of the operator in (4.27) and of the operators
P
(
−1
2
I+K∂Ω
)
: Hsν(∂Ω,Λ
1TM)→ Hs−1(∂Ω,Λ1TM),
PV∂Ω : Hs−1(∂Ω,Λ1TM)→ Hs−1(∂Ω,Λ1TM).
Hence the operator U : Xs → Xs given by (4.30) is Fredholm with index zero
for any s ∈ (0, 1). We now show that U is also one-to-one, i.e.,
Ker {U : Xs → Xs} = {0}. (4.37)
To this end, we use the continuity of the embedding Xs →֒ X 1
2
, which has
dense range for any s ∈ ( 12 , 1), while the continuous embedding X 12 →֒ Xs has
dense range for any s ∈ (0, 12). Then by Lemma 2.7 we obtain the equality
Ker {U : Xs → Xs} = Ker
{
U : X 1
2
→ X 1
2
}
, ∀ s ∈ (0, 1) , (4.38)
which shows that property (4.37) holds if and only if
Ker
{
U : X 1
2
→ X 1
2
}
= {0}. (4.39)
Let
(
Φ0,ϕ0
)⊤ ∈ Ker{U : X 1
2
→ X 1
2
}
, and consider the layer potentials
u0 =W∂ΩΦ
0 +V∂Ωϕ
0, π0 = P∂ΩΦ0 +Q∂Ωϕ0 in M \ ∂Ω. (4.40)
Then we have the following inclusions for the restrictions to Ω±,(
u0|Ω± , π0|Ω±
) ∈ H1δ (Ω±,Λ1TM)× L2(Ω±), (4.41)
and the following relations on ∂Ω
µγ+
(
u0|Ω+
)− γ− (u0|Ω−) = 0, (4.42)
t+0 (u
0|Ω+ , π0|Ω+)− t−0 (u0|Ω− , π0|Ω−) + PV∂Ω
(
γ+
(
u0|Ω+
))
= 0. (4.43)
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Therefore, the elements
(
u0|Ω± , π0|Ω±
) ∈ H1δ (Ω±,Λ1TM) × L2(Ω±) deter-
mine a solution of the homogeneous transmission problem associated to (4.8)
in
(
H
s+ 1
2
δ (Ω+,Λ
1TM)×Hs− 12 (Ω+)
)
×
(
H
s+ 1
2
δ (Ω−,Λ
1TM)×Hs− 12 (Ω−)
)
.
Then by using the Green formula (2.42) (with V = 0 and s = 12 ) in each
of the domains Ω+ and Ω− and the positivity condition (A.22) satisfied by
P we deduce (as in (4.57)-(4.60)) that γ+
(
u0|Ω+
)
= 0. The uniqueness re-
sult for the Dirichlet problem for the Stokes system (cf. [17, Theorem 5.1])
implies that u0|Ω± = 0 and π0|Ω± = c± ∈ R in Ω±. By using once again
the transmission condition (4.43) and the relation γ+
(
u0|Ω+
)
= 0, we obtain
c+ = c−. Moreover, formulas (A.15), (A.16), (A.17) and (A.18), applied to
the layer potentials (4.40), together with the conditions γ+
(
u0|Ω+
)
= 0 and
(4.43) yield
0 = γ+
(
u0|Ω+
)− γ− (u0|Ω−) = −Φ0 on ∂Ω (4.44)
0 = t+0 (u
0|Ω+ , π0|Ω+)− t−0 (u0|Ω− , π0|Ω−) = ϕ0 on ∂Ω, (4.45)
and hence that Φ0 = 0 and ϕ0 = 0.
Therefore, the Fredholm operator of index zero U : X 1
2
→ X 1
2
is one-to-
one, and hence isomorphism. This result and (4.38) imply that U : Xs → Xs
is an isomorphism for any s ∈ (0, 1). Then equation (4.28) has a unique
solution (Φ,ϕ)⊤ = U−1 (h0, r0)⊤ ∈ Xs, and the layer potentials (4.23) and
(4.24) determine a solution
(
(v0+, p
0
+), (v
0
−, p
0
−)
)
of the problem (4.20) in the
space
(
H
s+ 1
2
δ (Ω+,Λ
1TM)×Hs−12 (Ω+)
)
×
(
H
s+ 1
2
δ (Ω−,Λ
1TM)×Hs−12 (Ω−)
)
.
Then by Lemma 4.1 the element
((v+, p+), (v−, p−)) =
(
(v0+, p
0
+ + c0), (v
0
−, p
0
− + c0)
)
, (4.46)
where the constant c0 ∈ R is chosen such that〈
E˜+(p
0
+) + c0, 1
〉
Ω+
= 0, (4.47)
is the unique solution of problem (4.20) in the space Xs given by (4.3). 
Next we show the well-posedness of the Poisson problem of transmission
type (4.8) in the space Xs, s ∈ (0, 1).
Theorem 4.3. LetM satisfy Assumption 2.3 and dim(M) ≥ 2. Let Ω+ := Ω ⊂
M be a Lipschitz domain. Let Ω− := M \ Ω satisfy Assumption 2.1. Let s ∈
(0, 1) and µ > 0 be a given constant. Then for all given data
(
f˜+, f˜−,h, r
)
∈
Ys, the Poisson problem of transmission type (4.8) has a unique solution
((u+, π+), (u−, π−)) ∈ Xs and there exists a linear and continuous operator
S0 : Ys → Xs (4.48)
delivering this solution. Hence there exists a constant C ≡ C(s, µ,P , ∂Ω) > 0
such that
‖((u+, π+), (u−, π−))‖Xs ≤ C
∥∥∥(f˜+, f˜−,h, r)∥∥∥
Ys
. (4.49)
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Proof. The unique solution ((v+, p+), (v−, p−)) ∈ Xs of the transmission
problem (4.20), together with relations (4.15), (4.16) and (4.17), determine
a solution ((u+, π+), (u−, π−)) of the Poisson problem of transmission type
(4.8) in the space Xs. In view of Lemma 4.1, this solution is unique, whenever
s ∈ (0, 1), and depends continuously on the given data, i.e., it satisfies an
inequality of type (4.49), due to the boundedness of the involved Newtonian
and boundary layer potentials and of the isomorphism U−1. Consequently,
the operator delivering this solution, S0 : Ys → Xs, is linear and continuous
for any s ∈ (0, 1), as asserted. 
4.3. Well-posedness of the transmission problem (4.5) with V 6= 0
Next, we obtain the main result of this section, i.e., the well-posedness of
transmission problem for the Stokes and Brinkman systems (4.5), with V 6= 0.
Theorem 4.4. Let M satisfy Assumption 2.3 and dim(M) ≥ 2. Let Ω+ :=
Ω ⊂ M be a Lipschitz domain. Let Ω− := M \ Ω satisfy Assumption 2.1.
Assume that V ∈ L∞(M,Λ1TM ⊗ Λ1TM) is a symmetric tensor field,
which satisfies the positivity condition (2.27), and that P ∈ L∞(∂Ω,Λ1TM⊗
Λ1TM) is a symmetric tensor field which satisfies condition (A.22). Let
s ∈ (0, 1) and µ > 0 be a constant. Then for all given data
(
f˜+, f˜−,h, r
)
∈
Ys, the Poisson problem of transmission type (4.5) has a unique solution
((u+, π+), (u−, π−)) ∈ Xs and there exists a linear and continuous operator
SV : Ys → Xs (4.50)
delivering this solution. Hence there is a constant C ≡ C(s, µ, V,P , ∂Ω) > 0
such that
‖((u+, π+), (u−, π−))‖Xs ≤ C
∥∥∥(f˜+, f˜−,h, r)∥∥∥
Ys
. (4.51)
Proof. In view of Theorem 4.3 there exists a linear and continuous operator
S0 : Ys → Xs such that ((w+, q+) , (w−, q−)) = S0
(
F˜+, F˜−,H,R
)
is the
unique solution of the problem

Lw+ + dq+ = F˜+|Ω+ , δw+ = 0 in Ω+,
Lw− + dq− = F˜−|Ω− , δw− = 0 in Ω−,
µγ+w+ − γ−w− = H on ∂Ω,
t+0
(
w+, q+; F˜+
)
− t−0
(
w−, q−; F˜−
)
+ Pγ+w+ = R on ∂Ω,
(4.52)
for all
(
F˜+, F˜−,H,R
)
∈ Ys. Then (see Remark 2.6) we can rewrite the
problem (4.5) as((
v+, p+
)
,
(
v−, p−
))
= S0
(
f˜+−E˜+ (V v+) , f˜−,h, r
)
, (4.53)
or, equivalently, as((
v+, p+
)
,
(
v−, p−
))
+ S0
(
E˜+ (V v+) ,0,0,0
)
= S0
(
f˜+, f˜−,h, r
)
, (4.54)
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where E˜+ is the operator of extension of vector fields (one forms) defined
in Ω+ by zero on M \ Ω+. Since S0 : Ys → Xs is linear and continu-
ous and the linear map from Xs to Ys, which takes
((
v+, p+
)
,
(
v−, p−
))
to
(
E˜+ (V v+) ,0,0,0
)
, is compact, due to the continuity of the inclusions
L∞(Ω+,Λ
1TM ⊗ Λ1TM) ·Hs+ 12 (Ω+,Λ1TM) →֒ L2(Ω+,Λ1TM)
→֒ H˜s− 32 (Ω+,Λ1TM),
the last of them being compact, we deduce that the left hand side of (4.54)
defines a Fredholm operator of index zero for any s ∈ (0, 1), denoted by
AV : Xs → Xs. (4.55)
Then by the density of the embedding Xs →֒ X 1
2
;δ whenever s ∈ (0, 12 ), with
the converse embedding in the case s ∈ (12 , 1), and by Lemma 2.7 we obtain
Ker {AV : Xs → Xs} = Ker
{
AV : X 1
2
;δ → X 1
2
;δ
}
, ∀ s ∈ (0, 1). (4.56)
We will show that the transmission problem (4.5) has at most one solution
in the space X 1
2
;δ (i.e., for s =
1
2 ) and hence that Ker
{
AV : X 1
2
;δ → X 1
2
;δ
}
=
{0}. Then by (4.56), Ker {AV : Xs → Xs} = {0} for any s ∈ (0, 1). Equiva-
lently, the Fredholm operator with index zero AV : Xs → Xs is an isomor-
phism for any s ∈ (0, 1). Then it follows that equation (4.54) has a unique
solution in Xs and that accordingly problem (4.5) has a unique solution in
Xs for any s ∈ (0, 1).
Let us now show that problem (4.5) has at most one solution for s =
1
2 . Indeed, if we assume that
(
(u0+, π
0
+), (u
0
−, π
0
−)
) ∈ X 1
2
;δ is a solution of
the homogeneous problem associated to (4.5), then by applying the Green
identity (2.42) in each of the domains Ω+ and Ω−, we obtain the relations
2〈Def u0+,Def u0+〉Ω+ + 〈V u0+,u0+〉Ω+ = 〈t+V (u0+, π0+), γ+u0+〉∂Ω, (4.57)
2〈Def u0−,Def u0−〉Ω− = −〈t−0 (u0−, π0−), γ−u0−〉∂Ω. (4.58)
By using the transmission conditions satisfied by (u0+, π
0
+) and (u
0
−, π
0
−),
µγ+u
0
+ = γ−u
0
−, t
+
V
(
u0+, π
0
+
)− t−0 (u0−, π0−) = −Pγ+u0+ on ∂Ω, (4.59)
we obtain that
2µ〈Def u0+,Def u0+〉Ω+ + µ〈V u0+,u0+〉Ω+ + 2〈Def u0−,Def u0−〉Ω−
= −µ〈Pγ+u0+, γ+u0+〉∂Ω ≤ −µCP‖γ+u0+‖2L2(∂Ω,Λ1TM), (4.60)
where the last inequality follows from the strong positivity condition (A.22)
satisfied by P . However, the left hand side of the above equality is non-
negative due to the positivity condition (2.27) satisfied by V . Thus, each
side of (4.60) vanishes, and, in particular, we obtain γ+u
0
+ = γ−u
0
− = 0
on ∂Ω, i.e., u0± ∈ H10 (Ω±,Λ1TM), where H10 (Ω,Λ1TM) is the closure of
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D(Ω,Λ1TM) in the norm of H1(Ω,Λ1TM) (see [45, Theorem 3.33]). More-
over, by (4.60), Def u0± = 0 in Ω±. Then the injectivity of the operator
Def : H10 (Ω±,Λ
1TM)→ L2(Ω±, S2T ∗M) (4.61)
(see [17, (6.17)]) implies that u0± = 0 in Ω±. Consequently, we find that
u0± = 0, π
0
± = c± ∈ R in Ω±, (4.62)
where the last relations follow from the Brinkman system in Ω+ and the
Stokes system in Ω−, respectively. However, the second transmission condi-
tion in (4.59) implies the relation t+V (u
0
+, π
0
+) = t
−
0
(
u0−, π
0
−
)
on ∂Ω, which,
together with the condition 〈E˜+π0+, 1〉Ω+ = 0 (see (4.3)), shows that c± = 0.
Therefore,
u0± = 0, π
0
± = 0 in Ω±, (4.63)
i.e., problem (4.5) has at most one solution in the space X 1
2
;δ (i.e., in the
case s = 12 ), as desired. Consequently, problem (4.5) has a unique solution
((u+, π+), (u−, π−)) ∈ Xs for any s ∈ (0, 1). Moreover, by (4.54) and (4.55),
((u+, π+), (u−, π−)) = SV
(
f˜+, f˜−,h, r
)
,
where the operator
SV : Ys → Xs, SV = A−1V ◦ S0 (4.64)
delivering this solution, is linear and continuous, due to linearity and conti-
nuity of the maps S0 : Ys→Xs (see Theorem 4.3) and A−1V :Xs→Xs. 
5. Transmission problems for the Navier-Stokes and
generalized Darcy-Forchheimer-Brinkman systems
5.1. Problem setting and preliminary lemma
Let s ∈ (0, 1). Let µ > 0 and k, β ∈ R be nonzero constants. Let V ∈
L∞(M,Λ1TM ⊗ Λ1TM) be a symmetric tensor field satisfying the posi-
tivity condition (2.27) and P ∈ L∞(∂Ω,Λ1TM ⊗ Λ1TM) be a symmet-
ric tensor field satisfying the positivity condition (A.22). Next we consider
the following transmission problem for the nonlinear incompressible Navier-
Stokes and generalized Darcy-Forchheimer-Brinkman systems in two comple-
mentary Lipschitz domains Ω± of a compact Riemannian manifold M , with
dim(M) ∈ {2, 3}:

Lu++V u++dπ+= f˜+|Ω+−
(
k|u+|u++β∇u+u+
)
, δu+=0 in Ω+,
Lu− + dπ− = f˜−|Ω− −∇u−u− in Ω−, δu− = 0 in Ω−,
µγ+u+ − γ−u− = h on ∂Ω,
t+V
(
u+, π+; f˜+ − I˜k;β;Ω+u+
)
− t−0
(
u−, π−; f˜− − I˜0;1;Ω−u−
)
+Pγ+u+ = r on ∂Ω,
(5.1)
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where
I˜k±;β±;Ω±u± := k±(E˜0±|u±|)Es+
1
2
± u± + β±(E˜
s− 1
2
± ∇u±)Es+1± u±, (5.2)
for u± ∈ Hs+
1
2
δ (Ω±,Λ
1TM), Ω± ⊂ M and the constants k±, β± ∈ R,
E˜t± : H
t(Ω±) → H˜t(Ω±) is the unique linear bounded extension operator
for −1/2 < t < 1/2, cf. [50, Theorem 2.16], while Et± : Ht(Ω±) → Ht(M),
t ∈ R, is a (non-unique) linear bounded extension operator. In view of (2.32),
the expression (E˜
s− 1
2
± ∇u±)Es+
1
2
± u± is understood as(
(E˜
s− 1
2
± ∇u±)Es+
1
2
± u±
)ℓ
=
(
E˜
s− 1
2
± ∂ju
ℓ
±
)
E
s+ 1
2
± u
j
±
+ Γℓrj
(
E˜
s− 1
2
± u
j
±
)
E
s+ 1
2
± u
r
±. (5.3)
For the restrictions of I˜k±;β±;Ω±u±, we evidently have,
rΩ± I˜k±;β±;Ω±u± = k±|u±|u± + β±∇u±u±.
We assume that the given data in (5.1),
(
f˜+, f˜−,h, r
)
, belong to the
space Ys defined in (4.4), and that they are sufficiently small in a sense that
will be described below. Then we show the existence and uniqueness of the
solution ((u+, π+), (u−, π−)) ∈ Xs of the transmission problem (5.1), where
Xs is the space given by (4.3). The proof of the existence and uniqueness
result is mainly based on the well-posedness result established in Theorem
4.4 and on a fixed point theorem.
We note that problem (5.1) with V ≡ αI and α, k, β positive constants
describes the flow of a viscous incompressible fluid through a porous medium,
and the coefficients α, k, β are determined by the physical properties of such
a medium (see, e.g., [60] for further details).
First we show the following result that plays a main role in the proof
of the well-posedness of the problem (5.1) in the case s ∈ (0, 1). A slightly
different approach to the particular case s ∈ [ 12 , 1) is discussed in Appendix
B (see also [17, Lemma 7.5] in the case of general Lp-Sobolev spaces, and [32,
Lemma 5.1] in the Euclidian setting).
Lemma 5.1. LetM be a compact Riemannian manifold with dim(M) ∈ {2, 3}.
Let Ω ⊂ M be a Lipschitz domain, s ∈ (0, 1) and k, β ∈ R be given nonzero
constants, and
I˜k;β;Ω(v) := k(E˜0|v|)Es+ 12v + β(E˜s− 12∇v)Es+ 12v. (5.4)
Then the operator
I˜k;β;Ω : Hs+ 12 (Ω,Λ1TM)→ H˜s− 32 (Ω,Λ1TM) (5.5)
is a nonlinear continuous, positively homogeneous of order 2, and bounded,
in the sense that there exists a constant C1 ≡ C1(Ω, k, β) > 0 such that
‖I˜k;β;Ω(u)‖
H˜
s− 3
2 (Ω,Λ1TM)
≤ C1‖u‖2
H
s+1
2 (Ω,Λ1TM)
. (5.6)
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In addition, the following inequality holds
‖I˜k;β;Ω(v) − I˜k;β;Ω(w)‖
H˜
s− 3
2 (Ω,Λ1TM)
(5.7)
≤ C1
(
‖v‖
H
s+1
2 (Ω,Λ1TM)
+ ‖w‖
H
s+1
2 (Ω,Λ1TM)
)
‖v −w‖
H
s+1
2 (Ω,Λ1TM)
,
for all v,w ∈ Hs+ 12 (Ω,Λ1TM), and the operator I˜k;β;Ω does not depend on
the chosen extension operator Es+
1
2 in definition (5.4).
Proof. Let s ∈ (0, 1). The following pointwise multiplication result for Sobolev
spaces holds
Hs+
1
2 (Ω) ·H 32−s(Ω) →֒ Ht(Ω) (5.8)
for any t ∈ [0, 1/2), in the sense that if f ∈ Hs+ 12 (Ω) and h ∈ H 32−s(Ω), then
fh ∈ Ht(Ω), and there is a constant c ≡ c(Ω, s) > 0 such that
‖fh‖Ht(Ω) ≤ c‖f‖
H
s+1
2 (Ω)
‖h‖
H
3
2
−s(Ω)
(cf., e.g., [63, Section 4.4], [6, Theorem 7.3], [26, Lemma 28] and [17, (7.29)]).
Since for any s ∈ (0, 1) there exists t ∈ [0, 1/2) such that 1/2 − s < t,
and thus Ht(Ω) →֒ H 12−s(Ω), (5.8) implies that
Hs+
1
2 (Ω) ·H 32−s(Ω) →֒ H 12−s(Ω) (5.9)
and there exists a constant c ≡ c(Ω, s) > 0 such that
‖fh‖
H
1
2
−s(Ω)
≤ c‖f‖
H
s+1
2 (Ω)
‖h‖
H
3
2
−s(Ω)
.
By [6, Theorem 8.1] and [26, Lemma 28]), we obtain that the pointwise
multiplication of functions extends uniquely to a continuous bilinear map
Hs+
1
2 (Ω) ·Hs− 12 (Ω) →֒ Hs− 32 (Ω). (5.10)
In addition, we prove the inclusion
Hs+
1
2 (Ω) · H˜s− 12 (Ω) →֒ H˜s− 32 (Ω), (5.11)
i.e., (Es+
1
2 u)v˜ ∈ H˜s− 32 (Ω) for all u ∈ Hs+ 12 (Ω) and v˜ ∈ H˜s− 12 (Ω), and there
is a constant c˜ = c˜(Ω, s) > 0, such that
‖(Es+ 12 u)v˜‖
H˜
s− 3
2 (Ω)
≤ c˜‖u‖
H
s+1
2 (Ω)
‖v˜‖
H˜
s− 1
2 (Ω)
. (5.12)
Let us first prove (5.12) in Euclidean setting, by using the arguments similar
to those in [6, Theorem 8.1]. We first prove (5.12) for v˜ ∈ H˜s− 12 (Ω) and
u ∈ D(Rn). We have,
‖uv˜‖
H˜
s− 3
2 (Ω)
= sup
Ψ∈D(Ω)
∣∣〈uv˜,Ψ〉
H˜
s− 3
2 (Ω)×H
3
2
−s(Ω)
∣∣
‖Ψ‖
H
3
2
−s(Ω)
. (5.13)
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By using the pointwise multiplication result (5.9) and that
rΩu ∈ D(Ω) ⊂ Hs+ 12 (Ω), we obtain∣∣〈uv˜,Ψ〉
H˜
s− 3
2 (Ω)×H
3
2
−s(Ω)
∣∣ = ∣∣〈v˜, uΨ〉
H˜
s− 1
2 (Ω)×H
1
2
−s(Ω)
∣∣
≤ ‖v˜‖
H˜
s− 1
2 (Ω)
‖uΨ‖
H
1
2
−s(Ω)
≤ c˜‖v˜‖
H˜
s− 1
2 (Ω)
‖u‖
H
s+1
2 (Ω)
‖Ψ‖
H
3
2
−s(Ω)
.
Hence,
‖uv˜‖
H˜
s− 3
2 (Ω)
≤ c˜‖u‖
H
s+1
2 (Ω)
‖v˜‖
H˜
s− 1
2 (Ω)
. (5.14)
i.e., inequality (5.12) holds for v˜ ∈ H˜s− 12 (Ω) and u ∈ D(Rn).
Let us now prove (5.12) for v˜ ∈ H˜s− 12 (Ω) and u ∈ Hs+ 12 (Ω). To this end,
note that D(Rn) is dense in Hs+ 12 (Rn), and hence there exists a sequence
{ϕk}k≥1 ⊂ D(Rn) such that
lim
k→∞
ϕk = E
s+ 1
2 u in Hs+
1
2 (Rn) =⇒ lim
k→∞
rΩϕk = u in H
s+ 1
2 (Ω). (5.15)
Moreover, by (5.14), ‖ϕj v˜ − ϕℓv˜‖
H˜
s− 3
2 (Ω)
≤ c˜‖ϕj − ϕℓ‖
H
s+1
2 (Ω)
‖v˜‖
H˜
s− 1
2 (Ω)
,
and by (5.15) we deduce that {ϕkv˜}k≥1 is a Cauchy sequence in H˜s− 32 (Ω),
i.e., it converges to an element w˜ ∈ H˜s− 32 (Ω). It is easy to show that the
limit is unique, i.e., does not depend on the chosen sequence {ϕk}k≥1, and
we define the product (Es+
1
2u)v˜ := w˜. Hence
Es+
1
2 uv˜ := lim
k→∞
ϕkv˜ in H˜
s− 3
2 (Ω). (5.16)
Then we obtain that
‖(Es+ 12u)v˜‖
H˜
s− 3
2 (Ω)
≤ ‖ϕkv˜ − (Es+ 12u)v˜‖
H˜
s− 3
2 (Ω)
+ ‖ϕkv˜‖
H˜
s− 3
2 (Ω)
≤ ‖ϕkv˜ − (Es+ 12u)v˜‖
H˜
s− 3
2 (Ω)
+ c˜‖ϕk‖
H
s+1
2 (Ω)
‖v˜‖
H˜
s− 1
2 (Ω)
≤ ‖ϕkv˜ − (Es+ 12u)v˜‖
H˜
s− 3
2 (Ω)
+ c˜‖ϕk − u‖
H
s+1
2 (Ω)
‖v˜‖
H˜
s− 1
2 (Ω)
+ c˜‖u‖
H˜
s+1
2 (Ω)
‖v˜‖
H˜
s− 1
2 (Ω)
. (5.17)
Finally, by (5.15) and (5.17), we obtain inequality (5.12), as desired. Such
an inequality is still valid when Ω is a Lipschitz domain in the compact Rie-
mannian manifold M , as follows from the definition of the involved Sobolev
spaces on M (see Section 2.1) and the version of (5.12) in the Euclidean
setting (see also [26, Lemma 28]).
Further, by (5.12) and the local representation formula (2.32) of ∇uv,
there exists a constant c∗(0) ≡ c∗(0)(Ω, s) > 0 such that∥∥∥(E˜s− 12 ∂juℓ)Es+ 12 vj∥∥∥
H˜
s− 3
2 (Ω)
≤ c∗(0)‖u‖Hs+12 (Ω,Λ1TM)‖v‖Hs+12 (Ω,Λ1TM),
∀ u,v ∈ Hs+ 12 (Ω,Λ1TM). (5.18)
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In addition, by using again (5.11) we obtain that H˜0(Ω) · Hs+ 12 (Ω) →֒
H˜s−
1
2 (Ω) ·Hs+ 12 (Ω) →֒ H˜s− 32 (Ω). Hence
(E˜0|u|)Es+ 12v ∈ H˜s− 32 (Ω,Λ1TM), ∀ u,v ∈ Hs+ 12 (Ω,Λ1TM) (5.19)
and there exists a constant c∗0 ≡ c∗0(Ω, s) > 0 such that
∥∥∥(E˜0|u|)Es+ 12v∥∥∥
H˜
s− 3
2 (Ω)
≤ c∗0‖u‖Hs+12 (Ω,Λ1TM)‖v‖Hs+12 (Ω,Λ1TM),
∀ u,v ∈ Hs+ 12 (Ω,Λ1TM). (5.20)
Thus, the nonlinear operator I˜k;β;Ω : Hs+
1
2
δ (Ω,Λ
1TM) → H˜s− 32 (Ω,Λ1TM)
given by (5.4) is positively homogeneous of order 2, and bounded in the sense
of (5.6), with the constant
C1 = |k|c∗(0) + |β|c∗0. (5.21)
Moreover, inequalities (5.18) and (5.20) imply that
‖I˜k;β;Ω(v) − I˜k;β;Ω(w)‖
H˜
s− 3
2 (Ω,Λ1TM)
≤ |k|
∥∥∥(E˜0|v|)Es+ 12v − (E˜0|w|)Es+ 12w∥∥∥
H˜
s− 3
2 (Ω,Λ1TM)
+ |β|
∥∥∥(E˜s− 12∇v)Es+ 12v − (E˜s− 12∇w)Es+ 12w∥∥∥
H˜
s− 3
2 (Ω,Λ1TM)
≤ |k|
∥∥∥(E˜0(|v| − |w|))Es+ 12v + (E˜0|w|)Es+ 12 (v −w)∥∥∥
H˜
s− 3
2 (Ω,Λ1TM)
+ |β|
∥∥∥(E˜s− 12∇v−w)Es+ 12v + (E˜s− 12∇w)Es+ 12 (v −w)∥∥∥
H˜
s− 3
2 (Ω,Λ1TM)
≤ (|k|c+ |β|C0)‖v −w‖
H
s+1
2 (Ω,Λ1TM)
(
‖v‖
H
s+1
2 (Ω,Λ1TM)
+ ‖w‖
H
s+1
2 (Ω)
)
= C1‖v −w‖H1(Ω,Λ1TM)
(
‖v‖
H
s+1
2 (Ω,Λ1TM)
+ ‖w‖
H
s+1
2 (Ω,Λ1TM)
)
,
giving inequality (5.7). Then the continuity of the operator (5.5) is a conse-
quence of (5.7).
To prove that the operator I˜k;β;Ω does not depend on the chosen exten-
sion operator Es+
1
2 in definition (5.4), let us consider the operators I˜1k;β;Ω
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and I˜2k;β;Ω obtained using the extensions Es+
1
2
1 and E
s+ 1
2
2 , respectively. Then
‖I˜1k;β;Ω(v) − I˜2k;β;Ω(v)‖H˜s− 32 (Ω,Λ1TM)
≤ |k|
∥∥∥(E˜0|v|)Es+ 121 v − (E˜0|v|)Es+ 122 v∥∥∥
H˜
s− 3
2 (Ω,Λ1TM)
+ |β|
∥∥∥(E˜s− 12∇v)Es+ 121 v−(E˜s− 12∇v)Es+ 122 v∥∥∥
H˜
s− 3
2 (Ω,Λ1TM)
= |k|
∥∥∥(E˜0|v|)(Es+ 121 v − Es+ 122 v)∥∥∥
H˜
s− 3
2 (Ω,Λ1TM)
+ |β|
∥∥∥(E˜s− 12∇w)(Es+ 121 v − Es+ 122 v)∥∥∥
H˜
s− 3
2 (Ω,Λ1TM)
≤ (|k|c+ |β|C0)‖v‖
H
s+ 1
2 (Ω,Λ1TM)
∥∥∥rΩ (Es+ 121 v−Es+ 122 v)∥∥∥
H
s+ 1
2 (Ω,Λ1TM)
=0
since rΩ
(
E
s+ 1
2
1 v − Es+
1
2
2 v
)
= 0. 
5.2. Existence and uniqueness for nonlinear transmission problem (5.1)
Next we use the notation I˜Ω−(v) := I˜0;1;Ω−(v) and show the main result
of Section 5, i.e., the existence and uniqueness of solution in the space Xs
for the nonlinear problem (5.1) when the given data belong to the space Ys,
s ∈ (0, 1) (see (4.3) and (4.4)).
Theorem 5.2. Let M satisfy Assumption 2.3 and dim(M) ∈ {2, 3}. Let
Ω+ := Ω ⊂ M be a Lipschitz domain. Let Ω− := M \ Ω satisfy Assump-
tion 2.1. Let s ∈ (0, 1) and µ > 0, k, β ∈ R be given nonzero constants. Let
V ∈ L∞(M,Λ1TM ⊗ Λ1TM) be a symmetric tensor field satisfying the pos-
itivity condition (2.27) and P ∈ L∞(∂Ω,Λ1TM ⊗ Λ1TM) be a symmetric
tensor field which satisfies the positivity condition (A.22). Then there exist
two constants ζ > 0 and η > 0 depending only on Ω±, P, V , s, k, β, µ, with
the property that for all data (f˜+, f˜−,h, r) ∈ Ys, which satisfy the condition∥∥(f˜+, f˜−,h, r)∥∥Ys ≤ ζ, (5.22)
the transmission problem for the generalized Darcy-Forchheimer-Brinkman
and Navier-Stokes systems (5.1) has a unique solution ((u+, π+), (u−, π−)) ∈
Xs, such that
‖ (u+u−) ‖
H
s+1
2
δ
(Ω+,Λ1TM)×H
s+ 1
2
δ
(Ω−,Λ1TM)
≤ η. (5.23)
Moreover, the solution depends continuously on the given data and satisfies
the estimate
‖ ((u+, π+), (u−, π−)) ‖Xs ≤ C
∥∥(f˜+, f˜−,h, r)∥∥Ys (5.24)
for some positive constant C which depends only on Ω+, Ω−, P, V , s, µ.
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Proof. We rewrite the nonlinear transmission problem (5.1) in the form


Lu+ + V u+ + dπ+ = f˜+|Ω+ − I˜k;β;Ω+(u+)|Ω+ , δu+ = 0 in Ω+,
Lu− + dπ− = f˜−|Ω− − I˜Ω−(u−)|Ω− , δu− = 0 in Ω−,
µγ+u+ − γ−u− = h on ∂Ω,
t+V
(
u+, π+; f˜+ − I˜k;β;Ω+(u+)
)
− t−0
(
u−, π−; f˜− − I˜Ω−(u−)
)
+Pγ+u+ = r on ∂Ω.
(5.25)
Next we construct a nonlinear operator (T+, T−) mapping a closed ball Bη of
the product space H
s+ 1
2
δ (Ω+,Λ
1TM)×Hs+ 12δ (Ω−,Λ1TM) to Bη and being
a contraction on Bη. Then the unique fixed point of (T+, T−) will determine
a solution of the nonlinear problem (5.25), and hence of the problem (5.1).
• The nonlinear operator (T+, T−) and the existence result
For a fixed couple (u+,u−) ∈ Hs+
1
2
δ (Ω+,Λ
1TM)×Hs+ 12δ (Ω−,Λ1TM),
we consider the linear transmission problem for the Stokes and Brinkman
systems


Lu0++V u
0
+ + dπ
0
+ = f˜+|Ω+ − I˜k;β;Ω+(u+)|Ω+ , δu0+ = 0 in Ω+,
Lu0− + dπ
0
− = f˜−|Ω− − I˜Ω−(u−)|Ω− , δu0− = 0 in Ω−,
µγ+u
0
+ − γ−u0− = h on ∂Ω,
t+V
(
u0+, π
0
+; f˜+ − I˜k;β;Ω+(u+)
)
− t−0
(
u0−, π
0
−; f˜− − I˜Ω−(u−)
)
+Pγ+u0+ = r on ∂Ω,
(5.26)
with unknowns
(
(u0+, π
0
+), (u
0
−, π
0
−)
)
. By Lemma 5.1, we have I˜k;β;Ω+(u+) ∈
H˜s−
3
2 (Ω+,Λ
1TM) and I˜Ω−(u−) ∈ H˜s−
3
2 (Ω−,Λ
1TM), and then for given
data (f˜+, f˜−,h, r) ∈ Ys, the right hand side of (5.26) belongs to the space
Ys defined in (4.4). Hence, by Theorem 4.4, there exists a unique solution(
(u0+, π
0
+), (u
0
−, π
0
−)
)
of problem (5.26) in the space Xs defined in (4.3). This
solution can be written as
(
(u0+, π
0
+), (u
0
−, π
0
−)
)
=((T+(u+,u−), P+(u+,u−)), (T−(u+,u−), P−(u+,u−)))
:=SV
(
f˜+ − I˜k;β;Ω+(u+), f˜− − I˜Ω−(u−), h, r
)
∈ Xs, (5.27)
where SV : Ys → Xs is the linear and continuous operator introduced in
Theorem 4.4. Moreover, the continuity of SV and Lemma 5.1 imply that
there exists a constant C∗ ≡ C∗(Ω+,Ω−,P , V, µ) > 0 such that the operator
(T+, P+, T−, P−) : Hs+
1
2
δ (Ω+,Λ
1TM)×Hs+ 12δ (Ω−,Λ1TM)→ Xs, (5.28)
defined by (5.27), satisfies the inequalities
‖((T+(u+,u−), P+(u+,u−)), (T−(u+,u−), P−(u+,u−)))‖Xs (5.29)
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≤ C∗
∥∥∥(f˜+ − I˜k;β;Ω+(u+), f˜− − I˜Ω−(u−),h, r)∥∥∥
Ys
≤ C∗
(∥∥∥(f˜+, f˜−,h, r)∥∥∥
Ys;δ
+ ‖I˜k;β;Ω+(u+)‖H˜s− 32 (Ω+,Λ1TM)
+ ‖I˜Ω−(u−)‖H˜s− 32 (Ω−,Λ1TM)
)
≤ C∗
∥∥(f˜+, f˜−,h, r)∥∥Ys + C∗C˜1‖(u+,u−)‖2Hs+12
δ
(Ω+,Λ1TM)×H
s+ 1
2
δ
(Ω−,Λ1TM)
,
for all (u+,u−) ∈ Hs+
1
2
δ (Ω+,Λ
1TM) × Hs+ 12δ (Ω−,Λ1TM), with a constant
C˜1 ≡ C˜1(Ω+,Ω−, k, β, s) > 0 determined by the constant C1 from Lemma 5.1
corresponding to operator I˜k;β;Ω+ and a similar one corresponding to operator
I˜Ω− . Thus, the nonlinear operator given by (5.28) is continuous and bounded
in the sense of (5.29). Moreover, by (5.26) and (5.27), we deduce that

LT+(u+,u−) + V T+(u+,u−) + dP+(u+,u−)
= f˜+|Ω+ − I˜k;β;Ω+(u+)|Ω+ in Ω+,
δT+(u+,u−) = 0 in Ω+,
LT−(u+,u−) + dP−(u+,u−) = f˜−|Ω− − I˜Ω−(u−)|Ω− in Ω−,
δT−(u+,u−) = 0 in Ω−,
µγ+ (T+(u+,u−))− γ− (T−(u+,u−)) = h ∈ Hsν(∂Ω,Λ1TM),
t+V
(
T+(u+,u−), P+(u+,u−); f˜+ − I˜k;β;Ω+(u+)
)
−t−0
(
T−(u+,u−), P−(u+,u−); f˜− − I˜Ω−(u−)
)
+Pγ+ (T+(u+,u−)) = r ∈ Hs−1(∂Ω,Λ1TM).
(5.30)
Hence, if we can show that the nonlinear operator
(T+, T−) :Hs+
1
2
δ (Ω+,Λ
1TM)×Hs+ 12δ (Ω−,Λ1TM)
→ Hs+ 12δ (Ω+,Λ1TM)×H
s+ 1
2
δ (Ω−,Λ
1TM) (5.31)
has a fixed point (u+,u−) ∈ Hs+
1
2
δ (Ω+,Λ
1TM) × Hs+ 12δ (Ω−,Λ1TM), i.e.,
T+(u+,u−) = u+, T−(u+,u−) = u−, then this u± and the pressure func-
tions π± = P±(u+,u−) will provide a solution of nonlinear transmission
problem (5.1) in the space Xs. In order to show the desired result we con-
sider the constants ζ and η given by
ζ =
3
16C˜1C2∗
> 0, η =
1
4C˜1C∗
> 0 (5.32)
(see also [13, Lemma 29], [32, (5.25)]), and the closed ball
Bη :=
{
(v+,v+) ∈ Hs+
1
2
δ (Ω+,Λ
1TM)×Hs+ 12δ (Ω−,Λ1TM) :
‖ (v+,v+) ‖
H
s+1
2
δ
(Ω+,Λ1TM)×H
s+ 1
2
δ
(Ω−,Λ1TM)
≤ η
}
. (5.33)
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In addition, we assume that the given data satisfy condition (5.22). By using
(5.29), (5.32), (5.33) and (5.22) we obtain
‖ (T+(v+,v−), P+(v+,v−), T−(v+,v−), P−(v+,v−)) ‖Xs ≤
1
4C˜1C∗
= η,
(5.34)
for all (v+,v+) ∈ Bη, which implies that
‖(T+, T−) (u+,u−)‖
H
s+1
2
δ
(Ω+,Λ1TM)×H
s+ 1
2
δ
(Ω−,Λ1TM)
≤ η, ∀ (u+,u+) ∈ Bη,
and hence (T+, T−) maps Bη to Bη.
Now we prove that (T+, T−) is a Lipschitz continuous mapping on the
ballBη. To this end, we use (5.27) and Lemma 5.1, and obtain the inequalities
‖(T+, T−) (v+,v−)− (T+, T−) (w+,w−)‖
H
s+1
2
δ
(Ω+,Λ1TM)×H
s+ 1
2
δ
(Ω−,Λ1TM)
≤ C∗
(
‖I˜k;β;Ω+(v+)− I˜k;β;Ω+(w+)‖H˜s− 32 (Ω+,Λ1TM)
+ ‖I˜Ω−(v−)− I˜Ω−(w−)‖H˜s− 32 (Ω−,Λ1TM)
)
≤ C∗C˜1
((‖v+‖
H
s+1
2 (Ω+,Λ1TM)
+‖w+‖
H
s+1
2 (Ω+,Λ1TM)
)‖v+−w+‖
H
s+1
2 (Ω+)
+
(‖v−‖
H
s+1
2 (Ω−,Λ1TM)
+‖w−‖
H
s+1
2 (Ω−,Λ1TM)
)‖v− −w−‖
H
s+1
2 (Ω−)
)
≤ 2ηC∗C˜1‖(v+,v−)− (w+,w−)‖
H
s+1
2
δ
(Ω+,Λ1TM)×H
s+ 1
2
δ
(Ω−,Λ1TM)
=
1
2
‖(v+,v−)− (w+,w−)‖
H
s+1
2
δ
(Ω+,Λ1TM)×H
s+ 1
2
δ
(Ω−,Λ1TM)
,
∀ (v+,v−), (w+,w−) ∈ Bη, (5.35)
where C∗ and C˜1 are the constants in (5.29) and from Lemma 5.1. Thus,
(T+, T−) : Bη → Bη is a contraction, as desired. Then the Banach-Caccioppoli
fixed point theorem implies that the map (T+, T−) : Bη → Bη has a unique
fixed point (u+,u−)= (T+, T−) (u+,u−) ∈ Bη. Hence, ((u+, π+), (u−, π−)),
where π± = P± (u+,u−) are the pressure functions given by (5.27), is a
solution of nonlinear problem (5.1) in the space Xs. Moreover, the second
expression in (5.32) yields
C∗C˜1 ‖(u+,u−)‖2
H
s+1
2
δ
(Ω+,Λ1TM)×H
s+ 1
2
δ
(Ω−,Λ1TM)
≤ C∗C˜1η ‖(u+,u−)‖
H
s+1
2
δ
(Ω+,Λ1TM)×H
s+ 1
2
δ
(Ω−,Λ1TM)
=
1
4
‖(u+,u−)‖
H
s+1
2
δ
(Ω+,Λ1TM)×H
s+ 1
2
δ
(Ω−,Λ1TM)
. (5.36)
Finally, by inequalities (5.29) and (5.36) we obtain
‖((u+, π+), (u−, π−))‖Xs
≤ C∗
∥∥(f˜+, f˜−,h, r)∥∥Ys + 14‖(u+,u−)‖Hs+12 (Ω+,Λ1TM)×Hs+12 (Ω−,Λ1TM),
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and hence
‖(u+,u−)‖
H
s+1
2 (Ω+Λ1TM)×H
s+1
2 (Ω−Λ1TM)
≤ 4
3
C∗
∥∥(f˜+, f˜−,h, r)∥∥Ys ,
i.e., inequality (5.24), with the constant C =
4
3
C∗.
• Uniqueness result for the nonlinear problem (5.1)
We now show the uniqueness of a solution ((u+, π+), (u−, π−)) ∈ Xs
of the nonlinear transmission problem (5.1), such that (u+,u−) ∈ Bη, when
condition (5.22) is satisfied. To this end, we assume that
(
(u′+, π
′
+), (u
′
−, π
′
−)
)∈
Xs is another solution of problem (5.1), satisfying the condition (u′+,u′−) ∈
Bη. This assumption implies that
(T+(u′+,u′−), T−(u′+,u′−)) ∈ Bη, as (T+, T−)
maps Bη to Bη. We note that the elements(T+(u′+,u′−), P+(u′+,u′−), T−(u′+,u′−), P−(u′+,u′−))
are given by (5.27) and satisfy problem (5.30) with u± replaced by u
′
±. Then
by (5.25) and (5.30) we obtain the linear transmission problem

(L+ V )
(T+(u′+,u′−)− u′+)+ d (P+(u′+,u′−)−π′+) = 0 in Ω+,
δT+(u′+,u′−) = 0 in Ω+,
L
(T−(u′+,u′−)− u′−)+ d (P−(u′+,u′−)−π′−) = 0 in Ω−,
δT−(u′+,u′−) = 0 in Ω−,
µγ+
(T+(u′+,u′−)− u′+)− γ− (T−(u′+,u′−)− u′−) = 0 on ∂Ω,
t+V
(T+(u′+,u′−)− u′+, P+(u′+,u′−)− π′+)
−t−0
(T−(u′+,u′−)− u′−, P−(u′+,u′−)− π′−)
+Pγ+
(T+(u′+,u′−)− u′+) = 0 on ∂Ω,
which, has only the trivial solution in the space Xs, due to the well-posedness
result in Theorem 4.4. Therefore,(T+(u′+,u′−), T−(u′+,u′−)) = (u′+,u′−) , P±(u′+,u′−) = π′±.
Consequently, (u′+,u
′
−) ∈ Bη is a fixed point of the contraction mapping
(T+, T−) : Bη → Bη. Since such a fixed point is unique in Bη, we deduce
that
(
u′+,u
′
−
)
= (u+,u−). In addition, we have π
′
± = π±. This shows the
uniqueness of the solution of the nonlinear transmission problem (5.1) in Bη.
Due to, e.g., [30, Chapter XVI, §1, Theorem 3], the unique solution
((u+, π+), (u−, π−)) of the transmission problem (5.1) depends continuously
on the data
(
f˜+, f˜−,h, r
) ∈ Ys. Indeed, this solution is expressed in terms
of the unique fixed point of the contraction (T+, T−) : Bη → Bη, which is a
continuous map with respect to the given data, and this continuity property
is an immediate consequence of the continuity of the map SV : Ys → Xs. 
Appendix A. Mapping properties of layer potentials for the
Stokes system in compact Riemannian manifolds
Next we present mapping properties of Stokes layer potentials that have been
used to obtain the main results of this paper. First, we note the following
result (cf., e.g., [17, Theorem 5.6] for V = 0; see also [39, Theorem 4.8]).
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Lemma A.1. Let M satisfy Assumption 2.3 and dim(M) ≥ 2. Let Ω ⊂M be
a Lipschitz domain and V ∈ L∞(M,Λ1TM⊗Λ1TM) satisfying the positivity
condition (2.27). Let s ∈ (0, 1). Then the Poisson problem for the generalized
Brinkman system with Dirichlet boundary condition

Lv + V v + dp = F ∈ Hs− 32 (Ω,Λ1TM) in Ω,
δv = 0 on Ω,
γ+v = g ∈ Hsν(∂Ω,Λ1TM)
(A.1)
is well-posed, i.e., it has a unique solution (v, p) ∈ Hs+ 12δ (Ω+,Λ1TM) ×
H
s− 1
2
∗ (Ω+), and there exists a constant CV ≡ CV (s,Ω) > 0 such that
‖v‖
H
s+1
2
δ
(Ω,Λ1TM)
+ ‖p‖
H
s− 1
2
∗ (Ω)
≤ CV ‖(F,g)‖
H
s− 3
2 (Ω,Λ1TM)×Hsν (∂Ω,Λ
1TM)
.
(A.2)
Proof. By using similar arguments to those in the proof of [39, Theorem 4.8],
we consider the spaces
H
s+ 1
2
δ (Ω,Λ
1TM) :=
{
u ∈ Hs+ 12 (Ω,Λ1TM) : δu = 0 in Ω
}
, (A.3)
Ds;δ := H
s+ 1
2
δ (Ω,Λ
1TM)×Hs− 12∗ (Ω), (A.4)
Rs;δ := H
s− 3
2 (Ω,Λ1TM)×Hsν (∂Ω,Λ1TM) (A.5)
and the operator
FV : Ds;δ → Rs;δ, FV :=
(
L+ V d
γ+ 0
)
, (A.6)
which is associated to the Poisson problem (A.1). We note that
FV = F0 + FV ;0, (A.7)
where
F0 : Ds;δ → Rs;δ, F0 :=
(
L d
γ+ 0
)
(A.8)
is the operator describing the Poisson problem for the Stokes system, and
FV ;0 : Ds;δ → Rs;δ, FV ;0 :=
(
V 0
0 0
)
. (A.9)
The operator F0 is an isomorphism for any s ∈ (0, 1), due to the well-
posedness of the Poisson problem for the Stokes system (cf. [17, Theorem
5.6]). Operator (A.9) is compact due to the compactness of the embedding
L2(Ω,Λ1TM) →֒ Hs− 32 (Ω,Λ1TM). Thus, FV : Ds;δ → Rs;δ is a Fredholm
operator with index zero for any s ∈ (0, 1). Then, by Lemma 2.7,
Ker {FV : Ds;δ → Rs;δ} = Ker
{
FV : D 1
2
;δ → R 1
2
;δ
}
, ∀ s ∈ (0, 1). (A.10)
Let us assume that (v0, p0) ∈ Ker
{
FV : D 1
2
;δ → R 1
2
;δ
}
. By using the
Green formula (2.42) and the condition γ+v0 = 0 on ∂Ω, we obtain that
2〈Def v0,Def v0〉Ω++ 〈V v0,v0〉Ω+ = 〈t+0 (v0, p0), γ+v0〉∂Ω = 0, (A.11)
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and hence Def v0 = 0 in Ω. Since γ+v0 = 0, i.e., v0 ∈ H10 (Ω,Λ1TM), and
the operator Def : H10 (Ω,Λ
1TM) → L2(Ω, S2T ∗M) is one-to-one (cf. [17,
(6.17)]), we deduce that v0 = 0 in Ω. Then by the Brinkman equation and
assumption p0 ∈ L2∗(Ω) we obtain p0 = 0 in Ω. Hence, (v0, p0) = (0, 0), i.e.,
Ker
{
FV : D 1
2
;δ → R 1
2
;δ
}
= {(0, 0)}. (A.12)
Then by relation (A.10) it follows that the Fredholm operator with index
zero FV : Ds;δ → Rs;δ is an isomorphism for any s ∈ (0, 1). Consequently,
the Poisson problem (A.1) is well-posed, i.e., it has a unique solution (v, p) ∈
DV ;δ, which satisfies an estimate of type (A.2), due to the continuity of the
inverse operator F−1V : Rs;δ → Ds;δ. 
The next theorem presents some of the main mapping properties of the
layer potentials for the Stokes system ([58, Proposition 4.2.5, 4.2.9, Corollary
4.3.2, Theorems 5.3.6, 5.4.1, 5.4.3, 10.5.3], [17, Theorem 2.1, (3.5), Propo-
sition 3.5], [57, Theorems 3.1, 6.1], and [39, Theorems 4.3, 4.9, 4.11, (131),
(132), (137), Lemma 5.4] for a pseudodifferential Brinkman operator).
Theorem A.2. Let M satisfy Assumption 2.3 and dim(M) ≥ 2. Let Ω+ :=
Ω ⊂M be a Lipschitz domain. Let Ω− =M \ Ω satisfy Assumption 2.1. Let
s ∈ (0, 1).
(i) Then the following operators are linear and bounded,
(V∂Ω)|Ω± : Hs−1(∂Ω,Λ1TM)→Hs+
1
2 (Ω±,Λ
1TM)
(Q∂Ω)|Ω± : Hs−1(∂Ω,Λ1TM)→Hs−
1
2 (Ω±), (A.13)
(W∂Ω)|Ω± : Hs(∂Ω,Λ1TM)→ Hs+
1
2 (Ω±,Λ
1TM)
(P∂Ω) |Ω± : Hs(∂Ω,Λ1TM)→ Hs−
1
2 (Ω±). (A.14)
(ii) Let ψ ∈ Hs−1(∂Ω,Λ1TM) and φ ∈ Hsν(∂Ω,Λ1TM) be given. Then the
following relations hold a.e. on ∂Ω,
γ+
(
V∂Ωψ
)
= γ−
(
V∂Ωψ
)
=: V∂Ωψ, (A.15)
1
2
φ+ γ+(W∂Ωφ) = −1
2
φ+ γ−(W∂Ωφ) =:K∂Ωφ, (A.16)
−1
2
f + t+0 (V∂Ωψ,Q∂Ωψ) =
1
2
f + t−0 (V∂Ωψ,Q∂Ωψ) =: K∗∂Ωf , (A.17)
D+∂Ωφ−D−∂Ωφ ∈ Rν, (A.18)
where D±∂Ωφ := t
±
0 (W∂Ωφ,P∂Ωφ) , and K∗∂Ω is the transpose of the
double-layer potential operator K∂Ω. In addition, the operators
V∂Ω : Hs−1(∂Ω,Λ1TM)→ Hs(∂Ω,Λ1TM),
K∂Ω : H
s(∂Ω,Λ1TM)→ Hs(∂Ω,Λ1TM), (A.19)
K∗∂Ω :H
s−1(∂Ω,Λ1TM)→Hs−1(∂Ω,Λ1TM)
D∂Ω :H
s(∂Ω,Λ1TM)→Hs−1(∂Ω,Λ1TM) (A.20)
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are linear and bounded, V∂Ων = 0, Q∂Ων = c± ∈ R in Ω±, and
Ker
{V∂Ω : Hs−1(∂Ω,Λ1TM)→ Hs(∂Ω,Λ1TM)} = Rν, (A.21)
where Rν := {cν : c ∈ R}.
(iii) Let P ∈ L∞(∂Ω,Λ1TM ⊗ Λ1TM) be a symmetric tensor field11 with
the property that there exists a constant CP > 0 such that
〈Pv,v〉∂Ω ≥ CP‖v‖2L2(∂Ω,Λ1TM), ∀ v ∈ L2(∂Ω,Λ1TM). (A.22)
Let µ ∈ (0,∞) \ {1} be a given constant. Then the following operators
are isomorphisms
1
2
(1+µ)I+(1−µ)K∂Ω+V∂ΩP : Hsν(∂Ω,Λ1TM)→Hsν(∂Ω,Λ1TM), (A.23)
1
2
(1 + µ)I+ (1− µ)K∗∂Ω + PV∂Ω : Hs−1(∂Ω,Λ1TM)/Rν
→ Hs−1(∂Ω,Λ1TM)/Rν. (A.24)
Proof. All mapping properties mentioned in (i) and (ii) for the layer potential
operators of the Stokes system in Sobolev spaces on Lipschitz domains in the
Euclidean setting or on compact Riemannian manifolds, as well as their jump
relations across a Lipschitz boundary, mentioned in (ii), are well-known (see,
e.g., [17, Propositions 3.3 and 3.4], [57, Theorem 3.1] and [58]). Next we show
the mapping properties in (iii).
Let µ ∈ (0, 1) be fixed. Let us show that operators (A.23) and (A.24)
are isomorphisms for any s ∈ (0, 1). First, we note that the operators K∂Ω :
L2(∂Ω,Λ1TM)→ L2(∂Ω,Λ1TM),K∂Ω : H1(∂Ω,Λ1TM)→ H1(∂Ω,Λ1TM)
are bounded (see [17, (3.50)]), and the operators
± 1
2
1 + µ
1− µ I+K∂Ω : L
2(∂Ω,Λ1TM)→ L2(∂Ω,Λ1TM), (A.25)
± 1
2
1 + µ
1− µ I+K∂Ω : H
1(∂Ω,Λ1TM)→ H1(∂Ω,Λ1TM) (A.26)
are Fredholm with index zero (see [39, Lemma 5.3]), where K∂Ωφ := K0;∂Ωφ
is defined in (3.17) for any φ ∈ Hr(∂Ω,Λ1TM), r ∈ {0, 1}, and, in addition,
K∗∂Ω is the adjoint of K∂Ω. Then by an interpolation argument, as in the
proof of [58, Theorem 10.5.3], the operators
±1
2
1 + µ
1− µ I+K∂Ω : H
s(∂Ω,Λ1TM)→ Hs(∂Ω,Λ1TM), (A.27)
are Fredholm with index zero as well, for any s ∈ (0, 1). Moreover, the
continuity of the operator V∂ΩP : L2(∂Ω,Λ1TM) → H1(∂Ω,Λ1TM) and
the compactness of the embeddings H1(∂Ω,Λ1TM) →֒ Hs(∂Ω,Λ1TM) →֒
11P ∈ L∞(∂Ω,Λ1TM ⊗ Λ1TM) defines a multiplication operator denoted also by P.
Consequently, P : L2(∂Ω,Λ1TM)→ L2(∂Ω,Λ1TM) is a linear and continuous operator.
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L2(∂Ω,Λ1TM) imply that the operators
1
2
1 + µ
1− µ I+K∂Ω+
1
1− µV∂ΩP : L
2(∂Ω,Λ1TM)→L2(∂Ω,Λ1TM), (A.28)
1
2
1 + µ
1− µ I+K∂Ω +
1
1− µV∂ΩP :H
s(∂Ω,Λ1TM)→Hs(∂Ω,Λ1TM), (A.29)
are also Fredholm with index zero for any s ∈ (0, 1). Now, the property that
Hrν (∂Ω,Λ
1TM) :=
{
φ ∈ Hr(∂Ω,Λ1TM) : 〈ν,φ〉∂Ω = 0
}
(A.30)
is a closed subspace of Hr(∂Ω,Λ1TM) for any r ∈ [0, 1) (see, e.g., [1, Propo-
sition 10.6]) implies that
1
2
1 + µ
1− µ I+K∂Ω +
1
1− µV∂ΩP : L
2
ν(∂Ω,Λ
1TM)→L2ν(∂Ω,Λ1TM), (A.31)
1
2
1 + µ
1− µ I+K∂Ω+
1
1− µV∂ΩP : H
s
ν(∂Ω,Λ
1TM)→ Hsν(∂Ω,Λ1TM) (A.32)
are Fredholm operators with zero index as well, for any s ∈ (0, 1). Note that
L2ν(Ω,Λ
1TM) := H0ν (∂Ω,Λ
1TM). Moreover, the operator
1
2
1+µ
1−µI+K
∗
∂Ω+
1
1−µPV∂Ω :L
2(∂Ω,Λ1TM)/Rν→L2(∂Ω,Λ1TM)/Rν (A.33)
is Fredholm with index zero, as the adjoint of operator (A.31) and due to the
relation L2(∂Ω,Λ1TM)/Rν = (L2ν(Ω,Λ
1TM))′ (cf., e.g., [58, (5.118)]).
Next we show that the operator in (A.33) is one-to-one by using a similar
argument to that in the proof of [39, Lemma 5.4]. To this aim, we assume
that [ϕ] ∈ L2(∂Ω,Λ1TM)/Rν (i.e., [ϕ] = ϕ+Rν, where ϕ ∈ L2(∂Ω,Λ1TM))
belongs to the null space of this operator. Therefore, due to the properties
(A.21) and K∗∂Ων ∈ Rν (see, e.g., [17, (3.6)]), we obtain the equivalence
K∗∂Ω[ϕ] = −
1
2
1 + µ
1− µ [ϕ]−
1
1− µPV∂Ω[ϕ]⇐⇒
K∗∂Ωϕ = −
1
2
1 + µ
1− µϕ−
1
1− µPV∂Ωϕ+ cν, (A.34)
with some c ∈ R. Then the fields u± := (V∂Ωϕ) |Ω± ∈H1(Ω±,Λ1TM) and
π± := (Qs∂Ωϕ) |Ω± ∈ L2(Ω±) satisfy the homogeneous Stokes system in Ω±
and the relations
γ+u+ = γ−u− = V∂Ωϕ, (A.35)
t+0 (u+, π+) =
(
1
2
I+K∗∂Ω
)
ϕ = − µ
1− µϕ−
1
1− µPV∂Ωϕ+ cν, (A.36)
t−0 (u−, π−) =
(
−1
2
I+K∗∂Ω
)
ϕ = − 1
1− µϕ−
1
1− µPV∂Ωϕ+ cν (A.37)
on ∂Ω, due to formulas (A.17). Moreover, by using the Green formula (2.42)
(with V = 0) in each of the domains Ω+ and Ω−, as well as the property that
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〈V∂Ωϕ, ν〉∂Ω = 〈ϕ,V∂Ων〉∂Ω = 0, we obtain the relations
2〈Def u+,Def u+〉Ω+ = 〈t+0 (u+, π+), γ+u+〉∂Ω (A.38)
= − µ
1− µ 〈ϕ,V∂Ωϕ〉∂Ω −
1
1− µ 〈PV∂Ωϕ,V∂Ωϕ〉∂Ω,
2〈Def u−,Def u−〉Ω− = −〈t−0 (u−, π−), γ−u−〉∂Ω (A.39)
=
1
1− µ 〈ϕ,V∂Ωϕ〉∂Ω +
1
1− µ 〈PV∂Ωϕ,V∂Ωϕ〉∂Ω.
By (A.38), (A.39) and (A.22) we obtain that
2〈Def u+,Def u+〉Ω++2µ〈Def u−,Def u−〉Ω−=−〈PV∂Ωϕ,V∂Ωϕ〉∂Ω (A.40)
≤ −CP‖V∂Ωϕ‖2L2(∂Ω,Λ1TM),
implying, in particular, that V∂Ωϕ = 0 on ∂Ω. Then by property (A.21) (see
also [17, (2.27)], [57, Theorem 6.1]) we obtain that ϕ ∈ Rν and thus [ϕ] = Rν,
that is, [ϕ] = [0] in L2(∂Ω,Λ1TM)/Rν. Consequently, the Fredholm operator
of index zero (A.33) is one-to-one, i.e., an isomorphism. The adjoint operator
1
2
1 + µ
1− µ I+K∂Ω +
1
1− µV∂ΩP : L
2
ν(∂Ω,Λ
1TM)→ L2ν(∂Ω,Λ1TM) (A.41)
is an isomorphism as well.
In addition, the embedding Hsν(∂Ω,Λ
1TM) →֒ L2ν(∂Ω,Λ1TM) is con-
tinuous with dense range for any s ∈ (0, 1). Then, by applying Lemma 2.7, we
deduce that the Fredholm operator with index zero (A.32) is also one-to-one,
and hence is an isomorphism, for any s ∈ (0, 1). The multiplication of this
operator with (1−µ) is isomorphism, as well. Consequently, for any s ∈ [0, 1),
operators (A.23) and (A.24) are isomorphisms.
The invertibility of operators (A.23) and (A.24) when µ ∈ (1,∞) is
equivalent with the invertibility of the operator
−1
2
1 + µ−1
1− µ−1 I+K∂Ω−
µ−1
1− µ−1V∂ΩP : H
s
ν(∂Ω,Λ
1TM)→ Hsν(∂Ω,Λ1TM)
for any s ∈ (0, 1), which follows with an argument similar to that in the case
µ ∈ (0, 1). We omit the details for the sake of brevity. 
We now prove a counterpart of Theorem A.2(iii) for µ = 1.
Lemma A.3. Let M satisfy Assumption 2.3 and dim(M) ≥ 2. Let Ω ⊂ M
be a Lipschitz domain. Let P ∈ L∞(∂Ω,Λ1TM ⊗ Λ1TM) be a symmetric
tensor field which satisfies condition (A.22). Then the following operators
are isomorphisms
I+ PV∂Ω : L2(∂Ω,Λ1TM)/Rν → L2(∂Ω,Λ1TM)/Rν, (A.42)
I+ V∂ΩP : L2ν(∂Ω,Λ1TM)→ L2ν(∂Ω,Λ1TM). (A.43)
Proof. First, we note that the map V∂ΩP : L2ν(∂Ω,Λ1TM)→ H1ν (∂Ω,Λ1TM)
is continuous and the embedding H1ν (∂Ω,Λ
1TM) →֒ L2ν(∂Ω,Λ1TM) is com-
pact. Hence, the operator in (A.43) is Fredholm with index zero. Then, by
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duality, we deduce that the operator in (A.42) is Fredholm with index zero
as well. We now show that operator (A.42) is also one-to-one. To this end,
we consider [ϕ] ∈ L2(∂Ω,Λ1TM)/Rν such that (I+ PV∂Ω) [ϕ] = [0]. Thus,
[ϕ] = ϕ+ Rν, ϕ ∈ L2(∂Ω,Λ1TM). Moreover, there exists c0 ∈ R such that
(I+ PV∂Ω)ϕ = c0ν, (A.44)
due to the property that V∂Ων = 0 on ∂Ω. Then the fields u0 := V∂Ωϕ ∈
H1(Ω±,Λ
1TM) and π0 := Q∂Ωϕ ∈ L2(Ω±) satisfy the Stokes system in
Ω+ := Ω and Ω− :=M \Ω, and the following relations on ∂Ω
γ+u0 = γ−u0 = V∂Ωϕ, (A.45)
t−0 (u0, π0) =
(
1
2
I+K∗∂Ω
)
ϕ = −1
2
PV∂Ωϕ+ c0
2
ν +K∗∂Ωϕ, (A.46)
t−0 (u0, π0) =
(
−1
2
I+K∗∂Ω
)
ϕ =
1
2
PV∂Ωϕ− c0
2
ν +K∗∂Ωϕ, (A.47)
due to formulas (A.17) and (A.44). In addition, by the Green formula (2.42)
in Ω± and the relation 〈V∂Ωϕ, ν〉∂Ω = 〈ϕ,V∂Ων〉∂Ω = 0, we obtain
2〈Def u0,Def u0〉Ω+ = 〈t+0 (u0, π0), γ+u0〉∂Ω
= −1
2
〈PV∂Ωϕ,V∂Ωϕ〉∂Ω + 〈K∗∂Ωϕ,V∂Ωϕ〉∂Ω, (A.48)
2〈Def u0,Def u0〉Ω− = −〈t−0 (u−, π−), γ−u−〉∂Ω
= −1
2
〈PV∂Ωϕ,V∂Ωϕ〉∂Ω − 〈K∗∂Ωϕ,V∂Ωϕ〉∂Ω. (A.49)
By (A.48), (A.49) and (A.22) we deduce the relation
2〈Def u0,Def u0〉Ω0 + 〈Def u0,Def u0〉Ω− = −〈PV∂Ωϕ,V∂Ωϕ〉∂Ω (A.50)
≤ −CP‖V∂Ωϕ‖2L2(∂Ω,Λ1TM),
where the left-hand side is non-negative, while the right-hand side is non-
positive. Therefore, both sides vanish, and, in particular, we deduce that
V∂Ωϕ = 0 on ∂Ω, i.e., ϕ ∈ Ker
{V∂Ω : L2(∂Ω,Λ1TM)→ L2(∂Ω,Λ1TM)}.
By using, e.g., [57, Theorem 6.1], this implies that ϕ ∈ Rν, and thus, [ϕ] =
Rν, that is, [ϕ] = [0] in L2(∂Ω,Λ1TM)/Rν. Consequently, the Fredholm
operator of index zero (A.42) is one-to-one, and hence, an isomorphism. By
duality and the property
(
L2ν(∂Ω,Λ
1TM)
)′
= L2(∂Ω,Λ1TM)/Rν, we deduce
that the operator (A.43) is also invertible. 
Appendix B. Mapping properties of nonlinear operator I˚k;β;Ω
Recall that E˚ is the operator of extension of vector fields (or one forms) de-
fined in Ω by zero onM \Ω. For s ∈ [ 12 , 1) we will prove in the following lemma
that the non-linear operator I˚k;β;Ω : Hs+ 12 (Ω,Λ1TM)→ H˜s− 32 (Ω,Λ1TM),
I˚k;β;Ω(v) := E˚ (k|v|v + β∇vv) , (B.1)
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is bounded and continuous, which implies that it can be used in Section 5 as
an alternative to the operator I˜ defined by (5.2) and (5.4).
Lemma B.1. Let M satisfy Assumption 2.3 and dim(M) ≥ 2. Let Ω ⊂ M
be a Lipschitz domain. Let s ∈ [ 12 , 1). Then there exist some constants C′1 ≡
C′1(Ω, k, β) > 0 and C1 ≡ C1(Ω, k, β) > 0 such that
‖I˚k;β;Ω(u)‖
H˜
s− 3
2 (Ω,Λ1TM)
≤ C′1‖u‖2
H
s+1
2 (Ω,Λ1TM)
, (B.2)
‖I˚k;β;Ω(v) − I˚k;β;Ω(w)‖
H˜
s− 3
2 (Ω,Λ1TM)
(B.3)
≤ C1
(
‖v‖
H
s+1
2 (Ω,Λ1TM)
+ ‖w‖
H
s+1
2 (Ω,Λ1TM)
)
‖v −w‖
H
s+1
2 (Ω,Λ1TM)
,
for all u,v,w ∈ Hs+ 12 (Ω,Λ1TM).
Proof. Since Ω is a Lipschitz domain on the compact Riemannian manifold
M with dim(M) ∈ {2, 3}, the Sobolev embedding theorem yields that the
inclusions
Hs+
1
2 (Ω,Λ1TM) →֒ H1(Ω,Λ1TM) →֒ Lq(Ω+,Λ1TM) (B.4)
are continuous for all q ∈ [1, 6] (see, e.g., [5, Chapter 2]). The inclusions
H
3
2
−s(Ω,Λ1TM) →֒ L 2nn−3+2s (Ω+,Λ1TM) →֒ Lr(Ω+,Λ1TM) (B.5)
are also continuous for all r ∈ [1, 3]. Then a density and duality argument
implies that the embedding
E˚Lr
′
(Ω,Λ1TM) →֒ H˜s− 32 (Ω,Λ1TM) (B.6)
is continuous, where r′ ∈ (1,∞), 1
r
+ 1
r′
= 1. Hence, E˚u ∈ H˜s− 32 (Ω,Λ1TM)
for u ∈ Lr′(Ω,Λ1TM), and there is a constant C ≡ C(Ω, s) > 0 such that
‖E˚u‖
H˜
s− 3
2 (Ω,Λ1TM)
≤ C‖u‖Lr′(Ω,Λ1TM), ∀ u ∈ Lr
′
(Ω,Λ1TM), (B.7)
By (B.4) with q = 4 and by the Ho¨lder inequality there exists a constant
C′ ≡ C′(Ω, s) > 0 such that
‖ |v|w ‖L2(Ω,Λ1TM) ≤ ‖v‖L4(Ω,Λ1TM)‖w‖L4(Ω,Λ1TM)
≤ C′‖v‖
H
s+1
2 (Ω,Λ1TM)
‖w‖
H
s+1
2 (Ω,Λ1TM)
, (B.8)
and hence |v|w ∈ L2(Ω,Λ1TM) for all v, w ∈ Hs+ 12 (Ω,Λ1TM). Moreover,
by (B.7) (with r = 2) and (B.8), the positively homogeneous operator B of
order 2, defined by
B(v,w) := E˚(|v|w),
mapsHs+
1
2 (Ω,Λ1TM)×Hs+ 12 (Ω,Λ1TM) to H˜0(Ω,Λ1TM )֒→H˜s− 32 (Ω,Λ1TM)
and there exists a constant c ≡ c(Ω, s) > 0 such that
‖B(v,w)‖
H˜
s− 3
2 (Ω,Λ1TM)
≤ c‖v‖
H
s+1
2 (Ω,Λ1TM)
‖w‖
H
s+1
2 (Ω,Λ1TM)
. (B.9)
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Consequently, the following operators are bounded
B : Hs+ 12 (Ω,Λ1TM)×Hs+ 12 (Ω,Λ1TM)→ L2(Ω,Λ1TM), (B.10)
B : Hs+ 12 (Ω,Λ1TM)×Hs+ 12 (Ω,Λ1TM)→ H˜s− 32 (Ω,Λ1TM). (B.11)
On the other hand, recall that if v = vj∂j and w = w
ℓ∂ℓ, then ∇vw has
the following local representation (∇vw)ℓ = vj∂jwℓ+Γℓrjwrvj . By exploiting
the Ho¨lder inequality, the embedding ∂jw
ℓ ∈ Hs− 12 (Ω) →֒ L2(Ω) for s ≥ 1/2,
and embedding (B.4) with q = 6, we deduce that there exists a constant
c(0) ≡ c(0)(Ω, s) > 0 such that
‖vj∂jwℓ‖
L
3
2 (Ω)
≤ ‖vj‖L6(Ω)‖∂jwℓ‖L2(Ω) ≤ c(0)‖vj‖
H
s+1
2 (Ω)
‖wℓ‖
H
s+1
2 (Ω)
,
for all v, w ∈ Hs+ 12 (Ω,Λ1TM). Therefore, the following inequality holds
‖∇vw‖
L
3
2 (Ω,Λ1TM)
≤ C′0‖v‖Hs+12 (Ω,Λ1TM)‖w‖Hs+12 (Ω,Λ1TM) (B.12)
for all v, w ∈ Hs+ 12 (Ω,Λ1TM), with some constant C′0 ≡ C′0(Ω, s) > 0.
Moreover, by the continuity of the embedding (B.6), with r′ = 32 , and by
(B.12), there exists a constant C0 ≡ C0(Ω, s) > 0 such that the bilinear
operator N˚(v,w) := E˚(∇vw) satisfies the inequality
‖N˚(v,w)‖
H˜
s− 3
2 (Ω,Λ1TM)
≤ C0‖v‖
H
s+1
2 (Ω,Λ1TM)
‖w‖
H
s+1
2 (Ω,Λ1TM)
, (B.13)
for all v,w ∈ Hs+ 12 (Ω,Λ1TM). Hence, the following operator is bounded
N˚ : Hs+
1
2 (Ω,Λ1TM)×Hs+ 12 (Ω,Λ1TM)→ H˜s− 32 (Ω,Λ1TM). (B.14)
Thus, I˚k;β;Ω is also bounded in the sense of (B.2) with the constants
C′1 = |k|C′ + |β|C′0 and C1 = |k|c+ |β|C0. (B.15)
In addition, due to (B.1), I˚k;β;Ω is positively homogeneous of order 2.
We now show inequality (B.3). Indeed, by (B.9), (B.13), and the ex-
pression of the constant C1 given in (B.15), we obtain that
‖I˚k;β;Ω(v) − I˚k;β;Ω(w)‖
H˜
s− 3
2 (Ω,Λ1TM)
(B.16)
≤ |k|‖ |v|v − |w|w ‖
H˜
s− 3
2 (Ω,Λ1TM)
+ |β|‖∇vv −∇ww‖
H˜
s− 3
2 (Ω,Λ1TM)
≤ |k|‖(|v| − |w|)v + |w|(v −w)‖
H˜
s− 3
2 (Ω,Λ1TM)
+ |β|‖∇v−wv +∇w(v −w)‖
H˜
s− 3
2 (Ω,Λ1TM)
≤ (|k|c+ |β|C0)‖v −w‖
H
s+1
2 (Ω,Λ1TM)
(
‖v‖
H
s+1
2 (Ω,Λ1TM)
+ ‖w‖
H
s+1
2 (Ω)
)
= C1‖v −w‖
H
s+1
2 (Ω,Λ1TM)
(
‖v‖
H
s+1
2 (Ω,Λ1TM)
+ ‖w‖
H
s+1
2 (Ω,Λ1TM)
)
,
for all v,w ∈ Hs+ 12 (Ω,Λ1TM), i.e., inequality (B.3) holds. 
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