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ABSTRACT
Ever since the pioneering study of Spitzer, it has been widely recognized that grains
play an important role in the heating and cooling of photo-ionized environments.
This includes the diffuse ISM, as well as H ii regions, planetary nebulae, and photo-
dissociation regions. A detailed code is necessary to model grains in a photo-ionized
medium since the interactions of grains with their environment include a host of mi-
crophysical processes. In this paper we will use the spectral synthesis code Cloudy for
this purpose. A comprehensive upgrade of the grain model has been recently incorpo-
rated into Cloudy. One of these upgrades is the newly developed hybrid grain charge
model. This model allows discrete charge states of very small grains to be modelled
accurately while simultaneously avoiding the overhead of fully resolving the charge
distribution of large grains, thus making the model both accurate and computation-
ally efficient. A comprehensive comparison with the fully resolved charge state models
of Weingartner & Draine (2001a) shows that the agreement is very satisfactory for
realistic size distributions. The effect of the grain size distribution on the line emission
from photo-ionized regions is studied by taking standard models for an H ii region and
a planetary nebula and adding a dust component to the models with varying grain size
distributions. A comparison of the models shows that varying the size distribution has
a dramatic effect on the emitted spectrum. The strongest enhancement is always found
in optical/UV lines of the highest ionization stages present in the spectrum (with fac-
tors up to 2.5 – 4), while the strongest decrease is typically found in optical/UV lines
of low ionization lines or infrared fine-structure lines of low/intermediate ionization
stages (with reductions up to 10 – 25%). Changing the grain size distribution also
affects the ionization balance, and can affect resonance lines which are very sensitive
to changes in the background opacity. All these results clearly demonstrate that the
grain size distribution is an important parameter in photo-ionization models.
Key words: plasmas — dust, extinction — methods: numerical – H ii regions —
planetary nebulae: general — circumstellar matter
1 INTRODUCTION
Grains are ubiquitous in the interstellar medium (ISM),
and they can be detected either directly through their
far-infrared emission or indirectly through extinction or
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polarisation studies. Despite the vast number of observa-
tions, many questions regarding grain composition and grain
physics remain unanswered. Further study is therefore re-
quired, and detailed models are needed to interpret the re-
sults. Ever since the pioneering study of Spitzer (1948), it
has been widely recognized that grains play an important
role in the heating and cooling of the diffuse ISM (see also
the more recent studies by Bakes & Tielens 1994, and Wein-
gartner & Draine 2001a, hereafter WD). Grains also play
an important role in the physics of H ii regions and plane-
tary nebulae (PNe; e.g., Maciel & Pottasch 1982, Baldwin et
al. 1991, hereafter BFM, Borkowski & Harrington 1991, Er-
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colano et al. 2003) and photo-dissociation regions (PDR’s;
e.g., Tielens & Hollenbach 1985).
The interactions of grains with their environment in-
clude a host of microphysical processes, and their impor-
tance and effects can only be judged by including all of these
processes in a self-consistent manner. This can, in turn, only
be done with a complete simulation of the environment. In
this paper we use the spectral synthesis code Cloudy for this
purpose. Cloudy is a well known and widely used photo-
ionization code. This code is not only useful for modelling
fully ionized regions, but calculations can also be contin-
ued into the PDR. In order to make the models realistic,
the presence of a detailed grain model is usually required.
The first grain model was introduced into Cloudy in 1990
to facilitate more accurate modelling of the Orion nebula
(for a detailed description see BFM). In subsequent years,
this model has undergone some revisions and extensions, but
remained largely the same.
In the last couple of years, Cloudy has undergone sev-
eral major upgrades, described in Ferland (2000a), Ferland
(2000b), and van Hoof et al. (2000b). This includes a com-
prehensive upgrade of the grain model. The latter was nec-
essary for two reasons. First, the discovery of crystalline sili-
cates in stellar outflows (e.g., Waters et al. 1996), and other
detailed observations of grain emission features by the In-
frared Space Observatory (ISO), meant that the code had
to become much more flexible to allow such materials to
be included in the modelling. Second, even before the ISO
mission it had already become clear that the photo-electric
heating and collisional cooling of the gas surrounding the
grains is dominated by very small grains (possibly consisting
of polycyclic aromatic hydrocarbons or PAH’s). The physics
of very small grains could not be modelled very accurately
with the original grain model. In view of these facts we have
undertaken a comprehensive upgrade of the grain model in
Cloudy. The two main aims were to make the code more flex-
ible and versatile, and to make the modelling results more
realistic (e.g., by improving the treatment of grain charging,
the photo-electric effect, and stochastic heating). The new
grain model has been introduced in version 96 of Cloudy.
We have used a three-pronged approach to improve the
grain model in Cloudy. First we introduced a Mie code for
spherical particles, which allows the user to use arbitrary
grain materials and resolve any grain size distribution of
their choosing to arbitrary precision. The latter is very im-
portant since most grain properties depend strongly (and
more importantly non-linearly) on size. This upgrade, briefly
described in Section 2, also opened the way for two other ma-
jor improvements. First, it enabled the accurate modelling of
stochastic heating effects for arbitrary grain materials and
size distributions. Second, it enabled a much more realis-
tic modelling of grain charging, photo-electric heating, and
collisional cooling by the grains, as described in Section 3.
For this purpose we have developed a completely new grain
charge model, which we call the hybrid model. This is de-
scribed in detail in Section 3.1.
In this paper we will study photo-electric heating by
grains in photo-ionized environments in detail. In particu-
lar, we will study the effect that the distribution of grain
sizes has on the relative intensities of emission lines. We will
show that this effect is nothing short of dramatic, making
the grain size distribution an important parameter in the
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Figure 1. The absorption cross section for astronomical silicate
(Martin & Rouleau 1991) for three single sized grains. The dust-
to-gas ratio is the same for all three species and the cross sections
are normalized per hydrogen nucleus in the plasma.
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Figure 2. Same as Fig. 1, but for graphite (Martin & Rouleau
1991).
modelling of photo-ionized regions such as H ii regions and
planetary nebulae. This will be described in Section 4. Our
conclusions will be summarized in Section 5.
2 RESOLVING THE GRAIN SIZE
DISTRIBUTION
In the original grain model of Cloudy, opacities for a handful
of grain species were hard-wired in the code. Furthermore,
all grain properties would be integrated or averaged over the
entire size distribution. This is not a very good approxima-
tion since most of these properties depend strongly on size.
This approach was nevertheless adhered to in BFM because
of computational restrictions.
Resolving the size distribution into many small bins im-
proves the modelling in several ways. First, the absorption
cross sections of small grains are very different from large
grains (see Figs. 1 and 2). Resolving the size distribution
into many size bins enables the equilibrium temperature to
be calculated for each bin separately. This leads to a more
c© 0000 RAS, MNRAS 000, 000–000
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accurate prediction for the spectrum since grain emissions
are a strongly non-linear function of temperature.
More importantly, resolving the size distribution also
enables other improvements of the grain treatment: stochas-
tic heating can be treated correctly for the smallest grains in
the size distribution (this will be discussed in more detail in
a forthcoming paper), and the calculations yield much more
accurate results for grain charging, photo-electric heating
and collisional cooling of the gas by the grains (see Sec-
tion 3).
To improve the model, we have implemented the follow-
ing changes:
1 – We have included a Mie code for spherical parti-
cles in Cloudy. Assuming that the grains are homogeneous
spheres with a given complex refractive index (optical con-
stant) one can use Mie theory (Mie 1908) to calculate the
absorption and scattering opacity. This has to be done sep-
arately for every wavelength since the refractive index de-
pends on wavelength. Good overviews of Mie theory can be
found in van de Hulst (1957), and Bohren & Huffman (1983).
Our Mie code is based on the program outlined in Hansen &
Travis (1974) and references therein. The optical constants
needed to run the code are read from a separate file. This
allows greater freedom in the choice of grain species. Files
with optical constants for a range of materials are included
in the Cloudy distribution. However, the user can also sup-
ply optical constants for a completely different grain type.
2 – Several mixing laws have been included in the code
(Bruggeman 1935; Stognienko et al. 1995; and Voshchin-
nikov & Mathis 1999, based on theory described in Fara-
fonov 2000). This allows the user to define grains which are
mixtures of different materials. Cloudy will then calculate
the appropriate opacities by combining the optical constants
of these grain types.
3 – It is possible to use arbitrary grain size distribu-
tions. The user can either choose one of a range of preset
functions (with numerous free parameters), or supply the
size distribution in the form of a table. Single-sized grains
can also be treated.
4 – The size distribution can be resolved in an arbitrary
number of size bins (set by the user), and the absorption and
scattering opacities and all the physical parameters (charge,
temperature, etc.) are calculated for each bin separately.
3 CHANGES TO THE GRAIN PHYSICS
We have modified certain aspects of the grain physics follow-
ing the discussion in WD. Below we highlight certain aspects
of these changes. A detailed description will be presented in
a forthcoming paper.
1 – We include the bandgap between the valence and
conduction bands in our potential well model for silicates.
This change only affects the results for negatively charged
grains (Zg 6 −1).
2 – Reduction of the potential barrier for negatively
charged grains is included using an analytic fit to numerical
calculations. Two effects are important here: quantum tun-
nelling and the Schottky effect. Quantum theory predicts
that an electron with insufficient energy to overcome a bar-
rier still has a finite chance of tunnelling through. This ef-
fect has been modelled using the WKB approximation which
gives a simple analytic expression for the tunnelling proba-
bility for a barrier of given width and height. Quantum tun-
nelling is only important for small grains. For large grains
the Schottky effect will dominate, which describes the low-
ering of the potential barrier by an image potential in the
grain. This effect has been accurately modelled by Draine &
Sutin (1987).
We will approximate both effects by assuming
that the barrier is effectively reduced in height from
−(Zg + 1)e
2/(4πǫ0a) to −Emin. The magnitude of the com-
bined tunnelling/Schottky effect was calculated by WD.
However, the fitting function they used has the wrong limit-
ing behaviour for large grains where it should asymptotically
approach the classical Schottky expression. We therefore re-
peated these calculations using the same assumptions, but
adopted a different fitting function that does exhibit the
correct limiting behaviour:
Emin = − θν
e2
4πǫ0a
[
1−
0.3
(a/nm)0.45 ν0.26
]
, (1)
where θν [ν = −(Zg + 1) ] describes the Schottky effect and
is defined in Draine & Sutin (1987). The term in square
brackets describes the quantum-mechanical correction. This
change only affects the results for grains with Zg < −1.
3 – The treatment of the photo-electric effect has been
improved, following the discussion in WD. This includes new
expressions for the ionization potential, photo-electric yield,
and the energy distribution of ejected electrons.
4 – Certain physical constants have been updated. Most
notably, the work function for graphite has been lowered.
The old value was equal to that of silicate, which was un-
realistically high. The change results in an increased photo-
electric heating rate.
5 – The treatment of electron sticking probabilities has
been updated, again following WD. Especially for very small
grains the sticking efficiency has been substantially low-
ered to obtain better agreement with laboratory studies
of molecules. This has an important impact on the photo-
electric heating rate of the gas since the electron recombi-
nation rate has to be matched by electron loss processes to
preserve the charge balance. The loss processes are usually
dominated by the photo-electric effect. We also introduced
a minimum charge for the grains, as outlined in WD. This
modification is relevant for very small grains in fully molec-
ular regions. This change can have an important effect on
the amount of free electrons, as well as on the amount of
heating from photo-detachment.
6 – The treatment of collisional processes between
charged particles and the grains have been improved. The
modification factors for Coulomb attraction or repulsion
of incoming particles have been upgraded following Draine
& Sutin (1987) who include image potential effects in the
grains. We have also modified the physics for charge ex-
change between ions and grains. The new code is based on
the assumption that electrons move into the deepest poten-
tial well, either the grain or the ion. In certain circumstances
this may be different from the old assumption that ions al-
ways recombine to their neutral state upon impact. This
change has little direct impact on the heating and cooling
rates, but it can influence the grain charging and the ion-
ization balance in the gas. In turn this can influence photo-
electric heating rates.
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Our treatment deviates from the WD code in two ways.
Most importantly, we use a different grain charge model,
which will be discussed in more detail in Section 3.1. Sec-
ondly, we use slightly different physics for charge exchange
between ions and grains, as outlined above in point 6. The
latter only gives rise to very small differences at the 1 – 2%
level or better when compared to the WD treatment.
3.1 The new hybrid grain charge model
The original grain model in Cloudy (which we will call the
average grain potential model) is described in BFM. In that
model an average grain potential is calculated by finding the
potential for which the charge gain rate exactly matches the
loss rate. This method was first proposed by Spitzer (1948),
and is an excellent approximation for large grains. However,
it is now clear that photo-electric heating and collisional
cooling of the gas are dominated by very small grains. For
such grains the average grain potential approximation does
not work very well because grain physics becomes increas-
ingly non-linear as a function of charge for smaller grain
sizes. This fact, combined with the fact that grain charges
are quantized, has led to a new approach where the charge
distribution is fully resolved, and heating and cooling rates
are calculated for each charge state separately (see e.g.,
WD). This ensures accurate results, but leads to an appre-
ciable increase in computational overhead. This is especially
the case for large grains since the width of the charge dis-
tribution increases with grain size. Hence the paradoxical
situation arises that most of the computing time is spent
on grains which contribute least to heating and cooling, and
which are also the grains for which the average grain poten-
tial model works best!
In this paper we present a hybrid grain potential model
which is almost as computationally efficient as the original
average grain potential model, but nevertheless gives suffi-
cient accuracy when compared to fully resolved charge dis-
tribution calculations. The basic philosophy is that for very
small grains (a < 1 nm) only a few charge states have a
significant population. Hence we adopt the n-charge state
approximation, in which all grains are treated by using ex-
actly n contiguous charge states, independent of size. The
higher n is, the more accurate the results will be (exactly
how accurate will be discussed in Section 3.2). The default
for Cloudy calculations is n = 2, but the user can request a
larger number if higher precision is desired.
Since the n-charge state model does not fully resolve
the charge distribution, a different algorithm from WD is
needed to calculate the charge states Zi ≡ Z1 + i − 1, and
the population of these states. The value of the lowest of the
n grain charges, Z1, is found using an iterative procedure,
as discussed below. The populations fi of the charge states
must first of all obey the following normalisation:
n∑
i=1
fi = 1. (2)
Secondly, we require that the electron gain rates J−
i
and
electron loss rates J+
i
summed over all charge levels match
exactly:
n∑
i=1
fi(J
+
i
− J−
i
) = 0, (3)
similar to the average grain potential model. Z1 is defined
by requiring that J+
i
− J−
i
changes sign between Z1 and Z2
when n = 2. Equations 2 and 3 are sufficient to determine
the charge state populations if n = 2, but for n > 2 we
need additional equations. These equations need to satisfy
the following constraints. First, the resulting level popula-
tions should always be greater or equal to zero. Second, the
level populations should change continuously when the elec-
tron gain and loss rates change continuously. Third, the level
populations should asymptotically approach the results from
fully resolved calculations for increasing values of n. We have
adopted the following algorithm:
1 – The n charge states are split up in two groups of n−1
contiguous charge states. The first group contains charge
states [Z1, Zn−1], and the second [Z2, Zn]. The value for Z1
is determined iteratively (see step 4).
2 – The relative level populations in the first group f1i
are determined using an algorithm very similar to the one
used in fully resolved calculations, i.e., assume f11 = 1, cal-
culate f12 = f
1
1J
+
1 /J
−
2 , f
1
3 = f
1
2J
+
2 /J
−
3 , etc.
1, and then re-
normalise to
∑
n−1
i=1
f1i = 1. We use an analogous procedure
for the populations f2i of the second group for i ∈ [2, n].
3 – Determine for both groups the net charging rate
Jk =
n−2+k∑
i=k
fki (J
+
i − J
−
i ) (k = 1, 2). (4)
4 – Iterate Z1 and repeat steps 1 – 3 until J1 × J2 6 0.
Then find 0 6 α 6 1 such that
αJ1 + (1− α)J2 = 0. (5)
5 – Determine the final charge state populations as fol-
lows:
fi = αf
1
i + (1− α) f
2
i (with f
1
n ≡ 0, f
2
1 ≡ 0). (6)
One can verify that this algorithm satisfies all constraints.
The hybrid grain potential model is efficient because it
avoids the overhead for large grains, while still giving accu-
rate results for both small and large grains. An added bonus
is that most of the time an excellent initial estimate for Z1
can be derived from the previous zone, reducing the over-
head even further. The model works for very small grains
because only few charge states are populated and it can re-
construct the actual charge distribution. It works for large
grains because the grain potential distribution approaches
a delta function for increasing grain size (as opposed to the
charge distribution which becomes ever wider). Our method
therefore asymptotically approaches the average grain po-
tential model, which we already know is very accurate for
large grains. No simple predictions can be made as to how
1 Note that this procedure is not correct for charge transfer with
multiply charged ions. In order to avoid having to solve a full set
of linear equations, we will approximate this process as multiple
single-charge-transfer events. The resulting errors are expected to
be small as collision rates for multiply charged ions are usually
quite low because their velocities are small compared to electrons.
The collision rates are normally suppressed even further by the
positive grain charge.
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Table 1. Physical parameters for the benchmark models. Sym-
bols have their usual meaning, G is the intensity of the radia-
tion field and G0 = 1.6×10−6 Wm−2, integrated between 6 and
13.6 eV, is the Habing intensity. Tc is the colour temperature of
the radiation field.
ISM H ii PN
warm cold ionized PDR ionized PDR
Tc/kK 35 35 50 50 250 250
log(G/G0) 0 0 5 5 5 5
log(nH/cm
−3) 0 1 4 4 4 4
log(ne/cm−3) 0 −2 4 1 4 1
Te/kK 9 0.1 9 1 20 1
Table 2. Summary of the comparison of photo-electric heating
rates (top panel) and collisional cooling rates (bottom panel)
between the Cloudy n-charge state calculations (indicated by
CLDn) and the benchmark calculations with the WD code. All
entries are differences CLDn/WD − 1 in percent.
heating
single size size distr.
median worst median worst
CLD2 −3.03 −55.5 −9.85 −23.1
CLD3 −2.44 −29.9 −8.34 −16.3
CLD4 −1.40 −9.6 −3.43 −4.7
CLD5 −0.75 −5.9 −1.45 −2.8
cooling
single size size distr.
median worst median worst
CLD2 −0.77 −23.1 −3.05 −3.7
CLD3 −0.72 −12.5 −2.27 −3.5
CLD4 −0.65 +5.2 −1.30 −3.1
CLD5 −0.44 +3.5 −1.21 −2.7
the hybrid grain charge model will behave for intermedi-
ate grain sizes. We therefore conducted comprehensive tests
which will be discussed in Sect. 3.2.
3.2 Validating the hybrid grain charge model
In order to validate the new grain charge model, we calcu-
lated the photo-electric heating and collisional cooling rates
for a range of physical conditions, two grain species, and a
wide range of grain sizes (including a realistic size distribu-
tion). We modelled conditions typical for the warm and cold
ISM, H ii regions (both the ionized region and the PDR sur-
rounding it), and planetary nebulae (again both the ionized
region and the PDR). We modelled the physical conditions
with simple assumptions: the plasma only contained hydro-
gen, the electron temperature and density were fixed at pre-
scribed values, and the incident spectrum was assumed to
be a blackbody (either full in the warm ISM and ionized
cases, or cut off at 13.6 eV in the cold ISM and PDR cases).
The physical parameters are summarized in Table 1. The
grain materials were assumed to be astronomical silicate and
graphite (Draine & Lee 1984), and the grain size distribu-
tion was the A6 case with RV = 3.1 taken from Weingart-
ner & Draine (2001b). We then compared these calculations
with benchmark results from the WD code, which fully re-
solves the charge distribution. A detailed discussion of these
tests (including tables of photo-electric heating and colli-
sional cooling rates) can be found in van Hoof et al. (2001).
In Table 2 we summarise the comparison of the photo-
electric heating and collisional cooling rates from van Hoof
et al. (2001). These tables show the relative discrepancy be-
tween the WD and Cloudy results in percent. In general the
results are in excellent agreement, with only a few outliers
for single sized grains in the n = 2 and n = 3 cases. The
origin of these discrepancies is studied in more detail for the
worst performing single sized grain in both the n = 2 and
n = 3 case: a 5 A˚ silicate grain in cold ISM conditions. The
charge state populations from the WD and Cloudy mod-
els are compared in the top panel of Table 3. The n-charge
state model was designed to find the charge distribution,
and hence one would expect that the average charge should
be in reasonable agreement with fully resolved calculations.
The middle panel of Table 3 shows that this is indeed the
case. Key to understanding the discrepancy in the photo-
electric heating rates is the observation that these rates be-
have non-linearly as a function of charge, and that the rates
are highest for the lowest charge states. The non-linearity is
strongest for very small grains close to their lowest allowed
charge state (Z = −1 for the 5 A˚ silicate grain). This is
illustrated in the bottom panel of Table 3: the Z = −1 state
produces more than 62% of the photo-electric heating, while
less than 13% of the grains are in that charge state. Since
the n = 2 calculations produce an average charge slightly
above zero, the model is missing the Z = −1 state which
would have given the largest contribution to the photo-
electric heating. This also explains why the photo-electric
heating rates from the n-charge state model are consistently
lower than the WD results, although they do asymptotically
approach the correct result for larger grain size or larger
n. When n is not high enough to fully resolve the charge
state distribution, the photo-electric heating from the low-
est charge states will be missed. Even the increased popu-
lation of some of the higher states cannot fully make up for
that loss and the total amount of heating will be somewhat
underestimated.
The results for the size distribution cases always agree
to better than 25%, even for n = 2. The worst-case perfor-
mance is found in PDR type conditions where grains tend to
be negative, while in ionized regions the results agree to bet-
ter than 8%. This is well within the accuracy with which we
know grain physics to date. There are still major uncertain-
ties in the photo-electric yields and the sticking efficiency for
electrons, both of which have a strong effect on the photo-
electric heating rate. Also the work function and bandgap
for astrophysical grain materials are poorly known and can
have a strong effect as well. This is unfortunate since photo-
electric heating and collisional cooling in photo-ionized envi-
ronments are important effects. These uncertainties largely
stem from our uncertain knowledge of the composition of
interstellar grains.
From the bottom panel of Table 2 one can see that the
collisional cooling rates usually are in better agreement than
the photo-electric heating rates for a given set of physical
c© 0000 RAS, MNRAS 000, 000–000
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Table 3. Comparison of the fractional charge state populations
(top panel), average charge (middle panel), and photo-electric
heating rates (bottom panel) of a 5 A˚ silicate grain in cold ISM
conditions resulting from the WD and n-charge state calculations.
The results from the 5-charge state calculations are omitted since
they are virtually identical to the 4-charge state results. Entries
a(−b) stand for a×10−b.
fractional charge state populations
Z/e WD CLD2 CLD3 CLD4
−1 0.1271 — 0.0594 0.1272
0 0.8325 0.9876 0.9152 0.8326
1 0.0404 0.0124 0.0254 0.0402
2 9.94(−6) — — 4.97(−9)
average charge in e
WD CLD2 CLD3 CLD4
<Z> −0.0866 +0.0124 −0.0340 −0.0870
Photo-electric heating rates in Wm−3
Z/e WD CLD2 CLD3 CLD4
−1 2.51(−27) — 1.17(−27) 2.50(−27)
0 1.53(−27) 1.80(−27) 1.66(−27) 1.51(−27)
1 1.27(−31) 3.61(−32) 7.40(−32) 1.17(−31)
2 0.00 — — 0.00
parameters. It is furthermore clear that the accuracy of the
n-charge state approximation increases as n increases, as
should be expected. Closer inspection of Tables 2, 3, and 4
from van Hoof et al. (2001) for single sized grains reveals
that the largest errors in the n = 2 and n = 3 cases are for
the 0.5 nm grains, for n = 4 for either 2 nm or 10 nm grains,
and for n = 5 for 10 nm grains, i.e., the grain size for which
the errors are largest shifts upwards for higher values of n.
This is expected since the n-charge state approximation will
fully resolve the charge distribution of the smallest grains
for n > 3. Note that the results for the 100 nm grains are
always in excellent agreement, even when n = 2, despite the
fact that the actual charge distribution is much wider than
that.
The agreement between the Cloudy and the WD re-
sults is very satisfactory for realistic size distributions, and
should be sufficient for all realistic astrophysical applica-
tions. Therefore the hybrid grain charge model presented
above (with n = 2) will be the default for Cloudy mod-
elling. By issuing a simple command, the user can choose a
higher value for n if higher precision is desired. The default
value for n will be increased in the near future when greater
computer speed and/or greater efficiency of the algorithm
will allow us to do so. We will use n = 2 below for a more
detailed study of the photo-electric heating effect in dusty
ionized plasmas.
Table 4. Properties of the grains included in the models. For
size distributions where no distinction is made between the sili-
cate and the graphite component (single sized grains, MRN, and
KMH), the entry is equally valid for both materials. The to-
tal dust-to-gas mass ratio is 6.34×10−3 for the H ii-region mod-
els, 3.96×10−3 for the PN models containing silicate grains, and
2.34×10−3 for the PN models containing graphite.
no. label RV amin amax nbin
µm µm
H ii region models
0 no dust
1 1.0 µm — 1.00000 1.0000 1
2 0.1 µm — 0.10000 0.1000 1
3 MRN55a 5.5 0.03000d 0.2500 9
4 KMH53b 5.3 0.00250 3.0000 31
5 WD55 A0 (sil)c 5.5 0.00035 0.4186 31
WD55 A0 (gra)c 5.5 0.00035 4.2102 41
6 WD55 A3 (sil)c 5.5 0.00035 0.4145 31
WD55 A3 (gra)c 5.5 0.00035 1.6662 62
Planetary nebula models (silicate)
0 no dust
1 1.0 µm — 1.00000 1.0000 1
2 0.1 µm — 0.10000 0.1000 1
3 WD31 A0c 3.1 0.00035 0.3852 30
4 WD31 A6c 3.1 0.00035 0.3805 30
5 MRN31a 3.1 0.00500 0.2500 17
6 KMH31b 3.1 0.00250 3.0000 31
Planetary nebula models (graphite)
0 no dust
1 1.0 µm — 1.00000 1.0000 1
2 0.1 µm — 0.10000 0.1000 1
3 MRN31a 3.1 0.00500 0.2500 17
4 WD31 A0c 3.1 0.00035 1.3399 38
5 KMH31b 3.1 0.00250 3.0000 31
6 WD31 A6c 3.1 0.00035 1.0222 60
aMathis et al. (1977). bKim et al. (1994). cWeingartner & Draine
(2001b). dThe Mathis et al. (1977) size distribution was truncated
at a lower limit of 0.03 µm to simulate the grain size distribution
in Orion. See also the discussion in BFM.
4 PHOTO-ELECTRIC HEATING IN IONIZED
REGIONS
4.1 Introduction
An energetic electron can be ejected from a grain follow-
ing the absorption of a photon. The photoelectrons share
their energy with the gas via collisions, raising the local
electron temperature; this process is known as photoelectric
heating. This excess energy can then be used to enhance
collisional excitation of certain (usually forbidden) emission
lines, which will change the emitted spectrum. This effect
is known and has been described in Dopita & Sutherland
(2000) and Volk (2001). The photo-electric effect will also
alter the ionization balance in the plasma. In a typical photo-
ionized plasma the free electrons will not have enough en-
ergy for collisional ionization to be an important process.
However, the raise in electron temperature will reduce the
recombination rates and thereby lead to an overall increase
in ionization. All these processes are known. However, it is
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not widely known that the size distribution of the grains
plays a very important role in determining the magnitude
of this effect.
4.2 Description of the models
In order to test this, we have constructed a set of models
with Cloudy 96 beta 5 based on the standard Paris H ii re-
gion and planetary nebula models (HII40 and PN150, resp.,
Pe´quignot et al. 2001). The Paris H ii region model is valid
for low-excitation photo-ionized gas, while the Paris PN
model is valid for high-excitation gas. The base models con-
tain no dust, and will be used as a point of reference. We con-
structed 6 models out of each base model by simply adding
a dust component. Two models adopt single sized grains of
1.0 and 0.1 µm, while the other 4 adopt more or less realistic
size distributions taken from the literature, as indicated in
Table 4. These size distributions were all constructed for the
purpose of reproducing interstellar extinction curves. They
were used in our models because they are the most detailed
studies of grain size distributions that can be found in the
literature. In order to keep the models plausible, we used
size distributions that reproduce the RV = 5.5 extinction
curve for the H ii region models, and size distributions that
reproduce the RV = 3.1 extinction curve for the PN mod-
els. For the H ii region model we used a mixture of silicates
and graphite (Martin & Rouleau 1991) with a dust-to-gas
mass ratio of 6.34×10−3. In the planetary nebula cases, we
made separate models for either silicate or graphite (with a
dust-to-gas mass ratio of 3.96×10−3 and 2.34×10−3, resp.)
as these two species are not expected to coexist spatially
in the nebular material on theoretical grounds2. Note that
the size distributions presented in Weingartner & Draine
(2001b) were derived by matching the extinction curve using
grain opacities defined in Li & Draine (2001). In this study
we use the same size distribution, but use graphite opac-
ities from Martin & Rouleau (1991) instead, which is not
consistent. This inconsistency is irrelevant for our purposes;
more detailed studies will have to await the construction
of realistic size distributions for H ii regions and planetary
nebulae. In all cases the size distribution was resolved to a
precision ln(an+1/an) ≈ 0.23. This resolution is sufficient to
accurately converge the effects of the grains. The resulting
number of size bins, together with the lower and upper limit
of the size range, is indicated in Table 4. We stress that in all
comparisons the chemical composition and the dust-to-gas
mass ratio of the dust is the same, and the only difference is
the size distribution. We also point out that the models are
ionization bounded, so the outer radius varies, depending on
the total opacity of the grains (which also depends strongly
on the size distribution). Since the grains and the atomic
gas are competing for ionizing photons, this also creates a
mild dependence of the overall ionization structure on the
size distribution of the grains.
2 Note that spectroscopy of planetary nebulae by ISO has re-
vealed a surprisingly large number of cases that show both silicate
and graphitic dust features. One famous example is NGC 6302
(Molster et al. 2001). It is however usually assumed that the two
species reside in different parts of the nebula.
4.3 Results and Discussion
In Tables 5, 6, and 7 we present the results of these calcu-
lations. These tables contain a comparison of the flux (pre-
sented as a ratio to Hβ=1 for that particular model) of the
most important infrared fine-structure lines, as well as opti-
cal and UV emission lines. A number of physical parameters
are also compared, such as the total Hβ flux, the electron
temperature at the inner edge of the nebula as well as the
volume average over the entire nebula, the fractional ioniza-
tion of helium (given as the ratio of the ion abundance over
the total helium abundance), the outer radius, and the frac-
tion that the photo-electric heating and collisional cooling
contribute to the total heating and cooling of the gas.
The WD55 A3 and WD31 A6 size distributions con-
tain enhanced amounts of very small carbonaceous particles
(PAHs). Such particles are not expected to exist in ionized
regions, and hence the models with graphite based on these
size distributions are less realistic than those based on other
size distributions. In the following discussion, results per-
taining to these models will only be included in parenthesis.
The numbers in Tables 5, 6, and 7 show that adding a
dust component has a dramatic effect on the physical condi-
tions and the normalized spectrum. In the H ii region models
the strongest enhancements in line strength (compared to
the base model without dust) are for C iii] 190.9 nm with a
factor 4.06 enhancement for the WD55 A0 size distribution
(WD55 A3: 8.98), followed by [Ne iii] 386.9 nm with a factor
2.76 (4.56), and [O iii] 500.7 nm with a factor 2.27 (3.39).
The strongest decrease is for the [N ii] 121.7 µm line with a
factor 0.747 (WD55 A3: 0.655), followed by [N ii] 658.4 nm
with a factor 0.860 (0.797), and [Ne ii] 12.81 µm with a factor
0.873 (0.807). For the PN models the lines with the strongest
enhancement are Ov] 121.8 nm with a factor 2.66 for sili-
cate and 2.85 for graphite (WD31 A6: 3.41), followed by
Ovi 103.2 nm with factors 2.30 for silicate and 2.40 (2.94)
for graphite, and O iv] 140.2 nm with factors 2.07 for silicate
and 2.32 (2.58) for graphite. The strongest decrease in the
silicate models is for the He i 587.6 nm line with a factor
0.895, followed by [S iv] 10.51 µm with a factor 0.933, and
[O iii] 51.80 µm with a factor 0.946. The strongest decrease
in the graphite models is for the He i 587.6 nm line with a
factor 0.890 (WD31 A6: 0.868), followed by Mg ii 279.8 nm
with a factor 0.895 (0.926), and [S iv] 10.51 µm with a factor
0.942 (0.930). The variation of the relative strength of these
lines is also shown in Fig. 3.
What is apparent from this comparison is that the
strongest enhancement is always found in optical/UV lines
of the highest ionization stages in the spectrum, while the
strongest decrease is typically found in optical/UV lines
of low ionization lines or infrared fine-structure lines of
low/intermediate ionization stages. This indicates that the
effect is strongest in the inner regions of the nebula. This
is confirmed by comparing the electron temperature at the
inner edge of the nebula and the average over the entire vol-
ume. It is clear that in all cases the former changes far more
strongly than the latter. What is also clear from the com-
parison is that the enhancement in emission line strength
correlates well with the total amount of photo-electric heat-
ing contributed to the plasma by the grains. This is no sur-
prise since most of the emission lines (with the exception
of the helium lines) are predominantly collisionally excited.
c© 0000 RAS, MNRAS 000, 000–000
8 P.A.M. van Hoof et al.
0 2 4 6
model no.
    
2
4
6
8
re
l. 
lin
e 
ra
tio
 
 
 
 
[N II] 121.7µm
[O III] 500.7 nm
[Ne III] 386.9 nm
C III] 190.9 nm
0 2 4 6
model no.
    
1.0
1.5
2.0
2.5
3.0
re
l. 
lin
e 
ra
tio
 
 
 
 
 
He I 587.6 nm
O IV] 140.2 nm
O VI 103.2 nm
O V] 121.8 nm
0 2 4 6
model no.
    
1
2
3
4
re
l. 
lin
e 
ra
tio
 
 
 
 
He I 587.6 nm
O IV] 140.2 nm
O VI 103.2 nm
O V] 121.8 nm
Figure 3. The variation of the line ratio to Hβ for selected emission lines as a function of the grain size distribution. The left panel
shows the results for the H ii-region models, the middle panel for the PN models with silicate, and the right panel for the PN models
with graphite. All line flux ratios are normalized to the base model without dust. The models numbers are defined in Table 4.
Table 5. Results for the H ii region models. The line flux ratio relative to Hβ = 1 is given for the most important emission lines in the
model, as well as certain relevant physical quantities such as the total Hβ flux, the electron temperature, helium ionisation fractions, the
outer radius, the continuum optical depth at 121.6 nm, and the fraction of the total gas heating and cooling contributed by the grains.
Quantities between pointed brackets are volume averages over the entire ionised region.
model label none 1.0 µm 0.1 µm MRN55 KMH53 WD55 A0 WD55 A3
model no. 0 1 2 3 4 5 6
He i 587.6 nm 0.1181 0.1167 0.1203 0.1229 0.1301 0.1316 0.1353
C ii] 232.6 nm 0.1995 0.2020 0.2123 0.2137 0.2141 0.2137 0.2041
C iii] 190.9 nm 0.0533 0.0538 0.0862 0.1009 0.1673 0.2162 0.4784
[N ii] 658.4 nm 0.5331 0.5423 0.5335 0.5188 0.4703 0.4586 0.4247
[N ii] 121.7 µm 0.0281 0.0286 0.0269 0.0257 0.0219 0.0210 0.0184
[N iii] 57.32 µm 0.2981 0.2950 0.3183 0.3292 0.3641 0.3776 0.4162
[O ii] 372.7 nm 2.0913 2.1158 2.2401 2.2578 2.3174 2.3633 2.4778
[O iii] 500.7 nm 1.5023 1.5172 2.0366 2.2263 2.9554 3.4175 5.0999
[O iii] 51.80 µm 1.2139 1.1991 1.2755 1.3179 1.4505 1.4979 1.6344
[O iii] 88.33 µm 1.1114 1.1074 1.2076 1.2525 1.3953 1.4523 1.6240
[Ne ii] 12.81 µm 0.1765 0.1774 0.1739 0.1699 0.1574 0.1540 0.1424
[Ne iii] 386.9 nm 0.0583 0.0590 0.0842 0.0942 0.1344 0.1610 0.2659
[Ne iii] 15.55 µm 0.2924 0.2886 0.3120 0.3255 0.3697 0.3870 0.4401
[S ii] 672.0 nm 0.1555 0.1579 0.1715 0.1724 0.1694 0.1704 0.1736
[S iii] 953.1 nm 0.7860 0.7909 0.8462 0.8597 0.9135 0.9466 1.0397
[S iii] 18.71 µm 0.6214 0.6215 0.6218 0.6205 0.6194 0.6207 0.6227
[S iii] 33.47 µm 1.2270 1.2214 1.2203 1.2171 1.2113 1.2120 1.2115
[S iv] 10.51 µm 0.5312 0.5315 0.5876 0.6130 0.6960 0.7340 0.8532
log[F(Hβ)/erg s−1] 37.302 37.291 37.169 37.139 37.086 37.065 36.979
Te/K inner edge 7517 7597 8290 8444 8805 9274 11090
< Te/K > 7998 8017 8318 8395 8670 8851 9462
<He0/He> 0.253 0.262 0.215 0.191 0.117 0.095 0.051
<He+/He> 0.746 0.738 0.785 0.809 0.883 0.904 0.948
Rout/1019 cm 1.442 1.431 1.319 1.292 1.252 1.239 1.186
τ121.6 0.107 0.154 0.729 0.903 0.668 0.655 0.626
<a2> / <a3> (µm−1) — 1.00 10.00 11.55 15.33 27.54 112.95
GrGH/TotH 0.000 0.005 0.059 0.072 0.130 0.185 0.348
GrGC/TotC 0.000 0.0019 0.019 0.024 0.038 0.056 0.136
Small grains contribute far more to photo-electric heating
than large grains, due to their much higher opacities (see
Figs. 1 and 2) and photoelectric yields (see Figure 5 in WD).
Thus, one can roughly state that the more small particles
a size distribution contains, the stronger the photo-electric
heating of the plasma by the grains will be, which in turn
leads to a stronger effect on the emitted spectrum. The fact
that this effect is strongest at the inner edge can be under-
stood by looking at Figs. 1 and 2. It is apparent that for
the smallest grains the absorption opacity peaks at a wave-
length that corresponds fairly well with the Lyman edge of
hydrogen. This implies that at the inner edge the grains will
absorb lots of ionizing photons. However, when one moves
away from the illuminated face of the nebula, more and more
ionizing photons will be absorbed away, while non-ionizing
photons will be less affected. Since grains can absorb both,
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Table 6. Same as Table 5, but for the planetary nebula region models with silicate.
model label none 1.0 µm 0.1 µm WD31 A0 WD31 A6 MRN31 KMH31
model no. 0 1 2 3 4 5 6
He i 587.6 nm 0.0972 0.0966 0.0937 0.0904 0.0900 0.0884 0.0870
He ii 468.6 nm 0.3431 0.3470 0.3728 0.3986 0.4018 0.4146 0.4255
C ii] 232.6 nm 0.2826 0.2827 0.2907 0.3084 0.3115 0.3202 0.3293
C iii] 190.9 nm 1.7704 1.7621 1.8008 2.0272 2.0755 2.1789 2.3238
C iv 154.9 nm 2.4635 2.3316 1.6057 2.1595 2.2977 2.3985 2.8400
[N ii] 658.4 nm 0.8455 0.8453 0.8732 0.9147 0.9213 0.9409 0.9619
N iii] 174.9 nm 0.0104 0.0104 0.0107 0.0123 0.0127 0.0135 0.0146
[N iii] 57.32 µm 0.1270 0.1268 0.1254 0.1256 0.1258 0.1257 0.1260
N iv] 148.6 nm 0.2264 0.2264 0.2483 0.3189 0.3349 0.3658 0.4246
Nv 124.0 nm 0.1635 0.1566 0.1306 0.1792 0.1939 0.2118 0.2575
[O i] 630.0 nm 0.1133 0.1127 0.1183 0.1252 0.1260 0.1295 0.1330
[O ii] 372.7 nm 2.0807 2.0818 2.1505 2.2646 2.2845 2.3396 2.3940
[O iii] 436.3 nm 0.1599 0.1592 0.1608 0.1773 0.1808 0.1877 0.1975
[O iii] 500.7 nm 16.296 16.232 16.053 16.611 16.745 16.926 17.224
[O iii] 51.80 µm 1.2870 1.2823 1.2528 1.2359 1.2348 1.2244 1.2176
[O iii] 88.33 µm 0.2637 0.2628 0.2568 0.2542 0.2541 0.2523 0.2513
O iv] 140.2 nm 0.2093 0.2096 0.2342 0.3121 0.3305 0.3648 0.4331
[O iv] 25.88 µm 3.6176 3.6370 3.8972 4.2203 4.2682 4.4150 4.5757
Ov] 121.8 nm 0.1836 0.1863 0.2232 0.3232 0.3503 0.3943 0.4879
Ovi 103.2 nm 0.0189 0.0185 0.0192 0.0278 0.0304 0.0344 0.0434
[Ne ii] 12.81 µm 0.0250 0.0249 0.0255 0.0260 0.0260 0.0264 0.0266
[Ne iii] 386.9 nm 2.0600 2.0536 2.0574 2.1590 2.1807 2.2197 2.2741
[Ne iii] 15.55 µm 1.8676 1.8475 1.8191 1.8027 1.8019 1.7923 1.7868
[Ne iv] 242.3 nm 0.7983 0.8008 0.8748 1.0612 1.0989 1.1801 1.3167
[Nev] 342.6 nm 0.5785 0.5834 0.6429 0.7661 0.7919 0.8436 0.9286
[Nev] 14.32 µm 1.5680 1.5787 1.6792 1.7906 1.8040 1.8569 1.9041
[Nev] 24.31 µm 1.0480 1.0513 1.1239 1.2128 1.2251 1.2664 1.3088
[Nevi] 7.65 µm 0.1100 0.1112 0.1212 0.1341 0.1361 0.1423 0.1491
Mg ii 279.8 nm 2.2299 2.1744 2.2295 2.3249 2.3440 2.3828 2.4212
[Mg iv] 4.485 µm 0.1224 0.1236 0.1316 0.1407 0.1420 0.1459 0.1502
[Mgv] 292.8 nm 0.0937 0.0941 0.1020 0.1202 0.1240 0.1313 0.1441
[Mgv] 5.608 µm 0.1848 0.1857 0.1942 0.2052 0.2067 0.2112 0.2163
Si ii] 233.5 nm 0.1647 0.1640 0.1667 0.1776 0.1796 0.1848 0.1905
[Si ii] 34.81 µm 0.1566 0.1561 0.1611 0.1674 0.1681 0.1713 0.1743
Si iii] 189.2 nm 0.4584 0.4624 0.5051 0.5949 0.6132 0.6583 0.7194
Si iv 139.7 nm 0.2058 0.1960 0.1457 0.1825 0.1936 0.2047 0.2400
[S ii] 672.0 nm 0.3698 0.3698 0.3823 0.4011 0.4038 0.4129 0.4222
[S iii] 953.1 nm 1.1365 1.1356 1.1529 1.1918 1.1991 1.2162 1.2346
[S iii] 18.71 µm 0.5437 0.5435 0.5520 0.5628 0.5644 0.5694 0.5743
[S iii] 33.47 µm 0.2180 0.2178 0.2214 0.2269 0.2278 0.2303 0.2329
[S iv] 10.51 µm 2.0387 2.0307 1.9690 1.9321 1.9296 1.9119 1.9012
log[F(Hβ)/erg s−1] 35.432 35.424 35.361 35.317 35.313 35.288 35.271
Te/K inner edge 17990 18040 18750 19910 20210 20500 21210
< Te/K > 12050 12050 12190 12560 12618 12764 12972
<He+/He> 0.670 0.665 0.643 0.618 0.615 0.604 0.592
<He2+/He> 0.297 0.300 0.320 0.343 0.346 0.356 0.368
Rout/1017 cm 4.059 4.033 3.863 3.768 3.760 3.705 3.672
τ121.6 0.267 0.274 0.404 0.504 0.489 0.566 0.558
<a2> / <a3> (µm−1) — 1.00 10.00 25.08 38.44 28.28 41.54
GrGH/TotH 0.000 0.0013 0.017 0.050 0.060 0.066 0.091
GrGC/TotC 0.000 0.0005 0.005 0.014 0.019 0.017 0.024
the relative fraction of non-ionizing photons that the grains
absorb will increase. Hence the average energy per absorbed
photon will decrease. For the gas the story is very different.
In a first approximation the electron temperature will be
constant inside the ionized region, and therefore the recom-
bination rates will be constant as well. Since the gas is as-
sumed to be in equilibrium, the photo-ionization rates must
be constant as well and the total amount of heating is con-
stant too (or even increases near the ionization front because
the lowest energy ionizing photons will be depleted). This
implies that the relative importance of the photo-electric ef-
fect will decrease when one moves away from the illuminated
face of the nebula.
We also noted that the enhancement effect is stronger
for optical/UV lines, compared to infrared fine-structure
lines. This is easy to understand. The excitation poten-
tial of the optical/UV lines is much higher and they are
only excited by the high energy tail of the electrons. This
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Table 7. Same as Table 5, but for the planetary nebula region models with graphite.
model label none 1.0 µm 0.1 µm MRN31 WD31 A0 KMH31 WD31 A6
model no. 0 1 2 3 4 5 6
He i 587.6 nm 0.0972 0.0967 0.0942 0.0888 0.0880 0.0865 0.0844
He ii 468.6 nm 0.3431 0.3459 0.3665 0.4089 0.4147 0.4272 0.4463
C ii] 232.6 nm 0.2826 0.2827 0.2915 0.3240 0.3294 0.3407 0.3427
C iii] 190.9 nm 1.7704 1.7663 1.8675 2.3375 2.4196 2.5850 2.6638
C iv 154.9 nm 2.4635 2.3414 1.8614 2.5680 2.8158 2.8801 3.3301
[N ii] 658.4 nm 0.8455 0.8449 0.8709 0.9397 0.9515 0.9721 0.9906
N iii] 174.9 nm 0.0104 0.0104 0.0112 0.0147 0.0153 0.0165 0.0172
[N iii] 57.32 µm 0.1270 0.1269 0.1265 0.1273 0.1274 0.1276 0.1265
N iv] 148.6 nm 0.2264 0.2292 0.2798 0.4079 0.4315 0.4755 0.5216
Nv 124.0 nm 0.1635 0.1600 0.1585 0.2469 0.2685 0.2922 0.3582
[O i] 630.0 nm 0.1133 0.1127 0.1175 0.1286 0.1303 0.1337 0.1364
[O ii] 372.7 nm 2.0807 2.0807 2.1479 2.3458 2.3791 2.4430 2.4695
[O iii] 436.3 nm 0.1599 0.1595 0.1662 0.2014 0.2072 0.2183 0.2226
[O iii] 500.7 nm 16.296 16.252 16.354 17.608 17.806 18.134 18.087
[O iii] 51.80 µm 1.2870 1.2832 1.2639 1.2415 1.2387 1.2307 1.2106
[O iii] 88.33 µm 0.2637 0.2631 0.2593 0.2564 0.2561 0.2550 0.2510
O iv] 140.2 nm 0.2093 0.2129 0.2710 0.4095 0.4357 0.4846 0.5397
[O iv] 25.88 µm 3.6176 3.6385 3.8995 4.4292 4.5055 4.6592 4.8556
Ov] 121.8 nm 0.1836 0.1897 0.2696 0.4316 0.4633 0.5226 0.6255
Ovi 103.2 nm 0.0189 0.0192 0.0251 0.0373 0.0398 0.0454 0.0556
[Ne ii] 12.81 µm 0.0250 0.0250 0.0255 0.0261 0.0261 0.0264 0.0265
[Ne iii] 386.9 nm 2.0600 2.0556 2.0899 2.2993 2.3338 2.3926 2.4068
[Ne iii] 15.55 µm 1.8676 1.8571 1.8392 1.8149 1.8123 1.8046 1.7876
Ne iv] 242.3 nm 0.7983 0.8069 0.9438 1.2677 1.3235 1.4304 1.5390
[Nev] 342.6 nm 0.5785 0.5869 0.6896 0.8825 0.9130 0.9738 1.0497
[Nev] 14.32 µm 1.5680 1.5764 1.6765 1.8595 1.8800 1.9344 1.9913
[Nev] 24.31 µm 1.0480 1.0524 1.1328 1.2769 1.2943 1.3377 1.3833
[Nevi] 7.65 µm 0.1100 0.1111 0.1230 0.1424 0.1447 0.1510 0.1581
Mg ii 279.8 nm 2.2299 2.2030 1.9523 1.9529 2.0220 1.9956 2.0640
[Mg iv] 4.485 µm 0.1224 0.1234 0.1311 0.1459 0.1479 0.1521 0.1572
[Mgv] 292.8 nm 0.0937 0.0948 0.1102 0.1388 0.1432 0.1519 0.1616
[Mgv] 5.608 µm 0.1848 0.1856 0.1965 0.2135 0.2153 0.2200 0.2238
Si ii] 233.5 nm 0.1647 0.1640 0.1674 0.1884 0.1922 0.1987 0.2034
[Si ii] 34.81 µm 0.1566 0.1561 0.1604 0.1707 0.1723 0.1749 0.1809
Si iii] 189.2 nm 0.4584 0.4627 0.5224 0.7002 0.7289 0.7982 0.8331
Si iv 139.7 nm 0.2058 0.1980 0.1694 0.2631 0.2893 0.3080 0.3584
[S ii] 672.0 nm 0.3698 0.3697 0.3808 0.4119 0.4170 0.4262 0.4348
[S iii] 953.1 nm 1.1365 1.1356 1.1562 1.2272 1.2389 1.2599 1.2712
[S iii] 18.71 µm 0.5437 0.5435 0.5522 0.5700 0.5725 0.5773 0.5814
[S iii] 33.47 µm 0.2180 0.2178 0.2216 0.2310 0.2325 0.2351 0.2373
[S iv] 10.51 µm 2.0387 2.0334 1.9881 1.9380 1.9325 1.9210 1.8964
log[F(Hβ)/erg s−1] 35.432 35.425 35.378 35.318 35.313 35.294 35.275
Te/K inner edge 17990 18110 19320 20500 20710 21000 21920
< Te/K > 12050 12078 12303 12912 13002 13183 13335
<He+/He> 0.670 0.665 0.644 0.605 0.598 0.587 0.569
<He2+/He> 0.297 0.299 0.319 0.355 0.360 0.371 0.384
Rout/1017 cm 4.059 4.039 3.919 3.799 3.793 3.753 3.718
τ121.6 0.267 0.273 0.388 0.502 0.469 0.512 0.437
<a2> / <a3> (µm−1) — 1.00 10.00 28.28 61.10 43.31 326.53
GrGH/TotH 0.000 0.003 0.038 0.090 0.103 0.114 0.163
GrGC/TotC 0.000 0.0005 0.006 0.017 0.028 0.025 0.086
makes these lines exponentially sensitive to electron tem-
perature, and therefore also very sensitive to the enhanced
photo-electric heating. The infrared fine-structure lines on
the other hand have low excitation potentials and are nearly
insensitive to electron temperature and photo-electric heat-
ing. Most of the effect on these lines will be due to changes in
the overall ionization structure. A mild temperature depen-
dence of the collisional cross section caused by resonances
may also contribute (e.g., [Ne V] 14.32 µm, see van Hoof et
al. 2000a and references therein).
From a comparison of the models it is also apparent that
the helium recombination lines are affected by the photo-
electric effect. This has already been explained earlier. The
increased photo-electric effect leads to an increase in elec-
tron temperature, which in turn leads to a decrease in the
recombination rates and an increase in the overall degree
of ionization. This is confirmed by comparing the volume
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Table 8. Line-centre optical depths for the resonance lines in the
PN model with 0.1 µm silicate grains. All the resonance lines are
doublets, which are shown separately here.
line opt. depth
C iv 154.8 nm 6760
C iv 155.1 nm 3390
Si iv 139.4 nm 2510
Si iv 140.3 nm 1260
Nv 123.9 nm 1030
Nv 124.3 nm 512
Mg ii 279.6 nm 2790
Mg ii 280.4 nm 1400
Ovi 103.2 nm 517
Ovi 103.8 nm 258
averages of the helium ion fractions. It is clear that in the
H ii-region models He+ is gaining at the expense of He0,
while in the PN models He2+ is gaining at the expense of
He+ when the photo-electric effect increases.
In general the relative line strength increases or de-
creases monotonically with an increase in the photo-electric
effect. However, there are a couple of notable exceptions to
this rule in the PN models. In the following discussion we
will concentrate on the silicate models. The details are some-
what different for the graphite models, but the underlying
physics is the same. The exceptional behaviour occurs for
the following lines (in order of decreasing magnitude of the
effect): C iv 154.9 nm, Si iv 139.7 nm, and Nv 124.0 nm.
For all these lines the relative strength decreases going from
the dust-free model to the 1.0 µm and the 0.1 µm mod-
els, while showing an overall increasing trend for the sub-
sequent models. What is immediately apparent is that this
effect only occurs in allowed (resonance) transitions. How-
ever, the effect is much less in the other two resonance lines
in the list, viz. Mg ii 279.8 nm and Ovi 103.2 nm (these
lines only show a mild decrease going from the dust-free to
the 1.0 µm model). All five lines are the equivalent of Lyα.
They have large line-centre optical depths, and as a conse-
quence they are scattered many times in the nebula before
escaping. This random walk greatly increases the chance of
the photon being absorbed by background opacities, most
notably from dust grains. The higher the line-centre optical
depth is, the longer the random walk will be and the higher
the probability of destruction is. The fact that the strongest
decrease occurs going from the 1.0 µm to the 0.1 µm model
can be understood by looking at Fig. 1. The dust opacity
rises dramatically in the UV going from 1.0 µm to 0.1 µm-
sized grains, while the photo-electric effect is still modest for
these grains. Hence the increase in photon destruction wins.
For subsequent models the rise in optical depth is less dra-
matic (or there is even a decrease), while the photo-electric
effect starts to dominate the models. In these models the ris-
ing photo-electric effect wins. This trend is confirmed by in-
specting τ121.6 in Tables 5, 6, and 7.
3 In Table 8 we show the
line-centre optical depths of the lines in question. All optical
3 Note that τ121.6 is the total continuum optical depth due to all
physical processes, corrected for stimulated emission. This implies
that the optical depth should be non-zero for the dust-free models.
depths follow the trend of the decreasing magnitude of the
effect indicated above, with the exception of Mg ii 279.8 nm.
For this line the decreasing effect is much weaker than ex-
pected based on the line-centre optical depth. This line has
a much longer wavelength than any of the other lines. At
279.8 nm silicate grains are more or less transparent and
the chance of absorption on grains is greatly reduced due to
this fact. This is not the case for graphite grains, and one
can see that the decreasing effect is stronger in the graphite
models for this line.
From the discussion presented above, one might be
tempted to say that the photo-electric effect will be stronger
if more small grains are present, due to the increased opac-
ity and the higher photo-electric yield. In a rough sense
this is true, but the reader should be warned that no sim-
ple predictors can be constructed from such an observation
that allow an accurate estimate of the effect. Examples of
such predictors could be the average surface to volume ratio
<a2> / <a3> of the grains and the continuum optical depth
τ121.6. It can be seen from Tables 5, 6, and 7 that in general
neither of these predict the correct sequence in the tables.
Detailed models will always be necessary to obtain a reliable
prediction of the magnitude of the photo-electric effect.
All these results clearly illustrate that the size distribu-
tion alone has a dramatic effect on the emitted spectrum,
and is therefore an important parameter in the modelling
of spectra from H ii regions and PNe. However, very little is
known about the size distribution of grains in these objects.
As was already mentioned above, the most detailed studies
of grain size distributions in the literature focus on explain-
ing the extinction curve caused by grains in the diffuse ISM.
It is not clear whether these distributions are valid for H ii
regions since grains undergo an appreciable amount of pro-
cessing when they move in and out of molecular clouds. It
is even more questionable whether ISM size distributions
would be valid for PN. After all, the grains in the ISM come
from a variety of sources (including PN, but also supernovae
and other sources), and also the grains in the ISM have un-
dergone far more prolonged processing than the grains in the
PN. Therefore the further study of grain size distributions
in photo-ionized regions, as well as AGB/post-AGB stars is
urgently needed.
5 CONCLUSIONS
In this paper we investigated the effect the grain size distri-
bution has on the amount of photo-electric heating in photo-
ionized regions, and its consequences for the spectrum emit-
ted by the plasma. To model these effects we used the com-
prehensively upgraded grain code in Cloudy 96. One of these
upgrades is the newly developed hybrid grain charge model.
This model allows discrete charge states of very small grains
to be modelled accurately while simultaneously avoiding the
overhead of fully resolving the charge distribution of large
grains, thus making the model both accurate and computa-
tionally efficient.
A comprehensive comparison with the fully resolved
charge state models of WD validates the new model. The
WD and Cloudy results for the photo-electric heating rates
are generally in excellent agreement, with only a few out-
liers for single sized grains in the n = 2 and n = 3 cases.
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The results for the size distribution cases always agree to
better than 25%, even for n = 2. This is well within the ac-
curacy with which we know grain physics to date. The colli-
sional cooling rates usually are in even better agreement. It
is furthermore clear that the accuracy of the n-charge state
approximation increases as the number of charge states in-
creases, as should be expected. The agreement between the
Cloudy and the WD results is very satisfactory for realistic
size distributions, and should be sufficient for all realistic
astrophysical applications, even with n = 2.
The effect of the grain size distribution on the line emis-
sion from photo-ionized regions is studied by taking stan-
dard models for an H ii region and a planetary nebula and
adding a dust component to the models with varying grain
size distributions (either single sized grains or size distribu-
tions taken from the literature). A comparison of the models
shows that varying the size distribution (while keeping the
chemical composition and the dust-to-gas mass ratio of the
grains constant) has a dramatic effect on the emitted spec-
trum. The strongest enhancement is always found in opti-
cal/UV lines of the highest ionization stages present in the
spectrum (with factors up to 2.5 – 4), while the strongest
decrease is typically found in optical/UV lines of low ioniza-
tion lines or infrared fine-structure lines of low/intermediate
ionization stages (with reductions up to 10 – 25%). The en-
hancement effect is strongest in the inner regions of the neb-
ula, and it correlates well with the total amount of photo-
electric heating contributed to the plasma by the grains.
Changing the grain size distribution also affects the ioniza-
tion balance because the increase in electron temperature
leads to enhanced recombination and also because the grains
are directly competing with the gas for ionizing photons.
Finally, changing the grain size distribution can also affect
resonance lines like C iv 154.9 nm which are very sensitive
to changes in the background opacity.
All these results clearly demonstrate that the grain size
distribution is an important parameter in photo-ionization
models. Only few studies of grain size distributions ex-
ist, and they mainly concentrate on the diffuse interstellar
medium (ISM) in order to explain extinction curves. Fur-
ther study of grain size distributions will be needed in order
to enable more accurate modelling of photo-ionized regions.
This is especially the case for planetary nebulae since it is
not clear whether ISM size distributions are valid for these
objects.
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