Abstract A discrete-time decentralized routing problem in a service system consisting of two service stations and two controllers is investigated. Each controller is affiliated with one station. Each station has an infinite size buffer. Exogenous customer arrivals at each station occur with rate λ. Service times at each station have rate µ. At any time, a controller can route one of the customers waiting in its own station to the other station. Each controller knows perfectly the queue length in its own station and observes the exogenous arrivals to its own station as well as the arrivals of customers sent from the other station. At the beginning, each controller has a probability mass function (PMF) on the number of customers in the other station. These PMFs are common knowledge between the two controllers. At each time a holding cost is incurred at each station due to the customers waiting at that station. The objective is to determine routing policies for the two controllers that minimize either the total expected holding cost over a finite horizon or the average cost per unit time over an infinite horizon. In this problem there is implicit communication between the two controllers; whenever a controller decides to send or not to send a customer from its own station to the other station it communicates information about its queue length to the other station. This implicit communication through control actions is referred to as signaling in decentralized control. Signaling results in complex communication and decision Preliminary versions of this paper appeared in Ouyang and Teneketzis (2013) problems. In spite of the complexity of signaling involved, it is shown that an optimal signaling strategy is described by a threshold policy which depends on the common information between the two controllers; this threshold policy is explicitly determined.
Introduction
Routing problems to parallel queues arise in many modern technological systems such as communication, transportation and sensor networks. The majority of the literature on optimal routing in parallel queues addresses situations where the information is centralized, either perfect (see Akgun et al (2012) ; Davis (1977) ; Ephremides et al (1980) ; Foley and McDonald (2001) ; Hajek (1984) ; Koole (1990, 1992) ; Lin and Kumar (1984) ; Menich and Serfozo (1991) ; Weber (1978) ; Weber and Stidham Jr (1987) ; Whitt (1986) ; Winston (1977) and references therein) or imperfect (see Beutler and Teneketzis (1989) ; Kuri and Kumar (1995) and references therein). Very few results on optimal routing to parallel queues under decentralized information are currently available. The authors of Cogill et al (2006) present a heuristic approach to decentralized routing in parallel queues. In (Abdollahi and Khorasani (2008) ; Manfredi (2014) ; Reddy et al (2012) ; Si et al (2013) ; Ying and Shakkottai (2011) and references therein), decentralized routing policies that stablize queueing networks are considered. The work in Pandelis and Teneketzis (1996) presents an optimal policy to a routing problem with a one-unit delay sharing information structure.
In this paper we investigate a decentralized routing problem in discrete time. We consider a system consisting of two service stations/queues, called Q 1 and Q 2 and two controllers, called C 1 and C 2 . Controller C 1 (resp. C 2 ) is affiliated with service station Q 1 (resp. Q 2 ). Each station has an infinite size buffer. The processes describing exogenous customer arrivals at each station are independent Bernoulli with parameter (λ). The random variables describing the service times at each station are independent geometric with parameter (µ). At any time each controller can route one of the customers waiting in its own queue to the other station. Each controller knows perfectly the queue length in its own station, and observes the exogenous arrivals in its own station as well as the arrivals of customers sent from the other station. At the beginning, controller C 1 (resp. C 2 ) has a probability mass function (PMF) on the number of customers in station Q 2 (resp. Q 1 ). These PMFs are common knowledge between the controllers. At each time a holding cost is incurred at each station due to the customers waiting at that station. The objective is to determine decentralized routing policies for the two controllers that minimize either the total expected holding cost over a finite horizon or the average cost per unit time over an infinite horizon. Preliminary versions of this paper appeared in Ouyang and Teneketzis (2013) (for the finite horizon problem) and Ouyang and Teneketzis (2014) (for the infinite horizon average cost per unit time problem).
In the above described routing problem, each controller has different information. Furthermore, the control actions/routing decisions of one controller affect the information of the other controller. Thus, the information structure of this decentralized routing problem is non-classical with control sharing (see Mahajan (2013) for non-classical control sharing information structures). Non-classical information structures result in challenging signaling problems (see Ho (1980) ). Signaling occurs through the routing decisions of the controllers. Signaling is, in essence, a real-time encoding/communication problem within the context of a decision making problem. By sending or not sending a customer from Q 1 (resp. Q 2 ) to Q 2 (resp. Q 1 ) controller C 1 (resp. C 2 ) communicates at each time instant a compressed version of its queue length to C 2 (resp. C 1 ). For example, by sending a customer from Q 1 to Q 2 at time t, C 1 may signal to C 2 that Q 1 's queue length is above a pre-specified threshold l t . This information allows C 2 to have a better estimate of Q 1 's queue length and, therefore, make better routing decisions about the customers in its own queue; the same arguments hold for the signals send (through routing decisions) from C 2 to C 1 . Thus, signaling through routing decisions has a triple function: communication, estimation and control.
Within the context of the problems described above, there is enormous number of signaling possibilities. For example, there is an arbitrarily large number of choices of the sequences of pre-specified thresholds l 1 , l 2 , . . . , l t , . . . and these choices are only a small subset of all the possible sequences of binary partitions of the set of non-negative integers that describe all choices available to C 1 and C 2 . All these possibilities result in highly non-trivial decision making problems. It is the presence of signaling that distinguishes the problem formulated in this paper from all other routing problems in parallel queues investigated so far.
Some basic questions associated with the analysis of this problem are: What is an information state (sufficient statistic) for each controller? How is signaling incorporated in the evolution/update of the information state? Is there an explicit description of an optimal signaling strategy? We will answer these questions in Section 3-6 and will discuss them further in Section 7.
Contribution of the paper
The signaling feature of our problem distinguishes it from all previous routing problems in parallel queues. In spite of the complexity of signaling, we show that an optimal decentralized strategy is described by a single threshold routing policy where the threshold depends on the common information between the two controllers. We explicitly determine this threshold via simple computations. Fig. 1 The Queueing System Organization The rest of the paper is organized as follows. In Section 2 we present the model for the queueing system and formulate the finite horizon and infinite horizon decentralized routing problems. In Section 3 we present structural results for optimal policies. In Section 4 we present a specific decentralized routing policy, which we callĝ, and state some features associated with its performance. In Section 5, we show that when the initial queue lengths in Q 1 and Q 2 are equal, g is an optimal policy for the finite horizon decentralized routing problem. In Section 6, we show thatĝ is an optimal decentralized routing policy for the infinite horizon average cost per unit time problem. We conclude in Section 7.
Station 1 Station 2

Notation
Random variables (r.v.s) are denoted by upper case letters, their realization by the corresponding lower case letter. In general, subscripts are used as time index while superscripts are used to index service stations. For time indices t 1 ≤ t 2 , X t1:t2 is the short hand notation for (X t1 , X t1+1 , ..., X t2 ). For a policy g, we use X g to denote that the r.v. X g depends on the choice of policy g. We use vectors in R Z+ to denote PMFs (Probability Mass Functions,) where Z + denotes the set of non-negative integers. We also use a constant in Z + to denote the corner PMF that represents a constant r.v.. i.e. a constant c ∈ Z + denotes the PMF whose entries are all zero except the cth.
System Model and Problem Formulation
System Model
The queueing/service system shown in Figure 1 , operates in discrete time. The system consists of two service stations/queues, Q 1 and Q 2 with infinite size buffers. Controllers C 1 and C 2 are affiliated with queues Q 1 and Q 2 ,
where for i = 1, 2,
and (x) + := max(0, x). We assume that the initial queue lengths X , respectively. At the beginning of time t = 0, C 1 (resp. C 2 ) knows X 1 0 (resp. X 2 0 ). Furthermore C 1 's (resp. C 2 's) knowledge of the queue length X 2 0 (resp. X 1 0 ) at the other station is described by the PMF π 2 0 (resp. π 1 0 ). The information of controller C i , i = 1, 2, at the moment it makes the decision U i t , t = 0, 1, . . . , is
The controllers' routing decisions/control actions U i t are generated according to
where 
Define G d to be the set of feasible decentralized routing policies; that is
We study the operation of the system defined in this section, first over a finite horizon, then over an infinite horizon.
The finite horizon problem
For the problem with a finite horizon T , we assume the holding cost incurred by the customers present in Q i at time t = 0, 1, . . . , T −1 is c t (X i t ), i = 1, 2, where c t (·) is a convex and increasing function. Then, the objective is to determine decentralized routing policies g ∈ G d so as to minimize
for any PMFs π 1 0 , π 2 0 on the initial queue lengths.
The infinite horizon average cost per unit time problem
For the infinite horizon average cost per unit time problem, we assume the holding cost incurred by the customers present in Q i at each time is a convex and increasing function c t (·) := c(·), i = 1, 2. Then, the objective is to determine decentralized routing policies g = (g 1 , g 2 ) ∈ G d so as to minimize
Note that for any time horizon T the total expected holding cost due to (14) is equivalent to the total expected holding cost defined by (9) since for any
With the above notation and definition of system state and instantaneous holding cost, we have a dynamic team problem with non-classical information structure where the common information between the two controllers at any time t is their decisions/control actions up to time t − 1. This information structure is the control sharing information structure investigated in Mahajan (2013) . Furthermore, the independent assumption we made about the exogenous arrivals and the service processes is the same as the assumptions made about the noise variables in Mahajan (2013) . Therefore, the following Properties 1-3 hold by the results in Mahajan (2013) .
Property 1 For each t, and any given g
Proof Same as that of Proposition 2 in Mahajan (2013) .
Property 1 says that the two subsystems are independent conditional on past control actions. Because of Property 1 and (13), each controller C i , i = 1, 2 can generate its decision at any time t by using only its current local state X i t and past decisions of both controllers. This assertion is established by the following property.
Property 2 For the routing problems formulated in Section 2, without loss of optimality we can restrict attention to routing policies of the form
Proof Same as that of Proposition 1 in Mahajan (2013) .
Using the common information approach in Nayyar et al (2013) , we can refine the result of Property 2 as follows.
Property 3 For the two routing problems formulated in Section 2, without loss of optimality we can restrict attention to routing policies of the form
Proof Same as that of Theorem 1 in Mahajan (2013) .
The result of Property 3 will play a central role in the analysis of the decentralized routing problems formulated in this paper.
The Decentralized Policyĝ and Preliminary results
In this section, we specify a decentralized policyĝ and identify an information state for each controller. Furthermore, we develop some preliminary results for both the finite horizon problem and the infinite horizon problem formulated in Section 2.
To specify policyĝ, we first define the upper bound and lower bound on the support of the PMF,
Similarly, we define the bounds on the support of the PMF, Π i t , i = 1, 2 as
Using the above bounds, we specify the policyĝ := (ĝ 1 ,ĝ 2 ) as follows:
where
Underĝ, each controller routes a customer to the other queue when X i t , i = 1, 2, the queue length of its own station at the time of decision, is greater than or equal to the threshold given by (30).
Note that this decentralized routing policyĝ is indeed of the form asserted by Property 3 since the upper and lower bounds U B t and LB t are both functions of the PMFs Π 1 t , Π 2 t . Therefore, the threshold T H t , as a function of Π 1 t , Π 2 t , is common knowledge between the controllers. Using the common information, each controller can compute the threshold according to (30) individually, andĝ can be implemented in a decentralized manner.
Under policyĝ, the evolution of the bounds defined by (23)- (28) are determined by the following lemma.
Lemma 1 At any time t we have
When (U where x = maximum integer ≤ x, and x = minimum integer ≥ x.
Proof See Appendix A Corollary 1 below follows directly form (31)- (35) in Lemma 1.
Corollary 1 Under policyĝ,
Moreover, if U Bĝ t0 − LBĝ t0 ≤ 1 for some time t 0 , then
Corollary 1 shows that the difference between the highest possible number of customers in Q 1 or Q 2 and the lowest possible number of customers in Q 1 or Q 2 is non-increasing under the policyĝ. Furthermore, the difference is reduced by half when there is no customer routed from one queue to another one.
The finite horizon problem
In this section, we consider the finite horizon problem formulated in Section 2.1, under the additional condition
, where x 0 is arbitrary but fixed, and is common knowledge between C 1 and C 2 .
Analysis
The main result of this section asserts that the policyĝ defined in Section 4 is optimal.
Theorem 1 When X 1 0 = X 2 0 = x 0 and x 0 is common knowledge between C 1 and C 2 , the policyĝ given by (29)- (30) is optimal for the finite horizon decentralized routing problem formulated in Section 2.1, that is
for any feasible policy g ∈ G d and any initial queue length x 0 .
Before proving Theorem 1, we note that when
Equation (39) says that the difference between the highest possible number of customers in Q 1 or Q 2 and the lowest possible number of customers in Q 1 or Q 2 is less than or equal to 1 under policyĝ. This property means that g controls the length of the joint support of the PMFs Π 1 t , Π 2 t and balances the lengths of the two queues. A direct consequence of (39) is the following corollary.
Corollary 2 At any time t, we have
As pointed out above, the policyĝ balances the lengths of the two queues. This balancing property suggests that the throughput of the system due toĝ is high and the total number of customers in the system is low. This is established by the following lemma.
Lemma 2 Under the assumption
, where x 0 is common knowledge, for any policy g of the form described by (19)- (20), we have
where Z 1 ≤ st Z 2 means that the r.v. Z 1 is stochastically smaller than the r.v. Z 2 , that is, for any a ∈ R, P(Z 1 ≥ a) ≤ P(Z 2 ≥ a) (see Marshall et al (2010) ).
Proof See Appendix B
Using Lemma 2, we now prove Theorem 1.
Proof (Proof of Theorem 1) For any feasible policy g, since the functions c t , t = 0, 1, ..., T , are convex, we have at any time t
Furthermore, using Lemma 2 and the fact that c t (·) is increasing, we get
The inequality in (44) is true because X
(Lemma 2) and c t (·) is increasing. The first equality in (44) follows from Corollary 2. Combining (43) and (44) we obtain, for any t,
The optimality of policyĝ follows from (9) and (45).
Comparison to the performance under centralized information
We compare now the performance of the optimal decentralized policyĝ to the performance of the queueing system under centralized information. The results of this comparison will be useful when we study the infinite horizon problem in Section 6. Consider a centralized controller who has all the information I 1 t and I 2 t at each time t. Then, the set G c of feasible routing policies of the centralized controller is
By the definition, G d ⊂ G c . This means that the centralized controller can simulate any decentralized policy g ∈ G d adopted by controllers C 1 and C 2 . Therefore, for any initial PMFs π
When X 1 0 = X 2 0 = x 0 , Lemma 2 and Theorem 1 show that the cost given bŷ g is smaller than the cost given by any policy g ∈ G d . Furthermore we have:
Equation (51) shows that when X 1 0 = X 2 0 = x 0 and x 0 is common knowledge between C 1 and C 2 , policyĝ achieves the same performance as any centralized optimal policy.
The Case of Different Initial Queue Lengths
When X 1 0 = X 2 0 , the policyĝ is not necessarily optimal for the finite horizon problem.
Consider an example where the horizon T = 1 (two-step horizon), λ = 0.1, µ = 0.5 and
that is,
where π 
Consider the cost functions c 0 (x) = 0 and c 1 (x) = x 2 . Then, we have
Using (56)- (58) and the specification of the policyĝ, we can compute the expected cost due toĝ. It is
Consider now another policyg described below. For i = 1, 2, i = j,
Then, from (56)- (57) and (61) we get
Therefore, the expected cost due to the policyg is given by , policyĝ is not optimal. In this example, each controller has only one decision to make, the decision at time 0. As a result, signaling does not provide any advantages to the controllers, and that is why the policyĝ is not the best policy.
Infinite horizon
We consider the infinite horizon decentralized routing problem formulated in Section 2.2, and make the following additional assumptions. 
Assumption 3
where J g0 is a constant that denotes the infinite horizon average cost per unit time due to policy g 0 .
Remark 1 Due to policy g 0 , the queue length {X g0,i t , t ∈ Z + }, i = 1, 2 is a positive recurrent birth and death chain with arrival rate λ and departure rate µ1 {X g 0 ,i t
=0}
. Therefore, as T → ∞, the average cost per unit time converges to a constant a.s. if the expected cost under the stationary distribution of the process is finite (see (Bremaud, 1999, chap. 3)). Assumption 3 is equivalent to the assumption that the expected cost is finite under the stationary distribution of the controlled queue lengths.
We proceed to analyze the infinite horizon average cost per unit time for the model of Section 2 under Assumptions 1-3.
Analysis
When X 1 0 = X 2 0 , the policyĝ, defined in Section 4, is not necessarily optimal for the finite horizon problem (see the example in Section 5.3). Nevertheless, the policyĝ still attempts to balance the queues. Given enough time, policyĝ may be able to balance the queue lengths even if they are not initially balanced. In this section we show that this is indeed the case.
Specifically, we prove the optimality of policyĝ for the infinite horizon average cost per unit time problem, as stated in the following theorem which is the main result of this section.
Theorem 2 Under Assumptions 1-3, the policyĝ, described by (29)- (30), is optimal for the infinite horizon average cost per unit time problem formulated in Section 2.2.
To establish the assertion of Theorem 2 we proceed in four steps. In the first step we show that the infinite horizon average cost per unit time due to policyĝ is bounded above by the cost of the uncontrolled queues (i.e. the cost due to policy g 0 ). In the second step we show that under policyĝ the queues are eventually balanced, i.e. the queue lengths can differ by at most one. In the third step we derive a result that connects the performance of policyĝ under the initial PMFs (0, 0) to the performance of the optimal policy under any arbitrary initial PMFs π 1 0 , π 2 0 on queues Q 1 and Q 2 . In the forth step we establish the optimality of policyĝ based on the results of steps one, two and three.
Step 1
We prove that Jĝ(π Lemma 4 There exists processes {Y 1 t , t ∈ Z + } and {Y 2 t , t ∈ Z + } such that
for i = 1, 2, and for all times t
Proof See Appendix C Lemma 4 means that the uncontrolled queue lengths are longer than the queue lengths under policyĝ in a stochastic sense. Note that (68) and (69) 
However, if A 
and the analogue of (69), when Y i t is replaced by X i,g0 t , i = 1, 2, does not hold. The stochastic dominance relation asserted by Lemma 4 implies that the instantaneous cost under policyĝ is almost surely no greater than the instantaneous cost due to policy g 0 . This implication is made precise by the following lemma.
Lemma 5 The processes {Y 1 t , t ∈ Z + } and {Y 2 t , t ∈ Z + } defined in Lemma 4 are such that at any time t c X
Proof See Appendix C In order to apply the result of Step 1 as the time horizon goes to infinity, we need the following result on the convergence of the cost due to {Y 1 t , t ∈ Z + } and {Y 2 t , t ∈ Z + }. Lemma 6 Let {Y 1 t , t ∈ Z + } and {Y 2 t , t ∈ Z + } be the processes defined in Lemma 4. Let W T denote
Under Assumptions 2 and 3,
Moreover, {W T , T = 1, 2, . . . } is uniformly integrable, so it also converges in expectation.
Proof See Appendix C A direct consequence of Lemmas 4, 5 and 6 is the following.
converges a.s., then,
in expectation and a.s. as T → ∞. Furthermore,
Proof See Appendix C
Step 2
We prove that under policyĝ the queues are eventually balanced. For this matter we first establish some preliminary results that appear in Lemmas 7 and 8.
Lemma 7 Let T 0 be a stopping time with respect to the process {X 1,ĝ t , X 2,ĝ t , t ∈ Z + }. Define the process {S t = Sĝ t , t ≥ T 0 + 1} as follows.
If µ > λ > 0, then {S t , t ≥ T 0 + 1} is an irreducible positive recurrent Markov chain.
Proof See Appendix D Lemma 7 holds for arbitrary stopping time T 0 with respect to {X 1,ĝ t , X 2,ĝ t , t ∈ Z + }. By appropriately selecting T 0 we will show later that S t is coupled with X 1,ĝ t +X 2,ĝ t , i.e. for all t > T 0 , S t = X 1,ĝ t +X 2,ĝ t . This result along with the fact that the process {S t , t ≥ T 0 + 1} is an irreducible positive recurrent Markov chain will allow us to analyze the cost due to policyĝ.
Lemma 8 Under policyĝ,
Proof See Appendix D Lemma 8 means that the event { there exists t 0 < ∞ such that at least one of the queue lengths is above the threshold defined by (30) for all t > t 0 } can not happen. The idea of Lemma 8 is the following. If one of the queues, say Q 1 , has length above the threshold, hence above the lower bound LBĝ t , then, the length of Q 2 does not decrease, because under policyĝ Q 2 receives one customer from Q 1 and has at most one departure at this time. Therefore, both queue lengths at the next time are bounded below by the current lower bound LBĝ t . When at least one of the queue lengths is above the threshold for all t > t 0 , the queue lengths are bounded below by LBĝ t0 for all t > t 0 . This kind of lower bound can not exist if the total arrival rate 2λ to the system is less than the total departure rate 2µ from the system. Lemma 8 and Corollary 1 in Section 4 can be used to establish that under policyĝ the queues are eventually balanced. This is shown in the corollary below.
Corollary 4 Let
Then
and
Step 3 We compare the finite horizon cost Jĝ T (0, 0) (respectively, the infinite horizon cost Jĝ(0, 0)) due to policyĝ under initial PMFs (0, 0) to the minimum finite horizon cost inf g∈G d J 
Proof See Appendix E.
Lemma 9 states that the minimum cost achieved when the queues are initially empty is smaller than the minimum cost obtained when the system's initial condition is given by arbitrary PMFs on the lengths of queues Q 1 and Q 2 . This result is established through the use of the corresponding centralized information system that is discussed in Section 5.2.
Step 4
Based on the results of Steps 1, 2 and 3 we now establish the optimality of policyĝ for the infinite horizon average cost per unit time problem formulated in Section 2.2. First, we outline the key ideas in the proof of Theorem 2, then we present its proof.
Step 2 ensures that policyĝ eventually (in finite time) balances the queues.
Step 1 ensures that the cost Jĝ(π 1 0 , π 2 0 ) is finite. These two results together imply that the cost due to policyĝ is the same as the cost incurred after the queues are balanced. Furthermore, we show that the cost of policyĝ is independent of the initial PMFs on the queue lengths. Then, the result of Step 3 together with the results on the finite horizon problem establish the optimality of policyĝ.
Proof (Proof of Theorem 2) Define T 0 to be the first time when the length of the joint support of PMFs Π
Furthermore, for all t ≥ T 0
Consider the process {S t , t ≥ T 0 + 1} defined by (78) and (79) (in Lemma 7). We claim that for all t ≥ T 0 + 1
We prove the claim in Appendix F. Suppose the claim is true. Since X 1,ĝ t − X 2,ĝ t ≤ 1 for all t ≥ T 0 + 1, the instantaneous cost at time t ≥ T 0 + 1 is equal to
Then, the average cost per unit time due to policyĝ is given by
Since T 0 < ∞ a.s., we obtain
where πĝ(s) is the stationary distribution of {S t = Sĝ t , t ≥ T 0 + 1}. The second equality in (93) holds because T 0 < ∞ a.s.; the last equality in (93) follows by the Ergodic theorem for irreducible positive recurrent Markov chains (Bremaud, 1999, chap. 3).
Since the sum
converges a.s., from Corollary 3 we have
Since the right hand side of equation (94) 
Combining (95) and Lemma 9 we get
Thus,ĝ is an optimal routing policy for the infinite horizon problem.
Discussion and Conclusion
Based on the results established in Sections 3-6, we now discuss and answer the questions posed in Section 1. Controllers C 1 and C 2 communicate with one another through their control actions; thus, each controller's information depends on the decision rule/routing policy of the other controller. Therefore, the queueing system considered in this paper has non-classical information structure Witsenhausen (1971) . A key feature of the system's information structure is that at each time instant each controller's information consists of one component that is common knowledge between C 1 and C 2 and another component that is its own private information. The presence of common information allows us to use the common information approach, developed in Nayyar et al (2013) , along with specific features of our model to identify an information state/sufficient statistic for the finite and infinite horizon optimization problem. The identification/discovery of an appropriate information state proceeds in two steps: In the first step we use the common information approach (in particular Mahajan (2013)) to identify the general form of an information state (namely
(and the corresponding structure of an optimal policy, Properties 3). In the second step we take advantage of the features of our system to further refine/simplify the information state; we discover a simpler form of information state, namely, X i t , U B of the above information state describes the common information between controllers C 1 and C 2 at time t, t = 1, 2, . . . .
Using this common information we established an optimal signaling strategy that is described by the threshold policyĝ specified in Section 4.
The update of U B j t , LB j t j=1,2 is described by (32)- (35) and explicitly depends on the signaling policyĝ. Specifically, if a customer is sent from Q i to Q j (i = j) at time t the lower bound on the queue length of Q i increases because both controllers know that the length of Q i is above the threshold T H t at the time of routing; if no customer is sent from Q i to Q j at time t, the upper bound on the length of Q i decreases because both controllers know that the length of Q i is below the threshold T H t at the time of routing. The update of common information incorporates the information about a controller's private information transmitted to the other controller through signaling. The signaling policyĝ communicates information in such a way that eventually the difference between the upper bound and the lower bound on the queue lengths is no more than one. Thus, signaling throughĝ results in a balanced queueing system.
A Proofs of the Results in Section 4
Proof (Proof of Lemma 1) Since there is one possible arrival to any queue and one possible departure from any queue at each time instant, (31) holds.
When (U 1,ĝ t , U 2,ĝ t ) = (0, 0), both X 1,ĝ t and X 2,ĝ t are below the threshold and no customers are routed form any queue. Therefore, the upper bound of the queue lengths at t + 1 is
Moreover, the lower bound of the queue lengths at t + 1 is the same as the lower bound of X
and X 2,ĝ t are greater than or equal to the threshold. Since the routing only exchanges two customers between the two queues, the queue lengths remain the same as the queue lengths before routing. As a result, the upper bound and lower bound of the queue lengths at t + 1 are given by
(99)
When (U
is greater than or equal to the threshold; X j,ĝ t is below the threshold. Since one customer is routed from Q i to Q j ,
Therefore, the upper bound of the queue lengths at t + 1 becomes
and lower bound of the queue lengths at t + 1 is given by
B Proofs of the Results in Section 5
Proof (Proof of Lemma 2) The proof is done by induction. At time t = 0, X
2,g 0 = x 0 . Suppose the lemma is true at time t. At time t + 1, from the system dynamics (1)-(3) we get, for any g,
Therefore, it suffices to show that
Consider any realization (X
If x i = 0 and x j ≥ 2 (i = j), then 1 2 (x 1 + x 2 ) > 0 and
If x i = 0 and x j = 1 (i = j), then 1 2 (x 1 + x 2 ) = 0 and
If x 1 , x 2 = 0, then
As a result of (107)- (110), we obtain
Then, from (111), the induction hypothesis and Corollary 2 we obtain
The first and second stochastic inequalities in (112) follow from (111) and the induction hypothesis, respectively. The equality in (112) (106) is true, and the proof of the lemma is complete.
C Proofs of the Results Associated with Step 1 of the Proof of Theorem 2
Proof (Proof of Lemma 4) The proof is done by induction. At t = 0, (67), (68) and (69) hold if we let
for i = 1, 2. Assume the assertion of this lemma is true at time t; we want to show that the assertion is also true at time t + 1. For that matter we claim the following. Claim 1
Claim 2 There exists Y i t+1 , i = 1, 2 such that
a.s.
We assume the above claims to be true and prove them after the completion of the proof of the induction step. For all y 0:t+1 , from (115) and the induction hypothesis for (67) we get for i = 1, 2
From (113) and (116) we obtain
Yi Ouyang, Demosthenis Teneketzis Furthermore, combination of (114) and (117) gives
Therefore, the assertions (67), (68) and (69) of the lemma are true at t + 1 by (118), (119) and (120), respectively. We now prove claims 1 and 2. Proof of Claim 1 From the system dynamics (1)-(2)
Therefore, (113) follows by summing (121) and (122). For (114), consider X 1,ĝ t+1 ( the case of X 2,ĝ t+1 follows from similar arguments). When U 2,ĝ t = 0,
When U
is less than the threshold and X 2,ĝ t is greater than or equal to the threshold. Therefore, by (121),
Therefore, (114) follows from (123) (126)- (129) satisfy (115)- (117). As the proof of this assertion is long, we first provide a sketch of its proof and then we provide a full proof. Sketch of the proof of the assertion -Equation (129) 
and this establish (116) when
then (117) , then for any realization zt ∈ {0, 1} 4 ofZt we have P Z t = zt|Ey 0:t =P Z t = zt, case 1|Ey 0:t + P Z t = zt, case 2|Ey 0:t .
When zt = (0, 1, 1, 0) or (0, 0, 1, 1), we get
Now consider any y 0:t+1 . By (140) we have for i = My or my 
Therefore, (142) implies 
Let
From (171) it follows that
From Lemmas 6, {W T , T = 1, 2, . . . } is uniformly integrable, therefore {V T , T = 1, 2, . . . }, which is bounded above by {W T , T = 1, 2, . . . } is also uniformly integrable. From the property of uniformly integrability, if {V T , T = 1, 2, . . . } converges a.s., we know that {V T , T = 1, 2, . . . } also converges in expectation. Furthermore,
D Proofs of the Results Associated with
Step 2 of the Proof of Theorem 2
Proof (Proof of Lemma 7) First we show that {St, t ≥ T 0 + 1} is a Markov chain. For st ≥ 2, Therefore, the process {St, t ≥ T 0 + 1} is a Markov chain. Since λ, µ > 0, the Markov chain is irreducible. We prove that the process {St, t ≥ T 0 + 1} is positive recurrent. Note that, for all s = 0, 1, 2, . . . , because of the construction of {St, t ≥ T 0 + 1}
Moreover, for all s ≥ 2, 
Using Foster's theorem (see (Bremaud, 1999, chap. 5 )), we conclude that the Markov chain {St, t ≥ T 0 + 1} is positive recurrent.
Proof (Proof of Lemma 8) Let (Ω, F , P) denote the basic probability space for our problem. Define events Et ∈ F , t = 0, 1, . . . to be Et ={ω ∈ Ω : U 1,ĝ t (ω), U 2,ĝ t (ω) = (0, 0) ∀t ≥ t}
If the claim of this lemma is not true, we get
Therefore, there exist some t 0 such that P(Et 0 ) > 0. Since t 0 is a constant, it is a stopping time with respect to {X 1,ĝ t , X 2,ĝ t , t ∈ Z + }.
where the first and second equalities in (189) follow from (187) and (188), respectively. The last equality in (189) follows from the construction of {St, t ≥ t 0 + 1}. Furthermore, by the system dynamics (1)- (3) we have 
Thus, equation (183) is true for any ω ∈ Et 0 for all t ≥ t 0 + 1. Then, for any ω ∈ Et 0
St(ω) = X 1,ĝ t−1 (ω) + X 2,ĝ t−1 (ω) = 0 for all t ≥ t 0 + 1
because U 1,ĝ t−1 (ω), U 2,ĝ t−1 (ω) = (0, 0) for all t ≥ t 0 + 1. Since P(Et 0 ) > 0, (191) contradicts the fact that {St, t ≥ t 0 + 1} is recurrent. Therefore, no such event Et 0 ∈ F with positive probability exists, and the proof of this lemma is complete.
E Proofs of the Results Associated with
Step 3 of the Proof of Theorem 2 denote the queue lengths at time t due to policyg with initial queue lengths X 
Therefore, we complete the proof of the claim (194) . Since the cost function is increasing, (194) implies that for all g ∈ Gc and any initial condition 
Moreover, the result of Lemma 3 ensures thatĝ gives the smallest expected cost among policies in Gc for any finite horizon when X 1 0 = X 2 0 = 0. It follows that, for any finite T , Jĝ T (0, 0) = inf 
For infinite horizon cost, we divide each term in (202) by T and let T to infinity, and we obtain, for any π 1 0 , π 2 0 , Jĝ(0, 0) = inf 
where the last inequality in (209) is true because of (31) (206) . This implies that the threshold is not more than 1, and the only possible value of X j,ĝ t−1 less than the threshold is 0.
