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In this paper, the emergence of macroscopic irreversibility in the system of pair interacting classical
particles is studied. The work starts with the derivation of continuum equations to the many-body
Hamiltonian system in the zero Knudsen number limit, which relies on an exact mathematical
transformation lacking the utilisation of statistical mechanics and other approximations. It is shown
that the emerging scale-free equations are universal for a certain class of pair potentials. Direct
numerical evidences for thermalisation and irreversible heat transport and viscous effects are also
provided, thus confirming the presence of the second law of thermodynamics in the system.
One of the most significant unsolved problems in
fundamental physics is the origin of the thermodynamic
arrow of time provided by the second law of thermo-
dynamics: While the microscopic governing laws of
physical systems are believed to be time reversible,
macroscopic-scale order is found to solely decay in
spontaneous temporal processes, which is an apparent
contradiction known as Loschmidt’s paradox. In clas-
sical physics, the elementary irreversible processes are
mass diffusion, viscous fluid flow and heat transport,
described by the fundamental equations of continuum
mechanics. The derivation of these equations from mi-
croscopic dynamical equations relies on the methodology
of statistical physics1–6, where, due to the lack of exact
non-equilibrium solutions to the Liouville equation,
irreversibility is manually built in the theory by applying
principles (such as the hypothesis of molecular chaos and
detailed balance) and approximations (such as the Taylor
expansion of the one-particle probability density around
local thermodynamic equilibrium7). Consequently,
though the emerging models are thermodynamically
consistent, confirming the emergence of macroscopic
irreversibility in reversible dynamical systems of many
degrees of freedom cannot be done in the framework of
statistical physics. An ultimate solution of the problem
would be providing an exact derivation of diffusion laws
from the Hamiltonian many-body dynamics. The first
results in this field were recently published8, where in-
viscid Euler equations were derived to a one-dimensional
Hamiltonian system. In addition, numerical simulations
provided evidences for the presence of thermalisation
in the Burgers’ and the Euler equations9–11. In this
work we extend the results of the aforementioned works
to general scenarios by deriving exact and universal
hydrodynamic equations to a three-dimensional system
of pair-interacting classical particles. We show that the
equations are universal in the zero Knudsen number
limit, and numerically demonstrate that macroscopic
order decays in spontaneous temporal processes.
Here we consider a system of N identical point-
like particles interacting via an isotropic pair potential
u(r) := ε u˜(r/σ) (where  and σ are the fundamen-
tal energy and length scales, respectively). The time
evolution of the system is governed by the canonical
equations r˙i = +∂piHˆ and p˙i = −∂riHˆ, where Hˆ =∑
i
|pi|2
2m +
1
2
∑
i,j u(|ri − rj |), m the particle mass, and
ri(t) and pi(t) are the position and momentum of par-
ticle i, respectively. To re-cast the canonical equations
in a continuum form, we introduce the microscopic mass
and momentum densities ρˆ(r, t) =
∑
imδ[r − ri(t)] and
gˆ(r, t) =
∑
i pi(t) δ[r − ri(t)], respectively, where δ(r) is
the three-dimensional Dirac-delta distribution. Follow-
ing the methodology of Zaccarelli et al.12–14, the micro-
scopic continuum equations read:
∂tρˆ+∇ · gˆ = 0 ; (1)
∂tgˆ +∇ · Kˆ = ρˆ (f ∗ ρˆ) ; (2)
ρˆ Kˆ = gˆ ⊗ gˆ , (3)
where f(r) = −∇u(r)/m2, the symbol ∗ stands for spa-
tial convolution, and Kˆ(r, t) = m−1
∑
i pi(t)⊗pi(t) δ[r−
ri(t)] is the microscopic kinetic stress. Regrettably, the
practical value of Eqs. (1)-(3) is strongly limited, mostly
due to the fact that Kˆ cannot be expressed from Eq. (3)
in the solution of the Hamiltonian equations. To find
a mathematical limit which regularises the Dirac-delta
distributions in ρˆ and gˆ, first we non-dimensionalise Eqs.
(1)-(3) . Measuring length in σ, time in σ
√
m/ε and mass
density in m/σ3 units results in the dimensionless densi-
ties ρˆ(r, t) =
∑
i δ[r−ri(t)], gˆ(r, t) =
∑
i vi(t)δ[r−ri(t)],
Kˆ(r, t) =
∑
i vi(t) ⊗ vi(t)δ[r − ri(t)], and the dimen-
sionless particle force f(r) = −∇u˜(r). Measuring now
both the dimensionless length and time in l¯ := n¯−1/3
units and the dimensionless density in n¯ := ρ0(σ
3/m)
units (where ρ0 is the average dimensional mass density
of the system) will (i) preserve the dimensionless veloc-
ities, (ii) set the average density of the system to unity,
and (iii) results in the particle force f(r) = −∇v(r),
where v(r) = u˜(l¯ r). The mass and momentum densi-
ties corresponding to Knudsen number κ are defined as
χκ(r, t) := χˆ (r/κ, t/κ), where χ = ρ,g and K. The most
important property of χκ(r, t) is that it preserves the spa-
tial average of χˆ(r, t) for any value of κ. The correspond-
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2TABLE I. Macroscopic limit for the collision, Yukawa,
screened r−6 and r−12, and the Hartree-Fock dispersion B
potentials (from top to bottom), as defined by Eq. (5).
u˜(r) a0
δ(r) 1
exp(−α r)/r 4pi/α2
{[1− exp(−α r)]/r}6 ≈ 0.118537(4pi α3)
{[1− exp(−α r)]/r}12 ≈ 0.0448827(pi α9)
exp(−α r − β r2) [pi3/2/(2β5/2)] exp[α2/(4β)]
×(α2 + 2β)erfc[α/(2√β)]− piα/β2
ing dynamical equations are formally equivalent to Eqs.
(1)-(3) with f(r) = −∇v(r), where vκ(r) := κ−3v(r/κ)
is the sole model parameter. We define the macroscopic
mass and momentum densities as:
ρ(r, t) := lim
κ→0
ρκ(r, t) ; g(r, t) := lim
κ→0
gκ(r, t) . (4)
Assuming that ρ(r, t) and g(r, t) are bounded func-
tions (a limit of sums of Dirac-delta distributions) with
ρ(r, t) > 0, the closure relation becomes K = (g ⊗ g)/ρ,
where K(r, t) = limκ→0 Kˆκ(r, t). The macroscopic dy-
namical equations then read: ∂tρ + ∇ · g = 0 and
∂tg + ∇ · [(g ⊗ g)/ρ] = −ρ∇(v0 ∗ ρ), where v0(r) =
n¯ limκ→0
[
κ−3u˜(r/κ)
]
. For the pair potentials shown by
Table 1 we have found
v0(r) = n¯ a0 δ(r) , (5)
i.e., the macroscopic limit of these pair potentials is the
collision potential (describing the ideal gas, defined here
as a system of perfectly elastically colliding point-like
particles on finite energy scale). We mention that v0(r)
doesn’t exist for the Coulomb potential and model po-
tentials such as the Lennard-Jones or the hard-sphere,
for which the Fourier transform doesn’t exist for at least
k = 0. Using Eq. (5) in the macroscopic momen-
tum equation, and measuring time in 1/c0 units, where
c0 = (n¯ a0)
1/2 is the group velocity, yield the following
universal exact macroscopic hydrodynamical equations
to the Hamiltonian system of pair interacting classical
particles:
∂tρ+∇ · (ρv) = 0 ; (6)
∂tv + v · ∇v +∇ρ = 0 , (7)
where v(r, t) = g(r, t)/ρ(r, t) is the macroscopic velocity
field, and the spatial average of ρ is unity. Since we only
consider interacting systems in this work, the density
gradient is always present in Eq. (7).
Before proceeding to the numerical analysis of Eqs. (6)
and (7), we briefly discuss the validity of the macroscopic
closure relation K = (g⊗ g)/ρ, and the correct interpre-
tation of the macroscopic quantities. The closure relation
is valid if ρ(r, t) and g(r, t) are bounded functions, which
can be demonstrated as follows. Without the loss of gen-
erality, the dimensionless particle positions and momenta
FIG. 1. Schematic illustration of Eqs. (6) and (7) in a two-
dimensional system. The “slowly varying” component of the
density is illustrated by the smoothly deformed grid, while the
actual particle positions are indicated by the off-grid dots.
can be written as (see Fig. 1):
rj(i)(t) = r
0
i + u(κ r
0
i , κ t)/κ+ ∆rj(i)(t); (8)
vj(i)(t) = w(κ r
0
i , κ t) + ∆vj(i)(t), (9)
where r0i ∈ Z3 spans a uniform grid with grid spacing
h = 1, u(r, t) and w(r, t) are sufficiently smooth vec-
tor fields describing the slowly varying components of
the mass and momentum densities, respectively, while
∆rj(i)(t) and ∆vj(i)(t) carry the microscopic details.
Furthermore, j(i) is an instantaneous map between the
particles and the uniform grid. Considering only one spa-
tial dimension, using Eqs. (8) and (9) in Eq. (4) yields:
ρ(x, t) = 1 +
∞∑
p=1
(1/p!)(−∂x)p[up(x, t)] ; (10)
g(x, t) =
∞∑
p=0
(1/p!)(−∂x)p[ω(x, t)up(x, t)] , (11)
where ω(x, t) = w(x, t) + ξ(x, t) and ξ(x, t) =
limκ→0 ∆vbx/κc(t/κ). The equations indicate that ρ(r, t)
and g(t, y) can be bounded functions in the macroscopic
limit, which can easily be illustrated in a simple exam-
ple. Let the particle positions and momenta in a one-
dimensional system be
xi :=
i/(1−∆) for i < 00 for i = 0i/(1 + ∆) for i > 0 (12)
and pi := 0, respectively, where i ∈ Z. Using
Eq. (8), the corresponding slow field reads: u(x) =
−|x|∆/[1 + sgn(x)∆]. Using this in Eq. (10) yields
ρ(x) = 1 + sgn(x)∆, as expected from Eq. (12). The
same result can be obtained by using Eq. (12) di-
rectly in Eq. (4). In addition to boundedness, an
important feature of Eq. (11) is that ω(x, t) contains
the macroscopic limit of ∆vj(i)(t), thus suggesting that
the macroscopic momentum density carries the temper-
ature in Eqs. (6) and (7). This can be verified by
3calculating the instantaneous temperature of the sys-
tem, which reads T (t) = (3N kBm)
−1∑
i |pi(t)|2 ≡
[m/(3 ρ0kB)]〈Tr Kˆ(r, t)〉, where 〈.〉 = V −1
∫
dr {.} stands
for spatial average. Since 〈Tr Kˆ(r, t)〉 is preserved in the
macroscopic limit, the temperature is explicitly related
to the macroscopic fields:
Θ(t) = (n¯/3)
〈
ρ(r, t) |v(r, t)|2〉 , (13)
where Θ(t) = T (t)/T0 is the dimensionless temperature,
and T0 = (ε a0)/kB . Eq. (13) shows that the interpreta-
tion of Eqs. (6) and (7) is cardinally different from tradi-
tional interpretation of hydrodynamic equations, which
describe the spatio-temporal evolution of only the slowly
varying spatio-temporal fields around thermal equilib-
rium. In contrast, the stationary solution ρ(r, t) = 1
and g(r, t) = 0 corresponds to zero temperature in Eqs.
(6) and (7), as it is shown by Eq. (13). We note that
Eq. (13) follows from the definition of the macroscopic
variables and is valid as long as ρ(r, t) > 0 and g(r, t) are
bounded functions.
To investigate whether and how the second law of ther-
modynamics manifests in Eqs. (6) and (7), first we fo-
cus on solutions representing thermal equilibrium. Eqs.
(10) and (11) suggest that thermal equilibrium is char-
acterised by u(r, t) = 0 and w(r, t) = 0, thus indicating
ρ(r, t) = 1 and g(r, t) = ~ξ(r, t) 6= 0. Such solution can
easily be found to the linearised hydrodynamic equations,
since any incompressible velocity field is a static solution
to those equation with constant density and temperature
Θ = (n¯/3)
∑
k |δv˜0k|2 (where δv˜0k is the Fourier amplitude
of the velocity field to wave number k and |xk|2 = x∗k ·xk,
where ∗ stands for complex conjugate). This clearly
demonstrates that thermal equilibrium is not well defined
in a linear system, since infinitely many constant Fourier
amplitude sets realise the same temperature. This con-
tradicts to the equipartition theorem, which says that at
equilibrium the kinetic energy spreads evenly across the
degrees of freedom (in time average). Since Eqs. (6) and
(7) are scale-free, equipartition can be written as
Gk(t) := lim
t→∞
1
t
∫ t
0
dτ |v˜k(τ)|2 = G0 (14)
(constant) for every k, where v˜v(t) is the Fourier coeffi-
cient of the velocity field at wave number k. This means
that the Fourier modes evenly contribute to the temper-
ature in time average: Θ∞ := limt→∞ 1t
∫
dτ {Θ(τ)} ≈
(n¯/3) limt→∞ 1t
∫
dτ
{∑
k |v˜k(t)|2
}
= (n¯/3)NFG0,
where NF is the number of Fourier modes, and the
approximation is valid as long as ρ(r, t) ≈ 1. With the
help of numerical simulations we will demonstrate that
such a state exists in the macroscopic hydrodynamic
equations, and perturbations around this state decay
systematically in time.
For the numerical simulations we chose the Aziz po-
tential for argon15,16 just below the boiling point. The
FIG. 2. Thermalisation in the hydrodynamic equations.
Spectral momentum components ln |g˜k(t)|2 in the wave num-
ber range [−pi, pi] × [−pi, pi] at t = 0 [panel (a)] and t = 104
[panel (b)]. The origin k = 0 is indicated by the intersec-
tion of the black lines in the centre; (c) - time dependence of
spectral momentum components at k = (40 ∆k n, 0), where
n = 1, 2, . . . , 12 (from top to bottom, respectively).
corresponding parameters are n¯ = 1 and Θ0 ≈ 10−3/3.
The numerical implementation of Eqs. (6) and (7) was
based on a flux-consistent finite-volume scheme and for-
ward Euler time discretisation17 on a two-dimensional
uniform grid with grid size N = 1024, grid spacing h = 1
and time step ∆ = 10−4. We applied periodic boundary
conditions, thus resulting in a discrete Fourier space with
resolution ∆k = 2pi/1024.
In the first numerical simulation, the initial condi-
tions ρ(r, 0) = 1 and g˜k(0) = Af(k) (I − nk ⊗ nk) · ~ξk
were used, where ~ξk represents an uncorrelated Gaus-
sian random vector field, A = (pi/N)
√
6 Θ0/I and I =∫ pi
0
(2pi k dk)f2(k). The out-of-equipartition initial condi-
tion was assured by choosing f(k) = sinc16(k) θ(pi − k),
which becomes 0 for k ≥ pi. The time evolution of the
system was studied for n = 108 time steps, corresponding
to t = 104. The results are summarised in Fig 2. While
at t = 0 the spectral components of the momentum (de-
noted by |gk(t)|2) were fast decaying around k = 0, the
momentum spread homogeneously over almost the en-
tire wave number regime by the end of the simulation
[see Figs. 2(a) and 2(b)]. The time evolution of 12 in-
dividual spectral momentum components of the momen-
tum density are shown in Fig. 2(c). The figure indicates
that Fourier amplitudes initially spanning an 11 orders of
magnitude range “converge” for large times in the sense
that their maxima tend to be in the same order of magni-
tude (indicated by the thick horizontal line in the figure).
4FIG. 3. heat transport in the hydrodynamic equations. Ki-
netic energy density [e(r, t)] distribution in real space at (a)
t = 0 and (b) t = 5 × 103. Panel (c) shows the time evolu-
tion of the Fourier coefficients of the kinetic energy density
for k = (∆k n, 0), where n = 1, 3, 5, . . . , 19 (from top to bot-
tom). The tilted parallel black lines indicate a wave number
independent relaxation time.
The results provide evidence for the existence of ther-
modynamic equilibrium with perfect equipartition in the
sense of Eq. (14). The relative density and temperature
variations remained in the range of ±0.5% and ±0.025%,
respectively.
In our second numerical experiment we investigated
heat transport. We first prepared two equilibrium sys-
tems with temperatures T1 = 10
−3/3 and T2 = T1/2.
In the initial condition for these simulations we used
f(k) = [sinc(k)]1/32θ(pi − k), which made thermalisation
faster compared to the previous case, since the initial
condition was closer to spectral equipartition. To pre-
vent the systematic overheating of the system due to
Galerkin truncation (resulting in accumulating numeri-
cal error from high wave number Fourier components),
we applied a homogeneous thermostat in every 105 time
steps, thus bringing back the temperature of the system
to the initial temperature. With this technique, the rel-
ative temperature was kept in the range of ±0.1% in the
simulation. In the second step, the thermalised systems
were brought into contact with each other in a sand-
wich structure as shown in Fig. 3(a). The temperature
difference between the two regimes of different temper-
atures started to decrease gradually in an equalization
process, and almost completely vanished by t = 5 × 103
[see Figs. 3(b) and 3(c)]. Fig. 3(d) shows the time
evolution of the magnitude of the Fourier coefficients of
the kinetic energy density e(r, t) = (1/2)ρ(r, t)|v(r, t)|2,
which can be associated with the local temperature via
FIG. 4. Viscous effects in the hydrodynamic equations. Rel-
ative density difference 100 δρ(r, t) at (a) t = 0 and (b)
t = 104; (c) Time evolution of the relative temperature
100[Θ(t)/Θ0 − 1]; (d) Time evolution of the Fourier ampli-
tudes of the density for wave numbers k0 = (∆k n, 0) for
n = 1, 3, . . . , 19 (from top to bottom at t = 0).
Θ(r, t) := (2 n¯/3)e(r, t). The figure indicates that the
Fourier modes decay on roughly the same time scale, and
therefore thermal equalisation is governed by a fast local
relaxation dynamics ∂tΘ(r, t) = −α[Θ(r, t)−Θ∞], rather
than Fourier’s law. Nevertheless, we observed a regular
→ stochastic transition of the Fourier amplitudes with
no recurring macroscopic order, which provides evidence
for the presence of the second law of thermodynamics in
the system.
In our third numerical experiment we studied vis-
cosity. First we prepared two thermalised systems at
Θ0 = 10
−3/3 and densities ρ1 = 0.99 and ρ2 = 1.01,
which were brought then into contact with each other
as shown in Fig. 4(a). The temperature was found to
oscillate in time at angular frequency ωT = 2pi/512,
which is an expected phenomenon, since the dominating
Fourier component of the density (occuring at k = δk)
exceeds the thermal background by two orders of mag-
nitude. To prevent the system from overheating, we
applied a homogeneous thermostat in every NT = 10
4
steps, in which the temperature was reduced by a 0.01%.
In addition, the temperature was brought back to Θ0
in every NP = 512/∆t time steps. With these tech-
niques, the temperature was kept within the relative
range ±6% [see Fig. 4(c)]. The decay of the macro-
scopic order in the density field is indicated by Figs.
4(b) and 4(d). As shown in Fig. 4(d), the long wave-
length Fourier amplitudes of the density evolve in time
roughly as |δP (k, t)| ∝ cos2(ωkt){1+α [sin(Ωkt)/(Ωkt)]p}
(where ωk = ∆k
√
2n+1 for k = ∆k n, n = 1, 3, 5, . . . ),
thus indicating a slow but systematic decay of the initial
macroscopic order in the studied time interval. Despite
the relatively small density variations in real space, the
5result suggests a different character from what is know
from the linearised Navier-Stokes equations, which pro-
vide |δP (k, t)|2 ∝ e−µk2 t for a viscous one-dimensional
ideal gas (where µ is the viscosity). Nevertheless, simi-
larly to heat transport, the systematic decay of the recur-
ring amplitudes indicates the presence of the second law
of thermodynamics. To exclude the possibility of observ-
ing only an artificial effect, we repeated the simulation
without applying thermostats. Even though the temper-
ature increased by a factor of 4, the long wavelength den-
sity components were still decaying as described above.
To summarise, we derived exact hydrodynamic equa-
tions to the classical many-body system of pair-
interacting particles in the zero Knudsen number limit.
The derivation relies on the mathematical fact that the
sum of infinitely many, infinitely small amplitude Dirac-
delta distributions located infinitely close to each other is
a bounded function. The emerging equations are univer-
sal for pair potentials being nascent to the Dirac-delta
distribution, and show that these systems converge to
the ideal gas (the system of elastically colliding point-
like particles) on infinitely large length/time scale. Since
the equations are exact, the thermal components of the
momentum is preserved, and therefore thermalisation as
well as heat and momentum transport can be addressed.
We provided direct numerical evidences that the sec-
ond law of thermodynamics is present in the system.
Consequently, the further mathematical analysis of our
hydrodynamic equations may significantly contribute to
the fundamental understanding of the emergence of irre-
versibility in non-linear systems of many degrees of free-
dom. In addition, the macroscopic quantities (such as
the speed of sound, heat conductivity or viscosity) can
be directly related to the parameters of the pair poten-
tial, without the need for applying the major assumptions
and principles of statistical mechanics.
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