In this study, we propose a novel method for generating an image of the target face by using the generative adversarial network (GAN) and relevance feedback. Combining GAN with relevance feedback compensates for the lack of user intervention in GAN and the low image quality in traditional methods. The feature points of face images, namely, the landmarks, are used as the conditional information for GAN to control the detailed features of the generated face image. An optimum-path forest classifier is applied to categorize the relevance of training images based on the user's feedback so that the user can quickly retrieve the training images that are most similar to the target face. The retrieved training images are then used to create a new landmark for synthesizing the target face image. The experimental results showed that users can generate images of their desired faces, including the faces in their memory, with a reasonable number of iterations, therefore demonstrating the potential of applying the proposed method for forensic purposes, such as creating the face images of criminals based on the memories of witnesses or victims.
I. INTRODUCTION
face image. The Two-Pathway Generative Adversarial Network (TP-GAN) [5] was proposed by Rui et al. in 2017 for realistic face synthesis. It is mainly used for reconstructing face images from a partial view corresponding to different poses. The most recent variant, StyleGAN [6] , which was proposed by Tero et al., led to an automatically learned, unsupervised separation of high-level attributes, and it can synthesize high-quality face images with varying high-level attributes, such as different hairstyles and expressions. However, it considers stochastic variation and does not have the ability to control such attributes. Xing et al. focused on high-level face-related analysis tasks and proposed gender-preserving GAN (GP-GAN) [7] , which could synthesize corresponding face images from landmarks; the feature points represent the geometric information of the overall shape and the individual parts of the face. Although controlling the geometric features, such as the pose, the shape of the face, and individual facial parts, is possible with GP-GAN, it requires the landmarks as input. The application of GP-GAN is therefore limited without providing users a method to create the landmarks of their desired face.
Bontrager et al. [8] proposed an approach based on Wasserstein GAN [9] and interactive evolutionary computation [10] to produce an image resembling a given target. The user is asked to evaluate a set of images resulting from GAN, and a genetic algorithm is used to modify the latent vector based on the user's evaluation. This is the first work that demonstrated the potential of using the evolutionary algorithm to generate face images similar to the target faces. However, their evaluation experiment reported that the average score of the results was only 2.2 out of 5. Furthermore, the method cannot provide control over detailed facial features.
To the best of our knowledge, none of the existing GAN models can provide users with easy control over detailed facial features, such as the shapes and positions of individual parts of the face. The ability to control detailed facial features is required in many applications. One important application is in assisting the police to create the face image of suspects based on the memories of witnesses or victims. Other potential applications include visually presenting an image of the user's imagined face. This study proposes a novel method combining GP-GAN and relevance feedback for interactive face image generation. An optimum-path forest (OPF) classifier is used to define the desired facial features represented as landmarks. The classifier is iteratively updated based on the relevance feedback of users. The landmarks of the desired face are then used as the input to GP-GAN to generate realistic face images with the desired features. In this way, the proposed method can take full advantage of the high image quality while compensating for the lack of user intervention of state-of-the-art GAN technology. Fig. 1 shows some results generated with the proposed system. The user provides feedback to the system based on the similarity between the created image and the target one. After several iterations, a face image resembling the target image is created. Our experiment showed that the proposed method can generate a result similar to the target face in the user's memory, and it demonstrated its potential for forensic purpose, such as assisting the police to create the face image of a suspect based on the feedback of victims or witnesses.
In the remainder of this paper, we first review related works in Section II and then present our proposed method in Section III. Section IV discusses the results and describes the experiment for evaluation. Section V and Section VI conclude the paper by discussing the limitations of the study and presenting future research directions.
II. RELATED WORKS A. THE GENERATIVE ADVERSARIAL NETWORK FOR SYNTHESIZING FACE IMAGES
While a large number of works have focused on facial recognition and identification, very few studies have been conducted on face image synthesis until a few years ago. Significant developments in machine learning technologies led to major advancements in the field, such as GAN technology, which has made face image generation a current research hotspot. The original GAN [1] aims to estimate generative models via an adversarial process, which consists of a generator network G that captures the data distribution and a discriminator network D that estimates the probability of the generated sample coming from real data rather than G, and in which G and D are trained simultaneously. The input to GAN is a random noise, and G is trained in a way that maximizes the probability for D to make a mistake.
To compensate for the disadvantages of GAN, such as the lack of control over the generated results and the low image quality, CGAN was proposed in [2] , allowing the generation of images with certain attributes. In practice, the conditions can be any information related to the target face image, such as the facial pose or the facial attribute. On this basis, AgeGAN [4] and CGAN, which are tailored for convolutional face image generation [3] , were proposed. The former focuses on generating face images of different ages, with a particular emphasis on preserving a person's identity in the aged version of his/her face. CGAN can generate face images with specific attributes by varying the conditional information. It exploits facial expression attributes and other related features, such as race and age, as conditional data. However, these attributes are tagged to the data when preparing the training dataset, so there is no way to reflect the user's intention at the execution time. Another GAN model that contributes to face image synthesis is TP-GAN [5] , which focuses on synthesizing and reconstructing realistic frontal-view face images from partial-view face images. Its results have good performance in face recognition. While the face images generated with GAN are more realistic, one major challenge is how to control the generated results, such as the pose, the face shape, and the hairstyle. Style-GAN [6] is a novel model that addresses this issue. The Style-GAN feature has a multi-resolution structure. By modifying the input of each level separately, Style-GAN succeeds in controlling the output from coarse features (pose, face shape) to fine details (hair color). However, all these existing GANs, including Style-GAN, cannot provide users any control at runtime. Philip et al. proposed an approach [8] based on Wasserstein GAN [9] and the evolutionary algorithm [10] to produce user-desired images. The user is asked to evaluate a set of images resulting from GAN, and a genetic algorithm is applied to modify the noise input based on the user's evaluation. Their paper showed some examples of using the method for generating face images resembling target faces. However, the average score of the generated images is only 2.2 out of 5, which is the result of the user evaluation experiment.
GP-GAN [7] attempts to perform high-level face-related analysis tasks based on landmarks [11] , which are the feature points characterizing the geometric features of faces. In the training of GP-GAN, both the face image and the corresponding landmarks are inputted to generator G. The trained generator model can produce a face image that is similar to the image from which the landmark was extracted. In our study, we used landmarks as the features for training the classifier based on the user's feedback, and utilized GP-GAN for synthesizing realistic face images from the landmarks.
B. USER CONTROL IN FACE IMAGE SYNTHESIS
A very typical application requiring user intervention in face image synthesis is assisting the police in investigations. Electronic facial identification (E-FIT) [12] is a face image synthesis system that can produce the facial composites of wanted criminals based on eyewitness descriptions. The core concept in E-FIT is the technique of Montage synthesis, which requires the user to look through a dataset of face components (eyebrows, eyes, noses, mouths, etc.) in order to search for each part separately based on resemblance and composite face image using the selected parts. However, finding the ideal parts is time consuming and it is difficult to ensure that the synthesized face image is the desired one, even if each component is satisfactory.
Wu and Dai [13] proposed a method to synthesize face images from sketches. Xiao et al. developed a method [14] enabling bidirectional photo-sketch mapping, which can synthesize a face sketch from a photo and, conversely, a photo from a face sketch. The results of these methods depend on the quality of the sketches; the average people, however, cannot draw sketches well.
The evolutionary algorithm was explored by Stuart et al.; it uses both local and global models, allowing a witness to evolve plausible, photo-realistic face images in an intuitive way [10] . However, the algorithm fails because of its slow convergence speed, which caused by dozens, even more than a hundred times iterations.
Xu et al. proposed an approach to synthesize images based on relevance feedback in order to conquer the speed of convergence and consider the whole face image and the user's feedback [15] . Through a dialogic approach based on relevance feedback strategy, the user only needs to look at several candidate face images and assess whether each image is similar to the target one. The selected candidates are interpolated to create the user's desired image. Unfortunately, the results are sometimes blurred and lacking in details, and the convergence of relevance feedback can be slow, as it uses the principal components of grayscale images to build the feature space and synthesize the face image. Moreover, only interpolating from training face images limits the variations of the face images to be created. The proposed method uses the relevance feedback framework similar to [15] , but by combing landmark features and the newest GAN instead of using principal components, it can produce high-quality images with a smaller number of user iterations. A new method of creating a completely new face image that is even better than the best training samples is also developed.
III. PROPOSED METHOD A. OVERVIEW
As depicted in Fig. 2 , the proposed method consists of two parts: (1) a relevance feedback framework for users to generate the landmarks of new candidate faces by evaluating the sample face images and (2) the face image generator using GP-GAN with the new landmarks resulting from the relevance feedback process. In the offline training phase, the algorithm proposed by Dlib [16] is applied to train the network for extracting the landmark features; these extracted landmarks are then used for training the GP-GAN.
The relevance feedback framework consists of three parts: constructing the feature space, training the OPF classifier, and exploring the candidate feature vectors. We construct the feature space based on the extracted landmark features. The OPF classifier is then trained for the feature space based on the relevance feedback, and the user explores the candidate feature vectors by using the trained OPF classifier. The trained generator generates face images from the new landmarks obtained by interpolating the candidate landmarks. The network of GP-GAN is trained with the landmarks extracted from the training dataset. The final result is created by interpolating the landmarks of the candidate faces using the trained model of GP-GAN during the running stage.
The above relevance feedback framework relies on two core techniques: training an image classifier based on the user's feedback and exploring the candidates in the landmark feature space. The two following subsections describe the details of the two techniques, respectively.
B. RELEVANCE FEEDBACK FRAMEWORK
As depicted in Fig. 3 , the relevance feedback framework is realized in the following five steps:
Step 1: The system randomly selects 10 face images from the training dataset and shows these images to the user as the initial set. The user chooses the most similar image from the initial set, and then the system shows 10 images that are most similar to that selected by the user in order to initialize the relevance feedback process.
Step 2: The user labels each showed image as similar (•) or not similar (×).
Step 3: Based on the user's feedback, the system updates the classifier and explores some candidate landmarks in the feature space, generating face images from them using GP-GAN and then presenting the generated results to the user.
Step 4: If the user feels that the generated results consist of images similar to the desired face to some extent, the user selects up to k most similar faces from these images. The selected images are then added to the candidate set. Otherwise, the user can choose to continue the iteration. The system shows 10 images near the border of the classifier to the user, and the system goes back to step 2. Otherwise, the system proceeds to step 5.
Step 5: The user can specify the degrees of similarity to the images in the candidate list. The landmarks of these images are interpolated using the degrees of similarity as the weight to produce the landmark to be sent to GP-GAN for producing the resulting face image.
1) TRAINING THE OPF CLASSIFIER
We reflect the user's intention by first training a face image classifier based on the user's feedback. The OPF classifier is used for training the classifier because it is known to have the ability to handle a large dataset effectively and efficiently compared with other representative classification algorithms, such as the support vector machine and the k-nearest neighbors algorithm [17] . The OPF represents each class of images by optimum-path trees rooted at the given representative samples, called prototypes [18] , [19] . It starts as a complete graph whose nodes represent the feature vectors of all training samples in the dataset (Fig. 4c ). All pairs of nodes are linked by arcs that are weighted by the distances (referred to as cost hereafter) between the feature vectors of the corresponding nodes. At each iteration of the relevance feedback, after the user labels the 10 samples as relevant or irrelevant (step 2 of the aforementioned framework), a minimum spanning tree is constructed for the labeled samples (Fig. 4d ), and the adjacent pair of the relevant and irrelevant samples are chosen as the relevant and irrelevant prototypes, respectively ( Fig. 4e) . Then, the graph is repartitioned by the competition process among prototypes, which offer optimum paths (the path with the lowest cost) to the remaining nodes of the graph and classify all nodes into relevant or irrelevant depending on whether they are connected to a relevant or irrelevant prototype ( Fig. 4f ). To effectively update the classifier based on the user's feedback, the subsequent 10 samples to be labelled by the users are chosen from the nodes near the border of the classifier. The border nodes can be selected by investigating the costs of paths from all non-prototype nodes to both relevant and irrelevant prototypes. We define the border nodes as non-prototype nodes that belong to the relevant class and with the smallest ratio of the cost from these nodes to the relevant prototypes over the cost from these nodes to the irrelevant prototypes; we define the best node as the positive sample located farthest from the negative prototype and closest to the positive prototype.
In the current implementation, the cost of any two adjacent nodes is assigned using L2 norm distance. We assume that there are s number of non-prototype samples U k (k = 1, 2, 3, . . . , s) that belong to the relevant class, n number of relevant prototypes, and m number of irrelevant ones denoted as p i (i = 1, 2, 3, . . . , n) and q j (j = 1, 2, 3, . . . , m). We denote the cost of the path from a non-prototype sample U k to the relevant prototype p i as C U k →p i and the cost of the path from U k to the irrelevant prototype q j as C U k →q j . The ratio of C U k →p i to U k → q j , denoted as Relevance U k →(p i ,q j ) , can be computed as follows:
The 10 border nodes with the largest value of Relevance U k →(p i ,q j ) are chosen for the user to label. The best node chosen is the one with the smallest value of Relevance U k →(p i ,q j ) .
2) CREATING THE CANDIDATE LANDMARKS
In order to create the candidate landmarks of the desired face, we try to move the best node along a certain direction vector − → v so that it becomes closer to the relevant prototypes and farther from the irrelevant ones. There are three core issues here: the direction in which the best node should be moved along, the step size of movement, and the valid range of distance to be moved.
a: THE DIRECTION OF MOVEMENT
To obtain the direction vector − → v of movement, we compute two composited vectors: the composited vector − → v r , which is the summation of vectors from the best node to all relevant prototypes, and the vector − → v ir , which is the summation of vectors from all irrelevant prototypes to the best node. For example, Fig. 5 shows that given the best node depicted by the red circle , two relevant prototypes depicted by , and two irrelevant prototypes depicted by , first, we calculate composite vector − → v r by computing the summation of vectors from the best node to the two relevant prototypes. Second, we calculate another composite vector − → v ir by computing the summation of vectors from the two irrelevant prototypes to the best nodes. Finally, the direction vector − → v of movement is obtained as the composited vector of − → v r and − → v ir . Assume there are n number of relevance prototypes and m number of irrelevance prototypes denoted as r i (i = 1, 2, 3, . . . , n) and ir i (i = 1, 2, 3, . . . , m), respectively. With the best node denoted as b, the direction vector − → v can be computed as follows:
The step size of movement is a critical parameter in our study, as it controls how much the result is changed each time.
Choosing an appropriate distance of movement is difficult, as a value that is too small may make the change not obvious enough, whereas a value that is too large may result in skipping the optimal result. The sensitivity of the step size should depend on the extent of the dataset in the feature space. Therefore, we first compute the diagonal line of the bounding box of the training dataset in the feature space. With the length of the diagonal line of the bounding box denoted as l, the step size of movement is given as α × l. Here, α is a parameter controlled by users.
c: THE DISTANCE OF MOVEMENT
In theory, any point in the feature space represents the landmark of a face, and we can obtain a face image by inputting the point to GP-GAN. However, empirically, we found that a point located out of the bounding box of the training dataset has a high probability of not defining a face (as depicted in Fig. 6 ). Therefore, when moving along − → v , we also validate whether the new position is still within the bounding box. If it already exceeds the bounding box, we stop the exploration.
3) GENERATIVE MODEL FOR SYNTHESIZING FACE IMAGES (GP-GAN)
The purpose of GP-GAN [7] is to synthesize faces from their respective landmarks. As shown in Fig. 7 , similar to the traditional GAN network, GP-GAN consists of two components: generator G and discriminator D in which G is designed based on the U-net [20] and DenseNet [21] architectures to leverage the advantages of these architectures and D is devised under the patch-based principle. Given a landmark, G does its best to generate the corresponding face images, whereas D tries its best to distinguish between real data and the generated images. Unlike other GANs, the network of GP-GAN adds a perceptual sub-network (based on VGG-16 architecture) and a gender-preserving one in addition to the discriminator. The model is learned by adversarial loss, perceptual loss, and a gender-preserving loss by minimizing the following objective function:
Here, L A , L P , and L C represent the adversarial loss, the perceptual loss, and the gender-preserving loss, respectively. The adversarial loss L A is based on the discriminator sub-network D, the perceptual loss L P guides the generator using the L 1 distance between the high-level features extracted from the VGG-16 [22] network, the genderpreserving loss L C measures the difference of the gender feature of the produced image and the real image, and L 1 defines the error between the target and the generated image. The corresponding weights of the losses are λ P , λ C , and λ 1 .
IV. EXPERIMENT AND EVALUATION A. DATASETS AND IMPLEMENTATION DETAILS
For the generative model of GP-GAN, we learned its parameters based on the whole Labeled Faces in the Wild (LFW) dataset [18] , [19] , which contains 5,749 identities and 13,233 face images. There are now four different sets of LFW images-the original and the three different types of aligned images. The aligned sets include funneled images (ICCV 2007), LFW-a, and deep funneled images (NIPS 2012). The model of GP-GAN is trained based on official deep funneling aligned [23] , [24] , and it uses the official training, validating, and testing View 1 in this experiment. The details of the training can be found in [7] . However, to obtain high-quality results, we adjusted some parameters for achieving the best learning rate and the number of epochs. In the current implementation, the model of GP-GAN is trained on a single GTX 1070 GPU for approximately more than 40 hours (800 epochs). Landmark images are represented as black solid dots on a white background. During the training stage, both a landmark image and its corresponding real data are inputted into the network of GP-GAN. We found that the appearance of the black dots can largely affect the performance of the trained GP-GAN model. Probably because of the aliasing, the resulting face image from the generator is not ideal when landmarks are presented with a binary image. To address this issue, we use a grayscale image, making the center of each dot the darkest and then changing it to white gradually toward the edge in order to achieve a good anti-aliasing effect. These kinds of grayscale landmark images are used for both training and testing.
The LFW dataset consists of the face images of different head poses and different expressions. As the geometric difference between two different poses is much larger than the geometric difference between the facial parts of two different persons, the pose feature is much more dominant than the shape feature of individual parts (e.g., the size and shape of the eyes, and nose). Therefore, if we include the faces of different head poses when training the OPF with relevance feedback, the detailed features of individual parts tend to be neglected. Similarly, there is a large geometric difference between an open mouth and a closed one. Basing on these observations, when training the OPF classifier, we only chose a total of 1,000 frontal face images from the LFW and divided these into a sub-dataset by gender and an open/closed mouth. For each subset, 80% of the face images are used for training, and the remaining 20% are used for testing. During the runtime relevance feedback process, the initially chosen 10 images consist of the faces of different genders and open/closed mouths. When the user selects the most similar image, the subset of training samples consisting of the selected face is automatically loaded for constructing the OPF.
In the current implementation, we set k = 3 for step 4 of the relevance feedback framework in Section III. Therefore, the user is allowed to select up to three most similar faces from the generated face images for addition into the candidate set at each iteration.
B. EXPERIMENTS
Three types of experiments are conducted to validate the effectiveness of the proposed method. The first experiment invited participants to create face images, and the second experiment had another group of participants evaluate the generated results. The third experiment aimed to compare the proposed method with the existing one using a similar relevance feedback framework [15] . In all the experiments, the participants were asked to ignore the hairstyles in the face images.
1) EXPERIMENT FOR CREATING FACE IMAGES
This experiment includes three tasks-to generate face images based on the reference image, to generate face images according to the briefly presented reference image, and to synthesize the imagined face images. The second task is particularly designed by assuming forensic applications, such as assisting the police to create face images of criminals for forensic purposes. The participants scored their generated results according to the image's similarity to the reference image on a five-point scale (1: no resemblance; 2: very weak resemblance; 3: neither weak nor strong resemblance; 4: somewhat strong resemblance; 5: strong resemblance). The number of iterations taken before obtaining a satisfactory image was recorded to evaluate the performance of the proposed method. Ten participants (8 males and 2 females in their 20s-25s) joined all the three face image-creating tasks.
a: TASK 1, CREATING FACE IMAGES BASED ON THE REFERENCE IMAGES
In this experiment, we presented a reference face image to each participant during the entire relevance feedback process and asked him/her to create a face image similar to the reference image. A total of 20 images that were randomly excluded from the dataset used for training GP-GAN and OPF were used in the experiment. The participants were asked to perform the task with all 20 images, and they were also required to score their created results. Some results are shown in Fig. 8 . These will be evaluated in the second experiment.
b: TASK 2, CREATING FACE IMAGES BASED ON THE BRIEFLY PRESENTED REFERENCE IMAGES
This task is performed with the aim of validating whether the proposed method enables the synthesis of an image in the user's memory. We presented a reference face image to each participant for 3-4 seconds and had the participant create a face image resembling the reference image and then score the generated image. Twenty face images randomly excluded from the training set and are different from those used in task 1 were utilized as the reference images. Fig. 9 shows that the resulting images can capture the overall features of the reference face images, as well as some shape information of individual parts (e.g., the size and, shape of the eyes, noise, and mouth). 
c: TASK 3, CREATING THE IMAGINED FACE IMAGES
Unlike the two previous tasks, in this case, we asked a participant to create an image that he/she imagined without any reference image and then to score the result. With this third task, as no one knows about the face imagined by the participant, the scores of the results by the participant are the only measure for evaluation. Fig. 10 shows some results from this task. Fig. 11 presents the average scores, the horizontal axis represents the tasks, and the vertical axis represents the average scores of each task. The figure shows that the average scores for all tasks are very similar and are all close to 4, which is much better than the scores of the existing method combining GAN with the genetic algorithm [8] . As our method uses a relevance feedback framework, the convergence speed is also an important measure for evaluating the performance of the system. Fig. 12 shows the average number of iterations for all tasks. It depicts that task 1, in which the reference images are presented during the whole process, took more iterations than the two other tasks. We observed that this is mainly because the participants can check all the feature information better and more carefully during the entire process. The iteration number of task 3 is larger than that of task 2; this is likely because the mental image of the face may be influenced by the results during the relevance feedback, and it takes some time for the user to make the conclusion. Even so, the user can arrive at satisfactory results within an average of five iterations. This is much faster than that obtained with existing evolutionary algorithm-based approaches [8] , [15] . Fig. 13 illustrates the number of iterations of each participant in different tasks. The horizontal axis represents the participant, and the vertical axis represents the number of iterations. It took less than six iterations for 11 participants to arrive at the final results. In task 1, however, one participant took more than 12 iterations before she reached satisfactory results. The interview after the experiment reveals that although the participants obtained satisfactory results at the fourth or fifth iterations, they still attempted to perform further iterations because of their curiosity about what happens next if more iterations are conducted.
2) EXPERIMENT FOR EVALUATING THE GENERATED FACE IMAGES
In this experiment, we asked another group to evaluate the face images generated in experiment 1 by finding the corresponding reference image of the generated image from a set of candidate images. Ten participants (7 males and 3 females, in their 20s-25s) who were different from those who joined experiment 1 were invited to perform the present experiment. As shown in Fig. 14, for each face image generated with experiment 1, three face images are presented to the users. Among the three images, one is the reference image used for creating the result, and the other two are selected from the training dataset, which are the faces closest to the reference image in the landmark feature space (based on L2 distance). The display positions of the three images are randomly shuffled to eliminate bias caused by the layout. The participant was asked to find the reference image from the three images. Ten images randomly selected from the results in tasks 1 and 2 of experiment 1 were used. The average success rates of all 10 participants are shown in Fig. 15 , with the horizontal axis representing the 10 generated images. Fig. 15 shows that among the 10 generated images, three have a 100% matching success rate, and the lowest success rate is 60%. We also observed that the matching success rate of females is lower than that of males. This result may be related to the hairstyle. Although during the entire procedure of the experiment, all subjects were asked to ignore the hairstyle, they might have still been involuntarily affected. The subjects commented that the eyes were the most important feature that drew their attention.
3) THE EXPERIMENT FOR COMPARING WITH THE EXISTING METHOD
This experiment compares our method with Xu's technique that used principal component analysis (PCA) and OPF-based relevance feedback [15] in terms of the number of iterations, image quality, and similarity to the target face. The . Results using different methods. First row: the reference images. Second row: the generated face images using our method. Third row: the generated face images using the existing approach. same dataset is used to ensure a fair and objective comparison. As Xu's method can only generate grayscale images, we first converted all images in the training dataset used for our OPF into grayscale ones and then resized them to be the same size as the images used in [15] . Next, facial features were extracted from the pixel level, and the PCA algorithm [25] was applied to reduce the facial features to 80 dimensions and then for training the OPF classifier, as described in [15] .
To compare iterations and image quality, the participants who joined experiment 1 were invited to perform all the three tasks as those in experiment 1 with Xu's method. Fig. 16 shows some results of the two methods; the first row presents the reference images, whereas the second and third rows present the images generated using our method and the existing method, respectively. Fig. 17 shows the comparison results on the average final scores of the three tasks, in which the horizontal axis represents the task types and the vertical axis represents the average scores. The average score of the proposed method is higher than that of the existing method for all three tasks. Fig. 18 shows the average number of iterations. The existing method took more iterations than ours in all tasks. The proposed method outperforms the existing method particularly for task 1, in which the participants can always compare the results with the reference image during the entire process.
For the similarity comparison, we invited a new group of participants who did not join any face image generation or matching tests to evaluate the face images created by the two methods; similar to experiment 1, a five-point scale was used based on the images' similarity to the reference images. Twenty subjects were randomly divided into two groups. The first group, consisting of 10 participants (10 males in their 20s-25s), evaluated the results with the existing method, whereas the second group, consisting of 10 participants (10 males in their 20s-25s) evaluated the results with our proposed method. We did not ask the participants to directly compare the results of the two methods, and we instead used non-overlapping groups of participants to evaluate the results of the two methods separately because we wanted to focus on the evaluation of similarity and avoid any adverse evaluations of the existing method caused by the low image quality. As the existing method could not synthesize color image, we converted the face images by our method into grayscale ones and then presented these images to the participants to eliminate the effect of color. We also asked the participants to ignore the blur artifacts. Fig. 19 presents the result of the similarity comparison for all the reference images. The results generated by our method are evaluated to be more similar to the reference images. 
V. DISCUSSION
As shown in Fig. 1, Fig. 9 , and Fig. 10 , most of the created images can well resemble the geometric features of the reference images, but they failed in capturing the details of texture features. For example, in Fig. 1 , the wrinkles on the faces of Laura Bush and George W. Bush were not reproduced in the resulting image. This is because the GP-GAN model is controlled with a landmark that consists of the geometry information of facial parts only. To address this issue, we are developing a new GAN model that can take both geometry and texture information as the input. The participants of the experiments reported that when they focus on some particular parts, quickly converging to an image with that part resembling the reference image is possible. However, that particular part may become less similar to the reference image again after trying to improve the other parts. It is important to allow users to control each part independently and integrate the best results of all facial parts. The overall results are still blurred, although they are much better than those of Xu's method that used the PCA feature. The image quality may be further improved by carefully tuning the training parameters of GP-GAN. Nevertheless, our contribution is the approach of combining GAN with an effective relevance feedback framework; substituting GP-GAN with any stateof-the-art GAN model for a better image quality is not difficult. In the current implementation, we treat the bounding box of all the training images in the landmark feature space as the safe area for exploring new landmarks, but this is an approximated approach. A more accurate scope needs to be defined. Currently, the face images generated from the newly created landmarks are not included in the dataset for training the OPF. By adding the created face images to the training dataset at every step of the iteration, we can expect to expand the range of face images that can be created.
VI. CONCLUSION
This study proposed a novel method to gain user control over detailed face features when generating face images with the use of the newest GAN model combined with the relevance feedback framework based on the OPF algorithm.
The experiment results demonstrated that the proposed method can be used to generate not only a face image resembling the target face but also a face image in the user's memory or imagination. Our proposed method makes up for both the lack of user intervention in GAN and the low image quality in traditional methods.
