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Abstract
An observability problem for linear autonomous distributed systems
in the class of linear operations is considered. A criterion of observabil-
ity with respect to terminal state has been proved. A connection with
observability with respect to initial state is discussed.
1 Introduction
One of main purposes of control systems is the determining the system state
functions. In order to construct feedback control for an optimal control
problem or for a stabilizability problem, the complete knowledge of the state
functions is required. But the system state functions may not be directly
measured, and often is it possible to obtain only some other observations.
Therefore the system state function should be determined from the measured
observed data. This problem is very important from theoretical and practical
points of view for theory of control systems.
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The system state function can be uniquely determined from the initial
state, therefore determination of the initial state from the known observed
measured data assures determination of the state function. If the initial state
can be uniquely determined from the measured output data, the system is
said to be observable. Such observability for various classes of distributed
parameter systems is investigated in many publications (see, for instance, [1]-
[10]) for systems with aftereffect, for partial parabolic and hyperbolic systems
and generally for abstract systems in Hilbert space with self-adjoint operator
A. The observability criterion for abstract systems in Hilbert space with
a self-adjoint operator is obtained in [9], sufficient observability conditions
for abstract systems in an arbitrary Banach space with a non-self-adjoint
operator are obtained in [10].
The present paper is devoted to a different observability conception. The
system is said to be observable, if the terminal state can be uniquely deter-
mined from the measured output data. The approximated method of the
terminal state determination by means of a sequence of linear operation is
proposed and a criterion of existence of such sequence is obtained. The case
when it is possible to obtain initial state from terminal state, is discussed.
2 Problem statement
Let X be a Banach space, Y = Rr, r ≥ 1. Consider the equation
x˙(t) = Ax(t), (1)
x(0) = x0, (2)
y(t) = Cx(t), 0 ≤ t ≤ t1, (3)
where x(t) ∈ X is the current state, x0 ∈ X is the initial state; A is a
linear operator whose domain D(A) is dense in X ;A generates a strongly
continuous semi-group S(t) of operators in the class C0 [11]-[12]; y(t) ∈ Y ;
C : X → Y are linear operator with domain D(C) such that
(a) x(t) ∈ D(C) for a.e. t > 0;
(b) y(.) ∈ L2([0, t1], Y ), ∀t1 > 0;
(c) operator Q : X → L2([0, t1], Y ), Qx = y(t), t ∈ [0, t1] is bounded for
each t1 > 0.
We consider only weak solutions [12] of the above equation.
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We assume A to have the properties:
(i) the domain D(A∗) is dense in X∗;
(ii) the operator A has a purely point spectrum σ which is either finite
or has no finite limit points and each λ ∈ σ has a finite multiplicity;
(iii) there is a time T ≥ 0 such that for each x0 ∈ X and t > T the
function x(t) = S(t)x0 is expanded in a series of eigenvectors and associated
vectors of A, converging uniformly with respect to t on an arbitrary interval
[T1, T2], T2 > T1 > T for a certain grouping of terms.
Denote by σ the spectrum of operator A. If x ∈ X and f ∈ X∗, we will
write (x, f) instead f(x). The superscript T denotes transposition.
We denote by C the complex plane.
Together with equation (1)-(2) we consider the equation
x˙(t) = A∗x∗(t) + C∗u(t), 0 ≤ t ≤ t1, (4)
x∗(0) = x∗, (5)
where x∗ ∈ X∗, u ∈ Y ∗.
The function x∗ : R1 → X∗, where x∗(t) is linear bounded functional,
generating by means of expression
(x, x∗(t)) = (S(t)x, x∗) +
∫ t
0
yT (t− τ)u(τ)dτ (6)
is said to be solution of equation (4) with initial condition (5).
3 Preliminary results
In order to obtain the principal result of this paper, we shall prove a number
of additional results.
The sequence xi(t), i = 1, 2, . . . of functions from L2[0, t1] is called mini-
mal, iff there is a sequence yj(t), i = 1, 2, . . . , of functions from L2[0, t1], such
that ∫ t1
0
(xTi (t)yj(t)) dt = δij , i, j = 1, 2, . . . ,
where δij is the Kronecker’s symbol. The sequence yj(t), j = 0, 1, . . . is called
biorthogonal to the sequence xj(t), j = 1, 2, . . ..
Let numbers λj ∈ σ, j = 1, 2, . . . be enumerated in the order of non
decreasing absolute values, let αj be the multiplicity of λj ∈ σ, and let
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ϕij, i = 1, 2, . . . , j = 1, 2, . . . , βi, βi ≤ αi, Aϕiβi = λiϕiβi be the root vectors
(eigenvectors and associated vectors) of the operator A;ψkl, k = 1, 2, . . . , l =
1, 2, . . . , βk, be the root vectors of the adjoint operator A
∗, such that
(ϕpβp−l+1,ψjk) = δpjδlk, p, j = 1, 2, . . . , l = 1, . . . , βp, k = 1, . . . , βj. (7)
We use the following notations:
cij = Cϕij , i = 1, 2, . . . , j = 1, 2, . . . βi; Ii = {j : λj = λi},
γi is the number of elements in Ii, i = 1, 2, . . . ;
fjk(t) = t
k−1 exp(λjt), j = 1, 2, . . . , k = 1, 2, . . . , αj, t ∈ [0, t1],
gjk(t) = exp(λjt)
βj−k∑
l=0
cjk+l
tl
j!
, j = 1, 2, . . . , k = 1, . . . , βj, t ∈ [0, t1].
Lemma 1 If the sequence
fjk(−t), k = 1, 2, . . . , αj, t ∈ [0, t1] (8)
is minimal;
Ker(Ax− λx)⋂KerC = 0 for each λ ∈ σ, (9)
then the sequence
gjk(−t), j = 1, 2, . . . , k = 1, . . . , βj, 0 ≤ t ≤ t1, (10)
is minimal.
Proof. Let usν(t), ν = 0, 1, . . . , αs − 1, s = 1, 2, . . . be the sequence,
biorthogonal to the sequence (8). Consider the sequence
vsp(t) =
αs−1∑
ν=0
ξspνusν(t), s = 1, 2, . . . , p = 1, 2, . . . , αs, (11)
where ξspν ∈ Y . We’ll chose the ξspν so that sequence (11) is biorthogonal to
sequence (10). We have
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∫ t1
0
gTjk(−t)vsp(t)dt =
{
0, if j ∈ Iµ, s ∈ Iη, µ 6= η,∑βj−k
ν=0 c
T
jk+νξspν, if j ∈ Iµ, s ∈ Iη, µ = η. (12)
Sequence (11) is biorthogonal to sequence gjk(−t), iff
βj−k∑
ν=0
cTjk+νξspν = δjsδkp, (13)
s, j ∈ Iµ, k = 1, . . . βj, p = 1, . . . , βs.
For k = βj we have
cTjβjξsp0 = δjsδβjp, s, j ∈ Iµ, p = 1, . . . , βs. (14)
It follows from (9) that vectors cjβj , j ∈ Iµ, are linearly independent and
γµ ≤r. Hence the linear algebraic system (14) of γµ equations for the r
unknown components of ξsp0 has a solution for j, s ∈ Iµ and p = 1, . . . , βs.
For k = βj − 1 we have
cTjβj−1ξsp0 − cTjβjξsp1 = δjsδβj−1,p, s, j ∈ Iµ, p = 1, . . . , βs. (15)
Using (14) for the vectors ξsp0, s ∈ Iµ, p = 1, . . . , βs in (15), we obtain a
linear algebraic system of γµ equations for the r unknown components of
vector ξsp1, s ∈ Iµ, p = 1, . . . , βs, µ = 1, 2, . . . . By (9) this system has a
solution. Using (13) for k = βj − l, where l = 1, 2, . . . , βj , we conclude that,
for known s ∈ Iµ, ν = 0, 1, . . . , l− 1, the system (15) is a linear system of γµ
equations for the r unknown components of vector ξspl, having a solution by
(9). This proves the lemma.
Definition 1 A vector x∗ ∈ X∗ is said to be completely controllable on [0, t1],
if there is a control u(t), u(.) ∈ L([0, t1], Y ∗), such that
(S(t1)x, x
∗) +
∫ t1
0
yT (t1 − τ)u(τ)dτ = 0 (16)
for each x ∈ X.
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Lemma 2 For x∗ ∈ X∗ to be completely controllable on [0, t1], it is necessary
that the moment problem (finite or infinite)
(ϕjk, x
∗) =
∫ t1
0
gTjk(−t)u(t)dt, j = 1, 2, . . . , k = 1, 2, . . . , βj (17)
has a solution u0(.) ∈ Lr2[0, t1]. If the moment problem (17) has a solution,
then x∗ is completely controllable on [0, t1 + T ].
Proof. Necessity. If x∗ is completely controllable on [0, t1], then in virtue
of (6) there exists u(t) ∈ Lr2[0, t1] such that (16) holds. Substituting ϕjk, j =
1, 2, . . . , k = 1, 2, . . . , βj to both parts of (16) instead x, we obtain (17).
Sufficiency. Let xjk(t) = (ϕjk, x(t)), j = 1, 2, . . . , k = 1, 2, . . . , βj, where
x(t) is the weak solution of equation (4) with initial condition (5). It easy to
show that the sequence xjk(t) is the solution of the infinite system
x˙(t) = λjxjk(t) + xjk+1(t) + cjku(t), k = 1, 2, . . . , βj−1;
x˙(t) = λjxjβj(t) + cjβju(t), (18)
j = 1, 2, . . .
with initial conditions
xjk(0) = (ϕjk, x
∗), j = 1, 2, . . . , k = 1, 2, . . . , βj.
Let u0(t), t ∈ [0, t1], u0(.) ∈ Lr2[0, t1] be a solution of moment problem (17).
If u(t) = u0(t) a.e. on [0, t1] than by (17) and (18) we have
xjk(t1) = 0, j = 1, 2, . . . , k = 1, 2, . . . , βj.
Putting u(t) ≡ 0, t ≥ t1, we conclude from (18) that
xjk(t) ≡ 0, j = 1, 2, . . . , k = 1, 2, . . . , βj , ∀t ≥ t1,
and x∗(t) is the solution of the equation
x˙(t) = A∗x∗(t)
for each t ≥ t1. By property (iii) of the operator A, we obtain
x∗(t) ≡ 0, ∀t > t1 + T.
This proves the lemma.
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4 Main results
In this section we will obtain the observability criterion by means of linear
operation and show a way to restore the x(t1) by output (3).
Denote by L(Y,X) the space of linear bounded operators acting from Y
to X .
Definition 2 The equation (1)-(3) is called approximately observable on
[0, t1] in the class of linear operations, if for any ǫ > 0 and each solution
x(t) of equation (1)-(2) there exists an operator-valued function
Uǫx(t), 0 ≤ t ≤ t1, Uǫx ∈ L2([0, t1], L(Y,X))
such that
‖x(t1)−
∫ t1
0
Uǫx(τ)y(t1 − τ)dτ‖ < ǫ. (19)
Theorem 1 Let sequence (8) be minimal. Equation (1)-(2) is approximately
observable on [0, t1 + T ] in class of linear operations, iff (9) holds.
Proof. Necessity. Assume that (9) does not hold. Then there exists
aλ ∈ σ and vector ϕλ ∈ X,ϕλ 6= 0 such that
Cϕλ = 0, Aϕλ − λϕλ = 0.
Hence xλ(t) = ϕλ exp(λt) is the solution of equation (1) such that Cxλ(t) ≡
0, ∀t ≥ 0 and so
‖xλ(t)−
∫ t
0
Uǫx(τ)Cxλ(t− τ)dτ‖ = ‖ϕλ‖ exp(λt)
for any operator-valued function
Uǫx(τ), 0 ≤ τ ≤ t, Uǫx(.) ∈ L2([0, t], L(Y,X))
This proves the necessity.
Sufficiency. By Lemma 1 and (7) there exists functions
ujk(t), j = 1, 2, . . . , k = 1, 2, . . . , βj
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such that
(ϕpβp−l+1, ψjk) =
∫ t1
0
(gTpβp−l+1(−t)ujk(t))dt, (20)
p = 1, 2, . . . , l = 1, 2, . . . , βp,
hence by Lemma 2 the ψjk, j = 1, 2, . . . , k = 1, 2, . . . , βj are completely
controllable on [0, t1 + T ]. According to (20) and Definition 1 we obtain
(x(t1 + T ), ψjk) +
∫ t1
0
(Cx(t1 + T − τ))Tujk(τ)dτ = 0 (21)
for each solution x(t) of equation (1). By property (iii) of operator A we
have
x(t) =
∞∑
j=1
βj∑
k=1
(x(t), ψjk)ϕjk, ∀t > T. (22)
Using (21) and (22), we conclude that
x(t1 + T ) =
∞∑
j=1
βj∑
k=1
ϕjk
∫ t1
0
uTjk(τ)y(t1+T − τ)dτ) = limp→∞
∫ t1
0
Up(τ)y(t1+T − τ)dτ, (23)
where Up(τ) : R
r → X is the linear bounded operator, defined by formula
Up(τ)y = −
p∑
j=1
βj∑
k=1
(ϕjku
T
jk(τ))y. (24)
The theorem has been proved.
We can conclude from (23) that we use information about behavior of
output y(t) only on [T, t1 + T ] in order to determine x(t1 + T ). If t1 > T ,
then by means of more precise investigation of properties of attainable set
for equation (4) and by using information of behavior of y(t) on all [0, t1] it
is possible to determine terminal state x(t1).
Let K(t) is the attainable set of equation (4), that is
K(t) = {x∗ : x∗ = x∗(t), u(.) ∈ Lr2[0, t1]},
where x∗(t) is the solution of equation (4) with initial condition x∗(0) = 0,
which corresponds to control u(t). It is easy to show, that x∗ ∈ K(t) iff there
exists a control u(t), u(.) ∈ Lr2[0, t1], such that
(x, x∗) =
∫ t1
0
yT (t1 − τ)u(τ)dτ, ∀x ∈ X. (25)
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Lemma 3 If t1 ≤ t2, then K(t1) ⊆ K(t2).
Proof. Let t1 < t2 and x
∗ ∈ K(t1), i.e. there is a control u1(.) ∈ Lr2[0, t1],
such that (25) holds.
Let
u2(τ) =
{
0, if 0 ≤ τ ≤ t2−t1,
u1(t1 − t2 + τ), if t2−t1 ≤ τ ≤ t2.
It is easy to show, that
(x, x∗) =
∫ t2
0
yT (t2 − τ)u2(τ)dτ,
and u2(.) ∈ Lr2[0, t2]. Hence, K(t1) ⊆ K(t2) for all t1 < t2.
Theorem 2 Let sequence (8) be minimal, t1 > T and K(t+T ) ≡ K(t), ∀t ≥
T .
Equation (1)-(2) is approximately observable on [0, t1] in class of linear
operations, iff (9) holds.
Proof. One should to prove only sufficiency. Let Aj be (βj × βj) Jordan
matrix;
Aj =


λj 0 ... 0
1 λj ... 0
... ... ... ...
0 0 ... λj


We denote by Xj(t) the matrix {xj1(t), xj2(t), . . . , xjβj(t)}, j = 1, 2, . . .,
where xjk(t) is the solution of equation (4) with initial condition xjk(0) =
ψjk, corresponding to the control ujk(t), 0 ≤ t ≤ t1 and let Uj(t) be the
matrix {uj1(t), uj2(t), . . . , ujβj(t)}, j = 1, 2, . . .. Denote by (x,Xj(t)) the row
{(x, xj1(t)), · · · , (x, xjβj(t))}. It follows from (6) that
(x,Xj(t)) = (x,Xj(0) exp(Aj(t)) +
∫ min(t,t1)
0
yT (t− τ)Uj(τ)dτ, ∀x ∈ X
and from (21) we have
(x,Xj(0) exp(Ajt)) +
∫ t1
0
yT (t+ T − τ)Uj(τ) exp(−AjT )dτ = 0, (26)
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∀t > t1, ∀x ∈ X.
Since∫ t
0
yT (t+T−τ)Uj(τ) exp(−AjT )dτ ∈ (x,K(t+T )XK(t+T )X . . .XK(t+T ))
and K(t + T ) ≡ K(t), ∀t > T , there exist controls vjk(t), j = 1, 2, . . . , k =
1, 2, . . . , βj, such that for all t > T
∫ t
0
yT (t+ T − τ)Uj(τ) exp(−AjT )dτ =
∫ t1
0
yT (t− τ)Vj(τ)dτ, ∀x ∈ X, (27)
where Vj(t) = {vj1(t), vj2(t), . . . , vjβj(t), j = 1, 2, . . . . Substituting (27) into
(26) we obtain that the ψjk, j = 1, 2, . . . , k = 1, 2, . . . , βj are completely
controllable on [0, t1], t1 >T. Using value t1 instead value t1 + T in formulas
(21)-(24), we prove the theorem.
Remark. If the sequence ψjk, j = 1, 2, . . . , k = 1, 2, . . . βj is complete, that
is
(x, ψjk) = 0, j = 1, 2, . . . , k = 1, 2, . . . βj
iff x = 0, then the Theorem 3 from [10] immediately follows from theorems 1-
2. Moreover, it is possible to determine the terminal state x(t1) of equation
(1) by means of formulas (11), (20), (23), (24) and then to determine the
initial state x0 of equation (1), using the completeness of vectors ψjk, j =
1, 2, . . . , k = 1, 2, . . . βj and properties of operator A,C for a given specific
equation (1)-(3).
Definition 3 The equation (1)-(3) is said to be observable on [0, t1] if initial
state x0 is uniquely determined by output (3), 0 ≤ t ≤ t1.
Definition 4 The equation (1) is said to be pasted on [0, t2], if there is x0 ∈
X, such that S(t)x0 ≡ 0, t2 ≤ t <∞.
Definition 5 The equation (1) is said to be non-pasted, if there no t2, 0 <
t2 <∞, such that equation (1) is pasted on [0, t2].
It follows from Theorems 1-2 that next theorem is true.
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Theorem 3 If (9) holds, sequence (8) is minimal and equation (1) is non-
pasted, than equation (1)-(3) is observable on [0, t1 + T ]. If t1 > T and
K(t+ T ) ≡ K(t), t ≥ T , then equation (1)-(3) is observable on [0, t1].
By Theorem 3, the terminal state x(t1) can be uniquely determined by
means of linear operations from measured output (3), if (9) holds and se-
quence (8) is minimal. If equation (1) is non-pasted, then the initial state
x0 can be uniquely determined from measurements of x(t1). The problem of
initial state determination is not necessarily well-posed [9]. For self-adjoint
operator A it is possible to apply an approximate method which reduces this
ill-posed problem to a well-posed one [9].
5 Examples
Analyzing specific spaces X and operators A and C it is possible to obtain re-
sults on the observability problems (both previously known and new ones) for
dynamical systems described, for example, by partial differential parabolic
and hyperbolic equations, systems with aftereffect, integro-differential equa-
tions and other equations, satisfying the conditions (i), (ii), (iii), and for
which the sequence (8) is minimal.
A number of conditions for sequence (8) to be minimal are proved in
[13]-[16].
Let X be a Hilbert space. Consider equation (1)-(3) with self-adjoint
operator A. It is well-known that in this case the spectrum σ of A is the se-
quence {λj, j = 1, 2, . . .} of real negative numbers; limj→∞ λj = −∞; opera-
tor A has properties (i)-(iii) with T = 0. Let ϕjk, j = 1, 2, . . . , k = 1, 2, . . . , γj
be the eigenfunctions of A corresponding to eigenvalues λj, j = 1, 2, . . .. It is
well-known, that the sequence ϕjk, j = 1, 2, . . . , k = 1, 2, . . . , γj is complete.
It is easy to prove, that in this case condition (9) is equivalent to linear
independence of vectors
Cϕjk, k = 1, 2, . . . , γj
for all j, j = 1, 2, . . . , and it follows from results of [16] that sequence of real
exponents
exp(−λjt), 0 ≤ t ≤ t1, ∀t1 > 0
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is minimal 1 provided that
∞∑
j=1
1
|λj| <∞.
Hence equation (1)-(3) is approximately observable in the class of linear
operations for any t1 > 0, iff the vectors
Cϕjk, k = 1, 2, . . . , γj
are linearly independent for all j, j = 1, 2, . . . .
Since the sequence of eigenfunctions of A is complete, the equation (1)-(3)
is observable on [0, t1], if last condition holds. Thus, all results from [2],[8],[9],
concerning observability criteria, are the immediate corollaries of Theorem
1. Moreover it is possible to restore x(t, ξ) by means of linear operations for
any t > 0.
Consider for instance the one-dimensional heat equation
∂x
∂t
(t, ξ) =
∂2x
∂ξ2
(t, ξ); (28)
x(0, ξ) = ϕ(ξ), 0 ≤ ξ ≤ π, (29)
x(t, 0) = 0, x(t, π) = 0, 0 ≤ t < t1, (30)
y(t) =
∫ π
0
b(ξ)x(t, ξ)dξ, (31)
where x, ϕ, b, y ∈ R1, ϕ(.), b(.) ∈ L2[0, π].
The equation (28) is the particular case of the problem (1)-(3), where
X = L2[0, π], (Ax)(ξ) =
d2x
dξ2
(ξ)
with domain
D(A) = {x ∈ C2[0, π] : x(0) = x(π) = 0};
Cx =
∫ π
0
b(ξ)x(ξ)dξ.
1In [16] the sequence of positive numbers λj , j = 1, 2, . . . is considered, but the
corresponding results of [16] are easy applied to the sequence σ of negative numbers
λj , j = 1, 2, . . .
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Problem (28)-(30) is uniformly well-posed, hence operator A generates a C0-
semigroup; σ = {−j2, j = 1, 2, . . .};αj = βj = 1, ϕj(ξ) = sin(jx) are the
eigenfunctions of operator A, corresponding to eigenvalues λj = −j2, j =
1, 2, . . .; A is self-adjoint operator; for each ϕ(.) ∈ X the corresponding
solution x(t, ξ) of equation (28)-(30) is expanded into a series
x(t, ξ) =
∞∑
j=1
(
∫ π
0
ϕ(ξ) sin(jξ)dξ) exp(−j2t),
convergent uniformly for any segment [0, h], that is in the given case we
have T = 0;
∑∞
j=1
1
j2
< ∞, so it follows from results of [16] that sequence
exp(j2t), 0 ≤ t ≤ t1 is minimal for any t1 > 0.
Definition 6 Equation (28)-(31) is said to be approximately observable on
[0, t1] in the lass of linear operations, if for any ǫ > 0 and for each solu-
tion x(t, ξ) of equation (28)-(30) there exists a function uǫx(t, ξ), 0 ≤ t ≤
t1, uǫx(t, .) ∈ L2[0, π], such that∫ t1
0
|x(t1, ξ)−
∫ π
0
uǫx(τ, ξ)y(t1 − τ)dτ |2dξ < ǫ.
Condition (9) for equation (28)-(31) is equivalent to condition
∫ π
0
b(ξ) sin(jξ)dξ 6= 0 (32)
for each j = 1, 2, . . .. In accordance with Theorem 2 we conclude that equa-
tion (28)-(31) is approximately observable on [0, t1], t1 > 0 in the class of
linear operations, iff (32) holds.
Characteristic matrix of equation (28)-(30) are of the form
{
1 1
exp(−π√λ) exp(π√λ
}
(33)
Using (33), it is possible to write (32) in another equivalent form
rank
{
1 exp(−π√λ) ∫ π0 b(x) exp(−π√λx)dx
1 exp(π
√
λ
∫ π
0 b(x) exp(π
√
λx)dx
}
= 2 (34)
for all complex λ.
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In difference from (32) we should not compute eigenvectors of equation
(28)-(30) in order to verify the (34) (this problem is trivial for equation (28)-
(30), but it can be non-trivial for more complicated equations).
Now we will consider an important example of equation (1)-(3) with non-
self-adjoint operator A and with T > 0.
Consider the equation
∂x
∂t
(t, ξ) =
∂x
∂ξ
(t, ξ), 0 ≤ t ≤ t1,−h ≤ ξ ≤ 0, (35)
m∑
j=0
A0j
∂x
∂ξ
(t,−hj) + A1jx(t,−hj) = 0, (36)
x(0, ξ) ≡ ϕ(ξ),−h ≤ ξ ≤ 0, (37)
y(t) =
m∑
j=0
Bjx(t,−hj), 0 ≤ t ≤ t1, (38)
where x ∈ Rn, y ∈ Rr, A0j and A1j are constant nXn-matrices, Bj are con-
stant rXn-matrices, 0 = h0 < h1 < . . . < hm = h are the real numbers,
ϕ(ξ),−h ≤ ξ ≤ 0 is an absolutely continuous n-vector-valued function. It
is easy to show [12], that problem (35)-(38) is a particular case of problem
(1)-(3), where the corresponding operator A has the properties (i)-(iii) with
T = nh.
Definition 7 Equation (35)-(38) is said to be approximately observable on
[0, t1] in the class of linear operations, if for any ǫ > 0 and for each solution
x(t, ξ) of equation (35)-(38) there exists an nXr-matrix-function Uǫx(τ, ξ),
Uǫx(.) ∈ Lnr2 [0, t1]XLnr2 [−h, 0], such that
‖x(t1, ξ)−
∫ t1
0
Uǫx(τ, ξ)y(t1 − τ)dτ‖ < ǫ, 2 ∀ξ ∈ [−h, 0].
Theorem 4 For the system (35)-(38) to be approximately observable on
[0, t1] by means of linear operations, it is necessary, and for t1 > 2nh suffi-
cient, that relation holds for
rank{
m∑
j=0
AT0jλ+ A
T
1j) exp(−λhj),
m∑
j=0
BTj exp(−λhj)} = n (39)
holds for all complex λ.
2In this case symbol ‖.‖ denotes a norm in Rn.
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Proof. For the system (35)-(38) we have [12]
(Ay)(τ) = y˙(τ),−h ≤ τ ≤ 0, (40)
D(A) =
= {x(.) ∈ Cn[−h, 0], x˙(.) ∈ Cn[−h, 0],
m∑
j=0
A0j x˙(−hj) + A1jx(−hj) = 0},
(41)
Cx =
m∑
j=0
Bjx(−hj), 0 ≤ t ≤ t1. (42)
It is easy to shown, that equalities
Ax− λx = 0, Cx = 0
for the operators A and B, defined by (40)-(42), are equivalent to the equal-
ities:
(
m∑
j=0
A0jλ+ A1j) exp(−λhj))x(0) = 0;
(
m∑
j=0
Bj exp(−λhj))x(0) = 0; (43)
Hence, condition (9) is equivalent to condition (39), and it follows from (43)
that the spectrum of the system (35)-(36) is the set
{λ ∈ C : det
m∑
j=0
(A0jλ+ A1j) exp(−λhj) = 0}.
It is proved in [17], that in this case lemma 1 is true for t1 > nh. The theorem
follows from Theorem 1.
The general solution x(t, ξ) of the equation (35) is defined by the formula:
x(t, ξ) = z(t + ξ), where z(t) is an arbitrary absolutely continuous n-vector-
valued function. Hence, x(t, ξ) is the solution of equation (35) with boundary
condition (36), iff z(t) is the solution of the neutral system [18],[19]
m∑
j=0
A0j x˙(t− hj) + A1jx(t− hj) = 0, (44)
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and observability problem (35)-(38) is equivalent to the observability problem
for equation (40) with the output
y(t) =
m∑
j=0
Bjx(t− hj), 0 ≤ t ≤ t1. (45)
This problem was investigated in [17] for the case when B0 = B,Bj = 0, j =
1, . . . , m, and Theorem 4 was obtained for this case by a different method 3.
Theorem 5 For the equation (35)-(36) to be non-pasted, it is necessary and
sufficient, that there exists λ ∈ C, such that
rank{A0mλ+ A1m} = n. (46)
Proof. Sufficiency. We have by (40) that S(t)x0 ≡ 0, t ≥ t2, iff
m∑
j=k+1
A0j x˙(t− hj) + A1jx(t− hj) ≡ 0, (47)
t2 + hk < t ≤ t2 + hk+1, k = 0, 1, . . . , m− 1; x(t2) = 0.
If k = m− 1, we have by (47):
A0mx˙(t− hm) + A1mx(t− hm) ≡ 0, t2 + hm−1 < t ≤ t2 + hm. (48)
If (46) holds, then a system of linear (generally speaking, singular) differential
equations (48) has only the unique solution for each initial state [20]. Hence,
since x(t2) = 0, by (48) x(t) ≡ 0, t2 + hm−1 − hm < t ≤ t2. Proceeding in
a similar way with t2 + hm−1 − hm instead t2, we will obtain, that x(t) ≡
0, t2+2(hm−1−hm) < t ≤ t2. Continuing the same arguments, we will obtain
in a finite number of steps, that x(t) ≡ 0,−h ≤ t ≤ 0, that is, x0 = 0. Thus
the system (35)-(36) is non-pasted.
Necessity. If det{A0mλ+ A1m} ≡ 0 for all λ ∈ C then equation
A0mζ˙(τ) + A1mζ(τ) ≡ 0,−hm < τ ≤ −hm−1 (49)
3A matrix-valued function Uǫx(τ, ξ) can be written in the form: Uǫx(τ, ξ) = Vǫx(τ + ξ),
where elements vij(t), i = 1, ..., n, j = 1, ..., r of matrix Vǫx(t) belong to L2[0, t1] and can
be calculated by means of explicit formulas [17].
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has a non-trivial solution ζ(τ), ζ(−hm−1) = 0[20].
Let
ϕ(τ) =
{
0, if −hm−1≤τ ≤ 0,
ζ(τ), if −hm ≤ τ ≤ −hm−1.
It is easy to show (see the formula for solutions of (44) in [18]), that in this
case x(t) ≡ 0, t ≥ 0. Hence, S(t)x0 ≡ 0 for t ≥ h, and the equation (35)-(36)
is pasted on [0, h].
It is easy to show from proof of Theorem 5, that pasted equation (35)-(36)
with output (38) isn’t observable. Hence, the next theorem holds.
Theorem 6 For the equation (35)-(38) to be observable on [0, t1], it is nec-
essary and sufficient, that (39) and (46) hold.
6 Conclusion
In this paper a criterion of the approximate observability by means of linear
operation is obtained and formulas (11), (20), (23), (24) for the determination
of these linear operations are established. In order to use this formulas,
one should know the elements of biorthogonal systems for sequence (8). In
general case it is not easy to solve this problem for a concrete sequence (8),
and the sequence (8) must itself be determined. In many cases to determine
of this sequence it is required to solve a complicated transcendental equation
[18]. If we can solve this equation and find the sequence (8) and elements of
the biorthogonal system, we can use formulas (11), (20), (23), (24) in order
to determine a sequence of linear operations, which solves the approximate
observability problem.
If the series
U(τ)y = −
∞∑
j=1
βj∑
k=1
(ϕjkv
T
jk(τ))y (50)
converges, then (23) becomes
x(t) =
∫ t1
0
U(τ)y(t− τ)dτ, ∀t ≥ t1. (51)
17
Definition 8 Equation (1)-(3) is called completely observable on [0, t1] in
the class of linear operations, if for any each solution x(t) of equation (1)-
(2) there exists an operator-valued function
U(t), 0 ≤ t ≤ t1, U ∈ L2([0, t1], L(Y,X))
such that (51) holds.
It is possible to show, that conditions of complete observability of equa-
tion (1)-(3) on [0, t1] in the class of linear operations by means of Theorem
1 are reduced to conditions of convergence of series (50). These conditions
was not investigated in general case.
Theorem 4 has been proved in [17] for neutral systems (44)-(45) without
delays in control (Bj = 0, j = 1, . . . , m) for t1 > nh.
Theorem 6 has been obtained in [7] for retarded systems (system (44)-(45)
with A0j = 0, j = 1, . . . , m) without delays in control.
Both last theorems were proved by methods specific for systems with
aftereffect.
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