Abstract-This paper deals with the static output feedback stabilization of positive polynomial fuzzy-model-based control systems. The positive polynomial fuzzy model does not need to share the same premise membership functions with the static output feedback polynomial fuzzy controller. Unlike the state feedback control case, the static output feedback control usually leads to nonconvex stability conditions. To circumvent the problem, an approach is employed to transform the nonconvex stability conditions into convex ones by introducing a nonsingular transformation matrix. Initially, the conditions guaranteeing the resultant closed-loop systems to be positive and asymptotically stable are obtained. Moreover, the divisional approximated membership functions that carry the local information of the membership functions are employed to facilitate the stability analysis and controller synthesis. The relaxed stability conditions in terms of sum of squares are obtained based on Lyapunov stability theory. Finally, a simulation example is given to testify the validity of the analysis result.
, filter design [7] , and positive nonlinear systems such as observer design [8] and filter design [9] .
When designing a controller for positive systems, the positivity constraint that the states of the positive system are located in the positive orthant rather than the whole space must be taken into account [10] . However, the positivity constraint will lead to some challenges in stability analysis and control synthesis [5] . At present, most of the results are mainly for positive linear systems. For example, the work in [11] considered the stabilization problem and the control design based on the state feedback compensation technique for positive linear systems. While the state variables of positive linear systems usually cannot be measured directly, an output feedback controller was considered in [6] and [12] to control positive linear systems. In addition, by using the input and output measurements to estimate a linear combination of system states, a positive linear filter was proposed for positive linear systems in [7] . However, many real-world positive systems are nonlinear in nature that the above-mentioned results are no longer suitable. Thereby, it is essential to investigate the positive nonlinear systems.
Thanks to the Takagi-Sugeno (T-S) fuzzy model, a complex nonlinear system can be represented by a set of local linear models that are smoothly connected by the membership functions [13] [14] [15] [16] [17] . In the past few decades, many researchers paid close attention to the fuzzy systems and a great deal of results have been obtained. In [18] , the fuzzy-model-based predictive control was investigated, and the stability analysis results were obtained. For discrete-time single-input single-output systems, the work in [19] investigated the stable and convergent iterative feedback tuning of fuzzy controllers. Based on the fuzzy Lyapunov function approach, the paper [20] discussed the local stability analysis of continuous-time T-S fuzzy systems. Some work in [21] [22] [23] [24] investigated adaptive output feedback fuzzy control methods. However, the above results are mainly for general T-S fuzzy systems instead of positive T-S fuzzy systems. Positive T-S fuzzy systems are a kind of special T-S fuzzy systems, which can be ensured if all subsystem matrices are Metzler matrices [25] [26] [27] . In [28] , the stability analysis of positive interval type-2 Takagi-Sugeno-Kang systems with application to energy markets was studied. Considering some system state variables are often unmeasurable, the work in [8] designed an observer for the positive T-S fuzzy model. However, for static output feedback control, when considering the stability analysis of the closed-loop positive system, the stability conditions are usually nonconvex. Due to the difficulty of transforming the nonconvex stability conditions into the convex stability conditions, until now, the research outputs of the static output feedback control for positive T-S fuzzy systems are relatively less.
Although the T-S fuzzy model can systematically represent a nonlinear plant, it is found that the stability conditions of the positive T-S fuzzy model are very conservative due to the lack of the information carried by the membership functions. Moreover, in the literature, the design of the T-S fuzzy controller relies on the parallel distributed compensation (PDC) technique [29] . Because the PDC technique requires that the T-S fuzzy controller shares the same premise membership functions as those of the T-S fuzzy model, the structural complexity of the T-S fuzzy controller may be increased under such a design criterion especially when the membership functions of the T-S fuzzy model are complex and/or the number of rules is large.
Relatively speaking, the polynomial fuzzy model is more effective to represent actual systems than the T-S fuzzy model [30] [31] [32] [33] [34] . However, due to the existence of polynomials, it becomes more complicated to analyze positivity and stability of positive nonlinear systems, resulting in less attention paid to stability analysis of positive polynomial fuzzy-modelbased (PPFMB) control systems. From another perspective, it motivates us to make an effort to carry out research on this topic.
In this paper, the positive nonlinear systems are represented by the positive polynomial fuzzy models, which allow polynomials to be present in the consequent part of the fuzzy rules and be handled in stability conditions. On one hand, the membership functions of the polynomial fuzzy controller are allowed to be different from the membership functions of the polynomial fuzzy model. It will make the controller design more flexible and lower the implementation cost when simple membership functions and/or smaller number of rules are considered. On the other hand, the information of the shape of membership functions will be brought into stability analysis that will contribute to the relaxation of stability conditions [32] , [35] , [36] . To obtain useful information of membership functions, we divide the operating domain of membership functions into some operating subdomains, and the original membership functions are represented by approximated membership functions in each operating subdomain, where the approximation error will be considered in the stability analysis.
As far as the stability of the positive T-S fuzzy model is concerned, there are two main methods to investigate the stability of positive systems: first and foremost, the linear-matrix-inequality (LMI) approach is widely used to derive stability conditions that are used to guarantee the positivity and stability of positive T-S fuzzy systems based on the Lyapunov stability theory [26] , [37] . Second, some works [5] , [27] employed the linear programming (LP) approach to investigate the stability of positive linear or nonlinear systems based on the Lyapunov stability theory. However, when the positive polynomial fuzzy model is considered, due to the existence of polynomials in stability conditions, the LMI approach and LP approach become powerless, but the sum-of-squares (SOS)-based approach plays an effective role to guarantee the system stability and facilitate the control synthesis.
Under the SOS-based approach, the work [38] has made the first attempt on the stability analysis of an open-loop PPFMB system. The stability conditions are obtained based on the polynomial Lyapunov function and piecewise linear membership functions are taken into consideration for relaxing the stability conditions. The follow-up work considering full-state feedback control was studied based on the SOS-based approach in [39] . However, in practical applications, it is often impossible to obtain the full information of state variables [40] [41] [42] . Thus, it is particularly significant to design an output feedback controller for the PPFMB systems, where control can be realized using only the system output. To the best knowledge of the authors, there is no work focusing on designing a static output feedback controller for the PPFMB systems, which motivates us to work on this problem.
In this paper, we investigate the static output feedback polynomial fuzzy controller design and stabilization analysis of PPFMB control systems, aiming to relax the stability conditions. To realize the objective, some efforts need to be made to crack the hard nut that the stability conditions are of nonconvex due to the involvement of the output matrix. We first employ a positive polynomial fuzzy model to represent a positive nonlinear plant in support of stability analysis and control synthesis. A static output feedback polynomial fuzzy controller is then introduced for the control of the positive nonlinear plant. To obtain stability conditions in convex form, a nonsingular transformation matrix is considered to play a mathematical trick. To achieve relaxed stability analysis results, membershipfunction-dependent (MFD) analysis techniques [43] are employed that approximated membership functions are used to represent the original membership functions such that some useful information of membership functions can be taken into the stability conditions with the consideration of approximation error. Based on the Lyapunov stability theory, MFD SOS-based conditions are developed to guarantee the system stability and facilitate the control synthesis. A feasible solution to the SOSbased stability conditions (if any) for the static output feedback PPFMB control system can be found numerically by using a software package such as the third-party MATLAB toolbox SOSTOOLS [44] .
II. PRELIMINARIES
Standard notations and fundamental technical concepts of the positive polynomial fuzzy model and the static output feedback polynomial fuzzy controller are introduced in this section.
A. Notation
Throughout this paper, the following notations are employed [45] . The monomial in x(t) = [x 1 (t), . . . , x n (t)]
T is defined as nonzero positive integer and q j (x(t)) is a polynomial for all j, we may safely draw the conclusion that p(x(t)) is an SOS and p(x(t)) ≥ 0. For a matrix N ∈ m ×n , where n rs denotes the element located at the rth row and sth column, the expressions N 0, N 0, N 0, and N ≺ 0 mean that each element n rs is nonnegative, positive, nonpositive, and negative, respectively. The expression Q(x) = diag(x 1 , . . . , x n ) means that the matrix Q(x) is a diagonal matrix whose diagonal elements are
T is the transpose of matrix A. Some other notations used in this paper are listed in Table I .
B. Positive Polynomial Fuzzy Model
A positive polynomial fuzzy model is described by p rules. The ith rule is of the following format:
where f l (x(t)), l ∈ {1, . . . , Ψ}, is the premise variable, Ψ is a positive integer; M i l , i ∈ {1, . . . , p}, is the fuzzy set of the ith rule corresponding to the function f l (x(t)); x(t) ∈ n is the system state vector; u(t) ∈ m is the input vector; A i (x(t)) ∈ n ×n is the polynomial system matrix; and
T ∈ n ×m is the polynomial input matrix, where
The overall system dynamics is shown as follows:
where Definition 1 (see [5] ): A system is deemed to be positive if the initial condition x(0) = x 0 0 holds and the corresponding trajectory x(t) 0 for all t ≥ 0 is satisfied.
Definition 2 (see [5] ): A matrix M is called a Metzler matrix if its off-diagonal elements are nonnegative: m rs 0, r = s.
Lemma 1 (see [46] and [47] ): System (2) is a positive system if A i (x(t)) is a Metzler matrix, B i (x(t)) 0 ∀i and C 0.
Assumption 1: It is assumed that the positive nonlinear system can be represented by a positive polynomial fuzzy model (2) satisfying the conditions in Lemma 1.
C. Static Output Feedback Polynomial Fuzzy Controller
In order to close the feedback loop of the positive polynomial fuzzy model (2), a static output feedback polynomial fuzzy controller described by c rules is employed. The jth rule is presented as the following format:
where g β (y(t)), β ∈ {1, . . . , Ω}, is the premise variable, Ω is a positive integer; N j β , j ∈ {1, . . . , c}, is the fuzzy set of the jth rule corresponding to the function g β (y(t));
is the static output polynomial feedback gain to be determined; and v ∈ 1×l is a user-chosen nonzero constant vector, which is satisfied with vC =C 0 andC ∈ 1×n . The static output feedback polynomial fuzzy controller is defined as
where (5) can be rewritten as
Remark 1: It is worth noting that, in some papers [39] , [48] , the open-loop systems are not necessarily of positive, but the closed-loop systems need to be positive and asymptotically stable. While, in other papers [6] , [8] , [47] , not only the open-loop systems are positive, but also the closed-loop systems are positive. In this paper, we consider the latter case that it requires the polynomial fuzzy model (the original nonlinear plant) to be positive and the static output feedback PPFMB control system to maintain positivity and stability.
III. STABILITY ANALYSIS
From the positive polynomial fuzzy model (2) and the static output feedback polynomial fuzzy controller (7), using the property of the membership functions given by (3) and (6), i.e., p i=1 c j =1 w i (x(t))m j (y(t)) = 1, we have the following static output feedback PPFMB control system:
A system whose matrices are obtained by transposition of original system is called a dual system of the original system. It is advantageous [10] , [38] to obtain the stability results using the dual system, and the stability analysis results between the two systems under duality will not change. So we also study the property of the static output feedback PPFMB control system (8) by its dual system, which is shown as follows:
(t). (9)
Remark 2: According to Lemma 1, the dual PPFMB control system (9) is positive if A i (x(t)) + B i (x(t))K j (y(t))C is a Metzler matrix for all i and j and C 0.
Hereinafter, we shall investigate the stability of the dual PPFMB control system (9) . Basic stability conditions are first derived without the consideration of the information of membership functions. For sake of relaxation of stability analysis, MFD stability analysis will then be conducted through the use of polynomial functions approximating the membership functions with the consideration of approximation error.
For brevity, in the following, w i (x(t)), m j (y(t)), x(t), and y(t) are denoted as w i (x), m j (y), x, and y, respectively.
A. Basic Stability Analysis of Static Output Feedback PPFMB Control Systems
To study the stability of the dual PPFMB control system (9), the Lyapunov function candidate [47] is employed:
where
T 0 is a vector to be determined. Based on the Lyapunov stability theory, if V (t) > 0 anḋ V (t) < 0, then the dual PPFMB control system (9) is asymptotically stable. From (9) and (10), the time derivative of the Lyapunov function candidate is obtained as follows:
The
for all i and j is satisfied. But the matrixC will lead to nonconvex stability conditions. To transform the nonconvex stability conditions into convex stability conditions, we concentrate on the handling of matrixC. Inspired by the literature [49] , the nonsingular transformation matrix Γ ∈ n ×n is considered as follows:
where ortc(C T ) ∈ n ×(n −1) denotes the orthogonal complement ofC T . From (12), it is obtained that
where 0 n −1 is an all-zero row vector of n − 1 elements.
T , in which p r ∈ 1×n is the rth row vector of P, then we have ΓP = PΓ = I. It follows from (11) thaṫ
Denoting Pλ = h, we have (13)- (15), we obtain K j (y)CΓPλ = K j (y)h 1 and denote
where Z j (y) ∈ m . Regarding (15) and (16), (14) can be written as follows:
(17) From (17) , it can be seen thatV (t) < 0 can be achieved by the following inequality:
To ensure the positivity of the dual PPFMB control system (9), by Remark 2, the matrix
where a ir s (x) is the element of the rth row and the sth column of A i (x), r, s ∈ {1, . . . , n}.
Combining (13) and (15), we have h 1 = [1 0 n −1 ]Pλ = p 1 λ. With regard to (12), we can obtain p 1 =C, where the proof is given in the Appendix. AsC 0, it leads to p 1 0.
Considering p 1 0 and λ 0, it can conclude that h 1 0. Then, multiplying h 1 to the left side of (19) , it follows that
Remark 3: If there exists a solution to (15) , (18) , and (20), we can conclude that the dual PPFMB control system (9) (as the original PPFMB control system (8)) is positive and asymptotically stable.
Remark 4: Based on the nonsingular transformation matrix Γ, we can obtain convex stability conditions (18) and positivity conditions (20) , which are linear in the decision variables h and Z j (y). Once there exist feasible h and Z j (y), λ can be obtained by (15) and the polynomial feedback gains K j (y) can be obtained by (16) .
The above positivity and stability analysis results are summarized in the following theorem.
Theorem 1: Consider that the nonlinear plant represented by the polynomial fuzzy model (2) is a positive system satisfying the conditions in Lemma 1 and the vector v ∈ 1×l is a userchosen nonzero constant vector such that vC =C 0. The static output feedback PPFMB control system (8) or its dual system (9) with the initial condition x 0 0 is positive and asymptotically stable by the static output feedback polynomial fuzzy controller (7) 
where υ ∈ n is an arbitrary vector independent of x and y, 1 > 0 is a predefined scalar and 2 (x) > 0 for x = 0 is a predefined scalar polynomial, and Γ is the nonsingular transformation matrix, which is defined in (12) . The static output polynomial feedback gain can be obtained as K j (y) = Z j (y)/h 1 according to (16) .
Remark 5: The positivity condition (21) is used to ensure the matrix A i (x) + B i (x)K j (y)C to be a Metzler matrix for all i and j according to (20) . The stability condition (22) is used to ensure V (t) > 0 (excluding x = 0) by meeting λ 0. The stability condition (23) is used to ensureV (t) < 0 (excluding x = 0) by meeting the condition (18) .
B. Stability Analysis of the Static Output Feedback PPFMB Control System via Approximate Membership Functions
It is worth mentioning that the stability conditions in Theorem 1 are membership-function-independent and thus valid for any shape of membership functions, which will usually lead to conservative results. In this section, to obtain relaxed stability conditions, we will take the information of membership functions into the stability analysis. Relaxed SOS-based stability analysis for static output feedback control is investigated, and MFD stability conditions with embedded information of membership functions represented by approximated polynomial functions are developed.
As the membership functions w i (x) and m j (y) depend on different variables, i.e., x and y, respectively, it is not advantageous to analyze and relax the stability conditions when applying the MFD stability analysis technique [43] . However, due to y = Cx, m j (y) is actually related to x. Similarly, K j (y) can also be seen as a function of x.
Considering the product term w i (x)m j (y) and the operating domain, the information of membership functions and states boundary will be utilized in the stability conditions. To facilitate the stability analysis, polynomial functions approximating w i (x)m j (y) [33] , [50] are first constructed. However, it may require a high degree of polynomial for good approximation, which will demand high computational power for solving a feasible solution. Hence, we divide the global operating domain into D connected subdomains, where D denotes the number of the subdomains. In each subdomain s τ , the membership function w i (x)m j (y) can be approximated by a relatively simpler polynomial of lower degrees.
To realize the stability analysis, we introduce a scalar function ζ τ (x) indicating active/inactive subdomains, which has the following properties for τ ∈ {1, . . . , D}:
When the system state x is working at the operating subdomain s τ , the scalar function will satisfy ζ τ (x) = 1; otherwise, the scalar function will satisfy ζ τ (x) = 0.
The product term w i (x)m j (y) in each subdomain s τ is expressed as an approximated polynomial function with an error term shown below [50] :
where η ij,s τ (x) is the approximated polynomial, and Δη ij,s τ (x) is the error term for all i, j, and τ . Therefore, based on (17), (24) , and (25), the derivative of Lyapunov function can be written aṡ
Next, the information of error term Δη ij,s τ (x) will be introduced into the stability analysis by considering its lower and upper bounds given as follows:
where γ ij,s τ is the constant lower bound of the error term Δη ij,s τ (x) and β ij,s τ is the constant upper bound of the error term Δη ij,s τ (x). Both of them are to be determined.
To facilitate the stability analysis, based on the property of the error term Δη ij,s τ (x) in (27), we introduce the slack polyno-
T ∈ n , which satisfies
Combining (26) and (27), we havė
Recalling the property of error term Δη ij,s τ (x) in (27) 
In the following, the information of states boundary in each subdomain s τ is taken into consideration, which provides additional information for the relaxation of stability analysis. Inspired by [30] , we introduce a user-chosen scalar function L s τ (x), which exhibits the following properties:
From (31), it can be seen that when the system state x is working at the operating subdomain s τ , the scalar function satisfies L s τ (x) ≤ 0; otherwise, it will satisfy L s τ (x) > 0.
In order to bring the information L s τ (x) in (31) to relax the stability condition (30), we first consider a polynomial vector R(x) = [R 1 (x), . . . , R n (x)] ∈ n satisfying R(x) 0 and recall the property of L s τ (x) in (31) . Consequently, we have L s τ (x)R(x) 0 for x ∈ s τ and L s τ (x)R(x) 0 for x ∈ s τ , which is considered in (30) with (24) , and obtaiṅ
According to Lyapunov stability theory,V (t) < 0 (excluding x = 0) implies the static output feedback PPFMB control system (8) or its dual system (9) to be asymptotically stable, which can be achieved by satisfying the following condition:
Since the information of membership functions and system states is taken into stability conditions, the conservativeness can be relaxed. The positivity and stability analysis results are summarized in the following theorem.
Theorem 2: Consider that the nonlinear plant represented by the polynomial fuzzy model (2) is a positive system satisfying the conditions in Lemma 1 and the vector v ∈ 1×l is a user-chosen nonzero constant vector such that vC =C 0. Let the global operating domain be divided into D connected subdomains. In each subdomain s τ , the product term w i (x)m j (y) is replaced by the polynomial η ij,s τ (x) and the error term Δη ij,s τ (x), i ∈ {1, . . . , p}, j ∈ {1, . . . , c} and τ ∈  {1 , . . . , D}, satisfying (25) . The static output feedback PPFMB control system (8) or its dual system (9) with the initial condition x 0 0 is positive and asymptotically stable by the static output feedback polynomial fuzzy controller (7) if there exist vectors
∈ n , and the scalar polynomial R(x) ∈ n such that the following SOSbased positivity and stability conditions are satisfied:
where υ ∈ n is an arbitrary vector independent of x and y, 1 > 0 is a predefined scalar and 2 (x) > 0 for x = 0 is a predefined scalar polynomial, Γ is the nonsingular transformation matrix which is defined in (12), Q ij (x) is defined in (26) , γ ij,s τ and β ij,s τ are the predetermined lower and upper bounds of error term satisfying (27) , L s τ (x) is the user-chosen scalar function which satisfies the property in (31) , and the static output polynomial feedback gain is obtained as K j (y) = Z j (y)/h 1 according to (16) . Remark 6: To improve the computational efficiency, G ij,s τ (x) can be chosen to be the same matrix for all τ ; in other words, G ij (x) = G ij,s τ (x), for all τ .
Remark 7: By removing the positivity conditions in Lemma 1 in Theorem 1 or 2, the rest of the conditions of the corresponding theorem can be used to make sure that the static output feedback PPFMB control system (8) is controlled to be positive and asymptotically stable but without requiring that the nonlinear plant represented by the polynomial fuzzy model (2) to be open-loop positive.
The control design procedures and the guideline of the parameter selections mainly consist of the following steps.
1) Construct a polynomial fuzzy system for the nonlinear system, which are characterized by the number of rules ("p"), membership functions w i (x), and matrices A i (x), B i (x), and C. 2) Design a static output feedback polynomial fuzzy controller in the form of (5) by choosing the number of rules ("c"), membership functions m j (x), and the vector v satisfying vC =C 0.
3) Obtain the approximated membership function η ij,s τ (x)
for w i (x)m j (x), say, using the nonlinear least-squares data-fitting method. According to (25) , obtain the error term Δη ij,s τ (x) and its maximums β ij,s τ and minimums γ ij,s τ . 4) Choose the parameters, using convex programming software to solve numerically the positivity and stability conditions according to the theorem.
IV. SIMULATION EXAMPLE
An example is provided to demonstrate and verify the analysis results. In this example, three main areas are discussed:
1) whether the number of subdomains, D, will influence the stability region; 2) whether the degree of slack polynomial matrix, G ij,s τ (x), will influence the stability region; 3) whether the existence of scalar function, L s τ (x), in the relaxed stability conditions of Theorem 2 will impact on the stability region.
A. Scenario
Let us consider a three-rule positive polynomial fuzzy model with the following system and input matrices:
T , A 1 (x 1 ) = 1 1.8 + x where a and b are constant scalars. It can be seen that the system matrices A i (x 1 ), i ∈ {1, 2, 3} are Metzler matrices; the elements of the input matrices B i (x 1 ), i ∈ {1, 2, 3} are nonnegative; and the elements of output matrix C are nonnegative. Hence, in the light of Lemma 1, the polynomial fuzzy system is positive. Meanwhile, v is a user-chosen nonzero constant vector and chosen arbitrarily in the simulation satisfying vC =C = [2 0] 0. When we derive the positivity conditions, e.g., (20) , we need to ensure that p 1 λ = h 1 0. Due to λ 0 and p 1 =C,C 0 can 
be achieved, which lead to vC =C 0 by picking v 0. Therefore, in this example, we choose the vector v = 1 arbitrarily to satisfy vC =C = [2 0] 0. A two-rule static output feedback polynomial fuzzy controller in the form (7) is employed to stabilize the positive polynomial fuzzy model. Considering x 1 ∈ [0 20], the membership functions of the positive polynomial fuzzy model and static output feedback polynomial fuzzy controller are chosen as follows:
, which are shown in Fig. 1 . In this example, each theorem is investigated with 10 ≤ a ≤ 40 at the interval of 5 and 3 ≤ b ≤ 16 at the interval of 0.5.
B. Settings When Applying Theorems
To apply the stability conditions in Theorem 1 for comparison purposes, which are without considering the information of membership functions and system states, we choose In Theorem 2, relaxed stability conditions are obtained with the consideration of the membership-function information and system states in each subdomain. We choose 1 = 2 (x) = 0.001, the highest degree of Z j (x 1 ) to be 2 which is the same as in applying Theorem 1 and the degree of R(x 1 ) to be 2. Theorem 2 will be tested with different number of subdomains, D, such that the influence to stability region can be revealed with the constant parameters a and b for the polynomial fuzzy model. In addition, different highest degrees of G ij,s τ (x 1 ) will be discussed to study whether the degree of slack polynomial matrix, G ij,s τ (x 1 ), will influence the stability region. To reduce computational demand on searching for a feasible solution, G ij,s τ (x 1 ) is chosen to be the same for all subdomains, i.e., G ij (x 1 ) = G ij,s τ (x 1 ) for all τ .
C. Effect of Number of Subdomains D and Degree of G ij (x 1 )
The operating domain of membership functions is divided uniformly into D subdomains. For investigation purposes, the number of subdomains is chosen, in turn, as D = 5, D = 7, and D = 9 when applying Theorem 2. For the three cases, the information of the operating domain division is given in Table II . According to (25) , by using the nonlinear least-squares data-fitting method, each product term w i (x 1 )m j (x 1 ) is approximated by a polynomial function η ij,s τ (x 1 ) in each subdomain, and these polynomial functions are shown in Tables III-V in the Appendix. According to the original membership functions and the approximated membership functions, the error term Δη ij,s τ (x 1 ) can be obtained; meanwhile, the lower bound γ ij,s τ and upper bound β ij,s τ of the error terms Δη ij,s τ (x 1 ) satisfying (27) are found numerically, which can be seen in Tables I-IV  in Figs. 2-4 that higher degree of G ij (x 1 ) can offer larger stability region because higher degree of G ij (x 1 ) demonstrates better feedback compensation capability, which offers lager degree of freedom when searching for a feasible solution.
D. Effect of L s τ (x 1 )
For demonstrating the effectiveness of the scalar function L s τ (x 1 ) in the stability conditions, relaxed stability conditions in Theorem 2 without L s τ (x 1 ) for the case of D = 5 and G ij (x 1 ) of degree 0 are employed to find the stability region which is shown in Fig. 5 indicated by "+," while the stability region with L s τ (x 1 ) is indicated by "×." Compared with the two stability regions, it can be seen that the relaxed stability conditions in Theorem 2 with L s τ (x 1 ) are capable of obtaining a larger stability region, which demonstrate the significance of the information embedded in L s τ (x 1 ). In order to investigate the advantages of the relaxed stability conditions in Theorem 2, the stability region obtained according to the basic stability conditions in Theorem 1 also is shown as "•" in Fig. 5 . It is obviously that the relaxed stability conditions in Theorem 2 are able to provide a larger stability region compared with that given by the stability conditions in Theorem 1.
E. Phase Plot of System States
In order to verify the stability analysis results, the phase plots of x 1 and x 2 subject to various initial conditions are obtained. In Fig. 2 , we choose a = 40, b = 5.5 and a = 40, b = 3 indicated by "×" and "+," respectively. In Fig. 3 , we choose a = 40, b = 4.5 and a = 40, b = 3 indicated by " * " and " ," respectively. In Fig. 4 , we choose a = 40, b = 3.5 and a = 40, b = 3 indicated by "•" and "•," respectively. Corresponding to different values of a and b, λ are obtained and shown in Table  V in the supplemental file, static output polynomial feedback gain matrices K j (x 1 ) are listed in Table VI in the supplemental file, and slack polynomial matrices G ij (x 1 ) are presented in Table VII in the supplemental file. The corresponding phase plots are shown in Figs. 6-11. As can be seen from Figs. 6-11, the static output feedback PPFMB control system is positive and asymptotically stable, and the static output feedback polynomial fuzzy controller can drive the positive polynomial fuzzy system to the origin. 
V. CONCLUSION
The static output feedback control problem for PPFMB control systems has been investigated. A static output feedback polynomial fuzzy controller guaranteeing the static output feedback PPFMB control system to be positive and asymptotically stable has been designed. Basic SOS-based stability conditions have been obtained based on the Lyapunov stability theory. To facilitate the stability analysis, relaxed SOS-based stability conditions have been obtained by dividing the global operating domain of membership functions into subdomains and introducing the information of approximate membership functions and states boundary. A simulation example has been presented to verify the analysis results and illustrated the effectiveness of the proposed control design and strategy. (12), where ortc(C T ) denotes the orthogonal complement ofC T , we can obtain that ortc(C T ) ∈ n ×(n −1) . Now, we might as well decompose ortc(
APPENDIX

A. Proof
According to the nonsingular transformation matrix
, where f k ∈ n is a column vector, for k ∈ {1, . . . , n − 1}. Meanwhile, they meet the properties of orthogonal complement [51] such that f T kC 
F]
T Γ = I, where I is an 
B. Tables
See Tables III-V. 
