We classify the commutative association schemes such that all nonprimary irreducible modules of their Terwilliger algebras are one-dimensional.
Introduction
The Terwilliger algebra T = T (x) of an association scheme X = (X, {R i } 0≤i≤d ) (x ∈ X) is introduced in [9] . The algebra T is a semisimple C-algebra, and not commutative if |X| > 1. It is important to determine the irreducible T -modules for each X and consider what combinatorial information on X can be deduced from a property of its irreducible T -modules.
In [4] , the irreducible T -modules of a wreath product of 1-class association schemes are determined and it is shown that every non-primary irreducible T -module is 1-dimensional. A semisimple algebra is commutative if all of its irreducible modules are 1-dimensional. So we may say T is almost commutative if all of its nonprimary irreducible T -modules are 1-dimensional. In this paper, we classify the commutative association schemes whose Terwilliger algebras are almost commutative.
In the classification, we first characterize such association schemes in terms of intersection numbers p h ij and Krein parameters q h ij of X . In the study of association schemes, p h ij and q h ij play important roles. By considering vanishing conditions of p h ij , q h ij , several important classes of association schemes such as P -polynomial and Q-polynomial schemes have been introduced [1, 3] . In this paper, we introduce a class of association schemes whose intersection numbers vanish in a drastic way.
(B) For all distinct h, i, there is exactly one j such that p h ij = 0 (0 ≤ h, i, j ≤ d). (B * ) For all distinct h, i, there is exactly one j such that q h ij = 0 (0 ≤ h, i, j ≤ d). The following is the main theorem of this paper:
Theorem 1 Let X = (X, {R i } 0≤i≤d ) be a commutative association scheme. The following are equivalent: 
The paper is organized as follows: Sect. 2 reviews some basic properties of association schemes and their Terwilliger algebras. In the proof of Theorem 1, we will adopt the following strategy. In Sect. 3, we will prove the equivalence of assertions (i)-(iv) from the theorem. In Sect. 4, we will prove the equivalence of assertions (iii) and (v) from the theorem.
Preliminaries
For general introduction to association schemes and Terwilliger algebras, we refer the reader to [1, 3, 6, 9] .
Let X be a finite nonempty set and Mat X (C) the set of square complex matrices whose entries are indexed by the elements of X. Let R 0 , R 1 , . . . , R d be nonempty subsets of X × X, and for each 0 ≤ i ≤ d, let A i ∈ Mat X (C) be the adjacency matrix of R i :
(AS1) A 0 = I , the identity matrix.
By (AS1) and (AS4), M := Span{A 0 , A 1 , . . . , A d } is a subalgebra of Mat X (C); this is the Bose-Mesner algebra of X . By (AS2), the A i are linearly independent and thus form a basis for M. We say X is commutative if M is commutative.
Throughout the paper, we assume X is commutative. By (AS3), M is closed under conjugate-transposition. Hence M is a commutative semisimple algebra and has a basis {E i : 0 ≤ i ≤ d} of primitive idempotents:
(1)
where we always set E 0 = |X| −1 J. Note that for each 0
It also follows from (AS2) that M is closed under entry-wise multiplication denoted •.
The intersection numbers p h ij and the Krein parameters q h ij are defined by the following equations:
Let
. Clearly, the p h ij are non-negative integers. In particular,
We can also verify that the q h ij are non-negative real numbers and m i := q 0 iî = tr E i = 0 [1, 6] . Note that xy . By definition, we have the following:
We also have the following:
The E * i and the A * i form two bases for the dual Bose-Mesner algebra M * = M * (x) with respect to x. The Terwilliger algebra T = T (x) of X with respect to x is the subalgebra of Mat X (C) generated by M and M * . Since T is closed under conjugate-transposition, it is semisimple. It is easily shown that T is not commutative if |X| > 1. We can verify the following:
form a basis of M * MM * , and T is generated by M * MM * . When T coincides with M * MM * , X has a special regularity:
Proposition 4 ([7]) X is triply regular if and only if
The triple-regularity was first introduced in the study of spin models (see [5] ). Let C X be the set of the complex column vectors with coordinates indexed by X, and observe that Mat X (C) acts on C X from the left. We equip C X with the Hermitian inner product , . For y ∈ X, letŷ be the vector in C X with a 1 in coordinate y and 0 elsewhere. Then {ŷ : y ∈ X} forms an orthonormal basis of C X .
For a T -module W , its orthogonal complement W ⊥ is also a T -module since T is closed under conjugate-transposition. Thus C X is decomposed as a direct sum of irreducible T -modules. Let 1 := y∈Xŷ ∈ C X .
Lemma 5 ([9]) The space Span{E
The T -module in Lemma 5 will be denoted W 0 = W 0 (x). This T -module W 0 is said to be primary.
i } 0≤i≤d 2 ) be association schemes, and A (1) 
be subsets of X × X whose adjacency matrices A i are defined as follows:
where ⊗ denotes the Kronecker product. Then (X, {R i } 0≤i≤d 1 +d 2 ) is an association scheme; this is called the wreath product of X 1 and X 2 , denoted X 1 X 2 .
Definition 7
Let P, Q be partially ordered sets (posets). The ordinal sum P ⊕ Q of P and Q is the poset on the union
Basic concepts and properties of posets can be found in [8, Chap. 3] .
Characterization
In this section, we prove the equivalence of (i)-(iv) in Theorem 1. Fix x ∈ X. Let T = T (x) be the Terwilliger algebra of X with respect to x.
Lemma 8
The following are equivalent:
(iv) X is the group association scheme of a finite abelian group.
. Similarly, we have (i) ⇔ (iii). Obviously, M is a group algebra if and only if (ii) holds. Since X is commutative, we have (ii) ⇔ (iv). The last assertion is clear.
See [1, 2] , for details of group association schemes.
Lemma 9
The following hold. 
(i) (B) holds if and only if E
* i A j E * h = |X|E * i E 0 E * h for 0 ≤ h, i, j ≤ d with h = i and p h ij = 0. (ii) (B * ) holds if and only if E i A * j E h = |X|E i E * 0 E h for 0 ≤ h, i, j ≤ d with h = i and q h ij = 0. Proof (i) Note that by (AS2), |X|E * i E 0 E * h = E * i A j E * h + l =j E * i A l E * h . Suppose (B) holds. Let p h ij = 0 and h = i. By Lemma 2 and (B), E * i A l E * h = 0 only if l = j . Thus |X|E * i E 0 E * h = E * i A j E * h . Conversely, suppose E * i A j E * h = |X|E * i E 0 E * h . Then we have l =j E * i A l E * h = 0. Since the E * i A l E * h are linearly independent, E * i A l E * h = 0 if l = j, that is, p h il = 0 only if l = j.* i E 0 E * h 1 = k h E * i 1. Clearly, E * i A j E * h u l = |X|E * i E 0 E * h u l = 0 (2 ≤ l ≤ k h ). Hence k h · E * i A j E * h = p h ij · |X|E * i E 0 E * h . Since |X|E * i E 0 E * h = d l=0 E * i A l E *
Lemma 11
The following hold.
Proof (i) By (7), (8) and Lemma 9, for h, j (0 ≤ h, j ≤ d) we have
Hence E * i ME * i is closed under multiplication. Since M is commutative, by (12), E * i ME * i is commutative as well.
(ii) Exchanging the roles of the p h ij , E * i , A i , M, (7), (8) by those of the q h ij , E i , A * j , M * , (1), (2), the assertion holds.
Lemma 12
The following hold. Proof (i) By Lemma 11, E * i ME * i is a commutative semisimple algebra. Hence E * i C X is decomposed as the direct sum of the common eigenspaces of E * i ME * i .
Since Span{u} is closed under the action of M * MM * , by Lemma 12, it is a Tmodule. In this way, (E * i C X ) ∩ W ⊥ 0 is decomposed as a direct sum of 1-dimensional irreducible T -modules. The assertion is clear. (ii) Exchanging the roles of the E * i , M by those of the E i , M * , the assertion holds.
Proof of Theorem 1 (i) ⇔ (ii) ⇔ (iii) ⇔ (iv) By Proposition 10, we have (i) ⇒ (iii) and (i) ⇒ (iv)
. By Proposition 14, we have (iii) ⇒ (ii) and (iv) ⇒ (ii). Obviously, (ii) ⇒ (i).
Classification
In this section, we prove (iii) ⇔ (v) in Theorem 1. Throughout the section, let X = (X, {R i } 0≤i≤d ) be a commutative association scheme whose intersection numbers satisfy (B). 
Lemma 15 If
p j ij = 0 for 1 ≤ i, j ≤ d,
Lemma 18 Let
[i] be a minimal element of P. If k i ≥ 2, then [i] is the minimum. Proof Suppose k i ≥ 2. Let x ∈ X. Take distinct y, z ∈ R i (x). Since [i] is minimal, (y, z) ∈ R i ∪ R i . Let [j ] ∈ P \ {[i]} and w ∈ R j (x). Since i = j , by (B), y, z ∈ R h (w) for some 1 ≤ h ≤ d. Hence p h hi = p h ih = 0,
Lemma 19
(i) If P is a singleton, then either d = 1 or X is the group association scheme of Z 3 .
(ii) If P is an antichain with at least 2 elements, X is the group association scheme of a finite abelian group.
and by Lemma 8, X is the group association scheme of Z 3 . (ii) By Lemma 18, k i = 1 for all [i] ∈ P. By Lemma 8, the assertion holds.
Lemma 20 Suppose P = P 1 ⊕ P 2 for some subposets 
be written as follows:
A i = B i ⊗ I q [i] ∈ P 1 ; A i = J p ⊗ C i [i] ∈ P 2 ;
Lemma 22 Suppose
[i], [j ] ∈ P are incomparable. If [i] ≺ [h] for some [h] ∈ P \ {[i], [j ]}, then [j ] ≺ [h]. Proof Let x ∈ X. Take y ∈ R i (x), z ∈ R j (x) and w ∈ R h (x). Since [i] ≺ [h], i.e.,
Proposition 23 P is an ordinal sum of singletons and antichains.
Proof Let P 1 be the set of minimal elements of P. Clearly, P 1 is either a singleton or an antichain. By Lemma 22, P = P 1 ⊕ (P \ P 1 ). Next let P 2 be the set of minimal elements of P \ P 1 . Similarly we obtain P \ P 1 = P 2 ⊕ (P \ (P 1 ⊕ P 2 )). Repeating this process, we finally obtain P = P 1 ⊕ P 2 ⊕ · · · ⊕ P m , where P i (1 ≤ i ≤ m) is either a singleton or an antichain.
Proof of Theorem 1 (iii) ⇔ (v) By Proposition 23, P = P 1 ⊕ P 2 ⊕ · · · ⊕ P m , where P l (1 ≤ l ≤ m) is a singleton or an antichain. By Lemma 20, the subposet P 1 induces the subscheme X 1 of X , and X = X 1 Y 1 where Y 1 denotes the quotient scheme X /X 1 . By Corollary 21, Y 1 satisfies (B) and corresponds to the poset P 2 ⊕ · · · ⊕ P m . Again, the subposet P 2 induces the subscheme X 2 of Y 1 , and Y 1 = X 2 Y 2 where Y 2 denotes the quotient scheme Y 1 /X 2 . Repeating this process, we finally obtain X = X 1 X 2 · · · X m , where X l (1 ≤ l ≤ m) corresponds to the poset P l . By Lemma 19, X l is a 1-class association scheme or the group association scheme of a finite abelian group. This completes the proof.
Remark Let X be a symmetric association scheme. Then X is a wreath product of 1-class association schemes if and only if P is a chain.
