Abstract. We establish three rank inequalities for the reduced flavor of Heegaard Floer homology of Seifert fibered integral homology spheres. Combining these inequalities with the known classifications of non-zero degree maps between Seifert fibered spaces, we prove that a map f : Y ′ → Y between Seifert homology spheres yields the inequality | deg f | rank HF red (Y ) ≤ rank HF red (Y ′ ). These inequalities are also applied in conjunction with an algorithm of Némethi to give a method to solve the botany problem for the Heegaard Floer homology of these manifolds.
Introduction
In the past several years, a great deal of progress has been made in the combinatorial description of the Heegaard Floer invariants of various objects in low-dimensional topology. Many such algorithms come from the use of special Heegaard diagrams representing the objects in question, beginning with the advent of nice diagrams for closed 3-manifolds in [24] . This idea was used for knots and links in S 3 [9, 10] , which was then extended in [11] to give a completely combinatorial description of the Heegaard Floer homology of closed three-manifolds and the Ozsváth-Szabó invariants of closed, smooth 4-manifolds with b + 2 ≥ 2. In the case of Seifert fibered spaces, there is another combinatorial method to compute Heegaard Floer homology more effectively. This program was initiated by Ozsváth and Szabó in their beautiful paper [17] , where they showed, by incorporating adjunction relations [21] , that the Heegaard Floer homology of a 3-manifold which bounds a certain type of plumbing in fact depends only on the intersection form of the plumbed 4-manifold. They also found an algorithm which calculates the subgroup which is the kernel of the U map on the plus version of Heegaard Floer homology. Ozsváth and Szabó's result was extended by Némethi in [12] which resulted in a fast algorithm calculating the full Heegaard Floer homology of any 3-manifold which bounds a so-called almost rational plumbing. In the special case where the 3-manifold is a Seifert fibered integer homology sphere (or for short Seifert homology sphere), Can and the first author reformulated Némethi's algorithm in terms of a semigroup which is generated by a combination of Seifert invariants [2] . Despite this progress, no closed formula is known for the Heegaard Floer homology of Seifert homology spheres in terms of their Seifert invariants.
The main purpose of the present article is to develop some combinatorial tools to compare the Heegaard Floer homologies of two given Seifert homology spheres without actually calculating them explicitly. We shall prove three rank inequalities using these tools. Two of these inequalities arise from some geometric instances, namely the existence of certain kinds of maps between the spaces, but we never directly use these maps in our argument. Presumably one can prove more general rank inequalities (or possibly slightly different versions) by incorporating these maps with a compatible version of Floer homology. This strategy has been carried out for certain types of covering maps [7, 8] .
We start by stating the claimed inequalities. Henceforth Σ(p 1 , . . . , p l ) denotes the Seifert homology sphere corresponding to a given l-tuple of pairwise relatively prime positive integers (p 1 , . . . , p l ) with p i ≥ 2 for all i = 1, . . . , l. Recall that the reduced version of Heegaard Floer homology HF red (Σ(p 1 , . . . , p l )) is a finitely generated abelian group [20] , and hence it has a well-defined rank. We also recall that S 3 is the only Seifert homology sphere with l ≤ 2 and that HF red (S 3 ) = 0.
1.1. Rank inequalities. The first rank inequality concerns a particular type of branched cover between Seifert homology spheres. Let Y = Σ(p 1 , . . . , p l ). Fix n ∈ Z relatively prime to p 1 , . . . , p l−1 and let Y ′ = Σ(p 1 , . . . , p l−1 , np l ). The manifold Y ′ is the n-fold cyclic branched cover of Y branched along the singular fiber of order p l . There also exists a certain degree one map f : Σ(p 1 , . . . , p l ) → Σ(p 1 , . . . , p k , p k+1 · · · p l ) called a vertical pinch. See Section 8 for a geometric description. Our second inequality shows that Heegaard Floer homology is sensitive to the existence of vertical pinches.
Theorem 1.2. (Rank inequality for vertical pinches) Let l ≥ 4 and fix
rank HF red (Σ(p 1 , . . . , p k , p k+1 · · · p l )) ≤ rank HF red (Σ(p 1 , . . . , p l )).
Remark 1.3. Recall that the rank of the Instanton Floer homology of a Seifert homology sphere equals its Casson invariant [3] . The splice-additivity of the Casson invariant, [4, 15] , implies the analogue of Theorem 1.2 for Instanton Floer homology.
Consider the following partial order on the set of l-tuples of integers. We will write (p 1 , . . . , p l ) ≤ (q 1 , . . . , q l ), if there exists a permutation σ of the set {1, . . . , l} such that p i ≤ q σ(i) for all i = 1, . . . , l. This relation naturally induces a partial order on the set of Seifert homology spheres with l singular fibers. The following result states that the rank of the reduced Heegaard Floer homology is monotone under this partial order. 
Question 1.5. Let M be a Z-graded Z[U ]-module. Is there a Seifert homology sphere realizing M as its Heegaard Floer homology? If there is at least one, what are all the Seifert homology spheres whose Heegaard Floer homology is isomorphic to M ?
Of course one can ask many different versions of this question. For example instead of Seifert homology spheres, one can take any family of 3-manifolds. We focused on Seifert homology spheres because their Heegaard Floer homology can be calculated easily using an algorithm [12] . Nevertheless the algorithm itself is not sufficient for problems involving infinite families. As an application of our rank inequalities we prove the following result. Theorem 1.6. Suppose rank HF red (Σ(p 1 , . . . , p l )) = n ≥ 1, then (1) 6 ≤ l! < max{2n, 7}, (2) max{p 1 , . . . , p l } < 6n + 7.
Given n ≥ 1, there are only finitely many tuples of pairwise relatively prime integers (p 1 , . . . , p l ) satisfying the conditions in the above theorem. Hence one can solve the botany problem by calculating the Heegaard Floer homology of a finite set of Seifert homology spheres. To illustrate this, we list all Seifert homology spheres with rank at most 12 in Table 1 . Remark 1.7. Previously it was shown in [2] that there can be only finitely many Seifert homology spheres with fixed Heegaard Floer homology (as a graded Z[U ]-module), without explicitly giving bounds on the number of singular fibers and their multiplicities. We will not attempt to answer this question here, but our work provides evidence that Heegaard Floer homology could be useful in this direction. Indeed, in order to show that such a map does not exist, one should look for some obstructions. Various topological quantities obstruct the existence of a non-zero degree map. The rank of the first singular homology (i.e. the first betti number) is such a quantity, as one can easily check with elementary algebraic topology. Then a natural question is whether the rank of the Heegaard Floer homology gives a similar obstruction. One of the goals of this paper is to study the behavior under non-zero degree maps of the Heegaard Floer homology of Seifert homology spheres. It turns out that such maps are well-understood [5, 22, 23] . By combining these results with our rank inequalities we prove the following theorem. 
Note that Theorem 1.9 is trivial if deg(f ) = 0.
The organization is as follows: In Section 2, we review Némethi's method for calculating the Heegaard Floer homology of Seifert homology spheres. In Section 3, we build the theory of abstract delta sequences and their morphisms to develop the combinatorial machinery to prove the three rank inequalities. Inequalities (1.1), (1.3), and (1.2) are proven in Section 4, Section 5, and Section 6 respectively. We discuss the applications to the botany problem and nonzero degree maps in Section 7 and Section 8 respectively. In the last section we address some further directions and open problems.
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Calculating the Heegaard Floer homology of Seifert homology spheres
Graded roots are certain infinite trees that naturally encode Heegaard Floer homology [12] . These objects can be described by sequences as follows. Let τ be a given sequence of integers which is either finite or non-decreasing after a finite index N . For every n ∈ N, let R n be the infinite graph with vertex set Z ∩ [τ (n), ∞) and the edge set
We identify all common vertices and edges in R n and R n+1 for each n ∈ N to get an infinite tree Γ τ . To each vertex v of Γ τ , we can assign a grading χ τ (v) which is the unique integer corresponding to v in any R n to which v belongs. The pair (Γ τ , χ τ ) is called a graded root. Most of the time, we drop the grading function χ τ from our notation for brevity. Clearly many different sequences can give the same graded graded root. For example Γ τ does not depend on the values τ (n) for n > N . In fact, Γ τ is completely determined by the subsequence of local maximum and local minimum values of τ . See Figure 1 for an example of a graded root given by the sequence τ = (−2, −1, −2, 0, −2, . . . ) where τ is increasing after the first five terms. To any graded root Γ τ , we associate a Z-graded Z[U ]-module as follows: Let H(Γ τ ) be the free Z-module on the vertex set of Γ τ . We require that the degree of the generator corresponding to each vertex v has degree 2χ τ (v). We define a degree −2 endomorphism U of H(Γ τ ) by sending each vertex v to the sum of the vertices w where w is connected to v by an edge and χ τ (w) < χ τ (v), or to zero if no such vertices exist. The group H(Γ τ ) is not finitely generated, but we can build two finitely generated groups by exploiting the U -action. Define
It can be checked from the definition of a graded root that the first group is well defined. 
Such manifolds Y are precisely the Seifert homology spheres. The numbers p i are called the multiplicities of the singular fibers of Y . Permutations of multiplicities do not change the Seifert homology sphere.
where ⌈x⌉ is smallest integer greater than x. Let τ Y be the unique solution of the difference equation
It can be checked that τ Y is non-decreasing after a finite index so it defines a graded root Γ τ Y .
Theorem 2.1 (Nemethi, Section 11.13 of [12] ). We have the following isomorphisms of Z[U ]-modules up to an overall degree shift.
This theorem is sufficient for calculating the Heegaard Floer homology of a fixed Seifert homology sphere. On the other hand, one needs to develop a better understanding of the term ∆ Y in Equation (2.2), in order to prove theorems regarding the Heegaard Floer homology of infinite families of Seifert homology spheres. The following result serves that purpose. Recall that Y = Σ(p 1 , . . . , p l ). Denote by G Y the numerical semigroup generated by
Abstract delta sequences and their morphisms
The discussion in the previous section provides an explicit method for the calculation of the graded roots and hence Heegaard Floer homology of Seifert homology spheres. On the other hand, it is a challenging question to give a closed formula for these objects. Rather than attempting to find such a closed formula, we will develop some techniques to compare ranks of Heegaard Floer homology of two given Seifert homology spheres. That is why we shall define abstract delta sequences and study their morphisms in this section. These objects essentially reduce the rank comparison problems to the existence of certain maps between some combinatorial objects. We shall denote a delta sequence (X, ∆) simply by ∆ if the set X is clear from the context. Any delta sequence ∆ naturally induces a graded root Γ ∆ as follows. Write the ordered set as
Then define a function
τ ∆ : {0, 1, . . . , k} → Z using the recurrence relation τ ∆ (n + 1) − τ ∆ (n) = ∆(z n ), for n = 0, . . . , k − 1, together with the initial condition
The graded root Γ ∆ is the one induced by the function τ ∆ as explained in Section 2. Conversely, every graded root comes from an abstract delta sequence. Of course many different delta sequences may induce the same graded root. Let X + denote the well-ordered set X ∪{z + } where z + > z for all z ∈ X. We find it convenient to think of the domain of τ ∆ as being X + rather than {0, 1, . . . , |X|}. Hence sometimes we abuse notation and write τ ∆ (z) for z ∈ X + but actually mean τ ∆ (n(z)) where n : X + → {0, . . . , |X|} is the order preserving enumeration of X + . With this convention, we have
Recall that every graded root Γ has an associated graded Z[U ]-module H(Γ) from which one obtains finitely generated free Z-modules H red (Γ) and H(Γ), as described in Section 2. Our aim now is to give formulas calculating the ranks of these modules directly in terms of a delta sequence ∆ inducing Γ. Let S ∆ := {x ∈ X : ∆(x) > 0}, Q ∆ := {y ∈ X : ∆(y) < 0},
Let c ∆ denote the number of n such that ∆(z n ) < 0 and ∆(z n+1 ) > 0, for n = 1, . . . , k − 2. If ∆(z k−1 ) < 0, we also add one to c ∆ .
Proof. For part (1) , observe that the number of univalent vertices of Γ ∆ is exactly c ∆ + 1. From the description of the U action, it is now clear that rank(ker U ) = c ∆ + 1 and rank(coker
3.2. Operations on delta sequences. In this subsection, we discuss some methods to generate new delta sequences out of a given one. Henceforth for a given delta sequence (X, ∆), we shall reserve the symbols τ, Γ, S, Q, κ, and c to denote the objects introduced in Section 3.1. Whenever a delta sequence admits a decoration, corresponding objects pick up the same decoration. Also the subscript ∆ will be dropped for brevity. For example, if (X 1 , ∆ 1 ) is a delta sequence, then S 1 denotes the set of elements in X 1 for which ∆ 1 is positive.
Proof. Clearly c 1 ≤ c. By Proposition 3.2, we are done.
For the rank of H red (Γ 1 ), we shall prove a stronger inequality. To this end we introduce complementary subsequences. Suppose (X 1 , ∆ 1 ) is a delta subsequence of (X, ∆). From this we construct a new delta sequence by letting X 2 := X \ X 1 , and ∆ 2 := ∆| X 2 . The pair (X 2 , ∆ 2 ) may not satisfy Property (2) of Definition 3.1, but we can modify it to become a delta sequence as follows: Let x be the minimum of S 2 . Remove all y ∈ Q 2 with y ≤ x from X 2 . By abuse of notation we denote the resulting delta sequence by the same symbol, (X 2 , ∆ 2 ). This delta sequence is called the complementary delta subsequence of (X 1 , ∆ 1 ) in (X, ∆).
Proposition 3.5. Let (X, ∆) be a delta sequence. Let (X 1 , ∆ 1 ) be a delta subsequence and (X 2 , ∆ 2 ) its complementary subsequence. Then
Proof. We use τ , τ 1 , and τ 2 for τ ∆ , τ ∆ 1 , and τ ∆ 2 respectively. First note that S = S 1 ∪ S 2 , Q ⊇ Q 1 ∪ Q 2 , and
Next we claim that
Let us first see why this inequality finishes the proof. Rearranging the terms and adding κ 1 + κ 2 to both sides, we get min τ + κ ≥ min τ 1 + min τ 2 + κ 1 + κ 2 . By Proposition 3.2 we are done.
To see why Inequality (3.2) holds, let w 0 ∈ X + be an element where τ attains its minimum. Then by Equation (3.1)
where the last inequality follows by noting that there exists w i ∈ X + i for i = 1, 2 such that
We shall define two more operations on delta sequences which are inverses of each other. Let (X, ∆) be a delta sequence. Let t be a positive integer and z ∈ X with |∆(z)| ≥ t. From this we construct a new delta sequence (X ′ , ∆ ′ ) as follows. The set X ′ is obtained by removing z from X and putting t consecutive elements z 1 , . . . , z t in its place. Now, choose non-zero integers n 1 , . . . , n t each with the same sign as ∆(z), such that n 1 + · · · + n t = ∆(z). The new delta function ∆ ′ agrees with ∆ on X \ {z} and it satisfies
Proposition 3.6. Refinements and merges do not change H red and H.
Proof. This follows easily from the definitions.
3.3. Isomorphisms and embeddings. We will define various kinds of maps between delta sequences and study their properties.
Clearly isomorphic delta sequences induce the same graded root. Consequently we have the following.
In general, isomorphisms are difficult to construct. Most of the time we are content with isomorphisms up to refinements. We say that two delta sequences (X 1 , ∆ 1 ) and (X 2 , ∆ 2 ) are equivalent if they are isomorphic after a sequence of refinements of each.
For every x ∈ S 1 and y ∈ Q 1 , we have x < y if and only if φ(x) < φ(y).
Property (1) of Definition 3.9 says that the order of elements of S 1 relative to elements of Q 1 is preserved under an embedding. Note also that unlike what the name might suggest, an embedding of delta sequences need not be injective. The following result says we can achieve injectivity after we do appropriate modifications to the domain and target delta sequences.
Theorem 3.10. If there is an embedding
Proof. We first make φ injective using refinements on (
. . , w t }. We refine ∆ 2 at z to t + 1 elements z 1 , . . . , z t+1 such that ∆ 2 (z n ) = ∆ 1 (w n ) for all n = 1, . . . , t. This is possible by Property (2) of Definition 3.9. We extend φ to this refinement by sending w n to z n for all n = 1, . . . , t. Repeating this process for every z ∈ φ(X 1 ) with |φ −1 (z)| ≥ 2, we get a refined delta sequence (X ′ 2 , ∆ ′ 2 ), and an injective embedding
. If necessary, we can refine (X ′ 2 , ∆ ′ 2 ) further to achieve that ∆ ′ 2 (φ ′ (w)) = ∆ 1 (w) for all w ∈ X 1 ; this is again guaranteed by Property (2) of Definition 3.9.
The morphism φ ′ may not be order preserving, so we need to modify it to have this property. Since φ ′ is an embedding, the relative positions of elements of S 1 do not change with respect to the elements of Q 1 . On the other hand, φ ′ can rearrange some consecutive elements in S 1 (and respectively in Q 1 ). We can permute the order of these elements by a sequence of refinements and merges and re-defining φ ′ accordingly. To see that this is possible, suppose x,x ∈ S 1 with x <x but φ ′ (x) < φ ′ (x). Suppose also that there is no w ∈ X 1 with x < w <x. Merge x andx together and subsequently refine the resulting element into x ′ ,x ′ with x ′ <x ′ to obtain a new delta sequence (
, and φ ′′ agrees with φ ′ otherwise. Hence φ ′′ is still an injective embedding and now it preserves the order of the elements x ′ and x ′ . Repeating this process for every pair in S 1 (and respectively Q 1 ) where the order preserving fails, eventually we make φ ′′ order preserving, since transpositions generate the whole permutation group. We use the same symbols φ ′′ :
to denote the resulting morphism after making all necessary adjustments. Now φ ′′ becomes an order preserving injective morphism with ∆ ′ 2 (φ ′′ (w)) = ∆ ′ 1 (w) for all x ∈ X ′ 1 . Hence it is an isomorphism onto its image.
In light of Theorem 3.10, given an embedding of ∆ 1 into ∆, we can find a delta subsequence of ∆ equivalent to ∆ 1 . By abuse of terminology, we will refer to the corresponding complementary subsequence as the complementary delta subsequence of ∆ 1 . Note that the complementary subsequence implicitly depends on the choice of embedding.
Corollary 3.11. Suppose ∆ 1 embeds into ∆ and let ∆ 2 denote the complementary delta subsequence. Then
Proof. The first inequality (second inequality respectively) follows from combining Proposition 3.4 (respectively Proposition 3.5) with Proposition 3.6, Proposition 3.8, and Theorem 3.10.
Proof. The disjointness ensures that (X 1 , ∆ 1 ), . . . , (X p−1 , ∆ p−1 ) embed into the complementary subsequence of (X p , ∆ p ). Now use Corollary 3.11 and do induction on p.
Right-veering maps and immersions.
We now relax the condition on the preservation of orderings of our morphisms. Though we can still prove rank inequalities for H red under these new kinds of morphisms, we need to give up the rank inequality for H.
Both of the maps φ| S 1 and φ| Q 1 are order preserving,
Note that a right-veering morphism φ is almost the same thing as an isomorphism except that one may have elements x ∈ S 1 , y ∈ Q 1 with y ≤ x and φ(x) ≤ φ(y). In other words φ "moves" the elements of Q 1 to the "right" of elements of S 1 .
Proposition 3.14. If there is a right-veering morphism
Proof. First observe that κ 1 = κ 2 by Property (3) of Definition 3.13 and the fact that φ is a bijective morphism. Hence by Proposition 3.2, it suffices to show that min τ 1 ≤ min τ 2 . To do this we shall show that given any z 2 ∈ X + 2 there exists
If z 2 is the maximal element z + 2 ∈ X + 2 then we choose z 1 to be the maximal element z + 1 ∈ X + 1 , and we have τ (z 1 ) = τ (z 2 ) by Property (3) and the fact that φ is a bijection. Otherwise z 2 ∈ X 2 , and we choose z 1 := φ −1 (z 2 ).
Using Properties (1) and (2) in Definition 3.13, we see that for all
where the last inequality is in fact an equality if z 2 ∈ S 2 . Similarly we see that for all y 2 ∈ Q 2 , φ −1 (y 2 ) ≤ z 1 if y 2 ≤ z 2 . Hence we have (3.4)
where the last inequality is in fact an equality if z 2 ∈ Q 2 . Combining Equations (3.3) and (3.4), we see
Theorem 3.16. Suppose there exists an immersion from (X 1 , ∆ 1 ) to (X 2 , ∆ 2 ). Then the following exist.
•
Proof. Similar to the proof of Theorem 3.10.
Proof. This follows from Proposition 3.5, Proposition 3.14, and Theorem 3.16.
3.5. Well-behaved semi-immersions. Let φ : (X 1 , ∆ 1 ) → (X 2 , ∆ 2 ) be a one-to-one semiimmersion. For z ∈ X 1 , the defect of z is the number
An element z ∈ X 1 is called
• a bad point if it has positive defect, • a good point if it has negative defect,
• a neutral point if it has zero defect.
We shall call the images of bad (respectively good, neutral) points, bad (respectively good, neutral) values.
Of course a one-to-one semi-immersion φ is an immersion if it has no bad points. We shall investigate how much we can relax this condition to still obtain rank inequalities for H red under one-to-one semi-immersions. Denote the set of good points and the set of bad points by G(φ) and B(φ) respectively. Definition 3.18. A control function is an injection θ : B(φ) → G(φ) satisfying:
We will use control functions to "fix" defects of bad points with merges and refinements using corresponding good points. Call a one-to-one semi-immersion well-behaved if it admits a control function.
by replacing it with a consecutive pair b 1 , b 2 with the additional requirement that
, by replacing g with a consecutive pair g 1 , g 2 with the requirement that
We check that φ ′ satisfies all the claimed properties. Clearly φ ′ is injective if φ is injective. Property (1) of control functions ensures that φ ′ is a morphism. Property (2) of being a control function implies φ ′ is a semi-immersion. It is left to show that φ ′ has no bad points. Clearly no element of 
Hence b 2 is not a bad point.
Corollary 3.20. If there is a well-behaved one-to-one semi immersion
Proof. This follows from Proposition 3. In particular, we have that Next we discuss a practical method to generate semi-immersions between delta sequences of Seifert homology spheres from maps between their semigroups. 
Proof. Let us first verify that φ defines a morphism from ∆ Y to ∆ Y ′ . Observe that Properties (1) and (2) 
The last thing to check is that if
. Again it follows from Property (2) in Definition 3.22 that
where the last inequality follows from 
Proof of the Rank inequality for Branched Covers
We start with a remark about the content of the proof. 
We first need to see that each φ k is an embedding. In particular we must show that each φ k is a morphism. It is clear that φ k takes elements of G Y to G Y ′ . Let z ∈ X Y . We observe that
Thus, each φ k is a morphism between the delta sequences ∆ Y and ∆ Y ′ . Furthermore, it is clear that each φ k is order preserving (it is of the form ax + b with a > 0). Therefore, Property (1) in Definition 3.9 is also satisfied.
To complete showing that the φ k are embeddings, it remains to check that |∆ Y ′ (φ k (z))| ≥ |∆ Y (z)| for all z ∈ X Y , since the φ k are injective. The following claim establishes this.
Proof of Claim 4.2. Recall
We begin with the case of x ∈ S Y . Express x by
By Theorem 2.2 part (6),
Since 0 ≤ k < n, it is straightforward to check that
Therefore,
On the other hand, if y = N Y − x ∈ Q Y , then by Equations (4.1)-(4.4) and Theorem 2.2 part (3),
It remains to see that for i = j, the images of φ i and φ j are disjoint. Suppose that φ i (z 1 ) = φ j (z 2 ) for some z 1 , z 2 ∈ X Y . In this case, either both
. Therefore, i ≡ j(mod n) since gcd(p k , n) = 1 for all 1 ≤ k ≤ l − 1. However, since 0 ≤ i, j ≤ n − 1, we must have that i = j. A similar argument applies to the case of z 1 , z 2 ∈ Q Y .
The proof of Theorem 1.1 also implies a weaker rank inequality for HF . Proposition 4.3. We have rank HF (Σ(p 1 , . . . , p l )) ≤ rank HF (Σ(p 1 , . . . , p l−1 , np l ) ).
Proof. Let Y = Σ(p 1 , . . . , p l ) and Y ′ = Σ(p 1 , . . . , p l−1 , np l ) as before. In the proof of Theorem 1.1 we constructed an embedding of ∆ Y into ∆ Y ′ . Hence Corollary 3.11 and Theorem 2.1 finish the proof.
Proof of the Partial Order Inequality
Our purpose is to prove Theorem 1.4. First we prove a lemma about our numerical semigroups. Let p 1 , . . . , p l be pairwise relatively prime positive integers with p i ≥ 2 for all i = 1, . . . , l. Let G be the numerical semigroup generated by
Lemma 5.1. Every element n of G can be uniquely written as
for some integers k ≥ 0 and 0 ≤ x i < p i , for all i = 1, . . . , l.
Proof. First we show that the form (5.1) exists for every element of G. Let n ∈ G, and write it as a linear combination of the generators
Then apply the division algorithm to each term a i p i to get non-negative integers k i and x i such that
Then n is in the form (5.1).
Next we show that the form (5.1) is unique. Suppose
Taking reductions of both sides modulo p i , we see that
Since both x i and y i are in [0, p i ), this forces x i = y i for all i = 1, . . . , l. After this observation we see that Equation (5.2) forces k 1 = k 2 . 
for some integers k ≥ 0 and 0 ≤ x i < p i , for all i = 1, . . . , l. Then
We claim that φ(S Y ) ⊆ S Y ′ . To see this, suppose n ≤ N Y and n ∈ G Y with normal form (5.3).
Hence we have a map φ : S Y → S Y ′ . Next we extend this to a morphism
We claim that φ is the required immersion. Let us first show that φ satisfies
Write x andx in normal form
Observe that both φ(x) + φ(x) and φ(x +x) belong to G Y ′ . A comparison of their normal forms shows the following:
Having shown that φ satisfies Inequality (5.4), we will easily prove that φ is a semi-immersion. Suppose x ≤ y for some x ∈ S Y and y ∈ Q Y . Write y = N Y −x forx ∈ S Y , then
Finally we verify that φ is an immersion. By the uniqueness of normal forms, φ is one-to-one. By part (6) (Σ(p 1 , . . . , p l , qr)) ≤ rank HF red (Σ(p 1 , . . . , p l , q, r) ). We will therefore focus on this inequality for the rest of the section. In order to obtain the latter, by Corollary 3.20 it suffices to construct a well-behaved one-to-one semi-immersion from ∆ Y to ∆ Y ′ , where Y = Σ(p 1 , . . . , p l , qr) and Y ′ = Σ(p 1 , . . . , p l , q, r).
6.2.
Numerical semigroups on two elements. We are going to define two auxiliary (infinite) delta sequences and a well-behaved semi-immersion between them. This data will be used later in the next subsection in order to define the required well-behaved one-to-one semi-immersion of ∆ Y into ∆ Y ′ . Fix relatively prime integers q, r ≥ 2 throughout this section. We will study the semigroup S q,r := {aq + br|a, b ≥ 0}. Recall that the Frobenius number of S q,r is qr − q − r [1, Theorem 1.2]. In other words qr − q − r ∈ S q,r , and every integer n ≥ (q − 1)(r − 1) is in the semigroup S q,r . We point out that since q and r are relatively prime,
is an integer.
Proof. This follows from Sylvester's Theorem which says that precisely half of the integers between 1 and (q − 1)(r − 1) belong to S q,r . See for example [1, Therem 1.3] for the proof.
. Then x ∈ S q,r if and only if qr − q − r − x / ∈ S q,r
Proof. We already know qr − q − r / ∈ S q,r , so qr − q − r − x is not in the semigroup if x ∈ S q,r . Lemma 6.1 proves that the converse is also true. (1) for
Proof. First, define ψ(0) = 0. Next, we define ψ(i) to be the ith non-zero element in S q,r , where the order structure on S q,r is just the induced one from N. This is clearly the unique order preserving bijection. We now just want to show that part (2) holds. As discussed, for all z > qr − q − r, we have z ∈ S q,r . Therefore, if ψ(x) = z, where z > qr − q − r, then ψ(x + k) = ψ(x) + k for all k ≥ 0. It thus suffices to show that ψ( We can define delta functions, ∆ qr on N by ∆ qr (x) = 1+ ⌊ x qr ⌋ and ∆ q,r on S q,r by ∆ q,r (aq + br) = 1 + ⌊ a r ⌋ + ⌊ b q ⌋. We regard (N, ∆ qr ) and (S q,r , ∆ q,r ) as abstract delta sequences, even though both sets are infinite and the delta functions attain only positive values. The map ψ is a semi-immersion which is also one-to-one. Therefore, we are still able to study good and bad points as defined in Section 3.5. As before, G(ψ) and B(ψ) denote the sets of good and bad points of ψ respectively. For any point x belonging to either one of these sets, d ψ (x) denotes its defect.
Lemma 6.4. The one-to-one semi-immersion
Proof. Before constructing the control function we need to make a few preparations. First observe the following about the values of our delta functions. If k is a non-negative integer, and x is an integer in the interval [kqr, (k + 1)qr), then ∆ qr (x) = k + 1. If x is also in S q,r , then ∆ q,r (x) = k or k + 1. Moreover, ∆ q,r (x) = k + 1 if and only if x − kqr ∈ S q,r .
Next we show that ψ shifts all its bad points by ) for some k ≥ 1. We therefore have ψ(b) ∈ [kqr, (k + 1)qr). These give ∆ qr (b) = k + 1 and ∆ q,r (ψ(b)) = k, so the defect of b is 1.
We are now ready to construct our control function. Fix k ≥ 1, and consider b ∈ [kqr, kqr
This defines a map θ q,r : B(ψ) → N. We will check that θ q,r satisfies all the properties of being a control function given in Definition 3.18. We can see that
, kqr), so ∆ qr (θ q,r (b)) = k and θ q,r (b) < b. It is straightforward to check that θ q,r is injective. The following claim completes the proof, showing that θ q,r (b) is good with the appropriate defect. Claim 6.6. We have ∆ q,r (ψ(θ q,r (b))) = k + 1. Hence the defect of θ q,r (b) is −1.
Proof of Claim 6.6. Since ∆ q,r (ψ(b)) = k, we must have
− kqr < (q − 1)(r − 1), and Lemma 6.2 implies
Note that by construction, α b ∈ [0,
). Let's consider β b given by
We have that β b ∈ [kqr, kqr + 
and thus ∆ q,r (ψ(θ q,r (b))) = ∆ q,r (β b ) = k + 1. The second is to show that the semi-immersion induced by Lemma 3.23 is well-behaved. We would like a standard form for studying the elements of G Y and G Y ′ . We will always assume that an element x of G Y is expressed in the form
where 0 ≤ x i < p i , but we may have z be arbitrarily large. Note that this is different from the normal form introduced in Section 5. Like the normal form, this expression is unique. We define a function π :
Similarly for G Y ′ , we have a decomposition
where 0 ≤ x ′ i < p i , but a and b may be arbitrarily large. We define π ′ : G Y ′ → S q,r by π ′ (x ′ ) = aq + br. Though the above decomposition is not unique, the map π ′ is well-defined.
The values of ∆ Y and ∆ Y ′ can be computed using Theorem 2.2:
where ψ is defined as in Lemma 6.3. Note that since ψ(z) ∈ S q,r , the codomain of φ is G Y ′ .
Lemma 6.7. The function φ is rigid.
Proof. Recall from Lemma 6.3 that ψ is injective. This implies φ is also injective. Since ψ(π(x)) ≥ π(x) for all x ∈ N, we have φ(x) ≥ x for all x ∈ G Y . We also have that
Therefore by Lemma 6.3,
Thus, φ is rigid.
Proof of Theorem 1.2. As discussed, it suffices to show
where Y = Σ(p 1 , . . . , p l , qr) and Y ′ = Σ(p 1 , . . . , p l , q, r). We have given a rigid map φ :
We study the induced one-to-one semi-immersion φ : Lemma 3.23) . We want to see that φ is well-behaved. Hence we need to construct a control function θ Y : B(φ) → G(φ) in the sense of Definition 3.18. First we need to do a few preparations. Throughout we shall assume that every element x ∈ S Y is written in the form
). In particular, x ∈ B(φ) if and only if π(x) ∈ B(ψ). Similarly, x ∈ G(φ) if and only if π(x) ∈ G(ψ).
Proof of Claim 6.8. We simply calculate the defect of x using Equation (6.4) to see that Proof of Claim 6.9. Again we calculate the defect of y using Equation (6.4) to see that
We are now ready to define the control function θ Y . First define it on S Y ∩ B(φ). Suppose x ∈ S Y ∩ B(φ). Then we let
where θ q,r is as defined in Equation (6.1). Note that Claim 6.8 implies that the term θ q,r (π(x)) above makes sense. Next define
Note that Claim 6.9 implies that the term θ q,r (π(x)) above makes sense.
Having seen that the map θ Y is defined on B(φ), let us now show that it has the correct codomain. We must show that 0 ≤ θ Y (b) ≤ N Y for all b ∈ B(φ). Indeed, since θ q,r is a control function, 0 ≤ θ q,r (π(x)) < π(x) for all x ∈ S Y ∩ B(φ). This implies
It is now clear that we have a map
We start checking that θ Y satisfies the properties listed in Definition 3.18. Since θ q,r is a control function, Claim 6.8 and Claim 6.9 respectively imply that Therefore, we have shown that the one-to-one semi-immersion φ admits a control function, and hence it is well-behaved. The theorem now follows from Corollary 3.20.
Botany
In this section we will prove Theorem 1.6 and some other results related to the botany question.
Proof of Theorem 1.6. Without loss of generality assume the multiplicities of the singular fibers are in the increasing order, 1 < p 1 < p 2 < . . . < p l . Therefore p j > j for all j = 1, . . . , l. Now n = rank HF red (Σ(p 1 , . . . , p l )) ≥ 1 rules out the possibility of l ≤ 2, since S 3 is the only Seifert homology sphere with at most 2 singular fibers and HF red (S 3 ) = 0. Part (1) is trivial when l = 3. Suppose l ≥ 4. We have (p 1 , p 2 , p 3 , p 4 ) ≥ (2, 3, 5, 7) . A direct computation shows HF red (Σ(2, 3, 5, 7)) = 13. By repeated applications of Theorem 1.2 and Theorem 1.1, we have
which establishes part (1) of the theorem.
For part (2) , suppose to the contrary that p l ≥ 6n + 7. One can directly verify that the rank of HF red (Σ(2, 3, 6n + 7)) is n + 1. By repeatedly applying Theorem 1.2 and Theorem 1.1, we get
≥ rank HF red (Σ(2, 3, 6n + 7)) (by Theorem 1.4) = n + 1, which is a contradiction.
Recall that for a Spin c structure s on a rational homology sphere Y , the group HF + (Y, s) comes equipped with a Q-valued grading [16] . The correction term, d(Y, s), is defined to be the minimal grading of an element of HF + (Y, s) which lies in the image of the obvious map from HF ∞ (Y, s) to HF + (Y, s). In the case of a homology sphere, we omit the Spin c structure from the notation. Furthermore, in this case, the correction term is always an even integer. Proof. By Theorem 1.6, n easily provides an upper bound on the number of singular fibers, and their multiplicities for which rank HF red = n. Proof. We apply [16, Theorem 1.3] relating HF red , the correction term, and the Casson invariant:
After a possible change in orientation, Y bounds a positive-definite four-manifold, arising from a plumbing. It is shown in [17] The same result says that the maximum multiplicity of these singular fibers is no more than 79. We looked at all the triples of pairwise relatively prime integers (p 1 , p 2 , p 3 ) with 1 < p 1 < p 2 < p 3 < 79 and calculated the rank of reduced Heegaard Floer homology of the corresponding Seifert homology spheres. The triples listed in Table 1 are the only ones with rank no more than 12. [2, 3, 11] , [2, 3, 7 ] n = 2 [3, 4, 5] , [2, 3, 17] , [3, 4, 7] , [2, 3, 13] , [2, 5, 9] , [2, 5, 7 ] n = 3 [2, 5, 13] , [2, 3, 23] , [2, 7, 9] , [2, 5, 11] , [2, 3, 19] , [3, 5, 7 ] n = 4 [3, 4, 11] , [2, 7, 13] , [3, 5, 8] , [2, 3, 25] , [2, 7, 11] , [2, 3, 29 ] n = 5 [4, 5, 7] , [3, 4, 13] , [3, 5, 11] , [2, 3, 35] , [2, 5, 17] , [2, 3, 31] , [2, 5, 19 ] n = 6 [2, 7, 15] , [2, 5, 21] , [2, 5, 23] , [4, 5, 9] , [3, 7, 8] , [3, 5, 13] , [2, 9, 11] , [3, 5, 14] , [2, 3, 41] , [2, 3, 37 ] n = 7 [2, 3, 47] , [3, 4, 17] , [3, 7, 10] , [3, 4, 19] , [2, 7, 17] , [2, 3, 43] , [2, 9, 13 ] n = 8 [2, 3, 49] , [3, 7, 11] , [2, 7, 19] , [2, 5, 29] , [2, 3, 53] , [2, 11, 13] , [4, 5, 11] , [2, 9, 17] , [3, 5, 17] , [2, 5, 27] , [5, 6, 7] , [3, 5, 16] , [4, 7, 9 ] n = 9 [4, 5, 13] , [2, 5, 33] , [2, 5, 31] , [2, 3, 59] , [2, 3, 55] , [3, 8, 11] , [3, 7, 13] , [3, 4, 23] , [2, 7, 23 ] n = 10 [2, 3, 61], [3, 4, 25] , [2, 11, 15] , [2, 3, 65] , [5, 7, 8] , [2, 9, 19] , [2, 7, 27] , [3, 5, 19] , [2, 7, 25] , [2, 11, 17 ] n = 11 [2, 3, 71] , [3, 5, 22] , [2, 3, 67] , [2, 5, 37] , [3, 8, 13] , [2, 5, 39] , [4, 7, 11 ] n = 12 [5, 7, 9] , [4, 5, 19] , [4, 5, 17] , [2, 11, 19] , [2, 11, 21] , [3, 7, 17] , [3, 7, 16] , [2, 5, 41] , [2, 9, 23] , [2, 5, 43] , [2, 7, 29] , [2, 3, 73] , [3, 10, 11] , [3, 4, 29] , [2, 3, 77] , [5, 6, 11] , [3, 4, 31] , [2, 13, 15] , [3, 5, 23] 
Maps between Seifert homology spheres
It is our goal in this section to prove Theorem 1.9 and therefore we must study maps f : Y ′ → Y between Seifert homology spheres. First of all, it is clear that Theorem 1.9 trivially holds if the degree of f is zero. Thus, for the rest of this section, we only study non-zero degree maps. Furthermore we always choose orientations of Y and Y ′ such that deg f > 0. We will determine which pairs of Seifert homology spheres admit non-zero degree maps between them and what their possible degrees are. We will then use this in conjunction with the inequalities in Theorems 1.1 and 1.2 to prove Theorem 1.9. It turns out that the problem of the existence of non-zero degree maps between Seifert fibered spaces with infinite fundamental groups is settled [5, 22, 23] , and we will specialize this to the case of homology spheres.
Before beginning our discussion we set up some conventions which will be used throughout this section. We shall introduce and use unnormalized Seifert invariants (see for example [13 
The unnormalized Seifert invariants of Y is a set
Note that the unnormalized Seifert invariants are not unique, but they uniquely determine the normalized Seifert invariants and hence the Seifert homology sphere Y . When referring to a Seifert homology sphere Σ(p 1 , . . . , p t ), we will also allow p i = 1, unless stated otherwise.
We begin with the types of maps that can exist between Seifert fibered spaces. Rather than define P 2 -irreducible manifolds, we point out that Seifert homology spheres are always P 2 -irreducible. Theorem 8.1 is actually more specific, stating that the map π is a special type of degree one map, called a vertical pinch which is defined below. Since Seifert homology spheres never have Euclidean geometry, we may further assume f is homotopic to g • π as above.
The following is a standard fact about non-zero degree maps, but we give a proof for completeness. We also note that the only Seifert homology spheres with finite fundamental group are S 3 and Σ (2, 3, 5) . Since HF red (S 3 ) = HF red (Σ(2, 3, 5)) = 0, Theorem 1.9 is immediately satisfied if π 1 (Y ) is finite. Thus, it suffices to consider the case that π 1 (Y ) is infinite. By Proposition 8.2, we may assume that π 1 (Y ′ ) is also infinite.
Therefore, given a non-zero degree map, f , between Seifert homology spheres with infinite fundamental group, we may factor f ≃ g •π as in Theorem 8.1 where the codomain of π/domain of g is also a Seifert homology sphere with infinite fundamental group. In order to prove Theorem 1.9, we therefore analyze the pairs of Seifert homology spheres with infinite fundamental group which admit non-zero degree maps between them via the next two propositions. We will use the abbreviation ISHS for a Seifert homology sphere with infinite fundamental group. 
where φ (respectively ψ) is the n-fold cyclic branched cover, branched over the singular fiber of order p l (respectively a regular fiber).
Before giving the proofs, we will see how these two propositions lead to a proof of Theorem 1.9.
Proof of Theorem 1.9. As discussed, we only need to consider the case of a non-zero degree map f : Y ′ → Y between ISHS's. We therefore factor f as g • π as in Theorem 8.1. Since degree is multiplicative under composition, we can prove Inequality (1.4) for π and g separately. The inequality for π follows from Proposition 8.3 and Theorem 1.2. On the other hand, for g, we observe that by combining Theorems 1.1 and 1.2, we obtain n rank HF red (Σ(p 1 , . . . , p l )) ≤ rank HF red (Σ(p 1 , . . . , np l )) ≤ rank HF red (Σ(p 1 , . . . , p l , n)).
The result now follows from Proposition 8.4, since an n-fold branched covering is a degree n map.
The rest of this section is devoted to the proofs of Proposition 8.3 and Proposition 8.4, which will thus complete the proof of Theorem 1.9.
In order to prove Proposition 8.3, we recall a special kind of degree one map. We begin by fixing a Seifert fibered space M with a separating torus T which is vertical (i.e. T is foliated by fibers). Decompose M along T into two components, M 1 and M 2 . Furthermore, suppose that there exists an essential simple closed curve on T which bounds a 2-sided surface in M 2 . A degree one map f from M to M 1 ∪ T D 2 × S 1 is a vertical pinch if f | M 1 is the identity and f maps M 2 onto D 2 × S 1 . It is straightforward to check that there exists a vertical pinch Σ(p 1 , . . . , p l , q, r) → Σ(p 1 , . . . , p l , qr) (in this case M 1 = D 2 (p 1 , . . . , p l ) and M 2 = D 2 (q, r)). With this definition, we are now able to describe the degree one maps that appear in Theorem 8.1. Therefore, we assume that l ≤ 3. Since Y is an ISHS, we have l = 3. We begin with the case that p 1 > 2. In this case, Inequality (8.2) implies that for all i,
and this inequality fails to be strict for at most one i (namely, equality is only possible if i = 1 and p 1 = 3, since we put the p i in increasing order). Therefore, 
In particular, we have d = d 1 · · · d l . In other words, Y can be obtained from Y ′ by a sequence of the moves described in the statement of the proposition and the degree of the map is as predicted.
Discussion and further questions
We now speculate about some possible generalizations of Theorem 1.4 and Theorem 1.9.
9.1. Botany. Computational evidence suggests that Theorem 1.4 should hold for HF . Therefore, we state this as a conjecture.
Conjecture 9.1. Suppose that (p 1 , . . . , p l ) ≤ (q 1 , . . . , q l ). Then, rank HF (Σ(p 1 , . . . , p l )) ≤ rank HF (Σ(q 1 , . . . , q l )).
Assuming Conjecture 9.1, it is in fact easy to see that the above inequality can be made strict if at least one q i is much larger than p i by pushing the argument in the proof of Proposition 4.3. Therefore, Conjecture 9.1 would imply that there are only finitely many Seifert homology spheres with a fixed rank of HF . A similar argument as in the proof of Theorem 1.6 would then guarantee an algorithmic solution to the botany problem for the hat-flavor of the Heegaard Floer homology of Seifert homology spheres. 9.2. Non-zero degree maps. As pointed out in the introduction, we did not directly make use of the branched covers or vertical pinches in the proofs of Theorem 1.1 and Theorem 1.2. It would be interesting to see the roles of these maps in the rank inequalities. Proving Theorem 1.1 and Theorem 1.2 this way could also yield a generalization of Theorem 1.9. Now, we would like to ask about possible generalizations of Theorem 1.9. First, we point out that the statement is too strong to generalize to all three-manifolds. One example can be seen by taking Y = Σ g × S 1 , the product of a genus g surface with a circle, for g ≥ 3 (which is a Seifert fibered space). Since Y covers itself non-trivially by a degree k map f k , for any k, an analogue of Theorem 1.9 would imply that rank HF red (Σ g × S 1 ) = 0. However, this has been computed to be non-trivial [18, 6] . We cannot have an analogous inequality even if we restrict to individual Spin c structures. By choosing s ∈ Spin c (Σ g × S 1 ) such that rank HF red (Σ g × X 1 , s) = 0, we see that |k| rank HF red (Σ g × S 1 , s) ≤ rank HF red (Σ g × S 1 , f * k s) cannot hold for |k| ≫ 0, since for all k, rank HF red (Σ g × S 1 , f * k s) ≤ rank HF red (Σ g × S 1 ), the latter of which is finite. It also seems unlikely that this is something special to having non-trivial first homology. We expect that there are self-maps between integer homology spheres with non-trivial HF red which have deg ≥ 2 . Since there is strong evidence that all aspherical integer homology spheres have non-trivial HF red , again, the inequality in Theorem 1.9 still seems very unlikely. Therefore, we instead propose a weaker inequality. 3, 5, 14) ).
We therefore pose it as a question. 
