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a b s t r a c t
In the invited chapter Discrete Spatial Models of the book Handbook of Spatial Logics,
we have introduced the concept of dimension for graphs, which is inspired by Evako’s
idea of dimension of graphs [A.V. Evako, R. Kopperman, Y.V. Mukhin, Dimensional
properties of graphs and digital spaces, J. Math. Imaging Vision 6 (1996) 109–119].
Our definition is analogous to that of (small inductive) dimension in topology. Besides
the expected properties of isomorphism-invariance and monotonicity with respect to
subgraph inclusion, it has the following distinctive features:
• Local aspect. That is, dimension at a vertex is basic, and the dimension of a graph is
obtained as the sup over its vertices.
• Dimension of a strong product G×H is dim(G)+ dim(H) (for non-empty graphs G,H).
In this paper we present a short account of the basic theory, with several new applications
and results.
© 2009 Published by Elsevier B.V.
1. Boundary and dimension
Dimension and boundary are closely related ideas. One of the main intuitions about dimension is that the dimension of
a space should be one greater than that of the boundaries of portions of the space. Furthermore, as in topology [4], we shall
expect:
(1) The dimension function (dim) is a ‘‘topological’’ invariant.
(2) The dimension of Inm, the product (n times) ofm-paths, should be n form ≥ 3.
(3) Monotonicity. If X is a subspace (induced subgraph) of Y , dim(X) ≤ dim(Y ).
We refer to Inm,m ≥ 3, as a ‘‘digital n-cube’’ (discrete version of the Euclidean n-cube).
The second property in this list is ensured by the Product Theorembelow (Theorem2.4). This theorem is rather distinctive
of our approach. In the well-known approaches to dimension of graphs and posets, we may expect
dim(G× H) ≤ dim(G)+ dim(H),
but not equality. For example, the poset dimension of a (non-trivial) antichain is 2, while the product of two antichains is
still an antichain. As we shall see, also, the product theorem fails for the (unmodified) Evako dimension.
We shall here be concerned with finite reflexive graphs (a loop assumed at each vertex). Recall the definition of ‘‘small
inductive dimension’’, ind, in topology: If X is the empty space, ind(X) = −1. A non-empty space X has dimension ≤ n
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Fig. 1. G.
Fig. 2. G′ = G \ x′ .
provided that indx(X) ≤ n for every x ∈ X , where indx(X) ≤ n means that x has arbitrarily small neighbourhoods with
boundary of dimension≤ n− 1.
In order to adapt this definition to graphs, we need to decide what are the appropriate neighbourhoods and boundaries
in a graph. Some discussion of this is provided in [6], with the conclusion that the approach taken in [1–3] is satisfactory.
Namely the neighbourhood of a vertex v is N(v) = {u ∈ V (G) | (v, u) ∈ E(G)}, and its boundary (the only ‘‘boundary’’ that
we need to consider) is N0(v) = N(v) \ {v}.
The digital n-sphere [1] provides a pleasing example. As presented by Evako, this is the complete n + 1-partite graph
K(2, 2, . . . , 2). The boundary at any vertex will be the n-partite graph K(2, . . . , 2). It is easy to see that a definition in
topological style will give the ‘‘correct’’ dimension, n, for the digital n-sphere.
A fairly direct rendering of the concept of small inductive dimension for graphs is given in Definition 1 of [3]. This
approach, however, is not without problems. The dimension of the n-complete graph Kn now evaluates to n− 1. As a result,
we get that dim(I2m) = 3. Higher powers of Im give an even worse result: since Inm contains 2n-cliques, it has dimension at
least 2n − 1. As it happens, an earlier definition of graph dimension given in [1], not presented as a variant of ind, manages
to avoid these particular difficulties. We consider this briefly at the end (Remark 3.4).
We shall find that a slight modification of the definition of [3], will give us all that we require, while leaving undisturbed
their main examples (the digital n-spheres, and surfaces generally).
Although we shall retain the formula N0(v), we shall modify the condition which relates the dimension at a point to the
dimension of the corresponding boundary set. The principle here is that the mere duplication of a point should not change
the dimension of a space. More precisely, if x, x′ ∈ X , with x ≡ x′ (meaning that x, x′ have the same neighbourhoods), then
we should have dim(X) = dim(X − {x′}). For example, with X as the graph G of Fig. 1, we get (see Fig. 2):
dim(G) = dim(G′) = 1.
We thus arrive at the following definition. The notation here is that dim(G) is the dimension of G, while dimv(G) is the
dimension at the vertex v of G.





dim(N0(v)), if ∃u ∈ N0(v),N(v) ⊆ N(u)
dim(N0(v))+ 1, otherwise.
Note that the first alternative in the expression for dimv(G) in the preceding definition is usually expressed by saying
that v is a dominated vertex. It means that, in the subspace N(v), there is a vertex (∈ N0(v)) u such that v≡N(x) u.
2. Some properties of dimension
Some initial observations on dim are summarized in the following proposition:
Proposition 2.1. Let G,H be graphs, with G an induced subgraph of H, and v a vertex of G.
(1) dim(G) ≤ dim(H).
(2) G contains a clique of cardinality dim(G)+ 1.
(3) #(N(v)) ≥ 2 · dimv(G)+ 1.
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Proof. (1) By induction on #(G). The statement is trivial for #(G) ≤ 1. Let then, u be a vertex of G such that dimu(G) =
dim(G). There are two cases: dimu(G) = dim(N0(v)), and dimu(G) = dim(N0(v)) + 1. Noticing that No(v) (in G) is an
induced subgraph of N0(v) (in H) and that, in each of the two cases, the equation in question holds also in H , we have the
result by applying the induction hypothesis to N0(v) (as #(N0(v)) < #(G)).
(2) Again, by an easy induction on #(G). Any clique in N0(v) is contained in a strictly larger clique in N(v) ⊆ G.
(3) The statement is trivial in case v is an isolated vertex (and therefore dimv(G) = 0). Suppose then that N0(v) is non-
empty. Under the induction hypothesis we have that #(N(u)) ≥ 2·dimu(N0(v))+1, for each u ∈ N0(v). There are two cases.
In the first one, dimv(G) = dimu(N0(v)), for someu ∈ N0(v). In this case it is immediate that #(N(v)) ≥ 2·dimv(G)+1. In the
second casewe have u ∈ N0(v) such that dimu(N0(v)) = dim(N0(v)) and dimv(G) = dimu(N0(v))+1. This implies that v, u
are not equivalent in N(v). Thus, there exists some vertexw ∈ N(v)\N0(v). Again we have that #(N(v)) ≥ 2 ·dimv(G)+1.

It is easy to check that, ifG is a clique, then all vertices ofG are equivalent, and it follows that dim(G) = 0. The dimension of
cliques is particularly significant. It is easy to see, indeed, that under the definition of [3], the dimension ofG is the dimension
of its largest clique, that is, c(G) − 1. Working instead with Definition 1.1, do we get any simple relation with the size of
cliques? Let us consider those non-empty cliques of Gwhich are intersections of (one or more) maximal cliques. As we shall
see in a moment, there are grounds for considering these intersection cliques as the cells of G. We shall denote the poset of
these cells, ordered by inclusion, as cell(G). Recall that the level of an element x of a poset P (of bounded chain-length) is the
length of a longest chain below x, and that the length of P is the level of an element of greatest level, that is, the length of a
longest chain in P . We take the length of the empty poset to be−1.




for each vertex v ∈ V (G).
Proof. We prove by induction on #(G), the cardinality of V (G), that, at each point x of G, dimx(G) is the length of the poset
cellx(G) of those cells which contain x. This is obviously true if #(G) = 1. Suppose that v ∈ V (G), with N0(v) non-empty.
There are two cases. In the first case, v is dominated by v′ ∈ N0(v). If C is any clique contained inN0(v), then C∪{v′} is also a
clique contained in N0(v). Thus, given any chain K of cells in N0(v), we have a chain of cells containing v′, of the same length
as K , in N0(v). Since v ≡ v′, we find that posets cellv(N(v)) and cellv′(N0(v)) are isomorphic. By the induction hypothesis
we can conclude that
dim
v
(G) = dim(N0(v)) = length(cellv′(N0(v)))
= length(cellv(N(v))) = length(cellv(G))
(since a clique containing v is necessarily a subset of N(v)).
In the second case we have, for each v′ ∈ N0(v), a v′′ ∈ N0(v) such that (v′′, v′) 6∈ E(G). Any maximal clique containing
v, v′′ thus excludes v′. It follows that {v} can be expressed as an intersection of maximal cliques; that is, {v} is a cell. Let
(invoking the induction hypothesis) u be a vertex in N0(v) such that dim(N0(v)) = length(cellu(N0(v))). Further, let K be a
maximal chain in cellu(N0(v)). By extending each cell C ∈ K to C ∪ {v}, and taking also the cell {v}, we obtain a (maximal)
chain K ′ in cellv(N(v)), of length(K)+ 1. We conclude that, in this case,
dim
v
(G) = dim(N0(v))+ 1 = length(cellv(N(v))) = length(cellv(G)). 
Corollary 2.3. For any non-empty graph G,
dim(G) = length(cell(G)). 
As already mentioned, an important case in which we differ from [3] is the ‘‘digital n-cube’’ Inm. It follows from the
Product Theorem, to be given in a moment, that this receives the ‘‘correct’’ dimension. The same case serves to explain
our terminology of ‘‘cells’’: by inspection we see that, at least in the interior of a digital cube, the cells are indeed the small
cubes and their faces. Polytopes provide a further source of illuminating examples. In fact, given a polytope Π , we derive
a graph G(Π) by making each facet of Π into a maximal clique (that is, for each facet F , an edge is created for each pair
of vertices of F ). In favourable cases (we shall provide a more accurate account shortly), the graph G(Π) and its cells thus
constitute a combinatorial version ofΠ .
Theorem 2.4 (Product Theorem). For any non-empty graphs G and H,
dim(G× H) = dim(G)+ dim(H).
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Fig. 3. G.
Proof. We note first that a subgraph S ⊆ G×H is a maximal clique iff S is of the form A×B, where A, B are maximal cliques
inG,H respectively. Then, F is a cell (ofG×H) contained in such S iff F is A′×B′, where A′, B′ are cells ofG,H contained in A, B
respectively. Finally, note that if K is a maximal chain of cells in G× H , with greatest element S, each link of K (connecting
a k + 1-cell in K to a k-cell contained in it) corresponds to a link in either A or B. In particular this applies if K is a chain of
maximal length (below S); thus
level(S) = level(A)+ level(B).
Applying this to an S of greatest level, we have the result. 
As an immediate consequence, we get that the dimension of Inm is n form ≥ 3.
3. Graph dimension and geometric dimension
Proposition 3.1. Every planar graph has dimension≤ 3.
Proof. By Proposition 2.1, any graph of dimension≥ 4 contains a 5-clique. 
We will shortly see an example of a planar graph with dimension 3.
We recall at this point the well-known result of Schnyder [5], that a graph is planar if and only if the dimension of its
incidence poset is ≤ 3. A result of this kind can hardly be expected for a purely local notion of dimension. The converse of
Proposition 3.1 is certainly not true for dim as defined here. In particular, we have the following:
Proposition 3.2. Every cubic graph is (at most) 1-dimensional.
Proof. Let G be a non-trivial cubic graph and suppose, if possible, that G has dimension ≥ 2 at the vertex v. Then the
neighbourhood N0(v) takes the form of a path (u0, u1, u2) (since all other possible arrangements of the three vertices
adjacent to v give dimension 0 for N0(v)). Now N0(u1) is {u0, u2, v}, and so dimu1(G) = dimu1(N(v)) = 1. Plainly, also,
u1 ≡ v; and so, contrary to the supposition, dimv(G) = 1. 
Recalling our previous remark about polytopes, we may ask whether, at least, 1-skeletons of 3-polytopes (perhaps after
conversion of facets into maximal cliques) are 2-dimensional. This is ‘‘nearly’’ true, but requires careful formulation to get
an accurate version.
Consider the graph G of Fig. 3: This graph is planar and 3-connected, and hence, by Steinitz’ Theorem (or simply by
inspection), is the skeleton of a 3-polytope. Let us now calculate the dimension of G, in particular at the vertex g . The
(punctured) neighbourhood N0(g) is G′ (see Fig. 4). In G′, there are four maximal 3-cliques, and a typical maximal chain
of clique-intersections is:
{a, b, d}, {a, b}, {a}.
Thus dim(G′) = 2, and G is 3-dimensional at g . Since g is clearly of highest dimension, dim(G) = 3.
The polytope corresponding to G is simplicial, so we do not have the ‘‘remedy’’ of making the facets to bemaximal cliques
by introducing further edges into them. The problem in this case (from the point of view of getting graph dimension tomatch
geometric dimension) is that the maximal cliques, namely the four 4-cliques of G, are strictly larger than the facets.
One way to arrange that the polytope gets the ‘‘right’’ graph dimension is to allow subdivision of cells. Let Π be a k-
polytope, and K the poset of the proper faces of Π (that is, the face lattice minus the top and bottom elements). We view
K informally as a cell complex and consider the barycentric subdivision B(K), which we also write as B(Π). That is, a new
vertex is introduced into each 1-cell, 2-cell, . . . , (k − 1)-cell of K , and the cells (faces) subdivided accordingly. It is easy to
describe the 1-skeleton H of B(Π): the vertices of H are the original vertices ofΠ together with the vertices introduced by
subdivision, and two vertices are adjacent if the corresponding faces are incident. Then we have
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Fig. 4. G′ .
Fig. 5. G1 .
Fig. 6. G2 .
Fig. 7. G3 .
Theorem 3.3. With the preceding notation, dim(H) = k − 1. The dimension remains fixed under further (barycentric)
subdivisions.
Proof. By the preceding discussion, H can be described as the comparability graph of the poset K . The cliques of H are, of
course, the chains of K . Since every face ofΠ is an intersection of facets, every lower chain of K is an intersection of maximal
chains of K . Thus the length of the clique poset of H is k− 1.
Since the next barycentric subdivision, viewed abstractly, is the chain poset of K , the graph dimension, calculated in the
preceding manner, remains k− 1. 
Remark 3.4. An earlier definition, given in [1], is perhaps closer in intention (than [3]) to what we are doing here. Some
significant examples receive the same dimension number as arises from our definition. It is difficult to make a general
comparison between our definition and that of [1], due to the great complexity of the latter. Here we merely provide
a sequence of examples, of strictly increasing dimension according to our definition, but all of which have dimension 1
according to [1]. The first three graphs are as shown in Figs. 5–7. The construction rule is ‘‘lengthen the path by 1 and
conify’’. It is easy to calculate that dim(Gn) = n. Evako [1] however assigns dimension 1 in every case, essentially because,
for each vertex v, the neighbourhood N0(v) does not contain any induced chordless cycle.
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