ABSTRACT Point cloud data from LiDAR sensors is the currently the basis of most L4 autonomous driving systems. Sharing and storing point clouds will also be important for future applications, such as accident investigation or V2V/V2X networks. Due to the huge volume of data involved, storing point clouds collected over long periods of time and transmitting point clouds in real-time are difficult tasks, making compression an indispensable step before storing or transmitting. Previous streaming point cloud compression methods, such as octree compression or video compression-based approaches, have difficulty compressing this data in real-time into very small volumes with low information loss. To reduce temporal redundancy efficiently and rapidly, in this paper we propose a real-time streaming point cloud data compression method using U-net. By utilizing raw packet data from LiDAR sensors, we can store 3D point cloud information losslessly in a 2D matrix, and convert streaming point cloud data into a video-like format. By designating some frames as reference frames and then using U-net to interpolate the remaining LiDAR frames, we can greatly reduce temporal redundancy. Our use of U-net was inspired by a video interpolation approach employed in another study. Noise in LiDAR data is a big issue which significantly affects network training and compression results. In this paper, we propose a padding strategy to alleviate the negative impact of this noise. As a result of these improvements, our proposed method can outperform octree compression, MPEG-based compression and our previously proposed SLAM-based compression method.
I. INTRODUCTION
A point cloud is a collection of points which can be thought of as a sampling of the real-world. Using a point cloud, we can determine the exact positions of obstacles and better understand the surrounding environment. Ever since point clouds detected with 3D LiDAR sensors demonstrated the usefulness of this technology at the DARPA urban challenge in 2007, this has been widely used by level 4 autonomous driving systems [2] . Shared and stored streaming point cloud data is also likely be an important component of accident investigation and future V2V (vehicle-to-vehicle) and V2X (vehicle-to-everything) systems. Streaming point cloud data is a type of ''big data'' however, and one hour of point cloud data from the Velodyne HDL-64 sensor mentioned above can result in over 100GB of data, which is too large to realistically
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share or store using currently available technology. Thus, developing methods of compressing this data has become an indispensable task.
In order to compress a streaming point cloud, we need to deal with spatial and temporal redundancy. However, it's difficult to directly reduce a point cloud's spatial redundancy because of its sparsity and disorder. Most approaches choose to format point cloud data into a tree structure or 2D matrix. In our previous work [3] , we demonstrated that formatting raw LiDAR packet data in a 2D matrix, and then compressing it using an existing image compression method, is an efficient strategy for reducing a point cloud's spatial redundancy.
To reduce the temporal redundancy of streaming data, a portion of the frames are designated as reference/key frames and these frames are then used to predict the content of the enclosed frames. One example of this approach is MPEG compression, which uses motion compensation to predict video frames. In contrast to video data, the pixels in adjacent frames of 2D formatted LiDAR data not only translate, their values (usually representing distance) can also change. In addition, as a low-resolution sampling of the realworld, some pixels (points) may not appear in the following frame. And adjacent pixels do not always have similar motion because the laser modules in a LiDAR apparatus are usually not distributed in a line or at a single point, and have varying orientations. All of these factors make it difficult to estimate a pixel's motion and predict the content of enclosed frames using video compression strategies.
However, since streaming point cloud data is visually continuous, we believe pixel motion between a pair of 2D formatted LiDAR data frames could be estimated and used to predict the content of the enclosed frames, but a new approach is needed. Deep learning, which is famous for its ability to learn features and patterns from data, could be a solution.
Inspired by deep learning-based video interpolation approaches [1] , we propose using U-net to predict the enclosed frames between each pair of reference/key frames to reduce the temporal redundancy of streaming point cloud data. Meanwhile, spatial redundancy is reduced by formatting each frame's LiDAR data into a 2D matrix and further coding it.
In comparison with the octree, MPEG-based and SLAM-based compression methods, the compression method proposed in this study can be used in real-time and results in a higher compression rate with less information loss.
The main contributions of this paper are as follows:
• A deep learning-based approach to the compression of streaming point cloud data from a 3D LiDAR sensor, which is, as far as we know, the first use of deep learning for streaming point cloud compression.
• A pre-processing strategy to alleviate the influence of sensor noise.
• Proposed method can be implemented in real-time and outperforming octree compression, MPEG based compression and our previous SLAM based compression methods.
II. RELATED WORK
In order to effectively compress a streaming point cloud, we need to reduce both its spatial and temporal redundancy. Because point clouds are sparse and disorderly, it's difficult to directly decrease their spatial redundancy, therefore point clouds are usually converted into a different format for subsequent processing. 3D modeling has been an important subject in the field of computer graphics research for some time. 3D mesh compression [4] , which has been studied for more than 25 years, can be regarded as the forerunner of 3D point cloud compression, and it directly inspired several early point cloud compression methods. Inspired by this breakthrough, various other 3D point cloud compression methods were then developed, many of which were height map-based methods using strategies similar to the one used in 3D mesh compression. Pauly and Gross [5] were the first to propose using height maps to process point cloud data. Other approaches, such as those of Hubo et al. [6] and Ochotta and Saupe [7] , [8] were then developed that used height mapping for point cloud compression in conjunction with various coding methods. Schnabel et al. [9] , [10] suggested using geometric primitives such as planes, spheres, cylinders, cones and tori with height maps in order to compress point cloud data. A method of real-time, continuous point cloud data compression based on a height map was then proposed by Golla and Klein [11] . Other methods did not use height maps per se, but also divided point clouds into patches, such as the method proposed by Morell et al. [12] , which used triangles to represent each plane.
Other approaches involved converting 3D point cloud data into a 2D format, rather than decomposing one frame of the point cloud into multiple images, as with height map-based methods. Houshiar and Nüchter [13] proposed mapping point clouds onto panorama images using equirectangular projection. Kohira and Masuda [14] mapped point cloud data onto 2D pixels using GPS, time and the parameters of the laser scanner. Directly converting 3D point cloud data into a 2D image will inevitably result in the loss of information, therefore some methods have utilized the LiDAR scanner's operating principle and targeted the raw data from the LiDAR sensor, which is known as packet data. Yin et al. [15] focused on this raw packet data and on the LiDAR system's data format. In a previous study [3] , we proposed converting LiDAR packet data into a 2D matrix and then using an existing image compression method to compress the data. Except for image compression method, leaning based method has demonstrated its ability in compression 2D data, even outperform existing methods [16] . Methods based on the use of a recurrent neural network (RNN) [17] can also be used to compress 2D formatted LiDAR data, especially packet data, which is usually irregular when in a 2D format. Instead of converting point cloud data into a 2D format, Hayes also took into account the operating principle behind LiDAR and proposed converting a point cloud into a form that is susceptible to wavelet transformation [18] .
Other compression methods store and compress 3D point cloud data more directly, using tree structures, for example. Gumhold et al. [19] used prediction trees, and Hubo et al. [20] used kd-trees, while Schnabel and Elseberg [21] and Elseberg et al. [22] used octrees, a method which is now widely used in the field of 3D graphics. Kammerl et al. [23] also used octrees to represent the spatial locations of each point, and by using a double-tree structure to calculate the difference (exclusive or) between the octrees of adjacent frames, redundancy within a time series was also reduced for streaming. Kammer's method can be used to control information loss quantitatively and allows the real-time compression of streaming point cloud data. Thanou et al. [24] proposed a method of streaming point cloud data compression which includes a special motion estimation module; here, octrees are used to divide 3D point clouds into many occupied voxels, while the points in each voxel (or leaf) are represented by a weighted, undirected graph.
Reducing temporal redundancy is very important for streaming data compression and is highly related to data format. Using a portion of the frames (key/reference frames) to predict the enclosed frames is usually more efficient than only focusing on adjacent frames [23] for reducing temporal redundancy. Since converting packet data into a 2D matrix is a suitable method for reducing spatial redundancy, the key to reducing temporal redundancy for streaming point cloud compression is figuring out how to use the reference frames to predict the remaining enclosed frames.
Using a video compression method is a logical approach for reducing temporal redundancy [3] , but this is actually not a very good strategy, as we mentioned in Section I. In [25] , we proposed predicting LiDAR frames by simulating LiDAR's operating process, however the high calculation cost involved made this difficult to achieve in real-time.
Point cloud frame prediction is similar to a video frame interpolation task which aims to increase the fps (frames per second) of video data. Most video frame interpolation methods focus on interpolating one frame between each pair of reference frames, and U-net-based approaches have recently achieved the best performance in this area [26] , [27] . To interpolate an arbitrary number of enclosed frames, Jiang et al. [1] proposed using one additional U-net for refining optical flow to each interpolated frame.
Inspired by the work of Jiang et al., in this paper we use two U-nets to interpolate the frames between each pair of reference frames. In addition, we propose the use of preprocessing to further improve performance. By also using an encoder to reduce spatial redundancy, our proposed method can achieve real-time compression of streaming point cloud data, outperforming previously proposed methods [3] , [23] , [25] .
III. OVERVIEW
As mentioned in Section I, to compress streaming point cloud data efficiently, we need to reduce both spatial and temporal redundancy.
To deal with the sparsity and disorder of point cloud data, before further processing, we losslessly convert each frame's raw LiDAR packet data into a 2D matrix before compression. Please refer to Appendix for details.
To reduce temporal redundancy, in subsequent processing we designate a portion of the frames as reference frames and use them to predict the enclosed frames, which is a widely used strategy for streaming data compression. In the following sections, we will refer to the reference frames as I-frames (intra-coded frames) and to the remaining enclosed frames predicted by the reference frames as B-frames (bi-directionally predicted frames), which is a conventional approach for video compression tasks. The number of B frames between each pair of I frames is fixed by parameter n. For example, if n = 3, the input data, in the form of a streaming LiDAR frame sequence, will be formatted as ''IBBBIBBBI. . .''. Fig. 1 shows compression and decompression flowcharts illustrating our proposed method. The whole compression, decompression process can be divided into three parts: (a) interpolation and (b) encoder and (c) decoder.
The (a) Interpolation modules aim at reducing temporal redundancy. Given a pair of I frames, the interpolation module predicts the B frames between them using U-nets. The residual between the predicted B-frames and the true B-frames is then calculated. The interpolation module is the most important module of the process, as the quality of interpolation directly affects the amount of information loss and the storage volume needed after compression. Details are provided in Section IV.
The (b) encoder is used to reduce spatial redundancy between individual frames. In order to retain the information contained in the reference frames as accurately as possible, during coding the I-frames are compressed losslessly, while the residual B-frames are quantized first and then coded. By altering the quantization step, we can tune information loss vs. compression rate. Details are provided in Section V.
During decompression, the (c) decoder can be thought of as carrying out an inverse process to that of the encoder.
IV. INTERPOLATION MODULE A. NETWORK OVERVIEW
Inspired by Jiang et al. [1] , given two I frames I 0 and I 1 , which are 2D matrices of reformatted LiDAR packet data, our proposed method uses two U-nets to infer the enclosed B frames at time t: B t . Here t = 1/n, 2/n, . . . (n − 1)/n.
Utilizing optical flow to interpolate 2D frames is a popular and efficient strategy, so our proposed method also follows this approach. To interpolate the frames between I 0 and I 1 , optical flow F 0→1 (from I 0 to I 1 ) and F 1→0 (from I 1 to I 0 ) should be calculated first. Since U-net has proven its capability for calculating optical flow in many studies [26] , [27] , our proposed method also uses U-net to obtain F 0→1 and F 1→0 , as shown in the blue box in Fig 2. We call this U-net a flow computation network.
Basically, given F 0→1 and F 1→0 , we can linearly approximateF t→1 andF t→0 as follows:
Considering it's better to combine the bi-directional optical flow F 0→1 and F 1→0 to calculate F t→1 and F t→0 , we assume F 0→1 = −F 1→0 , and express equation 1 as follows:
Linearly approximating F t→1 and F t→0 is not sufficient to obtain our desired results however, so following Jiang et al. [1] another U-net is used to refineF t→1 and F t→0 as shown in the red box of Fig 2. We call this U-net a flow interpolation network. The inputs of the interpolation 
Here g(·, ·) is a backward warping function, which is implemented using bilinear interpolation [28] , [29] . In other words, we can approximate B t using g(I 0 ,F t→0 ) or g(I 1 ,F t→1 ).
The outputs of the interpolation network are F t→0 , F t→1 and V t←0 . F t→0 and F t→1 are intermediate optical flow residuals. According to Jiang et al. [1] , it's better to predict these residuals than to directly output the refined optical flow:
V t←0 is a weight matrix used to combine g(I 0 , F t→0 ) and g(I 1 , F t→1 ). As mentioned earlier, in contrast to the pixels in images, our 2D packet data pixels represent distances, which means their values will change in dynamic scenarios. Optical flow alone is not enough to interpolate the enclosed B frames; pixel values also need to be approximated from both g(I 0 , F t→0 ) and g(I 1 , F t→1 ). Assuming that a pixel's value changes linearly between two I frames, we restrict the elements of V t←0 to a range from 0 to 1 and we have:
Finally, we can obtain our interpolated B frameB t :
where Z = (1 − t)V t→0 + tV t→1 is a normalization factor and denotes element-wise multiplication, implying content-aware weighting of the input. U-net consists of an encoder with a decoder. Since pixels may move long distances in driving scenarios, we use a filter with a large kernel size in the first few layers of the encoder to capture this long range motion. VOLUME 7, 2019 C. PRE-PROCESSING Before sending the 2D packet data into the network, we first perform two pre-processing steps. The first step is a data normalization operation and the second step is a padding operation to alleviate the effect of signal loss in the LiDAR scanner.
1) DATA NORMALIZATION
Before sending data into the network, it's important to normalize the data in order to improve the performance of the network. There are many different methods for data normalization. For images, normalizing an RGB color image G into G/255 − 0.5 allows the data to range from 0 to 1 and to be zero-centered, which is a good choice under the hypothesis that all of the colors appear at about the same frequency, on average. LiDAR packet data in a 2D format is very different however, because of the long detection range and high accuracy of LiDAR scanners, which means each pixel's value will have a much larger range of possible values than a color image. For example, most LiDAR scanners manufactured by Velodyne use 2 bytes of data to store the distance information for each point, which means the distance values can range from 0 to 65,535. At the same time, the distribution of distance values is unique and highly dependent on the driving scenario. Generally speaking, today's 3D LiDAR scanners can detect objects over 100 meters away, and even up to 300 meters away, although in real world applications most of the reflection points obtained are 50 meters away or closer. To normalize the data well before training, we randomly choose packet data from 100 frames, calculate the mean µ and create a histogram of the distance values. By setting threshold θ so that 95% of the distance values fall under this value, we can normalize each packet data matrix P by calculating (P − µ)/θ.
2) PADDING
The padding operation described here is an original operation which we propose in this paper for the first time, and is used to facilitate the training of our deep learning network with LiDAR packet data in a 2D format. Signal loss is a big issue when using LiDAR sensors. LiDAR sensors scan the surrounding environment by emitting laser pulses and collecting the reflected signals. Sometimes, because of the angle of the pulse, the material reflecting the pulse or the color of an obstacle, etc., the reflected signal will be so weak that it cannot be analyzed properly and the correct distance cannot be calculated. In such cases, the reflection signal will result in a 0 value. Fig 4 shows an example of this phenomenon.
These signal losses cannot be foreseen, and are equivalent to the random deletion of some of the reflection values, which compromises the data's structure and significantly misleads the network during training. At the same time, it should be noted that not all 0 values are caused by information loss. If there is no obstacle in the path of the laser pulse, the reflection value will also be 0, thus these 0 values are regarded as normal values. 
Algorithm 1 Preprocessing
Step 2: Padding Input: m by n packet data matrix P Output: m by n packet data matrix P 1: for i = 1 to m do 2: for j = 1 to n do 3: if (P(i, j) = 0) then 4: if (j > 1) then 5 : 
end if 12: end for 13: end for 14: return P To alleviate the effect of 0 values caused by signal loss while retaining the normal 0 values, we propose an original padding operation to estimate the lost signals:
As a result, the normal 0 values, which are usually densely concentrated and generate 0 value zones, are mostly retained since our padding technique only alters the first column of a 0 value zone and retains the rest of the 0 values. However, for 0 values caused by signal loss, which usually appear sporadically, our padding operation results in a reasonable, estimated value, namely P(i, j − 1), which is the value of the previous reflected emission from the same laser emitter. Note that during training we pad both the I frames and B frames (as ground truth), while during compression we only pad the I frames when predicting the B frames.
This padding operation can significantly accelerate network convergence during training and lead to better compression performance, as will be described in Section VI-D. Up to three steps are used during quantization, depending on the size of the absolute difference value. After quantization, original data ranging from −13000 to 13000 cm are mapped to continuous integers ranging from −4000/α to 4000/α. Parameter α controls the range after quantization and can also be used to tune the compression ratio and loss.
V. CODING MODULE
During coding, the 2D matrix of I frames I 0 , I 1 derived from LIDAR packet data, and the residual R t betweenB t and B t , are quantized and coded. Matrix I 0 , I 1 is then losslessly compressed using a JPEG based compression method as described in detail in a previous study [3] .
To encode residual R t , we quantize each pixel in R t as shown in Fig. 5 and then JPEG-LS [30] is used to encode the quantized values, allowing spatial redundancy to be further reduced. Thus, after interpolating B frames from I frames to reduce temporal redundancy, and utilizing the 2D characteristics of the raw scanner data to reduce spatial redundancy, compressed streaming point cloud data is obtained.
VI. EVALUATION A. TRAINING & TEST DATA
To train our network, we used 55,961 frames of point cloud data as training data, consisting of 10 Hz driving data from various areas of Japan, which included different situations such as urban roads, highways, etc. All of the point cloud data was collected by Velodyne HDL-64ES2 or S3 sensors, and is from the TierIV open dataset https://rosbag.tier4.jp/.
In order to evaluate the performance of the proposed compression method and compare it with other methods, the use of an open dataset is highly desirable. Some point cloud compression methods employ the fr1/room dataset [31] , while in the autonomous driving domain the KITTI dataset [32] is often used. Unfortunately, the KITTI dataset does not provide the raw LiDAR packet data which our proposed method requires to function. Therefore, we used our own test data, obtained using a Velodyne HDL-64E S2 sensor, for our comparative evaluation, which can be downloaded here: https://drive.google.com/drive/u/0/folders/1qUG_ kEqfoT3oCOIMHI0FOktY8Nk9hC3b. The data contains three, one-minute sets of driving data representing three different driving scenarios; exiting a parking lot, driving in a residential area and driving on a major urban road.
B. IMPLEMENTATION
In our interpolation module, we set parameter n to n = 3, which means we are interpolating three B frames between each pair of I frames. During training, our loss function l r represents the L1 loss between the interpolated B frames and true B frames:
In the coding module, we use parameter α = ( 3 4 ) i i ∈ [0, 1, 2, . . . , 11] to tune the trade-off between compression rate vs. information loss
C. VISUALIZATION OF INTERPOLATION RESULTS
In contrast to video interpolation tasks, which usually interpolate frames over a very short period, such as 1/30th or 1/60th of a second, our interpolation covers a much longer time period (1/n second), or 1/3 of a second in this case. As mentioned in the introduction, we do not expect our proposed method to perfectly predict LiDAR B frames.
In Fig 6 (b) , we stack the point clouds of a set of predicted B frames with the point clouds of the corresponding I frames and visualize them. Since all of the frames use the LiDAR apparatus as the origin point of their coordinates, when the vehicle moves, in our visualizations the static environment moves inversely, but the center of our figure (i.e., the location of the LiDAR unit) remains static. By comparing the point clouds of the predicted B frames 6 (b) with point clouds of the true B frames 6 (a), we can see that our interpolation network efficiently predicted most of the reflected points from the ground and key parts of the static environment, such as the points in dotted line box (1) . This indicates that our interpolation network was able to accurately predict motion in the B frames between each pair of I frames. Our interpolation network can also predict the motion of dynamic objects, such as the vehicle in dotted line box (2), which is relatively static in relation to our LiDAR unit, and the motion of the vehicle in dotted line box (3), which is moving in relation to the ego vehicle. In some regions we can see that our interpolation network failed and lost some detail, for example the vehicle in dotted line box (4) .
By storing these information losses, i.e., the residuals between the predicted and true B frames, in the encoder module, we can obtain accurate decompression output as 6 (c) shows.
To examine the performance of our interpolation method in more detail, Fig 7 visualizes the point cloud of a single predicted B frame and compares it with its corresponding true B frame.
As we mentioned earlier, our U-net based interpolation method can predict quite well most of the important details from the pairs of surrounding point cloud reference frames, such as reflections from the ground, other vehicles and walls. Note also that even some irregular textures can be predicted, such as the points in the red boxes. However, our interpolation method was unable to accurately predict objects in vacant spaces, such as those shown in purple ellipses. These blank areas correspond to large gaps between the values of adjacent VOLUME 7, 2019 pixels in the 2D packet data matrix. Sometimes, in these types of areas, our interpolation network does not predict the motion (optical flow) of pixels well, which leads to incorrect pixel (i.e., distance) values. This is also the reason why we could not accurately predict the motion of the vehicle in dotted line box (4) in Fig 6. One more thing which needs to be noted is that the points in the orange box at the center of Fig 7 (b) , which form a circle, are 0 value reflections after calibration. Because of the padding operation we performed during pre-processing, in predicted B frame (a) we do not have this ''circle'', and instead these points from 0 value reflections are possibly distributed at their correct locations.
D. COMPARISON OF PROPOSED METHOD WITH OTHER COMPRESSION METHODS
In this section, we compare our proposed method with other streaming point cloud compression methods. Our previously proposed MPEG [3] and SLAM [25] based compression methods also utilized LiDAR packet data to reduce spatial redundancy, but in those studies we used a completely different strategy to reduce temporal redundancy. The octree compression method [23] uses a double octree to deal with spatial and temporal redundancy in point cloud data, and is probably the most popular generic point cloud compression method.
In our comparison, we mainly considered two technical indexes used to evaluate the performance of compression methods: 1) processing time, and 2) bitrate (volume after compression) vs. information loss.
Processing time is an important metric when evaluating a compression method. In our method, interpolation module, which is essentially a stack of convolutional layer, costs most computation. Its time complexity is:
Here l is the index of a convolutional layer, and d is the depth (number of convolutional layers). n l is the number of filters (also known as ''width'') in the l-th layer. n l−1 is also known as the number of input channels of the l-th layer. s l is the spatial size (length) of the filter. m l is the spatial size of the output feature map [33] .
Take point cloud from velodyne HDL-64ES2 sensor, which contains 133,632 points one scan, for example. Using an Intel Core i7-7820X CPU with a GeForce GTX 1080 GPU (used only for U-net processing), on average the MPEG based compression method took 2.215 seconds of processing time to compress one frame, while the SLAM based method needed 3.624 seconds per frame. Considering that point cloud data from LiDAR scanners is usually collected at 10 Hz, only our U-net based compression method (0.089 seconds per frame) and octree compression (0.0241 seconds per frame) can be implemented in real time, which is a major advantage.
To quantitatively evaluate the compression performance of various approaches, we use bits per point (bpp) to measure data volume after compression and Symmetric Nearest Neighbor Root Mean Squared Error (SNNRMSE) to measure information loss after decompression.
SNNRMSE is the conventional criterion used to quantify the difference between two point cloud frames [11] . Given two point cloud frames P and Q, for each point p in P find the closest point q in Q (in Euclidean distance), where q is defined as q = NN(p, Q).
Here |P| represents the number of points in P. Then:
By considering both RMSE NN (P, Q) and RMSE NN (Q, P), RMSE SNN (P, Q) can be calculated as follows:
The original point cloud required 192 bpp. For both bpp and SNNRMSE, the smaller the value the better. Fig 8 shows bpp vs. SNNRMSE for various compression methods. When comparing our proposed method without padding (grey dotted line) with octree, SLAM based and MPEG based compression methods, our method achieved the best performance within a certain range, for example from 2 bpp to 4.5 bpp in the parking lot scenario.
However, thanks to our innovative padding operation during pre-processing, the performance of our proposed method is greatly improved. Our proposed approach with padding (black line) performs much better that the octree and SLAM based compression methods, except when very low SNNRMSE is required (around 2 cm). Fortunately, as a lossy compression, we usually can bear much more than this level. In fact, 2 cm is the sensor accuracy limit of the LiDAR scanner used in the experiment. The MPEG based method sacrifices accuracy for high compression. Even so, our proposed method (black line) achieves a lower bitrate at around 10 to 12 cm SNNRMSE. In addition, the proposed method can provide more accurate data after decompression, which is more useful in our experience, because when SNNRMSE is over 10 cm, the decompressed data is already obviously different visually from the original.
VII. CONCLUSION
In this paper, we proposed a deep learning-based, streaming point cloud compression method which can be performed in real time. By using u-nets and pre-processing, we demonstrated that we can efficiently reduce temporal redundancy. Spatial redundancy was also reduced by reformatting raw LiDAR packet data into a 2D matrix and using JPEG-LS for data encoding. Our experimental comparison with other streaming point cloud compression methods, such as octree [23] , MPEG [3] and SLAM [25] based methods, showed that our proposed compression method can achieve a greater compression rate with less information loss. Arranging raw packet data into a 2D matrix. Each row corresponds to one laser ID, and each column corresponds to one emission. The value of each pixel represents distance information.
FIGURE 10.
Visualization of raw packet data in an image-like format. A pixel's grayscale value from black to white represents a distance from 0 to 13,000 cm. Noted that without calibration, we could not understand the raw data the way we can understand a depth map.
APPENDIX POTENTIAL 2D CHARACTERISTICS OF POINT CLOUD DATA COLLECTED BY LiDAR SCANNERS
Each point in a set of point cloud data is represented by x, y, and z coordinates. However, raw packet data represents each point using a distance value, a rotation angle and a laser ID. Rotation angle here means yaw angle of LiDAR and all of a particular laser's emissions occur at the same yaw angle once without taking calibration into consideration. Laser ID here represents pitch angle information. In LiDAR systems, every laser sensor is fixed at a specific location and angle, so that if the laser ID is known we can easily determine the pitch angle of the beam. In other words, raw packet data can be roughly thought as a kind of polar-coordinate-like representation of 3D point cloud. After a calibration process f (R) = P, which uses a calibration file to correct angle, distance and starting locations, raw packet data R can be converted into a point cloud P in real-time.
By arranging raw packet data into a 2D matrix as shown in Fig. 9 , the information can be stored losslessly within a 2D matrix. Fig. 10 shows an example of an image created using this type of raw packet data. Laser ID information is represented by row number i; while information about the rotation angle, which corresponds to column j, could be coded into a few bits of data because, generally, the difference between adjacent rotation angles is uniform. As a result, by using run length coding all of the rotation angle information can be efficiently captured. These potential 2D characteristics of point clouds are in fact based on LiDAR's own operating principle.
We need to store three elements, x, y and z coordinates, for each point in a point cloud, but when utilizing the data in this image-like format, for the most part we only need one element, distance from the scanner to the detected point. Thus, the 2D format is itself already a kind of data compression.
