In the first part of the paper we show that the space of polynomials of degree n − 1 is the unique n-dimensional Tchebycheff subspace of polynomials. We also define a generalization of Tchebycheff spaces: "Ideal complements" and demonstrate their uniqueness.
we will show that the space of complex polynomials of degree at most n − 1 is unique Tchebycheff subspace of polynomials. We also introduce a new definition of "an ideal complement" which is formally stronger then that of a Tchebycheff and Extended Tchebycheff subspace and study the form and uniqueness of ideal complements.
In the second part we discuss various generalizations of Tchebycheff subspaces and ideal complements in several variables. In section 2.1 we introduce "minimal k-interpolating spaces" as a generalization of the notion of Tchebycheff spaces and "minimal k-ideal complements". We investigate the dimension of these spaces. In section 2.2 we introduce another possible generalization of Tchebycheff subspaces and ideal complements in several variables: namely "minimal family of k-interpolating spaces" and "minimal family of k-ideal complements". While the investigation in section 2.1 has a distinct topological nature, the methods used in this section 2.2 are mostly of combinatorial type. Unlike the Tchebycheff spaces, their analogs in several variables have not received much attention in the literature. Therefore it is not surprising, that the ratio of the number of theorems to open problems in this part is rather small.
Going back to my early years, I was convinced that the only obstacle in generalizing results in one variable is unbearable notations in several. By now I know better. Yet the original hindrance remains. Given survey stile of this article, I will take a "poetic license" not to dwell on self-evident notations, hence saving trees and not trying the patience of a reader. For the same reason, I will customarily give the simple proofs of a theorem and refer to an original article for more complicated ones. As the wise man said: "a simple example explains the situation much better".
Interpolating Spaces in One Variable
All that being said, here are some notations:
Let F either be the field of real or that of the complex numbers and F[x] be the ring of polynomials with coefficients in F. As such, F[x] is a linear space over the field F. We use F <n [x] to denote the space of polynomials of degree less than n; i.e.
is called Tchebycheff (cf. [13] , [14] ) if f ∈ V and f (x j ) = 0; j = 1, ..., n for a distinct set of points ∆ := {x 1 , x 2 , ..., x n } ⊂ F implies f = 0. That is every non-zero f ∈ V has at most n distinct zeroes. Equivalently (cf. [13] , [14] 
is Tchebycheff if and only if it is interpolating:
For any distinct set of points ∆ := {x 1 , x 2 , ..., x n } ⊂ F and any set of values a 1 , a 2 , ..., a n ∈ F there exists unique function f ∈ V such that f (x j ) = a j .
Hence an n-dimensional space V ⊂ F[x] is Tchebycheff if and only if for any distinct set of points ∆ := {x 1 , x 2 , ..., x n } ⊂ F , the space V is complemented to an ideal
That is
for any ∆ ⊂ F with cardinality #∆ = n.
is called an Extended Tchebycheff space (cf. [14] , [15] ) if every non-zero f ∈ V has at most n zeroes, counting multiplicity.
Equivalently (cf. [13] 
is Extended Tchebycheff if and only if it is Hermite interpolating:
For any distinct set of m ≤ n points ∆ := {x 1 , x 2 , ..., x m } ⊂ F , any set of integers N(m, n) = {n 1 , ...n m } with m j=1 (n j − 1) = n and any set of n values {a
where
is Extended Tchebycheff if and only if for any distinct set of m ≤ n points ∆ :
That is
The reformulations (1.1) and (1.2) of the definitions of Tchebycheff and Extended Tchebycheff spaces motivates the definition of Ideal Complements as the n-dimensional spaces V ⊂ F[x] which are complemented to every ideal
Let J be the set of all ideals in F[x] and let J n ⊂ J be the set of all ideals of codimension n.
for every ideal J ∈ J n Clearly every ideal complement is an Extended Tchebycheff space and every Extended Tchebycheff space is Tchebycheff.
Since 
In particular
In particular every ideal J ∈ J is of finite codimension.
Proof.
If p is a polynomial of degree n, then every non-zero polynomial in pF [x] has degree at least n. Hence
can be written as f = pq + r with deg r < n. That proves the first part of the theorem. It also shows that pF [x] is an ideal of codimension n. To verify the rest of 2), assume that J ∈ J n . Then there exists a polynomial q such that J = qF [x] . If deg q = n then, by part 1), codimJ = n which gives the contradiction.
The last theorem shows that F <n [x] is an ideal complement. In particular
is an Extended Tchebycheff space. Of course this is nothing new, except that the division algorithm used in the proof of the Theorem did not employ any determinants or complicated construction of basic polynomials!
In the next section we show C <n [x] is the unique n-dimensional Tchebycheff subspace in C[x] and therefore it is the unique ideal complement in C[x]. In particular, Tchebycheff spaces, Extended Tchebycheff spaces and ideal complements coincide.
In section 3, we show that for n > 1 the space R <n [x] is the unique ideal complement in R[x] but not a unique Tchebycheff or Extended Tchebycheff subspace.
Complex Case
We start with the quick corollary of Theorem 1.2:
For the Tchebycheff spaces we have:
hence f has at most n − 1 zeroes: ξ 1 , ..., ξ k with k < n. Once again, since V is Tchebycheff, there exists a polynomial g ∈ V , such that g(ξ j ) = 1 for all j = 1, ..., k. Hence f and g are relative primes and ( f g ) is different from 0. For every c ∈ C, consider a new polynomial q(c, x) = f (x) − cg(x). We now claim that for all, but a finite many values of c ∈ C, the polynomial q(c, x) has only simple zeroes. Indeed let ζ 1 , ..., ζ N be all the zeroes of the polynomial fg − gf and assume that
Since f and g are relative primes, hence g(x 0 ) = 0. From the first of the equations above, we obtain c = f (x0) g(x0) and substituting it into the second equation, we have f (x 0 )g (x 0 ) − g(x 0 )f (x 0 ) = 0, which contradicts (1.5).
Corollary 1.5 The space
V = C <n [x] is the unique n-dimensional Extended Tchebycheff subspace of C[x].
Real Case
Real ideal complements have almost the same description as complex ideal complements. Proof. Let n > 1 and let ξ 1 , ..., ξ n be distinct points in R. Since V is an ideal complement, in particular it is a Tchebycheff subspace. Hence there are n polynomials p 1 , ..., p n ∈ V such that p k (ξ j ) = δ j,k . These polynomials are linearly independent and thus span the space V . If max{deg p : p ∈ V } ≥ n then at least one of the polynomials, say p 1 has degree greater then n − 1. Since p 1 has a linear factor, it follows that p 1 has a factor of degree n and hence V is not an ideal complement. The case n = 1 is trivial. This is clearly true for n = 1. Unfortunately this is not so for n > 1. Indeed here is a counterexample:
Theorem 1.6 Let
We have
which is equal to zero if and only if x = a. Hence V is a Tchebycheff space that is not of the form (1.6).
Furthermore
Hence the Tchebycheff space V defined by (1.7) is not an Extended Tchebycheff space.
On the other hand the space
is an Extended Tchebycheff space. Indeed 
Problem 1.9 What is the general form of Tchebycheff spaces in R[x]? What is the general form of Extended Tchebycheff spaces in R[x]?
Now suppose that 1 ∈ V and V is a Tchebycheff space. Does that imply that
For n = 2 it is so. Indeed if V = span{1, s(x)} then s is strictly monotone and hence an injection. Our next example shows that (1.8) fails for n = 3:
Hence span{1, x, x 4 } is a Tchebycheff space that is not an ideal complement.
Interpolation Systems in Several Variables.
Let If an ideal J ⊂ F is generated by polynomials f 1 , f 2 ..., f n , we use the standard notation:
Let, once again, J n denotes the family of ideals of codimension n. For ideal J ∈ J n , the set Z(J) is finite and moreover
It is well known (cf. [9] ) that an ideal J ∈ J n is radical if and only if #Z(J) = n.
In several variables there are no Tchebycheff subspaces and therefore there are no ideal complements. For the real field this follows from extremely cute "Mairhuber argument (cf [15] )": 
for any ∆. As we rotate the diameter, the points x 1 and x 2 switch positions and hence D(∆) changes sign. By the intermediate value theorem, there exists a pair x 1 , x 2 such that D(∆) = 0; hence V is not interpolating at these points.
In the absence of an intermediate value theorem, the complex case utilizes different tools. Since this article deals with polynomials, we present an argument based on the attributes from Algebraic Geometry:
Let
Since Z is the set of solutions of one equation D(∆) = 0 in C nd , hence Z is an algebraic variety of codimension one, thus dim Z = nd − 1. Each U j,k is the zero locus of d equations: x j = x k , and hence it is a variety of codimension d. We conclude that for d > 1:
Hence there exists an n-tuple ( x 1 , x 2 , x 3 , ..., x n ) ∈ Z which is not in U . Thus the equation
has a solution for some set ∆ of distinct points in C d , which implies that V is not a Tchebycheff space. In the absence of Tchebycheff Spaces in several variables, we have to give something up. We propose two possible analogues of Tchebycheff spaces.
Interpolating Spaces
and only if V is Tchebycheff. As we mentioned earlier for d > 1 Tchebycheff spaces do not exist. The k-interpolating spaces do exist. That means that we give up uniqueness of the interpolating function f ∈ V but still insist on the existence of one. However we do not want to abandon uniqueness all together. One way of doing so is to ask for a k-interpolating space of minimal dimension. Therefore the problem in several variables can be reformulated as follows:
Problem 2.2 What is the minimal dimension of k-interpolating spaces in F[x]? What are the k-interpolating subspaces of F[x] of minimal dimension.
Just as in the last section, we can observe that a space V is k-interpolating if and only if for every radical ideal J ∈ F[x] of codimension k there exists a subspace E ⊂ V such that
Hence it seems natural to extend this definition to all ideals.
Once again we have the problem:
Problem 2.4 What is the minimal dimension of a k−ideal complement? What are the k-ideal complements of minimal dimension? Are the minimal k-ideal complements unique? Do the minimal k-ideal complements coincide with the minimal k-interpolating spaces.
There are some results ( cf. [8] , [22] , [23] , [24] , [25] ) concerning the minimal dimension of k-interpolating subspaces in R[x] . The most stunning of these is due to F. Cohen and D. Handel [8] (cf. also [24] ):
where η(k) is the number of 1's in the binary representation of the integer n.
In fact for k = 3 the value a(3) = 4 as the "unnatural" appearance of η(k) in the lower bound would predict (cf [22] (5) is not known. The span of the first 2k − 1 harmonic polynomials always forms a k-interpolating subspace in R[x, y]. For d > 2, the only reasonable bound known to me (cf. [22] , [23] 
As far as I know there are no results on minimal k-dimensional interpolating subspaces in the complex case. The ideal complements of minimal dimension have not been studied in either field.
It follows from the Theorem 2.9 mentioned in the next section, that the space
Now the standard transversality argument (cf. [21] , [23] ) gives us a better estimate:
Interpolating Families in Several Variables.
As we mentioned in the previous section, the four-dimensional space spanned by polynomials {1, x, y, This consideration prompts the following definition:
With these definitions come apparent open questions:
Problem 2.8 What is the minimal number of subspaces in a family of k−ideal complements? What is the minimal number of subspaces in a k−interpolating family?
The next theorem was first proved in [11] . The introduction of Groebner bases, made it a simple theorem (cf [3] ):
spanned by monomials, such that
A moment of reflection on D-invariance and monomial nature of this space leads to the conclusion that every such space is a subspace of F <n [x] and since there are only finitely many monomials in F <n [x] , hence there are only finitely many such spaces.
Case 1: There exists a non-constant polynomial p ∈ C[x, y] and polynomials
This is an infinite set and hence contains three distinct points (x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ) ∈ Z.
Next consider the ideal J := {f ∈ C[x, y] : f (x j , y j ) = 0, j = 1, 2, 3}.
Clearly, J is a radical ideal in J 3 . Since for k = 1, 2 we have f k (x j , y j ) = 0 and since J is a radical, this implies that f k ∈ J and hence f k ∈ V k ∩ J = {0}. In particular, neither V 1 nor V 2 complement J and {V 1 , V 2 } is not a k-ideal family. Case 2.: Suppose that N := max deg{f : f ∈ V 1 } · max deg{f : f ∈ V 2 } ≥ 3.
Let f k ∈ V k be any polynomials, such that
then (by Case 1) they do not contain a common non-zero factor. By Bezout's Theorem (cf. [9] ), there exist N ≥ 3 solutions (counting multiplicity) to the set of equations f k (x, y) = 0, k = 1, 2.
Hence, once again, there exist an ideal J ∈ J 3 such that f k ∈ V k ∩ J = {0}. Case 3. The last remaining case is the case, when V 1 consists of polynomials of degree one and V 2 consists of polynomials of degree two and does not contain any non-constant linear polynomial. Since dim V k = 3, hence V 1 = span{1, x, y} and V 2 is spanned by three quadratic polynomials and does not contain a nonconstant linear function. We claim that at least one polynomial in V 2 has a linear factor, thus reducing this case to Case 1. Indeed, suppose that V 2 is spanned by quadratic polynomials {f j (x, y), j = 1, 2, 3}. Consider the polynomial
This is a quadratic polynomial with three coefficients that depend on five parameters: A, B, a j . Setting these coefficients to zero, we obtain three equations in five unknowns, which clearly have a solution in C. Thus the polynomial 
