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ABSTRACT
The Southern Ocean’s Antarctic Circumpolar Current (ACC) and meridional overturning circulation
(MOC) response to increasing zonal wind stress is, for the first time, analyzed in a high-resolution (0.18 ocean
and 0.258 atmosphere), fully coupled global climate simulation using the Community Earth System Model.
Results from a 20-yr wind perturbation experiment, where the Southern Hemisphere zonal wind stress is
increased by 50% south of 308S, show only marginal changes in the mean ACC transport through Drake
Passage—an increase of 6% [136–144 Sverdrups (Sv; 1 Sv [ 106m3 s21)] in the perturbation experiment
compared with the control. However, the upper and lower circulation cells of theMOC do change. The lower
cell is more affected than the upper cell with a maximum increase of 64% versus 39%, respectively. Changes
in the MOC are directly linked to changes in water mass transformation from shifting surface isopycnals and
sea ice melt, giving rise to changes in surface buoyancy forcing. The increase in transport of the lower cell
leads to upwelling of warm and salty Circumpolar DeepWater and subsequent melting of sea ice surrounding
Antarctica. The MOC is commonly supposed to be the sum of two opposing components: a wind- and
transient-eddy overturning cell. Here, the transient-eddy overturning is virtually unchanged and consistent
with a large-scale cancellation of localized regions of both enhancement and suppression of eddy kinetic
energy along the mean path of the ACC. However, decomposing the time-mean overturning into a time- and
zonal-mean component and a standing-eddy component reveals partial compensation between wind-driven
and standing-eddy components of the circulation.
1. Introduction
It is currently estimated that more than 40% of the
oceanic uptake of anthropogenic CO2 takes place south
of 408S (Sallée et al. 2012), and mesoscale eddies play an
important role in the uptake (Gnanadesikan et al. 2015).
The oceanic uptake over the Southern Ocean is largely
governed by the strength of the meridional overturning
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circulation (MOC) and the location of outcropping
isopycnals at the surface (Marshall and Speer 2012;
Morrison et al. 2015). Over the past 50 years, Southern
Ocean winds have been increasing at a steady rate and
have shifted poleward in response to anthropogenic
forcing from the Antarctic ozone hole in the lower
stratosphere and global climate change (Thompson
et al. 2011). Recent work from paleo records suggests
that the SouthernOceanwinds have beenweaker in past
climates because of an equatorward shift of the polar
Westerlies (Toggweiler 2009) and are currently the
strongest they have been in the past 1000 years (Abram
et al. 2014). Understanding how the strength of the
Antarctic Circumpolar Current (ACC) and MOC re-
spond to changing winds is fundamental to un-
derstanding global climate change.
The ACC and MOC response to changing surface
wind and buoyancy forcing hinges on the response by
mesoscale eddies. One hypothesis is that there will be
zero change in ACC transport with increasing winds.
The paradigm is that as winds increase, the ACC
transport remains roughly constant, because wind-
forced steepening of isopycnals will quickly be brought
back to their original state. This is accomplished by
downgradient eddy buoyancy fluxes, generated via
baroclinic instability, that draw on the excess available
potential energy imparted by the increase in zonal wind
stress. Interfacial form stress, which is proportional to
the eddy buoyancy fluxes, then transfers this excess
wind-driven momentum to the sea floor where it is
balanced by bottom form drag (Ward and Hogg 2011).
The near independence of the ACC transport (usually
through Drake Passage) to changes in the Southern
Hemisphere wind stress is commonly referred to as
‘‘eddy saturation’’ (Straub 1993; Munday et al. 2013).
Eddy saturation is becoming more widely accepted as
limited observations (Firing et al. 2011; Chidichimo
et al. 2014; Böning et al. 2008) and modeling efforts
(Farneti et al. 2015) see only small trends in ACC
transport over multiple decades of increased wind
forcing.
It is less clear how the Southern Ocean’s zonally in-
tegrated meridional circulation responds to changing
winds. Theories suggest that the Southern Ocean MOC
is the small residual of a near cancelation of two op-
posing meridional circulation cells; a clockwise (looking
west) wind-driven circulation in the density-latitude
plane (equatorward at the surface and poleward at
depth) known as the ‘‘Deacon cell’’ and an eddy-driven
cell of opposite sense (Johnson and Bryden 1989;
Marshall and Radko 2003). The near independence of
theMOC to changes in wind stress is referred to as ‘‘eddy
compensation’’ because any changes to the wind-driven
Deacon cell will be compensated by the eddy-driven
circulation. Crucially, any changes in the MOC must be
consistent with surface buoyancy modifications, and thus
water mass transformation, related to changes in the
wind field.
The degree of eddy compensation presently taking
place in the Southern Ocean is unknown, but there is
observational evidence from satellite altimetry that
surface eddy kinetic energy (EKE) has increased in re-
cent decades (Meredith and Hogg 2006; Hogg et al.
2015). Oceanic observations are too sparse to make a
direct diagnosis of the MOC so that there is no ‘‘true’’
estimate for models to use as a benchmark. Estimates of
the MOC from models that most realistically represent
the ocean are instead used as a ‘‘true’’ depiction of the
MOC. Recent work by Farneti et al. (2015) and Downes
and Hogg (2013) show that there is considerable spread
in the strength of the MOC across coarse-resolution (18)
models forced with the Coordinated Ocean-Ice Refer-
ence Experiment, phase 2 (CORE-II), winds (Large and
Yeager 2009) and among coupled climate models, re-
spectively. Climate models rely on an accurate param-
eterization of mesoscale eddies, which are not routinely
resolved in climate models (Gent andMcWilliams 1990,
hereinafter GM). Idealized studies show that the MOC
response is more sensitive to model resolution than is
the ACC transport (Stewart et al. 2014; Morrison and
Hogg 2013).
To address how the MOC will respond to changing
winds, a wide range of model experiments have been
performed from idealized eddy-resolving zonally re-
entrant channels to more realistic coarse-resolution
global circulation models. Gent (2016) provides an ex-
tensive review of the effects of Southern Hemisphere
wind changes on the MOC in ocean models. Idealized
studies that are eddy resolving show that there is partial
eddy compensation, but results are sensitive to surface
boundary conditions (Abernathey et al. 2011;Wolfe and
Cessi 2010). Gent and Danabasoglu (2011, hereinafter
GD11) show that in a realistic coupled climate model,
eddy compensation is achieved if the GM eddy co-
efficient is allowed to vary in space and time in response
to changes in stratification, which is consistent with
idealized studies where EKE increases with winds
(Abernathey et al. 2011; Morrison and Hogg 2013). The
highest-resolution simulations to date to investigate
MOC changes due to wind forcing are a Southern
Hemispheric eddy-permitting model (1/68; Hallberg and
Gnanadesikan 2006) and a global eddy-permitting (1/48)
simulation (Treguier et al. 2010). However, both models
are uncoupled to the atmosphere and representation of
Southern Ocean mesoscale eddies might be under-
resolved, because the first baroclinic deformation
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radius, which is the characteristic spatial length scale of
mesoscale eddies and ranges from 6 to 25km in the
Southern Ocean (Smith 2007), requires higher than 1/68
resolution south of 308S (Hallberg 2013).
To overcome uncertainty regarding the parameteri-
zation and resolution of mesoscale eddies, this study
examines the ACC transport and MOC response to
changing winds in a new, high-resolution version of the
Community Earth System Model (CESM). The experi-
ment is conducted with a fully coupled configuration of
CESM with an eddy-resolving (0.18) ocean component
and high-resolution (0.258) atmosphere, which also in-
cludes sea ice and land components at the same reso-
lution as the ocean and atmosphere, respectively. The
increase in resolution compared to a standard CESM
simulation at coarse resolution (18 ocean and atmo-
sphere) can be seen from snapshots of sea surface tem-
perature (SST) and sea surface height (SSH) in Fig. 1.
When mesoscale eddies are explicitly resolved, there is
more filamentary structure and closed contours of SSH.
With this high-resolution version of CESM, we test
the ideas of eddy saturation and eddy compensation by
running a 20-yr wind perturbation (WP) experiment in
which the zonal wind stress in the Southern Ocean south
of 308S is increased by 50%, the same as the perturbation
experiment PERT1 in GD11. This is the highest-
resolution simulation brought to bear on this problem
to date. A challenge of interpreting our results is that a
20-yr perturbation experiment will not have equili-
brated in the deep ocean. Other modeling efforts at
eddy-permitting resolution (0.258) have experienced
considerable model drift (Treguier et al. 2010). The
emphasis of this study is on the transient response of the
upper part of the ACC. However, the deeper ACC
comes into play through the momentum budget. With
this experiment being the first of its kind at this resolu-
tion, it is expected that these caveats will be refined over
time. Model drift will be discussed further in the model
description section.
One of the interesting results of this study is that
standing eddies play the dominant role in the response of
the MOC to increasing winds compared to transient
eddies. Standing eddies were recognized as a major
contributor to meridional fluxes in the Southern Ocean
by early studies (de Szoeke and Levine 1981; Treguier
and McWilliams 1990; Wolff et al. 1991). However,
popular theoretical models of the ACC are framed in
terms of a ‘‘streamwise average,’’ which follows the me-
anders of the time-mean current, effectively eliminating
the standing component and leaving a balance between a
wind-driven Ekman component and a transient-eddy
component (Marshall et al. 1993; Marshall and Radko
2003; Nikurashin and Vallis 2012). Recent studies have
reemphasized the importance of standing eddies for the
time-meanmeridional flux of heat in the SouthernOcean
(Volkov et al. 2010; Bryan et al. 2014) and in the response
to wind perturbations (Dufour et al. 2012; Viebahn and
Eden 2012; Zika et al. 2013b; Thompson and Garabato
2014; Abernathey and Cessi 2014).
Finally, we show that differences in surface buoyancy
flux are closely tied to changes in the MOC. For exam-
ple, increased upwelling of cold water can lead to cooler
SSTs and consequently a decrease in latent and sensible
heat fluxes. As described in the theoretical model of
Marshall and Radko (2003), the net upwelling and
subduction in and out of the surface layer must be bal-
anced by diabatic processes (air–sea fluxes and mixing)
within the surface layer. In an idealized, ocean-only,
eddy-resolving model, Abernathey et al. (2011) showed
how wind perturbation experiments could lead to dif-
ferent MOC changes depending on the details of the
surface buoyancy boundary conditions. Only a coupled
climate model, such as the one examined here, can hope
to represent the full range of feedbacks that govern the
FIG. 1. Snapshots of austral winter SST and SSH in (left) low- (18) and (right) high-resolution (0.18) CESM. Color
contours are SST [contour interval (ci) 5 28C] and black contours are SSH (ci 5 25 cm).
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changes in SST, surface buoyancy flux, and MOC in
response to a wind perturbation. In section 6, we ex-
amine the connection between changes in surface
buoyancy flux and changes in overturning through the
lens of water mass transformation.
The paper is organized as follows. In section 2 the
MOC and its constituents are defined. In section 3 the
control and WP experiments using high-resolution
CESM are described. Section 4 shows the results of
the ACC transport and MOC response in the WP ex-
periment compared to the control simulation. Section 5
discusses the importance of the standing component of
the mean overturning circulation in the MOC balance.
Section 6 makes the connection between water mass
modification and changes in the MOC. Last, section 7
contains a discussion and the conclusions of our results.
2. Meridional overturning circulation
The Southern Ocean MOC in depth space, referred to
here as the Eulerian-mean MOC, is calculated by in-
tegrating the meridional velocity y zonally and vertically:
c(y, z)5
þ ð0
z
y dz0 dx , (1)
where x and z are the zonal and vertical coordinates,
respectively. The overbar indicates a time average,
( )
–
[ (1/t)
Ð t
0( ) dt, where t is the averaging period. This
representation of the MOC is largely made up of the
wind-driven Ekman circulation that is well known as the
Deacon cell. It was later realized by Döös and Webb
(1994) that the Deacon cell vanishes when the MOC is
calculated vertically in density rather than depth space.
The overturning circulation calculated in density space
better represents water mass transport, which is largely
along isopycnals in the ACC interior and consistent with
the net overturning resulting from two opposing mech-
anisms: the wind-driven circulation of the Deacon cell
and the eddy-driven circulation. The MOC is defined as
c
moc
(y,s)5
þ ðss
s
yh ds0 dx , (2)
where h(x, y, s, t)[2›~z/›s is the thickness of iso-
pycnal layers, ~z is the depth of isopycnal surfaces, and ss
is the density value at the surface. The variable s is
potential density, and in practice s2 (potential density
referenced to 2000m depth) is used to calculate the
MOC since its vertical structure tends to have mono-
tonic profiles and is a good representation of the MOC
calculated in neutral density classes (Lee and Coward
2003). As mentioned above, cmoc can be thought of as
consisting of two opposing cells between the wind-
driven overturning circulation c and transient-eddy-
induced overturning circulation c*:
c
moc
(y,s)5c1c*. (3)
The time-mean overturning circulation in isopycnal co-
ordinates is defined as
c(y,s)5
þ ðss
s
y h ds0 dx , (4)
where h(x, y, s) is the time-mean thickness of isopycnal
layers. The transient-eddy-induced overturning circula-
tion is then given by the difference between the MOC
and time-mean streamfunctions as
c*(y,s)5c
moc
2c5
þ ðss
s
y0h0 ds0 dx , (5)
where the prime indicates a deviation from the timemean.
3. Model
a. Control experiment
The model used in this study is a high-resolution
version of the CESM (Hurrell et al. 2013), a new-
generation climate system model that is the successor
to the Community Climate System Model, version 4
(CCSM4; Gent et al. 2011). Details of the simulation
examined are summarized below, but for a more in-
depth description, see Small et al. (2014). The model
configuration includes the Community Atmosphere
Model, version 5 (CAM5), with a spectral element dy-
namical core; Community Ice Code, version 4 (Hunke
and Lipscomb 2008); Parallel Ocean Program, version 2
(POP2); and Community Land Model, version 4
(Lawrence et al. 2011). CAM5 was integrated with a
horizontal resolution of about 0.258 (specifically, the
spectral element dynamical core with 120 elements on
each face of the cubed sphere, referred to as ne120) and
30 levels in the vertical.
The POP2 model has a nominal grid spacing of 0.18
(decreasing from 11km at the equator to 2.5km at high
latitudes) on a tripole grid with poles in North America
and Asia. The configuration is similar to that used in
McClean et al. (2011) and Kirtman et al. (2012), except
that the number of vertical levels was increased from 42 to
62, with more levels in the main thermocline. The ocean
communicated with the coupler, providing updated SST
and surface currents and receiving updated surface fluxes,
every 6h, and the atmosphere communicated every
10min. The coupler computes air–sea fluxes using the
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Large and Yeager (2009) surface layer scheme. The land
and sea ice models are on the same grids as the atmo-
sphere and ocean models, respectively. POP2 has been
shown to produce eddy covariances consistent with ob-
servations in the Pacific (Bishop and Bryan 2013) and
Southern Ocean (Lenn et al. 2011), and this high-
resolution version of CESM through spectral analysis
produces mesoscale eddy covariances of SST and geo-
strophic meridional velocity that are consistent with sat-
ellite observations (Abernathey and Wortham 2015).
Following a 15-yr spinup, the model was run for 86
years.Wewill refer to the last 86 years withmodel year 1
being equivalent to aggregate simulation year 16. For
the current work we will focus on model years 45–66,
which are the years when the WP experiment was per-
formed and is described below. This time period was
chosen because surface fluxes and ACC transport
through Drake Passage had reached equilibrium by
model year 45 (Small et al. 2014).
b. Wind perturbation experiment
The WP experiment is conducted with the same
methodology as the PERT1 experiment in GD11 where
the Southern Hemisphere zonal wind stress is increased
by 50%, but here using CESM rather than CCSM4. The
WP experiment is just short of a 21-yr simulation,
starting from March of model year 45 of the control
simulation to the end of model year 65. The WP ex-
periment was conducted by multiplying the zonal wind
stress, forcing the ocean component by 1.5 south of 358S,
with this factor linearly reducing to 1 to the north be-
tween 358 and 258S and to the south between 658 and
708S. The maximum time- and zonal-mean Southern
Hemisphere wind stress is 41% larger compared with
the control for model years 56–66, with an increase of
0.083Nm22 from 0.197Nm22 in the control to
0.280Nm22 in WP (Fig. 2a), which is very close to the
maximum wind stress values cited in GD11. The in-
creased zonal wind stress was not used in the bulk
formulae to calculate the atmosphere-to-ocean heat and
freshwater fluxes, and the increased zonal stress is not
felt directly by the atmosphere component.
One of the complications of interpreting a perturbation
experiment is model drift. As mentioned before, model
drift complicated results in lower-resolution studies
(Treguier et al. 2010). The shortness of our WP experi-
ment was dictated by very high computational costs. As
demonstrated in Small et al. (2014) and in Fig. 2b, ACC
transport through Drake Passage is in equilibrium in the
control, exhibiting mainly interannual variability. After a
decade of the WP simulation, surface variables reached a
new equilibrium, which is demonstrated in surface EKE
in Fig. 4 and described in the next section. However, deep
variables have not reached a new equilibrium. Figure 3
shows the monthly averaged and area-averaged deep
ocean temperature for the Southern Ocean in the control
and WP. The control deep ocean temperature is in equi-
librium, albeit with some decadal variability, but the WP
is not. The integration needs to be longer for the deep
ocean to come to equilibrium.
4. Results
a. ACC transport response
The ACC transport through Drake Passage is shown
in Fig. 2b. The mean and standard deviation for the
FIG. 2. (a) Time- and zonal-mean zonal wind stress for the control (CNTL) andWP experiments for model years
56–66. (b) One-year low-pass filtered times series of Drake Passage transport using a fourth-order Butterworth
filter centered around model years 45–66. The first and last year of each time series was removed because of Gibbs
ringing at the end points.
FIG. 3. Southern Ocean monthly time-averaged and area-
averaged (south of 308S) ocean temperature at 2889m depth for
the CNTL and WP simulations.
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control and WP are 136 6 3 Sverdrups (Sv; 1 Sv [
106m3 s21) and 144 6 6 Sv, respectively. The WP time
series has a trend over the first 10 years of
23 Svdecade21, with a small negative trend over the last
10 years of 26Svdecade21. It is not immediately clear
why there is a small negative trend over the remaining 10
years. The overall WP mean transport only increases by
6%, with a 41% increase in the zonal wind stress com-
pared to the control simulation. These results suggest
that the ACC transport is largely eddy saturated.
The area-averaged surface EKE south of 308S in-
creased immediately following the change in wind stress
and then continued to increase for a period of 10 years,
before stabilizing at a value 28% higher than the control
mean (Fig. 4a). The area-averaged surface EKE has a
linear trend over the first 10 years of 26cm2 s22 decade21,
but no trend in the last 10 years. However, the spatial
distribution of the EKE trends over the first 10
years have positive and negative values that are
O(6100) cm2 s22 decade21 (Fig. 4b), resembling the
mean EKE difference over the last 10 years of the sim-
ulation (Fig. 5). Figure 5 shows that there are both re-
gions of enhancement and suppression of EKE along the
mean path of the ACC with increased zonal wind stress.
Outside of the Malvinas and the Agulhas return flows,
the positive trends are largely in regions where standing
meanders of the mean flow occur in the lee of major
topographic features, as shown in Thompson and
Garabato (2014) and Abernathey and Cessi (2014).
Both the ACC transport throughDrake Passage and the
area-averaged EKE have a linear trend during the first
10 years of the WP (Fig. 2b). Once the area-averaged
EKE reaches an asymptote of ;35 cm2 s22 above the
control mean, the ACC transport adjusts to the elevated
EKE. For this reason, overturning streamfunctions are
calculated for the final 10 years of the WP experiment
(model years 56–66) in the next section.
The small increase in ACC transport is also reflected
in the differences in isopycnal surfaces between simu-
lations (Fig. 6). The differences are largely focused in
the upper ocean, in particular, the top 100m within the
mixed layer (Fig. 6b). There are only small changes in
the interior (Fig. 6a). The top 100m is characterized by
an increase in surface density in WP as compared to the
control (Figs. 11a,b). There is also lighter (or more
buoyant) waters at depth north of 458S. This represents a
surface-intensified steepening of isopycnal surfaces,
which makes up the increase in the ACC transport. On
FIG. 4. (a) Area-averaged time series of daily surface EKE anomaly referenced to the control mean derived from
daily SSH. (b) The 10-yr linear trend in EKE for model years 45–56 in the WP experiment (color contours, ci 5
50 cm2 s22 decade21). For reference to the ACC, light gray contours are the mean SSH (ci 5 25 cm) for the WP
experiment.
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average, the water is denser with a skewed probability
density distribution (Fig. 6c).
b. MOC response
1) EULERIAN-MEAN MOC
The mean overturning streamfunction is made up of
the clockwise (looking west) wind-driven circulation in
depth–latitude space, the Deacon cell, and a weaker
counterclockwise circulating lower cell (Fig. 7). As ex-
pectedwith the increased winds in theWP simulation, the
Deacon cell is intensified. The peak values of the Deacon
cell are 40.5 and 57.1Sv in the control and WP, re-
spectively (Figs. 7a,b). The latitude and depth of the
maximum values of the Deacon cell are similar between
simulations. The latitude and depth of the maximum
FIG. 5. Change in upper 1000m vertically averagedEKE (WPminus control) formodel years
56–66. Color contours have ci 5 100 cm2 s22 and thin black contours are where the change in
EKE is zero. The thick black (control) and magenta (WP) contours are the2150- and225-cm
mean SSH contours that pass through Drake Passage.
FIG. 6. Differences between the time- and zonal-mean s2 (WP minus control) for model years 56–66. (a) Full water column. Color
contours are the differences with ci5 0.02 kgm23. (b)As in (a), but for the upper ocean. The black and gray contours in both are the depth
of the time- and zonal-mean s2 surfaces in the control and WP simulations, respectively, with ci 5 0.25 kgm
23. (c) Probability density
distribution for potential density differences.
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value of theDeacon cell in the control simulation is 51.88S
and 607m, respectively (Fig. 7a). In WP they are 51.68S
and 552m, respectively (Fig. 7b). The maximum increase
in the Deacon cell between the control and WP is 17Sv
and occurs at 48.38S and at 830mdepth. This is equivalent
to a 41% increase in transport, consistent with a linear
relationship with the surface wind stress (Fig. 7c).
The lower cell is reduced slightly between the control
andWP (Fig. 7c). The maximum values of the lower-cell
circulation are214.7 Sv and213.5 Sv in the control and
WP respectively. The latitude and depth of the maxi-
mum value of the lower cell in the control simulation is
36.98S and 3752m respectively (Fig. 7a). In WP they are
36.68S and 3752m respectively (Fig. 7b).
2) MERIDIONAL OVERTURNING CIRCULATION
The overturning streamfunction in isopycnal co-
ordinates, referred to as the MOC, is estimated in this
section for the control andWP experiments. Comparing
the diagnosed MOC [Eq. (2)] against a schematic of the
overturning [Fig. 18 in Farneti et al. (2015)] there are
four distinct circulation cells, but there are only two cells
that change substantially between our simulations,
which will be described (Figs. 8a–c). There is a
clockwise-rotating (looking west) upper cell centered at
48.18S and 36.2s2, with a maximum of 19.8 Sv in the
control (Fig. 8a). The upper cell in WP is centered at
488S and 36.35s2 with a maximum of 27.5 Sv (Fig. 8b).
The upper cell increased by a maximum of 7.7 Sv, which
is a 39% increase over the control (Fig. 8c).
There is a counterclockwise-rotating cell called the
lower cell that has an enhanced poleward region with a
maximum of220Sv at 63.58S and 37.15s2 in the control
(Fig. 8a). In WP the lower cell has a maximum
of 232.7 Sv at 648S and 37.15s2 (Fig. 8b). The counter
circulation of the lower cell increased by a maximum of
12.6 Sv inWP compared with the control, which is a 64%
increase over the control (Fig. 8c). The lower cell
equatorward of 508S has no difference between simu-
lations (Fig. 8c).
One decomposition of the MOC is between the time-
mean overturning [Eq. (4)] and the transient-eddy-
induced overturning [Eq. (5)] as stated in Eq. (3). The
time-mean overturning streamfunction (Figs. 8d–f) has a
nearly identical structure of circulation cells to theMOC
(Figs. 8a–c). The upper cell has a clockwise circulation
with a maximum of 22.3 Sv at 52.28S and 36.45s2 in the
control (Fig. 8d). In WP the mean upper cell has a
maximum of 30.7 Sv at 48.38S and 36.30s2 (Fig. 8e). The
difference in the maximum values of the upper cell is
8.4 Sv, which is a 38% increase over the control simu-
lation (Fig. 8f). The lower cell has as a maximum value
of219.6 Sv at 64.58S and 37.15s2 in the control (Fig. 8d).
In WP it has a maximum value of230.9 Sv at 65.28S and
37.15s2 (Fig. 8e). The lower cell increases by 11.3 Sv,
which is 58% greater than the control (Fig. 8f).
The transient-eddy-induced streamfunction has a
different structure than the MOC or the mean over-
turning (Figs. 8g–i). There are two counter-circulating
cells: an upper and a deep cell. The upper cell is the
stronger of the two and has a maximum of 216.7 Sv at
43.78S and 35.30s2 for the control (Fig. 8g). The upper
cell in WP has a maximum of 220.5 Sv at 43.48S and
35.30s2 (Fig. 8h). The small differences between the two
simulations are at most65Sv concentrated in the upper
cell with virtually no change between the lower cells
(Fig. 8i). Overall, the transient-eddy component does
not make a large contribution to the zonal-mean over-
turning, as seen also inDufour et al. (2012). However, an
analysis in streamwise coordinates (not performed here)
would likely find amuch greater role for transient eddies
(Viebahn and Eden 2012; Abernathey and Cessi 2014).
5. Time-mean meridional overturning
streamfunction
In the previous section, it was shown that little or no
eddy compensation is apparent when the MOC is
decomposed into time-mean and transient compo-
nents. Much of the change in theMOC is reflected in the
FIG. 7. The Eulerian-mean MOC [Eq. (1)] for the (a) control, (b) WP, and (c) difference. The color contours are the overturning
streamfunction (Sv) with ci5 10 Sv for (a) and (b) and ci5 4 Sv for (c). The black and gray contours are the depth of the time- and zonal-
mean s2 surfaces in the control and WP simulations, respectively, with ci 5 0.25 kgm
23.
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time-mean MOC (Figs. 8c,f). This prompted further
investigation into the time-mean overturning stream-
function. The time-mean overturning circulation c can
be decomposed into a time- and zonal-mean stream-
function [c] and a deviation from the zonal mean as the
‘‘standing’’ component cy,
c5 [c]1cy . (6)
The term [c] is defined as
[c](y,s)5
þ ð[ss]
[s]
[y][h]ds0 dx , (7)
where [ ] is a zonal average, [ ][ [1/L(y)]
Þ
( ) dx, and
L(y) is the circumpolar length of a given latitude circle.
The residual overturning streamfunction is finally writ-
ten as the three-part balance
c
moc
5 [c]1cy1c*. (8)
The time- and zonal-mean component is essentially
the Eulerian-mean MOC (Fig. 7) and remapped to the
time- and zonal-mean depth of s2 surfaces (Figs. 9d–f).
The differences in circulation cells then are equivalent to
the values stated for the Deacon cell and lower cell in
section 4b. This decomposition is more physically insight-
ful, because [c] is directly proportional to the zonal-mean
Ekman transport and is therefore clearly wind driven.
The standing component of the MOC is shown in
Figs. 9g–i. Similar to the transient component, it has two
counter cells that are comparable in strength: an upper
and a lower cell. However, the standing component is
stronger than the time- and zonal-mean component. The
upper cell has a maximum of 239.9Sv at 51.58S and
35.8s2 in the control (Fig. 9g). The upper cell inWP has a
maximum of254.7Sv at 51.18S and 35.9s2 (Fig. 9h). The
upper cell increased by 14.8Sv, which is 37% over the
control (Fig. 9i).
The lower cell of the standing component has a
maximum of239.1 Sv at 57.88S and 37.1s2 in the control
(Fig. 9g). In WP the maximum is 261.8 Sv at 57.88S and
37.12s2 (Fig. 9h). There is a 22.7 Sv increase in the
lower-cell circulation, which is a 58% increase over the
control (Fig. 9i).
FIG. 8. (a)–(c) MOC (cmoc), (d)–(f) mean overturning circulation (c), and (g)–(i) transient-eddy overturning circulation (c*) for the
(left) control, (middle)WP, and (right) difference (WPminus control). Color contours have ci5 6 Sv. Black and gray contours are positive
and negative overturning circulation, respectively, with ci 5 5 Sv.
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A large degree of compensation exists between the
wind-driven time- and zonal-mean cell and the standing
component of the overturning circulation, even though
the peaks in overturning do not coincide in density–
latitude space. In both the control experiment and in
response to the wind perturbation,
dc
moc
’ d[c]1 dcy , (9)
since the change in transient-eddy overturning is negli-
gible, dc*’ 0 (Fig. 8i). The variable d here means WP
minus the control experiment. It is interesting to note
that the lower cell does not exist in the time- and zonal-
mean component of the overturning (Figs. 9d–f). It is
only through the standing component of the overturning
that the lower cell exists in our simulations (Figs. 9g–i).
The time-mean kinetic energy K5 (1/2)(u21 y2) is
also dominated by the standing component, which re-
flects changes in the zonal distribution of kinetic energy.
The time-mean kinetic energy is decomposed into a time-
and zonal-mean component and a standing component,
[K]5
1
2
([u]21 [y]2)|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Mean
1
1
2
([uy2]1 [yy2])|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Standing
. (10)
Thebiggest changes in thekinetic energy are in the standing
component (Fig. 10). The longitudinal changes in the ve-
locity field enhancesmean kinetic energy as baroclinic eddy
growth rates respond to changes in mean stratification and
vertical shear (Thompson and Garabato 2014).
6. Surface water mass transformation
Analysis of changes in the surface water mass trans-
formation is used to better understand the thermody-
namics of the changes in the MOC. Here ‘‘water mass
transformation’’ refers to the thermodynamic modifica-
tion of water density due to diabatic processes such as
surface buoyancy fluxes and mixing. When the trans-
formation rates are integrated over isopycnals in an
ocean basin, the net transformation must balance the
inflow/outflow in density coordinates, that is, the MOC
FIG. 9.Mean overturning circulationc decomposed into the time- and zonal-mean [c] and standingcy overturning circulation. (a)–(c)Mean
overturning (same images as Figs. 8d–f), (d)–(f) time- and zonal-mean overturning, and (g)–(i) standing overturning circulation for the
(left) control, (middle) WP, and (right) difference (WP minus control). Color contour levels have ci 5 6 Sv except (d),(e),(g),(h), which
have ci 5 12 Sv. Black and gray contours are positive and negative overturning circulation, respectively, with ci 5 5 Sv.
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defined in Eq. (2) (Walin 1982; Tziperman 1986; Speer
and Tziperman 1992; Marshall et al. 1999; Marsh et al.
2000; Large and Nurser 2001; Iudicone et al. 2008;
Downes et al. 2011).We can therefore expect the changes
in Eq. (2) under wind perturbation to be accompanied by
changes in water mass transformation rates.
With the wind perturbation there is an indirect effect
on the coupled system through changes to the surface
properties, and this is reflected in changes to the net
surface buoyancy flux ðB Þ. Mean changes in density,
SST, and sea surface salinity (SSS) are shown in Fig. 11.
Surface density increases almost uniformly along the
ACC, with smaller patches of lighter waters found north
of 458S (Fig. 11a). The zonally averaged density distri-
bution shows that the surface waters are denser at all
latitudes except near 308S and the increase peaks near
508S (Fig. 11b). The changes in SST and SSS reflect this
increase in density. Water spanning 108–208 latitude
surrounding Antarctica are warmer and saltier by as
much as 18–28C and 0.25–0.5 gkg21, respectively
(Figs. 11c,e). The warmer and saltier waters around
Antarctica are mostly density compensated, but density
does increase slightly. Water is cooler throughout most
of the Pacific and Indian Oceans, but salinity changes are
less prominent, with the exception that water is fresher
near 308S in the Pacific. The zonally averaged SST and
SSS show that the surface waters are saltier at latitudes
south of 308 (Fig. 11f), but zonal-average SST is only
warmer south of 508S (Fig. 11d).
Changes in the surface density field reflect changes to
the surface buoyancy flux between the simulations
shown in Fig. 12. Surface buoyancy flux is the sum of
surface heat flux (Qo) and freshwater flux (FWF),
B 5
a
u
g
r
o
c
p
Q
o
2
a
S
g
r
fw
S
o
(E2P2R) , (11)
where au5 ›s/›u, u is potential temperature,aS5 ›s/›S
and S is salinity, E 2 P 2 R is the surface FWF (evap-
oration minus precipitation minus runoff), g is the ac-
celeration due to gravity, ro 5 1026kgm
23 is the ocean
reference density, cp 5 3996 J kg
21K21 is the specific
heat at constant pressure for seawater, So 5 34.7 g kg
21
is the ocean reference salinity for the virtual salt flux,
and rfw 5 1000kgm
23 is the density of freshwater. The
change inB shows a complex spatial pattern with a net
buoyancy flux reduction near the coast ofAntarctica and
along the southern fringes of the subtropical gyres.
Along the core of the ACC, patches of both increased
and decreased surface buoyancy flux occur (Fig. 12a).
The sign convention is such that negative buoyancy flux
means the ocean is either cooling or becoming saltier.
The zonally averaged B has sinusoidal meridional
structure (Fig. 12b). The changes in surface heat flux
(Fig. 12c) dominate changes in surface buoyancy forcing
compared with FWFs (Fig. 12e). The FWF spatial dif-
ference (Fig. 12e) and zonal-average difference
(Fig. 12f) both show positive buoyancy forcing near
Antarctica. This is consistent with a reduction in sea ice
in the WP simulation (Fig. 13). In austral summer
[January–March (JFM)] and winter [July–September
(JAS)], there is an overwhelming reduction in sea ice
thickness surrounding Antarctica in the WP simulation.
Changes in FWFs around Antarctica, though, are
masked by increased surface heat fluxes.
Since the MOC was analyzed in s2 coordinates, we
use the same coordinate for the water mass analysis. To
calculate the time-mean surface water mass trans-
formation, the surface buoyancy flux [Eq. (11)] is in-
tegrated over the surface outcrop area as
V(s
2
)5
1
g
›
›s
2
ð
As2
B dA , (12)
FIG. 10. The change in the time- and zonal-mean kinetic energy [Eq. (10)] between theWP and control simulations
for model years 56–66.
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where As2 represents integration over the area south of
308 S with density greater than s2. By breaking B into
Qo and FWF components, V can be decomposed into
transformation due to Qo (VHF) and FWF (VFWF).
There are additional contributions to water mass trans-
formation due to interior mixing and cabbeling, but those
are not diagnosed here (the necessary model output was
not saved). As shown below, changes in surface trans-
formation can explain most of the changes in the MOC.
Figure 14 shows the annual mean V, VHF, and VFWF
for both control and perturbation experiments. Exam-
ining the control case first, we see that V contains three
peaks, each corresponding with one of the cells of cmoc
described above and shown in Fig. 8. (The trans-
formation rates should be compared with the MOC at
308S.) For the densest waters (36.6 , s2 , 37.2 kgm
23)
surface cooling makes water denser, with a peak trans-
formation rate of 14 Sv; this corresponds with the lower
cell of the MOC. For water of intermediate density
(35.4 , s2 , 36.5 kgm
23), a combination of heat and
FWFs (the dominant component) makes the water
lighter, with a peak transformation rate of 232Sv; this
corresponds with the upper cell of the MOC. The
quantities V and cmoc do not match up perfectly, since
we have not calculated the transformation due to mix-
ing; however, this component can be inferred as the
residual, as shown in Newsom et al. (2016). Mixing
causes additional water to be entrained into the subpolar
cell; in contrast, mixing weakens the upper cell slightly
and redistributes its position in density space.
TheWP experiment produced a strengthening of both
the upper and lower MOC cells. Correspondingly, in
Fig. 14 we see that the transformation rates associated
with these cells also increase in magnitude. The in-
creased heat loss associated with the lower cell causes
transformation to nearly double for water denser than
s2 5 37.0 kgm
23, to a maximum of 26Sv, matching the
12-Sv increase in overturning almost exactly. Although
FIG. 11. Sea surface density, temperature, and salinity differences (WP minus control) for model years 56–66.
(a) Density difference (color contours, ci5 0.06 kgm23), (b) zonal-average surface density, (c) SST color contours
(ci5 0.28C), (d) zonal-average SST, (e) salinity differences (ci5 0.06 g kg21), and (f) zonal-average salinity. Black
(positive) and gray (negative) contours (ci 5 10 cm) are the change in mean SSH.
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the upper cell transformation is dominated by FWFs in
the control, it is the heat fluxes that changemost strongly
under theWP; increased density gain due to surface heat
flux strengthens the upper-cell transformation to
nearly240Sv and shifts its maximum from s25 36.0 to
s25 36.2 kgm
23, again consistent with the 8-Sv increase
in the upper cell. Changes in transformation due to FWF
changes were minimal, as also found by Newsom et al.
(2016) in a greenhouse-warming scenario.
The changes in transformation are driven by the
changes in heat flux shown in Fig. 12, namely, increased
heat flux into the ocean in the ACC latitudes and in-
creased heat flux out of the ocean near Antarctica. The
physical explanation for this change is consistent with
increased Ekman upwelling. In the ACC latitudes,
where the water column is stably stratified in tempera-
ture, this brings cooler water to the surface and, because
of the interactive nature of latent and sensible heat flux,
produces increased heat gain. In the subantarctic region,
where warmer water lies below the surface, increased
upwelling has the opposite effect, producing increased
heat loss. Overall, the entire pattern of Southern Ocean
circulation and water mass transformation strengthens
with increasing winds.
7. Discussion and conclusions
The Southern Ocean ACC transport and MOC re-
sponse to changes in wind forcing in a fully coupled
high-resolution climate model (CESM) are diagnosed.
Results from a ;21-yr wind perturbation experiment,
where the Southern Hemisphere winds were increased
by 50%, show that the ACC transport is nearly eddy
saturated, but the MOC is not eddy compensated. The
ACC transport response through Drake Passage only
changes marginally. During the first 10 years of the
simulation, while the eddies are ramping up, the ACC
transport has a linear trend of 23 Svdecade21 in re-
sponse to the increased wind forcing. After a decade the
eddies have reached an equilibrium state and the ACC
FIG. 12. Surface buoyancy flux differences between the control and WP experiments for model years 56–66. The
sign convention of negative means the ocean is cooling or becoming saltier. (a) Total surface buoyancy and con-
tributions from (c) heat and (e) freshwater fluxes (ci 5 0.15 3 1028 m2 s23). (b),(d),(f) The zonally averaged total
surface buoyancy, heat, and freshwater flux contributions, respectively. Black (positive) and gray (negative) con-
tours (ci 5 10 cm) are the change in mean SSH.
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transport adjusted to the elevated level of EKE. The
overall ACC transport only increased by 6% compared
to the control simulation, suggesting that the ACC is
nearly eddy saturated. Recent studies have pointed to
coastal winds nearAntarctica as possible drivers ofACC
transport variability (Zika et al. 2013a; Langlais et al.
2015), but the time- and zonally averaged wind in the
WP experiment is indistinguishable from the control
near the Antarctica coast south of 658S (Fig. 2). Thus,
these potential mechanisms for ACC transport vari-
ability are not explored in this paper.
The MOC increased in the upper and lower cells by
63% and 39%, respectively. When the MOC is decom-
posed into time-mean and transient-eddy contributions,
the eddy-driven overturning does not change much
compared to the control. This result is consistent with
the mean upper-ocean EKE difference (Fig. 5), where
EKE is enhanced and suppressed along themean path of
the ACC. The zonally integrated mean EKE difference
sums to near zero, which may help to explain why our
transient overturning difference is negligible. EKE is
enhanced at choke points along the mean ACC path
near major topography and in the western boundary
current regions without any systematic shifts in the
Southern Ocean SSH fronts.
Comparing the MOC results of this study with the
same WP experiment (PERT1) performed in the
coarse-resolution CCSM4 climate model in GD11, we
find a lesser role for transient eddies. The biggest
changes in the overturning circulation in our high-
resolution experiment arise from enhancement of the
steady rather than the transient-eddy-induced over-
turning.When the time-mean overturning circulation is
decomposed into a time- and zonal-mean component
and a standing component, the balance of the MOC is
approximately between these two components [Eq.
(9)]. As the winds increase, the standing component of
the overturning acts to partially, but not perfectly,
compensate for the increase in the wind-driven Deacon
cell. We now see a potential role for another type of
eddy, the standing eddy, at higher resolution than
Hallberg and Gnanadesikan (2006), that plays the
dominant role in poleward flow rather than transient
eddies (Dufour et al. 2012) to counter the wind-driven
equatorward circulation.
In a coupled model, changes in the MOC are con-
nected directly with changes in surface water mass
transformation. This is because of changes in the out-
cropping position of potential density surfaces and the
associated change in surface buoyancy forcing. The
water mass analysis is a diagnostic tool showing consis-
tency between the two analysis methods. It is funda-
mentally problematic to separate wind and buoyancy
forcing in a coupled climatemodel to distinguish relative
contributions to changes in the MOC and ACC trans-
port. Ultimately, in this model, the wind is responsible
for the changes in the MOC and ACC transport since
this is the perturbed variable. Our results suggest a key
role for the ocean since changes to SST distributions
(Fig. 11c) are accompanied by changes to surface heat-
ing and cooling (Fig. 12c) that dominate the surface
buoyancy flux (Fig. 12a).
In this study we have simulated a;21-yr perturbation
to the Southern Ocean that resolves mesoscale eddies.
This simulation pushed the limits of the community’s
current computational capabilities. Ideally, analyzing
the full response of the overturning circulation to a
perturbation of this type would require a simulation that
is at least an order of magnitude longer. Thus, parame-
terization of mesoscale processes is still needed. This
simulation, however, does support the study of
Thompson andGarabato (2014), which suggests that the
FIG. 13. Sea ice thickness difference (WP minus control) for model years 56–66. (a) JFM and (b) JAS difference
(ci 5 0.2m).
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equilibration of the ACC to changes in surface wind
forcing will principally involve processes that are zonally
asymmetric. A change in the wind stress without an in-
crease in the zonal-mean transport requires a greater
vertical momentum flux carried out by transient eddies.
Thompson and Garabato (2014) argue that changes in
eddy activity will be focused in standing meanders re-
lated to fluctuations in the amplitude and wavelength of
the meander. It is important to note that this response is
quite different from the coarse-resolution study of
GD11, where the GM coefficient increases almost uni-
formly throughout the ACC. A key result of this study is
that directly resolving mesoscale eddies shows that the
response of ACC’s EKE, for instance, to changes in
wind stress, is likely too nuanced to be described by
trends spanning the whole ACC or even basins. We plan
to analyze the momentum and vorticity budgets of both
high- and low-resolution simulations, similar to Cronin
and Watts (1996) and Hughes (2005) in a future study.
There are some potential shortcomings of our simu-
lation. One shortcoming is the shortness of the WP ex-
periment. It is possible that there is decadal variability,
but this is not possible to assess in a ;21-yr record.
Another shortcoming is that the analysis was done using
monthly archived data. Ballarotta et al. (2013) found
close correspondence in the MOC at 5-day versus
monthly archived data, suggesting thatmost of the signal
is at monthly time scales and longer. However, their
analysis was done in an eddy-permitting model (0.258),
which does not adequately resolve the first baroclinic
deformation radius at these latitudes (Hallberg 2013).
Encouragingly, Abernathey and Wortham (2015), ana-
lyzing the same class of CESM simulation used here,
found that mesoscale eddy fluxes were dominated by
submonthly frequencies. Future studies, for example,
could focus on longer simulations, meridional shifts of
the mean winds to simulate past climates, and increases
in vertical resolution.
With these caveats set aside, the high-resolution
simulation has shown how increasing winds could lead
to an increase in the MOC over the time scales of 20 yr.
The results from this study broadly agree with ozone
depletion experiments, meant to simulate the increase in
zonal wind stress in the Southern Hemisphere during
austral summer (Ferreira et al. 2015; Solomon et al.
2015). The average SST difference during the last 10 yr
of our WP experiment resemble the slow time-scale
response in Ferreira et al. (2015), in which there is
warming around Antarctica and cooling at midlatitudes
(Fig. 11c). The wind stress changes are stronger in our
WP experiment than in the ozone depletion studies, and
as a result we see much more warming, up to 28C, in
places around Antarctica. These results are indicative of
an increase in the lower cell of the MOC (Fig. 8), which
causes more upwelling of warm and salty Circumpolar
Deep Water (CDW). The upwelling of CDW melts
more sea ice throughout the year, which leads to an
enhancement of FWFs surrounding Antarctica. The
recent trends in winds observed over the past few de-
cades in Southern Hemisphere winds may already be
having an influence on the MOC. This would infer that
the oceanic uptake of CO2 may be changing as well.
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