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Abstract
We study a particular case of integer polynomial optimization: Minimize a polynomial Fˆ on the
set of integer points described by an inequality system F10, . . . , Fs0, where Fˆ , F1, . . . , Fs are
quasiconvex polynomials in n variables with integer coefﬁcients.
We design an algorithm solving this problem that belongs to the time-complexity classO(s)·lO(1) ·
dO(n) · 2O(n3), where d2 is an upper bound for the total degree of the polynomials involved and l
denotes themaximum binary length of all coefﬁcients. The algorithm is polynomial for a ﬁxed number
n of variables and represents a direct generalization of Lenstra’s algorithm [Math. Oper. Res. 8 (1983)
538–548] in integer linear optimization. In the considered case, our complexity-result improves the
algorithm given byKhachiyan and Porkolab [Discrete Comput. Geom. 23 (2000) 207–224] for integer
optimization on convex semialgebraic sets.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The optimization problem studied here is of the form
min
(
Fˆ (x)|x ∈ Zn ∧
s∧
i=1
Fi(x) < 0
)
, (1)
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in which Fˆ , F1, . . . , Fs ∈ Z[x] are polynomials with integer coefﬁcients and with variables
x := (x1, . . . , xn)T . The polynomials interpreted as functions Fˆ , F1, . . . , Fs : Rn → R are
quasiconvex. In the following, those polynomials will be called quasiconvex polynomials.
By degree of a polynomial we denote always its total degree.
Problem (1) can be formulated by weak inequalities () as well, since the inequalities
z < 0 and z+ 10 are equivalent for integers z ∈ Z.
The general integer polynomial optimization problem is not solvable by an algorithm
(see [7]). However, Bank and Mandel [2] have shown that an algorithm for Problem (1)
exists. The more general problem of integer optimization on convex semialgebraic sets can
be solved using an algorithm developed by Khachiyan and Prokolab [10]. They generalize
Lenstra’s algorithm [12] in integer linear optimization. Adapting this idea to Problem (1),
we are going to prove the following theorem (equivalent to Theorem 5.1 in Part 5):
Theorem. Let Fˆ , F1, . . . , Fs ∈ Z[x] be quasiconvex polynomials of degree bounded by
d2. Further let l be a bound for the binary length of all coefﬁcients of the polynomials
Fˆ , F1, . . . , Fs . Then there is an algorithm with time-complexityO(s) · lO(1) · dO(n) · 2O(n3)
and output-complexity O(l) · dO(n) which computes a minimum point for Problem (1) or
conﬁrms that such a point does not exist.
The algorithm achieved here will be polynomial for a ﬁxed number of variables and
possesses a better time-complexity, compared with the corresponding algorithm described
in [10]. In particular, the time-complexity is linearwith respect to the number of polynomials
and the exponent of the degree bound is linear in the dimension. The time-complexity bound
given in this paper is the best one can expect, if Lenstra’s idea is applied.
In order to facilitate the proof of the theorem, we consider a related problem: Let poly-
nomials F0, . . . , Fs+1 ∈ Z[x] be given and deﬁne the set
Y :=
{
x ∈ Rn|
s+1∧
i=0
Fi(x) < 0
}
.
Consider the following task:
Compute a point x∗ ∈ Y ∩ Zn or show that no such point exists. (2)
This paper is structured as follows:
Properties of quasiconvex polynomials will be discussed in Section 2. This will be fol-
lowed by an analysis of Problem (2). A result due to Grötschel et al. [6] combined with
a result developed here forms the key to solve Problem (2) for a bounded set Y . In this
context, a convex body is transformed into a more suitable form in Section 3. That becomes
possible considering the special geometric properties of quasiconvex polynomials.
Section 4 is dedicated to the generalization of Lenstra’s algorithm to the case in which
the set Y is bounded. Section 5 deals with the unbounded case. This case can be tackled
using a result presented by Bank et al. [3] and Bank [4]. In doing so, the theorem announced
above will be proved. A list of some results in integer optimization in Section 6 completes
the paper.
S. Heinz / Journal of Complexity 21 (2005) 543–556 545
2. Preliminaries
2.1. Binary coding and complexity measures
In this paper, the execution time required by an algorithm is measured by the number of
bit operations. Additionally, the binary length of the output is considered as a complexity
measure. In this context, an algorithm is understood as a deterministic Turing-machine (see,
e.g. [5] as a reference).
Let T be an algorithm. The function which assigns the number of necessary steps to a
given instance is called the time-complexity of T . The function which assigns the binary
length of the output to a given instance is called the output-complexity of T .
The symbol O is used to deﬁne classes of complexity functions with respect to certain
parameters (see, e.g. [1, (4.1)]).
The computation uses binary-coded numbers. The binary length of an integer z ∈ Z is
denoted by lZ(z) and satisﬁes the inequalities
log2(|z| + 1)+ 1 lZ(z) < log2(|z| + 1)+ 2.
In this paper, rational numbers are encoded in two different ways. On the one hand, the
representation of a rational q ∈ Q by enumerator and denominator implies a binary length
lQ(q) setting
lQ(q) = lZ(z)+ lZ(w), q = z
w
with z,w ∈ Z, divisor-free.
On the other hand, an encoding scheme is obtained in the following way: Let p0 be a
ﬁxed integer called the precision. Every integer number z ∈ Z can be mapped on a rational
q ∈ Q using the equality q · 2p = z. The corresponding binary length of the rational q is
given by the quantity lp(q) applying
lp(q) = lZ(z), q · 2p = z with z ∈ Z.
The superscript of the quantities lZ, lQ, lp indicates the type of codiﬁcation.These quantities
can be extended to vectors, polynomials, matrices, and ﬁnite sets of the corresponding
objects. For that purpose, the maximum of all coefﬁcients is calculated. In this paper,
polynomials or matrices are represented by their vectors of coefﬁcients or their vectors of
entries, respectively. That means that we use the so-called dense encoding.
In thewhole paper the lettersd2, l,n, r , and s denote variable natural numbers appearing
in complexity bounds.
The time-complexity and the output-complexity evaluating a given polynomial at a ﬁxed
point xˆ ∈ Qn is characterized in the following remark.
Remark 2.1. Let F ∈ Z[x] be a polynomial of a degree d at most with integer coefﬁcients
of a binary length bounded by lZ(F ) l. Moreover, let xˆ ∈ Qn be a ﬁxed point encoded
in one of the three alternative ways, such that the binary length satisﬁes either lZ(xˆ)r ,
lQ(xˆ)r , or lp(xˆ)r , respectively. Then there is an algorithm with time-complexity (l ·
r · n)O(1) · dO(n) and output-complexityO(l+ r) · (d · n)O(1) which computes the value of
the function F and the gradient grad(F ) at the point xˆ ∈ Qn.
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2.2. Quasiconvex polynomials
ApolynomialF ∈ R[x] is called quasiconvex if the corresponding functionF : Rn → R
is quasiconvex. This is the case if all the lower level sets {x ∈ Rn|F(x)},  ∈ R, are
convex subsets of Rn.
Two geometric properties of quasiconvex polynomials are essential for this paper. One
feature about quasiconvex polynomials is their uniformity property:
Lemma 2.2. LetF ∈ R[x] be a quasiconvex polynomial, xˆ ∈ Rn a ﬁxed point and a ∈ Rn,
a = 0, a ﬁxed vector. If the polynomial F(xˆ +  · a) in  ∈ R is strongly decreasing (or
constant, respectively), F(x +  · a) is strongly decreasing (or constant, respectively) for
all x ∈ Rn.
Proof. See Bank and Mandel [2, 4.1, Remark 1]. 
Now it can be checked quickly whether a quasiconvex polynomial is constant.
Corollary 2.3. Let F ∈ R[x] be a quasiconvex polynomial of degree d at most, xˆ ∈ Rn a
point, and let the set {bˆ1, . . . , bˆn} ⊆ Rn be a basis of Rn. If, for every i = 1, . . . , n, there
are pairwise distinct real numbers i1, . . . , id ∈ R satisfying grad(F )(xˆ + ij · bˆi ) = 0
for all j = 1, . . . , d, then the polynomial F is constant.
Proof. Following the assumption, the polynomial F (xˆ +  · bˆi ) ∈ R(xˆ, bˆi )[] possesses
at least d zeros for every i = 1, . . . , n. However, the degree is d − 1 at most. Therefore,
the polynomial F(xˆ +  · bˆi ) must be constant in  for all i = 1, . . . , n. Applying Lemma
2.2 completes the proof because the set {bˆ1, . . . , bˆn} forms a basis of Rn. 
The lower level sets of a given quasiconvex polynomial are convex. Therefore, supporting
hyperplanes exist and are characterized by the following lemma.
Lemma 2.4. Let F ∈ R[x] be a quasiconvex polynomial and xˆ ∈ Rn a ﬁxed point. If
F(xˆ)0 and grad(F )(xˆ) = 0, every x ∈ Rn fulﬁlls the property
F(x) < 0 ⇒ grad(F )(xˆ) · xgrad(F )(xˆ) · xˆ.
Proof. The proof is based on simple calculus. 
A similar result for convex functions can be found in Stoer and Witzgall [15, (4.4)].
3. Exploring the ellipsoid method
In this section, we adopt the so-called shallow-cut ellipsoid method from [6] to the setY
that occurs in Problem (2).
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3.1. Some remarks on ellipsoids
Let A ∈ Rn×n be a ﬁxed positive deﬁnite matrix. Consider the corresponding norm
‖x‖A :=
√
xT · A · x of a vector x ∈ Rn generated by A. In particular, the identity matrix
I ∈ Rn×n generates the Euclidean norm ‖.‖ = ‖.‖I .
Furthermore, two notions will be introduced. Let xˆ ∈ Rn be a point, then the set
E(A, xˆ) := {x ∈ Rn|‖x − xˆ‖A−11} is called ellipsoid of the matrix A, having the
center at the point xˆ and the volume vol(E(A, xˆ)).
The shallow-cut ellipsoid method [6] aims at the computation of an ellipsoid E(A, xˆ)
such that the following property holds:
E((n+ 1)−3 · A, xˆ) ⊆ Y ⊆ E(A, xˆ).
An ellipsoid with this property is called tough. John [8, Theorem III] shows the existence
of such an ellipsoid for every bounded and full-dimensional convex set Y , even in the case
in which (n+ 1)−3 is replaced by n−2.
It is not difﬁcult to verify the validity of the following remark:
Remark 3.1. Let E(A, xˆ) be an ellipsoid, {b1, . . . , bn} ⊆ Rn an orthogonal basis of the
vector space Rn according to the matrix A and deﬁne the matrix
B :=
(
b1
‖b1‖A , . . . ,
bn
‖bn‖A
)
∈ Rn×n.
Then BT · A · B = I holds and the following function maps E(A, xˆ) onto the unit ball
E(I, 0):
x → (x) := BT · (x − xˆ).
An analysis of this mapping offers a computable volume bound for ellipsoids.
Lemma 3.2. Let A ∈ Qn×n be a positive deﬁnite matrix and xˆ ∈ Qn a point such that the
binary lengths of A and xˆ satisfy lQ({A, xˆ}) l. Then the ellipsoid E(A, xˆ) is a subset of
a ball E(R2 · I, 0) possessing a radius R ∈ Z with binary length O(l) · nO(1).
Proof. It sufﬁces to prove the case xˆ = 0. Deﬁne the matrix B following Remark 3.1,
replacing A by A−1. Since we know that
xT · x1 ⇔ xT · BT · A−1 · B · x1 ⇔ B · x ∈ E(A, 0)
holds, it remains to bound the entries ofB. Now the assertion is obtained using a complexity
analysis of the Gaussian elimination (in order to compute the matrixA−1) and a complexity
analysis of the Gram–Schmidt orthogonalization (in order to compute the matrix B). That
is nicely done by von zur Gathen and Gerhard [16, (5.5) and (16.2)]. 
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3.2. Shallow cuts
We establish a link between the shallow-cut ellipsoid method and Problem (2) as a ﬁrst
result of this paper. Therefore, the geometric properties of quasiconvex polynomials will
be used (see Corollary 2.3 and Lemma 2.4).
Lemma 3.3. Let F0, . . . , Fs+1 ∈ Z[x] be quasiconvex polynomials of degree d at most.
Moreover, let E(A, xˆ) be an ellipsoid such that Y is a subset of E(A, xˆ) and let the binary
lengths satisfy the inequalities lQ({A, xˆ})r and lZ({F0, . . . , Fs+1}) l. Then there is an
algorithm with time-complexity O(s) · (l · n · r)O(1) · dO(n) and with output-complexity
O(l + r) · (d · n)O(1) which outputs one of the following answers:
• The algorithm conﬁrms that the ellipsoid E(A, xˆ) is tough.
• The algorithm computes a vector c ∈ Qn, c = 0, with the property
Y ⊆
{
x ∈ Rn|cT · xcT · xˆ + 1
n+ 1 · ‖c‖A
}
.
Proof. First, compute an orthogonal basis {b1, . . . , bn} according to A. This can be done
with time-complexity (r · n)O(1) and output-complexity O(r) · nO(1) (see [16, (16.2)]).
After that, rationals i1, . . . , id > 0 will be computed for all i = 1, . . . , 2 · n in such a
way that the following inequalities hold:
gi := n+ 1
n+ 32
· 1‖bi‖A < i1 < · · · < id <
1
‖bi‖A =
√
(bi
T · A · bi)−1 =: Gi,
where bi+n := −bi , i = 1, . . . , n. Since the value Gi − gi is not “too small’’, an integer
p > 0 can be ﬁxed that is bounded in the class O(r) · (d · n)O(1) and that satisﬁes the
inequality
giGi − d · 2−p+1.
Now the desired rational numbers i1, . . . , id , i = 1, . . . , 2 · n, can be computed using
regula falsi in order to approximate the roots gi and Gi with precision p.
For every i = 1, . . . , 2 · n, decide whether the following holds:
x(i) := xˆ + 1
n+ 1 · i1 · A · bi ∈ Y.
We will distinguish two cases of possible results.
Case 1: x(i) ∈ Y for all i = 1, . . . , 2 · n.
We will show that the ellipsoid E(A, xˆ) is tough. So we have to prove that
E((n+ 1)−3 · A, xˆ) ⊆ Y
holds. Since the set Y is convex, the choice of the rationals i1, . . . , id ∈ Qn guarantees
that

(
xˆ + 1
n+ 32
· A · bi‖bi‖A
)
= 1
n+ 32
· ei ∈ (Y ), i = 1, . . . , 2 · n,
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in which  is the function deﬁned in Remark 3.1, e1, . . . , en are the unit vectors and en+i :=
−ei , i = 1, . . . , n. If  := (√n · (n+ 32 ))−1, the ball E(2 · I, 0) is a subset of the image
(Y ). Now the inclusions
E
(
1
(n+ 1)3 · A, xˆ
)
⊆ −1
(
E
(
1
n · (n+ 32 )2
· I, 0
))
⊆ Y
must be true, taking the inequality (n+ 1)3n · (n+ 32 )2 into account.
Case 2: x(k) /∈ Y for at least one k ∈ {1, . . . , 2 · n}.
Following the deﬁnition of the set Y , a polynomial F ∈ {F0, . . . , Fs+1} can be ﬁxed such
that F(x(k))0 holds. Decide whether F(xˆ) < 0 is true or not.
Case 2.1: F(xˆ) < 0.
Since the inequalities F(xˆ) < 0 and F(x(k))0 are valid, the polynomial F(xˆ+  · bk)
is of degree d at most and not constant with respect to . Therefore, one may choose a point
yˆ ∈ Rn satisfying
yˆ = xˆ + 1
n+ 1 · kj · A · bk and grad(F )(yˆ) = 0.
Deﬁne the vector c by c := grad(F )(yˆ)T . The point x(k) is a convex combination of xˆ and yˆ.
Therefore, yˆ is not in the set Y . Moreover, Lemma 2.4 shows for at least one j ∈ {1, . . . , d}
that
cT · xcT · xˆ + 1
n+ 1 · kj · c
T · A · bk, x ∈ Y.
For every j = 1, . . . , d, the value kj is ﬁxed satisfying 0 < kj < Gk . Since the point xˆ
is in Y and the inequality cT · A · bk0 holds, we have
cT · xcT · xˆ + 1
n+ 1 ·
cT · A · bk
‖bk‖A .
Now the assertion follows using the Cauchy–Schwarz inequality for the scalar product
generated by the matrix A.
Case 2.2: F(xˆ)0 (i.e. xˆ /∈ Y ).
For every i = 1, . . . , 2 · n, deﬁne the ﬁnite subsets
Bi :=
{
xˆ + 1
n+ 1 · ij · A · bi ∈ R
n|j = 1, . . . , n
}
.
For every i = 1, . . . , n, the set Bi ∩ Y or the set Bn+i ∩ Y must be empty. Otherwise,
the point xˆ would be a convex combination of two points in the set Y which contradicts
F(xˆ)0.
Consider for every i = 1, . . . , n the vector bˆi ∈ Rn deﬁned by
bˆi :=
{
(n+ 1)−1 · A · bi for Bi ∩ Y = ∅,
(n+ 1)−1 · A · bn+i for Bi ∩ Y = ∅.
If the polynomial F is constant, the set Y is empty and every vector c ∈ Qn, c = 0, can
be chosen for the output of the algorithm. Otherwise, a point yˆ := xˆ + ij · bˆi may be
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ﬁxed satisfying grad(F )(yˆ) = 0 for suitable indices i ∈ {1, . . . , 2 · n} and j ∈ {1, . . . , d},
as shown in Corollary 2.3. The deﬁnition of bˆ1, . . . , bˆn implies that yˆ /∈ Y . The assertion
follows now similarly as in Case 2.1, setting c := grad(F )(yˆ)T as the required vector.
The bounds for the time-complexity and the output-complexity of the vector c, in partic-
ular, are consequences of Remark 2.1. 
The hyperplane deﬁned by {x ∈ Rn|cT · x = cT · xˆ + 1
n+1 · ‖c‖A} is called shallow cut.
3.3. An application of the ellipsoid method
Now we combine the algorithm developed in Lemma 3.3 and the shallow-cut ellipsoid
method [6] and obtain the following corollary:
Corollary 3.4. Let F0, . . . , Fs ∈ Z[x] be quasiconvex polynomials, R ∈ Z an integer,
A0 ∈ Zn×n a positive deﬁnite matrix, and Fs+1 ∈ Z[x] a quasiconvex polynomial de-
ﬁned by Fs+1(x) := −R + xT · A0 · x, x ∈ Rn. Let d be an upper bound for the de-
gree of the polynomials F0, . . . , Fs+1 and let the binary length of the coefﬁcients satisfy
lZ({F0, . . . , Fs+1}) l. Moreover, ﬁx a positive rational number  ∈ Q,  > 0. Deﬁne the
set
Y :=
{
x ∈ Rn|
s+1∧
i=0
Fi(x) < 0
}
.
Then there is an algorithm with time-complexity O(s) · (l · n · lQ())O(1) · dO(n) and with
output-complexity O(l + lQ()) · (d · n)O(1) which computes a positive deﬁnite matrix
A ∈ Qn×n and a point xˆ ∈ Qn such that:
(i) the ellipsoid E(A, xˆ) is tough or
(ii) the properties Y ⊆ E(A, xˆ) and vol(E(A, xˆ)) hold.
Proof. The set Y is a subset of an ellipsoid because of the choice of the polynomial Fs+1.
Following Lemma 3.2, the set Y can be bounded by a ball having a radius Rˆ ∈ Z such that
the value lZ(Rˆ) is in the class O(l) · nO(1).
Fix such a radius Rˆ ∈ Z. Now interpret the algorithm of Lemma 3.3 as a shallow
separation oracle [6] and apply the shallow-cut ellipsoid method. This means, we compute
positive deﬁnite matrices A1, . . . , AN ∈ Qn×n and points xˆ1, . . . , xˆN ∈ Qn such that the
corresponding ellipsoids decrease in volume step by step. Following the proof of Theorem
(3.3.3) in [6], one concludes that the numberN of necessary calls of the shallow separation
oracle is in the class (lZ(Rˆ) · lQ() ·n)O(1) and the binary length of the intermediate matrices
and points is bounded uniformly in O(l + lZ(Rˆ) + lQ()) · (d · n)O(1). The assertion is
now derived using the complexity bounds of Lemma 3.3 and the bound for the value lZ(Rˆ)
given above. 
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4. A generalization of Lenstra’s algorithm
Lenstra’s algorithm for integer linear optimization can be generalized to the situation of
Problem (2) taking into account the results of the previous parts. However, one observation
shall be made beforehand.
4.1. Balls around integer points
The following lemma gives an effective lower bound for the volume of the convex set Y .
The notions open set and boundary are understoodwith respect to the Euclidean topology.
Lemma 4.1. Let F0, . . . , Fs+1 ∈ Z[x] be polynomials, R ∈ Z an integer, A0 ∈ Zn×n a
positive deﬁnitematrix, andFs+1 ∈ Z[x] a polynomial deﬁned byFs+1(x) := −R+xT ·A0 ·
x, x ∈ Rn.Moreover, let the binary length of the coefﬁcients satisfy lZ({F0, . . . , Fs+1}) l,
let d be an upper bound for the degree of the polynomials and let the set Y contain an integer
point xˆ ∈ Zn. Then there is a positive rational number  ∈ Q which bounds the volume
vol(Y ) >  > 0 such that its binary length lQ() is in the class O(l) · (d · n)O(1).
Proof. First, ﬁx a radius Rˆ ∈ Z such that Y ⊆ E(Rˆ2 · I, 0) holds and Rˆ has binary length
O(l) · nO(1). Such a choice of Rˆ is possible because of Lemma 3.2. The value
∗ := min(|xˆ +  · a ∈ (Rn \ Y ) ∧  > 0)
is well deﬁned for a ﬁxed vector a ∈ Rn, ‖a‖ = 1, since the set Y is bounded and open.
The point xˆ + ∗ · a is an element of the boundary of the set Y . Therefore, a polynomial
F ∈ {F0, . . . , Fs+1} can be found satisfying the equality F(xˆ+∗ ·a) = 0. Let the positive
integer E ∈ Z, E > 0, be an upper bound for the value grad(F )(xˆ +  · a) · a, 0∗.
Since all points in question belong to the ball of radius Rˆ, there is, because of Remark 2.1, a
suitableE ∈ Z having binary lengthO(l) · (d ·n)O(1). Now the value of ∗ can be bounded
from below, independently of the choice of the vector a ∈ Rn, using the estimation
0 = F(xˆ + ∗ · a)F(xˆ)+
∫ ∗
0
E d − 1+ ∗ · E.
As a consequence, the set Y contains a ball with the desired volume. 
4.2. The bounded case
The following theorem presents an algorithm for a case where the set Y is bounded. The
proof makes use of techniques applied by Schrijver [14, Theorem 18.7 and Corollary 18.7a]
in order to derive time-complexity bounds for Lenstra’s algorithm.
Given a real number x ∈ R, the notation x stands for the integer z ∈ Z satisfying
zx < z+ 1.
Theorem 4.2. Let F0, . . . , Fs ∈ Z[x] be quasiconvex polynomials, R > 0 an integer,
A0 ∈ Zn×n a positive deﬁnite matrix, and Fs+1 ∈ Z[x] a polynomial deﬁned by Fs+1(x) =
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−R + xT · A0 · x, x ∈ Rn. Let d be an upper bound for the degree of the polynomials
F0, . . . , Fs+1 and let the binary length of the coefﬁcients satisfy lZ({F0, . . . , Fs+1}) l.
Moreover, consider the set
Y :=
{
x ∈ Rn|
s+1∧
i=0
Fi(x) < 0
}
.
Then there is an algorithm with time-complexityO(s) · lO(1) ·dO(n) ·2O(n3) which computes
a point x∗ ∈ Y ∩ Zn or conﬁrms that no such point exists.
Proof. Assume that the set Y ∩Zn is not empty. Following Lemma 4.1, a rational number
 > 0 with binary length O(l) · (d · n)O(1) can be ﬁxed such that vol(Y ) >  holds.
Compute the ellipsoid E(A, xˆ) centered at the point xˆ by Corollary 3.4 for such an . As
a next step, compute the inverse matrix A−1 and a basis {c1, . . . , cn} ∈ Zn of the lattice Zn
satisfying the inequality√
det(A) · ‖c1‖A−1 · · · ‖cn‖A−12
n·(n−1)
4 .
This can be done with time-complexityO(L)·(l ·d ·n)O(1) and output-complexityO(l)·(d ·
n)O(1) applying estimations taken from [16, 5.5 and Theorem 16.11]. The basis reduction
algorithm used here was developed by Lenstra et al. [11, (1.6), Proposition].
Without loss of generality, assume that ‖c1‖A−1 · · · ‖cn‖A−1 is fulﬁlled. For the
matrix Cn := (c1, . . . , cn) ∈ Zn×n, let the vector (1, . . . , n)T ∈ Qn be the solution of
the linear equation system Cn ·  = xˆ and deﬁne the integer point
yˆ := 1 · c1 + · · · + n · cn ∈ Zn.
If yˆ is an element of Y , set x∗ := yˆ. Otherwise, we consider two cases. If yˆ belongs to the
ellipsoidE((n+1)−3 ·A, xˆ), the choice of the rational number  implies that the set Y ∩Zn
is empty. In the remaining case, we get the inequality
(n+ 1)− 32 < ‖yˆ − xˆ‖A−1n · ‖cn‖A−1 .
Following [14, Theorem 18.7, Case 2], Problem (2) will be reduced to a certain number of
(n− 1)-dimensional problems. In order to do so, we compute a normal direction c ∈ Zn to
decompose the latticeZn into a sufﬁciently small number of (n−1)-dimensional sublattices
that have a non-empty intersection with the set Y .
Let the normal direction c ∈ Zn be the solution of the linear equation system cT · Cn =
(0, . . . , 0, 1). Then Hadamard’s inequality for the scalar product generated by the matrix
A permits the estimate
‖c‖A
√
det(A) · ‖c1‖A−1 · · · ‖cn−1‖A−1 .
With the help of the inequalities above and the Cauchy–Schwarz inequality, we obtain
|cT · x|n · (n+ 1) 32 · 2 n·(n−1)4 for every x ∈ E(A, 0).
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Now we introduce the set
M := {z+ cT · xˆ||z|n · (n+ 1) 32 · 2 n·(n−1)4 + 1 ∧ z ∈ Z},
the new coordinates x˜ which satisfy x = Cn · x˜, and the set
Yt := {x˜ ∈ Rn|Cn · x˜ ∈ Y ∧ x˜n = t}.
It is sufﬁcient to solve Problem (2) for all Yt , t ∈ M . The number of elements inM equals
2 · n · (n+ 1) 32 · 2 n·(n−1)4  + 3.
This number, interpreted as a function in n, belongs to the class 2O(n2). Now consider the
new coordinates x˜1, . . . , x˜n−1 induced by x = Cn · x˜, ﬁxing the last coordinate x˜n = t . For
better distinction, the parameters and variables of the resulting Problem (2) will be marked
with ‘∼’.
Themaximum binary length of all coefﬁcients belonging to the new polynomials F˜0, . . . ,
F˜s+1 ∈ Z[x˜1, . . . , x˜n−1], namely l˜, is in the classO(l) · (d ·n)O(1). This is a consequence of
the fact that the entries of thematrixCn and the integer t are of binary lengthO(l)·(d ·n)O(1).
The number s˜ of these polynomials and the degree bound d˜ remain unchanged: s˜ = s
and d˜ = d. The dimension decreases to n˜ = n− 1.
All new polynomials are also quasiconvex since the transformation is linear. In particular,
the polynomial Fs+1 transforms to
F˜s+1(x˜1, . . . , x˜n−1) = −R˜ + (x˜1, . . . , x˜n−1) · A˜0 · (x˜1, . . . , x˜n−1)T ,
where R˜ is a suitable integer and A˜0 ∈ Z(n−1)×(n−1) a suitable positive deﬁnite matrix with
integer entries.
The assertion follows by induction. The zero-dimensional Problem (2) is solved by testing
whether a rational number is in Z or not. There are 2O(n3) tests of that kind. If the whole
computation stops and no integer point has been found, the set Y ∩ Zn is empty. 
5. The unbounded case
Since Schrijver’s techniques [14] in integer linear optimization cannot be applied to
Problem (1), we will solve it with the help of a bound established by Bank [4].
Theorem 5.1. Let Fˆ , F1, . . . , Fs ∈ Z[x] be quasiconvex polynomials. Moreover, let d2
be an upper bound for the degree of these polynomials and let the binary length of the
coefﬁcients satisfy lZ({Fˆ , F1, . . . , Fs}) l. Then there is an algorithm for the optimization
problem
min
(
Fˆ (x)|x ∈ Zn ∧
s∧
i=1
Fi(x) < 0
)
which computes a minimum point or conﬁrms that such a point does not exist. The algorithm
possesses a time-complexity in O(s) · lO(1) · dO(n) · 2O(n3) and an output-complexity in
O(l) · dO(n).
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Proof. If a minimum point exists, there is a “small” ball which already contains such a
point. The corresponding radius R∗ ∈ Z can be chosen with binary length O(l) · dO(n), as
shown in [4, p. 27].
Deﬁne the polynomial Fs+1 ∈ Z[x] by Fs+1(x) := −R∗2 + xT · x, x ∈ Rn. Remark
2.1 shows that the integer number Fˆ (x∗) has binary lengthO(l) · dO(n) for every minimum
point x∗ ∈ Zn. To solve the given optimization problem, it is sufﬁcient to compute the
smallest integer z∗ ∈ Z satisfying the property{
x ∈ Zn|
s+1∧
i=0
Fi(x) < 0
}
= ∅,
where the polynomial F0 ∈ Z[x] is deﬁned by F0 := Fˆ − z∗. In this way, the problem is
reduced to the bounded case considered in Theorem 4.2. Binary search limits the number
of calls of the algorithm developed in Theorem 4.2, so that the time-complexity is bounded
as desired.
An output integer point x∗ ∈ Zn is a minimum point if and only if{
x ∈ Zn|Fˆ (x)− Fˆ (x∗) < 0 ∧
s∧
i=1
Fi(x) < 0
}
= ∅,
which is validated using the bound due to [4] and Theorem 4.2 again. 
6. Some results in integer optimization
6.1. A “negative” result
Jeroslow [7] showed that there is no algorithm which solves the general integer quadratic
optimization problem
min
(
cT · x|x ∈ Zn ∧
s∧
i=1
Qi(x)0
)
,
where c ∈ Zn is a vector andQ1, . . . ,Qs ∈ Z[x] are polynomials of degree 2 at most. This
is a consequence of the solution of Hilbert’s Tenth Problem by Matiyasevic [13].
6.2. Integer linear optimization
Applying Lenstra’s algorithm [12], the problem
min(cT · x|x ∈ Zn ∧ A · xb)
can be solved. Here, A ∈ Zs×n is a matrix with integer entries and b ∈ Zs , c ∈ Zn are
integer vectors, such that the binary lengths of A, b and c satisfy lZ({A, b, c}) l. The
time-complexity of Lenstra’s algorithm is bounded in O(s) · lO(1) · 2O(n3).
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6.3. Integer quasiconvex optimization
Bank and Mandel [2] show the solvability of the following problem:
min
(
Fˆ (x)|x ∈ Zn ∧
s∧
i=1
Fi(x)0
)
,
where Fˆ , F1, . . . , Fs ∈ Z[x] are quasiconvex polynomials.
Khachiyan [9] uses an example of the problem above which only has solution points of
binary length at least l · dn−1, where l is the maximum binary length of all coefﬁcients
and d a degree bound for the involved polynomials. As a consequence, the bound for the
time-complexity given by Theorem 5.1 cannot be improved with the help of Lenstra’s idea.
6.4. Integer optimization on convex semialgebraic sets
Khachiyan and Porkolab [10] design an algorithm that solves the problem
min(xn|x ∈ Zn ∧ x ∈ Y ),
where Y ⊆ Rn is a convex semialgebraic set given by a ﬁrst order formula over the reals.
In the context of Problem (1), the algorithm is of time-complexity lO(1) · sO(n2) · dO(n4).
Obviously, Theorem 5.1 presents a better bound.
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