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ABSTRACT: Potentials routinely used in atomistic molecular
dynamics simulations are not always suitable for modeling
systems at coarse-grained resolution. For example, in the
calculation of traditional torsion angle potentials, numerical
instability is often encountered in the case of very ﬂexible
molecules. To improve the stability and accuracy of coarse-
grained molecular dynamics simulations, we propose two
approaches. The ﬁrst makes use of improved forms for the
angle potentials: the restricted bending (ReB) potential
prevents torsion angles from visiting unstable or unphysical
conﬁgurations and the combined bending-torsion (CBT) potential smoothly ﬂattens the interactions when such conﬁgurations
are sampled. In the second approach, dummy-assisted dihedral (DAD), the torsion potential is applied diﬀerently: instead of
acting directly on the beads, it acts on virtual beads, bound to the real ones. For simple geometrical reasons, the unstable region is
excluded from the accessible conformational space. The beneﬁts of the new approaches are demonstrated in simulations of
polyethylene glycol (PEG), polystyrene (PS), and polypeptide molecules described by the MARTINI coarse-grained force ﬁeld.
The new potentials are implemented in an in-house version of the Gromacs package, publicly available.
■ INTRODUCTION
Molecular Dynamics (MD) is a computational method that
simulates the structure and dynamic behavior of matter by
using a discrete representation of particles, interacting with
each other. The equations of motion for all the particles are
integrated numerically, in a sequence of successive time
intervals such that particle trajectories are obtained in a period
of time. Besides direct observation of the occurring phenomena
at the atomistic level, the macroscopic properties of the
simulated systems are also accessible by applying statistical
analysis on the generated ensemble of conﬁgurations.
The core of a MD program is the force calculation followed
by the integration of the equations of motion. The most
computationally demanding forces are the nonbonded
interactions acting between dynamically formed pairs of
particles (electrostatic and van der Waals interactions). The
bonded forces model the chemical bonds in a molecule (bond,
bending angle and dihedral angle interactions), which are of
essential importance in obtaining a valid molecular structure
and the correct macroscopic behavior. Typical bonded
potentials have simpliﬁed forms (often harmonic and other
idealized expressions) and are robust and reliable for traditional
atomistic simulations, when a time step restricted to a few
femtoseconds is used.
However, due to the upcoming ﬁeld of coarse-grained (CG)
simulations, these potentials start to show some limitations. In
CG models the atomistic particles are replaced by a reduced
number of beads that are small enough to keep the desired
chemical detail but big enough to reduce signiﬁcantly the total
number of particles. The eﬀective interacting potentials
between the new CG beads are softer than the atomistic
ones, so that larger integration time steps can be used. In a
growing number of cases, the combination of larger time steps
with an increased molecular ﬂexibility leads inevitably to
singularities, in particular in the bonded potentials. Hence, the
need for revising the bonded potentials is obvious for coarse-
grained MD simulations to fully and reliably use the
outstanding computational resources available nowadays.
In this paper, we address this challenge and we start
improving the angle interactions, by proposing novel angular
potentials and by modifying the action of the torsion potential.
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Our functional forms for these interactions are described and
tested in MD simulations of both polymers and proteins, using
the CG MARTINI model.1,2
■ THEORY
Standard Angle Potentials. Figure 1 illustrates a simple
linear molecule with the bonds and bending and torsion angles
characterizing its structure.
The bending angle θi is created by two successive bond








and the torsion angle ϕi is the angle between two planes (one
deﬁned by a and b bonds and the other by b and c). The term
torsion is often used interchangeably with the term dihedral
when referring to both the angle and its associated potential.
The dihedral angle can be calculated as the angle between the
unit normals of the two planes (u ⃗ = a ⃗ × b ⃗ and v ⃗ = b ⃗ × c)⃗ or as
the angle between two vectors lying in each of the planes. In
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It is evident that ϕi becomes geometrically undeﬁned when
at least one of the bending angles from the bead quadruplet is
equal to 0° or 180°. To establish the quadrant of ϕi, either the
sign(ϕi) = (a ⃗ × b ⃗)·c ⃗ or sin ϕi are evaluated. If sign is negative
(sin ϕi < 1), the dihedral angle is considered negative: ϕi = 0°
− ϕi (in IUPAC convention) or ϕi = 360° − ϕi (in polymer
convention). In this paper, we make use of the IUPAC
convention5 for the dihedral angle deﬁnition for both biological
and polymeric systems. In this way, our results will be
presented in an unitary manner and be consistent with the
Gromacs6 and VMD7 style.
The most common bending potentials VB used in MD
simulations are harmonic in θ:
θ θ θ= −θV k( )
1
2
( )i iB 0
2
(3)
or in cos θ (cosine harmonicCH):
θ θ θ= −θV k( )
1
2
(cos cos )iB i 0
2
(4)
with θ0 the reference value of the bending angle and kθ the
bending constant. The graphical representation of these two
bending potentials is given in Figure 2.
The bending forces acting on the three beads forming the θi
angle (k = i − 1, i, i + 1) are calculated as













where, for the derivative, two chain rules are traditionally used:
(dVB/dθi)(dθi/dcos θi)(∂cos θi/∂rk⃗) for eq 3 and (dVB/dcos
θi)(∂cos θi/∂rk⃗) for eq 4. In the ﬁrst case, a singularity for θ =
0° and θ = 180° appears, since dθi/dcos θi = 1/sin θi.
The derivative of the bending angle with respect to the











































For the torsion potential, VT, three expressions are mostly
used (see Figure 3). The angle harmonic potential is given by
ϕ ϕ ϕ= −ϕV k( )
1
2
( )T i i 0
2
(7)
with kϕ the force constant and ϕ0 the equilibrium angle. The
periodic cosine (PC) potential,
ϕ ϕ δ= + −ϕV k m( ) [1 cos( )]i iT (8)
gives one or more maxima (depending on the multiplicity m) at
δ/m, with the periodicity of 360°/m. This potential is
traditionally used for proper dihedrals in biological systems
(e.g., proteins). By summing up a set of such torsion potentials
(each with its torsion constant kϕ, angle δ and multiplicity m),
Figure 1. Schematic representation of a simple linear molecule.
Monomer indices are indicated in parentheses. a, b, and c are three
selected bonds, θ are the bending angles, and ϕ is the dihedral angle. P
is the projection of the bead i + 1 on the XiYi plane and allows for a
better visualization of the torsion angle ϕi.
Figure 2. Bending angle potentials: cosine harmonic (solid black line),
angle harmonic (dashed black line), and restricted bending (red) with
the same bending constant kθ = 85 kJ mol
−1 and equilibrium angle θ0 =
130°. The orange line represents the sum of a cosine harmonic (kθ =
50 kJ mol−1) with a restricted bending (kθ = 25 kJ mol
−1) potential,
both with θ0 = 130°.
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speciﬁc energy landscapes for the torsion interaction can be
obtained.
The third torsion potential commonly used is the cosine
polynomial (solid line in Figure 3)
∑ϕ ϕ= ϕ
=







introduced by Ryckaert and Bellemans8 (RB) with p = 5 for
alkanes. This form can mimic diﬀerent dihedral potentials by
adjusting the constant parameters an. Unlike the previous
potentials (eq 7 and eq 8), these are symmetrical around 0°.
For example, with p = 2 and an coeﬃcients related with a
reference angle ϕ0, this potential is equivalent with a cosine
harmonic potential described by eq 4, with two maxima at ±
ϕ0. Power series in cos ϕ up to the third power (p = 3 in eq 9)
are also very frequently used.9,10 The transfer between the
polymer and IUPAC conventions for the dihedral angles, is
done by applying a (−1)n factor to each of the an parameters.
The force arising from the dihedral potential acts on all four
particles deﬁning the dihedral angle ϕi:
ϕ ϕ
ϕ














with l being i − 2, i − 1, i or i + 1.
As for the bending potential, the gradient ∇lVT(ϕi) is
obtained using the following chain rule factorization, ∂VT/∂rl⃗ =
(dVT/dϕi)(dϕi/(dcos ϕi)(∂cos ϕi/∂rl⃗), which leads to a
singularity for ϕ = 0° and ϕ = 180° because dϕ/dcos ϕ =
−1/sin ϕ. In the case of torsion potentials described as powers
of cos ϕ, this singularity can be avoided by changing the chain
rule to ∂VT/∂rl⃗ = (dVT/dcos ϕi)(∂cos ϕi/∂rl⃗).
The derivative of the dihedral angle with respect to the











































After replacing the norms in eq 11, the derivative becomes a
sum of terms, each containing the factor 1/(sinα θi sin
β θi−1)
with α and β being 1, 2, or maximum 3.
The computed bending and torsion forces are added to the
total force per particle and the integration of motion produces
new coordinates (new angles). This iteration process may be
interrupted when one of the formulas involved in the calculus
leads to numerical instability (division by zero). For the angle
potentials described in this section such situation can occur in
three cases:
1. the calculation of the torsion angle (eq 2): if one of the
sin terms from the denominator is identically zero the
cos ϕ cannot be calculated (i.e., θ = 0°, 180°).
2. the derivative of the angles (θ or ϕ) with respect to their
cosine leads to a 1/sin θ and 1/sin ϕ singularity for θ or
ϕ = 0°, 180° in the bending and torsion force,
respectively.
3. the derivative of the dihedral angle ϕ with respect to the
Cartesian variables (eq 11) leads to 1/sin θ, 1/sin2 θ and
1/sin3 θ singularities for θi or θi−1 = 0°, 180° in the
expression of the force.
The situation of θ = 0° is, in fact, impossible when a
Lennard-Jones potential is used between second neighbor
beads and it does not allow two beads to overlap. This is also
the reason that prevents the cancellation of the norms of the
bonds (both in eq 1 and eq 2). The situations of θ = 180°, ϕ =
0°, or ϕ = 180° are considered as “rare events” for atomistic
simulations and, most of the time, are ignored or treated
superﬁcially. When encountered, in practice, a restart from the
last frame (check point) saved before the crash is often
suﬃcient to explore a diﬀerent conﬁguration without
singularities. In coarse-grained MD simulations, however, the
angle potentials are softer and these events are more frequent.
A more careful treatment is required to allow for high-
throughput. We follow two approaches: the use of improved
angle potentials and the use of dummy assisted dihedrals.
Improved Angle Potentials. This subsection describes
two angle potentials modiﬁed in such way to eliminate the
numerical singularities described above. The ﬁrst one, the
restricted bending (ReB) potential, prevents the bending angles
θi−1 and θi, forming the dihedral, from reaching the 180° value.
The second one, the combined bending-torsion (CBT)
potential, disregards any eﬀects of the dihedral becoming ill-
deﬁned, keeping the dihedral force and potential calculation
continuous in entire angle range.
ReB Potential. To systematically hinder the bending angles
from reaching the 180° value, we propose a very simple
solution: the modiﬁcation of the bending potential itself. This is
done by dividing the eq 4 by a sin2 θ factor:
θ θ θ
θ












Figure 2 shows the comparison between the introduced
potential, eq 12, with the standard ones (eqs 3 and 4).
The wall of the ReB potential is very repulsive in the region
close to 180°, and as a result, the bending angles are kept within
a “safe” interval, far from instabilities. The power 2 of sin θi at
the denominator has been chosen to guarantee this behavior
and allows an elegant diﬀerentiation:
Figure 3. Torsion potentials with the same torsion constant kϕ = 20
and equilibrium angle ϕ0 = 45°: angle harmonic (dotted line), periodic
cosine with multiplicity 1 (dashed line) and Ryckaert−Bellemans with
coeﬃcients a0 = 0.5, a1 = −1.41, a2 = 1, and a3 = a4 = a5 = 0 (solid).
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Due to its construction, the restricted bending potential
cannot be used for equilibrium θ0 values too close to 0° or 180°
(from our experience, at least 10° diﬀerence is recommended).
Also, note that, in the starting conﬁguration, all the bending
angles have to be in the “safe” interval to avoid initial
instabilities.
This novel bending potential can be used in combination
with any form of torsion potential, and it will avoid the
singularities caused by the beads alignment. It can be also
added to a “standard” bending potential to aﬀect the angle
around 180° but to keep its original form around the minimum
(see the green curve in Figure 2).
In a manner very similar to the restricted bending potential, a


















with the advantages of being a function of cos ϕ (no derivation
problems in sin ϕ) and of keeping the torsion angle at only one
minimum value. In this case, the factor sin2 ϕ does not allow
the dihedral angle to move from the [−180°:0] to [0:180°]
interval, that is, not to have both −ϕ0 and + ϕ0 maxima, but
only one of them. Note that this is equivalent to a harmonic
potential.
CBT Potential. The second method consists of coupling the
torsion potential (in a cosine form) with the bending potentials
of the adjacent bending angles in a unique expression:
∑θ θ ϕ θ θ ϕ= ϕ− −
=











The CBT potential has already been proposed by Bulacu and
Van der Giessen11 for polymer melt simulations and has been
successfully used in a number of subsequent simulations of
polymeric materials.12−15
This potential has two main advantages:
• It does not only depend on the dihedral angle ϕi
(between the i − 2, i − 1, i, and i + 1 beads) but also
on the bending angles θi−1 and θi formed by three
adjacent beads (i − 2, i − 1 and i, and i − 1, i, and i + 1,
respectively). The two sin3 θ prefactors, tentatively
suggested by Scott and Scheraga16 and theoretically
discussed by Pauling,17 cancel the torsion potential and
force when either of the two bending angles approaches
the value of 180°.
• Its dependence on ϕi is expressed through a polynomial
in cos ϕi that avoids the singularities in ϕ = 0° or 180° in
the torsional force calculus.
These two important properties make the CBT potential
well-behaved for MD simulations with weak constraints on the
bending angles or even for steered/nonequilibrium MD in
which the bending and torsion angles suﬀer major modiﬁca-
tions. When using the CBT potential, the bending potentials
for the adjacent θi−1 and θi may have any form. It may be also
possible to leave θi−1 and θi angles free. Figure 4 illustrates the
diﬀerence between a torsion potential with and without the
sin3θ factors (blue and gray curves, respectively).
Additionally, the derivative of VCBT with respect to the















































with the derivatives from all three terms already known from eq
6 and eq 11.
A very similar form with sin θi−1 sin θi is used in a reactive
force ﬁeld for hydrocarbons by van Duin et al.18 Nevertheless,
in light of the derivation from eq 11, only third-power sine
terms ensure the numerical stability.
Based on a cosine form without multiplicity, the CBT can
only be symmetrical around 0°. To obtain an asymmetrical
dihedral angle distribution (e.g., only one maximum in
[−180°:180°] interval), a “standard” torsion potential such as
eq 7 or eq 8 should be used. However, these two forms have
the inconveniences of the force derivation (1/sin ϕ) and of the
beads alignment (θi or θi−1 = 0°, 180°). Coupling such non-cos
ϕ potentials with sin3 θ factors does not improve simulation
stability, since there are cases in which θ and ϕ are
simultaneously 180°. The integration at this step would be
possible (due to the canceling of the torsion potential) but the
next step would be singular (θ is not 180° and ϕ is very close to
180°).
Dummy-Assisted Dihedrals. This subsection describes
the dummy-assisted dihedral (DAD) method that avoids the
numerical instabilities by changing the way in which the angle
potentials are applied. In DAD, the dihedral angle is deﬁned by
extra beads (dummies) instead of conventional particles. The
schematic in Figure 5 illustrates the deﬁnition of the additional
particles (type D) based on the original ones (type B). Each
dummy particle Di is constrained at a distance d from Bi, in the
plane deﬁned by Bi−1, Bi, and Bi+1, maximizing its distance to
Bi−1 and Bi+1 and with equal angles Bi−1BiDi and DiBiBi+1. The
Figure 4. In blue, surface plot of the combined bending−torsion
potential (eq 15 with kϕ = 10 kJ mol
−1, a0 = 2.41, a1 = −2.95, a2 =
0.36, a3 = 1.33) when, for simplicity, the bending angles behave the
same (θ1 = θ2 = θ); in gray, the same torsion potential without the sin
3
θ terms.
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use of D1−4 particles instead of B1−4 resolves the instability of
the B1−4 dihedral resulting from the exploration of values close
to 180° by the Bi−1BiBi+1 angles where i = 2 and 3. For simple
geometrical considerations, the angles Di−1DiDi+1 are unlikely to
explore values close to 180°; this would imply an extremely
large enthalpic penalty. In principle, DAD can be applied on
any type of molecule after a quick calibration of the
corresponding parameters. The parameters associated with its
use to replace the conventional dihedral potential that describes
the protein backbone in the MARTINI coarse grained force
ﬁeld19,20 are listed in Table 1. Dummy particles Di are
constraint at a 0.15 nm distance from the backbone bead Bi,
and they satisfy Bi−1BiDi = DiBiBi+1 = (360° − Bi−1BiBi+1)/2.
The angle Bi−1BiBi+1 is already deﬁned by the MARTINI force
ﬁeld. This deﬁnition maintains Di in line with the normal to the
direction deﬁned by Bi−1 and Bi+1. A torsion potential D−D−
D−D replaces the original B−B−B−B potential. In Table 1, we
give the parameters for each of the secondary structure types
according to the MARTINI force ﬁeld deﬁnition of the
backbone bonded terms. These parameters were obtained using
the following steps: (i) backbone dihedral angle distributions
were extracted from a database of protein structures as done
previously,19 (ii) an initial set of potentials were obtained by
operating a simple Boltzmann inversion of the distributions and
ﬁtting the results using a linear combination of periodic cosine
potentials (eq 8); (iii) ﬁnally, the parameters (Table 1) were
tuned manually to reach a good match of the dihedral
distributions obtained from the protein database in CG MD
simulations. Note, however, that it is only on the extended
secondary structure type that the use of DAD would actually be
required. The general procedure for parametrization has been
described in detail elsewhere.1,19 The remainder of the bonded
and nonbonded parameters does not require any change from
the original MARTINI force ﬁeld. The mass of the bead Bi is
shared with Di, 36 amu each, and D particles do not have any
nonbonded interactions with the other particles.
■ IMPLEMENTATION
The angle potentials proposed hereReB and CBThave
been implemented into an in-house version of Gromacs,
publicly available on the MARTINI web-page (http://
cgmartini.nl).
Table 2 shows the three potentials with the corresponding
input parameters needed in the topology ﬁles (.itp) describing
the molecular interactions. Extra subroutines have been
included into the original Gromacs ″bondfree.c″ subroutine
to calculate the dihedral angle (its cosine and the contributions
of the torsion force on each particle forming the dihedral). The
angle is computed using the dot-product method and the forces
following the approach of Allen and Tildesley.21 The ReB
subroutine is very similar to the one for the harmonic bending
calculation. Only a new derivative is implemented (eq 13). In
the CBT subroutine, when a θ angle is 180° its sine is made
artiﬁcially a very small number and the force and potential
calculation may continue. Their values will cancel due to the
sin3 θ terms. This cancellation is continuous, avoiding steps in
the potential and force.
Additionally, the input−output and the preprocessing
subroutines have been modiﬁed to read/write the new
molecular topology ﬁles and to create the binary topology ﬁle
(.tpr) for the MD run. The utilities mk_angndx and g_angle
have been also extended to describe and calculate the new types
of angles.
The DAD method operates with any torsion potentials and
does not require code modiﬁcations. However, a redeﬁnition of
the interacting beads and reference angle is necessary. The use
of the DAD potential with the MARTINI CG force ﬁeld is
supported by a script available on the MARTINI web-page.
Figure 5. Schematic of the dummy assisted dihedral (DAD) potential.
Bi are the initial particles and Di the associated dummies. The dummy
particles are constraint at a ﬁxed distance from the original particles
and the angles Bi−1BiDi and DiBiBi+1 are subjected to a harmonic
potential with an equilibrium angle complementing the Bi−1BiBi+1 value
to 360°. A torsion potential D−D−D−D replaces the original B−B−
B−B potential. Associated parameters are given in Table 1.
Table 1. Parameters of the Dummy-Assisted Dihedral for the






d(BiDi) all 0.15 constraint
Bi−1BiDi, DiBiBi+1 helix 132 (96) 100
coil 116.5 (127) 100
extended 113 (134) 100
turn 130 (100) 100
Di−1DiDi+1Di+2 helix −142.7 400 1
coil 16.4 3.47 1
−70 0.96 2
extended 27 10/25/40 1





bend −126.5 1.09 1
−58 0.99 2
aSS designates the secondary structure type; reference values for the
distance, bond and dihedral angle potentials, force constant (k), and
multiplicity (m, when relevant) are given. The actual target value for
the bond angles (cosine potential) are diﬀerent from the reference
value and are given in parentheses. The deﬁnition of the particles,
bending and torsion angles is shown in Figure 5.
Table 2. Gromacs Deﬁnitions of the Intramolecular
Interaction Concerning the Modiﬁed Potentialsa
interaction type directive # at. ftp param.
ReB angles 3 10 θ0, kθ
ReT dihedrals 4 10 ϕ0, kϕ
CBT dihedrals 4 11 kϕ, a0, a1, a2, a3, a4
aThe function type and parameters conform with the Gromacs
deﬁnition.
Journal of Chemical Theory and Computation Article
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■ APPLICATIONS
Coarse-Grained Simulations of Polymers. The advan-
tages of the newly implemented potentials are shown in coarse-
grained simulations of polyethylene glycol (PEG) and
polystyrene (PS).
Polyethylene Glycol (PEG). We have simulated an ensemble
of polyethylene glycol (PEG) chains in water, at low density
(Figure 6), using the PEG model based on the MARTINI
force-ﬁeld, developed by Lee et al.22 We will call this original
model the PEG-OR model. The polymer is represented as a
linear chain of CG beads (as in Figure 1), each representing a
C−O−C chemical moiety. Bonded interactions include bonds,
bending and torsion angles along the backbone. In PEG-OR, a
cosine-harmonic function (eq 4) is used for the bending
potential, and a combination of four torsion potentials (eq 8) is
used for the dihedral angle (see the parameters in Table 3).
The model of Lee et al.22 shows excellent agreement with
atomistic simulation results for the bending and torsion angle
distributions, and with experimental data for the chain size. To
test the stability of the PEG-OR model, we have considered a
system of 56 PEG polymer chains (each of 37 monomers) in
water (13312 water coarse-grained particles) using the input
ﬁles provided at http://cgmartini.nl and standard simulation
conditions: T = 300 K (Berendsen thermostat), P = 1.0 atm
(isotropic coupling), time step δt = 0.04 ps, and periodic
boundary conditions. We performed 20 identical simulations
starting with diﬀerent seeds for the velocity generator. The
average simulation time before a system became unstable was 5
ns and the maximum simulated time 15 ns. The model thus
poses serious stability issues. A moderate improvement in
stability was obtained by decreasing the time step to δt = 0.01
ps or by using an angle harmonic form (eq 3) for the bending
potential with θ0 = 130° and kθ = 50 kJ mol
−1 (as suggested on
the MARTINI Web site).
The black curves in Figure 7 represent the probability
distributions for the bending angle θ and dihedral angle ϕ
obtained during the PEG-OR simulation. The histograms are
calculated from all the angles along the polymer chain and for
all the coordinate frames written out during the simulation. The
distributions indicate that the bending angles close to 180° are
sampled, causing the numerical instability as sin ϕ becomes
undeﬁned (eq 2). To avoid this instability we propose two new
models using the improved potentials described:
• PEG-ReB, a model using the restricted bending potential
for the bending angle and the same torsion potentials as
in PEG-OR.
• PEG-CBT, a model using the same bending potential as
in PEG-OR and the combined bending torsion potential
for the dihedral (eq 15).
Table 3 includes all the parameters of these potentials. In the
PEG-ReB and PEG-CBT simulations, the polymer’s behavior is
expected to remain unchanged since the modiﬁed angular
potentials have almost the same form as the ones used in the
PEG-OR simulation (only their analytical expression diﬀers).
The advantage of using the potentials introduced here is to
improve the simulation stability at larger integration time steps
and at higher temperatures.
For each of the two new models, three independent
simulations have been performed starting with the same initial
conﬁguration and settings of those used for the PEG-OR
model. When starting the PEG-ReB simulations, all the bending
angles from the initial conﬁguration have to be away from the θ
= 180° to avoid the instabilities (in practice, a minimum
diﬀerence of ≈10° suﬃces). This can be incorporated during
the initial chain generation procedure or by performing a short
MD run with a very small time step and a large force constant
in a standard bending potential. After such proper setup, the
simulations with restricted bending are stable on the time scale
tested (up to tens of microseconds).
The ReB potential indeed prevents the bending angle from
reaching values close to 180° (observe the diﬀerence between
the black and the colored curves in Figure 7a). This eﬀect is
enhanced with increasing the bending force constant used for
the restricted potential. However, the ReB modiﬁes both the
bending and the torsion angle distributions compared with the
original ones, by changing their spread around the equilibrium
values. For example, kθ = 85 kJ mol
−1 leads to a visible increase
of the bending maxima, while a lower kθ = 50 kJ mol
−1 allows
Figure 6. Snapshot from the simulation of an ensemble of PEG
polymer chains in water. The polymer chains are depicted as red ropes
and the water is shown as a blue haze. Some polymers are represented
as linear chains of beads to show the coarse-grained model.
Table 3. Angle Potentials Used in the PEG Simulations:














PEG-OR CH 130 85 PC 180 1.96 1
PC 0 0.18 2
PC 0 0.33 3
PC 0 0.12 4
PEG-ReB CH 130 50 idem
ReB 130 25
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the sampling of smaller bending angles. These modiﬁcations
entail the unwanted alteration of the torsion angle distribution
and, consequently, of the end-to-end distance of the polymer
chain. To minimize these eﬀects, we propose to use the sum of
two expressions for the bending potential: the original cosine-
type potential (θ0 = 130° and kθ = 50 kJ mol
−1) combined with
the ReB potential (θ0 = 130° and kθ = 25 kJ mol
−1). The
cosine-type enforces the correct distribution and the restricted
type removes the accessibility to 180° values. This choice leads
to an optimal match between the histograms (red and black in
Figure 7a and b) while keeping the simulation stable.
The PEG-CBT simulations show the same mutual
interconnection between the bending and torsion angles as
PEG-ReB. The torsion potential, while imposing the desired
torsion angle distribution, modiﬁes the bending angle
distribution by shifting it to higher bending angle (see the
violet curve in Figure 7c and d). This shift can be eliminated by
changing the equilibrium bending angle from θ0 = 130° to θ0 =
116° (blue curve). In this way, the histograms reproduce the
original ones.
Another measure of how the conﬁgurations of the polymer
chains are aﬀected is the mean square radius of gyration Rg. We
ﬁnd that Rg of the simulated PEG chains remains largely
unaﬀected (see Table 4).
Polystyrene (PS). In the second study, we have simulated
polystyrene (PS) chains in dilute solutions in good solvent
(benzene) and as melt. As the starting model, we have used the
original coarse-grained MARTINI model of polystyrene (PS)
developed by Rossi et al.23 In this model, named here PS-OR,
each PS monomer is described by four coarse-grained beads. As
shown in Figure 8, one bead (B) represents the Cα−Cβ
backbone and three beads (R) represent the phenyl ring (in
the same fashion as for the MARTINI representation of
benzene). Harmonic bond potentials are used to model the BR
and RB bonds and constraints for the RR bonds. Three
bending potentials control the angle types BRB, RBR, and BRR.
The original topology for bonded interactions did not include
any torsional potential. This model reproduces accurately the
Figure 7. Probability distributions of the bending angle θ and the dihedral angle ϕ obtained during the simulations. The histograms obtained using
the PEG-OR model are compared with PEG-ReB (a and b) and PEG-CBT (c and d) models described in the text. The force constants referred in
the ﬁgure are given in kJ mol−1 units.
Table 4. Calculated Mean Square Radius of Gyration Rg of
PEG Chains in Water and PS Polymer Chains with Diﬀerent
Lengths in Benzene, at T = 300 Ka
chain OR CBT ReB
PEG37 1.56 ± 0.25 1.47 ± 0.22 1.54 ± 0.24
PS10 0.49 ± 0.06 0.75 ± 0.01 0.74 ± 0.01
PS30 1.53 ± 0.18 1.86 ± 0.01 1.65 ± 0.02
PS60 2.55 ± 0.35 3.29 ± 0.10 2.77 ± 0.06
PS100 3.42 ± 0.56 5.00 ± 0.29 3.79 ± 0.83
aThe model parameters are given in Tables 3 and 5, respectively.
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bond and bending angle distributions obtained in simulations at
the atomistic level, and it is stable in MD runs with a 20 fs time
step. Since it does not include the torsion interactions, it poorly
describes the distribution of backbone dihedrals as illustrated in
Figure 9. A more accurate treatment of the dihedrals is
important to distinguish among the possible diﬀerent tacticities
of polystyrene, one of the conclusions of the original paper.23
By making use of the newly implemented potentials, we
modiﬁed the PS-OR model to additionally include the
backbone torsion interaction on the BRBR angle. This choice
was natural and consistent with the bending angle interactions
already considered.
As in the case of PEG, two models are proposed and tested.
In the PS-ReB model, we use the ReB potential to describe the
BRB and RBR bending angles and a simple Ryckaert−
Bellemans function for the dihedral itself. In the PS-CBT
model, we couple the backbone torsional degree of freedom to
the standard harmonic BRB and RBR angles by means of the
CBT potential. All the parameters for the new topologies are
gathered in Table 5.
The tuning of the new topology parameters for bonded
interactions was based on the reproduction of the atomistic
bonded distributions. The distributions obtained using the PS-
ReB and PS-CBT models are shown in Figure 9. All
distributions were obtained from a coarse-grained simulation
of a single PS10 chain in benzene, running with a time step of
20 fs for 3 μs, at T = 300 K (Nose−Hoover thermostat) and P
= 1 bar (Parrinello−Rahman barostat). The contributions of
free chain ends were discarded. Extensive details about the
atomistic force-ﬁeld used and simulation setup can be found in
the original publication.23
For further validation, we compared the value of the mean
square radius of gyration, Rg, of PS-ReB and PS-CBT in a good
solvent, benzene, to that obtained with the original model PS-
OR.24 Simulations consisted of single PS chains (PS10, PS30,
PS60 and PS100) in benzene, running with a time step of 20 fs
for 3, 4, 6, and 6 μs, respectively, in the NPT conditions
described. The results are shown in Table 4. The addition of
the torsion potential increases the chain stiﬀness, and larger Rg
values are obtained for PS chains using both the ReB and CBT
models. In consequence, we expect the thermodynamic
behavior to be aﬀected (in particular, the increase of the glass
transition temperature in polymer melts, as observed by Bulacu
and Van der Giessen25). A better match with the original model
would require further reﬁnement of the nonbonded interaction
of the coarse-grained PS beads.
The simulation of a PS melt is a stringent test for the stability
of the new models. The large number of dihedral angles in
multiple polymer chains and the high temperature used in
simulations challenge the numerical stability. We thus
performed two simulations of a melt of 18 PS100 chains
using both PS-ReB and PS-CBT, at T = 500 K and T = 650 K,
with a time step of 20 fs and the usual NPT settings. The PS-
ReB model was stable for 1.3 μs at 500 K and only for 6 ns at
650 K. In contrast, the PS-CBT model did not experience any
numerical instabilities. Both simulations at T = 500 and 650 K
successfully completed a run time of 3 μs.
Coarse-Grained Simulations of Proteins. The diﬀerent
potentials described in the method sections were also tested on
their ability to repair the numerical instability of the protein
MARTINI backbone in extended or β-sheet secondary
structure regions. One should keep in mind that the dihedral
potentials tested will in any manner aﬀect the overall
description of protein structures by the MARTINI force ﬁeld.
Figure 8. Top: a trimer of PS, in atomistic (black) and CG
representation (gray circles). Bottom: the CG representation, where
backbone beads are named B and ring beads are named R.
Figure 9. Atomistic and CG distributions of backbone bending and
torsion angles in PS.
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In particular, the new potentials will not change the
deformation of the β-sheet structures. Brieﬂy, the MARTINI
protein force ﬁeld19 has inherited the general 4:1 mapping used
to deﬁne chemical groups as beads and the broad experience in
using partitioning data for parametrization. Each amino acid is
represented by one bead for the backbone and from zero (Gly
and Ala) to four (Trp) beads for the side chain. The bonded
terms were extracted from a set of protein structures with the
backbone bead placed on the center of mass (COM) of the
backbone. Partitioning behavior of side chain analogues were
used to determine the nonbonded interactions. The numerical
instability of the MARTINI backbone is due to the near
alignment of three consecutive backbone beads in an extended
conformation. In a ﬁrst attempt of solving this problem, a local
Table 5. Angle Potentials Used in the PS Simulations: Type, Reference Angle, and Optimum Interaction Parametersa
BRB RBR BRBR
type θ0 [deg] kB [kJ mol
−1] type θ0 [deg] kB [kJ mol
−1] type ai[kJ mol
−1]
PS-OR CH 52 550 CH 120 25
PS-ReB ReB 52 25 ReB 120 50 RB a0 = 1.0










aThe deﬁnition of the bending angles BRB and RBR and torsion angle BRBR is shown in Figure 8b.
Figure 10. Probability distributions of the bending and torsion angles from the extended secondary structure section of the protein with the PDB
entry 1TEN. The bending angles are deﬁned by three consecutive B particles. Histograms obtained with diﬀerent potentials are shown: (a and b) for
the ReB and CBT potentials and (c and d) for DAD. The force constants referred in the ﬁgure are given in kJ mol−1 units.
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elastic network (LocalEN) was added to MARTINI: the
backbone was replaced by a set of three unnatural bonds
between 1−3, 2−4 and 1−4 pairs of atoms, deﬁning the 1234
dihedral.
Here, we used the ﬁbronectin type III domain from tenascin
(PDB-ID 1TEN), a β-sheet protein, as a model system. We
tested the CBT, ReB, and DAD potentials with some variants
and ﬁnd all the versions but the original MARTINI stable when
running with a time step of 20 fs for 10 μs. The original
MARTINI model ran with a 10 fs time step. Note that the
overall native structure of the protein was not conserved with
any of the potentials tested. Typically, the root-mean-square-
deviation of the backbone beads reaches a plateau value of 0.6−
0.8 nm. This is not a matter for the current study; the
MARTINI protein force ﬁeld is not very good at keeping β-
sheets in general. When the native 3D protein structure is of
crucial importance in simulations, a global elastic network
(ElNeDyn26) should be used.
The distributions of the dihedrals and of their associated
bending angles, obtained from the ﬁrst 2 μs simulation, are
shown in Figure 10. First, it is clear that the histograms
obtained using the LocalEN approach are slightly modiﬁed
compared to the original MARTINI (see the solid and dashed
black curves in Figure 10a and b). The backbone angle
distribution is shifted by ≈20 degrees to higher values and the
dihedral angles partly lose their originally strong preference for
values around 180°, corresponding to an extended structure.
Although the reason underlying these deformations is not clear,
they can be avoided by using any of the new potential forms
described in the methods section.
It is interesting to note that the CBT potential needed some
modiﬁcation of the original backbone angle to reproduce the
original distribution, while there was only little eﬀect on the
backbone torsion angle. The bending angle force constant was
increased from 25 kJ mol−1 to 50 kJ mol−1 (cyan and blue lines
in Figure 10). This result indicates that the CBT potential
aﬀects the bond angles associated with it, as in the case of
polymers.
We have also tested the use of ReB to replace the
conventional cosine potential used in MARTINI to model
the bond angles. The ReB was used either to completely
replace the cosine potential (orange curves) or in addition to
the regular angle to introduce a high-energy penalty when the
angle approaches values close to 180° (red curves in Figure 10).
Both solutions appeared to be satisfactory since they preserved
the original angle and dihedral distributions of the backbone. In
the case of already existing parameters using conventional
dihedral angles, the ReB might be the most appropriate
solution, since it does not require any reparameterization. Its
advantage is to provide a steep energy barrier close to angle
values close to 180° while it does not aﬀect the original
potential on the most relevant range of values explored.
The direct applicability of the DAD potential (no need of
code change) was convenient, although it needed some tuning
of the backbone torsion angle but not of the bending angle.
The DAD potential does not reproduce the exact distribution
of the backbone torsion, expected since the motion around the
central DD bond is diﬀerent from the motion around the BB
bond. DAD notably seems to allow more ﬂexibility than the
other potentials around 180° (Figure 10c and d). This feature
might be an intrinsic property of the combination of the DAD
potential with the MARTINI backbone since strengthening the
torsion potential has only limited eﬀect on the distribution at
180°.
■ CONCLUSIONS
In this paper, we aim to methodically ﬁx numerical instabilities
known to occur in coarse-grained simulations during the
calculation of the dihedral potential. Two independent
solutions are proposed. The ﬁrst makes use of novel forms
for the angle potentials: the restricted bending (ReB) potential
prevents the molecules from visiting unstable or unphysical
conﬁgurations while the combined bending-torsion (CBT)
potential smoothly cancels the interactions when such
conﬁgurations are sampled. In the second approach
dummy-assisted dihedral (DAD)the torsion potential is
applied diﬀerently: instead of acting on real beads, it acts on
extra beads added to the real ones. For simple geometrical
reasons, in this case, the unstable region is not part of the
accessible conformational space.
The stability of the simulations using the new methods has
been demonstrated in various simulations of polyethylene
glycol (PEG), polystyrene (PS), and polypeptides molecules
described by the MARTINI force ﬁeld. Multiple simulations up
to tens of microseconds have been performed using larger
simulation time steps and at higher temperatures as compared
to the previous procedures. The simulation results have been
compared with results from their corresponding atomistic and/
or available coarse-grained simulations. Good agreement has
been found between the calculated histograms of the bending
and torsion angles for both polymers and proteins. The
modiﬁed potentials are thus eﬀective in avoiding singularities
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