I n a prev ious column of the AAOHN Journal (May 1998; 46[5] , 266-267), descriptive analysis of research data was discussed (Rogers, 1998) . The goal of descriptive statistics is to organize and summarize data by usually presenting it in the form of means, percentages, and frequency distributions. When the research calls for further data analysis , higher level statistical methods are used. This column provides a brief summary of the purpose of more advanced statistical techniques and how different statistical tests, such as chi-square , ttest, analysis of variance (AN a YA), and regression are used to test research hypotheses. However, the reader is referred to a research or statistical text for an indepth discussion of these topics.
The goal of inferential and advanced statistical approaches is to draw inferences and reach conclusions when only a part of a population or sample of the population has been studied (Essex-Sorlie, 1995) . Inferential statistics begin with the researcher asking a question or stating a hypoth-
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514 esis about the population from which the sample is drawn. A hypothesis differs from a research question in that it makes a prediction about the relationship between variables and it should be stated or determined prior to data collection. For example, a researcher is interested in examining cumulative trauma in the workplace. A beginning hypothesis might be women are more likely than men to experience carpal tunnel syndrome. Once the researcher randomly selects subjects from a population and collects the data, the hypothe sis can be tested. The researcher then can infer the results of the statistical test to the population from the selected sample.
HYPOTHESIS TESTING
Hypothesis testing can be performed using different types of statistical tests, including chi-square, r-test, analysis of variance, and regression. The type of statistical test chosen depends on the complexity of the hypothesis within the context of the study design and how detailed an analysis is needed to test the limits of the hypothesis (see Table 1 ). Data are considered either categorical or continuous (see Table 2 ). Categorical data represent discrete categories rather than incremental placement along the continuum. For example, gender is considered a categorical variable since it only can be represented by two categories (male/female). On the other hand, continuous data are values represented on a continuum, such as weight, height, and age.
Variables are described as either explanatory variables or response variables . The response variable measures the outcome of the study, whereas the explanatory variable attempts to explain the observed outcome (McCabe, 1996) . For example, in a study examining the impact of fat intake on cholesterol, the fat intake is the explanatory variable and the cholesterol level is the response variable.
Chi-Square (X 2 )
The chi-square statistic is used to compare groups when both the explanatory variable and the outcome variable consist of categorical type data. Suppose an occupational health nurse hypothesizes that female employee s were more likely to engage in regular exercise (at least three times a week) as compared to male employees. The occupational health nurse randomly selects male and female employees and conducts a telephone survey, asking this sample of employees how many times a week they exercised. Gender, the explanatory variable, is categorized AAOHN JOURNAL 
The explana tory variable also can be continuous when using logistic regression.
as male/female. The outcome variable of exercising at least three times a week is yes/no. The chi-square test allows the researc her to test the association between genders.
t-Test
A r-test statistic (also referred to as Student' s t) is tests the difference between two group means. The r-test OCTOBER 1998. VOL. 46. NO.1 0 is similar to the chi-square in that it allows the researcher to test the difference between two groups . However, the r-test is used when the outcome variable consists of continuo us data. If the outcome of interest is weight, then the r-test is used to test whether there is a difference between the mean weight for two groups. Supp ose an occupational health nurse is interested in examin- ing differences in sys tolic blood pressure in male employees. The nurse hypothesizes that the mean systoli c blood pressure in male employee s~50 years of age is higher than the mean systolic blood pressure in male employees < 50 years of age. The explanatory variable is the age and the outcome variable is systolic blood pressure. After the nurse rando mly selec ts male employees in both age groups and gathers data about their current systolic blood pressure, the mean systolic blood pressure for each group is calculated and compare d using the r-te st, The r-test allows the researcher to test the hypothesis that age has an impact on systolic blood pressure.
Analysis of Variance
The ANOYA is similar to the ttest in that it compares the differences between group means. However, the ANOYA test allows the researc her to assess the difference between two or more groups. If the nurse wants to assess the differences in mean systolic blood pressure between four different age groups of men within the company, the ANOYA test is an appropriate test to use.
Regression
Regression is a type of statistical analysis that allows the researcher to predict the value of the outcome variable by examining the values of one or more explanatory variables (Polit, 1991) . Regression analysis can be either simple or multiple. Simple regression is used when one variable is used to predict the outcome variable, while multiple regression involves using two or more explanatory variables to predict the outcome variable. Multiple regression is used if a researcher wants to predict the mean systolic blood pressure for men who are 50 years old and smoke. Age and smoking are the two explanatory variables examined to predict the outcome of systolic blood pressure.
The two types of regression analysis include linear and logistic. Linear regression is used when the outcome variable of interest consists of continuous data, such as age and weight. Logistic regression is used when the outcome variable is typically dichotomous or when the outcome data consist of only two categories, such as yes/no or male/female. A researcher uses multiple logistic regression if it were hypothesized that women who smoke and drink while pregnant were more likely to have preterm labor compared with women who do not drink and smoke while pregnant.
This column provides a brief summary of the types of inferential and advanced statistics used by researchers to make inferences about populations. Statistical textbooks need to be consulted for a thorough discussion and computational formulas.
