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Abstract 
There is increasing recognition that the hydrology of the Greenland Ice Sheet plays an 
important role in the dynamics and therefore mass balance of the ice sheet. 
Understanding the hydrology of the ice sheet and being able to predict its future 
behaviour is therefore a key aspect of glaciological research. To date, the ice sheet’s 
hydrology has tended to be inferred from the analysis of surface velocity 
measurements, or modelled in a theoretical, idealised way. This study focuses on the 
development of a high spatial (100 m) and temporal (1 hour) resolution, physically 
based, time-dependent hydrological model which is applied to the ~2,300 km2 
Paakitsoq region, West Greenland, and is driven, calibrated, and evaluated using 
measured data. The model consists of three components.  
First, net runoff is calculated across the ice sheet from a distributed, surface energy-
balance melt model coupled to a subsurface model, which calculates changes in 
temperature, density and water content in the snow, firn and upper-ice layers, and 
hence refreezing. The model is calibrated by adjusting key parameter values to 
minimize the error between modelled output and surface height and albedo 
measurements from the three Greenland Climate Network (GC-Net) stations, JAR 1, 
JAR 2 and Swiss Camp. Model performance is evaluated in two ways by comparing: i) 
modelled snow and ice distribution with that derived from Landsat-7 ETM+ satellite 
imagery using Normalised Difference Snow Index (NDSI) classification and supervised 
image thresholding; and ii) modelled albedo with that retrieved from the Moderate-
resolution Imaging Spectroradiometer (MODIS) sensor MOD10A1 product. Second, a 
surface routing / lake filling model takes the time-series of calculated net runoff over 
the ice sheet  and calculates flow paths and water velocities over the snow / ice covered 
surface, routing the water into ‘open’ moulins or into topographic depressions which 
can fill to form supraglacial lakes. This model component is calibrated against field 
measurements of a filling lake in the study area made during June 2011. Supraglacial 
lakes are able to drain by a simulated hydrofracture mechanism if they reach a critical 
volume. Once water is at the ice / bed interface, discharge and hydraulic head within 
viii 
 
subglacial drainage pathways are modelled using the third model component. This 
consists of an adaptation of a component (EXTRAN) of the U.S. Environmental 
Protection Agency Storm Water Management Model (SWMM), modified to allow for 
enlargement and closure of ice-walled conduits.  
The model is used to identify how the subglacial hydrological system evolves in space 
and time in response to varying surface water inputs due to melt and lake drainage 
events, driven ultimately by climate data. A key output from the model is the spatially 
and temporally varying water pressures which are of interest in helping to explain 
patterns of surface velocity and uplift found by others, and will ultimately be of 
interest for driving ice dynamics models.  
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Mathematical Notation  
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
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LW↑  Outgoing longwave radiation 
LW↓ Incoming longwave radiation 
LWnet  Net longwave radiation 
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N Calculated melt (mm w.e.) 
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Pw Water pressure (Pa) 
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Sf  Friction slope 
SW↓ Incoming shortwave radiation 
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  Water viscosity (Pa s) 
ν Cloud amount (%) 
V  Water velocity (m s-1) 
x  Snow permeability (m2)  
X Snow permeability / effective snow porosity (m2) 
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1. Introduction 
 
1.1 Rationale 
The Greenland Ice Sheet (GrIS) is the largest terrestrial permanent snow and ice 
covered area in the Northern Hemisphere. It lies between 60 and 83° N, and extends 
2,500 km from north to south and up to 1,000 km from east to west. At its thickest 
point, the ice is 3,300 m thick. With a volume of 2.93 million km3, the GrIS contains 
10% of the Earth’s total fresh water [AMAP, 2009]. The GrIS has a major climatic 
influence in the northern hemisphere, affecting atmospheric circulation, North Atlantic 
ocean currents, and global sea level [Clark et al.,1999].  
Assessing the impact of climate change on the GrIS is important as the average 
temperature rise in the Arctic has increased at almost twice the global average rate in 
the past 100 years [Meehl et al., 2007] and is likely to continue at this rate into the 
future [AMAP, 2009; Graversen et al., 2011]. Previous modelling studies have shown 
that a 1 °C rise in surface air temperature over Greenland produces 20% – 50% more 
melt [Oerlemans 1991; Braithwaite and Olesen, 1993; Ohmura et al., 1996; Janssens 
and Huybrechts, 2000; Hanna et al., 2005], so a predicted rise in air temperature of 2 – 
5 °C would approximately double total melt [Mernild et al., 2008]. Although feedbacks 
associated with increased surface melt are complex and the overall sign of the feedback 
(positive or negative) is unknown, increased surface melt is likely to result in reduced 
albedo and increased incident energy absorption leading to further melt [Tedesco et al., 
2011].  
Currently the GrIS is losing more mass through meltwater runoff and iceberg calving 
than it is gaining through snowfall, indicating that it has a negative net mass balance 
[Fettweis, 2007; Rignot et al., 2008; Velicogna, 2009; Box et al., 2011; Rignot et al., 
2011]. Recent estimates from the Gravity Recovery and Climate Experiment (GRACE) 
indicate that the rate at which the GrIS is losing mass accelerated from 137 Gt a-1 
measured over 2002 - 2003, to 286 Gt a-1 measured over 2007 - 2009, and then to 430 
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Gt a-1 measured over 2010 - 2011 [Velicogna and Wahr, 2006; Velicogna, 2009; Box et 
al., 2011]. The mass budget record over the last 18 years (which shows a good 
agreement with GRACE data over the last 8 years), indicates that the acceleration in 
mass loss from the GrIS has been 21.9 ± 1 Gt a-2 [Rignot et al., 2011]. This rapid 
increase in mass loss is mainly a result of increased wastage at the margins [Alley et 
al., 2010; Chen et al., 2011; Seale et al., 2011; Zwally et al., 2011], due partly to 
increased iceberg calving and associated acceleration and thinning of marine-
terminating outlet glaciers [Rignot and Kanagaratnam, 2006; Howat et al., 2011], but 
also to increased surface meltwater runoff affecting both marine- and land-terminating 
outlet glaciers [Mote, 2007; van den Broeke et al., 2009], which may be facilitated, at 
least in part, by increases in the melt area extent [Tedesco, 2007; Fettweis et al., 2010]. 
A key consequence of future climate change concerns likely future sea level rise, 
predicted to be between 18 and 59 cm over the 21st Century, with a significant 
proportion of this likely to come from shrinkage of the GrIS [Meehl et al., 2007]. If it 
were to melt completely, the GrIS has the potential to contribute 7 m to global sea-level 
rise [Alley et al., 2005]. Additionally, a sudden flux of cold freshwater from the GrIS 
into the North Atlantic has the potential to weaken, or turn off, the North Atlantic 
Meridional Overturning Circulation (NAMOC) by suppressing the formation of dense 
waters off the coast of Greenland [Broeker et al., 1998; Fichefet et al., 2003; Rahmstorf 
et al., 2005]. Using an Earth system model, which includes coupled atmosphere, ocean, 
and ice sheet components, Vizcaino et al. [2008] show that NAMOC shuts down in the 
most extreme warming scenarios predicted for the future. However, once the NAMOC 
shutsdown, the rate of GrIS melt decreases in response to a colder northern 
hemisphere climate. Historically, this occurred during the demise of the Laurentide ice 
sheet, and such an influx is the suspected cause of the ~ 1,400 year Younger Dryas cold 
period [Anderson, 1997; Broeker, 2006]. A key question is whether the shrinkage of the 
GrIS melt will be able to cause a similar abrupt climate change in the near future 
[Alley, 2007; Thornalley et al., 2010]. Other ocean modelling studies have been 
undertaken in an attempt to understand both the short- and long-term influences on 
ocean circulation and climate of a large freshwater flux entering the North Atlantic 
[Hu et al., 2004; Mu et al., 2006], but compared to the Vizcaino et al. [2008] analysis, 
these studies lack predictions of future GrIS runoff from high-resolution models.  
Although the GrIS has been known to speed up during the summer and slow down 
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during the winter for over 20 years [Andreasen,1985], identifying the links between 
these dynamic variations and ice sheet hydrology has only been attempted more 
recently. Several studies have shown that surface meltwater can reach the bed of the 
ice sheet through moulins and crevasses, often as a result of supraglacial lake drainage 
events [Zwally et al., 2002; Alley et al., 2005; Joughin et al., 2008]. Rapid lake drainage 
via hydrofracture is thought to be an important mechanism for generating hydrological 
linkages between the surface and the bed, since the large volumes of surface water are 
necessary to propagate crevasses to the base of the ice sheet [Das et al., 2008; 
Krawczynski et al., 2009]. The ice sheet can respond quickly to these events, and both 
surface uplift, due to higher transient water storage and pressures at the bed, and 
increases in surface velocity, due to decreased basal stress, have been observed and 
modelled [Das et al., 2008; Pimentel and Flowers, 2010; Tedesco et al., in review]. Once 
connections form between the ice surface and bed, subsequent diurnal variations in ice 
velocity in response to daily ablation cycles suggest that the connections can remain 
open throughout the melt season [Shepherd et al., 2009; Bartholomew et al., 2010; 
Catania and Neumann, 2010]. Seasonal variations in ice velocity suggest that when 
integrated over weeks to months, these shorter-term dynamic events associated with 
lake drainage and diurnal cycles are sufficient to cause faster motion in the summer 
and slower movement in the winter. It has been suggested recently that it is the 
variability in magnitude and timing of meltwater input to the subglacial drainage 
system of the GrIS, rather than the total volume of meltwater input to the system, that 
has the greatest influence on subglacial water pressures and therefore ice motion 
[Schoof, 2010; Bartholomew et al., 2011b; Colgan et al., 2011]. Rapid short-term 
increases in surface water input to a low capacity drainage system early in the summer 
may cause bigger increases in water pressure and hence uplift and basal motion, than 
long, sustained higher volumes of surface melt water later in the season. Similar 
results were found in response to field measurements and numerical modelling 
conducted on valley glaciers [Iken et al., 1983; Iken and Bindschadler, 1986; Hooke et 
al., 1989; Mair et al., 2003]. 
There is still much uncertainty, however, about how the surface hydrology of the GrIS 
interacts with the englacial and subglacial drainage system, and affects basal water 
pressures, uplift and ice velocity over seasonal timescales. There is even more 
uncertainty about how changes in melt and surface hydrology in the future will 
influence the spatial and temporal patterns of ice movement into the 21st century. If 
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average air temperatures over Greenland continue to increase the intensity of surface 
melt, recent evidence suggests that lakes will drain earlier in the melt season and that 
the lake population will extend to higher elevations, likely exposing an increased 
inland area of the ice sheet to sudden lake drainage events and subsequent hydraulic 
connections between surface and bed [Sundal et al., 2011; Liang et al., 2012]. Thus, a 
key question is how the GrIS hydrological system will evolve over decadal and longer 
timescales to increased surface melt [Bartholomew et al., 2010; Schoof, 2010]. 
As a consequence of the uncertainties outlined above, the effect of surface melt and 
hydrology on ice sheet flow is not explicitly accounted for in current predictive ice sheet 
models, leading to possible underestimation in Intergovernmental Panel on Climate 
Change (IPCC) projections of future sea level change [Rignot and Kanagaratnam, 
2006; Meehl et al., 2007]. A better understanding of the linkages and feedbacks 
between climate, surface melt, and the surface, englacial and subglacial drainage 
systems of the GrIS is needed to determine the sensitivity and response of the ice 
sheet’s dynamics to an increasingly warmer climate. 
As the review above demonstrates, there have been a series of field-based geophysical 
studies recently that have attempted to infer the behaviour of the GrIS’s subglacial 
drainage system from measurements of meteorology and surface velocity and uplift 
[e.g., Zwally et al., 2002; Das et al., 2008; Bartholomew et al., 2010; 2011; Tedesco et al., 
in review]. Additionally, there have been a few small-scale, largely hypothetical 
idealised modelling studies that have attempted to incorporate hydrological theory into 
a time-dependent modelling framework to investigate specific attributes of ice sheet 
hydrological behaviour [e.g., Pimentel and Flowers, 2010; Schoof, 2010]. To date, 
however, there has been little attempt to develop a physically based, time-dependent, 
distributed hydrological model and apply it to a real situation on the GrIS, driven, 
calibrated and evaluated with measured data, This is the key aim of this thesis. 
1.2 Research aim and approach 
The discussion above creates a key focus for this thesis: 
 To develop a high spatial (100 m) and temporal (1 hour) resolution, physically 
based, time-dependent hydrological model and apply it to the ~2,300 km2 
Paakitsoq region, western Greenland, and drive it, calibrate it, and evaluate it 
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using real data. The model will be used to identify how the subglacial 
hydrological system evolves in space and time in response to varying surface 
water inputs due to melt and lake drainage events, driven ultimately by climate 
data. A key output from the model will be spatially and temporally varying 
water pressures which will be of interest in helping to explain patterns of 
surface velocity and uplift found by others, and will ultimately be of interest for 
driving ice dynamics models. 
The overall aim of this thesis can be divided into three objectives, one for each key 
component of the complete physically based, distributed, time-dependent ice sheet 
hydrology model: 
 Develop and apply a surface mass balance (SMB) model to the Paakitsoq region. 
This model will consist of a surface energy balance (SEB) model coupled to a 
subsurface model which will calculate changes in temperature, density and 
water content in the snow, firn and upper-ice layers, and hence refreezing and 
therefore net runoff. The model will be forced using a full range of 
meteorological variables, predominantly from the JAR 1 Greenland Climate 
Network (GC-Net) weather station [Steffen and Box, 2001]. Coastal 
precipitation data will be obtained from ASIAQ Greenland Survey. The model 
will be calibrated by adjusting key parameter values to minimize the error 
between modelled output and surface height and albedo measurements from 
the three GC-Net stations, JAR 1, JAR 2 and Swiss Camp. Model performance 
will be evaluated, first, by comparing modelled snow and ice distribution with 
that derived from Landsat-7 ETM+ satellite imagery using Normalised 
Difference Snow Index (NDSI) classification and supervised image 
thresholding; and second, by comparing modelled albedo with that retrieved 
from the Moderate-resolution Imaging Spectroradiometer (MODIS) sensor 
MOD10A1 product. Output from this model will be hourly runoff for each grid 
cell.  
 Develop and apply a surface water routing and lake filling model to a subset of 
the Paakitsoq region. This model will take the time-series of runoff (melt minus 
refreezing) calculated by the SMB model over the area and calculate flow paths 
and water velocities over the snow / ice covered surface, routing the water into 
topographic depressions which may either contain an existing moulin (at the 
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deepest part of the depression), or can fill to form lakes. Lakes will be 
prescribed to drain to the ice sheet bed by hydrofracture once they reach a 
critical volume, or if this volume is not reached, lakes can overflow into the next 
downstream catchment. If hydrofracture occurs, a moulin will be assumed to 
exist at the deepest part of the depression for the remainder of the melt season. 
The model will be calibrated against field measurements of a filling lake in the 
study region. The key output will be moulin input hydrographs for different 
lake filling / drainage scenarios. 
 Develop and apply a subglacial routing model to the Paakitsoq region. This 
model will be driven with moulin input hydrographs calculated by the surface 
routing and lake filling model for various lake filling / drainage scenarios. The 
model will be calibrated and evaluated by comparing modelled proglacial 
discharge with the discharge measured at a proglacial gauging station 
maintained by ASIAQ Greenland Survey. The key output will be spatially and 
temporally varying subglacial water pressure.  
1.3 Thesis structure 
The structure of this thesis closely follows the order in which the work was undertaken 
in response to the objectives outlined above. It consists of a total of six chapters. The 
present chapter has briefly introduced the rationale for developing a hydrological 
model for the GrIS. The overall aim of the thesis has been stated, along with a list of 
the research objectives to be achieved. Chapter 2 places this thesis more fully into the 
context of previous scientific research. With a general focus on the GrIS, it briefly 
reviews: (1) mass balance; (2) glacier hydrology; (3) mass balance and hydrological 
modelling; and (4) the Paakitsoq region, including key reasons for choosing this region 
as a study site. The next three chapters each focus on the development, application, 
calibration and evaluation of the three components of the complete glacier hydrological 
model; the SMB model (Chapter 3); the surface routing and lake filling model (Chapter 
4); and the subglacial routing model (Chapter 5). Finally, the thesis is concluded in 
Chapter 6, which discusses the main findings of the preceding chapters, and provides a 
summary of necessary developments that should be considered in future research.
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2. Greenland mass balance, hydrology 
and modelling – A review 
 
This chapter aims to place the thesis objectives (as outlined in Chapter 1) in the 
context of previous scientific research. The following literature review consists of four 
key components: i) Mass balance with a focus on the Greenland Ice Sheet (GrIS) 
(Section 2.1); ii) GrIS hydrology, including the influence of hydrology on ice dynamics 
(Section 2.2); iii) Glacier and ice sheet hydrological modelling (Section 2.3); and iv) an 
outline of the study site; the Paakitsoq region, including a review of relevant research 
in the region (Section 2.4). 
2.1 Mass balance 
2.1.1 Global climate and ice sheet and glacier mass balance 
Earth’s mean surface temperature has been increasing since the instrumental record of 
global surface temperatures began in 1850. However, 11 out of 12 years from 1995 to 
2006 were ranked the warmest on record [IPCC, 2007]. Natural causes, especially a 
small increase in solar radiation, contributed to the early part of this ‘global warming’. 
By the end of the 20th century, however, the majority of the cumulative warming 
(including most of the warming since 1970), has been due to increased absorption of 
longwave radiation by greenhouse gases (including carbon dioxide, methane, nitrous 
oxide, tropospheric ozone and various industrial compounds), which have increased due 
to human activities [IPCC, 2007; Cuffey and Paterson, 2010]. The ‘best estimates’ of 
temperature rise in the 21st century vary between 2 and 4 °C, but the full range of 
uncertainty is much wider [IPCC, 2007]. The cryosphere is changing rapidly in 
response to a warming climate, as documented by the worldwide loss of ice that has 
been occurring over the last century, and accelerating in recent decades [Shepherd and 
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Wingham, 2007; Velicogna, 2009; Radic and Hock, 2011; Jacob et al., 2012].  
Ice sheets and glaciers, like most parts of the environment, can be viewed as systems 
with inputs, throughputs, storage and outputs. It is the balance of the inputs, known as 
accumulation, and the outputs, known as ablation, which determine the mass balance 
of a glacier. The term accumulation is taken to include all processes by which mass 
(snow and ice) is added to a glacier and the term ablation is taken to include all 
processes by which snow and ice are lost from a glacier [Meier, 1962]. An ice sheet can 
accumulate mass from snowfall, the freezing of rainwater and meltwater, and the 
transport of snow by wind. Ablation results from a number of processes, including 
melting, iceberg calving, evaporation, sublimation, and wind erosion [Cuffey and 
Paterson, 2010]. An ice sheet that is gaining overall mass has a positive net mass 
balance; an ice sheet that is losing overall mass has a negative net mass balance. In 
both cases, there is still accumulation near the centre, and ablation, through melting or 
calving of icebergs, near the margin [Cuffey and Paterson, 2010]. Therefore, ice has to 
flow from the centre to the margin under gravity in order for the ice sheet to maintain 
a steady-state. The ice velocities needed to maintain this steady-state are known as the 
balance velocities which can be calculated through modelling [Bamber et al., 2000].   
The mass balance of an ice sheet or glacier can be subdivided into two categories: static 
and dynamic [Cogley et al., 2011]. The static mass balance (often referred to as the 
surface mass balance) is the total change in mass excluding adjustments due to ice flow 
and processes at the bed. The response is static because it does not involve a change in 
glacier geometry, only the surface height due to accumulation and ablation. In 
contrast, the dynamic response is the reaction of the glacier area and volume to the 
change in surface thickness (i.e. the advance or retreat of the glacier due to ice flow) 
[Cogley et al., 2011]. 
Net mass balance measurements can either be made at a specific point [Ahlmann, 
1948], termed the ‘specific net mass balance’, or can be made using geodetic techniques. 
Traditionally, the specific mass balance is measured directly for a number of points 
along transects across an ice sheet or glacier using stakes, ice cores and snow pits to 
determine the amount of accumulation and ablation [Ohmura and Reeh, 1991; Bamber 
and Payne, 2004]. In order to include the dynamic response of an ice sheet or glacier 
into net mass balance calculations, time series’ of area and velocity change are required 
to calculate changes in ice flux (often known as the ‘mass budget method’). 
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Geodetic techniques involve the use of photogrammetry, airborne / satellite altimetry, 
or satellite gravimetry to measure the change in mass over time [e.g., Shepherd and 
Wingham, 2007; Rignot et al., 2008; Veligcogna, 2009; Rignot et al., 2011]. It is these 
techniques which have resulted in substantial improvements in ice sheet and glacier 
mass balance estimates in recent years [Rignot et al., 2011]. One important example of 
such a technique is the Gravity Recovery and Climate Experiment (GRACE) satellite 
mission which has provided invaluable monthly global gravity field solutions since 
2002 [Tapley et al., 2004; Wahr et al., 2004]. The most recent estimate obtained by 
GRACE for the mass loss rate from all global glaciers and ice sheets (> 100 km2) from 
2003 to 2010 is 536 ± 93 Gt a-1 [Jacob et al., 2012]. Of this, the Greenland and Antarctic 
ice sheets have a mass loss rate of 384 ± 71 Gt a-1, and all other glaciers and ice sheets 
in the world have a combined mass loss rate of 148 ± 30 Gt a-1 [Jacob et al., 2012].   
Rignot et al. [2011] found a good agreement between the mass budget records and 
GRACE data for global glaciers and ice sheet mass balance over the last 8 years. This 
supports the last 18 year mass budget record which indicates that the combined 
acceleration of mass loss from the Greenland and Antarctic Ice Sheets over the last 18 
years (36.3 ± 2 Gt a-2) is three times larger than for mountain glaciers and ice caps (12 
± 6 Gt a-2) [Rignot et al., 2011]. Therefore, if this trend continues, ice sheets will be the 
dominant contributor to sea level rise in the 21st century. 
2.1.2 Greenland climatology 
The GrIS affects northern hemisphere atmospheric circulation by acting as a large, 
cold barrier. It influences storm tracks and cyclone evolution, which in turn influence 
northern hemisphere cloud cover and therefore temperatures [Abdalati and Steffen, 
1997]. The climate of the GrIS itself exhibits large interannual variability, in terms of 
both temperature and precipitation [Hanna et al., 2006; 2008]. Much of the variability 
in temperature is associated with shifts in the relative strength of the Icelandic Low 
and the Azores High, often known as the North Atlantic Oscillation (NAO) [Hall et al., 
2008]. Various studies have established a significant correlation between the NAO 
index and melt extent on the GrIS [Mote, 1998; Johannessen et al., 2005; Fettweis et al., 
2011]. A positive NAO index results in colder winters in Greenland, whereas a negative 
NAO index results in milder winters over the GrIS. Although the relationship between 
the NAO index and variations in average precipitation over the GrIS is less clear 
[Hanna et al., 2006], correlations can be found at a regional scale. For example, when 
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the NAO index is more negative, precipitation in south west GrIS is greater due to 
strong southerly moisture bearing winds [Fettweis, 2007].  
The climate of the GrIS has also been affected by large, low-latitude volcanic eruptions. 
For example, particularly cool years followed eruptions of Mount Pinatubu, Phillipines 
(1992), El Chichon, Mexico (1982) and Agung, Bali (1963) [Hanna et al., 2005; Box et al, 
2006].  
However, although the climate of the GrIS has displayed significant variability over 
the past 100 years, the overall trend has been one of temperature increase [IPCC, 
2007]. For example, from 2005 to 2007, whilst the global annual average temperature 
anomaly was 0.7 ˚C compared to the reference temperature of 1951 to 1980, the 
average temperature anomaly for Greenland was more than double the global average 
at 1.5 ˚C [AMAP, 2009]. To date, 2010 was the warmest year on record, with large 
positive near-surface temperature anomalies occurring along the coast of the GrIS [Box 
et al., 2010].  For example, at Aasiaat, on Greenland’s west coast, 2010 was the 
warmest year since records began in 1951, with records also set for winter, spring, May 
and June temperatures [Box et al., 2010; Cappelen et al., 2010; Tedesco et al., 2011a]. 
2.1.3 Greenland Ice Sheet mass balance 
Although the GrIS was thought to have been in near balance with the colder climate of 
the 1970s and 1980s, the ice sheet has responded particularly rapidly to post-1990 
warming [Hall et al., 2008; Hanna et al., 2008; Rignot et al., 2008]. The GrIS is losing 
more mass through meltwater runoff and iceberg calving than it is gaining through 
accumulation, thus the result is a net mass loss [Box et al., 2011, Fettweiss et al., 2011].   
Over the entire GrIS, recent estimates from GRACE indicate that from the end of April 
2010 to the end of April 2011, which roughly corresponds to the period between the 
beginning of the 2010 and 2011 melt seasons, the ice sheet cumulative loss was 430 Gt, 
70% (or 2 standard deviations) larger than the 2003 to 2009 average annual loss rate of 
250 Gt a-1 [Velicogna and Wahr, 2006; Velicogna, 2009; Box et al., 2011]. This 2010 to 
2011 mass loss is equivalent to a eustatic sea level rise contribution of 1.1 mm, and is 
the largest annual loss rate for Greenland in the GRACE record (2002 to present), 180 
Gt more negative than the 2003 to 2009 average [Box et al., 2011].   
Mass balance calculations, validated with satellite gravity observations, have enabled 
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the quantification of the individual components of recent Greenland mass loss. Current 
mass loss from the GrIS appears to be relatively evenly split between surface processes 
(runoff and precipitation) and the effect of ice dynamics [Shepherd and Wingham, 
2007; Van den Broeke et al., 2009]. These two components of mass loss are discussed in 
the following two sections. 
2.1.3.1  Greenland Ice Sheet surface mass balance  
There has been a significant increase in melt season temperature, melt area, and 
meltwater runoff since the 1990s [Alley et al., 2007]. However, during this time, large 
interannual variability has been measured. For example, from 2000 to 2008, greater 
than average melt was measured in 2002, 2005, 2007, and lower than average melt 
was measured in 2000, 2001 and 2006 [Hall et al., 2008]. In addition to 2010 holding 
the record of the warmest year to date, analysis of spaceborne microwave brightness 
temperatures [e.g., Mote and Anderson, 2005] indicate that large areas of the ablation 
zone in south Greenland underwent melting up to 50 days longer in 2010 compared to 
the 1979 to 2009 average [Box et al., 2010]. Melting in 2010 also started exceptionally 
early at the end of April and ended quite late in mid September [Box et al., 2010; 
Tedesco et al., 2011a]. Data based on the seasonal melt departure (SMD) (i.e. the sum 
of the daily melt extent anomalies over each summer [Mote, 2007]), indicate that the 
melt area for the period June through August 2010 ranked highest since 1979, with 
2007 and 2011 in second and third place respectively [Box et al., 2010; 2011]. However, 
Tedesco et al. [2011b] note that although the high melt season of 2010 was largely 
driven by its long duration, 2011 was characterized by a relatively short but intense 
melting season due to the relatively early exposure of bare ice and reduced 
precipitation. This intense melting was thought not to be captured by analysis of 
spaceborne microwave data because of the technique’s limitation in estimating the 
amount of liquid water within the snowpack [Tedesco et al., 2011b]. 
In addition to melt, there has been a significant increase in accumulation over 
Greenland in recent decades [Hanna et al., 2005; Box et al., 2010]. Data from snow pits 
and from climatic modelling indicate that total accumulation currently averages 299  
23 kg m-2 a-1, but shows significant interannual variability [Cogley, 2004]. For example, 
a pattern of below average precipitation for the period September 2010 through to 
August 2011 is evident at the west, southwest and southeast stations of the Danish 
Meteorological Institute (DMI, 2010, 2011), with the largest negative anomalies (above 
Chapter 2: Greenland mass balance, hydrology and modelling – A review 
 
12 
 
one standard deviation) in the south [Tedesco et al., 2011b]. Conversely, in east and 
northeast Greenland, precipitation was above average [Box et al., 2011].  
The result of the overall trends of increased melt (particularly at low elevations) and 
increased accumulation (particularly at high elevations) has caused the GrIS to thin at 
low elevations (< 2000 m), and thicken at higher elevations (> 2000 m) [Krabill et al., 
2000, 2004; Zwally et al., 2005; Pritchard et al., 2009]. Through positive feedback, 
thinning at lower elevations can cause a further increase in melt rate if a larger area of 
the ice sheet is brought down into the ablation zone [Parizek and Alley, 2004].   
Until the mid-1990s, increased accumulation has largely offset the trend towards 
increasing ablation when only the surface mass balance (SMB) (i.e. excluding mass loss 
due to ice dynamics) is considered [Hanna et al., 2005; Box et al., 2006]. However, since 
the mid-1990s, runoff has increased with only a small increase in accumulation, 
resulting in a reduction in the SMB of around ~200 Gt since 1996 [Rignot et al., 2008; 
AMAP, 2009; van den Broeke et al., 2011]. This trend in SMB appears to be a response 
to global climate change and above the level expected due to natural variability [Hanna 
et al., 2008]. The mean SMB, based on three ~50 year records (Modele Atmospherique 
Regional (MAR) [Fettweis, 2007], Polar Mesoscale Model version 5 [Box et al., 2004], 
and the model by Hanna et al. [2002; 2005]), is 284 Gt a-1 with a range between 
estimates of 62 Gt. This range is 22% of the mean value and provides an indication of 
the uncertainty in the SMB. Van den Broeke et al. [2009] calculate that both mass 
balance components (SMB and mass lost to ice discharge) contributed equally to the 
post-1996 cumulative GrIS mass loss. 
2.1.3.2  Greenland Ice Sheet ice dynamics  
Recent observations suggest that the thinning rates of many outlet glaciers exceed 
those expected from changes in surface mass balance alone [Abdalati et al., 2001; 
Pritchard et al., 2008; Sole et al., 2008]. Their rapid thinning is therefore attributed to 
changes in ice dynamics, a process often referred to as ‘dynamic thinning’. In the case 
of marine-terminating glaciers, this process is thought to be due to a combination of 
factors including: i) changes in calving rate due to the breakup of the seasonal ice 
mélange (a mixture of fjord sea ice and recently calved ice) [Joughin et al., 2008b; 
Amundson et al., 2010]; ii) the un-grounding of ice near the terminus [Luckman et al., 
2006; Howat et al., 2007; Nick et al., 2009]; and iii) the submarine melting of calving 
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faces and ice shelves [Rignot et al., 2010; Straneo et al., 2010]. The recent increase in 
the rate of both of these processes is likely linked to an increase in average surface and 
subsurface ocean temperatures [Holland et al., 2008; Seale et al., 2011].  
Thinning rates of land-terminating outlet glaciers are found to be much less than they 
are for marine-terminating glaciers [Rignot and Kanagaratnam, 2006; Howat et al., 
2008; Sole et al., 2008; Pritchard et al., 2009]. For example, Sole et al. [2008] found a 
four-fold increase in mean marine-terminating outlet glacier thinning rates below 1000 
m elevation between the periods 1993 to 1998 and 1998 to 2006, while thinning rates of 
land-terminating outlet glaciers remained statistically unchanged.  
However, in the short-term, there are multiple sources of evidence showing that ice 
sheet acceleration of land-terminating glaciers does occur [e.g., Zwally et al., 2002; Box 
and Ski, 2007; Das et al., 2008; Price et al., 2008]. This process is primarily thought to 
be due to the lubricating effect of increased meltwater reaching the bed, often as a 
result of rapid supraglacial lake drainage event, and may have the potential to cause 
dynamic thinning over the longer-term (see Section 2.2.3 for further details). 
2.1.4 Section summary 
Although numerous studies have indicated that the SMB of the GrIS has shown a 
rapid decrease since the mid-1990s, the ice sheet is thought to respond to climate 
change more quickly than by surface melting alone. Through increased basal sliding, 
likely due to the lubricating effect of increased meltwater reaching the bed (often as a 
result of rapid supraglacial lake drainage events), or in the case of marine-terminating 
glaciers, due to changes at the calving front, evidence suggests that the GrIS is losing 
mass dynamically at ever increasing rates.   
2.2 Greenland Ice Sheet hydrology  
During the melt season, the ablation zone of the GrIS undergoes extensive melting of 
the upper layers of snow, firn and ice. Most of this melt becomes runoff and flows 
across the ice surface, developing supraglacial streams which can flow into topographic 
lows to form supraglacial lakes [e.g. McMillan et al., 2007; Tedesco and Steiner, 2011; 
Selmes et al., 2011], or which can drain directly into crevasses or moulins (nearly 
vertical conduits in the ice) [Box and Ski, 2007; Catania et al., 2008]. Once water has 
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been routed to the base of the ice sheet, it is routed through a subglacial drainage 
system to the ice margin. The water pressure in the subglacial drainage system, which 
is primarily dependent on the water flux and storage capacity of the drainage network, 
is found to have a profound effect on the ice dynamics [e.g. Bartholomew et al., 2010; 
Schoof, 2010].  
With a general focus on the GrIS, this section first provides an overview of supraglacial 
and subglacial hydrology before focussing on the impacts that hydrology can have on 
the dynamics of an ice sheet. 
2.2.1 Supraglacial hydrology  
Supraglacial streams on the GrIS evolve from interconnected runnels in an arborescent 
network on the ice sheet, incising through thermal erosion at a rate that exceeds the 
surface ablation rate [Knighton, 1981; Marston, 1983; Gulley et al., 2009a]. Jarosch 
and Gudmundsson [2012] identified the main factors controlling channel incision and 
depth rate to be channel slope, meltwater flux, and meltwater temperature loss to ice.  
Typical supraglacial streams have been measured to incise at rates of up to 0.3 m d-1 
[Isenko and Mavlyudov, 2002]. If these streams are not first intercepted by a 
supraglacial lake or crevasse, meltwater may be directly routed to a moulin [Colgan et 
al., 2011b].  
Moulins are presumed to form through the process of hydraulically driven fracture 
propagation (hereafter ‘hydrofracture’) of water filled crevasses [Weertman, 1973; Boon 
and Sharp, 2003; Alley et al., 2005; Van der Veen et al., 2008; Das et al., 2008; Catania 
et al., 2008] and in some cases have been found to persist for multiple years in locations 
fixed by bedrock geometry [Catania and Neumann, 2010]. Moulins concentrate surface 
meltwater from relatively large catchment areas and deliver it to a single point in the 
subglacial hydrological system. In contrast, crevasses collect surface meltwater from 
comparatively small areas and route this water via a more distributed englacial 
network [McGrath et al., 2011]. This behaviour occurs because crevasses form when the 
longitudinal strain rate exceeds the critical fracture toughness of ice, hence they are 
typically linear in nature, transect slopes, and can therefore intercept runoff and 
prevent large catchments from developing [Colgan et al., 2011b; McGrath et al. 2011; 
Phillips et al., 2011]. The highest spatial concentration of crevasses in western 
Greenland (60˚ N to 70˚ N) is observed below ~800 m elevation where slopes are 
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relatively steep (> 4˚) [Phillips et al., 2011]. Above ~900 m elevation, a low albedo ‘dark 
zone’, corresponding to a maximum in surface meltwater accumulation, is observed 
[Wientjes and Oerlemans, 2010; Phillips et al., 2011]. It is here that the majority of the 
ice sheet’s large supraglacial lakes tend to form, as slopes are flatter (< 2˚) and so the 
ice exhibits less fracturing [Greuell, 2000; Phillips et al., 2011].  
Supraglacial lakes typically cover < 1% of the ablation zone of the GrIS and are 
concentrated on the western margin, with the majority south of 70˚ N [Lüthje et al., 
2006]. They are found to form predominantly in compressive stress regimes [Das et al., 
2008; Krawczynski et al., 2009], and are generally found in the same location from 
year-to-year [Thomsen et al., 1988; Echelmeyer et al., 1991] in depressions that are 
controlled by the underlying bedrock topography [Box and Ski., 2007; Lampkin and 
Vanderberg, 2011] and by spatial variations in the degree of basal ice lubrication 
[Gudmundsson, 2003]. During the spring and early summer, lake areas and volumes 
typically increase. The size of a lake depends on: i) the size of the topographic 
depression; ii) if and when the lake is able to drain; iii) lateral percolation of meltwater 
through surrounding saturated snow or in sheet-like form across ice; iv) inflow from 
supraglacial streams; and v) to some extent, a positive feedback of enhanced melt 
within the lake itself due to the low albedo, and hence increased absorption of 
shortwave radiation by the lake water compared to the surrounding ice [Lüthje et al., 
2006; Tedesco et al., 2012]. Analysis of satellite imagery (Landsat 7 Enhanced 
Thematic Mapper (ETM+), Advanced Spaceborne Thermal Emission and Reflection 
Radiometer (ASTER) and Moderate-resolution Imaging Spectroradiometer (MODIS) 
indicates that supraglacial lakes typically range in diameter from a few hundred 
metres to > 2 km with a mean water depth of 2 - 5 m, although some have been 
measured to be up to 12 m in depth [Luthje et al., 2006; Box and Ski, 2007; McMillan et 
al., 2007; Sneed and Hamilton, 2007; Georgiou et al., 2009; Lampkin, 2011].    
During mid to late summer, many lakes shrink in size or disappear altogether by 
either a fast or slow drainage mechanism [Hoffman et al., 2011; Selmes et al., 2011; 
Tedesco et al. in review]. Few studies have focussed on establishing the proportion of 
lakes that drain rapidly compared to those that drain slowly. However, Selmes et al. 
[2011] found that out of the 2600 lakes that they mapped, 13% drained rapidly (i.e. in < 
2 days). Additionally, they found that 61% of all fast lake draining events occurred in 
the south west of Greenland.  
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Observations suggest that those supraglacial lakes that shrink in size may drain 
slowly by overtopping the lowest part of the lake rim, followed by incision of the 
channel draining the lake by ice melt, thereby lowering the lake level [Tedesco et al., in 
review]. This process has been observed to be slow at first as the spillway begins to cut 
into the lip of the lake basin. As the volume of outflow discharge increases, the channel 
incises deeper into the ice through the frictional heat produced from the turbulent 
water flow. If water flow into the lake ceases and the lake level drops to the level of the 
spillway, the surface drainage of the lake ceases until the lake level rises and breaches 
the spillway again [Raymond and Nolan, 2000]. This may explain why some 
supraglacial lakes are observed to have only partially drained from satellite imagery 
[McMillan et al., 2007]. 
Supraglacial lakes that disappear completely are thought to drain rapidly through 
hydrofracture at or near the deepest part of the lake, opening a new route between the 
surface and bed [Catania et al., 2008; Das et al., 2008; van de Wal et al., 2008]. 
Theoretical considerations based on linear elastic fracture mechanics indicate that 
crevasse hydrofracture will occur where the combination of tensile stresses and water 
pressure is large enough to overcome the fracture toughness of the ice [Rothlisberger 
and Lang, 1987; Van der Veen, 1998; 2007; Alley et al., 2005]. Once the crack has been 
initiated, it is the availability of surface meltwater for filling the expanding fracture 
and offsetting freezing onto the walls which is thought to be the crucial factor in 
controlling crevasse propagation [van der Veen, 2007; Krawczynski et al., 2009]. Van 
der Veen [2007] showed that even for large variations in tensile stress, the depth of 
fracture penetration depth can be reasonably approximated simply as a function of 
discharge and time. Although this model does not include the process of water 
refreezing onto the crevasse walls, it is argued that the rate of refreezing compared to 
the rate of fracture penetration (assuming constant inflow), makes the effect negligible. 
Krawczynski et al. [2009] built on van der Veen’s [2007] model by accounting also for 
the crevasse dimensions (including depth and width) in order to determine the volume 
of water necessary to open a crack. Through modelling, Krawczynski et al. [2009] 
illustrated that lakes containing at least 8 × 104 m3 may be capable of driving 
hydrofractures through ∼1 km of cold ice.  
Following Van der Veen’s [2007] theory, Clason et al. [2012] developed a spatially 
distributed modelling routine for predicting the location and timing of delivery of 
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surface-derived meltwater to the ice / bed interface through moulins and supraglacial 
lake drainage and applied it to Devon Ice Cap, Canada. In this model, crevasses form 
where the tensile stress exceeds a prescribed tensile strength, and the formation of 
moulins to the bed is predicted when calculated crevasse depths equal the ice 
thickness. However, in contrast to modelling crevasse depths for lake-free cells, the 
model allows the drainage of supraglacial lakes regardless of whether the tensile stress 
exceeds the prescribed ice tensile strength, due to the low tensile or even compressive 
surface stress regimes in which supraglacial lakes have been found to form [Catania et 
al., 2008]. When a lake volume reaches a level sufficient to drive a crevasse of 
prescribed dimensions through the full ice thickness, the lake drains instantaneously 
to the bed within a model time step.  
Currently there is uncertainty regarding how the formation and drainage patterns of 
supraglacial lakes will respond to a warmer climate. However, through the 
development of an algorithm which automatically detects and tracks supraglacial lakes 
using visible satellite imagery, Liang et al. [2012] demonstrate that the population of 
lakes extends to higher elevations during more intense melt seasons, exposing an 
increased inland area of the ice sheet to sudden lake drainage events.  Evidence also 
suggests that as the climate warms and surface melting becomes more intense on the 
GrIS, supraglacial lakes will drain more frequently and earlier in the melt season 
[Liang et al., 2012]. 
2.2.2 Subglacial hydrology 
2.2.2.1 Types of subglacial drainage systems 
During the winter and early spring, low volumes of meltwater (mainly produced 
through geothermal and frictional heat sources) travel through a quiescent subglacial 
hydraulic network which has largely closed during the winter due to creep closure 
[Nye, 1953]. This type of inefficient network is known as a distributed system. One of 
the most commonly referred to distributed systems is a system of ‘linked-cavities’, 
favoured by rapid sliding and high bed roughness [Walder, 1986; Kamb, 1987]. Energy 
dissipated by the water flowing through narrow orificies, which ‘link’ the individual 
cavities, acts to preferentially enlarge the orifices because that is where the head loss is 
steepest [Walder, 1986]. Other examples of distributed systems include extensive 
subglacial films [Weertman, 1972; Walder and Hallet, 1979], flow through a porous 
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medium at the base of the glacier [Fountain, 1994; Hubbard et al., 1995], or a non-
arborescent network of wide, shallow, ice-roofed canals eroded into sediment [Fowler 
and Walder, 1993]. Evidence for the existence of distributed systems include high 
borehole water pressures lacking significant pressure fluctuations [Hubbard and 
Nienow, 1997], high dispersion of tracer dye with low transport velocity [Nienow et al., 
1998] and in the case of linked cavity systems, palaeomorphological evidence in 
proglacial bedrock [e.g. Sharp et al., 1989]. As distributed systems can only 
accommodate and transmit a relatively low volume of water, both transient and steady-
state subglacial water pressures increase with increasing discharge [Iken et al., 1983, 
Kamb, 1987; Mair et al., 2001, Willis et al., 2003] (Figure 2.1). 
 
 
Figure 2.1: Generally speaking, subglacial drainage can be classified as efficient or 
inefficient. As steady-state discharge increases, steady-state water pressure increases 
in an inefficient system and falls in an efficient system (after Kamb, [1987]). 
 
As the melt season progresses, ice-walled channels, commonly known as conduits, 
enlarge through melting from the frictional heating of the flowing water, hence the 
transmission capacity exceeds meltwater input, and the inland development of an 
efficient channelized subglacial drainage system occurs [Mair et al., 2002; Colgan et al., 
2011a]. Typical channel types can include semi-circular conduits formed in basal ice 
(‘Rothlisberger’, or ‘R’ channels) [Rothlisberger, 1972], broad flat channels formed in 
basal ice (‘Hooke’, or ‘H’ channels) [Hooke et al., 1990; Hock and Hooke, 1993], or 
conduits incised in subglacial bedrock (‘Nye’ channels) [Nye, 1973]. Evidence for the 
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existence of this type of drainage includes rapid drops in water levels after borehole 
drilling, large diurnal borehole water pressure fluctuations with low minimum diurnal 
values [Hubbard et al., 1995], high system outflow, and rapid tracer dye returns with 
little dispersion [Nienow et al., 1998].   
In contrast to an inefficient distributed system, steady-state subglacial water pressure 
decreases with increasing discharge in an efficient channelized system (Figure 2.1). In 
a channelized system, channels maintain an equilibrium state between closing, from 
creep deformation of the ice, and expanding, due to melting from the frictional heat of 
water flowing past the ice [Rothlisberger, 1972; Shreve, 1972]. Shreve’s [1972] 
analytical results also indicate that greater viscous heat dissipation in larger conduits 
causes these conduits to grow at the expense of smaller ones. This results in the 
formation of an arborescent drainage network, with tributary conduits flowing into 
successively larger ‘trunk’ conduits, under steady-state flow conditions.  Röthlisberger 
[1972] arrived at a similar conclusion by arguing that higher flow and lower pressure 
in large conduits causes hydraulically connected smaller conduits to flow into the large 
conduits.  When the water fluxes to the channelized system fall, channels cannot be 
maintained and they close, eventually resulting in an inefficient subglacial drainage 
system once again. However, as noted by Fountain and Walder [1998], the 
categorization of drainage systems is more complex than this simplified description, 
with both types of systems interacting on a variety of spatial and temporal scales. 
2.2.2.2  Formation of channelized systems 
Based on the theoretical model developed by Shreve [1972], the primary driving force 
for channelized water flow within and under ice sheets and glaciers is the hydraulic 
potential. This model, which has greatly influenced ideas about the character and 
evolution of glacial drainage systems [Hooke, 1988; Röthlisberger and Lang, 1987; 
Fountain and Walder, 1998], is based on three main assumptions: i) the drainage 
system is in steady-state (i.e. discharge rates and system geometry are constant); ii) 
water will flow along the steepest hydraulic gradient; and iii) water pressure in 
conduits is approximately equal to the pressure of the surrounding ice. The assumption 
that water pressure equals ice overburden pressure stems from the idea that conduits 
will expand or contract in response to differences between pressure in the conduit and 
the surrounding ice, and that the conduit will therefore adopt a geometry that 
equalizes these pressures. Total hydraulic potential ( ) (Pa) is the sum of the elevation 
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and pressure potentials and can be defined as: 
                                                      (2.1) 
where 
 
is the density of ice (917 kg m-3), is the density of water (1000 kg m-3), g is 
acceleration due to gravity (9.81 m s-2), h and z are the elevations of the ice surface and 
subglacial topography (m), respectively, and k is the spatially uniform flotation 
fraction, defined as the ratio of water pressure to ice overburden pressure, Pw / Pi , 
with k = 1 representing water at the ice overburden pressure and k = 0 representing 
atmospheric pressure in conduits (adapted from Shreve, [1972] and Rippin et al. 
[2003]). The first term in this equation, the thickness term, represents the tendency of 
water to flow towards decreasing ice thickness, while the second term, the bed 
elevation term, represents the tendency of water to flow downhill.  Shreve’s [1972] 
model predicts that the slope of subglacial equipotential surfaces is ∼11 times the ice 
surface slope, but in the opposite direction. This implies that subglacial water can flow 
uphill out of over-deepened sections of glacier bed, so long as the magnitude of the 
water pressure gradient exceeds that of the elevation potential gradient [Sharp, 2005]. 
Although Shreve’s [1972] formulation requires dramatic simplification of a complex and 
dynamic system, it is believed to provide insight into stable conduit configurations 
[Flowers and Clarke, 1999; Hagen et al., 2000]. 
2.2.3 Impacts of hydrology on ice dynamics 
Although the delivery of meltwater to glacier beds has long been recognised as an 
important control on the dynamics of valley glaciers [Iken and Bindschadler, 1986; 
Hooke et al., 1989; Mair et al., 2002], until recently it was believed that this process 
could not occur where ice is below the pressure melting point (PMP), as ‘cold’ ice was 
thought to act as an impenetrable barrier to englacial drainage [Hodgkins, 1997]. 
However, numerous studies now provide abundant evidence for the notion that surface 
meltwater can reach the bed of the ice sheet through moulins or crevasses. One of the 
first studies to propose this was that by Zwally et al. [2002] who used GPS 
measurements at Swiss Camp, west Greenland, as evidence for a summer speed-up 
and winter slowdown. They proposed that the likely reason for this speed-up was 
increased lubrication at the ice / bed interface due to a local injection of surface 
meltwater to the bed through moulins in a region where ice is over a kilometre thick 
gzzhgk wi   )(
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and, near the surface, below the PMP. However, Price et al. [2008] questioned this 
explanation and instead proposed the theory that the ice accelerations at Swiss Camp 
were caused by longitudinal coupling of downstream melt-acceleration, instead of by 
local meltwater injection. 
There is, however, ample evidence to suggest that the rapid drainage of supraglacial 
lakes on the GrIS can play a key role in linking the surface melt signal to ice motion by 
supplying a sufficient volume of water to propagate crevasses through thick, cold ice to 
the base of the ice sheet by hydrofracture [Alley et al., 2005; Van der Veen, 2007; 
Catania et al., 2008; Das et al., 2008; Tedesco et al., in review]. High volumes of water 
rapidly transported into the subglacial drainage system by this method are thought to 
be accommodated through temporary spikes in subglacial water pressure, reducing 
basal friction and driving transient ice sheet accelerations [Das et al., 2008; Joughin et 
al., 2008; Schoof, 2010]. It has been suggested that this mechanism is responsible for 
seasonal variations in surface speeds of up to 200% on western margins of the GrIS 
[Joughin et al., 2008; Shepherd et al., 2009; Bartholomew et al., 2010; Palmer et al., 
2011]. For example, Das et al. [2008] measured a three-fold increase in the background 
flow rate of the ice coinciding with the rapid (~2 hour) drainage of a large (~2.7 km 
diameter) supraglacial lake near Jakobshavn Isbrae in summer 2006. This lake 
drainage event was characterized by rapid and coincident ice sheet uplift and elevated 
seismicity providing strong evidence that in this location surface melt water reached 
the base of the ice sheet by the hydro-fracture process [Das et al., 2008]. 
It is, however, apparent that the link between hydrology and ice dynamics is more 
complex than first anticipated [van de Wal et al., 2008; Bartholomew et al., 2010; 
Sundal et al., 2011]. If surface melting translates directly to an increase in sliding, 
rising temperatures could generate a positive feedback to mass loss as faster flow 
causes the ice sheet to lower into warmer elevations [Zwally et al., 2002; Parizek and 
Alley, 2004]. Conversely, if the subglacial hydrologic system of the ice sheet adapts to 
accommodate higher discharges of water, increased melt could generate a limited, or 
even decelerating, effect on seasonally averaged sliding. This is because higher water 
discharges are usually associated with lower water pressure in channelized systems 
[Truffer et al., 2005; Joughin et al., 2008; van de Wal et al., 2008; Schoof, 2010; Colgan 
et al., 2011a; Sundal et al., 2011].  
Recent observations have presented mounting evidence for a seasonal and spatial 
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evolution of the subglacial hydrologic system beneath marginal areas of the GrIS 
analogous to that found beneath Alpine glaciers [Iken and Bindschadler, 1986; Mair et 
al., 2002; Bartholomaus et al., 2008; Bartholomew et al., 2010; Hoffman et al., 2011].  
Like an Alpine glacier, a distributed system is thought to exist under much of the GrIS 
through the winter and at the beginning of the melt season. During this time, 
subglacial water pressures increase with increased discharge, thus basal shear stress 
decreases; facilitating increased glacier velocities for as long as the meltwater input 
exceeds transmissivity [Bartholomew et al., 2010; Colgan et al., 2011a; Hoffman et al., 
2011]. However, as surface melt rates increase, discharge into the subglacial system 
increases and channels enlarge due to wall melt, resulting in the inland development of 
a channelized system [Bartholomew et al., 2010, 2011b]. While a channelized system 
exists, the ability of a steady-state water supply to cause further ice sheet acceleration 
is thought to be suppressed as increased discharge results in decreased subglacial 
water pressures [Schoof, 2010; Pimentel and Flowers, 2011]. Bartholomew et al. 
[2011a] interpreted proglacial runoff data from the Leverett Glacier, to the south of 
Jakobshavn Isbrae, west Greenland, in terms of this seasonal transition from an initial 
widespread distributed network to a more channelized network that expanded 
upglacier beneath the > 600 km2 catchment, to distances > 50 km from the ice sheet 
margin. These observations are supported by observations of ice motion and upglacier 
evolution in the timing of lake drainage in this section of the ice sheet [Sundal et al., 
2009; Bartholomew et al., 2011a]. Similarly, Colgan et al. [2012] used GPS observations 
of ice surface velocity at three stations in the Paakitsoq region to the north of 
Jakobshavn Isbrae to suggest that the annual ice velocity cycle propagates up to ~70 
km inland. 
Further, evidence suggests that superimposed on the observed seasonal meltwater 
cycle are diurnal meltwater input cycles in which inputs exceed the transmission 
capacity of the drainage system during the day and vice versa at night [Schoof, 2010]. 
Analogous to the behaviour observed on Alpine glaciers, this cycle has been observed to 
drive localized uplift and enhance basal sliding under the GrIS several hours after 
peak meltwater production in the afternoon [Shepherd et al., 2009; Bartholomew et al., 
2012]. This daily speed-up is followed by a surface lowering and subsequent decrease in 
ice velocity, as the meltwater input volume falls below the transmission capacity of the 
drainage system [Shepherd et al., 2009]. For example, Hoffman et al. [2011] analyzed 
GPS data from nine stations to establish that daily pulses in meltwater caused 
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variations in diurnal sliding rates for a marginal area of central western Greenland, 
and that these diurnal velocity increases were superimposed on a night time velocity 
that gradually decreased over the early melt season, presumably as the subglacial 
hydrological system became more efficient at transmitting water.  
2.2.4 Section summary 
The configuration of the subglacial hydrological system, and the links between this and 
the supraglacial hydrological system, can have a profound influence on ice dynamics. 
Numerous sources of evidence suggest that changes in basal sliding velocity are due to 
a combination of changes in the rate of glacier water storage (i.e. the total glacier water 
input minus output, governed by the subglacial drainage system transmissivity 
[Fountain and Walder, 1998]) and changes in subglacial water pressure. This theory, 
analogous to that for Alpine glaciers, explains why sudden bursts of increased basal 
motion are associated with meltwater pulses, while sustained water input, which 
eventually leads to the establishment of efficient subglacial conduits and a lower water 
pressure, does not lead to enhanced basal sliding. However, although relatively small 
increases in surface ablation can result in disproportionately large increases in ice 
velocity in the short-term [Bartholomew et al., 2010; Schoof, 2010; Sundal et al., 2011], 
significant uncertainty exists in determining how the GrIS hydrological system will 
evolve over decadal and longer timescales to changing volumes of meltwater and 
thereby influence the dynamics of the ice sheet.  There is therefore a need to address 
the issue of how diurnal and seasonal variations in surface water inputs over a large 
area of the GrIS are integrated across the bed, and what spatial and temporal patterns 
in subglacial water pressure would emerge. 
2.3 Mass balance and hydrological modelling – a 
review 
This section focuses on providing a short review of modelling approaches for each of the 
three key components of the complete distributed glacier hydrological model used in 
this study. These components include: i) a mass balance model to calculated distributed 
runoff over the ice / snow surface; ii) a surface routing model to route water across ice / 
snow to either surface lakes or moulins; and iii) a subglacial routing model to water 
route subglacially to the proglacial outflow point.  
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2.3.1 Surface mass balance modelling 
The ability to accurately model the surface mass balance (SMB) of an ice sheet or 
glacier is a key component in predicting how the ice mass will respond to projected 
future climate change. As discussed in this section, SMB models typically consist of 
three coupled components: i) an ablation routine to model melt; ii) a subsurface model, 
calculating refreezing and net runoff, and in some cases, changes in temperature, 
density and water content in the snow, firn and upper ice layers; and iii) an 
accumulation routine.  
2.3.1.1 Ablation  
Glacier melt is determined by the energy balance at the glacier-atmosphere interface, 
controlled by the meteorological conditions above the glacier and the physical 
properties of the glacier itself [Hock, 2005]. However, the interactions between the 
glacier surface and atmosphere are complex. The atmosphere supplies energy for melt, 
while atmospheric conditions are modified by the presence of snow and ice due to the 
specific properties of snow and ice and their high temporal variability. During the last 
few decades, a large variety of surface ablation models have been developed, ranging 
from relatively simple ‘positive degree-day’ (PDD) models (sometimes known as 
‘temperature-index’ models) to more sophisticated ‘energy balance’ (EB) models [Hock, 
2005]. Although the primary aim of both types of model is to simulate glacier melt, 
they differ in terms of their computational method. PDD models assume an empirical 
relationship between melt and air temperature based on a strong and frequently 
observed correlation between these quantities. They require only a few data inputs, so 
are essentially a ‘black box’ technique which offers no real insight into the physical 
processes governing ice and snow melt. In contrast, EB models compute melt by 
assessing the exchange of all the energy fluxes at the surface of a glacier; thus are 
more physically-based. 
Positive degree-day models 
The classic PDD method is based on the following equation: 
N =  βTpdd                                                                                                             (2.2) 
where N is the calculated melt (mm w.e.), β is the degree-day factor (mm w.e. d-1 °C-1) 
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and Tpdd is the sum of all positive daily mean temperatures (in °C) over the time period 
of interest. The degree day factor is a constant that is calculated from the linear fit 
between observations of N and Tpdd. Therefore, PDD models are forced entirely using 
temperature data. Although the concept involves a simplification of complex processes 
that are more accurately described by the surface EB, these methods are justified 
because of the high correlation between temperature and various components of the EB 
equation [Braithwaite, 1981; Ohmura, 2001; Hock, 2005]. Longwave incoming radiation 
and the turbulent heat fluxes depend strongly on temperature, and temperature in 
turn is affected by global radiation, although not in a simple way [Kuhn, 1993; 
Ohmura, 2001; Hock, 2005]. To account for spatial variability in melt rates, while 
employing spatially constant degree-day factors, melt-runoff models often divide the 
glacier into elevation bands to account for a decrease in melt with increasing elevation, 
and may also divide the glacier into aspect classes to account for enhanced melt on 
south-facing slopes compared to north-facing slopes [Braun et al., 1994; Hock, 2005]. 
This approach has been, and still is, used extensively for modelling the runoff from the 
GrIS [Braithwaite, 1995; Abdalati et al., 2001; Mote, 2003; Hanna et al., 2006; Rignot 
and Kanagaratnam, 2006].  
Energy balance models 
In contrast to PDD models, EB models explicitly quantify the physical processes of the 
exchange of all the energy fluxes at the surface using the following equation: 
QM = SWnet + LWnet + SHF + LHF + GHF,                                     (2.3) 
where QM is the energy available for melt, SWnet is the net shortwave radiation, LWnet 
is the net longwave radiation, SHF is the sensible heat flux, LHF is the latent heat flux 
(SHF and LHF are referred to as turbulent heat fluxes), and GHF is the ground heat 
flux in the snow or ice (i.e., the change in heat of a vertical column from the surface to 
the depth at which vertical heat transfer is negligible). All of these components can be 
calculated from meteorological data, including air temperature, wind speed, relative 
humidity, and incoming shortwave and longwave radiation. If the energy available for 
melt, QM, is positive then the surplus energy is used to melt snow or ice (if the surface 
temperature is at 0 °C) or warm the surface and subsurface (if the surface is below 0 
°C). If there is a deficit of energy then the glacier surface and subsurface will cool.  
EB models include two end member categories: point studies and distributed models 
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[Hock, 2005]. The former assess the energy budget at one location, usually the site of a 
meteorological station. The latter require a high-resolution digital elevation model 
(DEM) of the glacier surface in order to spatially distribute meteorological data and 
compute slope angles and aspects as well as any topographic shading. All types of EB 
models need to be calibrated against some form of in situ or remotely sensed imagery, 
and preferably then validated against an independent data set.  
Instead of driving an EB model with locally-measured meteorological observations 
which are extrapolated across the model domain, it is sometimes more appropriate to 
use the down-scaled output from climate reanalyses or a Regional Climate Model 
(RCM) in mass balance modelling studies [Fettweis, 2007; Ettema et al., 2010a; Fettweis 
et al., 2010; Rye et al., 2010]. The first high-resolution RCM for Greenland was based 
on a modified version of the fifth generation mesoscale model known as PMM5 [Box et 
al., 2004]. This model ran at a 24 km resolution, was calibrated using in situ data to 
correct for biases in melt energy and water vapour flux, and was initially driven by 
ERA-40 reanalysis data [Box et al., 2004; 2006]. More recently, a 25 km resolution 
RCM, called MAR (Modele Atmospherique Regional), has been developed by Gallee and 
Schayes [1994] and applied to the GrIS by, among others, Fettweis [2007; 2008; 2010] 
and Tedesco et al. [2011a].  One of the highest-resolution (11 km) RCMs currently in 
existence is that used by Ettema et al. [2010a; b], originally developed by  Van 
Meijgaard et al. [2008] (RACMO2), and adapted specially for the GrIS.   
2.3.1.2  Subsurface processes 
Although many mass balance models focus on the exchange of energy between the 
atmosphere and glacier surface, processes occurring within the immediate subsurface 
of the snow / ice can also be important. In particular, meltwater produced at the 
surface of a snowpack is likely to percolate downwards where it may refreeze, forming 
superimposed ice or internal accumulation [Wadham and Nuttall, 2002; Schneider and 
Jansson, 2004; Rye et al., 2010]. The amount of refreezing in the subsurface layer 
depends on the amount of available water, the energy balance of the snowpack and the 
ability of water to percolate through the snowpack [Brandt et al., 2008]. A widely used 
technique for quantifying meltwater refreezing is to assume that the maximum 
amount of annual refreezing can be expressed as a percentage of the total winter 
snowpack [Huybrechts et al., 1991; Reeh, 1991; Braithwaite et al., 1994]. This technique 
was later developed by Woodward et al. [1997] and Radic and Hock [2011] by 
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empirically relating the amount of refreezing to the mean annual air temperature, thus 
calculating an annually variable amount of water retention. Schematic models like 
those of Reeh [1991] and Woodward et al. [1997] are particularly useful where 
computationally inexpensive approaches are required for large areas of ice sheets 
[Janssens and Huybrechts, 2000] or glacier and ice cap cover Radic and Hock [2011]. 
However, these models are essentially black box methods that offer little insight into 
the processes occurring or the spatial and temporal variations that have been observed 
in the field [Wright, 2005; Wright et al., 2007; Rye et al., 2010].  
A physically realistic treatment of meltwater refreezing requires the use of a detailed 
thermodynamic model that simulates the vertical evolution of snow properties such as 
density, temperature and liquid water content [Greuell and Konzelmann, 1994; 
Bassford, 2002; Bougamont et al., 2005; Wright et al., 2005; Rye et al., 2010]. These 
models represent the subsurface of an ice mass as a one-dimensional multi-layer grid, 
extending from the ice surface to the depth of annual temperature oscillations 
(typically 10 - 20 m). They are often coupled with surface EB models, which provide the 
boundary conditions at the top of the grid. Energy and mass transfers between grid 
cells are then computed and used to model the percolation and refreezing of meltwater 
within the snowpack.  
2.3.1.3  Accumulation 
Compared to knowledge about ice and snow ablation, the physical processes governing 
accumulation are harder to constrain. Knowledge about the local and regional effect of 
altitude and topography on precipitation is lacking due to a lack of observations 
[Humlum, 2002]. Furthermore, measured data which do exist cannot always be 
considered to be accurate because precipitation gauges often significantly under-catch 
the amount of solid precipitation in windy conditions [Førland et al., 1996; Yang et al., 
1999]. For most glacier and ice sheet modelling studies, the easiest approach is to 
extrapolate locally measured precipitation over the surface of a glacier using a linear 
elevation-dependent precipitation gradient. A temperature threshold is then used to 
determine whether the precipitation at a given elevation is rain or snow. The elevation-
dependent precipitation gradient, rain / snow temperature threshold, and 
measurement under-catch are often derived from winter mass balance observations 
[Hock and Holmgren, 2005; Schuler et al., 2005; Wright, 2005; Rye et al., 2010]. 
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2.3.2 Modelling glacier hydrological systems 
As glacial hydrological systems play such an important role in regulating subglacial 
pressure conditions and proglacial runoff, much effort has been invested in developing 
predictive numerical models.  These modelling efforts have contributed substantially to 
our understanding of the processes and mechanisms of glacier hydrology.  
The majority of early glacier hydrological models were statistical [e.g., Willis et al., 
1993] or lumped [e.g., Baker et al., 1982] and were mainly used for predicting output 
hydrographs for forecasting glacier runoff [Fountain and Tangborn, 1985]. However, 
some conceptual models are still widely used due to their moderate data requirements 
[Hock and Jansson, 2005]. These models generally consist of a series of numerical steps 
representing the known physical processes in a simplified manner [Kachroo, 1992]. For 
example, some spatial variability of input data is ignored by replacing spatially 
variable functions by their areal means (lumping). The most widely adopted concept to 
route water across, through, and under glaciers is the concept of ‘linear reservoirs’ 
which accommodates the storage effect and resulting delay of water through the 
various components of the glacier hydrological system [Chow et al., 1988; Hock and 
Jansson, 2005]. 
Although conceptual models can provide useful predictions of proglacial stream 
discharges in the catchments for which they were developed, they are not easily 
transferable to other catchments, and cannot be reliably used for explanatory purposes. 
The majority of current modelling attempts aim to build physically-based models which 
account for all the main processes in a glacier hydrological system [Hock and Jansson, 
2005]. It is these models which the rest of this review section focuses on.  
2.3.2.1  Supraglacial routing models 
Physically-based supraglacial routing models are in their infancy and consist of two 
coupled components. One component calculates a flow accumulation matrix in order to 
analyse a surface DEM to identify the topographic hollows which can contain lakes, the 
catchment areas which feed each lake, and the topological routing of water between 
catchments if the water level in any given lake reaches the overflow. The second 
component of the model calculates the time delay between the point of melt production, 
and the final destination cell (which may either be a moulin or supraglacial lake). 
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Flow accumulation matrix algorithms  
The calculation of flow accumulation matrices (also known as upslope area matrices), 
and hence the  identification of surface watersheds (and hence catchment areas) from 
DEMs has been commonly used in glaciology to: i) calculate the balance flux of ice 
sheets, defined as the depth-integrated ice flux needed to balance the ice input 
upstream of the point [Budd and Warner, 1996; Bamber et al., 2000; Le Brocq et al., 
2006]; ii) to infer the potential locations of subglacial conduits [Arnold et al., 1998; 
Sharp et al., 1993]; and iii), in conjunction with inferred water flow rates, such 
algorithms have been used to generate moulin input hydrographs from patterns of 
surface melt over glaciers [Arnold et al., 1998]. 
However, to avoid the problem of water getting ‘stuck’ in surface depressions within 
the DEM, most algorithms rely on the artificial filling of these surface depressions (see 
Arnold [2010] for a review). Although depression removal has been widely questioned 
(e.g., Lindsay and Creed [2006] and references therein), this procedure can be justified 
on the basis that, in simple terms, depressions would simply fill with water and then 
overflow or that water would find some subsurface route out of the depression. Thus, at 
a catchment scale, preserving the continuity of flow can be considered to be more 
important than accurately dealing with the processes within a depression [Arnold, 
2010]. In contrast, the algorithm developed by Arnold [2010] for calculating lake and 
catchment extent does not require the artificial filling of surface sinks, and therefore 
has the potential to be of great use for studies which are specifically focussing on 
modelling the filling of these depressions with water to form lakes. This algorithm also 
determines a flow direction matrix for a given DEM surface so that the water flow path 
from any given DEM cell to the sink cell (or lake) can be calculated [Arnold, 2010] (see 
Chapter 4, Section 4.2.2.1 for further details). 
Flow delay algorithms 
In order to calculate the delay of water flow across an ice or snow surface, as well as its 
path, a flow delay algorithm is required. One such algorithm is that initially developed 
by Arnold et al. [1998]. This algorithm uses the flow direction matrix, and the surface 
slope matrix, together with assumptions about the physical processes controlling water 
flow, to calculate a flow delay time between each DEM cell and its sink cell. For every 
DEM cell, a 'travel time' for water to cross the cell is calculated; this time depends on 
Chapter 2: Greenland mass balance, hydrology and modelling – A review 
 
30 
 
the slope of the cell, whether the cell is ice or snow (which governs the physical 
processes assumed to control the flow), and the parameter values which govern the 
water flow. However, whilst there is a large amount of research concerning vertical 
unsaturated flow through snow packs [Bassford, 2002; Wright et al., 2005; Rye et al., 
2010], there has been less work concerning lateral saturated flow at the base of a 
snowpack. One of the few studies in this category is that by Colbeck [1974] who 
described the application of Darcian flow equations to snow lying on a slope above an 
impermeable boundary with a small slope angle: 
Cs = (wg/)x  /                                              (2.4) 
where Cs is water velocity under a snowpack (m s-1), w is the density of water (kg m-3), 
 is the viscosity of the water (Pa s),  is surface slope, x is snow permeability (m2) &  
is snow porosity. Campbell et al. [2006] also used dye-tracing to measure rates of 
lateral saturated flow at the base of the snowpack at Haut Glacier d’Arolla, 
Switzerland. 
Similarly, there has been little detailed work concerning the processes of lateral flow 
across bare ice surfaces. For this reason, the simple Manning's equation is often used: 
Ci = R2/3 1/2 /n                                                           (2.5) 
where Ci is the water flow velocity across bare ice (m s-1), R is hydraulic radius (m) and 
n is the Manning roughness coefficient (m-1/3 s).  
Lakes effectively fill with water from the original sink cell 'upwards' by successive 
flooding of the next lowest DEM cell(s). The total accumulated volume of water within 
each lake at a given can then be calculated, and from this (and the calculated lake 
hypsometry), the time step at which the lake overflows its rim can be calculated.  
Although the approach used by Arnold et al. [1998] for modelling lateral flow at the 
base of a seasonal snowpack gave an estimate of the delay introduced by saturated 
flow, it did not allow for longer-term storage of meltwater in deeper saturated layers, 
which anecdotal evidence suggested was potentially significant at Haut Glacier 
d’Arolla [Fox, 2004]. To resolve this issue, Fox [2004] applied the Modular Finite-
Difference Groundwater Flow Model (MODFLOW) developed by the United States 
Geological Survey (USGS) [Harbaugh et al., 2000] to model saturated flow through 
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snowpacks. This model treats the snowpack as an unconfined aquifer, with 
permeability and storage parameters based upon values estimated for saturated snow, 
underlain by the impermeable boundary of the ice surface. 
2.3.2.2  Englacial and subglacial routing models 
Modelling the physics of glacier hydrology is complex as it involves the liquid phase, 
namely water, moving through the solid phase, namely ice, at the melting temperature. 
Furthermore, ice is deformable under relatively low stresses, which allows channels 
and conduits in glaciers to change size and shape much more rapidly than channels 
eroded in rock or sediment. The glacier system is thus transient on all timescales and 
over all spatial scales [Nienow et al., 1998; Hock and Jansson, 2005].  
The first physically-based glacier hydrology models were developed to reproduce simple 
observable phenomena. For example, Rothlisberger [1972] and Shreve [1972] presented 
simple numerical models for water flow in glaciers. Shreve’s assumptions were that 
water pressure is in balance with ice pressure, and that preferential englacial drainage 
pathways should follow the steepest gradient of the hydraulic potential [Shreve, 1972] 
(See Section 2.2.2.2). In order to predict the subglacial drainage pathways, this 
formulation was simplified by the assumption of Bjornsson [1982] that all meltwater 
reached the bedrock through moulins and crevasses and drained along the base of the 
ice sheet, which was assumed to be impermeable. This formulation has been used by 
multiple previous studies to infer subglacial drainage system structure for different 
assumptions of steady-state water pressure [Holmlund, 1988; Sharp et al., 1993; 
Flowers and Clarke, 1999; Hagen et al., 2000; Rippin et al., 2003; Fischer et al., 2005; 
Le Brocq et al., 2009; Fricker et al., 2010; Willis et al., 2012]. 
Rothlisberger’s [1972] theory that channels maintain an equilibrium state is based on 
the assumption that the rate of conduit enlargement through melt is balanced by creep 
closure. However, although Rothlisberger [1972] assumed flow through channels with 
semicircular cross-sections, discrepancies between measurements and model 
calculations led Hooke et al. [1990] to propose low broad channels (i.e. ‘Hooke’ channels) 
in order to be able to apply Glen’s flow law deformation with reasonable viscosity 
parameter values.  
Subsequent to Shreve [1972] and Rothlisberger [1972], Nye [1976] and Spring and 
Hutter [1981] (see Chapter 5, Section 5.1.3.1 for further details) presented a physically-
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based theory of unsteady flow through englacial channels. Hooke [1984] also 
investigated the effects of unsteady conditions, in particular, open channel flow, on the 
Rothlisberger [1972] system.  
Whilst Shreve’s [1972] model predicts where subglacial pathways are likely to form, it 
does not deal with the nature of the flow itself. Additionally, the construction of a full 
hydrologic model not only requires knowledge of the current state of the hydrological 
system, but also an appreciation of the ways in which it evolves over space and time. 
As discussed in section 2.2.2.1, subglacial drainage systems are separated into two 
profoundly differing forms: channelized or fast systems, and distributed or slow 
systems [Raymond et al., 1995; Fountain and Walder, 1998]. The latter, in response to 
increasing water fluxes, will tend to evolve over time toward the former [e.g., Hubbard 
et al., 1995; Bartholomew et al., 2010; Sole et al., 2011]. It is therefore desirable that 
subglacial hydrological models are able to replicate this dynamic switch between a slow 
and fast subglacial drainage system. Shreve’s [1972] model is not a suitable basis for 
this adaption as it considers steady-state conditions: isotropic ice and unvaried water 
flow. Such conditions do not reflect either glacier ice or the diurnal variations in melt 
rates driving water flow, and numerical models have cast doubt on the stability of a 
‘Shrevian’ drainage system [e.g., Szilder and Lozowski, 1997; Cutler, 1998].  
Arnold et al. [1998] were the first to develop a physically-based time-dependent 
hydrological model and apply it to an entire glacier. This model was developed for Haut 
Glacier d’Arolla and was calibrated against extensive discharge and pressure data for 
the glacier [Richards et al., 1996]. Surface runoff, calculated using an EB model, was 
routed across the ice or snow surface to known moulin positions, where it was routed 
directly to the bed. Subglacial drainage pathways were predicted from the hydraulic 
potential, following Shreve [1972], and conduit diameters were able to evolve through 
time due to melt enlargement and creep closure [Spring and Hutter, 1981], thus 
allowing the capacity of the system to respond to changing inputs from the surface. The 
configuration of the system was also able to switch between a distributed system and a 
channelized system represented by different predefined number and geometries of 
conduits. ‘Distributed’ links were changed to channelized flow paths as the modelled 
snowline passed each moulin. From this perspective, the subglacial model is therefore 
rigid since switching between both systems does not permit smooth transitions with 
the bed being partially drained by each system. However, the model captured the 
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essential features of observed proglacial hydrographs, including diurnal and seasonal 
fluctuations and subglacial water pressure records. The best matches were for the 
middle of the melt season, when the conduit network was well established, but the 
model performed less well for the beginning and end of summer when the drainage 
system would have been in a transition phase between distributed and channelized 
type systems. 
A different approach to physically-based time-dependent hydrological modelling was 
taken by Flowers and Clarke [2002a] who built upon the lumped element model 
developed by Clarke [1996]. Rather than specifying a drainage network, they 
parameterised basal drainage as two-layer distributed system, analogous to a porous 
subglacial sheet perched above a sub-till aquifer.  The subglacial sheet was allowed to 
expand vertically to accommodate flow, and its hydraulic conductivity increased with 
ice thickness. The subglacial sheet and the underlying aquifer were coupled to 
supraglacial and englacial drainage systems, so that water could flow through or be 
stored within the system, depending on recharge rates and antecedent conditions. The 
model was applied to Trapridge Glacier, Yukon [Flowers and Clarke, 2002b] and, with 
some modifications, to Vatnajökull in Iceland [Flowers et al., 2003]. The essential 
difference between the two versions of the model is that the former assumes that 
hydraulic potential depends on the balance between recharge rates and the ability of 
the basal drainage system to evacuate stored water, whereas in the latter it is a simple 
function of bed elevation and ice overburden pressure. Despite their simplifications, the 
Flowers and Clarke, [2002b] and Flowers et al. [2003] models are thought to yield a 
more realistic picture of ice sheet hydrology in some situations than the Arnold et al. 
[1998] model as they allow for the coexistence of, and a more realistic switch between, 
distributed and channelized drainage systems [Benn and Evans, 2010].     
2.3.2.3  Modelling hydrology and basal motion 
Feedbacks between basal sliding and subglacial water pressures are a key aspect of the 
behaviour of the subglacial hydrological system, yet prior to the model developed by 
Kessler and Anderson [2004], no simulation had reproduced the wide range of 
hydrological behaviours attributed to these feedbacks. Kessler and Anderson [2004] 
linked three hydrological subsystems:  i) an englacial water storage reservoir; ii) a 
centre-line conduit; and iii) a linked-cavity network. In doing so, they were able to 
simulate the spring speed-up characteristics of a temperate glacier. They concluded 
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that key glacial hydrological events result not from the forcing or the detailed geometry 
of the bed and ice pressure, as is inferred by Shreve’s [1972] theory, but from important 
interactions between englacial and subglacial storage and subglacial network 
structure.  
In recent years several other authors have also stressed the importance of including 
interactions between subglacial hydrology and ice dynamics in prognostic models 
[Bartholomaus et al., 2008; Bell, 2008; Stearns et al., 2008]. Currently, some of the 
most advanced models which couple hydrology and ice dynamics currently are those by 
Piment3l et al. [2010] and Pimentel and Flowers [2010]. Pimentel et al. [2010] used a 
hydrologically coupled flowband model of higher-order ice dynamics to explore 
perturbations in response to supraglacial water drainage and subglacial flooding. This 
model was designed to simulate realistic basal boundary conditions capable of 
hydrologically-driven acceleration. Pimentel and Flowers [2010] further developed 
Pimentel et al.’s [2010] numerical formulation and used hypothetical drainage 
scenarios inspired by observations.  Although the model had some large limitations, it  
captured the spring transition on the GrIS, and simulations of summer drainage at a 
Greenland-type outlet glacier produced flow speeds that compare well with Shepherd et 
al.’s [2009] measured seasonal speed-up. Pimentel and Flowers’ [2010] results support 
the suggestion that a channelized drainage system can form beneath the margins of 
the GrIS [Joughin et al., 2008], and may contribute to reducing the dynamic impact of 
floods derived from supraglacial lakes [Das et al., 2008]. 
More recently, Schoof [2010] constructed what is probably the most sophisticated 
model to date that captures the ‘dynamic switching’ [Kamb et al., 1985] between 
distributed and channelized subglacial drainage systems and its effects on spatial 
patterns of water pressure beneath an ice mass. Numerical solutions indicate that 
channelization, water pressure reduction and glacier deceleration, rather than 
acceleration, should occur above a critical rate of water flow, meaning that higher rates 
of steady water supply can suppress rather than enhance dynamic thinning [Schoof, 
2010]. This suggests that the direct positive feedback between surface melt and ice 
acceleration inferred by various studies [Zwally et al. 2002; Box and Ski., 2007; Das et 
al., 2008] may be a local or short-term phenomenon and may not be universally 
applicable, especially in the long-term. Nevertheless, short-term increases in water 
input are accommodated by the drainage system through temporary spikes in water 
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pressure, and these spikes do lead to temporary ice acceleration. Schoof’s [2010] model 
therefore confirms the suggestion of other studies [Bartholomaus et al., 2008; Hoffman 
et al., 2011; Sole et al., 2011] that ice acceleration is driven by an increase in meltwater 
variability due to, for example, supraglacial lake drainage events, rather than an 
increase in mean surface melt supply.  
2.3.3 Section summary 
Although physically-based time dependent models are becoming increasingly 
sophisticated with various processes interacting and varying over space and through 
time, they are still hampered by the largely unknown behavioural characteristics of 
real drainage systems, their complexity and their variability. Major simplifying 
assumptions still need to be made in order to represent important physical processes. 
In particular, determining where surface water should reach the bed in a spatially 
distributed model, and finding realistic ways of evolving the configuration of the 
subglacial drainage system through time present major challenges. There is therefore a 
need to develop a physically-based time-dependent glacier hydrological model for an 
area of the GrIS which is driven, parameterised and evaluated with real data. 
2.4 Study Site: Paakitsoq, West Greenland 
This section first gives a brief overview of the Paakitsoq region and outlines the key 
reasons for choosing it as a study site. Second, previous scientific research in the 
region, relevant to the present study, is briefly reviewed.  
2.4.1 The Paakitsoq region 
The study focuses on the Paakitsup Akuliarusersua basin on the western margin of the 
GrIS.  This basin, often referred to as the Paakitsoq region after the nearby bay 
[Ahlstrøm et al., 2007; 2008], is defined as the ~2,300 km2 area north east of 
Jakobshavn Isbrae (Figure 2.2).  
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Figure 2.2 Map of the Paakitsoq region. The red box shows the model domain. The 
green triangle marks the ASIAQ Greenland Survey gauging station where 
precipitation data are measured. 
 
The Paakitsoq region is chosen as a study site primarily due to the high availability of 
various data necessary to drive, calibrate and evaluate different components of the 
complete hydrological model. These include:  i) meteorological data from the three GC-
Net stations, JAR 1, JAR 2 and Swiss Camp [Steffen and Box, 2001] and coastal 
precipitation data from ASIAQ Greenland Survey Station 437 (190 m a.s.l. ~4 km west 
of the ice margin) for the surface mass balance modelling component of the study 
(Figure 2.2); ii) a relatively high-resolution bed DEM necessary for the subglacial 
modelling component (obtained from Joel Plummer (University of Kansas), see Chapter 
5, Section 5.2.1.1); and iii) proglacial stream discharge data measured at the ASIAQ 
Survey Station 437 for evaluation of the full model. 
The Paakitsoq region has been the focus of much scientific work, partly due to 
hydropower feasibility investigations and the development of hydropower plants 
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beginning in the 1980s [Ahlstrøm et al., 2007; 2008], but particularly since the 
establishment of the Swiss Camp research station (~70 °N, ~49 °W; Figure 2.2). To the 
south of Paakitsoq is Greenland’s largest outlet glacier; Jakobshavn Isbrae, which 
drains 6% of the ice sheet and has experienced a dramatic phase of retreat and 
thinning since 1998 [Joughin et al., 2008b].  
2.4.2 Mass balance at Paakitsoq 
The Paakitsoq region includes predominantly land-terminating ice, with a relatively 
small tidewater glacier, Sermeq Avannarleq (“Dead Glacier”), which calves into a side 
arm of the Jakobshavn Fjord. Ice elevation in the region varies from near sea level at 
the western margin to ~1200 m above sea level (a.s.l.) at the easterly edge of the area. 
Ice flow in the region is predominantly towards the west, although in the south of the 
area it is influenced by Jakobshavn Isbrae and flows in a more south westerly direction 
[Mottram et al., 2009; Joughin et al., 2010].  
Sermeq Avannarleq has experienced a negative mass balance beginning in 1985 and 
field observations suggest that since 2000, the tidewater tongue, currently ~2 km in 
length, has retreated ~2 km [Colgan et al., 2011a]. Additionally, satellite imagery 
indicates that the ice sheet margin between Sermeq Avannarleq (to the north, south 
west of JAR 2) and Jakobshavn Isbrae (to the south) has retreated by up to ~1.2 km 
between 1962 and 1992, despite a decline in average summer temperatures during the 
time period [Sohn et al., 1998]. The recent retreat of Jakobshavn Isbrae may also be 
influencing some of the recently observed thinning across the area [Joughin et al., 
2004; Krabill et al., 2004].   
Thermistor measurements of englacial ice temperature taken by Thomsen and Olesen 
[1990] at one location 9.5 km upstream from the ice margin reveal slightly negative 
temperatures (-0.3 to -0.1 °C) from the base of the ice sheet to ~ 50 m from the surface, 
above which temperature drops and reaches a minimum of -2.1 °C. Additional 
measurements through ice 202 m thick, 4.4 km upstream from the ice margin and 300 
m thick, 3.2 km upstream from the ice margin reveal a basal temperature of  -0.9 °C 
and englacial temperatures ranging between -2.1 °C and -0.6 °C [Thomsen, 1988].  
Farther inland, the anisotropic-ice flowline model of Wang et al. [2002] suggests that 
englacial ice temperatures reach lower values but that temperature at the base is at 
the PMP of -1.0 °C.  The model of Wang et al. [2002] was also applied to a flowline 
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through Swiss Camp to estimate the dates of internal layers detected using radio-echo-
sounding measurements. By using present-day data of accumulation rate, surface 
temperature, surface elevation, and ice thickness along the flowline as model inputs, a 
close agreement was found between the isochrones generated from the model and the 
observed internal layers with confirmed dates, indicating that this part of the 
Greenland ice sheet was primarily in steady-state in 2002 [Wang et al., 2002]. 
2.4.3 Supraglacial hydrology at Paakitsoq 
Water at Paakitsoq drains from the ice sheet supraglacially or subglacially through 
numerous proglacial lakes (Figure 2.3). The three largest are proglacial lakes 326 and 
233 which are connected to the central lake 187 where the ASIAQ 437 gauging station 
is located [Thomsen et al, 1988]. Thus, these proglacial lakes are thought to influence 
the discharge at the gauging station by introducing a lag. On the ice surface, numerous 
supraglacial lakes are observed [Box and Ski, 2007; McMillan et al., 2007; Lampkin, 
2011]. These lakes are occasionally observed to drain rapidly by hydrofacture or 
relatively slowly by overflow [Das et al., 2008; Tedesco et al., in review] (see Section 
2.2.1). Numerous studies have focussed on the spatial patterns, evolution, and 
drainage of supraglacial lakes in the Paakitsoq region. For example, Lampkin [2011] 
used multitemporal Landsat panchromatic imagery for a large area of west Greenland 
(including the Paakitsoq region) during the 2007 melt season to provide evidence for a 
high spatial clustering of relatively small lakes (< 0.5 km2) at lower elevations (~100 – 
700 m), and a lower spatial clustering of large lakes (0.5 - 1.5 km2) at higher elevations 
(700 – 1200 m). McMillan et al. [2007] investigated surface lake development and 
drainage over a large part of the Paakitsoq region using a combination of Landsat 7 
ETM+ and ASTER images from 2001, whereas Box and Ski [2007] focussed more 
specifically on calculating temporal changes in areas, depths and volumes of a few 
lakes in the area through the use of a supraglacial lake-depth retrieval function, based 
on the correspondence between MODIS reflectance and water depth measured during 
raft surveys.  
The Danish Meteorological Office (DMO) produced a topographic map, based on 1985 
aerial photography, for a 40 x 20 km portion of the Paakitsoq region [Thomsen et al., 
1988]. Typical moulin diameters for the region were 1 – 2 m [Thomsen et al., 1988] and, 
as calculated by Colgan and Steffen [2009], the observed moulin density increases 
towards the ice margin with values of 0 - 0.89 km-2. This is slightly lower than the 
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moulin density of ~0.2 km-2 calculated by Zwally et al. [2002] for the same region. 
These 1985 aerial photographs were recently digitized and aggregated into an 
orthomosaic with the intent of studying changes in the ice geometry of nearby 
Jakobshavn Isbrae [Motyka et al., 2010]. Colgan et al. [2011b] have since compared this 
historical orthomosaic with the commercially acquired panchromatic 15th July 2009 
Worldview-1 image of the same area to establish that the total area occupied by 
crevasses > 2 m wide, within the overlapping 608 km2 area, increased by 13 ± 4% from 
1985 to 2009. As crevasses and prominent supraglacial features such as large lakes 
and river systems are typically found to be mutually exclusive [Thomsen et al., 1988], 
this result implies an increase in the number of smaller catchments [Colgan et al., 
2011b].  
 
Figure 2.3 Map of the Paakitsoq region. The black lines on the ice define surface sub-
catchments feeding moulins (black dots). The black dashed areas depict proglacial 
lakes through which meltwater flows to reach the ASIAQ gauging station (black 
triangle) (adapted from Figure 2 in Thomsen et al. [1989]). 
 
Various studies with a focus on the Paakitsoq region have linked accelerations in ice 
velocity with increases in surface meltwater inputs to the subglacial system, often as a 
result of supraglacial lake drainage, suggesting that local hydraulically induced basal 
sliding can explain short-term and seasonal variability in ice velocities [e.g., Zwally et 
al., 2002; Das et al., 2008; Joughin et al., 2008; Hoffman et al., 2011; Colgan et al., 
2012] (see Section 2.2.3 for further details).  
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2.4.4 Subglacial hydrology at Paakitsoq 
Although the natural setting of the Paakitsoq region makes dye-tracer experiments 
difficult [Thomsen et al., 1989], various sources of evidence indicate the existence of an 
active subglacial system. For example, fluctuating subglacial water pressures 
measured in several boreholes by Thomsen and Olesen [1990] provide evidence for a 
dynamic subglacial drainage system which changes spatially and temporally through 
the melt season. A well-developed subglacial system is also indicted by high levels of 
turbidity in marginal lakes 187, 233 and 326 [Thomsen et al., 1989] (Figure 2.3). While 
diurnal oscillations in subglacial water pressure during the melt season were positively 
correlated with surface air temperatures, subglacial pressure peaks were delayed by 2 - 
5 hours relative to temperature maxima [Thomsen et al., 1991]. This suggests that 
supraglacial meltwater flows relatively rapidly through moulins to reach the subglacial 
system.  
Borehole measurements by Thomsen and Olesen [1991] and Thomsen et al. [1991] 
indicated that subglacial water pressures are 79% - 105% and 85% - 94% (respectively) 
of ice overburden pressures for the area within 10 km of the ice margin where ice 
thicknesses reach 400 m. If these measurements represent long-term average steady-
state water pressures, it suggests that the subglacial drainage network could be 
approximated using Shreve’s [1972] theory with k values of 0.79 – 1.05 (see Section 
2.2.2.2, Equation 2.1). These proposed k values are consistent with Colgan et al.’s 
[2011a] model of the Sermeq Avannarleq flowline which suggests that the hydraulic 
head (or englacial water table) elevation annually oscillates relatively close to, or at, 
flotation (i.e. subglacial water pressures are close to, or equal, ice overburden 
pressures). 
2.5 Chapter summary 
 The surface mass balance of the GrIS is thought to be close to zero. However, 
net ice sheet mass balance is negative due to increased ice flux resulting from 
increased basal sliding. This occurs in two ways: 1) increased basal lubrication 
of both land- and marine- terminating outlet glaciers due to meltwater reaching 
the bed; and 2) increased ice velocity and calving flux of marine-terminating 
glaciers due to thinning and retreat at the calving front. 
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 Evidence suggests that it is the variability in magnitude and timing of 
meltwater input to the subglacial drainage system of the GrIS, rather than the 
total volume of meltwater input to the system, that has the greatest influence 
on subglacial water pressures and therefore ice motion.  However, although 
large increases in ice velocity have been observed in the short-term, significant 
uncertainty exists in determining how the GrIS hydrological system will evolve 
over decadal and longer timescales to changing volumes of meltwater and 
thereby influence the dynamics of the ice sheet.  
 Although physically-based time dependent models are becoming increasingly 
sophisticated with various processes interacting and varying over space and 
through time, they are still hampered by the largely unknown behavioural 
characteristics of real drainage systems, their complexity and their variability. 
There is therefore a need to develop a physically-based time-dependent glacier 
hydrological model for an area of the GrIS which is driven, parameterised and 
evaluated with real data. 
 The Paakitsoq region on the western margin of the GrIS is an area of 
predominantly land-terminating ice to the north east of Greenland’s largest 
outlet glacier; Jakobshavn Isbrae. The region is chosen as a study site primarily 
due to the high availability of various data necessary to drive, calibrate and 
evaluate different components of the complete hydrological model. Of key 
importance are the proglacial stream discharge data measured at the ASIAQ 
Survey Station for evaluation of the full hydrological model. 
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3. Surface melt / runoff model 
 
This chapter focuses on the development, calibration and evaluation of a high 
resolution, surface mass balance (SMB) model for the Paakitsoq region and forms the 
basis of a recently published paper [Banwell et al., 2012a]. The model consists of 
surface energy balance (SEB) model coupled to a subsurface model of the upper snow / 
firn / ice layers and will be used to calculate high temporal (hourly) and spatial (100 m) 
resolution runoff for the region. This model will provide input for a surface routing and 
lake filling model (Chapter 4). 
3.1 Data and approach 
This chapter focuses on a ~7.5 km wide strip which extends diagonally from south west 
to north east across the Paakitsoq region and includes the Greenland Climate Network 
(GC-Net) and ASIAQ Greenland Survey stations (190 m a.s.l., ~4 km west of the ice 
margin) (Figure 3.1). The total area of this strip is 450 km2. 
The SEB model is forced using a full range of meteorological variables, predominantly 
from the JAR GC-Net automatic weather station (AWS) where data are available 
[Steffen and Box, 2001]. These include hourly measurements of incoming global 
shortwave radiation, air temperature, relative humidity and wind speed at a height of 
2 m above the ice surface. Due to instrument failure, shortwave radiation data are 
missing from 1st January to 23rd May 2001 so data from Swiss Camp were used for this 
period instead. Daily precipitation totals in mm w.e., collected at the ASIAQ station, 
were divided by 24 to produce hourly totals for model input on days with recorded 
precipitation. As incoming longwave radiation data were not available for the 
Paakitsoq region, incoming longwave radiation data were calculated using 
parameterizations based on the work of Konzelmann et al. [1994]. Coastal precipitation 
data were obtained from ASIAQ. 
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Figure 3.1: Map of the study site. The Paakitsoq region is delineated by the red box. 
The Landsat-7 ETM+ image behind is dated 07/07/2001. The strip on which this study 
is focused is outlined in black. The red triangle marks the ASIAQ 437 precipitation and 
gauging station. Green boxes are example areas of: A) just ice; B) just snow; and C) 
snow and ice chosen during the thresholding procedure in Section 3.3.2. These 3 boxes 
correspond to the 3 example histograms of reflectance values shown below the map, 
where the y axes are normalised to the maximum number of cells of a given brightness 
within each sample area, and the x axes show brightness numbers. 
 
A DEM of the ice sheet surface is required to spatially distribute meteorological data 
and compute slope angles and aspects as well as any topographic shading. For this 
study, the ASTER global digital elevation model (GDEM), which has a nominal grid 
size of 30 m, is used (http://asterweb.jpl.nasa.gov/gdem.asp). The original GDEM was 
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checked for obvious artefacts in the area and none were found. The GDEM quality files 
for the Paakitsoq region show ASTER stacking numbers here lie between 8 and 12, 
yielding an accuracy of  18.2 m (std. dev.) < 500 m elevation, and  13.8 m (std. dev.) > 
500 m [MacFerrin, 2011].  The original data were smoothed with a 6x6 cell median 
filter to remove small-scale noise then re-sampled to a 100 m resolution using bilinear 
interpolation.  
Although energy balance (EB) modelling is generally used for glaciers with relatively 
complex terrain, rather than for ice sheets, previous studies have demonstrated that 
the EB approach is successful at reproducing melt patterns on the GrIS [e.g. Ambach, 
1977; Greuell and Konzelmann, 1994; Oerlemans and Vugts, 1993; van den Broeke et 
al., 2011]. As the aim of this chapter is to model runoff at a high spatial and temporal 
resolution, it is important to capture as much of the spatial and temporal patterns of 
albedo, as well as other important parameters and processes. Therefore, an EB model 
is chosen over a degree-day model.  
The EB model is driven by extrapolating the locally-measured data across the model 
surface domain rather than down-scaling the output from climate reanalyses or a 
Regional Climate Model (RCM) for a variety of reasons. First, as the study’s model 
domain is relatively small (450 km2), point station data only needs to be interpolated 
over a small area. Second, as the model domain is narrow (7.5 km) in width, horizontal 
gradients will be minimal and this width is less than the horizontal grid sizes of 
commonly used RCMs [e.g. Ettema et al., 2010; Fettweis et al., 2011]. Third, the chosen 
approach is computationally less expensive than climate reanalysis or an RCM. 
Therefore, the use of a high-resolution EB model driven by point station data is a 
sufficient approach to minimize the uncertainty of the model output for this study [cf. 
Machguth and Ahlstrom, 2010]. 
The SMB model is calibrated by comparing modelled and measured point data of 
surface height change and albedo changes at the GC-Net stations: JAR 1, JAR 2 and 
Swiss Camp [Steffen and Box, 2001]. Subsequently, model performance is evaluated in 
two ways. First, the modelled snowline positions at various stages of the summer are 
compared to the snowline positions delineated from Landsat-7 ETM+ satellite imagery. 
Second, the modelled daily albedo over the model domain is compared with the daily 
surface albedo retrievals from the NASA Terra platform Moderate-resolution Imaging 
Spectroradiometer (MODIS) sensor MOD10A1 product.  
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The study focuses on the mass balance years 2000/01 and 2004/05, as during these 
years there are:  i) nearly continuous meteorological data meaning that only limited 
temporal interpolation is necessary; ii) relatively good albedo and surface melt data for 
model calibration, and iii) a good availability of cloud-free Landsat and MODIS 
imagery during the summer months for model evaluation. 
3.2 Surface mass balance model  
The SEB model is based on that developed by Rye et al. [2010] and consists of three 
coupled components: i) an EB model that calculates the energy exchange between the 
glacier surface and the atmosphere; ii) a subsurface model, simulating changes in 
temperature, density and water content in the snow, firn and upper ice layers, and 
hence refreezing and net runoff; and iii) an accumulation model.  
Further details of the SEB subsurface models, and the surface accumulation routine 
are described in Sections 3.2.1, 3.2.2 and 3.2.3 respectively.  
3.2.1 Surface energy balance model 
The SEB model is based on that originally developed by Arnold et al. [1996] and 
subsequently updated by Brock et al. [2000], Arnold [2005], Arnold et al. [2006], and 
Rye et al. [2010]. This section primarily focuses on describing adaptations that have 
been made to the Rye et al. [2010] model for application to the Paakitsoq region.  
The model determines the total SEB from five main components:  
                QM = (SW↓ - SW↑) + (LW↓ - LW↑) + SHF + LHF + GHF,      (3.1) 
where QM is the energy available for melt (if surface temperature is at melting point), 
SW↓ is incoming shortwave radiation, SW↑ is outgoing shortwave radiation (i.e. (1 - 
surface albedo) * SW↓), LW↓ is incoming longwave radiation, LW↑ is outgoing longwave 
radiation, SHF is the sensible heat flux, LHF is the latent heat flux, and GHF is the 
ground heat flux in the snow or ice [Cuffey and Paterson, 2010].  
3.2.1.1  Shortwave radiation and albedo 
Due to lack of detailed cloud-cover records, this study follows Oerlemans [1993], and 
subsequently Arnold et al. [1996], in assuming that diffuse radiation from the sky is 
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one-fifth of the measured global shortwave radiation in all cases. Following the method 
of Arnold et al. [1996], these hourly fluxes of direct and diffuse radiation are then 
modified at each model grid cell for the local terrain conditions in the case of direct 
radiation (namely slope angle, aspect, and shading due to surrounding grid cells - 
although the latter effect is very small over the model domain and is found to 
negligibly affect the results), and for the sky-view factor in the case of diffuse radiation. 
Following Greuell and Konzelmann [1994], the surface albedo (α) is calculated as a 
linear function of the density of the uppermost subsurface grid element (top):  
          α = αice + (αsnow - αice) ((top - ice) / (snow - ice)),                   (3.2) 
where αsnow, snow, αice and ice denote fresh snow albedo, fresh snow density, ice albedo 
and ice density respectively. However, whereas Rye et al. [2010] and Bassford [2002] 
denote the top 10 cm of snow and / or ice as the uppermost subsurface grid element, 
this study follows Ettema et al. [2010] and bases the calculations on the top 5 cm of the 
subsurface grid so that small snowfall events have a more significant short-term 
influence on the calculations of surface albedo. In the parameterization, changes in 
surface density represent changes in grain size that affect the surface albedo [Greuell 
and Konzelmann, 1994]. The value for fresh snow albedo is set as 0.82 which is the 
average snow albedo value calculated from the GC-Net data at JAR 1, JAR 2 and Swiss 
Camp from 2000 – 2009, and is also consistent with the snow albedo value used by 
Ettema et al. [2010]. If no snow cover exists, then the albedo is set equal to the ice 
albedo value. The ice albedo, which is assumed constant in time and space, is set at 
0.48 which is the average albedo measured at the three GC-Net stations from 2000 to 
2009 during periods which are assumed to be snow-free. This value is slightly higher 
than the value (0.45) used by the MAR model in Fettweis et al. [2011], but is lower than 
the value (0.50) used by Ettema et al. [2010]. The value for fresh snow density is set 
during model calibration (Section 3.3.1). Snow cells within the model are converted to 
ice once the density exceeds that of superimposed ice (800 kg m-3 [Wright, 2005]). A 
value of 910 kg m-3 is assumed for ice density [Cuffey and Paterson, 2010]. 
3.2.1.2  Longwave radiation 
The net longwave radiation is the calculated sum of incoming flux from the sky (LW↓) 
and the outgoing radiation emitted by the glacier surface (LW↑).  Since LW↓ is strongly 
dependent on cloud cover, but because there are no cloud cover data available for the 
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Paakitsoq region, it was first necessary to calculate hourly values of cloud amount. An 
empirical equation was generated to calculate hourly mean cloud amounts for the 
Paakitsoq region through the combined use of: i) an existing parameterization for 
calculating LW↓ based on cloud cover [Konzelmann et al., 1994]; and ii) meteorological 
data (including measured LW↓) collected in 2009 from a temporary station on the 
Russell Glacier near Kangerlussuaq, ~300 km south of the Paakitsoq region (67° 7.240' 
N, 49° 2.040' W). 
For skies that are completely overcast due to low clouds, LW↓ is primarily determined 
by the temperature of the cloud base [Oke, 1987]. For completely overcast skies, 
therefore, the parameterization of LW↓ should not contain clear-sky emittance. 
Konzelmann et al. [1994] satisfy this condition by describing emittance as the weighted 
mean of clear-sky and completely overcast emittances:  
LW↓ = (Ecs(1-νp) + Eocνp) (σ)T4,             (3.3) 
where ν is cloud amount (ν = 1 for a completely cloud covered sky, ν = 0 for clear sky 
conditions), Ecs is the clear sky emissivity, Eoc is the emittance of a completely overcast 
sky, σ is the Stefan-Boltzmann constant (5.67 x 10-8 W m-2 K-4), T is temperature (K) at 
2 m above the ice surface and p is a constant.  
Konzelmann et al. [1994] relate clear sky emissivity to measured vapour pressure (e) 
and T at Swiss Camp, through a modified version of Brutsaert’s [1975] equation to 
their data, yielding: 
           Ecs = 0.23 + 0.484(e/T)1/8.                      (3.4) 
Konzelmann et al. [1994] obtained empirically the emissivity of a completely overcast 
sky, Eoc = 0.952, and the coefficient, p = 4, from hourly means of LW↓, T, e and 
instantaneous observations of ν at Swiss Camp. Thus, the equation for incoming 
longwave radiation reads: 
            LW↓ = ((0.23+0.484(e/T)1/8) (1- ν 4) + 0.952 ν 4) σT4.          (3.5) 
Although the high power (p = 4) resulted from site-specific cloud climatology, where low 
cloud amounts were caused by high clouds in the sky, and high cloud amounts by low 
clouds in the sky, this expression has been used successfully at other sites in 
Greenland [e.g. Greuell and Konzelmann, 1994; Zuo and Oerlemans, 1996]. 
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Using hourly means of LW↓, T and e measured at the Russell Glacier meteorological 
station from 26th June 2009 to 31st August 2009, hourly mean values for ν over the 
glacier were calculated using Equation 3.5. Since there are no measurements of ν for 
the Paakitsoq region available for use in this study, but a good relationship might be 
expected between ν and relative humidity (RH), for which there are measurements, the 
first half of the available data (i.e. 26th June – 29th July 2009) from the Russell Glacier 
dataset is used to investigate the relationship between ν and RH for those data. The 
following equation is obtained:  
ν = (1.848 * RH) - 0.803,      (3.6) 
which has an R2 value of 0.46 (Figure 3.2). 
 
Figure 3.2: Plot of measurements of RH against hourly mean values for ν (calculated 
using Equation 3.5) for Russell Glacier. 
 
As an independent test of this relationship, mean hourly values of ν over Russell 
Glacier for the second half of the available data (i.e. 30th July 2009 - 31st August 2009) 
were calculated using Equation 3.6, which were then used in Equation 3.5 to calculate 
the mean hourly LW↓ fluxes. The root mean square error (RMSE) between the 
calculated and measured average daily LW↓ fluxes is 19.8 W m2. In comparison, if a 
constant value of ν = 0.6 [c.f. Konzelmann et al., 1994] is used, the RMSE between the 
calculated and measured average daily LW↓ fluxes is then 51.2 W m-2. Although the 
data sets used for both parameterizing and testing the relationship between ν and RH 
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are relatively short, the analysis does suggest that in the absence of an alternative 
approach, RH provides a useful proxy for cloud amount on the GrIS and that the 
Konzelmann et al. [1994] parameterization is a robust one. This approach is therefore 
used in this study to determine hourly LW↓ at Paakitsoq. 
The outgoing longwave radiation emitted from the glacier surface is computed as a 
function of surface temperature (Ts) (i.e. the temperature of the top grid cell) and the 
Stefan-Boltzmann constant (σ): 
     LW↑ = σTs4.                                  (3.7) 
3.2.1.3  Turbulent heat fluxes 
The sensible and latent turbulent heat fluxes are calculated using the bulk 
aerodynamic method [Munro, 1990], which requires inputs of T, RH, air pressure, and 
wind speed [Rye et al., 2010]. Stability is corrected for following Dyer [1974]. T at each 
model grid cell is calculated using the atmospheric lapse rate of 6 °C km-1 in summer 
(1st May to 30th September) and 8 °C km-1 in winter (1st October to 30th April). These 
values are seasonal averages of Steffen and Box’s [2001] calculations of mean monthly 
temperature lapse rates between JAR 1 and Summit GC-Net stations. These lapse 
rates were verified by calculating the average lapse rates for both summer and winter 
between JAR 2 and Swiss Camp for 2005, which, to one decimal place, were found to be 
the same as those calculated by Steffen and Box [2001]. Air pressure was assumed to 
decline at a rate of 10 kPa km-1. RH and wind speed are assumed to be constant across 
the ice surface. The surface roughness lengths for snow (0.00022 m) and ice (0.00066 
m) for the Paakitsoq region are taken as the mean values from Arnold and Rees [2003]. 
The model is found to be relatively insensitive to surface roughness values. 
Furthermore, through the calibration process, small errors introduced by prescribing 
fixed values for some parameters are compensated for by small adjustments to other 
parameter values during their optimization [cf. Rye et al., 2010]. For each grid cell, the 
SEB model produces melt in mm w.e. on an hourly time step, provided that Ts = 0 °C 
and QM > 0.  This meltwater is then used as input to the subsurface model (Section 
3.2.2). 
3.2.2 Subsurface model 
This study uses the subsurface model developed by Rye et al. [2010], which built on 
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previous work from Wright [2005], Bassford [2002], and Greuell and Konzelmann 
[1994]. The model is run using a time step of 15 minutes in order to maintain 
numerical stability [Rye et al., 2010].  
For each model grid cell, the subsurface model calculates temperature, density, and 
water content on a one-dimensional grid extending at least 25 m vertically from the 
surface into the ice sheet. Only the upper 25 m of snow / firn / ice is considered as this 
is the depth at which annual temperature oscillations can no longer be detected 
[Greuell and Konzelmann, 1994]. The vertical grid cells range in size from 5 cm near 
the surface (where temperature gradients are largest) to 200 cm at the grid base 
[Bassford, 2002]. Meltwater generated by the SEB model is able to percolate downward 
through the grid. Energy (and therefore meltwater) is also added to the subsurface grid 
through the penetration of SW↓, which is attenuated according to Beer's law [Greuell 
and Konzelmann, 1994; Bassford, 2002; Bougamont et al., 2005; Wright, 2005; Rye et 
al., 2010]. Refreezing occurs in cells where the temperature is below 0 °C and the 
density is less than the density of ice. The cell below receives any residual meltwater if 
either of these conditions is not met, or if there is excess meltwater after refreezing. 
Meltwater percolates until it reaches the impermeable snow / ice interface. At this 
layer, superimposed ice may be formed and is calculated using the approach of 
Wakahama et al. [1976]. However, if the rate at which meltwater reaches the snow / ice 
interface exceeds the rate of superimposed ice formation, then excess water will form 
runoff from the glacier [Rye et al., 2010]. The hourly runoff for each model grid cell is 
stored as output and will be used as input for a surface meltwater routing model in 
forthcoming work. 
Following Rye et al. [2010], densification of snow and firn in the model is driven 
entirely by surface melting and refreezing. This is a reasonable assumption as the 
study area is in the wet zone of the GrIS where these two mechanisms dominate the 
densification process, unlike at higher elevations in the dry zone where settling and 
packing dominate [Cuffey and Paterson, 2010].  
3.2.3 Surface accumulation model 
Hourly precipitation is distributed over the ice sheet surface using an elevation-
dependent precipitation gradient [Rye et al., 2010]. Estimates of the elevation-
dependent precipitation gradient for the western area of the GrIS from sea level to 
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2000 m vary widely between 5% and 20% per 100 m [Ohmura and Reeh, 2001; Bales et 
al., 2009; Burgess et al., 2010]. This suggests that the precipitation gradient also 
exhibits substantial year-to-year change and / or varies with distance inland from the 
coast [Bales et al., 2009].  Owing to this uncertainly, the elevation-dependent 
precipitation gradient is treated as a tunable model parameter (Section 3.3.1).  
However, once set, it is constant in space and time throughout the model run. The 
fractions of precipitation falling as rain and snow in each grid cell are calculated as a 
function of air temperature using a threshold temperature [e.g., Oerlemans, 1993; 
Bougamont et al., 2005; Rye et al., 2010]. The value for the threshold temperature for 
solid / liquid precipitation is also treated as a tunable model parameter (Section 3.3.1).   
3.2.4 Initial conditions  
The separate model simulations for each of the mass balance years, 2000/01 and 
2004/05, run from 1st October to 30th September. Following Rye et al. [2010], each grid 
cell is initialized as bare ice and all subsurface cells are set to the mean annual air 
temperature. Before commencing the main model run for each year, the model is spun-
up for five years using that year’s climate data. While early sensitivity tests in this 
study indicated that five years of spin-up were necessary in order for the mass balance 
and the subsurface temperature profiles to attain a steady-state, Rye et al. [2010] found 
20 years of spin-up were necessary when modeling mass balance for glaciers in 
Svalbard, and Bougamont et al. [2005] found that only 6 months of spin-up was 
sufficient for a similar model applied to the whole of the GrIS. This difference in 
required spin-up times between the three studies may be due to the varying initial 
conditions, which will not influence the steady-state, only the time taken for the 
iterative process to reach a stable solution [Rye et al., 2010].  
3.3 Model calibration and evaluation   
Calibration involves optimizing model parameters so that modeled results are 
consistent with the available measurements, in this case, continuous recordings of 
snow depth and albedo made at the GC-Net weather stations JAR 1, JAR 2 and Swiss 
Camp [Steffen and Box, 2001] for both 2000/01 and 2004/05. The model is evaluated in 
two ways. First the calibrated model output of snowline position is tested against 
snowline positions derived from satellite imagery. Second, the modelled albedo is 
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compared with satellite-derived albedo over the model domain. Both of these steps are 
carried out for various stages of the summer for both 2000/01 and 2004/05.  In order to 
model the temporally and spatially varying magnitude of meltwater runoff as 
accurately as possible, each of the two mass balance years is parameterized separately.  
As suitable observations to constrain values for three key parameters are not available, 
results from multiple model runs are compared with measurements in order to identify 
suitable values. The parameters are: i) fresh snow density; ii) elevation-dependent 
precipitation gradient; and iii) the threshold temperature for solid / liquid 
precipitation. Combinations of parameter values for model runs were chosen 
systematically from within defined ranges at specific intervals suggested in the 
literature [Oerlemans, 1993; Bougamont et al., 2005; Bales et al., 2009; Burgess et al., 
2010; Cuffey and Paterson, 2010; Rye et al., 2010] (Table 3.1).  
 Range tested Increment 
Optimal values for 
2000/01 & 2004/05 
Fresh snow density (kg m
-3
) 100 – 450 25 400 
Threshold temperature for solid / liquid 
precipitation (°C) 
0.0 – 2.0 0.5 2.0 
Precipitation gradient (% increase / 
100m elevation) 
2 – 20 2 14 
 
Table 3.1: Optimal parameter values and the ranges from which they were chosen. 
 
For fresh snow density, the range 100 – 450 kg m-3 is parameterized for. As snow 
densification due to settling, compression and the action of the wind is not accounted 
for by the model, but is instead driven by melting and refreezing alone, a value towards 
the upper end of this range might be expected during model calibration [Bassford, 
2002; Wright, 2005; Rye et al., 2010]. The value will represent average snowpack 
density before the onset of melting rather than the density of fresh new snow [Wright, 
2005]. Not all combinations of parameter values within these three ranges are tested. 
Instead, runs with combinations of high, medium and low values of the 3 model 
parameters were performed to identify a first tier of model sensitivity – a total of 33 = 
27 runs. By analysis of the RMSE between sets of measured and modelled data, regions 
of parameter space showing the greatest sensitivity were then identified and 
parameters were tuned further at finer increments as specified in Table 3.1 (Section 
3.3.1).  
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3.3.1 Model calibration using snow depth and albedo 
measurements  
For each of the mass balance years, 2000/01 and 2004/05, the SMB model was run 
multiple times with different combinations of parameter values for the ~7.5 km wide 
strip of the Paakitsoq region (Figure 3.1) (Table 3.1). For each year, daily variations in 
modelled surface height and surface albedo for the cells representing the GC-Net 
stations JAR 1, JAR 2 and Swiss Camp were compared, where data were available, 
with surface height measured at these stations by ultrasonic depth gauges (UDGs) and 
with albedo measured by up and down facing-pyranometers. Modelled surface height at 
a point was calculated by multiplying the modelled melt in mm w.e. for a surface cell, 
by the ratio of water density to modelled density for that surface cell.  
Surface height data are available at JAR 1 and JAR 2 for 2000/01 and 2004/05 but 
unfortunately are unavailable at Swiss Camp for either year. Albedo measurements 
are available at JAR 1, JAR 2 and Swiss Camp for 2000/01, and JAR 1 and JAR 2 for 
2004/05.  
The aim during model calibration was to identify the combination of parameter values 
that minimized the RMSE difference between the measured and modelled data. For 
each possible parameter set for each year, two RMSEs are calculated, one based on all 
of the available measured surface height data, and one based on all of the available 
albedo data, from the various GC-Net stations, for that year. 
3.3.2 Model evaluation through comparison of modelled and 
measured snowline position 
3.3.2.1  Snowline delineation from satellite data  
Landsat-7 ETM+ imagery is used to delineate the ‘snowline’ position using a 
combination of the Normalised Difference Snow Index (NDSI) and image thresholding 
[c.f. Gupta et al., 2005]. Although the word ‘snowline’ is used, it is realised that in 
reality this is not a clear-cut boundary, but rather a transitional zone involving patches 
of snow, ice, and slush. 
The NDSI technique has been used previously to distinguish between highly reflective 
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snow / ice and cloud [e.g., Hall et al., 1995; König et al., 2001]. The method exploits the 
different spectral signatures of surfaces at different wavelengths. However, it is much 
harder to distinguish between snow and ice, and therefore the snowline position, using 
this method alone. Thus, once cloud was detected using NDSI, thresholding of the 
imagery was used to delineate the snowline (see below). Combined, these methods 
provide an effective and quick way to delineate cloud from snow / ice, and snow from 
ice. It should be noted that all kinds of snow including slush, firn and fresh snow are 
included within the ‘snow’ category. This is consistent with the definition of the 
‘snowline’ as being the boundary between the wet-snow and superimposed-ice zones, or 
the boundary between firn and glacier ice at the end of the melt season [Greuell and 
Knap, 2000; Cuffey and Paterson, 2010; Cogley et al., 2011].  
Landsat-7 ETM+ data were acquired for days of our chosen mass balance years with 
minimal cloud cover from USGS (http://glovis.usgs.gov). Before the NDSI calculation 
was made, data were pre-processed. First, an atmospheric correction was applied to 
raw, 8-bit, level 1b data using the dark pixel subtraction method [Lathrop et al., 1991]. 
Second, each band was converted from digital numbers (DNs) to radiance and then 
from radiance to reflectance using the equations of Chander et al. [2009]. 
Bands 2 (B2; corresponding to green - 0.519-0.601 µm) and 5 (B5; corresponding to the 
mid-infrared - 1.547-1.748 µm) were then used to calculate the NDSI:  
     
     
     
 ,                                                                      (3.8) 
The NDSI was then used to distinguish between areas of snow / ice and cloud in the 
images. The technique works best for ‘optically thick’ clouds such as cumulus clouds.  
The method exploits the high spectral reflectivity of clouds in the visible and shortwave 
infrared (SWIR) region compared to the relatively low reflectivity of ice and snow at 
SWIR wavelengths [Greuell and Knap, 2000; Griffin et al., 2005]. In the image 
produced through NDSI, the thickest cloud is the darkest in colour, and the thinner the 
cloud, the lighter the grey colour is. Snow is near-white in colour. If cloud is detected, 
caution was then exercised in these areas when delineating the snowline using the 
subsequent thresholding technique (see below). However, it is not useful to 
immediately mask off all areas of the Landsat image overlain by cloud as some cloudy 
areas are optically thin and give some information on the surface conditions below.  
Landsat band 4 (corresponding to the near-infrared band - 1.772-1.898 µm), was 
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selected to generate thresholded snowline images because it is less susceptible to 
saturation, thus making snow / ice distinction clearer. The brightness threshold is 
based on the analysis of Landsat band 4 histograms for each individual satellite image. 
For each image, the following were identified: a) five areas thought to contain only 
snow; b) five areas thought to contain only ice; and c) five areas containing an obvious 
zone between ice and snow. Only cloud-free areas (identified using the NDSI 
technique) were selected. The size of these areas ranged from ~50 km2 to ~100 km2. For 
illustrative purposes, the Landsat image in Figure 3.1 is overlain by three boxes 
containing (a) an area of snow only, (b) an area of ice only, and (c) an area containing 
both ice and snow.  
Individual histograms for each of the 15 areas of each image were produced. Again, for 
illustrative purposes, three histograms are shown in Figure 3.1, corresponding to the 
three boxed areas: a), b), and c). For each image, the maximum brightness values in 
each of the five areas of ice were averaged. Similarly, the minimum brightness values 
in each of the five areas of snow were averaged. For the five areas containing a snow / 
ice boundary, the brightness values of the troughs in the bimodal histograms were 
averaged. The average upper limit for ice and the lower limit for snow were used to 
help better constrain the bimodal trough value. For example, the maximum brightness 
value for ice in Figure 3.1a is 147, and the minimum brightness value for snow in 
Figure 3.1b is 140. Therefore the value of the ice / snow threshold value is expected to 
lie somewhere between 140 and 147. This is confirmed by the minimum brightness 
value in the trough between the ice and snow peaks in Figure 3.1c, determined to be 
144. 144 would therefore be taken as the threshold value for the ice / snow transition, 
and applied it to the Landsat band 4 brightness values for snowline delineation. 
Although the threshold value is clear in this example, for histograms with low, broad 
troughs, or for histograms of Landsat areas containing lakes or large areas of surface 
water, it is useful to have both the average maximum brightness value for ice and the 
average minimum brightness value for snow in order to help constrain the limits for 
the ice / snow threshold value. 
3.3.2.2  Snowline delineation from model output 
A key output from the calibrated model runs for each year was gridded cell albedo 
values for each hour. Cells with an albedo greater than that of ice (set at 0.48), were 
classified as ‘snow’. ‘Snow’ therefore includes a wide range of albedo values 
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representing snow at different stages of metamorphism and melt, including fresh snow, 
firn and slush. This is consistent with how snow is categorized in the satellite imagery 
using the thresholding technique (above). 
3.3.2.3  Comparison of measured and modelled snowline position 
For each year (2000/01 and 2004/05) and for each day of the summer for which there is 
a thresholded satellite image available, both the image and the model output consist of 
a grid containing cells classified as either ice or snow. The cloud cover produced from 
the NDSI indicated that there was no cloud within the strip on any day for which we 
were comparing modelled and measured snowline position. To evaluate model 
performance with respect to the snowline position, the percentage of mismatched cells 
is calculated (i.e. where modelled snow / ice cover does not match observed). For each 
year, the calibrated SMB model is run using the optimal set of parameter values 
selected in Section 3.3.1 and the average value of mismatched cells across the 2 or 3 
available satellite images is calculated.  
3.3.3 Model evaluation through comparison of modelled and 
satellite-derived albedo data 
The modelled daily albedo are compared to the daily surface albedo retrievals from the 
NASA Terra platform MODIS sensor MOD10A1 product (version 005), available from 
the National Snow and Ice Data Center [Hall et al., 2006]. Surface albedo at 500 m 
resolution is calculated using the first seven visible and near-infrared MODIS bands 
[Klein and Stroeve, 2002; Klein and Barnett, 2003]. Original MODIS data downloaded 
from NSIDC consisted of one tile (1200 km by 1200 km) gridded in a sinusoidal map 
projection and containing the entire area under study. Albedo values in the product are 
reported as percent (0 – 100) together with other flag values such as cloud obscuration 
and self-shadowing. The MODIS re-projection tool (MRT, 
https://lpdaac.usgs.gov/tools/modis_reprojection_tool) was used to re-project the data in 
UTM coordinates and extract daily MODIS albedo data from late spring to late 
summer for the Paakitsoq region for both 2000/01 and 2004/05. Data tiles with > 5% 
missing data (due to cloud coverage) are discarded. From the remaining data, five 
relatively evenly spaced dates are selected, from early in the melt season to late in the 
melt season, in each year. In order for the MODIS-derived albedo data (500 m) to be 
directly compared to the modelled albedo data (100 m), the model output is re-sampled 
Chapter 3: Surface melt / runoff model 
 
58 
 
to 500 m using bilinear interpolation. As ice albedo is set at the constant value in the 
model (0.48), all grid cells which have a modelled albedo equal to this are ignored. 
Thus, snow-covered cells are primarily focused upon. Subsequently, for each date, the 
MODIS-derived albedo value for each grid cell is plotted against the modelled albedo 
value for each corresponding grid cell, and R2 values and RMSEs for the relationships 
are calculated. 
3.4 Results and discussion 
3.4.1 Model calibration  
The lowest RMSEs between the modelled and measured surface height data for 
2000/01, 2004/05 were calculated to be 0.227 m and 0.208 m respectively (Figure 3.3). 
The lowest RMSEs between the modelled and measured albedo data for 2000/01, 
2004/05 were calculated to be 0.084 and 0.118 respectively (Figure 3.4). Optimal values 
for the key parameters of fresh snow density, elevation-dependent precipitation 
gradient, and the threshold temperature for solid / liquid precipitation that minimized 
the RMSEs were the same for both years and were 400 kg m-3, a 14% increase per 100 
m, and 2 °C respectively (Table 3.1).  
Figure 3.5 shows the relationships between the modelled and measured (a) surface 
height and (b) albedo data, for all available measurements across both years. The R2 
values for the relationships are 0.99 and 0.70 respectively. Thus, although the match 
between modelled and measured surface data is very good, the match between 
modelled and measured albedo data is not as good. Reasons for this are discussed 
below. 
A fresh snow density of 400 kg m-3 is in agreement with the value used by Wright 
[2005] and Rye et al. [2010]. A linear elevation-dependent precipitation gradient of a 
14% increase per 100 m is well within the range of possible values suggested by Bales 
et al. [2009] and Burgess et al. [2010].  A value of 2 °C for the threshold temperature for 
solid / liquid precipitation is consistent with that used by Bougamont et al. [2005] and 
has been widely used in other studies [e.g. Oerlemans and Hoogendoorn, 1989; Arnold 
et al. 1996]. 
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Figure 3.3: Modelled and measured surface height data at the GC-Net stations, JAR 2 
and JAR 1 for 2000/01 and 2004/05. 
 
The main discrepancies between the modelled and measured surface height data 
appear to be due to small snowfall events which are measured by the UDG but not 
captured by the model, as seen during the accumulation period (September to May) in 
Figure 3.3d, for example. Furthermore, the model slightly overestimates ablation 
during the summer, again likely due to the model not capturing small snowfall events 
during the ablation period. Similarly, the measured albedo values are generally more 
variable than the modelled values. This is particularly obvious, for example, in March / 
April 2005 when the effects of snowfall events appear in the measured albedo data at 
both JAR 2 and JAR 1 but not in the modelled albedo data (Figures 3.4d and e). 
Additionally, the drop from a high snow albedo to a lower ice albedo in late June 2001 
at JAR 1 may be less rapid in the measured data than in the modelled data due to 
small snowfall events temporally increasing the surface albedo and delaying the 
snowpack removal and subsequent exposure of underlying ice.  
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Figure 3.4: Modelled and measured albedo at the GC-Net stations, JAR 1, JAR 2 and 
Swiss Camp for 2000/01, and JAR 1 and JAR 2 for 2004/05. 
 
These differences between modelled and measured surface height and albedo may be 
mainly due to: i) real differences in precipitation between the coastal station and the 
GC-NET sites due to local weather patterns; ii) a fairly high value for fresh snow 
density (400 kg m-3) meaning a relatively small increase in surface height is modelled 
compared to that measured by the UDG; iii) the effect of the model’s relatively simple 
empirical albedo parameterization (compared to the more sophisticated, physically 
based model of Gardner and Sharp [2010], for example) which averages the density of 
the top 5 cm of snow / ice masking the potential increase in albedo from a new snowfall; 
iv) a single value for the threshold temperature for solid / liquid precipitation not being 
applicable for all precipitation events; v) the effect of windblown snow not being 
accounted for by the model; and vi) errors associated with the AWS measurements 
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used to force the SEB model [e.g. van den Broeke et al., 2004]. 
 
Figure 3.5: Scatter plots of measured and modelled a) surface height data, and b) 
albedo data. Also shown are the best fit regression lines through each data set. 
 
3.4.2 Model evaluation through comparison of modelled and 
measured snowline position  
Following model calibration, evaluation was first undertaken by comparing the 
modelled snow distribution with that delineated from Landsat-7 ETM+ satellite 
imagery using the techniques of NDSI classification and supervised image 
thresholding, as outlined in Section 3.3.2. When the model was run with the optimal 
parameter set discussed in Section 3.4.1, on average, the model successfully calculated 
the distribution of snow and ice for 90.4% and 87.9% of the cells in the years 2000/01 
and 2004/05 respectively (Table 3.2). As an example, modelled and measured ice / snow 
distribution for (a) 7th July 2001 and (b) 8th August 2001 are displayed in Figure 3.6. As 
shown in Table 3.2, the majority of the total percentage of mismatched cells (96%) is 
due to the modelled presence of snow where the Landsat image indicates ice, i.e. the 
overestimation of snow cover.  
There are two possible explanations for the small discrepancies between the modelled 
snowline position and the snow / ice pattern observed in the Landsat imagery. First, 
the error may lie primarily with the model, rather than with the thresholded imagery. 
As the model has been calibrated against data at three specific points (JAR 1, JAR 2, 
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and Swiss Camp), it is not surprising that the overall patterns of snow / ice distribution 
for the entire 450 km2 region at different times in the summer are not reproduced 
exactly. The snow identified through image thresholding is fairly patchy and dispersed, 
indicating that real snow accumulation patterns are more heterogeneous than 
modelled patterns, likely due to subtle complexities of the ice sheet surface topography 
(i.e. patterns of curvature) which affect patterns of snowfall and redistribution by wind. 
These patterns are not picked up by the model which distributes snow according to 
elevation only, and cannot account for redistribution by wind. For example, examining 
the locations of the measured snow patches below the modelled snowline on both 7th 
July and 8th August 2001 (i.e. the yellow patches on Figure 3.6) with reference to the 
DEM topography shows that the majority are located on the lee side of ridges in the 
DEM, (given that the prevailing wind carrying snow is from the west / south west 
[Fettweis et al., 2007]). Conversely, some of the areas of mismatch above the modelled 
snowline, where modelled snow is present but not measured (i.e. the light blue areas in 
Figure 3.6), are on the windward side of ridges in the DEM. 
 7 Jul ‘01 8 Aug ‘01 31 May ‘05 15 Jun ‘05 4 Sep ‘05 
snow + snow (%) 50.7 8.1 17.5 31.8 13.9 
ice + ice (%) 40.9 81.1 68.1 57.1 75.3 
snow (model) + ice 
(Landsat) (%) 
4.4 7.4 14.3 10.8 10.8 
snow (Landsat) + ice 
(model) (%) 
3.9 3.5 0.1 0.3 0.0 
Total mismatched cells (%) 8.3 10.7 14.4 11.1 10.8 
Table 3.2: Percentages of grid cells in each of the four categories, and the total 
percentages of mismatched cells, for two dates in 2001 and three dates in 2005, 
following comparison of modelled snow and ice distributed with that delineated from 
Landsat imagery.  
 
The second explanation for the small discrepancies between the modelled snowline 
position and the snow / ice pattern observed in the Landsat imagery is that the error 
lies primarily with the thresholded imagery, rather than with the model. For example, 
it is observed that many of the areas of mismatch above the modelled snowline (i.e. the 
light blue areas in Figure 3.6) are very linear in appearance and are aligned with many 
of the blue, wet looking areas of snow visible in the Landsat imagery. This is 
particularly obvious when Figure 3.6a is compared to the Landsat image in Figure 3.1, 
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which are both dated 7th July 2001. Thus, it is likely that our image thresholding 
technique has incorrectly classified these wet, dark areas as ice rather than slushy 
snow. This problem likely arises because the wavelengths of Landsat Band 4 are 
influenced by changes in grain size and water, meaning that it can be difficult to 
distinguish between wet snow and ice [Gardner and Sharp, 2010].  
 
 
Figure 3.6: Correspondence between modelled and measured snow and ice distribution 
for a) 7 July 2001; and b) 8 August 2001, produced using the procedure described in 
Section 3.3.2. 
 
3.4.3 Model evaluation through comparison of modelled and 
satellite-derived albedo data  
The second stage of model evaluation involved the comparison of gridded modelled 
albedo with the MODIS MOD10A1 albedo product, as outlined in Section 3.3.3. 
Ignoring all cells with a modelled albedo of 0.48 (i.e. ice) (an average RMSE of 0.081 
was calculated between all cells with a modelled albedo of 0.48 and their corresponding 
MODIS-derived albedo value), the calculated R2 values and RMSEs for the modelled 
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vs. MODIS-derived snow albedo data on five dates during both 2001 and 2005 are 
shown in Table 3.3. As an example, Figure 3.7 shows the relationships between 
modelled and MODIS-derived snow albedo for three dates in 2001 representing early, 
mid and late summer, (a) 5th June, (b) 5th July, and (c) 11th August. Figure 3.8 shows 
the spatially varying difference between modelled and MODIS-derived snow albedo 
values over the model domain for the same three dates.   
 
Table 3.3 Calculated R2 values and RMSEs of the relationships between the modelled 
and MODIS-derived snow albedo data for five days in both 200/01 and 2004/05. 
 
In early summer, the modelled albedo spans the complete range of albedo values from 
new snow (0.82) to old snow or ice with a thin covering of snow (~0.50) and this is 
generally mirrored in the MODIS data (Figure 3.7a). By mid-summer, the modelled 
and measured albedo values span approximately the same range but the MODIS 
albedo values display an increased heterogeneity for a given modelled albedo (Figure 
3.7b). By late summer, the majority of the snow has melted, leaving only modelled and 
MODIS albedo values at the lower end of the range (Figure 3.7c).  
 
 
Figure 3.7: Scatter plots of modelled and MODIS-derived albedo data for a) 5 June 
2001; b) 5 July 2001; and c) 11 August 2001. All grid cells with a modelled ice albedo of 
0.48 have been removed. The 1:1 lines and the best fit regression lines are also plotted 
for each data set. 
2000/01 2004/05 
Date 5 Jun 13 Jun 5 Jul 25 Jul 11 Aug 5 Jun 17 Jun 10 Jul 21 Jul 8 Aug 
R
2
 0.812 0.727 0.248 0.243 0.093 0.645 0.55 0.543 0.55 0.351 
RMSE 0.084 0.084 0.100 0.099 0.111 0.095 0.138 0.110 0.188 0.192 
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Figure 3.8: Spatially varying differences between MODIS-derived and modelled snow 
albedo values on a) 5 June 2001; b) 5 July 2001; and c) 11 August 2001. All grid cells 
with a modelled ice albedo of 0.48 have been removed. Positive (negative) values 
correspond to a higher (lower) MODIS-derived albedo than modelled albedo. 
 
 
In general, the model overestimates albedo values at the higher end of the range 
compared to MODIS values, and underestimates albedo values at the lower end of the 
spectrum compared to MODIS values (Figure 3.7). The cells corresponding to these 
albedo values occur in the upper (negative values) and lower (positive values) part of 
the model domain respectively (Figure 3.8). However, the overestimation of modelled 
albedo values compared to MODIS values at the higher end of the range is less in early 
summer (Figures 3.7a and 3.8a) than it is in mid-summer (Figures 3.7b and 3.8b), and 
the underestimation of modelled albedo values compared to MODIS values at the lower 
end of the range is greater in early summer (Figures 3.7a and 3.8a) than it is in mid-
summer (Figures 3.7b and 3.8b). 
There are two possible reasons for this observation. First, it may be due to the model’s 
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albedo parameterization scheme which calculates surface albedo as a linear function of 
the density of the top 5 cm of the subsurface grid. Thus, during early summer when 
melt rates are too limited to melt snow layers away and the subsurface snowpack is 
below freezing point, continuous rounds of melt (during the day) and refreezing (at 
night) will drive the density up and the albedo down. For higher melt rates and 
warmer subsurface snowpack temperatures in mid-summer, refreezing rates are lower, 
thus densities are not increased as much, and albedos are not lowered as much as they 
are in early summer. Second, this observation may be due to the MODIS product 
identifying a range of levels of snow water saturation, resulting in an overall decrease 
in MODIS albedo values compared to values in the model, which does not account for 
the effect of surface water ponding. This second point is also the likely cause of the 
increased heterogeneity of MODIS albedos for a given modelled albedo as the summer 
progresses. 
The discrepancies between modelled and MODIS albedo may also be due to 
unsubstantiated errors associated with the MODIS product [Stroeve et al., 2006] and / 
or errors associated with the AWS measurements used to force the SEB model [e.g. van 
den Broeke et al., 2004].  
3.4.4 Mass and energy budget 
Figure 3.9 shows the calculated average seasonal cycle of the SEB components at the 
three GC-NET station sites, averaged over the two mass balance years, 2000/01 and 
2004/05. As would be expected, the energy involved in melting (QM), i.e. the sum of all 
the incoming and outgoing fluxes, decreases with altitude from JAR 2 to Swiss Camp. 
The net shortwave flux (SWnet), modulated at the surface primarily by albedo, is the 
dominant factor governing surface melt variability in the ablation area [van den Broeke 
et al., 2008], and, on average, decreases towards higher elevations. The shape of the 
seasonal SWnet cycle at all three sites is not symmetrical. This is due to a gradual 
decrease in albedo associated with melt at the beginning of the melt season compared 
to a more rapid increase in albedo at the end of the melt season due to new snowfall. 
This effect is more noticeable higher up on the ice sheet at Swiss Camp (Figure 3.9c) 
than lower down at JAR 2 (Figure 3.9a). The net longwave flux (LWnet) is the main 
energy loss and is strongly dependent on the temperature deficit at the surface, which 
increases with altitude. The SHF contributes significantly to the energy budget, 
whereas the LHF is small. Due to refreezing (which here includes both internal 
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accumulation and superimposed ice formation), the GHF is positive. 
As one of the key aims of this chapter was to model melt and runoff at a high spatial 
resolution, the spatial variability in net mass balance, runoff, accumulation, and 
refreezing across the model domain was evaluated. As an example, Figure 3.10 
presents contour plots of these model outputs for the 2000/01 mass balance year. 
Spatial variations in the net mass balance are explained by a combination of 
altitudinal differences in air temperature and precipitation, spatial gradients in the 
surface albedo, and local variations in the amount of refreezing. Refreezing of 
subsurface water (which here includes both internal accumulation and superimposed 
ice formation) is most significant at higher elevations where low snow temperatures at 
the start of the melt season increase the potential for refreezing. Despite high melt 
rates in the ablation zone, refreezing is limited by the disappearance of snow during 
the melt season. Averaged over the entire model domain, refreezing is calculated to 
contribute 0.13 m w.e. to the mass budget and net runoff averages -2.22 m w.e. Hence, 
on average, 6% of all meltwater and rainwater at the surface refroze in the snowpack 
and did not become runoff. Averaged over the model domain in this study, 
accumulation was 0.42 m w.e. Refreezing therefore accounted for 31% of the average 
net accumulation per year. In comparison, over the entire ice sheet, Box et al. [2006] 
and van den Broeke et al. [2009] calculated that ~34% and ~30% of the melt refreezes 
within the snowpack. This value is expected to be higher than the value calculated in 
this study as higher on the ice sheet, the snowpack will be colder and will exist for a 
longer period of time during the melt season. 
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Figure 3.9: Average seasonal cycle of the surface energy balance components at: a) JAR 
2; b) JAR 1; and c) Swiss Camp, averaged over the two mass balance years, 2000/01 
and 2004/05. By definition, QM is negative (energy sink) but is shown as a positive flux 
here for illustrative purposes. 
Chapter 3: Surface melt / runoff model 
 
69 
 
 
Figure 3.10: Contour plots of modelled: a) mass balance; b) refreezing; c) runoff; d) 
accumulation for the 2000/01 mass balance year. 
 
3.5 Summary and conclusions  
This chapter has focused on the application of a physically based SMB model to the 
Paakitsoq region. The melt / runoff component was driven with a full range of 
meteorological variables collected on the ice sheet, predominantly from the GC-Net 
JAR 1 station. The accumulation component used precipitation data collected off the ice 
sheet near the coast from the ASIAQ station. The mass balance model was calibrated 
by selecting sets of parameter values which minimised the RMSEs between modelled 
and measured surface height and albedo data from JAR 1, JAR 2, and Swiss Camp. 
Model performance was first evaluated by comparing the modelled snow distribution 
with that delineated from Landsat-7 ETM+ satellite imagery using the techniques of 
NDSI classification and supervised image thresholding for various dates during the 
summers of 2001 and 2005. Second, the model was evaluated through comparison of 
modelled daily albedo over the model domain with the daily surface albedo retrievals 
from the NASA Terra platform MODIS sensor MOD10A1 product. The main findings 
were as follows: 
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 Model calibration showed that the same set of optimal key parameters (fresh 
snow density (400 kg m-3); elevation-dependent precipitation gradient (14% 
increase per 100 m); and threshold temperature for solid / liquid precipitation (2 
°C)) were appropriate for both 2000/01 and 2004/05. This gave confidence in the 
physical basis of the model, suggesting it is transferrable between years. 
Calculated RMSEs between the modelled and measured surface height data for 
2000/01 and 2004/05 were low at 0.227 m and 0.208 m respectively. The RMSEs 
between the modelled and measured albedo data for 2000/01 and 2004/05 were 
just 0.084 and 0.118 respectively. The calculated R2 values between all of the 
available measured and modelled surface height data, and all of the measured 
and modelled albedo data, were 0.99 and 0.70 respectively. 
 Model evaluation by comparison of modelled snowline position with that 
delineated from Landsat imagery showed that the average percentage of 
mismatched grid cells for 2000/01 and 2004/05 is relatively low at 9.6% and 
12.1% respectively, with the majority of this mismatch (96%) due to the 
overestimation of snow cover. The satellite-derived snow accumulation patterns 
were also found to be more heterogeneous than modelled patterns, likely due to 
subtle differences in real snow accumulation patterns due to small 
irregularities in the ice sheet surface topography and the effect of snow re-
distribution by the wind. Some areas of error also existed in the thresholding 
scheme where areas of snow were wrongly classified as ice rather than wet 
snow. 
 Although there was generally a good correspondence between gridded modelled 
albedo and MODIS-derived snow albedo, the model tended to overestimate 
albedo values at the higher end of the range compared to MODIS values, and 
underestimate albedo values at the lower end of the spectrum compared to 
MODIS values. This may have been due to various reasons including: i) the 
model’s albedo parameterization scheme which calculates surface albedo as a 
linear function of the density; ii) the MODIS product identifying a range of 
levels of snow water saturation, not accounted for by the model; iii) 
unsubstantiated errors associated with the MODIS product; and iv) errors 
associated with the AWS measurements used to force the SEB model. 
 The average seasonal cycles of the SEB components were calculated and the net 
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shortwave flux, modulated at the surface primarily by albedo, was found to be 
the dominant factor governing surface melt variability in the ablation area. The 
net longwave flux was the main energy loss. The spatial variability in annual 
net mass balance, runoff, accumulation, and refreezing across the model 
domain was evaluated, and from this, it was calculated that 6% of all meltwater 
and rainwater at the surface refroze in the snow pack and did not become 
runoff; refreezing accounted for 31% of the average net accumulation.  
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4. Surface routing / lake filling model  
This chapter focuses on the development and calibration of a surface routing / lake 
filling (SRLF) model to calculate the surface routing of water across ice / snow and the 
filling rates of lakes over a 100 km2 area of the Paakitsoq region of the Greenland Ice 
Sheet (GrIS). It also forms the basis of a paper currently in press [Banwell et al., 
2012b]. The model uses the hourly runoff per 100 m grid cell calculated by the 
distributed, high spatial resolution surface mass balance (SMB) model (Chapter 3) and 
is calibrated against field measurements of a filling lake in the study region. 
Ultimately, this model will provide input to a subglacial routing model (Chapter 5). 
4.1 Data and approach 
The study site of this chapter, the ‘Ponting’ area, is a 10 km x 10 km area located 
within the ~2,300 km2 Paakitsoq region (Figure 4.1). This area was chosen as a field 
site because satellite imagery showed the consistent filling and drainage of lakes in 
this region on an annual timescale at the time of the planned field season. The Ponting 
area is ~15 km inland from the ice sheet margin with ice elevations between ~750 m 
and ~980 m above sea level (m.a.s.l). This study primarily focuses on ‘Lake Ponting’ 
which is located centrally within the model domain (69.589 N, -49.783 E, 962 m.a.s.l.) 
(Figure 4.2), ~10 km north of the JAR 1 Greenland Climate Network (GC-Net) 
automatic weather station [Steffen and Box, 2001] (Figure 4.1). The time period 9th to 
30th June 2011 is focussed upon as it is during this period that field measurements of 
snow depth and lake level were collected and will be used for model calibration.  
As described in Chapter 3 (Section 3.1), the SMB model used to calculate melt / runoff 
is driven with a full range of meteorological variables from the JAR 1 GC-Net station 
[Steffen and Box, 2001]. However, although the SMB model was calibrated for the mass 
balance years of 2000/01 and 2004/05 (Chapter 3, Section 3.3), it is re-calibrated for the 
melt season of 2011 using average daily snow surface height measurements against 
four poles drilled into the ice (located at ‘Camp’, Figure 4.2) from 9th to 29th June 2011, 
during which time no precipitation fell (Section 4.2.1.1).  
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Figure 4.1: Map of the study site. The Ponting area is delineated by the green box, 
located within the larger Paakitsoq region (red box). The Landsat 7 ETM+ image 
behind is dated 07/07/2001. 
 
 
Figure 4.2: Landsat 7 ETM+ images of the Ponting area (green box in Figure 4.1) from 
a) 17 June 2011; and b) 3 July 2011. The field camp is marked by a star. 
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The SRLF model is calibrated against measured lake level data (Section 4.2.2.3). Two 
HOBO pressure sensors were installed in Lake Ponting’s lake basin on 13th June 2011. 
The lake drained via hydrofracture on 19th June 2011, giving six days of lake filling 
data. One sensor was firmly secured to an aluminium pole drilled into the ice at a 
height of ~0.5 m above the ice surface. The second sensor was loosely attached to the 
pole so that it rested on the ice but could slide down the pole as the bottom of the lake 
melted, while remaining close to the pole. This set-up allowed for the ablation rate at 
the bottom of the lake to be calculated from the difference between the time series of 
lake depth recorded by the two sensors [Tedesco et al., 2012]. Both sensors recorded 
pressure every five minutes on an internal data logger and were recovered following 
lake drainage. The sensors have a water level accuracy of 0.5 cm and a resolution of 
0.21 cm. Pressure data were corrected for altitude and for barometric pressure changes 
using data from a third sensor located < 1 km from the lake. Measured lake depth data 
were converted to volume using a depth-volume relationship derived from a digital 
elevation model (DEM) of the area. For this we used the ASTER Global Digital 
Elevation Model (GDEM) (as described in Chapter 3, Section 3.1) A hand-held GPS was 
used to measure the horizontal position of the sensors to an accuracy of ± 5 m. 
Comparing this position with the 100 m resolution DEM suggested that the sensors 
were installed in a DEM cell that was 0.7 m higher than the lowest elevation DEM cell 
of the lake basin; 0.7 m was therefore added to all the pressure sensor data so they are 
relative to the deepest part of the lake, and the depth-volume relationship for this 
lowest DEM cell was defined.  
The DEM is subsequently used by the SRLF model to route the modelled meltwater 
across the snow / ice surface to topographic lows to form lakes (Section 4.2.2).  
4.2 Methods 
4.2.1 Surface mass balance model  
Hourly melt and runoff is modelled using the high-resolution SMB model described in 
Chapter 3. Here, the SMB model is described only briefly, concentrating on the 
adaptations that have been made to the model which was run for the mass balance 
years of 2000/01 and 2004/05 (Chapter 3). 
Consistent with Chapter 3, the mass balance year runs from 1st October to 30th 
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September. The period of model output which is of most interest is time period for 
which there are field measurements of snow surface height and lake filling rates in 
June 2011. The model also requires a year of meteorological data used repetitively for 
five years for spin-up purposes (see below). Due to instrument failure at JAR 1 from 1st 
January 2011 to 17th May 2011, and the commencement of this modelling work in late 
July 2011, meteorological data for 2011 is only available from 18th May to 25th July 
2011. A complete mass balance year is therefore synthesized from the following JAR 1 
measurements:  1st Oct to 31st Dec 2010; 1st Jan to 17th May 2010; 18th May to 25th Jul 
2011; 26th Jul to 30th Sep 2010. The model is run for five years for spin-up purposes, 
then during the 6th year, output is generated for the three week period commencing on 
9th June 2011 for input to the SRLF model. Values for fresh snow albedo (0.80) and ice 
albedo (0.45) are set based on average measured albedo values at JAR 1 for the year of 
climate data (2010/11) used by the SMB model. These values are very similar to those 
set for fresh snow albedo (0.82) and ice albedo (0.48) in Chapter 3 (Section 3.4.1) which 
calibrated the same SEB model for a larger 450 km2 subsection of the Paakitsoq region 
for two mass balance years (2000/01 and 2004/05). 
In addition to the model requiring a five year spin-up period in order for the surface 
mass balance and the subsurface temperature and density profiles to attain 
equilibrium (see Chapter 3, Section 3.2.4), a spin-up period is also required in order to 
produce a snowpack thickness on 9th June 2011 (of the main (6th year) model run) equal 
to that measured at ‘Camp’ (Figure 4.2) on the same date. In order to achieve this, the 
model is prescribed with precipitation at a constant rate per hour, in m w.e., on one 
random day per week from 1st October to April 30th inclusive (called ‘winter 
precipitation’ hereafter). Winter precipitation is prescribed in this way, rather than, for 
example, having it fall at lower rates continuously throughout the 7 months since it is 
more realistic and will allow more realistic subsurface temperature and density profiles 
to evolve over the winter. During model calibration (Section 4.2.1.1, below), the total 
amount of winter precipitation that is required for the modelled snowpack thickness to 
match the measured snow thickness on 9th June 2011 is established. Consistent with 
Chapter 3 (Section 3.4.1), the threshold temperature for precipitation falling as either 
snow or rain is set at 2 °C. The hourly runoff in mm w.e. calculated by the SMB for 
each model grid cell is used as input to the SRLF model (Section 4.2.2). 
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4.2.1.1  SMB model calibration method  
The SMB model is calibrated using measured daily snow surface height data measured 
at ‘Camp’ (Figure 4.2). The SMB model is calibrated based on: i) measured snowpack 
thickness on 9th June; ii) day on which superimposed ice becomes exposed; iii) total 
surface height decrease from 9th June until superimposed ice is exposed; and iv) 
average rate of snow surface height decrease over this time period. To best match these 
four criteria, the most suitable values are chosen for two model parameters for which 
there are not suitable values to constrain them: i) total winter precipitation; and ii) 
initial snow density (i.e. the density of snow which has just fallen onto the ice sheet 
surface). For total winter precipitation, a range of values from 0.36 m to 0.44 m are 
parameterized for, and for initial snow density, a range of values from 300 kg m-3 to 
400 kg m-3 are parameterized for (Table 4.1). Initial sensitivity tests involving a much 
wider range of values indicated that these ranges gave the best match between 
measured and modelled snow depth on 9th June and are also consistent with suggested 
ranges of values in the literature [Bassford, 2002; Bales et al., 2009; Burgess et al., 
2010; Cuffey and Paterson, 2010; Rye et al., 2010]. Although it is appreciated that the 
range of values for initial snow density appears to be high, as snow densification due to 
packing and settling is not accounted for by the model, a slightly higher than realistic 
value for initial snow density is expected to be established during model calibration 
[Bassford, 2002; Wright, 2005; Rye et al., 2010] (also see Chapter 3, Section 3.3). For 
example, the best value for initial snow density for both 2000/01 and 2004/05 was 
established to be 400 kg m-3 in Chapter 3 (Section 3.4.1). All combinations of parameter 
values at the given intervals in Table 4.1 are used for individual model runs. 
Subsequently, the measured and modeled ablation curves are plotted and compared 
qualitatively. The modeled curves that clearly showed a bad match with measured data 
were immediately discarded. To determine the highest quantitative match, root mean 
square errors (RMSEs) between the measured and the modeled curves showing good 
visual matches with measurements are calculated.   
 Range tested Increment 
Initial snow density (kg m
-3
) 300 – 400 50 
Total winter precipitation (m) 0.36 – 0.44 0.02 
 
Table 4.1: Ranges from which parameter values were chosen for SMB model calibration 
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4.2.2 Surface routing and lake filling (SRLF) model  
Lakes form in topographic hollows on the ice sheet surface. The rate at which they fill 
(and hence the water volume within any given lake at any given time) is controlled by 
the size of the supraglacial catchment which supplies the lake, the rate of water 
production within the catchment, and the rate of water flow within the catchment. The 
rate of water production is calculated using the SMB model (Section 4.2.1), but the 
location and size of lakes, their catchment areas, and water routing within and 
between the catchments are controlled by the surface topography. The SRLF model, 
initially developed by Neil Arnold, consists of two main components. The first 
component takes a DEM of the surface and analyses the DEM to identify the 
topographic hollows which can contain lakes, the catchment areas which feed each 
lake, and the topological routing of water between catchments if the water level in any 
given lake reaches the overflow (see Section 4.2.2.1, below) [Arnold, 2010]. The second 
component of the model calculates the time delay between melt production and that of 
water entering the lake by calculating the route taken by water, and the water flow 
velocity, within each catchment in order to calculate input hydrographs for each lake 
(see Section 4.2.2.2, below) [Arnold et al., 1998].  
4.2.2.1  Lake and catchment identification algorithm (LCIA) 
The identification of watersheds (and hence catchment areas), flow accumulation 
(upstream areas) and flow directions over a DEM are common operations within the 
hydrological sciences. However, most algorithms in common use rely on the artificial 
filling of surface depressions within the DEM [Arnold, 2010]. As this study is 
specifically concerned with calculating the time-dependent filling of these depressions 
with water to form lakes, another approach is required. Thus, the algorithm developed 
by Arnold [2010] for calculating lake and catchment extent is used as this does not 
require the artificial filling of surface sinks. The algorithm begins by calculating the 
surface slope, and from this the direction of steepest descent, for each cell within the 
DEM [Arnold, 2010]. Any cell with no lower neighbour is defined as a sink, and 
becomes a potential nucleus for a lake. The algorithm then searches the flow direction 
matrix to find the set of DEM cells which ultimately flow into each sink cell. This 
identifies a series of separate catchment areas feeding each sink cell. The algorithm 
then searches each catchment boundary for the lowest possible DEM cell over which 
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water would pour as the sink (and any surrounding cells lower than their neighbours) 
flood with water. The maximum areal extent of any lake within each catchment can be 
calculated, as cells within the catchment lower than the level of the outflow would flood 
with water as the lake fills. The DEM also allows the lake hypsometry (depth / volume / 
area) to be calculated. This process also allows the connectivity between catchments to 
be identified, as the location of the outlet cell, and the DEM cell into which water 
would pour, are known. Figure 4.3 shows the calculated catchments for each lake basin 
in the Paakitsoq region, the overflow point for each catchment, the maximum area that 
each of the lakes can reach before overflow, and the topological links between each 
catchment if overflow occurs. Figure 4.4 is the same as Figure 4.3, but focussed on the 
Ponting area (Figure 4.1, green box). 
 
 
Figure 4.3: Modelled supraglacial catchments (coloured regions) for the Paakitsoq 
region (red box in Figure 4.1), maximum possible lake extents (grey), catchment 
overflow points (empty circles), and topological links between catchments (black lines). 
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Figure 4.4: Modelled supraglacial catchments (coloured regions) for the Ponting area 
(green box in Figure 4.1), maximum possible lake extents (grey), catchment overflow 
points (empty circles), and topological links between catchments (black lines). 
 
4.2.2.2  Flow delay algorithm (FDA) 
The flow direction matrix calculated by the LCIA allows the water flow path from any 
given DEM cell to the sink cell (or lake) to be calculated. However, this information by 
itself does not allow any flow delay to be calculated. Thus, the LCIA is linked with the 
flow delay algorithm (FDA) initially developed by Arnold et al. [1998]. The FDA uses 
the flow direction matrix, and the surface slope matrix, together with assumptions 
about the physical processes controlling water flow, to calculate a flow delay time 
between each DEM cell and its sink cell. Over a glacier surface, water is assumed to 
move across snow-covered cells by Darcian flow in a saturated layer at the base of a 
seasonal snowpack [Colbeck, 1978] (Chapter 2, Equation 2.4), or flow across 'bare' ice 
cells in a supraglacial stream, governed by the Manning's equation (Chapter 2, 
Equation 2.5) [Arnold et al., 1998]. Thus, for every DEM cell, a 'travel time' for water to 
cross the cell can be calculated. This time depends on the slope of the cell, whether the 
cell is ice or snow (which governs the physical processes assumed to control the flow), 
and the parameter values which govern the water flow. For snow-covered cells, the 
parameters are the snow porosity and permeability; for ice cells the parameters are the 
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assumed channel geometry and roughness. By integrating the travel times down-slope 
along the calculated flow path, a total delay time from any given cell to its sink can be 
calculated. This travel time will vary as the snow cover across a catchment is lost over 
the melt season, and as any lake within the catchment expands, as this effectively 
shortens the path the water follows.  
Using the calculated delay times for each time step, each hourly melt increment from 
the SMB is added to the appropriate sink (or lake) cell(s) at the appropriate time step. 
As the model run progresses, distinct input hydrographs for each sink are produced. 
The total accumulated volume of water within each lake at a given time can then be 
calculated, and from this (and the calculated lake hypsometry), the time step at which 
the lake overflows its rim can be calculated; lakes effectively fill with water from the 
original sink cell 'upwards' by successive flooding of the next lowest DEM cell(s) within 
the catchment until the water depth reaches the level of the calculated outflow cell. 
Once a lake is full, any further water inputs are passed into the downstream 
catchment, as calculated by the LCIA. In this way, water can flow in a series of 
'cascades' from its initial source cell, through a series of full lakes, until it either 
reaches a lake which is yet to overflow, or until it reaches the edge of the DEM domain.  
Preliminary model runs showed that water tended to be delayed in the catchment for 
too long and did not fill the instrumented lake fast enough when compared with 
measurements. Field observations suggested that once the snowpack had thinned to a 
threshold thickness, water starts to flow quickly in the form of slush flows or in 
channels incised into the saturated snowpack. Consequently, the algorithm was 
modified by introducing a parameter of threshold snowpack thickness at which flow 
switches from Darcian to channelized, rather than assuming that flow switching occurs 
once all the snow in a DEM cell has melted. This is a simple representation of the 
physical processes occurring on the surface of the GrIS that is closer to observations 
made during the summer 2011 field season, and allows more water to reach the lake 
basin more quickly. This threshold snow thickness parameter is tuned during model 
calibration (Section 4.2.2.3, below).  
4.2.2.3  SRLF model calibration method 
The hourly runoff per model grid cell from the calibrated SMB model is used to drive 
the SRLF model. This model is calibrated through comparison of the modelled and 
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measured lake filling data (i.e. the cumulative volume over time) for Lake Ponting. 
Through tuning model parameters, the aim is to best match: i) the onset of meltwater 
arrival in the lake; ii) the initial lake filling rate before any overflow occurs; iii) the 
timing of the diurnal cycles in the initial filling rate; and iv) the lake filling rate once 
potential inflow from overflowing upstream lake(s) has occurred. 
As there are not suitable observations available to constrain values for the three 
parameters which control supraglacial water flow velocity in the snowpack, multiple 
model runs are performed and the results of these are compared with measurements in 
order to identify suitable values. The three parameters are: i) snow permeability; ii) 
effective snow porosity; and iii) the threshold snowpack thickness (which we call Z) for 
the Darcian to channelized flow switching. However, as snow permeability and 
effective snow porosity appear as a simple numerator and denominator respectively in 
Colbeck’s [1978] equation (Chapter 2, Equation 2.4) , they are combined into one 
parameter, X, given by X (m2) = snow permeability (m2) / effective snow porosity. 
Suitable ranges of values for snow permeability and effective snow porosity are given 
in Table 4.2. These ranges fall within those used by Marsh [1990], Arnold et al. [1998], 
and Willis et al. [2002], and give a range of X values from 1.6 x 10-8 m2 to 4.8 x 10-8 m2. 
For X, initial sensitivity tests encompassing a range of values from 0.00 – 0.40 m w.e. 
indicated the most appropriate range of values to be between 0.20 – 0.30 m w.e. (Table 
4.2). Initial sensitivity tests indicated that the model was quite insensitive to 
Manning’s roughness (n) and hydraulic radius (R). Constant values of R = 0.035 m and 
n = 0.05 m-1/3 s are therefore used [e.g. Arnold et al., 1998; Willis et al., 2002]. 
 Range tested Increment 
Snow permeability (m
2
) 6 x 10
-9  
- 24 x 10
-9 
n/a 
Effective snow porosity 0.50 – 0.75 n/a 
X  (snow permeability / effective snow porosity) (m
2
) 1.6 x 10
-8 
 – 4.8 x 10-8 0.8 x 10-8 
Z  (threshold snowpack thickness for Darcian to 
channelized flow switching) (m w.e.)  
0.20 – 0.30 0.01 
Table 4.2: Ranges from which parameter values were chosen for calibration of the 
SRLF model 
 
When the measured lake filling data for Lake Ponting are analyzed (Figure 4.6), we 
hypothesize that the dramatic increase in lake filling rate at ~12:30 on 18th June is due 
to the overflowing of one or both of the upstream lakes, Lakes X and Y (Figures 4.2 and 
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4.4). However, although this was the time at which the magnitude of meltwater 
discharge into Lake Ponting increased significantly, it is also possible that water 
started to overflow into Lake Ponting at a lower rate from the upstream lake(s) a few 
days earlier before a large, high capacity channel was able to form. We calibrate the 
SRLF model by performing model runs in order to quantitatively establish which 
combination of parameter values produces the best match between the early period of 
measured and modelled data. During these runs we focus on the 3.7 km2 catchment 
area of Lake Ponting, without allowing for any inflow from the upstream Lakes X and 
Y. This enables us to best match the onset of meltwater arrival in the lake basin and 
the initial filling rate of Lake Ponting before the catchment area supplying Lake 
Ponting increases due to meltwater inflow from overflowing upstream lakes. Once the 
combination of parameter values for X and Z which give the lowest RMSE between the 
early modelled and measured data has been determined, these values are used in 
subsequent model runs allowing for overflow from the upstream catchment(s), enabling 
us to observe the effect that inflow from the overflow of Lakes X and Y has on the 
filling rate of Lake Ponting.  
4.3 Model calibration 
4.3.1 SMB model calibration  
Measured snow depth was 0.99 m on 9th June. A total snow height decrease of 0.64 m 
was measured between 9th and 25th June when superimposed ice was exposed, 
suggesting that 0.35 m of superimposed ice formed at this site. 15 SMB runs covering 
the full range of parameter values in Table 4.1 were undertaken. A selection of graphs 
of modelled ablation using different parameter value combinations are plotted 
alongside the measured snow ablation graph in Figure 4.5. Note that the ‘snow surface 
height’ on the y-axis has had the total amount of superimposed ice formation (= 0.35 m) 
removed from the total snow depth on 9th June. The model captures the magnitude of 
the total snow height decrease and the average ablation rate between 9th June and 25th 
June. However, the model does not capture the minor variations in measured ablation 
rate during this time period, likely due to local snow conditions at the measuring 
stakes.  The model run which produces the best match with the measured data has the 
parameter values of initial snow density = 350 kg m-3 and winter precipitation = 0.42 
m.w.e. (Figure 4). The calculated RMSE is 0.022 m. This is low in comparison to the 
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RMSE of 0.049 m calculated when the parameter values of initial snow density = 400 
kg m-3, and winter precipitation = 0.44 m are used instead. Importantly, the slightly 
lower density value of 350 kg m-3 (compared to 400 kg m-3) more accurately captures 
the slight increase in ablation rate on 13th June. These values are therefore set as 
parameter values in subsequent SMB model runs.  
 
Figure 4.5 Measured and modelled cumulative snow surface height for different 
combinations of SMB model parameter values for total winter precipitation and initial 
snow density. 
 
4.3.2 SRLF model calibration  
Using hourly melt input per DEM cell from the calibrated SMB model, the SRLF Model 
is run 25 times in order to explore the full range of parameter values for Z and X (Table 
4.2). Graphs comparing the measured lake filling curve to various modelled lake filling 
curves were produced.  By visually inspecting the graphs, it appears that the best fit 
between the modelled and measured data was produced when parameter values of Z = 
0.275 m w.e. and X = 4.0 x 10-8 are used. As examples, Figure 4.6a shows the measured 
lake filling curve alongside modelled lake filling curves for various X values given a Z 
value of 0.275 m w.e., and Figure 4.6b shows modelled lake filling curves for various Z 
values given a X value of 4.0 x 10-8. However this match is only good up until 16:00 on 
16th June. Up until this point (marked by a vertical dashed line in Figures 4.6a and b), 
the model run using these parameter values produces an RMSE between the measured 
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and modelled data of 1.7 x 104  m3 (i.e. 4% of the cumulative lake volume at 16:00 on 
16th June). Beyond this point, the gradient of the measured lake filling data starts to 
show a slight increase and deviates from the almost linear gradient of the modelled 
lake filling graph. These two parameter values are therefore used in subsequent model 
runs. 
 
 
Figure 4.6: Measured Lake Ponting volume over time (red line) together with modelled 
volume for the Lake Ponting catchment for a) various values of X when Z = 0.275 m 
w.e.; and b) various values of Z when X = 4.0 x 10-8. The vertical black dotted line 
marks the time that regression analysis is carried out until. 
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4.4 Results and Discussion 
As previously mentioned in Section 4.2.2.3, the measured volume data for Lake 
Ponting indicates a sudden rise in filling rate at 12:30 on 18th June (Figure 4.6). 
Furthermore, field observations on 19th June (a few hours after Lake Ponting had 
drained by hydrofracture), showed a large incised channel Figure 4.7, containing a 
river routing water into the Lake Ponting basin coming from the direction of Lakes X 
and Y (Figures 4.2 and 4.4). This channel had not been visible during the first visit to 
the basin on 13th June. It is therefore hypothesised that the sudden increase in lake 
filling rate at 12:30 on 18th June was due to the initiation of, or sudden rise in, 
meltwater inflow from one or more upstream lakes. However, from the field 
measurements and observations, is it not possible to determine whether the river was 
routing water just from Lake X, or whether Lake Y was also overflowing in to Lake X 
so that Lake Ponting was receiving water from both upstream catchments as well as its 
own after 18th June 2011.  
 
Figure 4.7: Looking North from Ponting’s drained lake basin on 19 June 2011. 
 
Having calibrated the SRLF model for the Lake Ponting basin only, without allowing 
for potential inflow from overflowing upstream lakes, the model is then re-run the 
model using the optimal parameter set for the whole 10 km x 10 km Lake Ponting area, 
allowing for lake overflow from basin to basin. The output from this model run is 
shown together with that from the original run without overflow and the measured 
lake volume data in Figure 4.8. This figure indicates that the model has successfully 
simulated: i) the onset of meltwater arrival in the lake; ii) the initial lake filling rate 
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before any overflow occurs; and iii) to an extent, the lake filling rate once overflow from 
upstream Lakes X and Y has occurred. The main discrepancies between the modelled 
and measured lake volume data are related to the timings in the overflow of the two 
upstream lakes; X and Y. 
The graph of modelled Lake Ponting volume allowing for Lake X and Y overflow starts 
to deviate from the graph of modelled lake volume without upstream lake overflow at 
16:00 on 16th June (Figure 4.6). This is when the modelled Lake X volume reached a 
maximum depth of ~1.5 m and started to overflow into Lake Ponting. As the graph of 
measured lake volume also deviates from the graph of modelled lake volume without 
overflow at this time, it is likely that, in reality, Lake X also started to overflow. The 
modelled Lake Y volume reached a maximum depth of 3.8 m and started to overflow 
into Lake X (and on to Lake Ponting) at 16:00 on 17th June. This is just over 24 hours 
before the time (12:30 on 18th June) when we infer Lake Y to have overflowed into Lake 
X (and on to Lake Ponting) from the measured data. After this time, the modelled rate 
of filling of Lake Ponting is slightly less than the measured rate. This supports the 
hypothesis that water from both Lakes X and Y was necessary in order to produce the 
measured increase in the filling rate of Lake Ponting after 12:30 on 18th June. 
However, the measured rate may be slightly higher than the modelled filling rate due 
to channel incision into ice / snow, thereby allowing a higher discharge of water to flow 
from Lake Y, into Lake X, and on into Lake Ponting. This process is not accounted for 
by the model.  
Thus, it is likely that Lake X overflowed into Lake Ponting at 14:00 on 16th June 
(creating a slight rise in Lake Ponting’s filling rate), before Lake Y then overflowed into 
Lake X, and on into Lake Ponting, at 12:30 on 18th June (creating a much more 
significant rise in Lake Ponting’s filling rate). In the model, Lake X first overflows into 
Lake Ponting in agreement with the measured data, but then Lake Y overflows into 
Lake X on 17th June. Thus, although there are discrepancies between the modelled and 
measured data, they are not related to the rate of Lake Ponting volume increase after 
the overflowing of Lake X and Y, but in the timings of the overflow of Lake Y.  
In order to provide additional evidence to help constrain the timings of lake overflows, 
the first available Landsat image after the 18th June 2011, dated 3rd July 2011, is 
consulted (Figure 4.2b). When this image is compared to the 17th June Landsat image 
(Figure 4.2a), Lake X appears to have completely drained by 3rd July, whereas Lake Y 
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is now significantly smaller (estimated to be 0.08 km2 on 3rd July compared to ~0.39 
km2 by 17th June). It can therefore be inferred that in reality, it was likely that Lake Y 
did not drain via hydrofracture, but instead probably overflowed into Lake X until the 
lake level reached the height of the catchment overflow point. Consistent with both 
measured and modelled lake filling data, it is therefore thought that the rapid increase 
in Lake Ponting’s filling rate on 18th June was due to both the overflow of Lake X and 
Lake Y (with the overflow of Lake Y likely occurring after the overflow of Lake X). 
Other sources of time-coincident satellite imagery at appropriate spatial resolutions 
needed to examine these lake drainage dynamics were not available. 
There are two possible explanations for the source of the errors between the timings of 
the measured and modelled lake overflows. First, as already mentioned, these errors 
may be due to the model’s inability to simulate the process of opening and growth of 
overflow channels from lakes. Second, the discrepancies between the timings of the 
measured and modelled lake overflows may be due to inaccuracies in the ASTER 
GDEM. As a test of this latter hypothesis, additional model runs with altered DEM 
topography were carried out. It was found that if the average depth of Lake Y was just 
0.87 m deeper (giving Lake Y an extra 270,000 m3 of volume in addition to its current 
maximum volume of 820,000 m3), Lake Y would overflow at 12:30 on 18th June, in 
agreement with the measured data. This modelled curve is plotted in Figure 4.8 
(purple line). 
It is thought that the sudden increase in Lake Ponting’s volume after 12:30 on 18th 
June resulted in the rapid drainage of Lake Ponting, by hydrofracture, at 14.35 on 19th 
June, to occur earlier than it would have done had the extra water volume from Lakes 
X and Y not have been available. Lake Ponting drained completely from its maximum 
depth of 5.2 m and volume of ~1.5 x 106 m3 in two hours and ten minutes, with an 
average discharge of up to 200 m3 s-1 and a peak discharge of 600 m3 s-1. The ice 
dynamic response of this drainage event is discussed in Tedesco et al. [in review]. 
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Figure 4.8: Measured volume over time for Lake Ponting (red) alongside graphs of 
modelled volume over time for runs with (blue), and without (green), lake overflow. The 
purple line represents the modelled volume over time for Lake Ponting for the case 
when the basin of Lake Y is adjusted as described in the text.     
 
4.5 Summary and Conclusions 
 Using measured snow surface height data, a distributed, high-resolution SMB 
model has been successfully calibrated for a small (100 km2) subset of the larger 
(2,300 km2) Paakitsoq region of west central Greenland for June 2011. Key 
SMB model parameter values were found to be: i) total winter precipitation; 
and ii) initial snow density. Suitable values for these parameters for 2011 were 
found to be within the ranges found when the model was calibrated against 
longer time series of measured surface height and albedo over the mass balance 
years 2000/01 and 2004/05 (Chapter 3, Section 3.4.1). 
 This chapter has modelled the routing of this runoff across snow / ice covered 
cells to topographic depressions which can fill to form supraglacial lakes, and 
then overflow into their downstream catchment(s) once full. This SRLF model 
was calibrated using measured volume data from supraglacial Lake Ponting. 
The key SRLF model parameters were: i) snow permeability; ii) effective snow 
porosity; and iii) threshold snowpack thickness (Z) for the Darcian / channelized 
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flow switching. 
 The model successfully captured: i) the onset of meltwater arrival lake Ponting; 
ii) the initial lake filling rate before any overflow occurs; and iii) to an extent, 
the lake filling rate once overflow from upstream Lakes X and Y has occurred. 
The modelled data also confirmed that the rapid rise in the measured filling 
rate of Lake Ponting was due to the overflow of upstream Lake Y, which flowed 
into Lake X (which had already overflowed), then on into Lake Ponting, so that 
Lake Ponting suddenly received water from both upstream catchments once 
Lake Y overflowed its basin. There were discrepancies of around a day or so 
between the timings of the modelled and measured lake overflows. These 
discrepancies could be explained by the model’s inability to simulate the process 
of opening and growth of overflow channels and consequent changes in water 
velocity, and / or inaccuracies in the DEM which could alter calculated lake 
volumes and hence the timing of overflow events.  
 The study is this chapter has shown that through linking a surface hydrology 
model with runoff input from a calibrated mass balance model, the filling rate 
of a supraglacial lake in a subset of the Paakitsoq region can be modelled with 
high accuracy. This study has also demonstrated that water inflow from 
overflowing lakes in surrounding catchments can play a key role in increasing 
the filling rate of a lake, and timings of these overflow events have been 
modelled with relatively high accuracy given the quality of the available surface 
topographic datasets. Although the dynamics of the ice sheet as a whole are likely to 
be most influenced by the cumulative effect of multiple lake drainage events across 
much greater spatial and temporal ranges than explored in this study, this work is an 
important intermediate step that is necessary before more simplified models of the same 
process can be developed over larger spatial scales and longer temporal scales. 
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5. Subglacial Routing Model  
Having calculated the distributed net runoff across the ice sheet surface with the 
surface mass balance (SMB) model (Chapter 3), and routed this across the surface to 
lakes / moulins using the surface routing and lake filling (SRLF) model (Chapter 4), the 
water must be routed beneath the ice sheet at Paakitsoq via the subglacial hydrological 
model. It is this subglacial hydrological model which is the focus of this chapter. 
Building on the subglacial drainage component of the model discussed by Arnold et al. 
[1998], the model is used not only to calculate outflow hydrographs from the ice sheet, 
but, more  importantly, also to examine spatially and temporally varying subglacial 
water pressures in response to fluctuating meltwater inputs over the course of a melt 
season. 
5.1 Model description  
5.1.1 Model introduction 
The subglacial routing model is derived from the Extended Transport (EXTRAN) block 
of the United States Environmental Protection Agency’s (EPA) Storm Water 
Management Model (SWMM) [Roesner et al., 1988] and is written in the FORTRAN 77 
programming language. EXTRAN is a dynamic flow routing model which was 
originally designed to simulate sewage pipe systems using a network of vertical 
‘junctions’, some of which are ‘drains’ where water can enter (or leave) the system, 
connected by sub-horizontal circular ‘pipes’, which can have individually specified 
shapes, sizes, lengths and roughness values [Roesner et al., 1988].  Thus, for a glacier 
hydrological system, the drains are used to represent moulins where surface water can 
enter (or overflow from) the system, and the pipes are used to represent subglacial 
conduits whose properties can be specified [Arnold et al., 1998] (Figure 5.1).  
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Figure 5.1: The configuration of the EXTRAN component of SWMM. 
 
5.1.2 EXTRAN formulation and solution methods 
EXTRAN is a pseudo two-dimensional model because conduits can branch and 
converge at junctions, but the model solution only requires the conduits’ slope and 
length to be specified as spatial parameters, as well as their location in series relative 
to other conduits. The length, initial diameter, and Manning roughness are the only 
independent variables that must be explicitly specified. For each junction that connects 
to these conduits, the junction ‘invert’ (ice sheet bed) and ‘ground’ (ice sheet surface) 
elevation must be specified, as well as the junction cross-sectional area (CSA). The 
model calculates the conduit slope automatically based on the invert elevation of each 
connecting node.   
For each conduit and junction in the system, the primary dependent variables are 
discharge and hydraulic head, respectively [Roesner et al., 1988]. Water input is 
specified as flow into specific junctions (i.e. those designated as moulins) and the model 
calculates numerical solutions for discharge in conduits and water pressure in all 
junctions. Roesner et al. [1988] give the differential equations and solution methods 
employed in EXTRAN, and their explanation is summarised below.   
For each link in the system, EXTRAN solves an equation that is a combination of the 
St. Venant momentum and continuity equations (i.e. the shallow water equations): 
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where Q is discharge through the conduit (m3 s-1), V is water velocity in the conduit (m 
s-1), Af is the CSA of flow (m2) , H is the hydraulic head (m, here invert elevation plus 
water depth), Sf is the friction slope and g 
is acceleration due to gravity (m s-2).  
Manning’s equation gives the friction slope:  
  VQ
AR
n
S f 3/4
2
         (5.2) 
where n is Manning’s roughness coefficient and R is the hydraulic radius of flow in the 
conduit.  Equation 5.1 is converted into finite difference form for the numerical solution 
[Roesner et al., 1988]. This numerical solution employs the modified Euler (i.e. 
improved polygon) method to calculate discharge in each conduit and head in each 
junction for each time-step (t).  The values of dependent variables Q and H after each 
time step (∆t) are calculated by projecting the values from the previous time step across 
a half time step and then a full time-step according to the slope of the finite-difference 
form of Equation 5.1.  Water is numerically transported through the system following 
this process, and discharge through the final downstream junction produces the 
modelled outflow from the system. 
EXTRAN allows pressurised flow and allows reversals in the hydraulic gradient.  
However, as soon as the water level rises above the ice sheet surface elevation, the 
model treats this as flood water that is lost from the system.  The pressure values 
attainable in the model are therefore limited to Pw = 1.11Pi, which represents junction 
water depth equal to the ice sheet thickness.  
5.1.3 Previous adaptations to EXTRAN  
Conduit melt and closure 
Arnold et al. [1998] adapted EXTRAN to model subglacial drainage through ice-walled 
conduits by modifying the code to include conduit enlargement due to the release of 
frictional heat in the water flowing in the conduits, and conduit closure in response to 
ice deformation [Rothlisberger, 1972]. Following Spring and Hutter [1981], the rate of 
conduit-wall melting (M), expressed as the mass melted per unit length of conduit per 
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unit time, is:  
  LVfAM rw /)4/()( 32/1c        (5.3) 
where Ac is the conduit CSA (m2), w  is the density of water (kg m-3) fr is a friction 
coefficient, V is the velocity of water in the conduit (m s-1), and L is the latent heat of 
fusion of water (J kg-1). 
Following Spring and Hutter [1981], the rate of conduit closure through ice 
deformation (C), expressed as the change in CSA per unit time, is 
         c
mm
wiwi AmBPPPPC )/1(2)(
1
                           (5.4) 
where Pi is ice overburden pressure (Pa), Pw is conduit water pressure (Pa), m is the 
exponent in Glen’s flow law, and B is the Arrhenius parameter in Glen’s flow law (N m-
2 s1/m).  The friction coefficient and flow law exponent are given values of fr = 0.25 and 
m = 3 [Arnold et al., 1998]. A suitable value for the Arrhenius parameter, which is 
dependent on ice temperature, will be selected in the sensitivity tests in Section 5.3. 
Although the Spring and Hutter [1981] formulations assume that material derivatives 
of temperature are negligible compared with other energy terms, which is an 
oversimplification [e.g. Clarke, 2003], they serve as a first-order approximation of 
conduit melt dynamics. It should also be noted that both water temperature (assumed 
to equal the ice temperature) and the effect of mechanical abrasion on conduit wall 
enlargement are also unaccounted for by the Spring and Hutter [1981] formulations.    
5.1.4 Adaptations to EXTRAN in this study 
In addition to the adaptations made to the code as outlined in the section above, a few 
adaptations have been made to EXTRAN during this study.  
5.1.4.1  Spin-up period 
Initial sensitivity tests indicated that conduits experienced high creep closure rates at 
the beginning of model runs due to their initial empty state and the large ice 
thicknesses typical of the interior of ice sheets. Therefore, a spin-up period of 24 hours 
was implemented at the start of the model run in which no melt or creep closure 
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occurred. However, the sudden introduction of the Spring and Hutter [1981] equations 
allowing for conduit melt and closure after 24 hours then caused model instability. 
Therefore, at the end of the 24 hour spin-up period, a second 24 hour spin-up period 
was implemented during which these formulations gradually became effective in a 
linear way with time. So, for example, at 36 hours, conduit closure and melt rates are 
50% of their full magnitude. After 48 hours of model run time the Spring and Hutter 
[1981] formulations are fully effective. 
5.1.4.2  Model time-step 
Although a model time-step of 10 seconds had been implemented by Arnold et al. 
[1998], initial sensitivity tests indicated that reducing this time step to one second 
increased model stability and did not dramatically increase model run time. 
5.1.4.3  Minimum conduit diameter 
In order to prevent the impossible model condition of complete conduit closure, it is 
necessary to set a minimum conduit diameter. However, early sensitivity tests 
indicated that if this minimum diameter was set too low, the restricted subglacial 
system during periods of low meltwater inflow prevented enough water flowing 
through the system when meltwater inflow discharge subsequently increased, which 
resulted in an exceptionally high rate of water loss onto the ice surface. Although 
Arnold et al. [1998] found that a minimum diameter of 0.1 m was sufficient to stop 
conduits from closing completely under the relatively thin ice of Haut Glacier d’Arolla, 
Switzerland, while still allowing enough water to pass through them, initial sensitivity 
tests in this study showed that a minimum conduit diameter of 0.5 m was necessary for 
these conditions to be met beneath the thicker ice of the Paakitsoq region.  
5.1.4.4  Distributed to channelized transition 
As discussed in more detail in Chapter 2, both field evidence [Bartholomew et al., 2010; 
Palmer et al., 2011] and theoretical considerations [Pimentel and Flowers, 2010; 
Schoof, 2010] suggest that the character of the subglacial drainage system under the 
GrIS changes over the course of a melt season in response to changing water inputs. 
Early in the melt season, low volumes of meltwater are delivered to an inefficient 
distributed system, but as the melt season progresses and meltwater volumes increase, 
elements within this system enlarge through wall melting to become conduits at the 
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expense of other elements which shrink through creep closure, resulting in the inland 
development of an efficient channelized subglacial drainage system [Bartholomew et 
al., 2011a; Colgan et al., 2011] similar to the situation on many valley glaciers 
[Fountain and Walder, 1998; Nienow et al., 1998; Bartholomaus et al., 2008]. 
Although conduits in the model can enlarge and close due to melt and creep 
respectively, a limitation of the existing model is that new conduits cannot form, and 
existing conduits cannot completely close down. Therefore, the actual configuration of 
the system cannot adjust unless the user manually stops and starts the model run in 
order to adjust the system’s configuration. Arnold et al. [1998] attempted to artificially 
represent the transition from a distributed to channelized system by systematically 
stopping the model run and then switching bunches of small parallel conduits 
(representing a distributed system) to single wider conduits (representing a 
channelized system) as the snowline passed particular junctions on the glacier. 
However, this model set-up was found to be slow and tedious to run and is therefore 
not suitable for this study which involves longer model runs and a reduced time-step of 
1 second. Thus, in this study, the same subglacial drainage system configuration is set 
constant for the entire model run. 
Although the model’s configuration is therefore inherently channelized, and thus the 
storage / release of water in a distributed system is not adequately accounted for, in 
order to represent a distributed drainage system beneath Paakitsoq in this study, 
bundles of four conduits in parallel are used in place of single conduits for all ‘first-
order conduits’ (i.e. conduits fed by no more than one upstream conduit (or series of 
conduits)). This configuration allows for a higher area of conduit wall for a given water 
discharge than would be possible with a single conduit, making the system more 
representative of a distributed system for places in the network where water 
discharges remain relatively low. The model does not, however, allow for water to be 
driven out of the channels and into a surrounding distributed system (i.e. linked-
cavities or a water film) at times when water pressure is high in the conduits [e.g., 
Hubbard et al., 1995; Bartholomaus et al., 2008]. Likewise, the model cannot simulate 
the ‘jacking-up’ of ice from the bed due to increased water pressures in a surrounding 
distributed system [e.g. Iken et al., 1983; Mair et al., 2002; Das et al., 2008]. 
In addition to the model being inherently channelized, another limitation of the model 
is that although some water will flow into the drainage system during the spin-up 
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period, it is not likely to be of a large enough volume to pressurize the system as would 
be expected for a distributed system at the beginning of a melt season. However, 
although absolute pressures, particularly at the beginning of the melt season, may not 
be entirely realistic, the overall spatial patterns and general trends in subglacial water 
pressures through time, especially after the first week or so of the melt season and 
when the system is full of water, should be instructive. The model will still be useful in 
identifying those places beneath the ice sheet and the times of the year when average 
water pressures over several days are likely to be highest and lowest. Similarly, the 
model will be useful in pointing out those places and times when short-term (hours to 
days) water pressure fluctuations are likely to be greatest and smallest. 
5.2 Data and approach 
This section focuses on applying the subglacial routing model to the catchment feeding 
the ASIAQ 437 gauging station (Chapter 2, Figure 2.2). This catchment is chosen 
because the proglacial discharge (Q) data measured here will enable the calibration 
and evaluation of the complete hydrological model through comparison of modelled and 
measured proglacial Q. Additionally, the supraglacial catchment feeding this outflow 
point falls primarily within the area of the strip which the SMB model was calibrated 
for and evaluated against in Chapter 3.  
Full system model runs are from 12th May 2005 to 31st August 2005. This time period is 
chosen as 2005 is one of the mass balance years that the SMB model was calibrated for 
in Chapter 3, and in this year, ASIAQ proglacial Q measurements commence on 12th 
May, and by 31st August, measured proglacial Q is negligible. 
5.2.1 Subglacial drainage system analysis 
5.2.1.1  Subglacial drainage network delineation 
In order to predict the configuration of the subglacial drainage network, and therefore 
the most likely positions of subglacial drainage channels under the Paakitsoq region, 
Shreve’s [1972] formulation of subglacial water routing, as described in Chapter 2 
(Equation 2.1), is used, together with the simplifying assumption of Bjornsson [1982] 
that all surface water directly reaches the bed and drains along the base of the ice 
mass which is assumed to be impermeable.  
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First, Shreve’s [1972] formulation is used to calculate the hydraulic potential surfaces 
for a range of k values (i.e. subglacial water pressure as a fraction of ice overburden 
pressure) from 0.5 to 1.0 (note that throughout the rest of this chapter, the term ‘k 
value’ refers to the k in Shreve’s [1972] equation). k values below 0.5 are thought to be 
unrealistic below the relatively thick ice in the Paakitsoq region [Thomsen and Olesen, 
1991; Thomsen et al., 1991]. Although in reality the k value will be spatially and 
temporally variable, it is necessary to define a fixed k value at this stage in the study. 
The process through which a suitable k value is selected is described in Section 5.2.1.4 
(below). 
High-resolution surface and bed DEMs are required for the calculation of hydraulic 
potential surfaces.  The ASTER GDEM (first described in Chapter 3, Section 3.1) 
provides the surface elevation data. The bed elevation data (initially at a resolution of 
750 m) were obtained from J. Plummer (University of Kansas), and were re-sampled 
using bilinear interpolation to a 100 m resolution. 
Second, in order to calculate the flow accumulation (i.e. the upstream area) for each k 
value, the lake and catchment identification algorithm (LCIA) (explained as part of the 
SRLF model in Chapter 4, Section 4.2.1.1) is run using the hydraulic potential surface 
(in place of the surface DEM as was used in Chapter 4) for each k value. Figure 5.2 
shows examples of subglacial accumulation networks for a range of k values from 0.5 to 
1.0 in the Paakitsoq region. It is observed that the higher the k value, the lower the 
number, and the smaller the size of concentrated areas of high accumulation. This is 
because at higher k values, subglacial water pressure is higher (as a fraction of ice 
overburden pressure), which means that water has a greater ability to flow up reverse 
bed slopes, following the gradient of the hydraulic potential, rather than having a 
tendency to pool in subglacial topographic depressions [Shreve, 1972].  
5.2.1.2  Subglacial catchment delineation 
The size and shape of the subglacial catchment feeding the ASIAQ gauging station is 
also dependent on the k value. Using the LCIA (see Chapter 4), the size and shape of 
these subglacial catchments are calculated for a range of k values, along with the pit 
locations, lake-overflow points, and topological linkages between lake-overflow points. 
Examples of subglacial catchments for k values from 0.5 to 1.0 feeding the ASIAQ 
gauging station are shown in Figure 5.3.  
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Figure 5.2: Subglacial flow accumulation maps for the Paakisoq region (area delineated 
by red box, Chapter 2, Figure 2.2) for a range of k values from 0.5 to 1.0. White (on ice) 
areas represent no data. The dark red areas indicate areas of high accumulation (i.e. 
those areas of the bed which would be flooded). 
 
It is observed that the higher the k value, the larger the subglacial catchment feeding 
the gauging station. The reason for this is thought to be analogous to the reason for 
why higher k values produce fewer and smaller concentrated areas of flow 
accumulation (Section 5.2.1.1), i.e., that higher k values are likely to result in larger 
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subglacial catchments as subglacial water at higher pressures is more easily able to 
flow uphill and so does not pond in subglacial topographic depressions as easily 
[Shreve, 1972]. A sudden decrease in catchment size from k = 0.925 to k = 0.90 is also 
apparent (Figure 5.3).  
5.2.1.3  Supraglacial catchment delineation 
In order to calculate locations of surface meltwater inputs to the subglacial routing 
model, it is first assumed that all depressions in the surface DEM have an existing 
moulin in their lowest cell [e.g. Catania and Neumann, 2010]. It is, however, 
appreciated that this situation may not be entirely realistic as in reality, it is highly 
likely that additional moulins, not associated with supraglacial lakes, are present on 
the ice sheet surface [Catania et al., 2008]. However, it is thought that moulins not 
associated with supraglacial lakes will not have the ability to rapidly route large 
volumes of water to the ice sheet bed compared to moulins associated with depressions, 
thus reducing their potential effect on subglacial water pressures [Catania and 
Neumann, 2010; Hoffman et al., 2011]. Additionally, the areal density of moulins in 
this study assuming that a moulin is present in the lowest cell of every depression 
(~0.25 km-2) is not dissimilar to the densities of moulins mapped by Colgan and Steffen 
[2009] (0 - 0.89 km-2) and Zwally et al. [2002] (~0.2 km-2) for the Paakitsoq region. 
Thus, the initial assumption that every surface depression contains a moulin likely 
represents the maximum possible number of moulins available to route relatively large 
volumes of meltwater to the bed of the ice sheet.   
However, it is also appreciated that not all supraglacial lakes will drain by 
hydrofracture (and therefore a moulin in the bottom of the lake will not form), but 
instead may either completely or partially drain by overflowing into downstream 
catchments, or may not drain at all [e.g., Das et al., 2008; Catania and Neumann, 2010; 
Tedesco et al., in review]. Thus, an alternative approach is subsequently used to 
calculate locations of surface meltwater inputs to the subglacial routing model. This 
approach involves the assumption that depressions in the surface DEM will only have 
a moulin in their lowest cell once a supraglacial lake in the surface depression has 
drained through by a simulated hydrofracture mechanism (see Section 5.2.2 for further 
details). 
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Figure 5.3: Subglacial drainage catchments (including parts of the proglacial area) 
which feed the ASIAQ gauging station (green triangle) for a range of k values from 0.5 
to 1.0. Coloured areas represent sub-catchments for each ‘pit’ cell. Grey areas represent 
maximum possible extents of lakes. Hollow circles represent overflow points of the sub-
catchments, and black lines represent topological links between each of the sub-
catchments. The blue lines represent contour lines of subglacial hydraulic potential 
(100 m interval). The red line delineates the ice margin. White (on ice) areas indicate 
no data.    
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If it is also assumed that moulins are vertical shafts routing water directly from the ice 
surface to the bed [Catania et al., 2008], with each moulin having its own supraglacial 
catchment supplying it with runoff, the size and shape of the total supraglacial 
catchment feeding the ASIAQ gauging station is therefore highly dependent on the size 
and shape of the subglacial catchment feeding the ASIAQ gauging station. Thus, the 
LCIA is also run for the surface DEM in order to establish which pit locations 
(assumed to be potential moulins) fall within the subglacial catchment for each 
specified k value.  
Figure 5.4 shows examples of supraglacial catchment outlines (red lines), overlaid onto 
corresponding subglacial catchments feeding the ASIAQ gauging station for k values 
ranging from 0.875 to 0.95. Also shown are moulin locations marked by black dots. 
Figure 5.5 shows the corresponding supraglacial catchments (including the sub-
catchments (coloured areas)) for the subglacial catchments in Figure 5.4. Figure 5.6 
shows a bar chart indicating the supraglacial catchment areas for k values ranging 
from 0.5 to 1.0. Figures 5.4, 5.5 and 5.6 all indicate a sudden decrease in supraglacial 
catchment area from k = 0.925 to k = 0.90, as was also observed during subglacial 
catchment area delineation (Section 5.2.1.2). 
5.2.1.4  k value selection 
As the size and shape of the supraglacial catchment is highly correlated with the size 
and shape of the subglacial catchment feeding the ASIAQ gauging station, this also 
means that the size of the subglacial catchment is highly correlated with the total 
surface runoff potentially available to feed a specific outlet point at the ice sheet 
margin.  By inference, this also means that the total surface runoff available to feed a 
given proglacial outlet point is a function of the k value.  
Thus, in order to select a suitable k value to represent subglacial drainage at 
Paakitsoq, the total volume of measured proglacial Q at the ASIAQ gauging station 
(Figure 5.7) is compared to the total volume of modelled net runoff (calculated by the 
SMB model, Chapter 3), over supraglacial catchments for k values ranging from 0.85 to 
1.0 (at 0.025 increments), for the time period 12th May 2005 to 31st August 2005 (Figure 
5.8).  
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Figure 5.4: Supraglacial catchments (red outline) superimposed onto their 
corresponding subglacial catchment maps of flow accumulation feeding the ASIAQ 
gauging station for different k values. Pit locations in the surface DEM (assumed to 
represent possible moulin locations) are indicated by black dots. 
 
The total volume of measured proglacial Q falls between the total modelled volumes of 
net runoff for k = 0.90 and k = 0.925 (Figure 5.8).  As a proportion of the modelled net 
runoff will be: i) stored in supraglacial lakes; ii) stored in the subglacial system itself; 
and / or iii) may not physically manage to enter moulins and so will be ‘lost’ from the 
model, the total volume of modelled net runoff will likely be higher than the total 
measured Q. Thus, as the total modelled net runoff for k = 0.925 is slightly higher than 
the total measured Q, this k value is focussed on for further analysis. As there is little 
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difference between the total modelled volumes of net runoff for k values of 0.925 and 
above, the model is also likely to be relatively insensitive to k values of 0.925 and 
above. k = 0.925 is thus used to: i) determine the size and shape of the subglacial 
catchment feeding the ASIAQ gauging station; and ii) to predict paths of subglacial 
conduits by upstream area analysis using Shreve’s [1972] formulation combined with 
the LCIA; and iii) specify the number and locations of moulins, and therefore the size 
and shape of the supraglacial catchment. 
 
 
Figure 5.5: Supraglacial catchments for each of the corresponding subglacial 
catchments for different k values in Figure 5.4. Coloured areas represent sub-
catchments for each ‘pit’ cell (assumed to represent possible moulin locations) in the 
surface DEM. Hollow circles represent overflow points of the sub-catchments, the black 
lines represent topological links between each of the sub-catchments, and the black 
circles represent outflow locations from the supraglacial catchment. 
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Figure 5.6: Bar chart comparing supraglacial catchment areas feeding the ASIAQ 
gauging station for k values ranging from 0.50 to 1.00. 
 
 
 
Figure 5.7: Measured proglacial Q (m3 s-1) at the ASIAQ gauging station (green 
triangle, Figure 2.2) from 12th May to 31st August 2005. The dashed red line likely 
represents a proglacial lake flood event. The data are naturally smoothed due to the 
delay of water in the proglacial lakes before arrival at the gauging station. 
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Figure 5.8: Bar chart comparing the total volume of measured discharge to the total 
volume of modelled net runoff for a range of k values from 0.85 – 1.00 for the time 
period 12th May to 31st August 2005. 
 
5.2.1.5  Subglacial network configuration 
With a selected k value of 0.925, the precise subglacial network configuration can now 
be prescribed. Figure 5.9 shows the inferred locations of individual conduits, moulins 
and junctions, overlaid onto the upstream accumulation map of the subglacial 
catchment for k = 0.925.  Moulins (black dots), previously defined from topographical 
pit locations in the supraglacial catchment, are linked by conduits which are placed 
along the paths of highest flow accumulation between moulins. This results in the 
creation of an arborescent structure (black lines). Junctions (red dots) are placed 
between conduits, so that no conduit is longer than 1000 m (conduits longer than this 
reduce model stability [Rosener et al., 1988]).  The black dots on the ice margin mark 
outflow points from the ice sheet (Figure 5.9). The black dots on the ice margin that are 
not linked to conduits mark supraglacial sub-catchment outlet points from the ice 
sheet. Water reaching any of the marginal outflow points is cumulated and compared 
with measured proglacial Q (i.e. once water reaches a marginal outflow point it is 
assumed to instantaneously reach the gauging station (green triangle). Although it is 
appreciated that this is not entirely realistic as some of the runoff is routed through a 
series of proglacial lakes before reaching the gauging station, the delay of water in the 
proglacial lakes cannot be quantified. 
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Figure 5.9: Conduit (black lines), moulin (black dots) and junction (red dots) locations 
overlaid onto the subglacial flow accumulation map for the subglacial catchment for k = 
0.925. The green triangle marks the ASIAQ gauging station. 
 
For model input file purposes, all conduits and junctions (some of which are moulins) 
must be individually numbered; these numbers are displayed in Figure 5.10.  
In addition to conduit lengths, values for other key conduit parameters (used in 
Equations 5.2 and 5.3) including: i) initial conduit diameter; ii) Manning’s roughness 
(n); and iii) the Arrhenius parameter (B) (which determines the ice viscosity) are 
selected through sensitivity tests (described in Section 5.3).  
The model requires the cross sectional areas, and surface and bed elevations of 
junctions (some of which are moulins) to be specified. The surface and bed elevation 
data come from the surface and bed DEMs. The cross sectional areas of all junctions 
which are not moulins are set at 0.1 m2. In order to prevent unrealistic volumes of 
water storage from being introduced into the model, it is important that junction cross 
sectional areas are no larger than this.  
Although in reality moulin CSAs will adjust through wall melting and creep closure in 
response to changing water inputs and ice pressure, junctions that are specified as 
moulins in the model must have a fixed CSA. In order to set this parameter value it is 
necessary to consider the balance between: i) the need to have a large enough moulin to 
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accommodate as much water as possible during times of high meltwater inflow; and ii) 
the need to have a small enough CSA to keep the system pressurized for the majority of 
the time when meltwater inflow to the system is lower. The optimal balance between 
these two factors will produce the lowest volume of water which is ‘lost’ onto the ice 
sheet surface during the model run. Initial sensitivity tests indicated that moulin CSAs 
of 2 m2 were appropriate.  
 
Figure 5.10: Conduit (a) and junction (b) numbers for the subglacial catchment feeding 
the ASIAQ gauging station (green triangle) for k = 0.925. 
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5.2.2 Full system model runs: Input hydrographs 
Before model runs are undertaken in order to analyze the effect that spatially and 
temporally varying moulin inputs to the system have on subglacial water pressures, 
the complete model is first run under the assumption that all moulins are ‘closed’. This 
means that all topographical lows on the surface have the potential to fill to become 
lakes, and then overflow into downstream catchments (as calculated by the SRLF 
model, Chapter 4). Therefore, surface meltwater can only reach the gauging station by 
flowing over the snow / ice surface. Although this is an unrealistic scenario as 
supraglacial lakes have frequently been observed to drain on the GrIS [e.g., McMillan 
et al., 2007; Das et al., 2008, Selmes et al., 2011; Tedesco et al., in review] thereafter 
leaving open moulins [e.g., Catania and Neumann, 2010], this is one end member of a 
range of scenarios for calculating the proglacial Q hydrograph, in which no supraglacial 
water enters the subglacial drainage system. 
Second, the model is run under the assumption that some or all of the available surface 
meltwater is able to enter the subglacial drainage system. For this assumption, two 
different scenarios for calculating surface meltwater Q hydrographs into moulins are 
used: 
1) ‘Open’ moulin scenario 
This scenario assumes that all available runoff is able to drain into ‘open’ moulins 
which exist at the lowest point of every surface depression, and therefore lakes are not 
able to fill. Although this is an unrealistic scenario as supraglacial lakes are frequently 
observed to fill and subsequently drain on the GrIS [e.g. Box and Ski, 2007; McMillan 
et al., 2007; Das et al., 2008; Selmes et al., 2011; Tedesco et al., in review], it is the other 
end member of a range of scenarios for calculating a proglacial Q hydrograph, under 
which all supraglacial water enters the drainage system. 
2) The lake filling / drainage scenario  
This scenario follows Clason et al. [2012] (see Chapter 2, Section 2.2.1 for further 
details) in assuming that all lakes start to fill, but then drain through a simulated 
hydrofracture mechanism if their volume becomes large enough to fill a crevasse of 
given dimensions to the ice sheet bed. If this required volume is not reached, lakes will 
overflow into the next downstream catchment. However, if hydrofracture occurs, a 
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moulin will be assumed to exist at the deepest part of the depression for the remainder 
of the melt season. 
Clason et al. [2012] assumed that once a lake reached its threshold volume, it 
completely drained to the bed within the model time-step (one day) of their study. 
However, as rapid lake drainage events have been observed to last up to five hours 
[Das et al., 2008; Tedesco et al., in review], in this study, the total volume of water in 
the lake at the time of drainage is added to the subglacial drainage system over a five 
hour period. It is assumed that a lake drainage hydrograph over the five hours takes 
the shape of an equilateral triangle, reaching a peak at 2.5 hours and rising and falling 
to and from the peak at the same rate. Although this is not entirely realistic [i.e., Das 
et al., 2008; Tedesco et al., in review], initial sensitivity tests indicated that the precise 
shape of the hydrograph assumed has a negligible effect on modelled results.  
As a rule, modelled crevasses vary in CSA at the ice sheet surface from 50 m2 to 1000 
m2. Although in reality crevasses are not rectangular in shape, this range of areas is 
equivalent to crevasses with fixed lengths of 500 m, and widths varying from 0.1 to 2.0 
m. Crevasse depths are equal to that of the ice thickness [Clason et al., 2012]. To 
investigate varying crevasse widths from 0.1 m to 2.0 m, sensitivity tests are 
undertaken to investigate which topographic lows within the supraglacial drainage 
catchment are able to accommodate a large enough volume to enable drainage. 
Ultimately, the effect of crevasse width on the modelled proglacial Q hydrograph at the 
ASIAQ gauging station will be investigated.  
5.3 Sensitivity tests 
Testing the sensitivity of the model to various physical and geometric parameters is 
necessary for two reasons: i) to check that the model is giving physically plausible 
solutions; and ii) to establish suitable values for key parameters which are unable to be 
constrained using available measurements.  As previously mentioned, sensitivity tests 
are undertaken to investigate the model’s sensitivity to three key parameters: i) initial 
conduit diameter; ii) Manning’s roughness of conduit walls (n); and iii) Arrhenius 
parameter (B) (which determines the ice viscosity). Finally, using selected values for 
each of these three parameters, the model is then run using different magnitudes of 
constant inflow.  
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5.3.1 Sensitivity test design 
Several model runs (each lasting 500 hours) are performed on a simplified, single 
channel system broken up into 1000 m conduits, with one input moulin at the top of 
the system, and one output junction at the end. The selected path of this single channel 
system is shown in Figure 5.11. The channel system follows the route of one of the flow 
accumulation paths for k = 0.925 (see Figure 5.10).  The system is broken up into ~1000 
m long conduits, linked by junctions, and it is assumed that one inflow moulin is 
located at the top of the system (moulin 564) and that all water exits at an outflow at 
the margin (junction 702). Figure 5.12 shows the bed and surface elevation profiles 
along the sensitivity test flow path. 
 
 
Figure 5.11: Path of the single channel system for sensitivity testing overlaid onto part 
of the subglacial catchment for k = 0.925. Moulins are marked with black dots while 
junctions are marked with red dots. Moulin and junction numbers are white, conduit 
numbers are black. The green triangle marks the ASAIQ gauging station. 
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Figure 5.12: Bed and surface elevation profiles along the sensitivity test flow path 
(Figure 5.10). 
 
The ranges and the increments of the parameter values considered are listed in Table 
5.1. For ease of analysis, the results from one conduit (112) part way down the system, 
and one junction (1035) at the downstream end of conduit 112, are examined in the rest 
of this section (Figure 5.11). Two output variables are focussed upon for each set of 
sensitivity tests: i) conduit diameter over time; and ii) subglacial water pressure as a 
fraction of ice overburden pressure (the ‘k value’, after Shreve [1972]) over time. 
 
Parameter Range tested Increment 
Conduit diameter (m) (for different rates of 
constant inflow (m
3 
s
-1
)) 
1 – 3 (1 - 5) 1 (3) 
Manning’s roughness of conduit walls (n) 0.05 – 0.25 0.05 
Arrhenius parameter (B) (dependent on 
ice temperature (°C)) 
8.55 x 10
7 – 5.28 x 
10
7  
(-5 – 0) 
0.65 x 10
7
 (1) 
Constant inflow (m
3 
s
-1
) 1 – 10 1 
Table 5.1: The ranges and increments of the parameters considered in the sensitivity 
tests.  
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5.3.2 Sensitivity test results 
Unless otherwise specified, all the water in the following model runs enters into moulin 
564 and exits from 702 without any water being lost onto the ice surface from any 
junction along the flow path. 
5.3.2.1  Conduit diameter 
As shown in Figure 5.13, for a given rate of constant inflow (1 - 5 m3 s-1), the diameter 
of conduit 112 stabilizes to a constant value by ~250 hours, regardless of the initial 
conduit diameter (1 – 3 m). Similarly, for a given rate of constant inflow, the water 
pressure in junction 1035 stabilizes to the same value, regardless of the initial conduit 
diameter (Figure 5.14). Sensitivity tests using an initial conduit diameter of 0.5 m and 
a constant Q from 1 to 5 m3 s-1 were also undertaken. However, this conduit width was 
found to be too narrow to accommodate enough water at the beginning of the model run 
and it therefore closed rapidly, causing the majority of the input volume of water to be 
lost onto the ice surface. Results of these tests are therefore not shown in Figures 5.13 
and 5.14.  
 
 
Figure 5.13: Graph showing diameter over time for conduit 112 for three different 
initial conduit diameters (d) from 1 m to 3 m for different rates of constant inflow to 
Moulin 564 (i) from 1 m3 s-1 to 5 m3 s-1. n is 0.05 m-1/3 s and B = 5.8 x 107. 
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Figure 5.14: Graph showing k value over time in junction 1035 for three different 
initial conduit diameters (d) from 1 m to 3 m for three different rates of constant inflow 
to Moulin 564 (i) from 1 m3 s-1 to 5 m3 s-1. n is 0.05 m-1/3 s and B = 5.8 x 107. 
 
Thus, as long as an initial conduit diameter is set sufficiently high (at least 1 m) so 
that it can accommodate a sufficient volume of water at the beginning of the model run 
to keep the conduit open, the precise value for the initial conduit diameter is not 
crucial, as the conduit diameters will stabilize quite quickly (typically 100 - 200 hours) 
for a given Q under a given thickness of ice. These results indicate that the model is 
behaving properly, and generating the correct balance between conduit enlargement 
due to wall melt and closure due to ice creep [Rothlisberger, 1972; Shreve, 1972]. An 
initial conduit diameter of 2 m was selected for all further model runs. 
5.3.2.2  Conduit roughness 
Although conduit roughness is still the subject of debate in the literature due to few 
direct measurements [Gulley et al., 2012], Manning’s roughness (n) values calculated 
by Nienow [1993] from dye trace studies varied from 0.05 - 0.25 m-1/3 s. These n values 
were also found to be linearly related to conduit area, such that a conduit with a CSA 
of 5 m2 had n = 0.05 m-1/3 s, while one with a CSA of 0.05 m2 had n = 0.25 m-1/3 s 
[Nienow, 1993].   However, within the constraints of the current model, values for n 
must be kept constant and cannot change according to conduit diameter. Values of n 
from 0.05 to 0.25 m-1/3 s are systematically investigated in this sensitivity analysis. 
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Figure 5.15: Graph showing diameter of conduit 112 over time for five model runs 
using n values from 0.05 m-1/3 s to 0.25 m-1/3 s (the n = 0.2 line is behind the n = 0.25 
line). Constant inflow Q to Moulin 564 is 2 m3 s-1 and B = 5.8 x 107.  
 
.  
Figure 5.16: Graph showing k value in junction 1035 over time for five model runs 
using n values from 0.05 m-1/3 s to 0.25 m-1/3 s. Constant inflow Q to Moulin 564 is 2 m3 
s-1 and B = 5.8 x 107. 
 
As shown in Figures 5.15 and 5.16, rougher conduits with higher n values stabilize 
immediately whereas smother conduits take up to ~200 hours to stabilise. 
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to the frictional heating of flowing water for a given water Q than a smoother conduit, 
the stable diameter for a rougher conduit is higher than it is for a smoother conduit 
(Figure 5.15). Additionally, as water flows more slowly through rougher conduits than 
it can through smoother conduits, the water pressure is higher for a rougher conduit 
than it is for a smoother conduit (Figure 5.16). It is, however, noticeable that roughness 
is non-linearly related to modelled conduit diameter and water pressure. In particular, 
for both the stable diameter and water pressure of a conduit, there is greater 
sensitivity at the lower end of the range of n values than at the higher end.  
As smoother conduits ultimately result in a larger volume of water being transported 
more rapidly than would be possible through rougher conduits, an n value of 0.05 m-1/3 
s was selected for all future runs. It is particularly important that the model can 
rapidly route large volumes of water in the early part of the model run as otherwise a 
significant proportion of water will not be accommodated by the conduits and will 
therefore back-up in moulins and be ‘lost’ from the model onto the ice sheet surface. 
5.3.2.3  Ice viscosity 
The sensitivity of conduit creep-closure rates to the ice viscosity is determined by the 
Arrhenius parameter (B) in Equation 5.4 (Section 5.1.3.1). The Arrhenius parameter is 
largely dependent on the temperature of the basal ice. The sensitivity of conduit creep 
closure rates to ice at PMP temperatures from -5 °C (B = 8.55 x 107) to 0 °C (B = 5.28 x 
107) are systematically investigated, as these values are thought to be the likely range 
for marginal areas beneath the GrIS [Alhstrom et al., 2005].  
As shown in Figures 5.17 and 5.18, with a constant inflow Q of 2 m3 s-1 and n of 0.05 m-
1/3 s, conduits stabilize to the same diameter and pressure regardless of the ice 
temperature (-5 °C to 0 °C). The ice temperature only influences the rate at which the 
conduit takes to reach its stable diameter. This is because ice of a lower temperature 
has a higher Arrhenius parameter (B), and is therefore ‘stiffer’ and less viscous than 
ice at a higher temperature, hence conduits in ice of a lower temperature experience a 
lower rate of creep closure than conduits in ice of a higher temperature. However, 
although the temperature of water is assumed to be equal to the PMP of ice in this 
study, if, for example, the water temperature was higher than the PMP of ice, an 
increased rate of wall melt would likely be experienced as both heat energy from the 
water temperature and the viscous energy produced from flowing water would be used 
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to melt the ice [Hooke, 1989]. In reality, it is therefore unlikely that for a constant 
inflow and n, conduits will stabilize to precisely the same diameter regardless of ice 
temperature as the water temperature would have a large effect on the melt rate. 
 
Figure 5.17: Graph showing conduit 112 diameter over time for model runs using 
values of the Arrhenius parameter (B) representing ice temperatures from -5 °C to 0 
°C. Constant inflow Q to Moulin 564 is 2 m3 s-1 and n is 0.05 m-1/3 s. 
 
 
Figure 5.18: Graph showing junction 1035 k value over time for model runs using 
values of the Arrhenius parameter (B) representing ice temperatures from -5 °C to 0 
°C. Constant inflow Q to Moulin 564 is 2 m3 s-1 and n is 0.05 m-1/3 s. 
 
Following Wang et al. [2002] who used a thermodynamic-ice dynamic model to suggest 
that basal ice temperatures reach the pressure melting point (PMP) of -1.0 °C in the 
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Paakitsoq region, and given the basal ice temperature of 0.9 °C measured by Thomsen 
[1988], ice temperature was set at -1 °C (B = 5.8 x 107) in all following model runs in 
this study. 
5.3.2.4  Inflow magnitude 
Using the values which were thought to be most suitable for the parameters: i) initial 
conduit diameter (2 m); ii) Manning’s n (0.05 m-1/3 s ); and iii) ice viscosity (B = 5.8 x 
107, meaning that ice temperature = -1 °C, ), the model was re-run for varying rates of 
constant inflow from 1 m3 s-1  to 10 m3 s-1, which are considered to be realistic 
magnitudes of inflow into moulins on the GrIS (Figures 5.19 and 5.20). Higher constant 
inflow Qs result in larger stable conduit diameters (Figure 5.19). This is expected as 
higher rates of conduit wall melting occur for larger Qs flowing through a conduit. For 
example, a constant inflow Q of 10 m3 s-1 results in a stable diameter of ~2.4 m, 
whereas a constant inflow Q of 1 m3 s-1 results in a stable conduit diameter of 1.0 m. 
Additionally, as would be expected in a channelized system, a higher magnitude of 
constant inflow Q results in a lower water pressure, and a lower magnitude of constant 
inflow Q results in a higher pressure (Figure 5.20). 
 
Figure 5.19: Graph showing conduit 112 diameter over time for varying magnitudes of 
constant inflow Q to Moulin 564 from 1 m3 s-1 to 10 m3 s-1. The initial conduit diameter 
is 2 m, n is 0.05 m-1/3 s, and ice temperature is -1 °C.  
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Figure 5.20: Graph showing junction 1035 k value over time for varying magnitudes of 
constant inflow Q to Moulin 564 from 1 m3 s-1 to 10 m3 s-1. The initial conduit diameter 
is 2 m, n is 0.05 m-1/3 s, and ice temperature is -1 °C. 
 
5.3.3 Sensitivity test conclusions 
The sensitivity tests above have confirmed that the model is giving physically plausible 
solutions. The most suitable values for i) initial conduit diameter; ii) Manning’s n; and 
iii) ice viscosity (B), were selected as 2.0 m, 0.05 m-1/3 s, and 5.8 x 107 (meaning that ice 
temperature = -1 °C), respectively. As expected, results also indicated that the larger 
the magnitude of constant inflow discharge, the larger the stable conduit diameter, and 
the lower the stable water pressure in the conduit. 
5.4 Full system model runs: Results and analysis  
Two key model outputs are analysed in this section; proglacial Q and subglacial water 
pressure. Model evaluation through the comparison of measured and modelled 
proglacial Q for different input scenarios (Section 5.2.2) is vital as this gives an 
indication of the importance of different shapes and magnitudes of moulin input 
hydrographs for subglacial water routing in the Paakitsoq region, as well as the 
model’s ability to accurately simulate subglacial drainage beneath the GrIS. As 
discussed in Chapters 1 and 2, analysis of spatially and temporally varying subglacial 
water pressures in response to fluctuating surface meltwater inputs is of interest in 
helping to explain patterns of surface velocity and uplift found by others, and will 
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ultimately be of interest for driving ice dynamics models. 
5.4.1 Proglacial discharge 
5.4.1.1  Full model runs assuming only supraglacial routing 
When the model is run with the assumption that all moulins are ‘closed’ throughout 
the run and that all available runoff can only reach the ice sheet margin supraglacially 
across the snow / ice surface (calculated by the SRLF model, Chapter 4), only 39% of 
the total volume of modelled net runoff reaches the gauging station. Figure 5.21 shows 
graphs of both measured and modelled proglacial Q for this model run, alongside the 
modelled total net runoff (calculated by the SMB model, Chapter 3). The RMSE and 
the Nash Sutcliffe coefficient for the relationship between the measured and modelled 
proglacial Q are 35.3 m3 s-1 and -0.386 respectively; indicating a poor correspondence 
(Table 5.2). 
 
Figure 5.21: 24 hour moving averages of modelled total net runoff and modelled 
proglacial Q assuming that all moulins are ‘closed’ and that all meltwater can only 
reach the ice margin supraglacially. The fainter graphs behind are the hourly data for 
their respective colours. Also shown is measured proglacial Q. The red dotted line is a 
suspected proglacial lake drainage event.  
 
A key reason for the poor correlation between modelled and measured proglacial Q is 
that the majority of surface meltwater (61%) is either stored in supraglacial lakes at 
the end of the model run, or is routed to a proglacial outlet from which it does not reach 
the ASIAQ gauging station.  As shown in Figure 5.5, a large proportion of the surface 
topological links in the south and south east of the supraglacial catchment for k = 0.925 
direct water out of the supraglacial catchment to the south.  
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 RMSE (m
3
s
-1
) 
Nash Sutcliffe 
coef. 
Modelled – measured 
proglacial Q (ignoring 1 – 3 
Aug, in brackets) (m
3 
s
-1
) 
All moulins ‘closed’ 35.3 -0.386 -26.0 x 107 (-23.0 x107) 
‘Open’ moulin scenario 35.1 -0.176 9.9 x 107 (7.7 x 107) 
Lake filling / drainage scenario: 
0.5 m wide crevasses 
32.4 0.138 8.9 x 10
7
 (1.1 x 10
7
) 
Lake filling / drainage scenario: 
1.0 m wide crevasses 
30.8 0.220 11.0 x 10
7
 (12.7 x 10
7
) 
Lake filling / drainage scenario: 
2.0 m wide crevasses 
25.8 0.453 -1.7 x 10
7 
(1.2 x 10
7
) 
Table 5.2: RMSEs and Nash Sutcliffe coefficients between modelled and measured 
proglacial Q for various moulin input hydrograph scenarios. 
 
5.4.1.2  Full model runs with the subglacial routing model 
In order to calculate moulin input hydrographs to moulins, the two scenarios which 
were introduced in Section 5.2.2.1 are considered: 
1) ‘Open’ moulin scenario  
Assuming that moulins are ‘open’, meaning that lakes cannot fill, Figure 5.22 shows 
graphs of modelled total net runoff and total modelled Q into moulins. In this figure, a 
~3 day lag between peaks in modelled total net runoff and total modelled Q into 
moulins early in the melt season is observed. By mid-June this lag time is negligible 
due to both a decrease in snow cover and an increase in ice exposure, resulting in 
increased travel velocities between each meltwater source cell and the moulin.  
Figure 5.23 shows graphs of total modelled Q into moulins, total modelled proglacial Q, 
and total measured proglacial Q. Early in the melt season, a ~1 day lag between 
modelled Q into moulins and modelled proglacial Q is observed (Figure 5.23). By mid-
June, this lag is also negligible, likely due to an increase in the hydraulic efficiency of 
the subglacial drainage system which increases the subglacial throughflow rate. The 
majority of the total modelled Q into moulins (~92%) reaches the ASAIQ gauging 
station by the end of the melt season. Of the remaining ~8% of water in this study, 
some remains in the system at the end of the melt season, but the majority is ‘lost’ from 
the model as floodwater from the top of junctions. This mainly happens early in the 
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melt season when the subglacial drainage system is of relatively low capacity as it has 
so far received little or no meltwater input. It happens particularly from the junctions 
that are located further inland where runoff availability is lower, and ice is thicker, 
leading to higher creep closure rates.   
 
Figure 5.22: 24 hour moving averages of modelled total net runoff and modelled Q into 
moulins, assuming that all moulins are ‘open’. The fainter graphs behind are the 
hourly data for their respective colours. 
 
 
 
Figure 5.23: 24 hour moving averages of modelled Q into moulins and modelled 
proglacial Q assuming that all moulins are ‘open’. The fainter graphs behind are the 
hourly data for their respective colours. Also shown is measured proglacial Q. The red 
dotted line is a suspected proglacial lake drainage event.  
Ignoring the period from 1st to 3rd August (dotted red line, Figure 5.23), thought to 
represent a proglacial lake flood event which cannot be accounted for by the model, the 
average RMSE between modelled and measured proglacial Q over the melt season is 
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35.1 m3 s-1 and the Nash Sutcliffe coefficient is -0.176 (Table 5.2).  Thus, compared to 
the model run where all moulins are assumed to be ‘closed’, the output from this model 
run shows a better correspondence with the measured proglacial Q (Table 5.2). 
Additionally, the total volume of modelled proglacial Q from this model run produces a 
better match with the total volume of measured proglacial Q than was achieved with 
the model run which assumed that moulins were ‘closed’ (a difference of 9.9 x 107 m3 for 
the ‘open’ moulin model run compared a difference of -26 x 107 m3 for the ‘closed’ 
moulin model run) (Table 5.2). 
The correspondence between measured and modelled proglacial Q, assuming all 
moulins are ‘open’, increases as the melt season progresses (Figure 5.23). This is 
thought to be because moulins, in reality, are not ‘open’ for the entire melt season. 
Instead, multiple observations indicate that moulins are likely to form during the rapid 
drainage of supraglacial lakes [e.g., Das et al., 2008; Tedesco et al., in review], and that 
they are then likely to stay open for the rest of the melt season [Catania and Neumann, 
2010]. Thus, it is hoped that by allowing lakes to fill and then drain in the model (see 
below), a better correspondence between modelled and measured proglacial Q will be 
produced, particularly early in the melt season. 
2) Lake filling / drainage scenario 
First, sensitivity tests were undertaken to analyse the effect of crevasse dimensions on 
the drainage ability of supraglacial lakes. This analysis is purely hypothetical on the 
basis of the maximum volume of lakes in depressions; no model input (i.e. output from 
the SLRF model, Chapter 4) is provided at this stage. Results of these tests are shown 
in Figure 5.24. Within the supraglacial catchment for k = 0.925 there are 44 pit cells in 
surface topographic lows which can fill to form lakes. Assuming crevasses reach the 
depth of the ice sheet, are 500 m long, and are: i) 0.1 m wide; ii) 0.5 m wide; iii) 1.0 m 
wide; and iv) 2.0 m wide, respectively 27, 20, 15, and 12 of the 44 topographic lows are 
able to fill to a large enough water volume to fill a crevasse of the given dimensions, 
and therefore have the ability to drain. 
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Figure 5.24: Figure showing the pit locations of lakes that have the ability to drain by 
hydrofracture (green dots) as they fill to a large enough volume to fill a 500 m long 
crevasse to the base of the ice sheet for crevasse widths of: a) 0.1 m; b) 0.5 m; c) 1.0 m; 
d) 2.0 m. Red dots indicate the pit locations of lakes which cannot fill to a large enough 
volume to drain. These dots are overlaid onto the supraglacial catchment (grey area) 
for k = 0.925. The corresponding subglacial catchment feeding the ASIAQ gauging 
station (green triangle) for k = 0.925 is delineated by the red line. 
 
Second, moulin input hydrographs, calculated by the SLRF model (Chapter 4), are used 
as input for the subglacial model. Figure 5.25 shows the lakes which drain (yellow dots) 
and the dates on which they drain assuming that lakes drain by hydrofracture when 
they can fill a crevasse which is: a) 0.5 m wide; or b) 2.0 m wide, and 500 m long with a 
depth equal to that of the ice thickness. For a 0.5 m wide crevasse, 20 lakes drain and 
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the average date of lake drainage is 24th May (Figure 5.25a). For a 2.0 m wide crevasse, 
10 lakes drain and the average date of lake drainage is 3rd June (Figure 5.25b). This 
later average drainage date for larger crevasse volumes is expected as lakes take 
longer to fill them to the required volume. 
 
 
 
Figure 5.25: Drainage dates for lakes which drain (yellow dots) during the model run 
assuming that lakes drain by hydrofracture when they can fill a crevasse: a) 0.5 m 
wide; and b) 2.0 m wide, assuming a crevasse length of 500 m and a crevasse depth 
equal to that of the ice thickness. 
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Comparing Figure 5.25 with Figure 5.24 shows that for 0.5 m crevasses (Figure 5.25a), 
the number of lakes that are modelled to drain matches the number of lakes which 
have the potential to drain (Figure 5.24b). However, for 2.0 m wide crevasses (Figure 
5.25b), two lakes (451 and 578) are not modelled to drain, even though they have the 
potential to drain (Figure 5.24d). Both of these lakes are relatively high on the ice 
sheet and they do not receive enough melt to reach the required water volume to drain 
during the model run. 
As an example, Figure 5.26 shows graphs of 10 moulin input hydrographs calculated 
with the assumption that a lake drains once its volume equals that of a 2.0 m wide x 
500 m long crevasse to the bed. The high spikes indicate the lake drainage events. 
Subsequent to this, the moulins in the drained lake basin stay ‘open’ for the rest of the 
model run.  
 
a)
 
b) 
 
Figure 5.26: Moulin input hydrographs for the 10 lakes which are modelled to drain 
assuming a crevasse width of 2.0 m. a) shows 5 input hydrographs for moulins further 
upglacier; b) shows 5 moulin input hydrographs for moulins further downglacier. 
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If the lakes which drain assuming a crevasse width of 2.0 m are considered (Figures 
5.25b and 5.26), it is found that, in general, the lower the lake on the ice sheet (and 
therefore the lower the elevation), the earlier the drainage date. This is expected for 
two reasons. First, melt rates are higher at lower elevations due to higher average air 
temperatures, thus lakes at lower elevations will fill more quickly than lakes higher on 
the ice sheet. Second; as the ice lower down on the ice sheet is thinner, lakes do not 
need to fill to such a large volume as they would higher on the ice sheet. For example, 
Lake 624 (Figures 5.25b and 5.26b), which is low down on the ice sheet (where the ice 
is 292 m thick), drains on the 18th May, whereas Lake 468 (Figures 5.25b and 5.26a), 
which higher on the ice sheet (where the ice is 688 m thick), drains later on 17th June. 
These observations are in agreement with McMillan et al. [2007] and Sundal et al. 
[2007]. 
The moulin with the highest inflow Qs later in the summer after lake drainage is 532, 
and the moulin with the lowest inflow Q after lake drainage is 624. As a moulin stays 
‘open’ after lake drainage, the inflow moulin Q is not only a function of the discharge 
that it may be receiving subglacially from upstream moulins, but is also a function of 
the size of the supraglacial catchment contributing water to the moulin. If an upstream 
lake fills to its maximum possible volume (but does not reach a volume large enough to 
drain by hydrofracture), the SRLF model (Chapter 4) allows it to overflow into the next 
downstream catchment, thereby increasing the effective catchment area which 
contributes runoff to the downstream moulin. For example, after Lake 532 has drained 
on 7th June, the open moulin initially only receives water from its immediate 
catchment, but subsequently starts to receive water from upstream catchments once 
upstream lakes have overflowed (i.e. 439, 482, 494, 495, and 510) (see Figures 5.5 and 
5.25b). Similarly, after Lake 602 has drained on 16th May, upstream lakes (i.e. 564, 
578, 587 and 588) overflow and contribute runoff to Moulin 602. In contrast, after Lake 
468 has drained, it only receives runoff from its own immediate catchment, and the 
catchment of Lake 451, as other upstream lakes also drain. Likewise, after Lake 572 
has drained, no catchments other than its own are able to contribute runoff to the 
moulin. Thus, for some moulins, the largest inflows Qs are associated with lake 
drainage (i.e.444, 446, 468 551, 572, 582 and 624), whereas for the other moulins, much 
larger inflow Qs are experienced later in the summer (i.e. 532, 602 and 665). This is 
likely to have important implications for patterns of subglacial water pressures which 
will be examined in Section 5.5.2.  
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Figure 5.27 shows graphs of measured and modelled proglacial Q assuming crevasse 
widths of both 0.5 m and 2.0 m, and measured proglacial Q.  
 
Figure 5.27: 24 hour moving averages of modelled proglacial Q assuming: i) lakes drain 
once their volume = volume of 0.5 m x 500 m crevasse to bed; ii)) lakes drain once their 
volume = volume of 2.0 m x 500 m crevasse to bed. Also shown is measured proglacial 
Q, and for comparison, the 24 hour moving average of modelled proglacial Q assuming 
all moulins are ‘open’. The graphs behind are the hourly data for their respective 
colours. 
 
Ignoring the period from 1st to 3rd August (dotted red line, Figure 5.27), the calculated 
RMSEs and Nash Sutcliffe coefficients between modelled and measured proglacial Q 
for lake filling / drainage scenarios assuming different crevasse widths are shown in 
Table 5.2. These statistics indicate that the larger the crevasse volume that the lake is 
required to be able to fill before drainage, the better the correlation between measured 
and modelled proglacial Q (as indicated by the lower RMSEs, and the Nash Sutcliffe 
coefficients which are closer to 1). The best correlation (RMSE = 25.8 m3 s-1, Nash 
Sutcliffe coef. = 0.453) between measured and modelled proglacial Q occurs when 2.0 m 
wide crevasses are used. Additionally, all model runs employing one of the lake filling / 
drainage scenarios produce a better correlation between measured and modelled 
proglacial Q than the model run which assumes that all moulins are ‘open’ (Table 5.2). 
When the total magnitudes of cumulative modelled and measured proglacial Q are 
compared (Table 5.2), the model run which produces the best comparison between 
measured and modelled proglacial Q is again found to be the lake filling / drainage 
scenario using 2.0 m wide crevasses. For this run, the total volume of modelled 
proglacial Q is only 1.7 x 107 m3 s-1 lower than the total volume of measured proglacial 
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Q. All the other full model runs using smaller crevasse widths produced total volumes 
of proglacial Q that were higher than the total volume of measured proglacial Q. 
Running the model for the lake filling / drainage scenario with crevasse widths > 2.0 m 
would produce total volumes of proglacial Q that were smaller than that produced 
when the crevasse width was 2.0 m, and so such runs were not performed.  
The majority of the inflow Q into moulins (~90%) reaches the ASIAQ gauging station 
by the end of the melt season for all model runs using the lake filling / drainage 
scenarios (above). This is only ~2% lower than the percentage of meltwater inflow 
which reaches the gauging station assuming that all moulins are ‘open’ (~92%). As with 
the ‘open’ moulin model run, of the remaining 10% of water in the lake filling / 
drainage scenario model runs, some water remains in the system at the end of the melt 
season, but the majority is ‘lost’ from the model as floodwater from junctions. However, 
in contrast to the ‘open’ moulin model run, a large proportion (~59%) of the available 
runoff in these lake filling / drainage scenario model runs does not become moulin 
inflow as it is stored in lakes which do not drain, and / or is routed supraglacially to the 
ice margin.  
Although the best correspondence between measured and modelled proglacial Q is 
found for the lake filling / drainage scenario with 2.0 m wide crevasses, there are still 
discrepancies between the measured and modelled data. There are several possible 
reasons for these discrepancies. First, a series of proglacial lakes (see Chapter 2, Figure 
2.3) will introduce a lag between the arrival of water at the ice margin and arrival of 
water at the ASIAQ gauging station which is not accounted for by the model. This lag 
will be particularly marked early in the summer when lake levels are low, the lakes 
may still be at least partially frozen, and transfer rates through the lakes will be low. 
Second, the temporary storage / release of water in a ‘distributed’ subglacial system is 
not adequately accounted for by the model, thus water routing is likely to be too rapid 
early in the melt season. Thus the time period with the largest RMSE error between 
measured and modelled proglacial discharge is from mid-May to mid-June. To a lesser 
extent, unrealistically fast subglacial flow routing could be a result of the Manning’s 
roughness value being set too low, particularly at the beginning of the melt season 
when the subglacial drainage system is likely to be narrow and tortuous.  
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5.4.2 Subglacial water pressure 
Analysing modelled subglacial water pressures first involved plotting subglacial water 
pressure time-series for each moulin for the entire model run. To maintain consistency 
with the rest of the analysis in this chapter, water pressure is expressed as a fraction of 
ice overburden pressure (i.e. the ‘k value’ in Shreve’s [1972] equation). Water pressure 
time-series that show distinct features and patterns that are representative of the 
behaviour of several moulins in particular parts of the ice sheet are used as examples 
and are focussed on for detailed analysis below. 
In order to analyze patterns of subglacial water pressure over time, particularly with 
regard to the effect that lake drainage events have on spatially and temporally varying 
water pressure, modelled pressures in the ‘open’ moulin model runs are compared to 
modelled pressures in the lake filling / drainage model runs. Lake filling / drainage 
events which assume a crevasse width of 2.0 m are focussed upon as it was this width 
that produced the best correlation between modelled and measured proglacial Q, and 
also the best match between total volumes of measured and modelled proglacial Q 
(Section 5.4.1.2).  
Figures 5.29 and 5.30 show modelled subglacial water pressures for a selection of 
moulins (Figure 5.28) assuming: a) all moulins are ‘open’ and no supraglacial lakes fill; 
and b) lakes drain once they contain a volume large enough to fill a 2.0 m x 500 m 
crevasse to the ice sheet base. For ease of analysis, subglacial pressure graphs for each 
moulin are grouped with other pressure graphs for moulins showing similar behaviour. 
Thus, Figure 5.29 focuses on supraglacial lake drainage events resulting in spikes in 
subglacial water pressure, while Figure 5.30 focuses on lake drainage events that 
result in sustained periods of high water pressure.  Figures 5.31 and 5.32 show 
modelled CSAs of the conduits directly downstream of the moulins plotted in Figures 
5.29 and 5.30, again assuming: a) all moulins are ‘open’ with no filling of supraglacial 
lakes; and b) lakes drain once their volume reaches that sufficient to fill a 2.0 m x 500 
m crevasse to the ice sheet base. 
The analysis in the next section is broken into four themes, which focus on: i) 
subglacial water pressure spikes; ii) sustained high pressure events, iii) the effects of 
lake drainage events on surrounding subglacial pressure fields; and iv) the evolution of 
subglacial water pressures during the melt season. These themes, together with others, 
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are continued subsequently in the discussion section (Section 5.5). 
 
 
Figure 5.28: Green dots indicate moulins in Figure 5.29 which experience spikes in 
water pressure. Orange dots indicate moulins in Figure 5.30 which experience 
sustained periods of high pressure. 
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Figure 5.29: Modelled subglacial water pressure for moulins with a spike in water 
pressure (green dots, Figure 5.28) assuming a) all moulins are ‘open’; b) lakes drain 
once they contain a volume large enough to fill a 2.0 m x 500 m crevasse to the ice 
sheet bed. 
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Figure 5.30: Modelled subglacial water pressure for moulins with sustained periods of 
high pressure (orange dots, Figure 5.28) assuming a) all moulins are ‘open’; b) lakes 
drain once they contain a volume large enough to fill a 2.0 m x 500 m crevasse to the 
ice sheet bed. 
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Figure 5.31: Modelled CSAs of conduits directly below the four moulins in Figure 5.29 
assuming a) all moulins are ‘open’; b) lakes drain once they contain a volume large 
enough to fill a 2.0 m x 500 m crevasse to the ice sheet bed. 
 
 
 
Figure 5.32: Modelled CSAs of conduits directly below the four moulins in Figure 5.30 
assuming a) all moulins are ‘open’; b) lakes drain once they contain a volume large 
enough to fill a 2.0 m x 500 m crevasse to the ice sheet bed. 
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5.4.2.1  Subglacial water pressure spikes 
As shown in Figure 5.29, some lake drainage events result in subglacial pressure 
spikes. These spikes, which are not observed in any of the pressure graphs for the 
‘open’ moulin scenario, are particularly prominent in inland moulins on ‘first order 
pipes’ (e.g., moulins 444, 551, and 582, Figures 5.28 and 5.29b) in May and early June 
when the subglacial drainage system has a relatively low capacity due low or negligible 
meltwater inflow rates (Figure 5.31b). Thus, rapid inflow of a large volume of water 
from a lake drainage event causes a rapid increase in subglacial water pressure as the 
downstream conduit cannot enlarge fast enough to accommodate enough water. For 
example, as seen in Figure 5.31b, when Lake 582 drains on 21st May, the CSA of the 
downstream conduit only increases by ~0.03 m2 from its minimum CSA of 0.2 m2. In 
comparison, when the inflow Q in moulins is higher and more variable later in the melt 
season, a peak conduit CSA of 1.6 m2 is reached by the conduit downstream of Moulin 
444 on 28th July. Early in the melt season, as surface net runoff is low (due to low melt 
rates and the refreezing of some meltwater in the snowpack) and as surface routing is 
slow (due to snow cover), surface water inputs to moulins immediately after lakes have 
drained is also low. Thus, high subglacial water pressures are not sustained, and 
instead a single pressure spike is observed at the time of lake drainage in the modelled 
subglacial water pressure series. 
5.4.2.2  Sustained high subglacial water pressure events 
As shown in Figure 5.30, some lake drainage events which occur between about mid-
June and mid-July result in periods of sustained high subglacial pressures in 
immediate and nearby moulins. For example, following the drainage of Lake 532, 
periods of sustained high pressure are observed in Moulins 532 and 564 (Figure 5.30b), 
but such lengthy periods of high pressure are not observed when moulins are assumed 
to be ‘open’ (Figure 5.30a). Although conduits up and down glacier from these moulins 
may still have a relatively low capacity in mid-June due to creep closure earlier in the 
melt season, they have experienced some enlargement due to wall melting from flowing 
meltwater that has reached them (Figure 5.32b). When a supraglacial lake drains, a 
large volume of water is immediately routed to these conduits over a 5 hour period, 
resulting in dramatic increases in subglacial water pressures (e.g. the drainage of Lake 
532 on 8th June, Figure 5.30b), again, due to the fact that the downstream conduit 
cannot enlarge at a large enough rate. However, as surface runoff is now higher than it 
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was in early summer (due to greater surface melt rates and less refreezing of 
meltwater in the snowpack), and as surface routing is faster than it was previously 
(due to increased ice exposure), these high pressures are more likely to be sustained for 
a longer period of time than they were earlier in the melt season.  
It is noticeable that periods of sustained high pressure are generally experienced by 
moulins located on the main trunks of arborescent channel network with at least one 
upglacier ‘open’ moulin (Figure 5.28).  Lengthy periods of sustained pressure are also 
generally experienced by those moulins which have large supraglacial catchments 
supplying them with large volumes of meltwater (Figure 5.26). Reasons for these 
observations will be further discussed in Section 5.5. 
It is noticeable, however, that some moulins (e.g. 468 and 494) experience a relatively 
high (k  = ~1.00 – 1.11) for up to a month for both the ‘open’ and lake filling / drainage 
scenarios. Thus, it appears that lake drainage is not necessarily a prerequisite for long 
periods of sustained high water pressures, as it is for the production of pressure spikes. 
However, in the case of lake drainage events, it is noticeable that the rate of change in 
water pressure leading up to a period of sustained high pressure is much more rapid 
(Figure 5.30b) than it is for the ‘open’ moulin scenario (Figure 5.30a). 
5.4.2.3  Effect of lake drainage events on surrounding subglacial pressure 
fields 
Results indicate that lake drainage events may cause concurrent high pressure peaks 
(near / at ice overburden pressures) up to 5 km from the location of the drained lake, 
both up and downglacier. For example, of the moulin water pressure series plotted in 
Figures 5.29 and 5.30, the drainage of Lake 551 also increased water pressures in 
Moulins 572 (2.5 km downglacier) and 582 (5.0 km downglacier) (Figure 5.29b), the 
drainage of Lake 572 raised water pressure in Moulin 551 (2.2 km upglacier) (Figure 
5.29b), and the drainage of Lake 532 raised water pressure in Moulin 564 (3.0 km 
downglacier) (Figure 5.30b).  
5.4.2.4  Evolution of subglacial water pressures during the melt season 
For both the ‘open’ moulin and lake filling / drainage scenarios (Figures 5.29 and 5.30), 
there is a transition from relatively high average pressure with low amplitude diurnal 
cycles to lower average pressure and higher amplitude cycles as the melt season 
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progresses. In other words, a general increase in the modelled amplitude of diurnal 
cycles in water pressure is superimposed on a generally declining water pressure trend 
through the melt season. Similar behaviour concerning average water pressures and 
their diurnal variability has been observed as a result of borehole water level 
measurements on Small River Glacier, Canada [Smart, 1998] and Haut Glacier 
d’Arolla, Switzerland [Gordon et al., 1998]. For both the ‘open’ moulin and lake filling / 
drainage scenarios (Figures 5.31 and 5.32), a general transition from low CSAs with 
low amplitude variability to higher CSAs with higher amplitude variability is also 
observed in most conduits directly below the respective moulins shown in Figures 5.29 
and 5.30. 
In order to analyze further the transition from high to low average k values, and from 
low to high diurnal variation in k values, Figures 5.33 and 5.34 show the average water 
pressure and their average diurnal range for the lake filling / drainage scenario model 
run (with 2 m wide crevasses), respectively, for each moulin on four dates during the 
2005 melt season. On 12th June (Figure 5.33a), the average k value ranges from ~0.6 to 
~0.8 for marginal (i.e. the lower 3rd of the catchment) moulins, to ~1.0 to ~1.1 for 
moulins in the central region (i.e. the middle 3rd of the catchment). However, on 12th 
June, the average k values for the moulins furthest inland region (i.e. the lower 3rd of 
the catchment) are < 0.3. This is an artefact of the model, as in reality, these inland 
regions would be pressurized at this time as the subglacial drainage system would 
have a low capacity due to low meltwater inflow rates (representative of a distributed 
system). However as conduits in the model cannot have a diameter < 0.5 m, conduits in 
these regions are at, or close to, atmospheric pressure in early June. However, by 30th 
June, enough water has now entered the subglacial system to pressurize it to at or near 
ice overburden pressures. Over the melt season the average k value for each moulin, in 
general, decreases. By 8th August (Figure 5.33d), the average k value ranges from ~0.3 
to ~0.5 for marginal moulins, to ~0.8 to ~1.0 for inland moulins. An area which is seen 
to experience the most dramatic decrease in average k value is the central area (e.g. 
Moulins 563, 571, and 573) which experiences a drop in average k value from ~1.0 on 
12th June (Figure 5.33a), to ~0.4 on 8th August (Figure 5.33d). Some moulins (e.g. 584, 
602 and 646) have very small k values throughout the melt season (Figure 5.33a), 
likely because they are at the upstream end of a series of conduits, and also have 
relatively small supraglacial catchments, and so are not receiving enough water to 
pressurize them. Again, it is likely that in reality, these moulins would be pressurized 
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for much of the melt season if meltwater inflow rates, and therefore the system 
capacity, remained low. 
 
Figure 5.33: Average modelled k values for each moulin (assuming the lake filling / 
drainage scenario for 2 m wide crevasses) on: a) 12 June; b) 30 June; c) 20 July; and d) 
8 August, overlaid onto a map of the subglacial catchment for k = 0.925. k values are 
given as seven day moving averages. Both size and colour are used to represent the k 
value. 
 
The average diurnal range in k value on 12th June is low (~0.0 to ~0.3) across the 
catchment area (Figure 5.34a). The moulins which show the highest average diurnal 
variability on 12th June are those which are ‘open’ following an earlier lake drainage 
event, or those which are close to a lake which has drained. On 30th June, the highest 
average diurnal ranges in moulin k values are seen in the lower / central regions 
(Figure 5.34b), on 12th July, the highest average diurnal ranges in k value are seen in 
the central region (Figure 5.34c), and by 8th August, the highest average diurnal range 
in k value are seen in the central / upper regions of the catchment (Figure 5.34d).  
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Figure 5.34: Average modelled diurnal ranges in k values for each moulin (assuming 
the lake filling / drainage scenario for 2 m wide crevasses) on: a) 12 June; b) 30 June; c) 
20 July; and d) 8 August, overlaid onto a map of the subglacial catchment for k = 0.925. 
k values are given as seven day moving averages. Both size and colour are used to 
represent the k value. 
 
This upglacier transition from high to low average water pressure, and from low to 
high (then again to low) diurnal range in water pressure over the course of the melt 
season (Figures 5.33 and 5.34) is indicative of the subglacial drainage system gradually 
enlarging, thereby becoming more hydraulically efficient over time, and experiencing 
greater diurnal variability in moulin inputs that are more homogenous between 
moulins across the entire catchment. The increasing hydraulic efficiency of the system 
occurs due to an increase in the volume of meltwater inflow. Thus, conduit wall melting 
increases, their CSAs enlarge (Figures 5.31 and 5.32), their capacity for carrying water 
increases, and so average water pressures drop and the average dirurnal variability 
increases. Creep closure rates will increase as a result of the pressure drop, but this is 
insufficient to offset the melt enlargement. However, once conduit CSAs have 
undergone a sufficient amount of enlargement, even peak meltwater inflow rates do 
not cause water pressures to reach ice overburden pressures any longer, thus the 
average diurnal ranges in k value decrease. As observed in Figures 5.29 to 5.34, this 
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transition from an inefficient to an efficient system occurs earlier for marginal areas 
than it does for inland regions. This behaviour is expected as conduits further inland 
are under thicker ice, giving higher creep closure rates, and inflow Q into inland 
moulins will be lower than inflow into marginal moulins due to generally lower surface 
melt rates. Thus, as will be further discussed in Section 5.5, although the model cannot 
explicitly simulate the transition from a distributed to channelized subglacial drainage 
system, the modelled behaviour of the drainage system through space and time is 
analogous to an upglacier transition from a predominantly distributed to 
predominantly channelized drainage system. 
5.5 Discussion  
5.5.1 Proglacial discharge  
Although not all supraglacial lakes will drain by a fast hydrofracture mechanism (and 
if they do, they are unlikely to do so in such an idealised way as in this modelling 
study), but instead may either completely or partially drain by overflowing into a 
nearby moulin, or may not drain at all [e.g., Das et al., 2008; Catania and Neumann, 
2010; Tedesco et al., in review], the results in Section 5.5 (Table 5.2) indicate that 
allowing lakes to fill and then drain once they reach a threshold volume produces a 
much more realistic match with measured proglacial stream Q than the other two end 
member scenarios (that is, assuming lakes do not drain at all but instead fill and then 
overflow into the next catchment downglacier, and assuming that moulins are ‘open’ at 
the start of the melt season and able to route meltwater directly from the surface to the 
subglacial system once meltwater arrives at the moulin). Thus, the model captures a 
key aspect of the hydrology of the GrIS, i.e. the filling and rapid draining of surface 
lakes [e.g., Box and Ski, 2007; McMillan et al., 2007; Das et al., 2008, Selmes et al., 
2011; Liang et al., 2012; Tedesco et al., in review].  
The best correlation (RMSE = 25.8 m3 s-1, Nash Sutcliffe coef. = 0.453) between 
measured and modelled proglacial Q was produced when the lake filling / drainage 
scenario with 2.0 m wide crevasses was implemented. For this scenario, 10 out of the 
44, i.e. 23% of the lakes in the Paakitsoq catchment drained through an idealised 
hydrofracture mechanism (Figure 5.25b). The proportion of fast draining lakes in this 
study is only slightly higher than the proportion of fast (< 2 days) draining lakes (263 
Chapter 5: Subglacial routing model 
 
141 
 
out of 2038, i.e. 13%) mapped over the entire GrIS by Selmes et al. [2011]. This is 
encouraging given that the drainage mechanism used in this study is simplified, with 
the timing of drainage scaled by ice thickness and not accounting for important 
influences such as the weight of water in the lake basin or the local stress regime [Van 
der Veen et al., 2007; Krawczynski et al., 2009; Clason et al., 2012].  
5.5.2 Subglacial water pressure 
5.5.2.1  Subglacial water pressure spikes 
The inclusion of the lake filling / drainage mechanism in the calculation of moulin 
input hydrographs not only introduces a lag time between the arrival of meltwater at a 
moulin and its entrance into the subglacial system, but also increases the variability of 
Q into the moulin. Consequently, spikes in subglacial water pressure occur following 
lake drainage events in ~50% of all moulins. In contrast, pressure spikes were not 
observed in any of the subglacial water pressure series in the ‘open’ moulin model run. 
Relatively rapid increases in subglacial pressures were, however, observed in mid-May 
in the ‘open’ moulin model run (Figure 5.29a), however these pressure rises were not 
nearly as rapid as they were in the lake filling / drainage scenario model run and did 
not necessarily reach ice overburden pressure (Figure 5.29b). This supports one of the 
key conclusions of the more hypothetical modelling work of Schoof [2010], that it is the 
variability of surface meltwater inputs which has the greatest impact on subglacial 
water pressures. This is significant as it is rapid increases in subglacial water pressure 
that is most likely to cause short-term uplift and velocity increases [e.g. van de Wal et 
al., 2008; Bartholomew et al., 2010; Pimentel and Flowers, 2010; Schoof; 2012; Sundal 
et al., 2011].  
5.5.2.2  Association of pressure spikes with early melt season short-term 
velocity speed-ups 
It is possible to associate the early melt season modelled spikes in water pressure to 
short-term (< 24 hours) velocity speed-ups observed on both valley glaciers and the 
GrIS, which are often associated with a pattern of uplift and subsequent downward 
movement of the ice surface [e.g., Iken et al., 1983; Zwally et al., 2002; Mair et al., 2003; 
Das et al., 2008; Tedesco et al., in review; Bartholomew et al., 2012]. Although it is 
appreciated that the conditions of the simulated subglacial system in this study are not 
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entirely realistic as the conduits are empty rather than pressurized at the beginning of 
the model run, the effect of a rapid inflow of water due to a lake drainage event early in 
the melt season is considered to be similar to the effect which would be observed in 
reality. For example, the modelled pressure rapidly rises from a pressure which is close 
to atmospheric pressure, whereas in reality, the pressure would likely rise from a level 
which is close to ice overburden pressure to a level above ice overburden pressure. The 
implications for ice dynamics, however, are expected to be similar.  
Although evidence suggests that observed short-term speed-ups early in the melt 
season on the GrIS are the result of lake drainage events [e.g., Zwally et al., 2002; Das 
et al., 2008; Tedesco et al., in review], observed short-term early season speed-ups on 
valley glaciers, often known as ‘spring events’, have often been attributed to the sudden 
increase in surface meltwater availability that is capable of ‘unblocking moulins’ and 
increasing the magnitude and diurnal variability of water into them [e.g., Iken, 1981; 
Nienow et al., 1998; Mair et al., 2003; Willis et al., 2003; Anderson et al., 2004;  
Bingham et al., 2008]. A key issue of debate is whether short-term speed-ups on the 
GrIS are possible through a similar process. As modelled spikes in water pressures 
(which reach ice overburden pressure) in the early part of the melt season are found to 
be solely caused by lake drainage events in this study (Figure 5.29b) and are not 
produced when ‘open’ moulins are present (Figure 5.29a), lake drainage events are 
considered to be a prerequisite for pressure spikes in the early melt season on the 
GrIS, and thus possible short-term velocity speed-ups. In contrast to valley glaciers, 
this finding is likely the case for the GrIS due to its significantly thicker and colder ice. 
Thus, lake drainage by hydrofracture is required as a mechanism to force a large 
volume of water rapidly to the bed in order to produce a spike in subglacial water 
pressure.  
In agreement with the observations made by Hoffman et al. [2011], single supraglacial 
lake drainage events in this study were able to produce increases in water pressure 
over distances of up to ~5 km up and down glacier. Thus, the effect of increased 
subglacial water pressures on ice velocities may be significant over a large area of the 
ice sheet bed. This effect, combined with the possible effects of longitudinal coupling 
[c.f. Bingham et al., 2003; Price et al., 2008; Bartholomew et al., 2012], may lead to a 
short-term velocity speed-up over an even larger area of the ice sheet.  
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5.5.2.3  Sustained high pressure events  
In some moulins, sustained periods of high subglacial water pressure rather than 
spikes in subglacial water pressures are observed following lake drainage events 
(Figure 5.30b). Whilst it might be expected that sustained high pressures following 
surface to bed connection should not occur as conduits would enlarge through wall melt 
to accommodate the larger fluxes of water now entering them and water pressures 
should drop [e.g., Rothlisberger, 1972], what occurs in this study is that Qs into 
moulins keep increasing at such a rate that the conduits cannot enlarge fast enough to 
reach a steady-state, and therefore fail to show the expected inverse relationship 
between water pressure and Q for a channelized system [Spring and Hutter, 1981; 
Kamb, 1987; Bartholomew et al., 2012]. The result is that periods of sustained water 
pressures are produced over some areas of the bed.   
As previously mentioned in Section 5.4.2, the moulins which experience the longest 
periods of sustained water pressures are those which are located on the main channels 
of the drainage system, and / or are those moulins with large supraglacial catchments 
with a high availability of runoff. This is because once a lake has drained, a sustained 
inflow of high Q is required in order for pressures to also be sustained. To illustrate 
this point, two moulins, 532 and 564 (which experience longer periods of sustained high 
pressure in the lake filling / drainage scenario (Figure 5.30b) than in the ‘open’ moulin 
scenario (Figure 5.30a)), are considered (Figure 5.28). As previously mentioned in 
Section 5.5.1.2, once Lake 532 has drained, meltwater inflow Q to the moulin is high 
due to its large supraglacial catchment (which includes Lakes 439, 482, 494, 495, and 
510) (Figures 5.5 & 5.26a). Thus, following the drainage of Lake 532, although no 
moulins upstream of 532 are ‘open’, high water pressure in 532 is sustained. In 
contrast, although Lake 564 (~4 km downstream from 532) does not drain and 
therefore cannot receive water supraglacially, it receives a high Q of water subglacially 
after the drainage of Lake 532 (Figure 5.25b). Therefore, following the drainage of Lake 
532, high water pressure is sustained in both 532 and 564, but due to two different 
mechanisms (Figure 5.30b).  
It is interesting that for some moulins (e.g., 468 and 494), subglacial water pressure 
graphs show periods of sustained pressure for both the ‘open’ moulin scenario and the 
lake filling / drainage scenarios (Figure 5.29). This indicates that rapid inflows of water 
associated with lake drainage events are not a prerequisite for sustained high 
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pressures, but they may occur simply in response to an increase in magnitude and 
variability of moulin meltwater input Qs due to the retreat of the snowline. Several 
previous studies have shown that the retreat of the snowline can result in an increased 
magnitude and diurnal amplitude of supraglacial recharge rates to moulins, and it has 
been suggested that it is this process which is important in driving the pressure 
perturbations necessary to destabilize linked cavities within a distributed system and 
convert it to a more channelized system, and in the process cause accelerations in ice 
velocity [e.g., Nienow et al., 1998; Willis et al., 2002; Bingham et al., 2006; 
Bartholomew et al., 2011a].  
5.5.2.4  Association of sustained high pressure events with mid-melt season 
longer-term speed-ups 
It is possible to associate the modelled sustained periods of high pressure from early 
June to late July with the longer-term (days to weeks) speed-up on the GrIS, often 
referred to as the ‘summer regime’ when average summer ice velocities are higher than 
they are in winter [Joughin et al., 2008; Van de Wal et al., 2008; Shepherd et al., 2009; 
Bartholomew et al., 2010; Hoffman et al., 2011; Palmer et al., 2011; Colgan et al., 2012]. 
However, whether lake drainage events are a requirement for longer-term summer 
speed-up is a subject of debate. Shepherd et al. [2009] attribute increased average ice 
velocities in summer to the drainage of large supraglacial lakes which are thought to 
result in sustained subglacial water pressures for a few days [Box and Ski, 2007]. 
However, as observed by Das et al., [2008], Hoffman et al., [2011], and Tedesco et al., 
[in review], lake drainage events appear to have little long lasting effect on ice 
dynamics with ice velocities returning to values from prior to the event within a day of 
the lake drainage event. Hoffman et al. [2011] also found that less than half of 
drainages from lakes > 0.5 km in diameter affected summer ice velocity data for 
western Greenland. Additionally, Palmer et al. [2011] showed that the areas of highest 
summer speed-up were not only highly correlated with the predicted distribution of 
topographic sinks where supraglacial lakes typically form, but were also highly 
correlated with areas of high modelled surface runoff and the predicted locations of 
large scale meltwater channels on the ice sheet surface. Thus, as only 5% of available 
surface runoff on Russell Glacier, west Greenland, is estimated to be stored in 
supraglacial lakes [Shepherd et al., 2009], the majority of the remaining 95% of surface 
melt (which does not refreeze at an intermediate depth, or run off supraglacially from 
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the ice sheet), is thought to reach the bed through moulins or crevasses and affect ice 
velocities [Palmer et al., 2011]. While also considering the results of the previous 
studies mentioned above, as periods of sustained subglacial water pressure in this 
study are produced in both the ‘open’ moulin and lake filling / drainage scenarios, it can 
be concluded that lake drainage events are not a direct requirement for periods of 
sustained high water pressure which may result in longer-term ice velocity speed-ups. 
5.5.2.5  Association of high amplitude diurnal cycles in pressures with mid- 
to late melt season diurnal velocity variations 
Although this and other studies suggest that lake drainage events are not necessarily 
required in order to produce sustained water pressures, lake drainage events are likely 
to play a key role in opening up moulins which are subsequently able to rapidly 
transport large quantities of water from the surface to the ice-bed interface for the 
remainder of the melt season. Therefore, from the middle of the melt season onwards, 
if direct routes from the surface to the bed exist (i.e. moulins), if melt rates are high 
enough, and if the diurnal variability of inflow into moulins is sufficiently large, short-
term diurnal variations in velocity are physically plausible [Pimentel and Flowers, 
2010; Schoof, 2010]. Such variations have been observed both on valley glaciers and the 
GrIS [i.e., Iken and Bindschadler, 1986; Nienow et al., 2005; Bartholomaus et al., 2008; 
Mair et al., 2008; Shepherd et al. 2009; Hoffman et al., 2011; Bartholomew et al., 2012]. 
Thus, it is possible to associate the high amplitude diurnal cycles in subglacial water 
pressure modelled in this study (which periodically reach ice overburden pressures (i.e. 
k = ~1.11)) from early July onwards for both the ‘open’ moulin and lake filling / 
drainage scenarios (Figures 5.29, 5.30, and 5.34), to potential diurnal variations in ice 
velocity. Therefore, in contrast to the early part of the melt season, in the latter part of 
the melt season (i.e. from early to mid-July onwards), lake drainage events do not 
appear to be a requirement for short-term variations in ice velocity assuming that 
direct routes for meltwater to travel from the surface to the bed have already been 
created. 
5.5.2.6  Evolution of subglacial water pressures during the melt season 
Both Shepherd et al. [2009] and Hoffman et al. [2011] observed that diurnal velocity 
cycles on the GrIS were superimposed on a gradual deceleration of average night time 
velocities from the increased velocities of the ‘summer regime’ earlier in the melt 
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season. This deceleration is likely due to the subglacial drainage system becoming 
more efficient through the melt season in response to an increased volume and 
variability of meltwater inflow. The result is that large volumes of meltwater can 
rapidly travel through the system without temporally increasing water pressures 
[Schoof, 2010; Pimentel and Flowers, 2011]. As previously mentioned in Section 5.5.2, 
this upglacier transition from a primarily inefficient to primarily efficient subglacial 
system in this study is inferred from the upglacier transition over the course of the 
melt season from: i) small to large conduit CSAs; ii) high to low average water 
pressures; and iii) a low to high diurnal range in water pressure (Figures 5.33 and 
5.34). These changes are analogous to changes from ‘distributed’ to ‘channelized’ 
drainage discussed in other studies. As has also been observed in numerous other 
studies, the upglacier transition follows the gradual increase in runoff availability due 
to decreased snow cover and thus increased melt rates, decreased storage in the 
snowpack, and decreased travel times across the ice surface [e.g., Nienow et al., 1998; 
Barthomomew et al., 2010, 2011b; Colgan et al., 2012]. For the model run with the 
inclusion of the lake filling / drainage mechanism, the opening of moulins at 
progressively higher elevations also moderates when and where surface meltwater 
reaches the bed. Growth of the efficient subglacial system therefore follows upglacier 
development of supraglacial drainage and proceeds in a stepwise manner as more 
input points (i.e. moulins)  become active [Nienow et al., 1998; Bartholomew et al., 
2011a].  
As a k value of 0.925 produced a subglacial catchment feeding the ASIAQ gauging 
station that was of a size that produced the best match between measured proglacial Q 
and total modelled runoff (Figure 5.8), it might be expected that average subglacial 
water pressures calculated by the hydrological model should also be close to ice 
overburden pressure. However, the average modelled k value across the catchment and 
through the melt season is closer to 0.7. There are several reasons why this average 
modelled k value is lower than 0.925. First, the model is inherently channelized and 
does not explicitly calculate water pressures in a distributed system which, in reality, 
likely surrounds the subglacial channels [c.f. Hubbard et al., 1995]. An inverse 
relationship between steady-state (long-term average) Q and water pressure is 
expected in channels so that as discharge increases during the summer, the water 
pressure drops [Rothlisberger, 1972; Spring and Hutter, 1981]. However, water 
pressure would be expected to remain high throughout the summer in a distributed 
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system. Thus, by modelling the channelized part of the drainage system, the water 
pressure calculations are biased towards the lower end of the spectrum. Second, 
conduits have a minimum CSA of 0.5 m2, and thus they cannot close down completely, 
increasing water pressures to overburden. Instead, water pressures in the modelled 
channels remain artificially low, and even drop to atmospheric, when long-term 
average discharges are low. This will also bias the water pressure calculations to lower 
values. Thus, it is clear from this study that while it might be possible to define an 
‘average’ k value for an entire catchment through an entire melt season, in reality 
there will be places and times where values are above and others where values are 
below this average. In particular, results indicate a general upglacier transition from a 
prominently high pressure to elements with gradually decreasing pressure through the 
melt season.  
5.5.2.7  Relation to marine-terminating glaciers 
As discussed in Chapter 2 (Section 2.1.3.2), in addition to increased lubrication at the 
bed due to surface melt, the thinning rates of marine-terminating glaciers are also 
effected by various factors which influence the rate of calving at the glacier front. 
These include: i) the breakup of the seasonal ice mélange [Joughin et al., 2008b; 
Amundson et al., 2010]; ii) the un-grounding of ice near the terminus [Luckman et al., 
2006; Howat et al., 2007; Nick et al., 2009]; and iii) the submarine melting of calving 
faces and ice shelves [Rignot et al., 2010; Straneo et al., 2010]. These processes will 
likely become more effective in years to come if ocean temperatures continue to 
increase [e.g. Holland et al., 2008; Seale et al., 2011]. Thus, although all of the 
phenomena modelled and discussed earlier in this chapter (i.e., spikes in water 
pressures, sustained water pressures, diurnal short-term pressure increases, and the 
evolution of the drainage system through the melt season) will also apply to marine-
terminating glaciers, this group of glaciers will also be highly influenced by changes at 
the calving front. Therefore, for marine-terminating glaciers, varying ice velocities in 
response to varying surface melt rates and lake drainage events may be masked to a 
certain degree. However, with the exception of bed lubrication by surface melt, all of 
these processes will only operate if the outlet glacier terminates in a body of relatively 
deep water. Thus, as these processes will shut down once the margin retreats onto 
bedrock above sea level, or above the level of deep proglacial lakes, marine-terminating 
may ultimately only be affected by the dynamical effect of increased surface meltwater 
accessing the bed. 
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5.6 Summary and conclusions 
This chapter has focused on the application of a physically based, time-dependent, 
distributed subglacial routing model to the Paakitsoq region for the melt season of 
2005. The model was driven using moulin input hydrographs calculated by the SRLF 
model (Chapter 4) (which was forced with the distributed runoff calculated by the SMB 
model (Chapter 3)) for various lake filling / drainage scenarios. The model was 
evaluated by comparing the modeled proglacial Q with that measured at the ASAIQ 
gauging station. Spatially and temporally varying subglacial water pressures were 
subsequently analyzed. The main findings are summarized below.  
 Comparison of total modelled net runoff over the supraglacial catchment feeding 
the gauging station with the total measured proglacial Q at the gauging station 
indicated that a k value of 0.925 was most appropriate. k = 0.925 was thus used to 
determine the size and shape of the subglacial catchment feeding the ASIAQ 
gauging station in order to predict paths of subglacial conduits by upstream area 
analysis using Shreve’s [1972] formulation combined with the LCIA. 
 The best correlation (RMSE = 25.8 m3 s-1, Nash Sutcliffe coef. = 0.453) between 
measured and modelled proglacial Q was produced when surface lakes were able to 
drain if their volume became equal to that of a 2 m wide, 500 m long crevasse to 
the base of the ice sheet. From this, it was inferred that allowing lakes to fill then 
drain is more realistic than simply assuming that all moulins are permanently 
‘closed’ or ‘open’. 
 A general upglacier transition from relatively high average pressure in moulins 
with low amplitude diurnal cycles (i.e. an inefficient system) to lower average 
pressure in moulins and higher (then subsequently lower) amplitude cycles (i.e. an 
efficient system) through the melt season was observed. This transition was 
inferred to be analogous with the upglacier transition from a predominantly 
distributed, to predominantly channelized, subglacial drainage system due to an 
increase the magnitude and variability of meltwater inputs to moulins. 
 Patterns and characteristics of modelled water pressure through the melt season 
were associated with observed changes in ice velocity through the melt season. For 
example, the spikes in subglacial water pressure resulting from supraglacial lake 
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drainage events which occurred early in the melt season were associated with 
periods of observed short-term (< 24 hours) speed-up on the GrIS [e.g., Das et al., 
2008; Tedesco et al., in review]. In contrast, during the middle period of the melt 
season some moulins experienced periods of sustained water pressure which were 
not necessarily a direct result of lake drainage events. These periods of sustained 
high pressure were associated with observed periods of longer-term (days to weeks) 
summer speed-up [e.g., Bartholomew et al., 2010; Hoffman et al., 2011; Palmer et 
al., 2011]. The modelled high amplitude diurnal cycles in water pressure 
superimposed on a generally declining water pressure trend from mid- to late melt 
season were associated with observed diurnal cycles in velocity on the GrIS, 
superimposed on a gradual deceleration from the observed longer-term speed-up 
earlier in the melt season [Shepherd et al., 2009; Hoffman et al., 2011; 
Bartholomew et al., 2012]. Thus, although it was found that supraglacial lake 
drainage events were not required to produce either sustained water pressures, or 
diurnal cycles in water pressures in the latter part of the melt season, lake 
drainage events were required in order to produce very short-term spikes in water 
pressure, and to open up moulins which then act as direct, rapid routes for surface 
meltwater to reach the ice sheet bed for the remainder of the melt season.
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6. Conclusions 
The aim of this thesis was to develop a high spatial (100 m) and temporal (1 hour) 
resolution, physically based, time-dependent hydrological model and apply it to the 
~2,300 km2 Paakitsoq region, western Greenland, and drive it, calibrate it, and 
evaluate it using real data. This study was motivated by a need to better understand 
how the subglacial hydrological system of the GrIS evolves in space and time in 
response to varying surface water inputs due to melt and lake drainage events. Of key 
interest were the modelled spatially and temporally varying water pressures which 
were required to help explain patterns of surface velocity and uplift found by recent 
field-based geophysical studies [e.g., Zwally et al., 2002; Das et al., 2008; Bartholomew 
et al., 2010; 2011; 2012; Hoffman et al., 2011; Tedesco et al., in review]. This was 
important, as prior to this study, modelling studies that had attempted to incorporate 
hydrological theory into a time-dependent modelling framework to investigate specific 
attributes of ice sheet hydrological behaviour had been few, and largely small-scale, 
hypothetical and idealised [e.g., Pimentel and Flowers, 2010; Schoof, 2010; 
Bartholomew et al., 2012]. There had been little attempt to explain patterns of ice 
velocity and uplift through a physically based, time-dependent, distributed, 
hydrological modelling approach applied to a real situation on the GrIS. 
6.1 Achievement of research objectives 
In Chapter 1, three research objectives were outlined, one for each key component of 
the complete ice sheet hydrology model. A summary of how each of these objectives was 
achieved and the main findings in each case are outlined below. 
 Develop and apply a SMB model to the Paakitsoq region (Chapter 3) 
The objective of the SMB modelling was to calculate hourly runoff for each grid cell to 
feed into the SRLF model (discussed in Chapter 4). By adjusting key parameter values 
to minimize the error between modelled output and measured surface height and 
albedo measurements from the three GC-Net weather stations, JAR 2, JAR 1, and 
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Swiss Camp, model calibration showed that the same set of optimal key parameters 
(fresh snow density (400 kg m-3); elevation-dependent precipitation gradient (14% 
increase per 100 m); and threshold temperature for solid / liquid precipitation (2 °C)) 
were appropriate for both 2000/01 and 2004/05. The first stage of model evaluation, 
involving the comparison of modelled snowline position with that delineated from 
Landsat imagery, showed that the average percentage of mismatched grid cells for 
2000/01 and 2004/05 were relatively low at 9.6% and 12.1% respectively. The second 
stage of model evaluation, involving the comparison modelled albedo with that 
retrieved from the MODIS sensor MOD10A1 product, showed that although there was 
generally a good correspondence between gridded modelled albedo and MODIS-derived 
snow albedo, the model tended to overestimate (underestimate) albedo values at the 
higher (lower) end of the range compared to MODIS values. 
Through the calculation of the average seasonal cycles of the SEB components, the net 
shortwave flux was found to be the dominant factor governing surface melt variability 
in the ablation area, whereas the net longwave flux was the main energy loss. The 
spatial variability in annual net mass balance, runoff, accumulation, and refreezing 
across the model domain was evaluated, and from this, it was calculated that 6% of all 
meltwater and rainwater at the surface refroze in the snowpack and did not become 
runoff; refreezing accounted for 31% of the average net accumulation.  
 Develop and apply a surface water routing and lake filling (SRLF) 
model to a subset of the Paakitsoq region (Chapter 4) 
The objective of the SRLF modelling was to calculate moulin input hydrographs to feed 
into the subglacial routing model (discussed in Chapter 5). The SRLF model took the 
time-series of runoff calculated by the SMB model over the area and calculated flow 
paths and water velocities over the snow / ice covered surface, routing the water into 
topographic depressions which either contained an existing moulin (at the deepest part 
of the depression), or could fill to form lakes. The model was calibrated against field 
measurements of a filling lake in the study area during June 2011 and was able to 
calculate the filling rate of the instrumented lake with a high-degree of accuracy. 
Importantly, the filling rate of the instrumented / modelled lake was found to depend 
on melt and water routing from both the immediate lake catchment and from 
overflowing lakes in upstream catchments.  
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 Develop and apply a subglacial routing model to the Paakitsoq region 
(Chapter 5) 
The objective of the subglacial routing modelling was to route water from the base of 
moulins through a defined subglacial drainage system to the proglacial outflow point. 
The model was driven using moulin input hydrographs calculated by the SRLF model 
(from Chapter 4) (which was forced with the distributed runoff calculated by the SMB 
model (from Chapter 3)) for various lake filling / drainage scenarios. For one such 
scenario, supraglacial lakes were able to drain by a simulated hydrofracture 
mechanism if they reached a critical volume. When the model was evaluated by 
comparing the modeled proglacial Q with that measured at the ASAIQ gauging station, 
the best correlation between measured and modelled proglacial Q was produced when 
surface lakes were able to drain if their volume became equal to that of a 2 m wide, 500 
m long, crevasse to the base of the ice sheet. From this, it can be inferred that allowing 
lakes to fill then drain is more realistic than simply assuming that all moulins are 
‘open’. 
A general upglacier transition from narrow conduits with water at high average 
pressures with low amplitude diurnal cycles (i.e. an inefficient system), to wider 
conduits with lower average water pressures and higher (and then subsequently lower) 
amplitude cycles (i.e. an efficient system) through the melt season, was observed. This 
transition was thought to be analogous to the frequently observed upglacier transition 
from a predominantly distributed to predominantly channelized subglacial drainage 
system due to an increase the magnitude and variability of meltwater inputs to 
moulins through a melt season [e.g., Nienow et al., 1998; Barthomomew et al., 2010, 
2011b; Colgan et al., 2012].  
The patterns and characteristics of modelled water pressures through the melt season 
were found to vary in a manner consistent with seasonal velocity observations made by 
others. For example, supraglacial lake drainage events which occurred early in the 
melt season (early May to mid-June), and were found to result in spikes in subglacial 
water pressures in ~50% of cases, were linked with short-term (< 24 hours) speed-ups 
which have often been observed on the GrIS [Zwally et al., 2002; Das et al., 2008; 
Tedesco et al., in review]. In contrast, later in the melt season (mid-June to mid-July), 
some moulins experienced periods of sustained water pressure which were not 
necessarily a direct result of lake drainage events. These periods of sustained high 
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pressure were associated with periods of longer-term (days to weeks) summer increases 
in ice velocities which are frequently observed on the GrIS [e.g., Shepherd et al., 2009; 
Bartholomew et al., 2010; Hoffman et al., 2011; Palmer et al., 2011]. The modelled high 
amplitude diurnal cycles in water pressure superimposed on a generally declining 
water pressure trend from mid- to late melt season were associated with observed 
diurnal cycles in velocity, superimposed on a gradual deceleration from the observed 
longer-term speed-up earlier in the melt season [Shepherd et al., 2009; Hoffman et al., 
2011; Bartholomew et al., 2012]. 
6.2 Synthesis of conclusions 
As mentioned above, an important finding of this study was that although rapid lake 
drainage events were required to create short-term (< 24 hours) spikes in water 
pressures on the GrIS, lake drainage events were not required for the production of 
longer-term (days to weeks) sustained water pressures, assuming that ‘open’ moulins 
were present, and able to transport rapidly large volumes of surface runoff to the base 
of the ice sheet.  This supports inferences drawn on the basis of analysis of data 
collected in a few recent field-based geophysical studies, that the direct inflow of runoff 
into moulins may be more important for the seasonal velocity response of the GrIS 
than supraglacial lake drainage events [Palmer et al., 2009; Hoffman et al., 2011; 
Bartholomew et al., 2012]. 
Results of this study have indicated that periods of sustained subglacial water pressure 
are generally produced in moulins located on the main trunks of the arborescent 
channel network with at least one upstream ‘open’ moulin, and / or in moulins located 
in the upper branches of the network, where the moulin is fed by a large supraglacial 
catchment delivering a high volume of runoff. Thus, in agreement with Palmer at al. 
[2011], this study supports the suggestion that the areas of the ice sheet likely to 
experience the longest periods of summer speed-up are those which not only have a 
high density of topographic sinks where supraglacial lakes (and often moulins) 
typically form, but also have a high availability of surface runoff with large-scale 
supraglacial meltwater channel networks. This is because, although the rapid drainage 
of supraglacial lakes is initially required to create moulins which are able to rapidly 
route surface runoff to the bed for the remainder of the melt season, a large supply of 
surface runoff is also required to produce sustained high water pressures.  
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If surface melt rates on the GrIS continue to increase, enabling supraglacial lakes to 
drain earlier in the melt season and higher up on the ice sheet [Selmes et al., 2011; 
Liang et al., 2012], more moulins are likely to be present for a longer time period to 
rapidly transport diurnally varying surface runoff to the bed [Catania and Neumann, 
2010]. Therefore, as the climate warms, one possible scenario is that the effect of 
sustained water pressures promoting high ice velocities will be significant for a longer 
time period and over a larger proportion of the bed; the result will be an increase in the 
rate of ice loss from the ice sheet.   
However, as briefly discussed in Chapter 1, a key question is how the GrIS subglacial 
hydrological system will evolve over decadal and longer timescales in response to 
increased surface melt. If the hydrological system of the GrIS behaves like that of a 
valley glacier, it has been argued that increased surface melting will lead to a 
reduction in summer ice velocities in the GrIS compared with the present [e.g. van de 
Wal et al., 2008; Bartholomew et al., 2010; Sundal et al., 2011]. It is thought that the 
transition from a predominantly inefficient drainage system to a channelized one is 
crucial in reducing the impact of high meltwater availability on ice velocity. If this 
transition occurs earlier during the melt season it may reduce the time period over 
which high water pressures (and therefore ice velocities) can occur [e.g., Joughin et al., 
2008; van de Wal et al., 2008; Schoof, 2010; Pimentel and Flowers, 2011; Sundal et al., 
2011]. For example, Sundal et al. [2011] found that the period of ice speed-up in 
warmer years for a land-terminating marginal area in south west Greenland was three 
times shorter than in cooler years, and, overall, summer ice velocities were slower 
within their study region. 
However, there are two alternative scenarios for how water pressures (and thus ice 
velocities) are likely to respond to increased surface melt in land-terminating regions of 
the GrIS. The first is that is that if, during warmer melt years, a region further inland 
of the Sundal et al. [2011] study region is considered, where the subglacial system is 
still predominantly inefficient (i.e. distributed), and where lakes are likely to be filling 
and draining earlier than they would in cooler years, an increase in average summer 
velocities may be expected. Therefore, as the climate of Greenland warms, it might be 
expected that the region of the ice sheet which has a predominantly distributed 
subglacial drainage system for the majority of the melt season, and so is therefore 
likely to experience the highest subglacial water pressures and thus the largest 
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increase in average ice velocities, will migrate inland on an annual basis. As a result, 
ice further inland may be transported to lower elevations where, if it enters the 
ablation zone, it will experience higher surface melt rates, and thus higher rates of 
surface runoff and net mass loss. The net effect may be an increase in the rate of mass 
loss to the ocean. 
In contrast to the scenario discussed above, the other possible scenario is that although 
increased surface melting is likely to lead to decreased ice velocities if steady-state 
theory is considered, it is unlikely that steady-state conditions ever actually exist in 
reality [Rothlisberger, 1972]. This is because although subglacial conduits may be able 
to adjust in size to accommodate variations in meltwater discharge over a timescale of 
days or more [e.g. Rothlisberger, 1972; Cutler, 1998; Schoof, 2010], the rate of delivery 
to the subglacial system can vary over much shorter timescales. Therefore, as shown 
and discussed in Chapter 5 (Sections 5.5.2.1 and 5.5.2.3), as conduits cannot enlarge at 
a fast enough rate to maintain a steady-state, water is accommodated in the system by 
either temporary spikes in pressure, or longer-term sustained periods of high pressure, 
depending on the timescale over which, and rate at which, meltwater inflow rates 
change.  Not only did this study model spikes in pressure in the early melt season 
when the drainage system was of a relatively small capacity, but sustained periods of 
high pressure and diurnal spikes in pressure were also produced from mid- to late melt 
season when the system was more efficient.  
Thus, the results of this study are in agreement with others that the temporary 
imbalance between the rate of water delivery to the subglacial drainage system and its 
ability to transmit and evacuate that water is accommodated by temporary spikes in 
subglacial water pressure even when the drainage system has become more efficient 
[Roslisberger and Lang, 1987; Schoof, 2010; Bartholomew et al., 2012]. This study also 
suggests that if this imbalance continues for a period of days to weeks, a sustained 
period of high water pressure, rather than a spike, may be produced, even if the 
drainage system is relatively efficient. Using this logic, it is possible that the increased 
summer ice velocities on the GrIS occur because over-pressurized conditions are 
common on the rising limbs of meltwater inflow hydrographs into the subglacial 
system, regardless of the structure of the subglacial system, as the system is 
continuously given larger quantities of water than it was before [Bartholomew et al., 
2012]. The late melt season reduction in ice velocities would therefore be due to a 
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decline or stabilization of water input, which would allow the system to accommodate 
water at lower pressures. Thus, although the development of an efficient subglacial 
drainage system would be a prerequisite for late season reduction in ice velocities, it is 
not sufficient to cause a reduction in subglacial water pressure without a reduction in 
meltwater input relative to the capacity of the system [Bartholomew et al., 2012]. 
Therefore, if the magnitude and variability of meltwater input into moulins were to 
remain high through the majority of the melt season, despite an earlier switch from a 
predominantly distributed to channelized system, average ice velocities are likely to 
stay high for the majority of the melt season. Thus, given this scenario, if average air 
temperatures over the GrIS continue to increase, an increase in summer ice velocities 
would also be expected. 
In summary, whether average ice velocities on the GrIS are likely to accelerate or 
decelerate in response to increased melt rates is likely to depend strongly on the links 
and feedbacks between the rate at which the subglacial drainage system can adjust to 
accommodate discharge at lower pressures, and the variably and magnitude of the 
inflow into the drainage system.  
6.3 Future research directions 
This thesis has highlighted some key ideas for future research. These are briefly 
discussed below: 
 As previously discussed in Chapter 5, the subglacial hydrology model cannot 
explicitly simulate the transition from a distributed to channelized subglacial 
drainage system, although the modelled behaviour of the drainage system 
through space and time is analogous to an upglacier transition from a 
predominantly distributed to predominantly channelized drainage system.  
Thus, an improvement to the current model would be to include a more 
physically based representation of a distributed system, including the 
interaction of channelized and distributed components, and the evolution of a 
predominantly distributed system to a predominantly channelized system and 
back again in response meltwater inflow variability throughout the melt 
season. 
 Although links and feedbacks between subglacial water pressures and basal 
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sliding are a key aspect of the behaviour of real glacier hydrological systems 
(see Chapter 2, Section 2.2.3), the modelling approach used in this study does 
not explicitly account for this process. Additionally, although the ice sheet 
surface is assumed to be static in this study, a time-dependent, evolving, 
surface, in response to changes in the 3-D stress regime induced by changes in 
basal sliding, would be more realistic. Thus, a future modelling challenge 
should focus on coupling the existing melt / hydrology model to a high-
resolution ice flow model. The key output from such a model would be spatially 
and temporally varying patterns of the 3-D ice velocity and strain fields in 
response to varying subglacial water pressures. In the first instance this 
combined melt/hydrology/ice flow model could be applied to the Paakitsoq 
region and could be tested against previously observed changes in the ice sheet 
surface velocity field derived from differential Global Positioning Systems 
(dGPS) deployed on the ice, as well as from satellite based Interferometric 
Synthetic Aperture Radar (InSAR) and feature tracking data. Then, once it is 
calibrated for this area, it could be upscaled and applied to other parts of the 
GrIS, or ultimately the entire GrIS to improve predictions of future sea level 
rise.  
6.4 Summary 
This thesis has successfully developed a high spatial and temporal resolution, 
physically based, time-dependent hydrological model and applied it to the Paakitsoq 
region of western Greenland. When evaluated against observed measurements, the 
model was able to calculate spatially and temporally varying melt and runoff, the 
surface routing of water and the filling of lakes, and the proglacial discharge to a high 
degree of accuracy. Of key importance were the patterns and characteristics of the 
calculated subglacial water pressures which were the found to show strong similarities 
with, and to help explain, patterns of surface velocity and uplift found by recent field-
based geophysical studies. A key question is whether average annual ice velocities for 
land-terminating regions of the GrIS are likely to increase or decrease in response to 
increasing rates of surface melt as the climate warms. The answer to this is likely to 
depend strongly on the balance between the rate at which the subglacial drainage 
system is able to adjust to accommodate and evacuate discharge at lower pressures, 
and the variability and magnitude of the inflow of water into the drainage system. In 
order to produce a more quantitative answer to this question, future modelling 
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challenges should focus on developing a coupled melt / hydrology / ice flow model which 
would be used to investigate how future increases in surface melt magnitude and 
extent in response to various scenarios of regional climate change will impact on the 
flow, geometry, and, importantly, the mass balance of the entire ice sheet. This is of 
key importance in order to determine the time-dependent sensitivity and response of 
the ice sheet’s dynamics to an increasingly warmer climate, and thus improve the 
IPCC’s predictions of future sea level rise. 
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