A celebrated theorem of Balas gives a linear mixed-integer formulation for the union of two nonempty polytopes whose relaxation gives the convex hull of this union. The number of inequalities in Balas formulation is linear in the number of inequalities that describe the two polytopes and the number of variables is doubled.
Introduction
Linear extensions are a powerful tool in linear optimization, since they allow to reduce an optimization problem over a polyhedron P to an analogous problem over a second polyhedron Q, that may be describable with a smaller system of linear constraints. For this reason, a number of recent studies (e.g. [4, 8, 14, 17] ) focus on proving upper and lower bounds on the extension complexity of a polytope P , i.e., on the minimum number of linear inequalities needed to describe a linear extension of P . Bounds on the extension complexity hence guarantee (or disprove) the theoretical efficiency of linear programming methods for certain optimization problems.
For practical purposes, the number of additional variables used in a linear extension is also an important parameter, see e.g. [21] . This paper studies the minimum number of variables needed to obtain a linear extension for the convex hull of the union of two polytopes, where the number of inequalities describing the linear extension is polynomially bounded with respect to the number of inequalities in the descriptions of the two polytopes.
Balas formulation for the union of polytopes
For any set X ⊆ R d , we denote by conv(X) the convex hull of X. We recall the following theorem of Balas [1] . Theorem 1. Let P 1 := {x ∈ R d : A 1 x ≤ b 1 } and P 2 := {x ∈ R d : A 2 x ≤ b 2 } be nonempty polytopes. Then
x = x 1 + x 2 ; Ax 1 ≤ λb 1 ; Ax 2 ≤ (1 − λ)b 2 ; 0 ≤ λ ≤ 1}.
The above result can be seen as follows. By definition of the convex hull operator, we have that conv(P 1 ∪ P 2 ) = {x : ∃ (y 1 , y 2 , λ) s.t. x = λy 1 + (1 − λ)y 2 ; Ay 1 ≤ b 1 ; Ay 2 ≤ b 2 ; 0 ≤ λ ≤ 1}. (2) Since P 1 and P 2 are nonempty polytopes, {x ∈ R d : A 1 x ≤ 0} = {x ∈ R d : A 2 x ≤ 0} = {0}. Therefore it is easy to argue that the system in (2) can be linearized by substituting x 1 := λy 1 and x 2 := (1−λ)y 2 to obtain the system in (1) . We refer to [6, Theorem 4 .39] for the case in which P 1 and P 2 are (possibly empty) polyhedra. Note that as conv(P 1 ∪· · ·∪P k ) = conv(conv(P 1 ∪· · ·∪P k−1 )∪P k ), restricting to the case k = 2 is with no loss of generality.
Theorem 1 is fundamental for the geometric approach to Integer Programming, where, given a polytope P ⊆ R d , tighter and tighter polyhedral relaxations of the set S := P ∩ Z d are obtained as convex hulls of union of polytopes. An example of this paradigm is as follows. Given (π, π 0 ) ∈ Z d ×Z, let P 0 := {x ∈ P : πx ≤ π 0 } and P 1 := {x ∈ P : πx ≥ π 0 + 1}.
Then conv(P 0 ∪ P 1 ) ∩ Z d = S and conv(P 0 ∪ P 1 ) ⊆ P . This second containment is strict if and only if π 0 < πv < π 0 + 1 for some vertex v of P . In this case conv(P 0 ∪ P 1 ) is a tighter polyhedral relaxation for S. The split cuts used in Integer Programming, see e.g. Chapter 5 in [6] , are the linear inequalities that are valid for conv(P 0 ∪ P 1 ), for some (π,
Given polytope P ⊆ R d , polytope Q ⊆ R d+m is a linear extension (with m additional variables) of P if there exists an affine map ψ :
. We allow Q = P . In this paper, the only affine maps we consider are orthogonal projections: i.e., Q is a linear extension of
Note that restricting to orthogonal projections is with no loss of generality.
A system of inequalities describing a linear extension Q of P is a formulation of P whose size is the number of inequalities. The extension complexity of P is the minimum size of a formulation of P . Therefore, if we let
then Theorem 1 says that proj x (Q) = conv(P 1 ∪ P 2 ). Furthermore, given formulations of size f 1 and f 2 of nonempty polytopes P 1 and P 2 , we see that the formulation of Q given in (4) has size f 1 + f 2 + 2 and has 2d + 1 variables. Hence the number of constraints is linear in f 1 + f 2 and the number of additional variables is d + 1. (Weltge [20, proof of Proposition 3.1.1] observed that the inequalities 0 ≤ λ ≤ 1 can be omitted from (4) if both P 1 and P 2 have dimension at least 1.) The fact that the formulation of Q has size f 1 + f 2 + 2 has been exploited by several authors to construct small size linear extensions of polytopes that can be seen as the convex hull of the union of a polynomial number of polytopes with few inequalities. These results are surveyed e.g. in [5] , [13] .
While most of the literature focuses on the smallest number of inequalities defining a linear extension of a given polytope, in this paper we focus on the minimum number of additional variables needed in a linear extension. More specifically, we address the following question:
Given formulations of nonempty polytopes P 1 , P 2 ⊆ R d with sizes f 1 , f 2 respectively, let Q be a linear extension of conv(P 1 ∪ P 2 ) whose formulation has poly(f 1 + f 2 ) inequalities. What is the minimum number of additional variables that Q must have?
We stress that in the above question, the property proj x (Q) = conv(P 1 ∪P 2 ) must be satisfied for every choice of nonempty polytopes P 1 , P 2 . If P 1 , P 2 have specific properties, then few additional variables may suffice. For instance, Kaibel and Pashkovich [14] show that when P 2 is the reflection of P 1 with respect to a hyperplane that leaves P 1 on one side, then conv(P 1 ∪ P 2 ) admits a linear extension with only f 1 + 2 inequalities and one additional variable.
Our contribution
Our main result shows that if one constructs a formulation of conv(P 1 ∪P 2 ) whose size is polynomially bounded in the sizes of the descriptions of P 1 and P 2 , then Ω(d) additional variables are needed. In other words, the construction of Balas is optimal in this respect. More specifically, we have the following: Theorem 2. Fix a polynomial σ. For each odd d ∈ N, there exist formulations of nonempty polytopes P 1 , P 2 ⊆ R d of size f 1 and f 2 respectively, such that any formulation of conv(
We then turn to polytopes whose orthogonal projection gives an outer approximation of conv(P 1 ∪ P 2 ). Given ε ≥ 0, we say that a polytope P ′ ⊆ R d is an ε-approximation of a nonempty polytope
In particular, P and P ′ have that same affine hull. So the only ε-approximation of a point is the point itself.
Our second result can be seen as an ε-approximate version of Theorem 2. 
MIP representations and the convex hull property
Under the condition that matrices A, B, C and vector d be rational, the MIP representable sets were characterized by Jeroslow and Lowe [11] , see also Basu et al. [3] for a different characterization. We refer to the recent survey of Vielma [18] on MIP representability.
If P 1 and P 2 are nonempty polytopes, then P 1 ∪ P 2 is a MIP representable set. Indeed a MIP representation of this set can be obtained by imposing integrality on variable λ in the system in (4); see [1] . This is not the only representation of P 1 ∪ P 2 : the famous big-M method gives a representation with f 1 + f 2 + 2 inequalities and only d + 1 variables, where f 1 and f 2 are the sizes of formulations of P 1 , P 2 . So this representation is more compact than the one given by Balas.
If
We say that a MIP representation of P 1 ∪ P 2 has the convex hull property if the two sets in (6) coincide. It follows from Theorem 1 that the MIP representation obtained by imposing integrality on λ in (4) has the convex hull property and it is immediate to check that the one given by the big-M method does not.
The following is a consequence of Theorem 2. This paper is organized as follows. In Section 2 we describe the main idea of our approach, which relies on a counting argument and on the existence of a polytope P ⊆ R d that has d Ω(d) facets and is the convex hull of two polytopes with polynomially (in d) many facets. In Section 3 we develop some geometric tools for the construction of P , which is then obtained in Section 4 via a construction using the Cayley embedding. In Section 5 we prove Theorem 3, while in Section 6 we investigate some implications of Theorem 2 for the technique of lift-and-project (see Theorem 20) .
An outline of the proof
We assume familiarity with polyhedral theory (see e.g. [6, 22] ). Given S ⊆ R d , we denote with conv(S), aff(S) and cone(S) its convex hull, affine hull and conical hull. We also let int(S), relint(S), dim(S) := dim(aff(S)) denote the interior, relative interior, and affine dimension of S. A d-polytope is a polytope of dimension d, and a k-face of a polytope P is a face of P of dimension k.
Our approach to proving Theorem 2 is based on the following lemma relating the number of facets of a linear extension of a given polytope to the number of additional variables. Given a P ⊆ R d , we let f (P ) denote the number of facets of P .
this choice may not be unique). Then, by the binomial theorem, the number of proper faces of Q of dimension at least d − 1 is at most
Let F be a facet of P . Then F is the projection of a face F Q of Q and dim(F Q ) ≥ dim(F ) = d−1. Therefore the number of facets of P is bounded by the number of proper faces of Q of dimension at least d − 1 and by the above argument we have that m = Ω log f (P ) log f (Q) .
We will show later (Theorem 15) that for every odd d ≥ 3 there exists a d-polytope P having d Ω(d) facets which is the convex hull of two polytopes P 1 and P 2 , each having (d−1) 2 facets. Let Q be any linear extension of P with f (Q) = σ(f (P 1 ) + f (P 2 )). It is well-known that Q can be assumed to be full-dimensional. Since The next two sections are devoting to proving Theorem 15, which is the missing ingredient to complete proof of Theorem 2.
3 Some tools
Optimality Cones
We let F (P ) be the set of the nonempty faces of a polytope P .
Let P ⊆ R d be a polytope and let F ∈ F (P ) be a nonempty face of P . An inequality cx ≤ δ defines
The optimality cone of F is the set
We also consider the set C P (F ) :=
Remark 6. Let P ⊆ R d be a nonempty polytope. The following hold:
3. For every F ∈ F (P ), C P (F ) is the polyhedral cone generated by
4. For every F ∈ F (P ), we have C P (F ) = relint C P (F ) .
For every
We iteratively construct subspaces {0} =:
Since the number of k-faces of P is finite, the set
has Lebesgue measure 0. Therefore R d \ S contains a nonzero vector v. Let V i+1 be the linear space generated by V i ∪ {v}. Then dim(V i+1 ) = i + 1 and V i+1 ∩ A = {0}.
The polar of a cyclic polytope
The moment curve in R d is defined as
Given pairwise distinct real numbers t 1 , . . . , t k , the cyclic polytope P Cy (d, t 1 , . . . t k ) is conv(x(t 1 ), . . . x(t k )). It is well-known that, for d and k fixed, the combinatorial structure of a cyclic polytope does not depend on the choice of t 1 , . . . , t k . So we denote such a polytope by P Cy (d, k). In particular (see [9, Section 4.7]):
-polytope with k vertices which is simplicial (i.e., all of its proper faces are simplices). For every subset S of vertices with
be the polar of this translated polytope. Then by the above lemma and [22, Corollary 2.14] we obtain: 
A perturbation of the polar of a cyclic polytope
) is a (d/2 − 1)-simplex and 0 ∈ relint(conv(u 1 , . . . , u d/2 )). Note that the norms of vectors u i can be arbitrarily small. Consider the following polytope: 
2 ) colorful if it is the intersection of d/2 facets, no two of them having the same color. More precisely, a face F is colorful if there exist indices i j , j = 1, . . . , d/2, such that:
Given a colorful face F described as above, let 
Proof. Assume that F is given as in (7). Since
2 ) are d-polytopes by Remarks 9 and 10, by Remark 6 we have that
Again by Remark 6,
where the µ j 's are not all equal to 0 and the ν j 's are not all equal to 0. Since u 1 , . . . , u d/2 belong to V and V ∩ aff C P (F ) = {0} by Lemma 7, every solution to the system
Since by construction conv(u 1 , . . . , u d/2 ) is a (d/2 − 1)-simplex and 0 ∈ relint(conv(u 1 , . . . , u d/2 )), the system
admits a unique (up to scaling) nonzero solutionν j , and furthermoreν j > 0, j = 1 . . . , d/2.
Therefore the system (10) admits a unique (again, up to scaling) solutionμ,ν, and this solution satisfiesμ j =ν j > 0, j = 1 . . . , d/2.
By Remark 6, we have that
4 A polyhedral construction
The Cayley embedding [10] of P 0 and P 1 is the d-polytope
where for a set S ⊆ R d−1 we define notation
Note that given x ∈ R d−1 , the point (x, 1/2) belongs to the Cayley embedding of P 0 and P 1 if and only if x ∈ 1 2 P 0 + 1 2 P 1 . Some extremal properties of the facial structure of the Minkowski sum of polytopes have been investigated, e.g., in [15, 19] . However, to the best of our knowledge the construction below is new.
)-polytopes and P be the Cayley embedding of P 0 and P 1 . Given F 0 ∈ F (P 0 ) and F 1 ∈ F (P 1 ), let F be the Cayley embedding of F 0 and F 1 . Then, given
x ∈ R d , we have that x ∈ F if and only if 0 ≤ x d ≤ 1 and there exist x 0 ∈ F 0 0 and
Lemma 13. Let P 0 , P 1 ⊆ R d−1 be (d − 1)-polytopes and P be the Cayley embedding of P 0 and P 1 . Given F 0 ∈ F (P 0 ) and F 1 ∈ F (P 1 ), let F be the Cayley embedding of F 0 and F 1 . Then F is a face of P if and only if
Proof. By Remark 12 we have that given x ∈ R d , x ∈ P if and only if 0 ≤ x d ≤ 1 and there exist x 0 ∈ P 0 0 and
where β 0 := max{rx : x ∈ P 0 }, β 1 := max{rx : x ∈ P 1 }. Assume now r ∈ C P0 (F 0 ) ∩ C P1 (F 1 ), i.e., rx ≤ β 0 defines F 0 and rx ≤ β 1 defines F 1 . Then if we let γ = α = β 0 − β 1 , we have that by (12) and Remark 12, the inequality (r, γ)x ≤ β 0 is valid for P and is satisfied at equality if and only if x ∈ F . Therefore F is a face of P and (r, α) ∈ C P (F ). This proves the "if" direction of both equivalences in the statement.
Assume now that F is a face of P . Take (r, α) ∈ C P (F ) and let β be such that (r, α)x ≤ β defines F . Then β ≥ max{rx : x ∈ P 0 } and β − α ≥ max{rx : x ∈ P 1 }.
Furthermore since (r, α) ∈ C P (F ), F is the Cayley embedding of F 0 , F 1 , and F 0 , F 1 are both nonempty, the above two inequalities are satisfied at equality. This shows α = max{rx : x ∈ P 0 } − max{rx :
, and let F * be the Cayley embedding of F * 0 , F * 1 . Then F * = F and by the "if" part of the lemma, (r, α) ∈ C P (F * ). Therefore (r, α) ∈ C P (F ) ∩ C P (F * ), a contradiction to 1. of Remark 6, and this concludes the proof of "only if" part. Now Remark 6 and Lemma 13 imply the following:
)-polytopes and P be the Cayley embedding of P 0 and P 1 . Given F 0 ∈ F (P 0 ) and F 1 ∈ F (P 1 ), let F be the Cayley embedding of F 0 and F 1 . Then F is a facet of P if and only if
We now can provide a constructive proof of the following: 
Therefore the Cayley embedding of
facets each, this proves the theorem.
As shown in Section 2, the above theorem implies Theorem 2.
Proof of Theorem 3
The d-dimensional cross-polytope is (see e.g. [22] ): We show that, for every constant ε > 0, any ε-approximation of the cross-polytope must still have an exponential number of facets. We will then invoke Lemma 5 to conclude the proof of Theorem 3.
The following observation allows us to focus on ε-approximations that only use facet-defining inequalities. 
A consequence for lift-and-project
Given P ⊆ [0, 1] d , the lift-and-project method of Balas, Ceria and Cornuéjols [2] iteratively constructs polyhedral relaxations of P ∩ Z n that are the convex hull of the two faces of P defined by x j ≥ 0 and x j ≤ 1, for some j = 1, . . . , d.
We show that even in this restrictive setting, Theorem 2 is the best possible. More precisely, we prove the following: Given polytope Q ⊆ R d and x * ∈ aff(Q), let C be the polyhedral cone generated by the vectors {x − x * : x ∈ Q}. The polyhedron hom(Q, x * ) := x * + C is the homogenization of Q with respect to x * . Note that F is a facet of Q if and only if hom(F, x * ) is a facet of hom(Q, x * ) and all facets of hom(Q, x * ) arise in this way. 
