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1. Introduction
In this paper we study the asymptotic properties of a class of unbiased location
invariant Hill-type heavy tailed index estimators. Let {Xn, n ≥ 1} be an inde-
pendent and identically distributed (i.i.d) sequence with distribution function






, γ ∈ R and 1 + γx > 0,
i.e. there exist normalizing constants an > 0 and bn ∈ R such that
Fn (anx+ bn) −→ Gγ(x) (1.1)
as n → ∞ for all x ∈ R. We write F ∈ D(Gγ) if (1.1) holds and call γ the tail
index.
The applications of the heavy tailed distributions may be found in many
fields such as insurance, finance, climatology and environmental science (cf.
Embrechets et al. (1997)), and the problem of estimating the heavy tailed index
has been studied extensively. For positive γ, Hill (1975) introduced the well
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where X1,n ≤ X2,n ≤ · · · ≤ Xn,n are the order statistics of X1, X2, · · · , Xn.
As an extension of Hill-type estimator for general γ ∈ R, Dekkers et al. (1989)





















(lnXn−i,n − lnXn−k,n)j , j = 1, 2.
In applications both Hill and moment estimators are sensitive to the thresh-
old, sayXn−k,n, and these two estimators are not invariant to the affine transfor-
mation. Fraga Alves (2001) established the scale and location invariant Hill-type
estimator given by









where the intermediate sequences k0 and k satisfy
k = kn = o(n), k0 = o(kn), kn →∞, k0 →∞, as n→∞. (1.2)






holds as t → ∞, where U(t) = F←(1 − 1/t), t ≥ 1, where F←(x) denotes the
inverse function of F (x). Based on the methods provided in Fraga Alves (2001)
and Dekkers et al. (1989), Ling et al. (2007a, 2007b) proposed a kind of loca-
tion invariant moment-type tail index estimator and considered its asymptotic
properties under some second order regular varying conditions.
Meanwhile the problem of searching for the unbiased estimators has been con-
sidered by many authors, see, e.g., Peng (1998), Beirlant et al. (2002), Caeiro
and Gomes (2002), Gomes and Martins (2002, 2004), Peng and Qi (2006a,
2006b), Gomes et al. (2008), Gomes and Henriques (2008), and Qi (2008a, 2008b).
Here we are interested in the class of semi-parametric heavy tail estimator in-












, α ≥ 1,
where Γ(·) is the gamma function and





(lnXn−i,n − lnXn−k,n)α , α > 0.
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They considered the asymptotic distributional representation of M
(α)
n (k) and
the choice of tuning parameter α such that γ
(α)
n (k) is asymptotically normal
with asymptotic null bias under the assumptions that









Motivated by the works of Fraga Alves (2001) and Caeiro and Gomes (2002),
we propose a new class of location invariant estimators for a heavy tailed dis-
tribution based on the asymptotic distributional representation of the following
statistic:










, α ∈ R+. (1.3)
The asymptotic distributional representation of M
(α)
n (k0, k) will be derived un-














, if γ + ρ 6= 0,
lnx, if γ + ρ = 0.
and ρ < 0 is the second order parameter and |A(t)| ∈ RVρ (cf. Corollary 2.3.5
of de Haan and Ferreira (2006)). Here, f ∈ RVβ means limt→∞ f(tx)/f(t) = xβ
for all x > 0.
Based on the convergenceM
(α)
n (k0, k)
p→ Γ(α+1)γα as k0 →∞, k0 = o(k), a
location invariant Hill-type estimator for the heavy tailed index may be defined
by












, α ≥ 1, (1.5)
which converges to γ in probability. Finite sample simulation shows that the
positive tuning parameter α may be chosen appropriately to improve the per-
formance of tail index estimation in applications.
The paper is organized as follows. In section 2, we provide the main results,
i.e. the asymptotic distributional representations of (1.3) and (1.5), and the
optimal choice of the sample fraction k0 by mean squared error (MSE) for some
special distributions. Related proofs are deferred to section 4. Simulation studies
are performed in section 3.
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2. The main results
Throughout this paper, we assume that X1, X2, · · · , Xn are i.i.d random vari-
ables (r.v.s) with d.f F (x), and denote by X1,n ≤ X2,n ≤ · · · ≤ Xn,n the order
statistics of X1, · · · , Xn. For the heavy tail distribution, i.e. γ > 0, we know
that
F ∈ D(Gγ)⇔ 1− F ∈ RV−1/γ ⇔ U ∈ RVγ . (2.1)

























bα(γ) = (1 + γ)
1−α − 1
2
(1 + γ)−2α − 1
2
. (2.3)




Theorem 2.1. Suppose that (2.1) holds for γ > 0, and the intermediate k0
and k satisfy (1.2). Then M
(α)
n (k0, k) converges in probability to Γ(α + 1)γ
α.
Furthermore, if the second order framework in (1.4) holds, we may obtain the
following asymptotic distributional representation
M (α)n (k0, k)
d
= γαΓ(α+ 1) +
γασα√
k0































(1 + oP (1)) , if γ + ρ = 0.
Based on Theorem 2.1, we may derive the asymptotic distributional repre-
sentation of the proposed estimator γ̂
(α)
n (k0, k) in (1.5), which is the following
result.
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(1 + oP (1)) , if γ + ρ = 0.












γ̂(α)n (k0, k)− γ
)
→ N (λ1bα(γ), γ2Vα) ,
where Vα and bα(γ) are defined in (2.2) and (2.3), respectively. Consequently,
for every γ > 0, there exists α0 given by
α0 = α0(γ) =
ln
(
1 + γ +
√
(1 + γ)2 − 1
)
ln(1 + γ)
such that bα0(γ) = 0, i.e. γ̂
(α0)
n (k0, k) has asymptotic null bias, even when√
k0(k0/k)
γ → λ1 6= 0 and
√
k0A(n/k)→ λ2 6= 0.
For special A(t), we will consider the optimal choice of the sample fraction k0
as a function of k, γ, ρ and α following the criterion of Fraga Alves (2001) to com-
pute k0 ≡ kopt0 such that the asymptotic MSE (Fraga Alves, 2001) of γ̂(α)n (k0, k)
denoted byMSE∞(γ̂
(α)
n (k0, k)) is minimal. Note that an asymptotic MSE is just
the usual MSE based on some asymptotic relationship. For example, suppose
θ̂n is an estimator of θ based on a random sample of size n and that it satisfies√
an(θ̂n − θ − bn) → N(µ, σ2) as n → ∞ for some an, bn, µ and σ2. Then the
asymptotic MSE of θ̂n denoted byMSE∞(θ̂n) is simply {bn+µ/√an}2+σ2/an.



























· k γγ+ρ · n ργ+ρ ,
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i. For γ ≤ −ρ, kopt0 = k(1)0 ;
ii. For γ > −ρ,
(a). If k ≪ n−ρ(2γ+1)/{γ(−2ρ+1)}, kopt0 = k(1)0 ;
(b). If k ≫ n−ρ(2γ+1)/{γ(−2ρ+1)}, kopt0 = k(2)0 if cbα(−ρ)bα(γ) < 0 and kopt0 =
k
(3)
0 if cbα(−ρ)bα(γ) > 0;
(c). If k ∼ Dn−ρ(2γ+1)/{γ(−2ρ+1)} with D 6= 0, then kopt0 ∼ D1n−2ρ/(−2ρ+1)









where a1 = 2γb
2
α(γ)D
−2γ , a2 = [2cγ(ρ− γ)/(γ + ρ)]bα(γ)bα(−ρ)D−γ and a3 =
−2ρ[cγbα(−ρ)/(γ + ρ)]2.
Corollary 2.1. Suppose (1.4) holds for A(t) ∼ ctρ with ρ < 0, c 6= 0, and the
intermediate sequence k satisfies k → ∞, k/n → 0 as n → ∞ for γ 6 −ρ;











0 , k)− γ
)
→ N (λ1bα(γ), γ2Vα)
with bα(γ) and Vα defined as before.
3. Simulation study
Firstly, we present some α0(γ) for heavy index γ such that bα0(γ) = 0.
Table 1 shows that α0(γ) is a decreasing function of γ. Firstly we consider the
effect of the tuning parameter α on the heavy tail index estimator proposed in
this paper. We randomly select a sample from Fre´chet d.f F (x) = exp(−x−1/γ)
with γ = 1. For γ = 1, choose α0 = 1.90 such that bα0(γ) = 0 (cf. Table 1). We






n with sample size n = 3000.
Figure 1 shows that γ̂
(1.90)
n has a much smaller bias than others.
For the optimal sequence k0, we denote k˜0 := argmink0 MSE(γ˜
H
n (k0, k)) and
k̂0 := argmink0 MSE(γ̂
(α)
n (k0, k)). Consequently, we get the following possible





n (k̂0(α), k) to the Hill-type location invariant
estimator γ˜Hn = γ˜
H




n , γ˜Hn ]
= Vα
−γ/(2γ+1) · [γ/ {(1 + γ) |bα(γ)|}]1/(2γ+1) (3.1)
whenever bα(γ) 6= 0.
Table 1
α0(γ) as a function of γ, i.e. α0(γ) = {α : bα(γ) = 0}.
γ 0 0.1 0.5 0.75 1 1.5 2 2.5 3 4 ∞
α0 (γ) ∞ 4.65 2.37 2.07 1.9 1.71 1.60 1.54 1.49 1.42 1
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Fig 1. Sample paths of γ̂
(1)
n (k0, k), γ̂
(1.90)
n (k0, k) and γ̂
(3)
n (k0, k) for Fre´chet (1) distribution
with sample size n = 3000.
















the value of α
 γ=0.5
α0=2.37














the value of α
  γ=1
α0=1.90


















the value of α
  γ=2
α0=1.61
Fig 2. Asymptotic efficiency of γ̂
(α)
n relative to γ˜
H
n for γ = 0.5, 1 and 2.
Figure 2 shows the AREFF
[̂γ
(α)
n , γ˜Hn ]
for γ = 0.5, 1 and 2. Simulation shows
that for every γ, we may find some α on the left region of α0 such that the
AREFF in (3.1) is greater than one.
Next we compare the relative efficiency of the proposed location invariant
Hill-type estimator and that of Fraga Alves (2001) in terms of average mean
and MSE for finite sample size. We consider the following two models:
– Burr (α, β) distribution with d.f F (x) = 1−(1 + xα)−β , where x ≥ 0, α > 0
and β > 0.
– Pareto (γ) distribution with d.f F (x) = 1− x−1/γ , where x > 0 and γ > 0.
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Fig 3. Mean value and MSE of γ˜Hn (k0, k), γ̂
(α0)
n (k0, k) and γ̂
(1)
n (k0, k) for Burr (2,1) model
with γ = 0.5 and sample size n = 1500.
























































Fig 4. Mean value and MSE of γ˜Hn (k0, k), γ̂
(α0)
n (k0, k) and γ̂
(1)
n (k0, k) for Pareto model with
γ = 2 and sample size n = 1500.
Figures 3 and 4 show the simulated mean value and MSE of γ˜Hn (k0, k),
γ̂
(1)
n (k0, k) and γ̂
(α0)
n (k0, k) for the distributions just mentioned. For both dis-
tributions, γ̂
(α0)
n (k0, k) has a small bias and is closer to the real extreme value
index value (see Figures 3 and 4).
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Table 2
Coverage probability comparison for 95% asymptotic confidence intervals based on (3.2)
and (3.3).
γ˜Hn (k0, k) γ̂
(2.37)
n (k0, k) γ˜
H
n (k0, k) γ̂
(1.90)
n (k0, k) γ˜
H















































































































































Lastly we compare the coverage probability and the confidence length based
on the asymptotic normality of the two location invariant Hill estimators. Note
that Corollary 2.2 of Fraga Alves (2001) provides us the 1 − θ asymptotic con-
fidence interval of γ, i.e.













We can also construct a new asymptotic confidence interval of γ based on Corol-
lary 2.1 by choosing α0 such that bα0(γ) = 0 for given γ. The asymptotic con-
fidence interval of γ is defined by















where k0 in (3.3) is the same as the one in (3.2) and zθ/2 is the critical value
of the standard normal distribution at level θ/2; that is, 1 − Φ(zθ/2) = θ/2.
We drew 2000 random samples from the Fre´chet (1), Burr (2,1) and Pareto (2)
distributions. The simulation was repeated 2000 times, we computed the cover-
age probabilities of IN (0.95) and the interval lengths for n = 200, 300, · · · , 2000.
These coverage probabilities and interval lengths are reported in Tables 2 and 3.
We may conclude that the two estimators have comparable coverage probabil-
ities only for Pareto distribution. Generally, the proposed estimator γ̂
(α0)
n (k0, k)
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Table 3
Average length comparison for 95% confidence levels based on (3.2) and (3.3).
γ˜Hn (k0, k) γ̂
(2.37)
n (k0, k) γ˜
H
n (k0, k) γ̂
(1.90)
n (k0, k) γ˜
H















































































































































has better coverage probability than that of γ˜Hn (k0, k). But it has a wider con-
fidence interval length than that of γ˜Hn (k0, k) especially when the sample size n
is small. Meanwhile, Figure 2 tells us that there exists α0 such that γ̂
(α0)
n (k0, k)
has asymptotic null bias and better asymptotic efficiency than γ˜Hn (k0, k). This
new location invariant Hill type estimator may be useful in empirical analysis.
4. Proofs
Before proving the main results, we need some lemmas.
Lemma 4.1. Suppose that (1.4) holds for γ > 0 and ρ < 0, then for any ε,
δ > 0, there exists t0 = t0(ε, δ) such that for all t > t0 and x > 1,∣∣∣∣∣∣










where Dγ(x) = (x






xγ − 1 , if γ + ρ 6= 0,
γ
xγ − 1 lnx, if γ + ρ = 0.
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ln U(tx)−U(t)a(t) − lnDγ(x)
A(t)
= Bγ,ρ(x) (4.1)
since ln(1+x) ∼ x as x→ 0. By Theorem 2.3.6 in de Haan and Ferreira (2006),





































The proof is complete.
Lemma 4.2. Under the condition of Lemma 4.1, for x > 1, y > 1 we have
lim
t→∞





Moreover, for any ε, δ > 0, there exists t0 = t0(ε, δ) such that for all t > t0 and
x > y > 1, ∣∣∣∣∣∣

















, if γ + ρ 6= 0,
γ
xγ − 1 lnx−
γ
yγ − 1 ln y, if γ + ρ = 0
and Tγ,ρ(x, y) = ε(2 + γ{xγ+ρ+δ + yγ+ρ+δ}/{yγ − 1}).
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Proof. We only consider the case of γ + ρ 6= 0, similar arguments for γ + ρ = 0.
Note that (4.1) implies
lim
t→∞













for x > 1, y > 1. For any ε, δ > 0, there exists t0 = t0(ε, δ) such that for all
t > t0 and x > y > 1,∣∣∣∣∣∣








ln U(tx)−U(t)a(t) − lnDγ(x)
A(t)
−
















+ |Bγ,ρ(x)−Bγ,ρ(y)− Fγ,ρ(x, y)| .
By using Lemma 4.1, we get the desired result.
Proof of Theorem 2.1. For the asymptotic distributional representation of
M
(α)


































A(t) (1 + o(1)) .
Let Y1, Y2, · · · , Yn be i.i.d Pareto r.v.s with FY (y) = 1−1/y, y ≥ 1 and let Y1,n ≤
Y2,n ≤ · · · ≤ Yn,n denote the order statistics of Y1, Y2, · · · , Yn. Now replace t
by Yn−k,n, x by Yn−i,n/Yn−k,n and y by Yn−k0,n/Yn−k,n, respectively, and note
that {Xi}ni=1 d= {U(Yi)}ni=1, (Yn−i,n / Yn−k,n)−γ < (Yn−k0,n / Yn−k,n)−γ → 0
in probability uniformly for i = 0, 1, · · · , k0 − 1, and {Yn−i,n/Yn−k0,n}k0−1i=1 d=
{Yk0−i,k0}k0−1i=1 . So,












































A(Yn−k,n) (1 + oP (1))
d





















A(n/k) (1 + oP (1)) .
By Taylor’s expansion, we may get



















































Note that E[(ln Y1)
α] = Γ(α + 1), V ar[(ln Y1)



















d→ N(0, 1). (4.2)
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By (4.2) and the law of large numbers, the asymptotic distributional represen-
tation of M
(α)
n (k0, k) is
M (α)n (k0, k)
d
= Γ(α+ 1)γα + γα
σα√
k0















(1 + oP (1)) , (4.3)
which is the desired result.
Proof of Theorem 2.2. Note that both {Xi}ni=1 d= {U(Yi)}ni=1 and {Yn−i,n /
Yn−k0,n}k0−1i=1 d= {Yk0−i,k0}k0−1i=1 hold. For γ + ρ 6= 0, by using the conditions of


































































(1 + oP (1))
]
.
Note that (4.4) may be deduced from Wold device and Delta-method, as for
arbitrary a, b ∈ R, we have
a
(

















U (Yn−i,n)− U (Yn−k,n)










U (Yn−i,n)− U (Yn−k,n)














= aWn + bγ
1−α 1
1 + (1− Znγα−1)
= aWn + bZn.
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The last step follows since Zn
P→ γ1−α and h(1 − Znγα−1) − h(0) = h′(0)

























































































































Let fk0(t) denote the characteristic function of Q
(α)
n . Noting the expression of
P
(α)
n in (4.2) and that of Vα in (2.2), we have













































































n converges in distribution to a normal r.v. with null bias and variance Vα
and T
(α)
n is an asymptotically standard normal r.v. Noting γ[µ2α(−γ)/{2Γ(2α)}−
µα−1(−γ)/Γ(α−1)] = bα(γ) and {γρ/(γ+ρ)} [µ2α(ρ) / {2Γ(2α)}−µα−1(ρ)/Γ(α−
1)] = −{γ/(γ + ρ)} bα(−ρ), we obtain the asymptotic distributional represen-
tation of γ̂
(α)
n (k0, k). The remaining part of Theorem 2.2 is immediate.
Proof of Theorem 2.3. Assume that A(t) ∼ ctρ with c 6= 0 and ρ < 0, then
according to the range of the pair (γ, ρ), we need to consider the following two
cases.






































So, the sequence of k0(n) that minimizes MSE∞(γ̂
(α)









· k 2γ2γ+1 .
(ii). The γ > −ρ case. Noting the expression of Rn in (2.4), we have



































We need to investigate the related weights in (4.5). Consider any sequence k0
satisfying k0 = O(k
γ/(γ+ρ) · nρ/(γ+ρ)), then (k0/k)γ = O((k0/n)−ρ). Moreover,
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if k0 ≪ kγ/(γ+ρ) ·nρ/(γ+ρ), then (k0/k)γ ≪ (k0/n)−ρ; if k0 ≫ kγ/(γ+ρ) ·nρ/(γ+ρ),
then (k0/k)
γ ≫ (k0/n)−ρ. In order to obtain the optimal choice of k0, we have
to consider the relationship of k and n.
(a). Firstly, suppose k2γ/(2γ+1) ≪ n−2ρ/(−2ρ+1), then
k
γ










over, if k0 ≪ k2γ/(2γ+1), then 1/
√
k0 ≫ (k0/k)γ , 1/
√
k0 ≫ (k0/k)−ρ, andMSE∞
(γ̂
(α)
n (k0, k)) = γ
2 Vα/k0 is a decreasing function of k0; If k0 ≫ k2γ/(2γ+1),
then (k0/k)
γ ≫ 1/√k0, (k0/k)γ ≫ (k0/n)−ρ andMSE∞ (γ̂(α)n (k0, k)) = b2α(γ)
(k0/k)
2γ
is an increasing function of k0. So, we choose k0 = O(k
2γ/(2γ+1))
in order to balance the bias and variance of the estimator γ̂
(α)
n (k0, k), hence
MSE∞(γ̂
(α)












· k 2γ2γ+1 .
(b). If k2γ/(2γ+1) ≫ n−2ρ/(−2ρ+1), we have
k
γ










if k0 ≪ n−2ρ/(−2ρ+1), then 1/
√
k0 ≫ (k0/n)−ρ ≫ (k0/k)γ and MSE∞ (γ̂(α)n
(k0, k)) = γ
2Vα/k0; If n
−2ρ/(−2ρ+1) ≪ k0 ≪ kγ/(γ+ρ) · nρ/(γ+ρ), then (k0/n)−ρ
≫ 1/√k0, (k0/n)−ρ≫ (k0/k)γ andMSE∞ (γ̂(α)n (k0, k)) = [cγ bα(−ρ) / (γ+ρ)]2
(k0/n)
−2ρ; if k0 ≫ kγ/(γ+ρ) · nρ/(γ+ρ), then (k0/k)γ ≫ (k0/n)−ρ ≫ 1/
√
k0.
Choosing the sequence k0 = O(n



























· n −2ρ−2ρ+1 .
But if any sequence k0 = O(k
γ/(γ+ρ) · nρ/(γ+ρ)) and
MSE∞(γ̂
(α)














we need to see the sign of cbα(γ)bα(−ρ). Note that if cbα(γ)bα(−ρ) < 0, (4.6) is




0 is the solution to the optimization
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problem. On the other hand, suppose cbα(γ)bα(−ρ) > 0, let kopt0 = k(3)0 be such
that MSE∞(γ̂
(α)









· k γγ+ρ · n ργ+ρ .
(c). Lastly, we consider k ∼ Dn−ρ(2γ+1)/{γ(−2ρ+1)} with D 6= 0, i.e. k2γ/(2γ+1)
= O(n−2ρ/(−2ρ+1)). We derive that kγ/(γ+ρ) · nρ/(γ+ρ) is of the same order
of either k2γ/(2γ+1) or n−2ρ/(−2ρ+1), and 1/
√
k0 is of the same order of either
(k0/k)
γ or (k0/n)
−ρ. Hence, kopt0 must be the sequence such that
MSE∞(γ̂
(α)
















attains its minimum, which enables us to identify kopt0 ∼ D1n−2ρ/(−2ρ+1) with









where a1 = 2γb
2
α(γ)D
−2γ , a2 = [2cγ(ρ− γ)/(γ + ρ)]bα(γ)bα(−ρ)D−γ and a3 =
−2ρ[cγbα(−ρ)/(γ + ρ)]2.
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