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The minimal theory of massive gravity (MTMG) has two branches of stable cosmological solutions:
a self-accelerating branch, which, except for the mass of tensor modes has exactly the same behavior
of linear perturbations as ΛCDM in general relativity (GR), and a normal branch with nontrivial
behavior. We explore the influence of the integrated Sachs-Wolfe-galaxy correlation constraints on
the normal branch of MTMG, which, in its simplest implementation, has one free parameter more
than ΛCDM in GR (or the self-accelerating branch of MTMG): θ. This parameter is related to
the graviton mass and only affects the behavior of the cosmological linear perturbation dynamics.
Using 2d-mass and SDSS data, we check which values of θ lead to a positive or negative cross-
correlation. We find that positive cross-correlation is achieved for a large parameter-space interval.
Within this allowed region of parameter space, we perform a χ2 analysis in terms of the parameter
θ, while keeping the other background parameters fixed to the best-fit values of Planck. We then
infer that the normal branch of MTMG fits the data well in a nontrivial portion of the parameter
space, and future experiments should be able to distinguish such a model from ΛCDM in GR (or
the self-accelerating branch of MTMG).
I. INTRODUCTION
Thanks to cosmic microwave background (CMB) experiments, such as WMAP [1, 2] and Planck [3], as well as
baryon acoustic oscillation (BAO) [4–6] and large scale structure (LSS) experiments [7], measurements of many
cosmological parameters have become extremely accurate. However, admits this great success, there seem to be some
discrepancies in the measurement of some parameters and phenomena between high-redshift (early time) CMB data
and low-redshift (late time) growth of structure data. This trend can be seen in several measurements. The ΛCDM
model implemented with general relativity (GR) has been found to be a good fit to the most recent CMB data from
the Planck Collaboration. However, once the cosmological parameters are fixed by the CMB data, the evolution
with GR predicts a growth structure that seems to be higher than values found in current redshift space distorsion
(RSD) measurements (see e.g. [8]). Moreover, the measurement of the Hubble constant H0 and the sound horizon
redshift drag rs from Planck are in tension with their late time counterparts from BAO experiments and Type Ia
supernova observations [9]. In particular, because the constraint of H0 and rs from CMB experiments is indirect, it is
model dependent. The H0 constraints are affected by both early and late time physics and on assumptions about the
expansion history of the universe, such as dark energy models or alternatives, while rs is only affected by early time
physics such as the density and equation of state parameters. On the other hand, unlike CMB experiments, combining
BAO and SNeIa data can produce direct model independent measurements of H0 and rs by adopting measurements
which are related to the very last instants of the evolution of our universe [9, 10]. Comparing these two sets of
measurements results in a 3σ tension in the measurement of H0. This tension between the direct model independent
measurement and the indirect model dependent measurement may arise either from some unknown systematic errors
or may indicate some deviation from the ΛCDM model with GR which has been assumed.
The CMB measurement ofH0, as well as the prediction of growth of structure, which are in tension with low-redshift
data, both assume GR governs the evolution of the universe. One possible resolution for this tension may therefore,
be provided by considering the effects of modified gravity theories. As discussed in [11] substituting GR with one of
the two branches of the minimal theory of massive gravity (MTMG) [12, 13], called a normal branch, seems to reduce
the tension between early time CMB and late time RSD data sets, while the other branch of the same theory gives
the same prediction as ΛCDM in GR.
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2Adding a mass to the spin-2 graviton is perhaps one of the simplest extensions to GR that can be explored. In 2010
a nonlinear theory of massive gravity, called dRGT [14, 15] was discovered. This theory has five degrees of freedom:
one scalar, two vector, and two tensor modes. Unfortunately however, this theory happens to be unstable around
homogeneous and isotropic (Friedmann-Lemaitre-Robertson-Walker) cosmological backgrounds [16]. This instability
renders dRGT (de Rham-Gabadadze-Tolley) incapable of producing stable cosmological solutions. Several approaches
were taken to resolve this issue. Either the homogeneity/isotropy of cosmological models had to be abandoned [17, 18],
or extra fields, which interact with gravity, had to be added to stabilize the theory [19, 20]. Another option is to
directly eliminate the unstable degrees of freedom as done in MTMG [12, 13]. MTMG explicitly breaks Lorentz
invariance at cosmological scales, and by doing so puts constraints on the physical phase space of the theory which
allows for only the two tensor degrees of freedom to propagate, as in GR. Since the scalar and vector modes are absent
in this theory, its background evolution matches that of GR and is stable. In addition, no Vainshten mechanism is
needed to screen fifth forces produced by the scalar field. It is also worthwhile mentioning that recently developed
positivity bounds that significantly shrink the viable parameter space of the Lorentz-invariant massive gravity theory
[21–24] rely on Lorentz invariance of the theory and therefore do not apply to MTMG.
MTMG has two branches of stable cosmological solutions: a self-accelerating branch and a normal branch, both
of which can accommodate the same cosmological background evolution as the ΛCDM in GR. Differences from GR
show up at linear perturbation level (and above). In the self-accelerating branch, the scalar and vector perturbations
have an identical phenomenology to that of ΛCDM in GR for any values of the graviton mass, while the massive
tensor modes possess a nonzero mass, which is in turn responsible for the late-time acceleration of our universe at the
background level. The normal branch, on the other hand, has differing dynamics for the scalar sector as well, which
can produce differences in evolution at late times compared to GR (or the self-accelerating branch of MTMG). These
differences can be identified though linear-perturbation observables such as Geff as well as the integrated Sachs-Wolfe
(ISW) effect, and therefore can produce different predictions to compare to cosmological data.
In this paper we expand on the work done in [11] by, not only examining RSD data, but also considering the fit
of the normal branch of MTMG to data that describe the cross-correlation between galaxy overdensity perturbations
and the change of the ISW perturbation field. We aim to ascertain whether the normal branch of MTMG can reduce
the tension between early and late cosmological data, including the tension in the measurement of σ8 (which is related
to the apparent need of weak gravity in RSD data), and whether it survives this ISW-galaxy cross-correlation bound.
To this end, we run a Chi-squared fit of the ISW-galaxy power cross-correlation CISWgl which is especially effective
at bringing to light effects due to different dark energy or modified gravity models. The ISW effect is produced from
photons passing through time varying gravitational potential wells. While most of the CMB anisotropies are generated
at early times on the last scattering surface, the difference in energy that photons gain or lose by passing through
a time dependent potential well, can also produce new fluctuations. During dark matter domination gravitational
potential wells do not evolve; however, once dark energy1 starts to dominate, potential wells can time-evolve. This
effect can therefore be a powerful probe of the properties of dark energy or modified gravity. Measuring the ISW effect
alone however, is challenging since its signal is so much weaker than the rest of the CMB anisotropies. Moreover, the
most significant effects of ISW reside at large scales which also coincide with the most problematic influence of cosmic
variance. To address this issue, examining the cross-correlation between the temperature ISW and density of galaxy
measurements can enhance our ability to trace the potential wells that cause the anisotropies [3, 25–32].
As we will see later on, the properties of the normal branch of MTMG are indeed emphasized by the ISW effect. We
evaluate the combined Chi-squared for three different data sets (RSD data, 2d-mass data and SDSS ISW data), and
put constraints on the free extra parameter θ of the simplest MTMG theory in the normal branch. The ISW-galaxy
cross-correlation can put bounds on the free parameter of this branch of the theory, θ. As RSD and ISW-galaxy
cross-correlation data become more precise, i.e. the error bars shrink, it should be possible to distinguish ΛCDM
in GR (or the self-accelerating branch of MTMG) from the normal branch of MTMG. At the moment ISW-galaxy
cross-correlation data do not exclude the normal branch of MTMG at all, and in fact, if we assume the Planck best-fit
values for the background parameters (namely H0 and Ωm0), the normal branch of MTMG seems to be a better fit
to the data we considered.
1 From CMB experiments, constraints on curvature are so strong that it is reasonable to assume the main effect of ISW comes from dark
energy.
3II. THE MODEL
In this section we quickly review how MTMG is defined, and more details can be found in [12, 13]. In order to
build up the Lagrangian of the theory we first need to define a three-dimensional fiducial metric,
γ˜ij = δIJE
I
iE
J
j (1)
where EI i is the fiducial three-vielbein, as well as a second three-tensor
ζ˜ij =
1
M
EL
iE˙Lj . (2)
Both these fields are considered to be given by external fields (as long as we make use of the unitary gauge for the
Stu¨ckelberg fields). In addition to these fields we need the three-dimensional physical metric
γij = δIJe
I
i e
J
j , (3)
where eI i is the physical three-dimensional vielbein. After having introduced γ˜ij , ζ˜
i
j , and γij , we can define
κml κ
l
n = γ˜
msγsn , k
m
jκ
j
n = δ
m
n , (4)
so that kmj is the inverse tensor of κ
j
n.
Out of these quantities, by calling κ = κii, we introduce the following three-tensor
Θij =
√
γ˜√
γ
{c1(γilκjl + γjlκil) + c2[κ(γilκj l + γjlκil)− 2γ˜ij ]}+ 2c3γij , (5)
which is proportional to the difference between the values of the two canonical momenta piij between this theory and
GR.
Having defined all the building blocks of the theory we can write down the action of MTMG in the metric formalism
as follows
S =
M2P
2
∫
d4xN
√
γ[(3)R+KijKij −K2] + M
2
P
2
4∑
i=1
∫
d4xLi
+
M2P
2
∫
d4xN
√
γ
(
m2Nλ
4N
)2(
ΘijΘij − 1
2
Θ2
)
− M
2
P
2
∫
d4x
√
γ[λC0 − (Dnλi)Cni] + Smatter , (6)
L1 = −m2c1a˜3(N +Mκ) , (7)
L2 = −1
2
m2c2a˜
3(2Nκ+Mκ2 −Mκij κji) , (8)
L3 = −m2c3√γ(M +Nk) , (9)
L4 = −m2c4√γN , (10)
C0 = 1
2
m2KijΘ
ij −m2M
{√
γ˜√
γ
[c1ζ˜ + c2(κζ˜ − κmnζ˜nm)] + c3kmnζ˜nm
}
, (11)
Cni = −m2M
{√
γ˜√
γ
[
1
2
(c1 + c2κ)(κ
n
i + γ
nmκlmγli)− c2κnlκli
]
+ c3δ
m
i
}
. (12)
where N is the lapse function, k = kii, Θ = Θ
ijγij , ζ˜ = ζ˜
i
i, Kij is the extrinsic curvature (K being its trace), and
Dn represents the covariant derivative with respect to the physical 3D metric, γij . Here, we have introduced two
Lagrange multipliers, one scalar λ, and one three-vector λi in order to implement four constraints. These constraints
are necessary to eliminate the scalar and vector perturbations of dRGT massive gravity without spoiling its self-
accelerating FLRW background solutions. Notice also that we used the unitary gauge, so that M = M(t), and
EI j = a˜(t) δ
I
j . Finally, we also introduced the matter fields in terms of a perfect fluid, which, in what follows, will
be considered to be a pressureless dust fluid.
4It can be shown that for this theory the Friedmann equation, can be written in terms of the Hubble factor H =
a˙/(aN) and X ≡ a˜/a (where a is the scale factor of the physical metric and a˜ is the fiducial scale factor that
corresponds to γ˜ij) as follows
3M2PH
2 =
M2Pm
2
2
(c4 + 3c3X + 3c2X
2 + c1X
3) + ρm . (13)
Furthermore, using this Friedmann equation, and varying the Lagrangian with respect to λ, one finds the following
equation of motion which has two branches of possible solutions,
(c3 + 2c2X + c1X
2)(X˙ +NHX −MH) = 0 . (14)
The self-accelerating branch, for which c3+2c2X+c1X
2 = 0, has the property that X = const, so that even when the
pure cosmological constant term (proportional to c4) is absent, the Friedmann equation will, in general, still possess a
nonzero effective cosmological constant. For the self-accelerating branch, it can be shown, see [13], that the dynamics
of both scalar and vector modes exactly coincides with the one of GR. In both branches the tensor modes acquire a
nonzero mass given by
µ2 =
1
2
m2X [c2X + c3 + rX(c1X + c2)] , (15)
where r ≡M/(NX). In the following we will define θ ≡ µ2/H20 .
In the normal branch, i.e. the other solution of Eq. (14), both the background and the scalar-perturbation fields
have different dynamics from those of the self-accelerating branch. This is the case even in the simplest scenario for
which r = 1, i.e. X = const. In this paper, we will focus on this last case, the simplest implementation of the normal
branch, together with the self-accelerating branch.
III. ISW-GALAXY CROSS-CORRELATIONS
In this section we give an overview of the ISW-galaxy cross-correlation. The ISW effect creates CMB anisotropies
from photons traveling through time varying gravitational potential wells on their path toward us. The photons
will gain energy by entering a well and lose energy by climbing out again. If the potential evolves in the time that
the photon is passing through it, there will be a net gain or loss of energy, which will add to the CMB anisotropy
spectrum in the form of temperature fluctuations. The ISW effect can therefore be used to map out the evolution
of these gravitational wells and gives us important information about the dynamics, especially at lower redshifts.
Since the ISW effect signal is weaker than the other CMB anisotropies, it is effectual to look at the ISW-galaxy
cross-correlation which helps enhance the signal.
In the following we will work in units for which c = 1, so that HStandard Units =
1
a
da
dt =
c
a
da
dx0 = cH and therefore
the Hubble constant has units of Mpc−1:
H0 =
H0,Standard Units
c
≈ 3.33 · 10−4hMpc−1. (16)
We start by defining the metric perturbations as
ds2 = −(1 + 2α)N2dt2 + 2N∂iχdt dxi + a2[(1 + 2ζ)δij + 2∂i∂js]dxidxj , (17)
and the gauge invariant fields as
Ψ = α+
χ˙
N
− 1
N
d
dt
(
a2s˙
N
)
, (18)
Φ = −ζ −Hχ+ a2H s˙
N
, (19)
δ =
δρ
ρ
+ 3ζ , (20)
where Ψ and Φ are the Bardeen gravitational potentials and δ the matter perturbation. The choice of this δ is driven
by the good behavior at low values of k. Later on we will also discuss the behavior of the δm field defined by the
other gauge invariant combination, namely δm + 3H vm where vm is the velocity perturbation of the dust fluid. The
5choice of δ is convenient in order to evaluate the integrals for the ISW observable. At higher values of k, it does not
matter which gauge we choose in order to study δρ/ρ, i.e. δ ≈ δm.
MTMG has additional constraints, compared to dRGT theory, which are necessary to reduce the propagating
degrees of freedom. One of these constraints, in the context of cosmological linear perturbation theory, leads to ζ = 0.
In this case, the gauge invariant field defined above, δ, reduces to δ = δρ/ρ.
We can write the ISW contribution to the temperature perturbation in terms of the field ψISW ≡ Ψ+Φ,
∆TISW(η, θˆ)
T
= lim
η→η0
∫ η
ηr
dη
∂ψISW
∂η
= − lim
z→0
∫ zr
z
dz
∂ψISW
∂z
. (21)
where ηr corresponds to conformal time at recombination and zr the corresponding redshift of recombination. We
will assume that matter perturbation δ(k, a) can be broken up in k (with k here and in the following representing
the wave vector of the perturbations written in Fourier space) and time dependent parts. This is typically true if the
equation of motion for δ depends only mildly on k so that we can write
δ(k, a) = D(a) f(k) =
D(a)
D(z = 0)
D0(z = 0) f(k) = D
δ(0,k)
D0
(22)
and its derivative with respect to the e-fold number N ,
dδ
dN =
dD
dN
δ(0,k)
D0
. (23)
The e-fold number and its derivative are related to the scale factor and redshift by N = ln a = − ln(1 + z). Next let
us consider the observed projected galaxy overdensity g,
g =
∫ zrec
0
dz b(z)φ(z) δ(z, χ, nˆ) . (24)
where b(z) is the redshift dependent bias and φ(z) is the window function of the form
φ(z) =
β
Γ[(m+ 1)/β] z0
(
z
z0
)m
e−(z/z0)
β
, (25)
for which ∫ ∞
0
φ(z) dz = 1 . (26)
Here we choose to use a redshift dependent window function and bias because we want to try to find constraints which
are as bias independent as possible. In particular we will only select ISW experiments which have a window function
that is peaked around a particular experiment-dependent redshift. In this case our results will not depend on possible
time variations of the bias itself. The ISW-galaxy cross-correlation amplitude CGIl , can be found by evaluating the
two-point function
CGIl =
〈
aISWlm a
G∗
lm
〉
, (27)
where we have expanded both the ISW and Galaxy overdensity integrals with spherical harmonics in the following
way
X(nˆ) =
∫ z∞
0
dzX(z, χ(z) nˆ) =
∑
l,m
aXlm Ylm(nˆ)
and we find, by using Y ∗lm(nˆ) = (−1)m Yl,−m(nˆ), the spherical harmonic coefficients are,
aXlm =
∫
d2nY ∗lm(nˆ)X(nˆ)
=
1
2pi2
(i)l
∫
dz d3k X(z,−k)Ylm(kˆ)∗jl(kχ) . (28)
6Using these we can then find the ISW-galaxy cross-correlation amplitude to be,
CGIl =
1
2pi2
〈
[(i)(−i)]l
∫ zi
z0
dz1 d
3k1 [−∂z1ψISW(−k1, z1)]Y ∗lm(kˆ1)jl(k1χ1)
×
∫ zi
z0
dz2 d
3k2 φ(z2)bsδ(−k2, z2)∗Ylm(kˆ2)jl(k2χ2)
〉
=
2
piD20
∫ kM
km
k2dk P (k)
∫ Ni
N0
dN1 jl(kχ1)ZISW(N1)
∫ Ni
N0
dN2e−N2 φ(N2) bsD(N2) jl(kχ2) . (29)
Here jl are spherical bessel functions and ZISW(N ) is related to the derivative of the ISW field,
∂ψISW
∂N = ZISW
δ(0,k)
D0
(30)
where D0 = D(N = 0). In the end, we find that the ISW observable does not depend on the choice of D to be the
amplitude of δ or δm. The expression for ZISW is instead given explicitly in Eq. (114). We can write
χ =
∫ η0
η
dη =
∫ 0
z
dη
Ndt
Ndt
da
da
dz
dz =
∫ z
0
dz
H
= −
∫ N
0
dN e−N
H
, (31)
and define the dimensionless quantity
χ¯ = H0χ =
∫ z
0
H0
H
dz. (32)
The galaxy-galaxy correlation is calculated in the same way and will be necessary for our determination of the bias as
shown in Sec. IVA. Following the same procedure we used to find Eq. (29), we find the galaxy-galaxy cross-correlation
as
CGGl =
〈
aGlma
G∗
lm
〉
=
〈
[(i)(−i)]l 1
2pi2
∫ zi
z0
dz1 d
3k1 φ(z1)bsδ(−k1, z1)Ylm(kˆ1)∗jl(k1χ1)
× 1
2pi2
∫ zi
z0
dz2 d
3k2 φ(z2)bsδ(−k2, z2)∗Ylm(kˆ2)jl(k2χ2)
〉
=
2
piD20
∫ kM
km
dk k2P (k)
∫ N0
Ni
dN1 e−N1 φ(N1) bsD(N1) jl(kχ1)
×
∫ N0
Ni
dN2 e−N2 φ(N2)bsD(N2)jl(kχ2) . (33)
A. Background evolution
The evolution of the cosmological background depends on the equations of motion for Ωm ≡ ρm/(3M2PH2), Y ≡
H0/H and χ¯, which can be written as
dχ¯
dN = −e
−N
√
Y = −
(
Ωm
√
Y
Ωm0
)1/3
, (34)
dΩm
dN = −3Ωm(1 − Ωm) , (35)
dY
dN = 3 Y Ωm . (36)
with initial conditions Y (N = 0) = 1, χ¯(N = 0) = 0, and Ωm(N = 0) = Ωm0, where this last value is obtained by
the Planck best-fit cosmological parameters. Here we have neglected the contribution of radiation as the data we are
going to analyze only depend on the dust and dark-energy components. In this case we will set the initial e-folding
number Ni = −6, i.e. in the deep matter era.
Finally, the matter power spectrum is defined as
P = 2pi2 δ2H [Tm(k)]
2
(
k
H0
)ns
H−30 (37)
7where H0, is the Hubble parameter in units Mpc
−1 and we fix k to have dimensions of Mpc−1. The transfer function
Tm is evaluated by using the fitting formula given by Eisenstein and Hu [33, 34].
IV. CROSS-CORRELATIONS VIA ODE SOLVER
Let us consider once more the triple integrals of CGI,αl and C
GG,α
l that we are investigating. In particular we can
write them as
CGI,αl = 4pi δ¯
2
Hb
α
s
∫ ln(kM )
ln(km)
d(ln k)[Tm(k)]
2
(
k
H0
)ns+3
FαG(l, θ, k/H0)FI(l, θ, k/H0) , (38)
CGG,αl = 4pi δ¯
2
H(b
α
s )
2
∫ ln(kM )
ln(km)
d(ln k)[Tm(k)]
2
(
k
H0
)ns+3
[FαG(l, θ, k/H0)]
2 , (39)
where
FαG(l, θ, k/H0) = lim
N→0
∫ N
Ni
dN2 e−N2φα(N2)D(N2) jl[(k/H0)χ¯(N2)] , (40)
FI(l, θ, k/H0) = lim
N→0
∫ N
Ni
dN1 ZISW jl[(k/H0)χ¯(N1)] . (41)
It should be noted that the quantity FI does not depend on the experimental window function, but only on the
behavior of the ISW evolution. The bias function bαs can in theory change in time, but here it is assumed to be
constant inside the rather restricted z-interval allowed by the window functions, φα(z). The label α on the window
functions stands for the two chosen ISW experiments (2d-mass and SDSS data) which were taken by the following
[29]. By calling k = eσ/Mpc, we solve the following system of ordinary differential equations (ODE),
dk
dσ
= k , (42)
dY GGαl
dσ
= [Tm(k)]
2
(
k
H0
)ns+3
[FαG(l, θ, k/H0)]
2 , (43)
dY GIαl
dσ
= [Tm(k)]
2
(
k
H0
)ns+3
FαG(l, θ, k/H0)FI(l, θ, k/H0) , (44)
k(σi) = km = exp(σi) , (45)
Y GG,αl (σi) = 0 , (46)
Y GI,αl (σi) = 0 , (47)
CGI,αl = 4pi δ¯
2
H b
α
s Y
GI,α
l , (48)
CGG,αl = 4pi δ¯
2
H(b
α
s )
2 Y GG,αl , (49)
up to σf = ln kM . Let us now discuss the integration limits. Although the integral should in principle be performed
from −∞ < σ < ∞, very negative values of σ would correspond to selecting superhorizon modes, and very large
and positive values of σ would be affected by nonlinearities. We have therefore selected the range of σ such that the
triple integral consistently reduces to the Limber approximation for high values of l, and, further, does not change
considerably its value by extending the extrema of the integration interval. Finally these integrals depend on the free
parameter θ, which is proportional to the mass of the graviton (θ = 0 corresponds to ΛCDM). We fix all the other
parameters to their Planck best-fit values.
8To calculate the functions of Eq.40 and 41, we also need to integrate the following ODE system:
dΩm
dN = −3Ωm(1− Ωm) , (50)
dY
dN = 3Y Ωm , (51)
dχ¯
dN = −
(
Ωm
√
Y
Ωm0
)1/3
, (52)
dD
dN = piD , (53)
dpiD
dN = −T2 piD − T3D, (54)
dFαG
dN =
(
Ωm
Ωm0Y
)1/3
φα(N )D(N ) jl [(k/H0)χ¯(N )] , (55)
dFI
dN = ZISW jl[(k/H0)χ¯(N )] (56)
where we have used the relation e−3N = Ωm/(Ωm0 Y ). It should be noted that the initial conditions for the background
quantities Y , Ωm, and χ¯ are known only for today (1, Ωm0, 0, respectively), and therefore we need to integrate
backwards (only once) the first three ODEs by themselves from N = 0 to N = Ni ≡ −6, i.e. deep in the matter era,
in order to find Yi, Ωmi, χ¯i. The initial values for each function are then
Ωm(Ni) = Ωmi , (57)
Y (Ni) = Yi , (58)
χ¯(Ni) = χ¯i , (59)
D(Ni) = δi , (60)
piD(Ni) = δ′i , (61)
FαG(Ni) = 0 , (62)
FI(Ni) = 0 , (63)
where the values of δi and δ
′
i are found by imposing the two conditions δm(Ni) = exp(Ni) and ψ′ISW(Ni) = 0. Here,
we recall that δm = δρ/ρ+3Hvm is the gauge invariant matter density fluctuation. The first condition corresponds to
a normalization condition for the dust matter field, whereas the second one imposes the initial value for the integrand
to vanish during the deep dust domination era.
We would like to take a moment to explain why we have used this method to evaluate the triple integral. One way
to solve a triple integral would be to implement a three-dimensional Simpson rule. Indeed this is a viable method;
however, in order to reach the desired accuracy, one would need to increase the number of points in the 3D grid. This
method therefore typically ends up being either quite slow or not very precise. On the other hand, in this work we use
a method with two ODEs, one nested in the other, namely one for the N -integral and the other one for the k-integral.
We find that the explicit adaptive Runge-Kutta methods (respectively Dormand-Prince of the eighth-order for the N
integration; Cash-Karp of the fifht order for the k-integration) are very efficient to solve both the ODEs. Compared
to the 3D Simpson rule, this code is considerably faster and more precise.
A. The galaxy bias
In order to evaluate the ISW-galaxy cross-correlation we will need to determine the bias bs. We reproduce the
data CGGl fitted by a WMAP model using the best-fit ΛCDM parameter, and the known values of the bias for such
an experiment. In order not to suffer much from possible bias-time dependence we selected those experiments, for
which, the window function for the galaxies data bins are considerably peaked in the redshift. We also consider the
bias to be scale independent. The experiments that meet these criteria are 2d mass and SDSS (see, e.g. [29]). We
define CGGαl,WMAP as the values obtained by using Eq. (49) with the experimental values of the bias obtained assuming
WMAP best-fit parameters 2. For any other value of the parameters, we find the bias by minimizing the following
2 In terms of the low-l regime we are interested in, Planck data do not give appreciable improvements with respect to WMAP [32]
9chi-squared
χ2α,bias ≡
150∑
l=2
[
CGGαl,WMAP − 4piδ¯2H(bαs )2Y GGαl
]2
. (64)
The Y GGαl can be calculated for any value of the parameters, whereas the C
GG,α
l,WMAP corresponds to the known data
(which must be fitted). For l > 30, we use the values given by the Limber approximation (as we discuss further later
on). Then, since
∂χ2α,bias
∂bαs
= −8piδ¯2Hbαs
{∑
l
[
CGGαl,WMAP − 4piδ¯2H(bαs )2Y GGαl
]
Y GGαl
}
, (65)
we find that
bαs =
√∑
l C
GGα
l,WMAPY
GGα
l
4piδ¯2H
∑
l(Y
GGα
l )
2
. (66)
We will adopt this method in order not to have free parameters other than θ. We see that the bias, for different
θ-models changes only mildly (only by a few percent, well inside the typical error bars of the bias estimates, see e.g.
[29]) and so even keeping the same values for the bias of ΛCDM would not change the final results noticeably. This
procedure is not new, it has been adopted before, and it is a way to fix the bias so that we can reduce as much as
possible the number of free parameters [35, 36].
B. On calculating δH
In order to calculate δH , the amplitude of the power spectrum, we evaluate the following integral. First we define
the top-hat function
wTH(r, k) =
3
(k r)3
[sin(kr)− k r cos(k r)] , (67)
and we evaluate the integral
I =
∫ ln kM
ln km
d(ln k)
(
k
H0
)ns+3
[Tm(k)wTH(8/h, k)]
2 . (68)
Then we find
δH ≡ σ8(0)√
I
. (69)
where wTH has been evaluated for the value of r = 8/h Mpc. It should be noticed that I does not depend on θ. But
σ8(N = 0) does depend on the value of θ. In order to calculate the variable I, we can introduce the variable k = eσ,
and define I(σ) by replacing ln kM with σ. So that
dk
dσ
= k , (70)
dI
dσ
=
(
k
H0
)ns+3
[Tm(k)wTH(8/h, k)]
2 , (71)
and we integrate from σm = ln km, at which I(σi) = 0, and ki = km, to σM = ln kM . Here km, kM need to be chosen
such that the integral does not change considerably by extending the extrema of the integration interval.
Since
σ8(0) = σ8(Ni) D0
D(Ni) , (72)
then
δH
D0
≡ δ¯H = σ8(Ni)
D(Ni)
1√
I
, (73)
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which is also θ independent, as by assumption all the theories will share the same σ8(Ni) = σ
ΛCDM
8 (Ni) and D(Ni) ≈
exp(Ni). Here we assume we get the normalization at values of k close to the peak of the power spectrum, say
k ≈ 0.1h/Mpc. In this case K = k/H0 ≈ 300≫ 1, and we are in a high-k linear regime for the perturbation variables.
For these values of k, δρ/ρ ≈ δ ≈ δm, the value of the matter perturbation is gauge independent. In the following we
will be using the θ-independent quantity, δ¯H .
V. THE HIGH MOMENTA APPROXIMATION
In the high-k limit, we can discuss the dynamics of the system in a gauge-independent and clear way. In particular,
in the normal branch of MTMG, by using the results given in [13], we find that in the subhorizon scales we can write:
ψISW = −3H
2
0 Ωm0
k2
(1 + z)Σ δ , (74)
where we have introduced
Σ ≡ 8− Y θ(4 + 3Ωm)
2 (2− Y θ)2 , (75)
and we have used the results of [11]. At early times we have, as expected,
lim
Y→0
Σ→ 1 . (76)
Therefore, in the normal branch of MTMG, we can write
ψISW(k, z) = −3H20 Ωm0 (1 + z)Σ
D(z)
D(z = 0)
δ(k, z = 0)
k2
, (77)
so that
δ(k, z) = δ(k)D(z) = δ(k)D(z = 0)
D(z)
D(z = 0)
=
D(z)
D(z = 0)
δ(k, z = 0) , (78)
ψ′ISW = Φ
′ +Ψ′ =
∂
∂η
(Φ + Ψ) = − 3
k2
H20 Ωm0
∂
∂η
[(1 + z)Σ(z) δ(k, z)]
= − 3
k2D(z = 0)
H20 Ωm0 δ(k, z = 0)
∂
∂η
[(1 + z)Σ(z)D(z)] . (79)
When this last quantity becomes negative at low redshift, then typically we will have anti-cross-correlation between
ISW-galaxy cross-correlation.
A. The Limber approximation
Following the same motivation used for the high-k approximation, it is also useful for large l, to use the Limber
approximation. First we note the following relation
∫
dx δ(f(x)) =
∑
i
δ(x−ai)
| dfdx (ai)| where f(ai) = 0, and reiterate the
definition of the e-folding number,
N = ln a , dχ
dN = −
e−N
H
. (80)
In this case for large l, we can make use of the Limber approximation, namely∫
k2dk jl(kχ1)jl(kχ2)F (k) ≈ pi
2
δ(χ1 − χ2)
χ21
F (l12/χ1) , (81)
where l12 = l +
1
2 .
We have taken the argument of the power spectrum to be the quantity
k =
l12
χ
=
l12H0
H0χ
=
l12H0
χ¯
, or
k
H0
≡ K = l12
χ¯
. (82)
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Focusing on high l, implies we are also focusing on high k. Therefore, we use the variables for the ODEs that
correspond to dynamics valid for high-k, defined in Eq. (103). Hence we have
CGIl =
2
pi
[
3
D(0)2
H20 Ωm0
] ∫
dz1dz2
[
∂
∂z1
[(1 + z1)Σ(z1)D(z1)]
]
φ(z2)D(z2)bs
∫
k2dk
P (k)
k2
jl(kχ1)jl(kχ2) . (83)
This integral can then be rewritten as
CGI,αl = −
2
pi
[
3
D(0)2
Ωm0
] ∫ 0
Ni
dN1
∫ 0
Ni
dN2
∫ ln(kM )
ln(km)
d(ln k)
k
H0
H30P (k)jl[kχ(N1)]e−N1e−N2
× {[Σ′(N1)− Σ(N1)]D(N1) + Σ(N1)D′(N1)}φα(N2)D(N2)bαs jl[kχ(N2)]
≈ − [6pi2 δ¯2H Ωm0 l−212 ]
∫ 0
Ni
dN e−N H
H0
{[Σ′ − Σ]D +ΣD′}φαD bαs × [Tm(l12H0/χ¯)]2
(
l12
χ¯
)ns
. (84)
From Eq. (33), one can find a similar expression for CGGl by using the Limber approximation. This single integral
can be numerically calculated, once more, by transforming it into an ODE, as follows:
dD
dN = piD , (85)
dpiD
dN = −
(
2− 3
2
Ωm
)
piD −
[
9
2
Y θΩ2m
(Y θ − 2)2 +
3Ωm
Y θ − 2
]
D , (86)
dΩm
dN = −3Ωm(1− Ωm) , (87)
dY
dN = 3YΩm , (88)
dχ¯
dN = −
(
Ωm
√
Y
Ωm0
)1/3
, (89)
dZαG
dN =
e−N
l212
√
Y
[Tm(l12H0/χ¯)]
2
(
l12
χ¯
)ns+2
[φα]2D2 , (90)
dZαI
dN = −
e−N
l212
√
Y
[Tm(l12H0/χ¯)]
2
(
l12
χ¯
)ns
{[Σ′ − Σ]D +ΣpiD}φαD , (91)
where
Σ′ =
21
2
Ωmθ Y
(Y θ − 2)3
(
Y θ +
12
7
Ωm − 2
)
, (92)
and
D(Ni) = eNi , (93)
piD(Ni) = D′(Ni) = eNi , (94)
Ωm(Ni) = Ωmi , (95)
Y (Ni) = Yi , (96)
χ¯(Ni) = χ¯i , (97)
ZαG(Ni) = 0 , (98)
ZI(Ni) = 0 , (99)
CGG,αLl = 2pi
2δ¯2H (b
α
s )
2 ZαG , (100)
CGI,αLl = 6pi
2δ¯2Hb
α
s Ωm0 Z
α
I . (101)
We will use the Limber approximations in two different but useful ways. First of all, we use it to see whether for
large l, the triple integral gets closer and closer to the Limber results. Second, for l > 30, since the approximation
errors are, at worst, below 0.1% we will use the Limber approximation result instead of the triple integral in order to
save machine calculation time. Figure 1 illustrates how well the Limber approximation works for large l.
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, where x ∈ {G, I},
and α ∈ {2d−mass,SDSS}.
B. High k dynamics for δ
For high K, the action for the perturbations (see e.g. [11, 13]) in the normal branch reduces to
L = 1
2
M2PN a
3 3Ωm a
2
K2Y

( δ˙
N
)2
+
3 [4− θ Y (3Ωm + 2)]H2Ωm δ2
2 (θY − 2)2

 , (102)
from which the result of the self-accelerating branch and standard GR is recovered in the limit θ → 0. In this case
the dynamics for δ is given by
δ′′ = −
(
2− 3
2
Ωm
)
δ′ −
[
9
2
Y θΩ2m
(Y θ − 2)2 +
3Ωm
Y θ − 2
]
δ . (103)
At early times, Y → 0 and Ωm → 1, so that
δ′′ ≈ −1
2
δ′ +
3
2
δ , (104)
which has the solution
δ = C1 e
N + C2 e
−3N/2 ≈ C1 eN . (105)
Therefore at early times we have, as in GR, δ′ ≈ δ.
VI. LOW k REGIME
In this section we evaluate the functions Σ and Σ′, as well as the differential equation for δm for all values of k (i.e.
not only the high-k regime). Let us introduce
K ≡ k
H0
, (106)
which is dimensionless.
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A. Action for the δ field
We find that the Lagrangian for the δ field, for all values of k, in the normal branch, can be written as (derived by
using the results in [13]):
L = 1
2
M2PN a
3Q

( δ˙
N
)2
− 9
[
K2θ
(
Ωm +
2
3
)
Y + 92 Ω
2
ma
2θ − 43 K2
]
H2ΩmY δ
2
2 (Y θ − 2)2 (K2Y + 92 Ωma2)

 , (107)
where the no-ghost condition for the field δ can be written as
Q =
6Ωm a
2
2K2Y + 9Ωma2
, (108)
which is always positive and well defined. Here a = eN = (Ωm0Y/Ωm)
1/3. It should be noted that for values of Y¯
for which Y¯ = 2/θ, the mass of modes tends to blow up. In order to avoid such a possibility, since Y ≤ 1 (in the
past, up to today), we require θ < 2. The previous action Eq. (107) reduces to the scalar-perturbation action of the
self-accelerating branch and standard ΛCDM in GR in the limit θ → 0.
B. ODE for δ
Let us now study the differential equation for δ. Here and in the following a prime denotes a derivative with respect
to N . We find that the ODE that determines the dynamics of δ (the only independent scalar degree of freedom), can
be written as
δ′′ + T2 δ
′ + T3 δ = 0 , (109)
where
T2 =
(8− 6Ωm)Y K2 − 27Ωma2(Ωm − 2)
4K2Y + 18Ωma2
, (110)
T3 =
9YΩm
{[
1
3 Y (3Ωm + 2)θ − 43
]
K2 + 92 Ω
2
m a
2θ
}
2 (Y θ − 2)2 (K2Y + 92 Ωma2) . (111)
1. Initial conditions
We will fix the initial condition for δi and δ
′
i as follows. First of all let us introduce the gauge-invariant combination,
δm ≡ δρ/ρ+ 3H vm, which can be written in terms of the δ and δ′ also as
δm =
2
(
K2Y θ + 92 Ωmθ a
2 − 2K2)Y δ − 6 a2 (Y θ − 2) δ′
(2K2Y + 9Ωma2) (Y θ − 2) . (112)
Then we fix the amplitude of δm by setting the following initial condition:
δmi ≡ δm(Ni) = a(Ni) = ai = eNi . (113)
The other free initial condition will be set by demanding that the theory, at high redshifts, reduces to GR in the
matter domination era. This requirement, in terms of ψ′ISW, is equivalent to the initial condition: ψ
′
ISW,i = 0. This
condition ensures the integral of CGIl will vanish for N < Ni. This gives the second required relation between the
quantities δi and δ
′
i. Since we have, in general,
ψ′ISW = ZISW =
9a2Ωm
2
(
K2Y + 92 Ωma
2
)
Y (Y θ − 2)3K2
{
24 a2
(
Ωm +
2
3
)
δ′
+
[
16
3
K2 (δ′ − δ)− 9
(
6 δΩ3m +Ω
2
m (δ
′ − 6 δ) + 4Ωmδ′ + 8
3
δ′
)
a2θ
]
Y
− 2
[(
6Ω2m δ +Ωm (δ
′ − 8 δ) + 8
3
(δ′ − δ)
)
K2 − 9
4
(
Ω2m (δ
′ − 6 δ) + 4Ωmδ′ + 8
3
δ′
)
a2θ
]
θ Y 2
+
[(
Ωm (δ
′ − 8 δ) + 4
3
(δ′ − δ)
)
K2 − 3 a2
(
Ωm +
2
3
)
θδ′
]
θ2Y 3
}
, (114)
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then we will impose
ψ′ISW(N = Ni) = 0 . (115)
Both initial conditions, namely Eq. (113) and Eq. (115) can be used to find the initial conditions for the variables δi
and δ′i.
VII. THE RESULTS
We consider the observable to be the following quantity:
wα(ϑ) =
TCMB
4pi
∑
l
(2l + 1)CGI,αl Pl(cosϑ) , (116)
where TCMB = 2.72548× 106 µK and ϑ is the angle which denotes deviations from the center of the galaxy data set
considered. The sum is evaluated in the range 2 ≤ l ≤ 150, and the bias is found as described above. Finally CGI,αl
is found using either the triple integral (for 2 ≤ l ≤ 30) or the Limber approximation. For both 2d-mass and SDSS,
we have considered the data points from [29] (using the jackknife errors estimation method). Since the two data sets
(from 2d-mass and SDSS) are uncorrelated (see e.g. Fig. 5 of [29]), we can use their data points independently at the
same time.
In the following we show the results from the numerical triple integration/Limber approximation in order to find
the above mentioned observable. We fix the various parameters to the best fit value of Planck (in particular we
set σ8(N = −6) ≈ 2.579 × 10−3 for ΛCDM), but we let the parameter θ (proportional to the squared mass of the
graviton) vary. The results are shown in Fig. 2, where we plot the total χ2 for the three experiments (2-dmass, SDSS
and RSD) as a function of the normal-branch MTMG parameter θ. We find that at 1-σ, the χ2 has a minimum at
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FIG. 2. Total χ2 for different values of the normal-branch MTMG free parameter θ.
θ ≈ −4.79 for which χ2 ≈ 22.97. Considering a probability distribution of the kind P ∝ exp(−χ2/2), we find that the
1-σ contour is given by the following interval
θ = −4.79+0.93−0.92 . (117)
The value found for χ2 at θ = 0 (i.e. for ΛCDM) corresponds to χ2(θ = 0) = 37.68. Although the χ2 for the normal
branch of MTMG is lower than ΛCDM (or the self-accelerating branch of MTMG), the data still have quite large error
bars. Furthermore we relied on the fact that we accepted the best-fit Planck values for the background parameters
h,Ωm0. Nonetheless, we believe that future experiments, by increasing the sensitivity, will be able to distinguish
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between ΛCDM (or the self-accelerating branch of MTMG) and the normal branch of MTMG. It should be noted
that the graviton mass squared, µ2, is given by µ2 = θH20 (see e.g. [11]). Hence, if the data confirm θ to be a negative
number, the tensor modes whose wavelength is of the order of the present horizon scale may grow now and in the
future. However, even in such a case, when tensor mode instabilities arise, the time scale of the instability will be on
the order of the age of the present universe. Nevertheless, it would then be worthwhile investigating how to probe
such a growth with future experiments.
Having a closer look at the results, one finds that for some positive values of θ’s (θ ≈ 1.1), anti-cross-correlations
occur in the range where RSD data are well fit, so that the total χ2 reaches high values (see Fig. 3). This anti-
cross-correlation effect stops for higher values of θ (SDSS data have a best-fit for θ ≈ 1.5). For negative values of θ,
one finds that each separate contribution for the χ2 coming from each different experiment is consistently lower than
the value found for ΛCDM with best-fit Planck parameters. This shows, given the chosen data sets, a tendency of
the data to prefer a nonzero value of θ once we assume Planck best-fit values for the initial σ8, etc. Each different
contribution for the χ2 can be seen in Fig. 3. As stated above, the theory for values of θ ≃ 1.1 tends to have a bad
 1
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FIG. 3. Contribution for the χ2 for each separate experiment. Here χ2TOT corresponds to the χ
2 shown in Fig. 2
fit to the ISW-galaxy cross-correlation data. This happens, as shown in Fig. 4, because the quantity ψ′ISW acquires
an opposite sign (compared to ΛCDM) at low redshifts. This phenomenon gives rise to the anti-cross-correlation.
However, for other values of θ, positive cross-correlation is achieved, like in GR.
In Fig. 5 and 6, we show how the best-fit model in the normal branch of MTMG fits the data compared to ΛCDM
(or the self-accelerating branch of MTMG).
VIII. CONCLUSIONS
In this work we studied the influence of the normal-branch MTMG growth evolution on the ISW-galaxy cross-
correlation observable. Then we performed a fit to existing data to check whether anti-cross-correlation would rule
out the allowed RSD data parameter space for the normal branch of MTMG studied in [11]. We performed a full
triple integral to calculate the ISW-galaxy cross-correlations, so that we could take into account the deviation from
GR (or the self-accelerating branch of MTMG) not only at small scales but also at large scales, at which ISW-data
are quite sensitive. We also checked that the Limber approximation is very precise for values of l ≥ 30 (to 0.1% at
worst).
We chose ISW-galaxy correlation data for which the least amount of priors were needed to define the bias for the
experiments. In particular the data selected allowed us to neglect any possible time dependence of the bias thanks
to the window function for the galaxy data being peaked around a particular value of the redshift. We succeeded
to reproduce the ΛCDM fit to the existing data, and then we expanded the study of the fit to nonzero values of θ,
the parameter proportional to µ2/H20 ; µ being the mass of the tensor modes for the normal branch of MTMG. The
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FIG. 4. Comparison between the evolution of K2ψ′ISW for different values of θ in the high-k regime.
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FIG. 5. Comparison between the best-fit model of the normal branch of MTMG (black solid line) vs. ΛCDM (or the self-
accelerating branch of MTMG) (red dashed line) fitting the 2dmass data.
predictions of the theory reduce to that of ΛCDM (or the self-accelerating branch of MTMG) for θ = 0.
We find that the ISW-galaxy cross-correlation data disfavors a region of θ ≃ 1.1, where anti-cross-correlation occurs.
This happens as ψ′ISW changes sign (with respect to the ΛCDM behavior) at low redshifts. However, for other values
of θ positive correlation does take place, for example for θ ≤ 0 and θ > 1.5. If we further fix both h and Ωm0 to
the best-fit Planck values, the χ2 analysis for ISW-galaxy data combined with the chosen RSD data suggests that
negative values of θ give a better fit. However, this final result is probably not enough to state anything definitive.
Especially, as is clear from Fig. 3, the normal branch of MTMG (as well as ΛCDM in GR and the self-accelerating
branch of MTMG) does not solve the tensions completely. Nonetheless, if future experiments point more and more
toward the need of weaker gravity to explain the RSD data, then indeed, the normal branch of MTMG could be
distinguished from ΛCDM in GR (or the self-accelerating branch of MTMG).
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FIG. 6. Comparison between the best-fit model of the normal branch of MTMG (black solid line) vs. ΛCDM (or the self-
accelerating branch of MTMG) (red dashed line) fitting the SDSS data.
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