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For hermitian differential systems there is presented a characterization of 
a conjoined family of solutions (U; I’) for which U is nonsingular between a 
pair of mutually conjugate points, or on an interval contiguous to a focal point. 
The general results are obtained without any assumption of normality of the 
system. For a class of systems which are direct generalizations of the canonical 
form of nonsingular accessory systems associated with a simple integral varia- 
tional problem with no differential equation restraints, there is established a 
special comparison theorem involving a pointmise rnonotoneity property of 
the related integrand functions. The final section is devoted to a special result 
for systems consisting of s pair of scalar equations kth real cocficients, which 
in case the coefficient functions are continuous provides the result of the 
basic theorem of a recent paper [Applicable Analysis 2 (1972), 355-3761 by 
J. B. Diaz and J. R. McLaughlin. 
1. INTRODUCTION 
Many of the results of the Sturmian theory for second order linear self- 
adjoint differential equations have been extended to hermitian differential 
systems which generalize the concept of the Hamiltonian canonical form of 
accessory differential systems for variational problems of Bolza type (see, 
for example, Bliss [l, Chapters VIII, IX]). In particular, results on “non- 
oscillation” or “disconjugacy” have received major attention; specific 
attention is directed to Chapter VII of Reid [7], and the Notes and Comments 
at the end of this chapter. However, there has not been comparable attention 
to the characterization of a “conjugate” or “conjoined” family of solutions 
(U; V) with U nonsingular between a pair of mutually conjugate points, or 
on an interval contiguous to a focal point. The theorems of Sections 3 and 4 
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present oscillation and comparison theorems of this category, and to which 
the results of Section 2 are entirely prefatory. As far as the author is aware, 
these results have not been noted previously except in the most elementary 
two-dimensional case, in which instance they are ready consequences of 
well-known results of Sturmian theory as may be found in [77; Chapter V, 
Sections 3, 61. Section 5 is devoted to a comparison theorem for the important 
special instance of systems which are direct generalizations of the Hamihonian 
canonical form of nonsingular accessory systems associated with simple 
integral variational problems without differential equation restraints, and 
for which the integrand functions of the associated Dirichlet integra!s satisfy 
a pointwise monotoneity condition. Finally, Section 6 is devoted to systems 
consisting of a pair of scalar equations, and a theorem is established which 
in the case of continuous coefficients reduces to the basic Theorem I of the 
recent paper [3] of Diaz and McLaughlin. 
Matrix notation is used throughout; in particular, matrices of one column 
are termed vectors. The symbol E is used for the IZ x n identity matrix, 
while 0 is used indiscriminately for the zero matrix of any dimensions; the 
conjugate transpose of a matrix M is denoted by Ab*. The notation IU > N, 
(M > N), is used to signify that Iii and N are hermitian matrices of the same 
dimensions and d - N is a nonnegative (positive) definite matrix. For 
typographical simplicity, if M = [A&] and N = [NJ, (a = I,..., n; 
13 = I,..., r) are ~2. x Y matrices, then the 2~z ,X r matrix P = [P,,& 
(CT = 1 )..., 2n; $ = I)...) Y), with Paa = Al,, , Pnto,c = Nas is denoted by 
(&/I; N). 
A matrix function M(t) = [J&(t)] IS called continuous, integrable, etc., 
when each element M&t) possesses the specified property. I f  a matrk 
function M(t) is a.c. (absolutety continuous) on [a, b] then M’(t) signifies the 
matrix of derivatives at values where these derivatives exist, and zero else- 
where. Similarly, if M(t) is (Lebesgue) integrable on [a, b] then 
denotes the matrix of integrals of respective elements of M(t). We shall be 
concerned throughout this paper with a fixed compact interval [a, b], and the 
symbols 2, P, P will be used to denote the classes of general matrix 
functions M(t) = [M,,(t)] on [n, b] which are respectively (Lebesgue) 
integrable, (Lebesgue) measurable and j 114Jt)\~ integrable, and measurable 
and essentially bounded. Moreover, if M(t) and N(t) are matrix functions 
which are equal a.e. (almost evervwhere) on their common domain of 
definition we write simply M = N.- 
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2. BASIC PROPERTIES OF HERMITIAN DIFFERENTIAL SYSTEMS 
Throughout Sections 2-5 of this paper it will be assumed that A, B, C are 
n x n matrix functions defined on a given compact interval [a, b] on the real 
line, and satisfying on this interval the following hypothesis. 
B(t) and C(t) aye hemzitiunfor t E [a, b], and 
A, B, C are integrable on this interval. 
(-5) 
The hermitian differential system to be considered is of the Hamiltonian 
canonical form 
I&, v](t) = -v’(t) + C(t) u(t) - A”(t) v(t) = 0, 
L,[u, v](t) = u’(t) - ,4(t) u(t) - B(t) v(t) = 0, 
v-1) 
in the n-dimensional vector functions 21, v. A solution of (2.1) is understood 
to be in the CarathCodory sense; that is, (u, v) is a pair of a.c. vector functions 
on [n, b] such that the equations (2.1) hold a.e. on this interval. 
Corresponding to the vector system (2.1) we shall consider the matrix 
system 
qu, V](t) = -y’(t) + C(t) U(t) - a*(t) V(t) = 0, 
@1M) 
L,[U, V](t) E U’(t) - A(t) U(t) - B(t) F(S) = 0, 
in general n x r matrix functions U, V, and (11; V) is a solution of (2.1 M) if 
and only if each column vector function of this 2n x Y matrix is a solution 
of (2.1). 
For many of the results of this paper, reference is made to Chapter VII 
of Reid [7], wherein the hypothesis corresponding to (sj) above requires 
the coefficient matrix functions A, B, C to be of class $m on [a, b]. There 
the hypothesis was thus formulated so that the Dirichlet functional J[+J 
defined by (2.3) below might be considered in the Hilbert space setting 
wherein the associated canonical variable 5 is of class 2% on [a, 61. As far as 
solutions of the differential system (2.1) are concerned, however, and 
associated integral conditions involving the functional J, like results under 
the hypotheses of the present paper are derivable by identical proofs, where 
now the canonical variable 5 associated with an a.c. 17 is assumed to be of 
class f!!” on [a, b]. For a discussion of differential systems in the context of 
the present hypothesis, reference is made to the paper [6] of the author; 
paper [5] is also couched in terms intimately related to the present hypothesis. 
From well-known e-xistence theorems (see, for example, [7; Ch. II]), 
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it follows that for arbitrary t, E [a, b] and given n-dimensional vectors p, o 
there exists a unique solution (zc; V) of (2.1) satisfying the initial conditions 
z&J == p, v(t,) = cr. 
I f  (a1 ; nl) and (ug ; z.Q are solutions of (2.1), it may be verified readily 
that the function z.~~*(t) ul(t) -- zcr*(t) vl(f) is constant on [a, b]. I f  the value 
of this constant is zero, then the solutions (ul ; .t’&, (z+ ; VJ of (2.1) are said 
to be (nzutzdl$j conjoined. For the case of real-valued solutions of a system 
(2.1) with real coefficients, and which is the canonical form of the accessory 
equations for a variational problem of Bolza type, this concept reduces to 
mutual conjugacy, as introduced by von Escherich in 1898. If  Y = (U; V) 
is a 2n x .r matrix whose column vectors are linearly independent solutions 
of (2.1) with V*U - lJ*V = 0, these solutions form a basis for a conjoined 
family of solutions of dimension P, consisting of all linear combinations 
of these column vectors. The maximal dimension of a conjoined family of 
solutions of (2.1) is II, and a given conjoined family of dimension 1’ < n is 
contained in a conjoined family of dimension n, (see, for example, [7; Theorem 
VII: 2.11, or [5; Lemma 2.3)). I f  U and V are n x 12 matrix functions such 
that the column vectors of Y = (U, V) f  orm a basis for an n-dimensional 
conjoined family of solutions of (2.1), then for brevity Y is called a colljoined 
basis for (2.1). In general, if Y is a conjoined basis for (2.1) then a solution 
(u; V) of this equation is said to belong to Y, and we write (zc; ~9) E Y, if there 
exists a nonzero n-dimensional vector 6 such that (u(t); a(t)) 7= (U(t)t; I;(t)0 
on [a, t;l. In particular, if c E [a, 61 then each of the solutions Y( , C) := 
(u( , c); I’( , c)) and Y,( , C) = (U,,( , c); V,,( , c)) of (2.1 n,i) determined 
by the respective initial conditions 
U(c, c) = 0, 
Uo(c, 4 = G 
is a conjoined basis for (2.1). 
V(c, c) = I?, (2.2) 
V@(c, cj = 0, (2.2’) 
For a nondegenerate subinterval I of [a, b], let A(1) denote the vector 
space of n-dimensional vector functions v  which are solutions of 
V’ + A% = 0, Rv = 0 on 1. Clearly v  E A(l) if and only if IL(t) s 0, n(t) 
is a solution of (2.1) on I. I f  A(l) is zero-dimensional the system (2.1) is 
called normal on I, or said to have abnormality of order zero on I. I f  A(I) has 
dimension d = d(l) > 0, then (2.1) . 1s said to be abnounnl, zvitk order of 
abnormality d, on I. I f  I = [a, , b,], for b revity d[a, , b,] is written for the 
more precise d([aO , b,]), with similar contractions in case 1 is of the form 
[aO, b,), (a,, b,], or (a,, , b,). For a nondegenerate subinterval I of [a, b], 
clearly 0 < d(1) < n; moreover, if ICI, C [a, b] then d(1) > d&J. It is to 
be noted that if [a,, , b,] is a nondegenerate subinterval of [a, b], then by 
continuity it follows readily that d[ao , b,] = d[a,, ) b,) = d(a, , b,] = 
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d(as , 6s). If (2.1) is normal on every nondegenerate subinterval of [a, 61, 
then this system is said to be identical& normal on [a, b]. 
Two distinct values t, and t, on [a, b] are said to be conjugate, with respect 
to (2.1), if there exists a solution (u; V) of this system with u + 0 on the 
subinterval with endpoints tr and t, , while u(&) = 0 = zd(tz). If c E [a, b], 
and (2.1) is normal on every subinterval of [a, b] for which t = c is an 
endpoint, then clearly a value s + c on [a, b] is conjugate to c if and only if 
the conjoined basis Y( , c) of (2.1) defined by (2.2) is such that U(s, c) is 
singular. 
If I C [a, b] and d(I) = d > 0, then for c E 1 we shall denote by d = d(c) 
an n x d matrix such that the column vectors of the solution matrix I’(t) of 
V’ + A*v = 0, V(c) = d( J f r orm a basis for n(1); for brevity this association 
is signified by the symbol d(c) N A(l). For the use of such matrices d(c) in 
the study of conjugate points, the reader is referred to Lemma VII:3.3 and 
Theorem VII:4.3 of [7]. 
For I a nondegenerate subinterval of [a, b], let D(1) denote the set of 
n-dimensional vector functions 7 a.c. on I, and for which there exists an 
associated 5 E f!!” such that Ls[q, <] = 0 on 1. If I = [a,, , b,], for brevity 
we write %[a0 , /+,I in place of the more precise symbol %([a,, , b,,]), and the 
fact that 5 is thus associated with q is denoted by 17 E B[as , b,] : 5. The 
subclass of a[a,, , b,] on which q(a,) = 0 is denoted by %,,*[a,, hOI, the 
subclass of %[a0 , b,] on which T(bO) = 0 is denoted by T),,[a, , b,], and 
%Jao ,&I n %[a0 t 41 is denoted by Q,[a,, , b,J. Also, the association of 
a vector function 5 E !+ on [a, , b,] with a vector function 17 of one of these 
classes is signified by the respective symbol 
rl E Q,,[a, , b,l : 5, q 6 %,[a, , 44 : 5, or 17 E Q&q, , hl : 5. 
Finally, if [a,, , b,] = [a, b], then the symbols for the above defined classes 
are reduced to merely 3, Q,, , a *,, and Da, with corresponding association 
symbols 7 E 3 : 5, etc. 
If (q”, 5”) E !P x ,QW, (a = 1,2), then the integral J[$ : cl, 112 : p] = 
J[$ : 51, ~2 : 5” ! a, b] given by 
(2.3) 
defines an hermitian functional; that is, J is linear in the first argument pair 
($, t;‘), and Jh” : C2, 9 : PI is equal to the complex conjugate of 
J[$ : cl, 72 : 521. In particular, if 7” E 3 : 5” (a = 1, 2), then although in 
general the vector functions 5” are not determined uniquely the functions 
cp*Bp are uniquely determined functions of class f? on [a, b], and the 
integral of (2.3) defines an hermitian functional J[$, q2] on 9 x rz). As 
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usual, if 7 E 3 : 5 we write J[7jJ in place of the more complicated notiltion 
J[q, v] for the Dirichlet functional 
~hl = I” Wi + q*~rll dt. (2.4) 
a 
As has been consistently used by the author in Chapter VII of [7]? the 
study of oscillation and comparison properties of solutions of (2.1) rests 
upon the fact that (2.1) is the canonical form of the Euler-Lagrange differ- 
ential equations for the variational functional J[T] on D, . 
The following known properties of solutions of (2.1) are listed for use in 
the following sections; for their proofs the reader is referred to the indicated 
results of f4 or 71. 
1. COROLLARY TO LEMMA VII : 4.1[7]. 1f (21; U) G a solzttion of (2.1) 
detennikng t, and t, as mutually conjugate points, then 
JEl I t1 3 2 t ] 3 jt” {v”Bv + u*Cu} dt 
h 
kl I tr 
=7 u*v + 
i .i 
u”L,[u, v] dt = 0. 
fl t1 
(2.5) 
2. THEOREM 2.1[6], or THEOREM VII : 4.1[7]. If u is an U.C. n-dimensionai 
eector function on [a, b], then there exists a ‘I such that (u; zl) is a sol&m of (2.1) 
if and only ;f there exists a v1 sz~lz that u E 9 : vl and J[u : vl ,q : 2J = 0 for 
Tj E no : 5~ 
As a ready consequence of 2, we have the following result. 
3. COROLLARY 1 TO THEOREM VII : 4.1[7]. I f  J[+j is nmznegative defilzite 
on 9, > and u E b, with J[u] = 0, then there exists a v  such that (u; v) is a 
solution of (2.1) on [u, b]; in pa&x&r, if u(t) + 0 OTE [a, b] then b is conjugate 
to a. 
4. LEMMAS VII : 3.1 AND WI : 3.2, WITH COROLLARY 2 TO THEOREM 
VII : 4.1[?]. 1f [a,, , b,] C [a, b], and J[q j a0 , b,] is posifive definite on 
5&[a, , b,], then for 7 E TD[a,, , b,] : 5 tl zere exists a solution (21; v) of (2.1) such 
that u(a,) = T(G), u(b,) = q(a,); moyeoz!er, J[q / a,, b,] 2 J[u j a, , b,,], 
with equality if and only if q(t) s u(t) on [aa, , b,]. 
For brevity we shall denote by (gB) the following condition. 
B(t) 2 0 for t a.e. on [a, b]. (%B) 
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5. THEOREM VII : 4.2[7]. If J[fJ is nomzegative definite on a,,, then 
condition (&.) holds. 
One of the results used most frequently in the study of oscillation phe- 
nomena of solutions of (2.1) is the following. 
6. THEOREM 5.1[6] AND THEOREMS VII : 4.4 AND VII : 4.5[7]. J[q] is 
positive deJinite on 3, if and only ij ($e) holds, together with one of the following 
conditions : 
(i) (2.1) is disco+gate on [a, b]; 
(ii) there exists a conjoirzed Basis (U, V) of (2.1) with U(t) nonsingular for 
t E [a, b]. 
The proof that (9&) and (ii) imply the positive definiteness of J[T] on Do 
is based upon the fact that if (V; V) is a conjoined basis for (2.1) with U 
nonsingular on [a, b], and for 7 E ID : 5 the vector function lz is defined by 
7 = Uh, then we have the identity 
<*Bc f q*Cq = [z; - Vh]” B[< - Vh] + (q*Vh)‘, (2.6) 
and the corresponding representation formula 
J[~] = q*~lz lb + j” [5 - Vh]” B[5 - V/z] dtEt. 
a a 
(2.7) 
In terminology of the calculus of variations, the above identity and represen- 
tative formula embody the so-called Legendre or Clebsch transformation 
of the functional J[+J. 
Whenever (2.1) is normal on all subintervals [a, 41, b, E (a, b], then (i) 
implies, in particular, that the conjoined basis Y( , a) = (U( , a); V( , a)) 
defined by (2.2) is such that U(t, a) is nonsingular for t E (a, b]. Corres- 
pondingly, if (2.1) is normal on all subintervals [a1 , 61, a, E [a, b), then the 
conjoined basis Y( , b) = (U , b); V( , 6)) is such that lJ(t, b) is nonsingular 
for t E [a, b). 
For the consideration of the nonnegative definiteness of J[T] on 3, , and 
related results on disconjugacy and the existence of conjugate bases 
Y = (U; V) with U nonsingular on the open interval (a, b), one has the 
following results. 
7. (a) PROBLEM VII : 4.2, with essentials of proof in accompanying 
“Hint” [7]. If (!&) holds and there exists a conjoined basis Y = (U; V) 
with U(t) nonsingulm on (a, 6), then J[T] is nofz-negative de$nite on 3, , and 
;f 7 15 D,, : 5 with T(t) f 0 on (a, b) and J[fj = 0, then there exists a solution 
(u; v) of (2.1) with u(t) = q(t) for t E [a, 61, so that t = a and t = b are 
mutually conjugate points. 
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(b) 1f (2.1) is nor?& on every subinterval [aI, 61, a, E [a, b), also nor~~al 
on esery subinterval [a, b,], 6, E (a, b], mad J[y] is norz-negative dejirzife on Q, , 
then (S&) holds and there exists a conjoined basis 1’ = (U; F) fop (2.lj with 
U(t) nonsingulur for t E (a, b). 
Conclusion (b) is a ready consequence of the fact that if the stated conditions 
of normality hold then from the results of I and 3 it follows that there is no 
point on the open interval (a, b) conjugate to either t = a or t = b, and 
hence the conjoined bases Y( , a) = (U( , a); V( , a)) and Y( ~ b) = 
(U( , b); V( , B)) are such that U(t, a) and U(t, b) are nonsingular for 
t E (a, b). 
It is to be emphasized that the conclusion of (b) does not hold when the 
hypotheses of normality are omitted. For example, for n == 1 let J(t) = 0 
for t E t-a, n-j, and 
(B(t), C(t)) = (0, O), for t E [-7r, -+) U (&?T, T] 
St.% (1, -1), for t E [---$T~ &r]. 
I f  t, E [- TT, -&r] and t, E [t-rr, T], then t, and t, are mutually conjugate 
relative to this system. Also for c = -z- the corresponding conjoined basis 
defined by (2.2) becomes 
(U(t, -4, w, -m)) = (0, I), for t E [-Z-, --in), 
= (cos t, -sin t), for t f  [-$T, $71, 
= (0, -I), for t E ($T, ~1~ 
and for c = n we have (U(t, TT), V(t, n)) = (- U(t, -T); -V(t, -T)) for 
t E [-TT, n]. From conclusion (a) of 7 applied to this system on the interval 
[-+r, $1, it follows that J[y / -+T, &T] is nonnegative definite on 
a,,[-&r, $1. Moreover, since d = 0 on [-T, rr] and B = 0 on 
[-a, -4~) u (&TT, TTJ it follows that if 7, E Q,[-T, W] then 7 = 0 on 
[-a, -$TT] LJ (in, T] and 9 E B&-&T, &I, so that J[q I -T, n] is non- 
negative definite on T&[--V, ST]. As the general solution of the corresponding 
differential system is 
( wj; b’(t)) 
== (Cl > 4, for t E [-T, -+T), 
== (-cl sin t + c2 cos t; -cl cos t - ce sin t), 
= (-1 > -4, for t E (&T, ~1, 
it follows that there is no solution (U(t); V(t)) with U(t) # 0 for t E (-‘rr, w). 
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For r an n x n hermitian matrix and (qE , &J E 2” x P, (X = 1, 2), 
we shall denote by 1[~r : <r , Q : (a] = I[Q : [r , 7% : 5s ( a, b] the functional 
Also,incase~,~D:Z;,,(a=1,2), we employ the notations l[ql ,721 and 
I[qr] in a fashion corresponding to those introduced above for the functional 
J of (2.3). In particular, for the functional 1[~] = 1[~ j a, b] defined by 
(2.8) 
and subject to the restraint 71 E BI),, , we have the Hamiltonian differential 
system (2.1), together with the terminal conditions 
i. Tz~(n) - z(fz) = 0, ii. u(b) == 0. (2.9) 
Corresponding to the above results 2 and 3 for the functional J, we have 
the following results for the functional I. 
8. THEOREM VII : 6.1[7]. If u is an a.c. n-dimensional vector function on 
[a, b], theiz there exists a v  such that (26; v) is a sohtioa of (2.1) sati$Ving (2.9i) 
if and only z;f there ex&ts a vl such that u E 3 : v1 and I[u : vl , 77 : 5-j = 0 for 
7 E B*o : 5. 
‘9. COROLLARY TO THEOREM VII : 6.1[7]. gfl[$J is nonnegative de$&te on 
3 *o, a?td u E Da,,, with I[u] = 0, then there exists a v  such that (u; v) is a 
solution of (2.1), (2.9). 
10. THEOREM VII : 6.2[7]. I[q] is positive definite on D*,, ; f  and only if 
(!&J holds, afzd the conjoined basis Y = (V; V) for (2.1) detemined by the 
i&al conditions 
IT(a) - V(a) = 0, U(a) nonsingular, 
is such that U(t) is non-singular on [a, b]. 
(2.10) 
Relative to the functional (2.8), or relative to the differential system (2.1) 
with initial condition (2.9i), a value s E (a, b] is called a right-hand focal point 
to t = a if there is a solutiofz (u; v) of (2.1) which satisJes (2.9i), fzas u(s) = 0, 
and u(t) f 0 on [a, s). In view of the fundamental existence theorem, the 
condition zc(t) + 0 on [a, s] is equivalent to zl(a) + 0. 
Finally, corresponding to 7 we have the following results, which will 
be stated without proof as they may be established by methods entirely 
analogous to those referenced and presented above for 7. 
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11. (a) If  ($jB) holds and there exists a conjoined basis E’ == (U; Vj for 
(2.1) satisfying (2.10) and wit12 U(t) nonsingular on [a, bj, then I[q] is non- 
negative definite on ID,, , and if7 E D,, : [ with 7,(t) + 0 on [a, 6) andI[~] = 0, 
then there exists a solutiolz (u; v> of (2.1), (2.9) with a(t) = q(t) for t E [a, b], 
so that t = b is u right-hand focal point to t = a selatiz!e to the factional (2.8). 
(b) If (2.1) is normal on every subintemzl [a, , bJ, a1 E [a, bj, and I[?] is 
nonnegative defillite on D *0 , then (&) holds and my conjoined basis E’ = (li; 5’) 
for (2.1 j sutisf~ritzg (2.10) has U(t) nonsingulur on [a, 6). 
3. ADDITIONAL OSCILLATION RESULTS 
The results of this section extend those of 7a and lla of the preceding 
section. As far as the author is aware, these resuits have not been noted 
previously except in the simple, almost trivial, case of n = 1 and (2.1) the 
canonical form of an ordinary second order linear differential equation. 
THEOREM 3.1. Suppose that (9s) holds, the valzces t = a and t = b are 
mutually conjugate with respect to (,X1), and Y == (0’; Vj is a conjoined basis 
for (2.1) with U(t) non-singular for t E (a, b). Then every solution (u; vj of (2.1 j 
which determines t = a and t = b as conjugate points is attached to Y k. the 
sense that there is a nonxero n-dimensional vector e such that u(t) E U(t>c 
on [a, b] and v  - bTf E A[a, 61. 
Under the hypotheses of the theorem, from 7a of Section 2 it follows that 
J[T] > 0 for 7 E 3, . Also, in view of 1, if (u; z) is a solution of (2.1 j deter- 
mining t = a and t = b as conjugate points then u E 9, and J[u] = 0. The 
proof that u belongs to the supposedly existent conjoined basis I’ = (U; V) 
with U(t) nonsingular on (a, b) will be established by using the type of 
approximation employed in the proofs of Theorem VII : 4.5 and Problem 
VII : 4.2 of [7]. Although the geometric interpretation of the approximation 
is relatively simple and direct, it is felt that the existent details, especially in 
case there is no assumption of normality, have suficient complicacy to 
require inclusion. 
Let -s’,( , a) = (U,( , a); V,( , a)) and Ys( , b) = (Us( , b); Sg( , 6)) be 
the conjoined bases for (2.1) determined by the initial conditions (2.2’) for 
c = a and c = h. Also, for d, = km,,, d[a, s] and db == Iim,,, d[s, 61, let 
2 > 0 be such that 0 < < < (b - a)/2 and so small that d[a, a + Z] = dg ) 
U,Jt, uj nonsingular on [a, a + 21, and d[b - Z, b} = 4 , Uo(t, b) nonsingular 
on [i, - i, b]. Consequently, if 0 < or -< Z then also d[u, u + EJ = d, 
and d[6 - or , b] = db . Let o(a) and d(6) be such that d(a) N A[a, a -t g] 
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and d(b) - fl[b - 2, b], and for a given or E (0, <] let ~~ E (0, cl) and so small 
that 
4a + eo, a+q] =d[a,a,+cJ =d,, d[b-c,,b-co] =d[b-cl,b] ==db. 
In particular, the results of the Corollary to Lemma VII : 4.1 and Theorem 
VII : 4.4 of [7] imply that (2.1) is disconjugate on each of the subintervals 
[a, a + Q] and [b - or , b]. If 71 E 3, : 5 and 0 < E < ~a , with the aid of 
Lemma VII : 3.2 of [7] it follows that there exist unique solutions (u,, ; anr) 
and (ubr ; nbc) of (2.1) such that 
u,Xa + E) = 0, 
u,,(b - 6) = 0, 
uda + 4 = da + 4 A*(a) r,,(a) = 0, 
u,,(b - 9) = q(a - 4, A*(6) v,,(6) = 0. 
Moreover, in view of criterion 3 in Lemma VII : 3.3 of [7], as E ---f 0 the 
functions (u,, ; use) tend uniformly to (uao ; ZJ,,,) on [a, a + cl], and the 
functions (Ubr ; o,,) tend uniformly to (ubo ; cbo) on [b - or , b]. Let vector 
functions ?E , j, be defined as: 
(a(f); s,(Q) = (do; S(t)>, t E (a + 61 9 b - d, 
= (~(0; fl,,(O>, f E [a + E, a + 4, 
= (w&); %&)), t E 16 - El , 6 - 4 
= (0, O), t E [a, a + E) u (6 - 6, 61. 
Then qe E ao[a, b] : 5, and also Q E %,[a + E, b - 61 : 5,) so that 
Jh I 4 bl = Jh I a + 6 6 - 4 and Jh I a7 4 - ho I a, 4 
as E --t 0. Now in view of the discussion following 6 of Section 2, with the aid 
of formula (2.7) we have 
where R, = U-lq, on (a, b). As B(t) > 0 a.e. on [a, b] we have that the right- 
hand member of (3.1) is not less than the corresponding integral over 
[a + 3 , b - ~~1, on which interval we have 5, = 5 and h, = h = U-%p 
Also, we have that 
Now qo(t) = q(t) for t E [a + cl , 6 - ~1, and in view of the disconjugacy 
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of (2.lj on each of the subintervals [a, a + EJ, [b - Q ) 61 it follows from 4 
and 6 of Section 2 that 
J[qu 1 a, a + $1 = J[%o I a, a + ql < J[7 I a, a + %I. 
A70 I b - El Y b] = J[+,o I b - ~1 > bl < J[7> b, b - 4 
Consequently, we have the inequality 
J[7] 2 joI’ [< - 6’h]* R[< - v-h] dt, (3.2) 
1 
for arbitrary e1 E (0, 21. As the function [c - VIZ]* B[< - I%] is nonnegative 
on (n, b) it follows from the Beppo Levi Monotone Convergence Theorem 
for Lebesgue integrals that this function is Lebesgue integrable on [a, b], and 
J[7] > jab [( - Vh]” B[< - Vh] dt. (3.3) 
In particular, if 17 E I& and J[7] = 0 then B[i - F/Z] = 0 a.e. on [a, 61, 
so that Uh’ = 0 and h’ = 0 on [a, b], thus yielding the conclusion that there 
is a constant vector E such that h(t) E 5 on (a, b). Thus if (u; V) is a solution 
of (2.1) which determines t = u and t I= b as conjugate points we have that 
there is a nonzero n-dimensional vector 5 such that zc(t) -E b’(t)c on [a, b]? 
and consequently u&t) ZF 0, v,(t) = v(t) - V(t)( is a particular solution 
of (2.1) on [a, b], so that 7~~ EJa, b]. 
Corresponding to Theorem 3.1, for a focal point relative to the functional 
(2.8) we have the following result, which may be established in an entirely 
analogous method which is indeed somewhat simpler in detail, as the 
approximation process is employed only in a neighborhood of the endpoint 
t = b. 
THEOREM 3.2. Suppose that ($&) holds, while t = b is a right-hand.focal 
point to t = a relative to the ftlnctional (2.8), and Y = (V; V) is a conjoined 
basis for (2.1) satisfying the initial conditions (2.10) with U(t) nonsingular for 
t E [a, b). Then every sobtion (u; v) of (2.1) which determines t = b as a focul 
point relative to the ficnctional (2.8) is attached to I’ in the sense that there is a 
nonzero n-dimensional vector EJ such that 21(t) = U(t)t orz [a, b] and 
v  - V( G L&Z, b]. 
4. COMPARISON THEOREMS 
No,; consider two systems (2.17, (a = 1, 2), involving n x n matrix 
functions Aa, P, P on a given compact interval [a, b] which satisfy the 
hypotheses (9) and ($j& as defined in Section 2. The corresponding 
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functionals (2.4) are denoted by p[~], and the respective classes 3, D.+*, 
Da,, a,, by the same symbol with the superscript 01. Also, the corresponding 
classes A(1) for the two problems will be designated by Aa;, (CC = 1,2). In 
the following theorems we shall be concerned with two systems for which 
Dal = W, and hence also T&, = a:, , T& = T& , and B,-,l = Da’. The 
classes of vector functions ZY and W are clearly equal whenever Ai = A2 
and B1 = B” on [a, b], but are also equal under more general conditions since 
whenever a vector function v is such that 17 E D : 5 and also 7 E B2 : [ it is not 
required that < = b. For example, if B1 and B” are nonsingular on [a, b] 
and each of the matrix functions (B2)-l B1, (F)-’ (A, - A,), (Bl)-l B” 
and (B1)-l (A, - A,) belongs to P on this interval, then TJ E ID1 : 5 if and 
only if 71 E W : [ where 
[ = (B2)--l [Bll + (Al - A”)q], 5 = (B1)-l [BB[ + (A” - AP),]. 
Special systems satisfying these conditions will be considered in the following 
section. In particular, whenever D1 = B2 and 7 is a member of these classes, 
it is to be emphasized that in the evaluation of the functional J”[T] the 
integrand involves (7, ca), where 5” is a vector function such that 7 E 9 : 5”. 
THEOREM 4.1. Suppose that for a: = 1, 2 the systenz (2.19 satis$es 
hypotheses (.@) and (S&), and tlzat B1 = W. Tf J1[~] > J’[q] for arbitrary 
7 E %,,I = DOZ, and t = b is the first right-ha?zd conjugate point to t = a fog 
(2.11), then for a conjoined basis Y” = (u”; Vz) of (2.12) exactly one of the 
following conditions holds: 
(i) there exists an s E (a, b) such that P(s) is singular; 
(ii) V(t) is non-singular for t E (a, b), in which case t = b is also the first 
right-hand conjugate point to t = a for (2.19, and if (zc; v) is a solution of 
(2.1l) which determines t = b as conjugate to t = a with respect to (2.11) the71 
tlzere is a 8 such that (u; 5) is a solution of (2.1’) which determines t = b as 
conjugate to t = a with respect to (2.12), alzd (u; S) is attached to Y2 i?z the sense 
that thme is a non-xero n-dinzensional vector E such that u(t) = v’(t)t on 
[a, b], and 7i - I’%$ E rP[a, b]. 
Let (u; V) be a solution of (2.P) which determines t = b as conjugate to 
t = a with respect to this system. Then u(t) $ 0 on [a, 61, u E Do1 : v and 
P[u] = 0, so that in view of the hypotheses of the theorem we have J’[u] < 0. 
If Jz[u] < 0, then since u E II), 2 it follows from 7 of Section 2 that CJ2 must 
be singular for some s E (a, b). On the other hand, if (i) does not hold then 
for the given conjoined family IT2 we must have that UL is nonsingular on 
(a, b), and by 7 of Section 2 it follows that J’[q] > 0 for 71 E Q,P. In this case 
0 L- J1[u] > J2[uJ > 0, so that J’[u] = 0 and by 3 of Section 2 it follows 
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that there is a 5 such that (u; $1 is a solution of (2.12) which determines t = b 
as conjugate to t = a with respect to (2.12). The remainder of the conclusion 
(ii) is a consequence of the result of Theorem 3.1 for the system (2.12j. 
Now consider two functionals 
fir71 = q*(n) -I(4 -t J”hl, Ia = 1,219 (2.8’) 
of the form (2.8), where the J” are as presented above and P are n x $1 
hermitian matrices. Corresponding to (2.9) we now have the end conditions 
i. I%(a) - v(a) = 0, ii. u(b) = 0. (2.9q 
We shall be concerned with two such systems where again D1 = W, and 
hence al,, = ai, . Analogous to the above theorem on conjugate points 
we now have the following result on focal points. No details of proof will be 
given, however, as they parallel those of the above proof of Theorem 4.1, 
with the roles there played by 7 and 3 of Section 2 now assumed by the 
respective results 11 and 9 for focal points. 
THEOREM 4.2. Suppose that for 01 == 1, 2 the system (2.1E) satisjks 
hypotheses (sj) and (5jBz), and that a1 I= W. If P[?] 3 I?[T] fop arbitrary 
-q E 5T& = a:, , and t = b is the first r<qht-hand focal point to t = a *pelatke 
to (2.8l), then for a conjoined basis Y2 = ( Uz; VT”) of (2.1”) satisfying 
riu(a) - ID(a) r= 0, U(a) nonsingular, 
exactly oze of the following conditions holds: 
(2.1o’j 
(i) there exists an s E (a? bj such that V(a) is singular; 
(ii) V(t) is nonsi@ar JOT t G [a, b), in z~?zich cause t = b is also the$vst 
right-hand focal point to t = a relative to (2.8”), and if (u; vj is a solution of 
(2.1l) zuhich detemzines t = b as focal to t -= a relative to (2%) then there is a 
3 such that (11; 5) is a solution of (2.1’) which determines t = 6 as-focal to t = a 
relative to (2.P), and (u; 6) is attached to Yz in the seme that there is a Ttorz-zero 
n-dimexsiozal vector < s&z that u(t) = P(t)f on [a, b], and 6 - r’t E .@[a, 61. 
5. A SPECIAL CLASS OF SYSTEMS (2.1) 
Of particular interest and importance are systems (2.1) which are direct 
generalizations of the Hamiltonian canonical form of a nonsingular accessol-y 
differential system associated with a simple integral variational problem that 
does not involve differential equation restraints, and thus essentially of 
the form considered by Reid [5]. 
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For t E [a, b], and n-dimensional vectors 7, m, let 
2w(t, rjl, 79; r12, T”) = n2*[R(t) z-l + Q(t) +j + ‘72*[Q*(t) ZJ + P(t) $1, 
24, 794 = 24, 7, Q-G -q,r), (5.1) 
where the 12 x n matrix functions P, Q, R satisfy on [a, b] the following 
conditions: 
(i) P, Q, R belong to 2, and P(t), R(t) are hermitian for t E [a, b]; 
(ii) there exists an hermitian matrix function R-1 E !$ such that 
R(t) R-l(t) = E for t a.e. on [a, b]; (5) 
(iii) the matrix functions A = -R-IQ, B = R-l, 
C = P - Q*R-IQ belong to 2. 
With the matrix functions d, B, C satisfying hypothesis (!+j’iii), it is 
readily seen that in the notation of Section 2 we have that 7 E 3 : 5 if and 
only if 17 is a.c., 5 E B”, and 
moreover, for 7, 5 thus related we have 
Q*$ + Pv = C7, - A*& (5.3) 
If  7” E 3 : p, (a = 1, 2), then the functional J[$, ~a] of (2.3) is also given by 
and the differential system (2.1) is the Hamiltonian canonical form of the 
Euler-Lagrange equation 
W(t) = -[R(t) u’(t) + Q(t) WI’ + [Q*(t) u’(t) + p(t) a(t)] = 0 (5.4) 
for the hermitian functional 
JM = j.” 24t, dt), q’(t)) dt. 
a 
(5.5) 
Again, it is to be emphasized that the phrase “u is a solution of (5.4)” is 
understood to mean that “u is a.c. on [a, b], and there exists a corresponding 
a.c. v  on [a, b] such that v  = Ru’ + QU and v’ = Q*u’ + Pu.” 
Hl3WiITIAN DIFFERENTIAL SYSTEMS 565 
X system (2.1) related to an hermitian function 2w as described above is 
clearly identically normal. NIoreover, for such a system the hypothesis ($jB) 
of Section 2 may be expressed as the following hypothesis: 
R(t) > 0 for t ae. on [a, b]. RR’) 
In particular, in applying Theorems 3.1 and 3.2 to such systems the phrase 
“(u; V) is attached to Y” may be replaced by “(u; n) belongs to Y.” 
Of special interest is the case in which we have satisfied the further 
condition, 
(iv) R, R-l and R-10 belong to cm on [a, b]. (5’) 
In this instance there etists a j such that 7 E 3 : 1: if and only if q is 
Lipschitzian on [a, b], and hence the class 3 is independent of the particular 
matrix functions A, B. 
Now consider two systems (2.17, (LX = 1, 2), related as described above 
to respective hermitian functions 2~~ of the form (5.1) with -n x -n matrix 
functions Pa, p, P. The corresponding differential equations (5.4) and 
functionals (5.5) will be denoted by P[u](t) and J”[?;]. For such systems 
satisfying hypotheses (@‘i-iv) an important instance of a comparison theorem 
occurs whenever the integrand functions satisfy the following point property-: 
For 1 a.e. on [a, b] we have Ll%(t, 7, 7~) = d(t, 17,~) - J(t, 7, T) > 0, 
for urbitrary (T, r). !bo’> 
If hypotheses (!$i-iv), ($3&), and (5,‘) hold, then in the consideration of 
alternative (ii) in Theorem 4.1, it follows from the condition 0 = Ji[u] > 
J’[zL] = 0 that 
(54 
and hence that the nonnegative integrand function d%(t, t&(t), u’(t)) is 
equal to zero for t a.e. on [a, 61. Consequently, for t a.e. on [a, b] we have 
0 = u&t, u(t), u’(t)) - W;*(t, u(t), d(t)) 
= RI(t) d(t) + PI(f) U(t) - [R?(t) u’(t) + Q”(t) u(t)], 
0 = c.LJt;*(t, u(t), u’(t)) - WZ,*(& u(t), u’(t)) 
= p*(t) d(t) + P’(t) u(t) - [Q”“(t) u’(t) + P”(t) u(t)]. 
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Since (u; V) is a solution of the system (2.17, it then follows that 
v  = RW + Qk and v’ = Q1*u’ + Plu also satisfy zl = RW + Q%, 
v’ = Q2”u’ + P*(t) u on [a, b], and hence (u; v) is a solution of the system 
(2.27. Thus we have the following comparison theorem for systems of the 
sort discussed in this section. 
THEOREM 5.1. Suppose that for a! = 1, 2 systems (2.1a) are related to 
hermitian functions 2~~ which satisfy lzypotheses (sj’i-iv), ($&), and (&,,‘). 
Then J1[7] > J2[7] for Lipschitzian vector functions 7, and if t = b is the 
Jirst right-hand conjugate point to t = a for (2.11), then for a conjoined basis 
Y2 = ( U2; V2) of (2.1”) exactly one of the following conditions holds: 
(i) there exists an s E (a, b) such that Z?(s) is singulaq 
(ii) U2(t) is nonsingular fey t E (a, b), in which case t = b is also the 
Jirst right-hand conjugate point to t = a for (2.17, and if (u; v) is a solutiofz of 
(2.1’) which determines t = b as conjugate to t = a with respect to (2.11), then: 
(a) Dw(t, u(t), u’(t)) = 0, for t a.e. on [a, b]; 
(b) (u; v) is also a solution of (2.12) which determines t = b as conjugate 
to t = a with respect to (2.12), and (u; v) E Y2. 
Corresponding to Theorem 4.2, we also have the following comparison 
theorem for focal points. 
THEOREM 5.2. Suppose that for a: = 1, 2 systems (2.19 are related to 
hermitian functions 2~” which satisfy hypotheses (@‘i-iv), (!?J&), (!&‘), and 
F, r2 are hermitian ?a x n matrices satisfying F > r2. Then the corresponditig 
hermitian functionals Iy defined by (2.8”) aye such that I’[71 > P[v] for 
Lipschitzian vector functions 7, and if t = b is the first right-hand focal point 
to t = a relative to (2%) then for a conjoined basis Y2 = (U2; V*) of (2.1”) 
satisfying (2.107 exactly one of the following conditions holds: 
(i) there exists an s E (a, b) such that U2(s) is singular; 
(ii) i?(t) is nonsilzgular for t E [a, b), in which case t = b is also the$rst 
right-hand focal point to t =“a relative to (2A2), and if (u; v) is a solution of 
(2.1*) which determines t = b as focal to t = a relative to (2#), then: 
(a) I’, = I’, , and A‘%(t, u(t), u’(t)) = 0, for t n.e. on [a, b]; 
(b) (u; v) is also a solution of (2.12) which determines t = b as focal to 
t = a relative to (2.82), and (u; v) E Y2. 
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6. REAL SYSTEMS (2.1) WITH n = 1 
-4ttention will be directed now to systems (2.1) satisfying the following 
hypothesis. 
n = 1, and A, B, C are veal-valued integrable fmctions an 
[a, b] with B(t) > 0 on this interval, zohile B, l/B afzd A helorzg (5) 
to 52% 071 [a, b]. 
Under this hypothesis the system (2.1) is identically normal, and each real 
solution (1~; V) of this system is self-conjoined. Moreover, the class 
3 = Q[u, b] is the class of scalar functions which are Lipschitzian on [a, b] 
and, in the discussion of oscillation and comparison theorems, without loss of 
generality one may restrict the members of 9 to be real-valued. 
In particular, hypothesis ($) holds under the following condition. 
n. = 1, and A, B, C are real-valued contimous bfunctiorls on 
[a, t)] zuith B(t) > 0 03 this intercal. Gi, 
Perhaps under hypothesis (5) not all the results of l-11 of Section 2, 
and Theorems 3.1, 3.2, may properly be listed as belonging to “well-known 
results of the variational theory of self-adjoint differential systems,” although 
much work on matrix differential systems (2.1) in corresponding contexts 
tend to justify such a classification. In this connection, the reader is referred 
to the Notes and Comments on pp. 398-400 of [7J However, under 
hypothesis (SC) all these results do belong to this classification. In particular, 
they are special instances of results of Morse [4; Chapter 5] and Reid 
[7; Chapter V]. Specific references to individual results in Chapter V of [7] 
are as follows. Properties l-7 are presented on pp. 224-229 in Lemma V : 3.1: 
Theorem V : 3.2 with its two corollaries, Theorem V : 3.3, Theorem V : 3.4 
with its corollary; properties 8-11 are presented on pp. 238-240 in Theorem 
Y : 6.1 with its corollary, and Theorem V : 6.2. Also, the result of Theorem 
3.1 is presented on p. 228 in the corollary to Theorem V : 3.4, and the result 
of Theorem 3.2 on p. 239 in Theorem V : 6.2. As Theorems 4.1 and 4.2 
were deduced as ready consequences of properties l-11 of Section 2 an d 
Theorems 3.1, 3.2, it seems reasonable to say that for systems (2.1) satisfying 
hypothesis (5) the results of Theorems 4.1,4.2 are “essentially well-known.” 
Whenever hypothesis (5) is satisfied one may write the system (2.1) as the 
singIe scalar equation 
L[u] =_ -[(l/B)(u’ - Szc)]’ - (A/S) d -j- [C + A’/B]zl = 0, (6.1) 
with the understanding that the concept of solution is in the Caratheodory 
sense, as already noted for (5.4) S t m ec ion 5. Also, for such a problem 
24, q, 3-r) = (l/B)@ - Ar))” + C$. (6.2) 
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We shall consider two systems (2.19, (a = 1,2), involving real-valued 
functions AU, Ba, Cm, and where each system is supposed to satisfy hypothesis 
(5). Also, in order to simplify notation, we denote by H the function 
H zzz (Cl - Q’)(B2 - Bl) - (A” - A’)?, (6.3) 
and for arbitrary real values 17, n the symbol K(t, 7, r) signifies the function 
K(t, 7, n-) = [Cl(t) - P(t)J 72 - 2[N(t) - A’(t)] 7p- 
+ [B”(t) - Bl(t)J x2. (6.4) 
Corresponding to notation employed in Section 5, the symbols 2wa, (a == 1, 2), 
will denote the functions (6.2) for these respective systems, and 4%~ = 
~1 - w2. For such systems the following theorem combines certain of the 
results of Theorems 5.1, 5.2 under some special additional conditions. 
THEOREM 6.1. Suppose that systems (2. ly), (Z = 1, 2), satisfy hypotlzesis 
(!tj), and also 
Cl(t) > P(t), Bl(t) < B”(t), H(t) 3 0 for t a.e. on [a, b]. (6.5) 
Moreover, (,a; va) is a real-valued solution of (2.1”), with ul(t) + 0 on (a, b), 
while ul(b) = 0, u’(t) # 0 for t E (a, b), and such that: 
(i) either (1): u’(a) = 0, or (2): al(a) + 0, u’(a) + 0, and 
I’l > r2, where I’a = v”(a)/u”(a), (a = I, 2); 
(ii) either (I): the set of values t E (a, 6) such that 
K(t, u2(t), v2(t)) > 0 has positive measztre, or (2): 
d(t) v”(t) - v’(t) u”(t) + 0 on (a, 6). 
Then u’(t) has at least one zero on (a, b). 
(6.6) 
Conditions (6.5) clearly imply that there exists a subset T,-, of {a, b] of 
measure zero such that for t E [a, b] - T,, we have K(t, 7, rr) > 0 for all 
real 17, n. Moreover, if t is such that H(t) 3 0 and Bl(t) = R”(t), then also 
A2(t) = Al(t), and the fact that for such values of t we have d21u(t, 7, r) > 0 
for arbitrary real q, rr is a consequence of the readily verifiable relations 
24%J(t, 7, 7-r) = [P(t) - c?(t)] 72, if Bl(t) = B2(t); 
L-- {[BY(t) - Bl(t)]/[B’(t) B*(t)]){+ (G(t)/[F(r) -W(t)]))” 
+ p(q[B*(t) - W)]) 7”s 
where G = A& - A,B, , if P(t) + B2(t). 
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Also, one may verify that 
if r - So = P(t)<. (6.73 
In case condition (6.6il) holds, the hypotheses of Theorem 5.1 are 
satisfied, and as as(t) f  0 on (a, b) we have that (~a; G’) is a conjoined basis 
of (2.1’). I f  u”(t) # 0 for all t E (n, b), then from conclusions (ii-a, b) of 
Theorem 5.1 it follows that there exists a nonzero constant K such that 
zP(t) G /W(t), z”(t) E N(t) and Ww(t, ur(t), zG’(t)) = 0 a.e. on [a, b]. In 
particular, from (6.7) it then follows that H(t) = 0 and K(t, u’(t), d(f)) = 0 
a.e. on [a, b], so that also K(t, G(t), r?(t)) = k”K(t, u’(t), a”(t)j = 0 a.e. on 
[n, b]~ As these relations preclude either of the conditions of (6.6ii) holding, 
we then have that S(t) is zero for at least one value on (a, b). 
Whenever condition (6.612) holds, the hypotheses of Theorem 5.2 are 
satisfied, and by a similar argument employing Theorem 5.2 it may be 
established that z?(t) has at least one zero on (a, b). 
The following corollary to the above theorem is immediate, since if the 
coefficient functions d, B, C are continuous the condition (6.6iil) holds if 
and only if K(t, S(t), v”(t)) is positive for some value on (a, b). 
COROLLARY. If the systems (2.1*), (a == I, 2), sati$y h3?pothesis (&), 
then the conclusion of Theorem 6.1 remains true when con&ion (6.6ii) is 
replaced by (6.6ii)‘: either (I) there exists a value s E (a, b) such that 
K(s, 21”(s), 4(s)) > 0, or (2) G(t) w”(t) - d(t) u’(t) ES 0 on (a, b). 
Under the substitutions 
(w, 2) = (l4, -Z!), and 
the system (2.1) may be written 
(P,(l), R) = (3, --3, -C), 68) 
Now the hypotheses of the above Theorem 6.1, with (6) replaced by (&j 
and (6.&j replaced by (6.6ii)‘, b ecome under the substitutions (6.8) the 
hypotheses of Theorem 1 of Diaz and McLaughlin 131, with the coefficient 
functions required to be continuous. It is to be remarked that for such 
systems there is no need to impose condition (7) of Theorem 1 of [3], to the 
effect that Wan + ~~sa > 0 throughout [a, b], since for systems with continuous 
coefficients this is a consequence of the hypotheses that w2(t) + 0 on (a, b). 
At the end of [3] the authors presented an Additional remark added March 
23, 1971, devoted to a comparison of their Theorem 1 with Theorem V : 6.4 
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of [7], making the additional assumption that the coeficients of their system 
were continuous, and also with the introduction of certain modification of 
hypotheses. In particular, it was shown by certain examples that the 
hypotheses of neither theorem imply the hypotheses of the other. Since the 
purpose of the cited Theorem V : 6.4 of [7] was to present the classical 
first and second comparison theorems of Sturm as consequences of the 
general principles covered in the preceding theorems of the Section, the 
nonequivalence of the sets of hypotheses of the two theorems is in no way 
surprising. What is somewhat surprising to the present author, however, 
is the failure of the authors of [3] to recognize that under the added assumption 
of continuity of coefficients the result of their Theorem 1, without any 
alteration of hypotheses, is a consequence of the results of Theorems V : 6.2 
and V : 6.3 of [7], which immediately precede the cited Theorem V : 6.4. 
As far as the results for ordinary differential equations and systems of 
ordinary differential equations as presented in Sections 2,4 and 5 of the paper 
[2] by J. B. Diaz and J. R. McLaughlin, in many instances there are relations 
between their results and those of the present paper, similar to those presented 
above in regard to Theorem 1 of [3]. These will not be discussed in detail 
here, however, as it is felt that they are readily derivable by the interested 
reader. 
In conclusion, it appears appropriate to include a few comments on the 
comparative properties of solutions of differential equations (6.9) when 
“solution” is taken in the sense employed by Diaz and McLaughlin [2; 31, 
and in the alternate context wherein the coefficients of the system are required 
to be continuous, or to be Lebesgue integrable and “solution” is in the 
CarathCodory sense. The fundamental difference follows from the well-known 
fact, [see, for example, Exercise (18.41d) on p. 299 of E. Hewitt and K. 
Stromberg, Rear! and Abstract Analysis, Springer-Verlag, New York, 19651, 
that if f is a continuous function on [a, b] which has at each point of (a, 6) 
a finite derivative then the integral relation 
f(t) = f’(a) + i”.f+) & t E [a, 61, 
holds in the Lebesgue sense if and only if .f’ is Lebesgue integrable on 
[a, b], in which case f is a.c. on [a, b]; iff ’ is not Lebesgue integrable on [a, b] 
then this integral relation holds only with the integral taken in the Denjoy 
sense. Consequently, if P, Q, R are real-valued Lebesgue integrable functions 
on [a, b] then for a solution (ZU, Z) of (6.9) in the sense employed in [2] and [3] 
it follows that zu and z must be a.c. functions which are solutions of this 
system in the CarathCodory sense. In particular, if P, Q, R are bounded 
real-valued functions on [a, b], then only in case at least one of these functions 
is nonmeasurable Lebesgue can a solution (~7, Z) of (6.9) in the sense of Diaz 
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and McLaughlin fail to be a.c. and a solution in the sense of Carathhodory. 
This remark is of significance in regard to Lemmas 3,10,11,12 and Theorems 
4, 12 of 121. 
The fact that solutions of a system (6.9) in the sense of Diaz and 
McLaughlin may fail to have properties of uniqueness and extension is 
illustrated by the system with coefficient functions defined as: 
z-yt) GE 0, A(t) c -1 on (-co, 01; 
P(t) = 2/t”, R(t) E 0 on (0, co); 
Q(t) -E -1 on (-a, co). 
This system has the particular solution (zu ,, , ~a) with er+,(t) = exp(-- l/t”> on 
(0, co), z~(t) = 0 on (-03,0], and x0(t) = 0 on (-CO, co). Thus (w,, ) Z& 
is a nonidentically vanishing solution on (-co, a) which agrees with the 
identically vanishing solution on (-co, 01. If  (w, Z) is any solution of this 
system for which there exists an s > 0 such that x(s) f  0, one may verify 
readily that the maximal interval of existence of this solution is (0, co). 
Also, if (w, 2) is a solution of this system with (ru, Z) + (0,O) on (-co, O), 
then the maximal interval of existence is (- co, O]. Moreover, if (zu, x) is any 
solution on an interval (-a, a), a > 0, then there exists a constant k such 
that 20(t) = KU+,(~), z(t) = &a(t) throughout this interval. 
Finally, there is presented a comment on the “Picone identity” for self- 
adjoint second order linear scalar differential equations, and its generalization. 
In the basic properties of solutions of the vector differential system (2.1) in 
Section 2, the following two conditions in differential form are present in 
Conditions I and 6: 
1’. if (u; V) is a solution of (2.1), then 
v*Bo + u”Cu = (u%) + u*L&, zq = (u*z’)‘; 
2’. if (I/; 17) is a conjoined basis of (2.1) with U nonsingular on a 
subinterval T of [a, b], and for 77 E B[Z’] : 5 the vector function h is defined 
by q(t) = U(t) h(t) for t E T, then 
S"B[ + f+C, = [[ - F7i]"B[< - VA] + (77*Jitr')', for JET, (6.10) 
and consequently J[q 1 T] has a representation formula of the form (2.7). 
The result of 1’ is sometimes referred to as a “Green’s identity.” For 
quadratic functionals of the form (5.5) occurring as the second variation of 
a variational integral the transformation of 2’ in case n = 1 was given by 
Legendre in 1786. For general II, and in the context of the second variation 
of a variational problem now called of “Lagrange” or “Bolza” type, the 
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transformation of 2’ was established by Clebsch in 1357, and extensive 
discussion of allied problems involving the associated “Jacobi” or ‘Laccessory” 
differential equations was contributed by von Escherich in 1898. For detailed 
discussion of these matters the reader is referred to 0. Bolza’s treatise 
“Vorlesungen iiber Variationsrechnung,” Teubner, Berlin (1909), reprinted 
by Koehlers Antiquarium, Leipzig, 1933. However, in the genera1 setting 
of the second variation of a variational problem of Lagrange or Bolza type, 
the first concise and indeed elegant proof of the “Clebsch transformation” 
of 2’ was given by G. A. Bliss, The transformation of Clebsch in the calculus 
of variations, Proceedings oj- International Mathematical Congress, Toronto 
1 (1924), pp. 589603. A still more general identity, which includes as special 
cases the results of both 1’ and 2’, is given in Reid [7; Lemma VII : 4.2 and 
its Corollary]. 
Now as in Section 5 above, for 01 = I,2 consider systems (2.1”) related 
to hermitian functions 2cum of the form (5.1), and for which hypotheses 
@‘i-iv) hold. If ( 24’ e’ 1s a solution of (2.11) and ( LT2’2; v2) is a conjoined basis , ) . 
for (2.1”) with u’ nonsingular on a subinterval T of [a, 61, then on this 
subinterval the above conditions 1’, 2’ yield the differential relation 
24, u(t), u’(t)) - W(t, u(t), u’(t)) 
= [uI*(t) q(t) - Ul*(t) W(t) u,(t)]’ 
- [7+(t) - Fiyt) q(t)]* IP(t)[u,(t) - W(t) ul(t)], 
where W(t) = V(t)[F’(t)]-1 on T. For systems of the considered type 
with real coefficients, the above identity for n = 1 is the “Picone identity.” 
Now a basic portion of the argument in Section 5 involves the difference 
functional d2p(t, U, u’) L= d(t, U, u’) - 02(t, U, u’), so that indeed one may 
characterize this portion of the argument as using a “generalized Picone 
identity.” It is to be emphasized, however, that the major step in the proof 
of the above identity is the transformation of 2’, and that in the overall 
consideration of oscillation and comparison conditions for systems (2.1) 
this transformation occurs in various contexts. Consequently, it is a long 
time feeling of the author that in the study of systems (2.1) one should give 
major emphasis to the general transformation of 2’, rather than to the specia1 
case of this transformation appearing in the Picone identity. 
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