Desenvolvimento de métodos para o estudo teórico da dinâmica de sistemas moleculares by Oliboni, Robson da Silva
Robson da Silva Oliboni
DESENVOLVIMENTO DE ME´TODOS PARA O ESTUDO
TEO´RICO DA DINAˆMICA DE SISTEMAS
MOLECULARES
Tese submetida ao Programa de Po´s-
Graduac¸a˜o em Qu´ımica para a obtenc¸a˜o
do Grau de Doutor.
Giovanni Finoto Caramori
Universidade Federal de Santa Cata-
rina: Prof. Dr.
Luis Guilherme de Carvalho Rego
Universidade Federal de Santa Cata-
rina: Prof. Dr.
Floriano´polis
2015
Ficha de identificac¸a˜o da obra elaborada pelo autor atrave´s do
Programa de Gerac¸a˜o Automa´tica da Biblioteca Universita´ria da
UFSC.
A ficha de identificac¸a˜o e´ elaborada pelo pro´prio autor
Maiores informac¸o˜es em:
http://portalbu.ufsc.br/ficha
Robson da Silva Oliboni
DESENVOLVIMENTO DE ME´TODOS PARA O ESTUDO
TEO´RICO DA DINAˆMICA DE SISTEMAS
MOLECULARES
Esta Tese foi julgada aprovada para a obtenc¸a˜o do Tı´tulo de
“Doutor”, e aprovada em sua forma final pelo Programa de Po´s-Graduac¸a˜o
em Qu´ımica.
Floriano´polis, 03 de marc¸o 2015.
Prof. Dr.
Hugo Gallardo
Universidade Federal de Santa Catarina
Banca Examinadora:
Maximiliano Segala
Universidade Federal do Rio Grande do Sul
Davi Serradella Vieira
Universidade Federal do Rio Grande do Norte
He´rica Aparecida Magosso
Universidade Federal de Santa Catarina
Vanderlei Gagueiro Machado
Universidade Federal de Santa Catarina
Bernardo de Souza
Universidade Federal de Santa Catarina


AGRADECIMENTOS
A` instituic¸a˜o Universidade Federal de Santa Catarina e ao Pro-
grama de Po´s-Graduac¸a˜o em Qu´ımica, e a todos da instituic¸a˜o envolvi-
dos direta e indiretamente com o desenvolvimento deste trabalho, sejam
eles servidores, funciona´rios ou professores.
Ao Conselho Nacional de Desenvolvimento Cient´ıfico e Tecnolo´gico
pelo suporte financeiro.
Aos professores Giovanni F. Caramori e Luis Guilherme de Car-
valho Rego, por todo o apoio, ensino, dedicac¸a˜o e conhecimento passado
por todos os anos durante o doutorado.
Aos membros da banca Maximiliano Segala, Davi S. Vieira, He´rica
A. Magosso, Bernardo de Souza e Vanderlei G. Machado, por aceitarem
o convite para participar da avaliac¸a˜o de meu trabalho.
A` minha famı´lia, que consiste basicamente de minha ma˜e e meu
irma˜o, por todo o apoio direto e indireto.
A` Alessandra, pelo carinho, compreensa˜o e apoio.
Aos amigos dos departamentos de F´ısica e Qu´ımica que cultivei
durante o per´ıodo.

RESUMO
Treˆs fenoˆmenos dinaˆmicos em sistemas moleculares e condensados fo-
ram investigados por simulac¸o˜es de dinaˆmica molecular e eletroˆnica.
Foram estudados dois tipos de transfereˆncia eletroˆnica, a transfereˆncia
eletroˆnica interfacial e a transfereˆncia eletroˆnica acoplada com pro´ton
(PCET), ambas relacionadas a processos de conversa˜o de energia. Para
isso, um me´todo computacional para realizar simulac¸o˜es de mecaˆnica
molecular foi desenvolvido e implementado, junto ao me´todo h´ıbrido
QM/MM para simulac¸a˜o de sistemas atomı´sticos de grande escala. Fo-
ram realizadas simulac¸o˜es com o me´todo h´ıbrido QM/MM para calcular
a transfereˆncia eletroˆnica de um corante orgaˆnico do tipo doador–ponte-
π–aceitador em ce´lulas solares de corantes. Observou-se que os efei-
tos do acoplamento ele´tron-buraco e do movimento nuclear teˆm pouco
efeito na escala ultrarra´pida de injec¸a˜o eletroˆnica. Foram encontradas
componentes lentas da injec¸a˜o eletroˆnica na escala de tempo de picosse-
gundos. A reac¸a˜o PCET no composto 2-(2’-hidroxifenol)benzotiazol foi
estudada com o me´todo QM/MM. Observou-se que o me´todo foi capaz
de descrever a f´ısica do problema, pore´m demonstrou variar bastante
com a estrutura utilizada e a temperatura da simulac¸a˜o. Ale´m disso, foi
estudada a solvatac¸a˜o preferencial de um corante 4-[(fenilmetileno)imino]-
fenolato nitrossubstitu´ıdo em misturas metanol/a´gua, e observou-se
que interac¸o˜es espec´ıficas solvente-solvente sa˜o formadas na mistura,
e a mudanc¸a na solvatac¸a˜o do grupo fenol do corante e´ a principal
responsa´vel pelo efeito solvatocroˆmico observado em soluc¸a˜o.
Palavras-chave: Dinaˆmica molecular. Transfereˆncia eletroˆnica. Me´todo
QM/MM.

ABSTRACT
Three dynamic phenomena in molecular and condensed systems were
investigated by molecular and electron dynamics simulations. Two
types of electron transfer reactions, interfacial electron transfer and
proton-coupled electron transfer (PCET), were studied, both related
to energy conversion processes. A computational method to perform
molecular mechanics simulations was developed and implemented with
a hybrid QM/MM method to simulate atomistic systems. It was per-
formed dynamical simulations with the hybrid QM/MM method to
calculate the electron transfer of an organic dye of the type donor–π-
bridge–acceptor in dye-sensitized solar cells. It was observed that the
effects of electron-hole coupling and nuclear dynamics have little effect
in the ultrafast scale of electron transfer. It was found slow components
of the electron injection in the picosecond time scale. The PCET reac-
tion in the compound 2-(2’-hydroxyphenyl)benzothiazole was studied
with the QM/MM method. It was observed that the method was ca-
pable of describing the underlying physics of the problem, although it
demonstrated dependence with the initial structure and the tempera-
ture of the simulation. The preferential solvation of a nitro-substitued
4-[(phenylmethylene)imino]-phenolate in methanol/water mixtures was
also studied and it was observed that specific solvent-solvent interac-
tions are formed in the mixture, and the change of solvation in the
phenolate group of the dye is the main responsable for the solvatoch-
romic effect observed in solution.
Keywords: Molecular dynamics. Electron transfer. QM/MMMethods.
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1 INTRODUC¸A˜O
Processos qu´ımicos geralmente ocorrem em sistemas condensa-
dos. Nesse caso, o nu´mero de varia´veis e as va´rias escalas de tempo
envolvidas podem dificultar o tratamento dos processos por um u´nico
formalismo teo´rico, e diferentes metodologias sa˜o utilizadas dependendo
do sistema.
Entre os processos qu´ımicos, ha´ uma gama de transformac¸o˜es
que ocorrem em escala ultrarra´pida (≈ 10−12 segundos), nos quais a
natureza do processo e´ de origem quaˆntica, em cuja dinaˆmica parti-
cipam uma grande quantidade de a´tomos, com considera´vel efeito do
meio. Essas caracter´ısticas impedem o uso de formalismos quaˆnticos de
primeiros princ´ıpios. Ademais, a natureza quaˆntica do processo impede
a descric¸a˜o cla´ssica do problema.
Em meio a` variedade de processos ilustrados na Figura (1), na
escala de tempo de alguns picossegundos temos va´rios mecanismos que
envolvem os movimentos nuclear e eletroˆnico, tanto na estrutura in-
terna das mole´culas – a relaxac¸a˜o vibracional, a rotac¸a˜o molecular e a
fotodissociac¸a˜o – quanto nos efeitos do meio, como a relaxac¸a˜o do sol-
vente e o movimento de colisa˜o em l´ıquidos. De fato, o meio na maioria
das reac¸o˜es qu´ımicas atua meramente como coadjuvante, pore´m nas
reac¸o˜es de transfereˆncia de carga, um dos focos deste trabalho, atua de
forma a poder determinar a cine´tica da reac¸a˜o qu´ımica.
Figura 1 – Tı´picas escalas de tempo em sistemas condensados.
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Neste trabalho estudamos a dinaˆmica de sistemas condensados
em processos qu´ımicos. Este estudo envolve escalas de tempo de picos-
segundos, com a utilizac¸a˜o de modelos atomı´sticos envolvendo cerca de
102–103 a´tomos. Para isso, demos continuidade ao desenvolvimento de
me´todos computacionais que foram implementados no programa Di-
nEMol – Dinaˆmica de Ele´trons em Mole´culas – que esta´ dispon´ıvel
gratuitamente para download1.
Este trabalho se baseou em quatro diferentes estudos realiza-
dos durante o per´ıodo de doutorado; um envolvendo a dinaˆmica de
solvatac¸a˜o, dois deles relacionados entre si e um relacionado ao desen-
volvimento do co´digo computacional.
Um dos fenoˆmenos estudados foi a solvatac¸a˜o preferencial obser-
vada no composto 4-(2,4-dinitrobenzilidenoamino)-2,6-difenilfenolato2
(NANDI et al., 2012). A investigac¸a˜o dos fatores responsa´veis pela sol-
vatac¸a˜o preferencial pode contribuir para a s´ıntese de materiais inte-
ligentes que possam modificar suas caracter´ısticas f´ısico-qu´ımicas com
o microambiente em que se encontram. Foram utilizadas simulac¸o˜es
de dinaˆmica molecular cla´ssica para investigar as interac¸o˜es espec´ıficas
soluto/solvente e solvente/solvente na formac¸a˜o do microambiente do
composto em misturas metanol/a´gua.
Em outro trabalho, foram implementados algoritmos para a re-
alizac¸a˜o de simulac¸o˜es de dinaˆmica molecular cla´ssica no co´digo com-
putacional DinEMol. Com a implementac¸a˜o, pudemos desenvolver um
me´todo h´ıbrido QM/MM (Quantum Mechanics/Molecular Mechanics)
para acoplar as dinaˆmicas eletroˆnica e molecular3 (SILVA; HOFF; REGO,
2015).
Em ainda outro estudo, investigamos a transfereˆncia eletroˆnica
interfacial, processo de extrema importaˆncia em fenoˆmenos como cor-
rosa˜o, cata´lise e dispositivos fotovoltaicos e fotoeletroqu´ımicos. Utiliza-
mos simulac¸o˜es de dinaˆmica eletroˆnica com me´todos h´ıbridos QM/MM
para investigar o mecanismo de transfereˆncia eletroˆnica no corante
orgaˆnico CT-CA (a´cido 2-(E )-(5-((4-(9H-carbazol-9-il)fenil)etinil)tiofen-
2-il)cianoacr´ılico) em nanopart´ıculas de dio´xido de titaˆnio em ce´lulas
solares de corantes4 (BAIRU et al., 2013). Ja´ hav´ıamos estudado a trans-
fereˆncia de carga em outros corantes orgaˆnicos em ce´lulas solares de
1http://code.google.com/p/charge-transfer/
2Trabalho publicado no The Journal of Organic Chemistry, 2012, 77, 10668–
10679.
3Artigo aceito para publicac¸a˜o no Journal of Physics: Condensed Matter, 2015.
4Artigo publicado no The Journal of Physical Chemistry C, 2013, 117, 4824–
4835.
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corantes5 (HOFF; SILVA; REGO, 2012).
Por fim, um passo seguinte a` descric¸a˜o da reac¸a˜o de transfereˆncia
eletroˆnica foi estudar reac¸o˜es envolvendo tambe´m a transfereˆncia de
pro´ton. Estudamos a reac¸a˜o de transfereˆncia eletroˆnica acoplada com
pro´ton, fenoˆmeno que possui relevaˆncia em processos de conversa˜o de
energia – em especial em sistemas fotossinte´ticos naturais e artificiais.
Utilizamos o me´todo QM/MM para estudar a reac¸a˜o de transfereˆncia
de pro´ton intramolecular no estado excitado em um sistema-modelo, a
mole´cula 2-(2’-hidroxifenol)benzotiazol (HBT). Com este me´todo, es-
peramos ser capazes de descrever reac¸o˜es de transfereˆncia eletroˆnica e
de pro´tons em sistemas condensados.
5Trabalho publicado no The Journal of Physical Chemistry C, 2012, 116, 21169–
21178.
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2 REVISA˜O BIBLIOGRA´FICA
Neste cap´ıtulo, sera˜o introduzidos os conceitos fundamentais e os
diferentes formalismos envolvidos na descric¸a˜o dos processos estudados
nesta tese: a dinaˆmica de solvatac¸a˜o e a transfereˆncia de ele´trons, em
particular a reac¸a˜o de transfereˆncia eletroˆnica acoplada com pro´tons e
a transfereˆncia eletroˆnica interfacial.
2.1 DINAˆMICA DE SOLVATAC¸A˜O
Em sistemas condensados, o meio solvente pode produzir efeitos
importantes na espectroscopia eletroˆnica de uma dada mole´cula. Cer-
tas mole´culas de corantes sa˜o suficientemente sens´ıveis a` natureza do
solvente, de tal forma que a cor de suas soluc¸o˜es pode variar atrave´s de
todo o espectro vis´ıvel dependendo da escolha particular de solvente.
Esse efeito do solvente em espectroscopia e´ conhecido como solvatocro-
mismo (CRAMER, 2013).
Solvatocromismo, mostrado na Figura 2, tem origem na sol-
vatac¸a˜o diferenciada da mole´cula nas superf´ıcies de energia potencial
do estado fundamental e excitado. O desvio para o azul (deslocamento
hipsocroˆmico), ilustrado neste exemplo, resulta da maior energia livre
de solvatac¸a˜o no equil´ıbrio do estado fundamental em relac¸a˜o ao estado
excitado, fora do equil´ıbrio.
A natureza do processo deriva das diferentes escalas de tempo en-
volvidas. No processo de absorc¸a˜o, a escala de tempo envolvida ocorre
na escala eletroˆnica – muito mais ra´pida que o movimento nuclear. Por-
tanto, no momento da fotoabsorc¸a˜o o solvente esta´ em equil´ıbrio com
a distribuic¸a˜o de carga do estado fundamental, mas seu movimento
nuclear esta´ fixo na escala de tempo da absorc¸a˜o, e enta˜o na˜o pode se
reorganizar ate´ depois do evento. Logo, a solvatac¸a˜o do estado excitado
e´ uma solvatac¸a˜o fora do equil´ıbrio (CRAMER, 2013).
Por causa do solvente estar completamente em equil´ıbrio com o
estado fundamental mas na˜o com o estado excitado, frequentemente
o estado fundamental esta´ mais bem solvatado que o estado excitado,
e enta˜o a maioria das absorc¸o˜es sa˜o desviadas ao azul (em direc¸a˜o
a maiores energias) em solventes polares (Figura 2). Aplicando um
argumento ideˆntico a` emissa˜o de estados excitados de longa durac¸a˜o,
onde o solvente esta´ equilibrado ao estado excitado, pore´m, na˜o esta´
em equil´ıbrio com o estado fundamental instantaneamente produzido,
28
Figura 2 – Diagrama de solvatac¸a˜o durante o processo de absorc¸a˜o. De-
pendendo da energia de solvatac¸a˜o do estado fundamental (GS) ∆GGSsol
e do estado excitado (ES) ∆GES∗sol , pode ocorrer um deslocamento ba-
tocroˆmico (∆Esol < ∆Egas) ou hipsocroˆmico (∆Esol > ∆Egas) Note
que ∆Gsol tem valor negativo.
sugere que a maioria das emisso˜es espectrosco´picas em solventes polares
e´ desviada ao vermelho (deslocamento batocroˆmico).
Ale´m disso, os ele´trons do solvente podem responder na escala
de tempo da absorc¸a˜o. Portanto, ao se discutir os efeitos do solvente,
geralmente separa-se a resposta diele´trica do bulk do solvente, que e´
uma func¸a˜o da constante diele´trica ε (e sua polarizac¸a˜o P), em uma
componente ra´pida εe (Pe), dependente de n
2, sendo n o ı´ndice de
refrac¸a˜o do solvente, e uma componente lenta εs (Pn), que e´ o restante
depois da componente ra´pida ser removida do bulk. O estado excitado
inicialmente formado interage com a componente ra´pida no equil´ıbrio,
mas com a componente lenta fixa em sua polarizac¸a˜o de equil´ıbrio do
estado fundamental.
Va´rias abordagens sa˜o utilizadas para quantificar a dependeˆncia
das propriedades qu´ımicas do soluto com o fenoˆmeno de solvatac¸a˜o.
Um composto cujas propriedades f´ısico-qu´ımicas variam com o meio
em que ele se encontra pode ser utilizado como sonda solvatocroˆmica
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para investigar as interac¸o˜es envolvendo o solvente no sistema.
Esta dependeˆncia das propriedades do soluto com o solvente
torna poss´ıvel a construc¸a˜o de escalas emp´ıricas de polaridade para o
meio, podendo ser constru´ıdas em func¸a˜o de caracter´ısticas do solvente.
O uso de apenas uma propriedade (e consequentemente um paraˆmetro)
do meio para caracterizar a variac¸a˜o da propriedade do soluto faz a es-
cala constru´ıda ser pouco u´til, pois torna-se muito dependente do soluto
utilizado para sua parametrizac¸a˜o (CATALA´N, 2009). Logo, as escalas
sa˜o modeladas em func¸a˜o de um conjunto de paraˆmetros do solvente.
Essas propriedades do meio sa˜o divididas em contribuic¸o˜es espec´ıficas
e na˜o-espec´ıficas. As contribuic¸o˜es espec´ıficas sa˜o localizadas em um
grupo doador/aceitador do sistema soluto/solvente, e podem ser des-
critas como interac¸o˜es a´cido-base envolvendo interac¸o˜es de hidrogeˆnio.
As contribuic¸o˜es na˜o-espec´ıficas ou gerais descrevem o solvente atuando
como um cont´ınuo diele´trico.
Por exemplo, a energia de transic¸a˜o, ET , de um soluto em um
meio pode ser modelada como uma combinac¸a˜o linear de paraˆmetros
espec´ıficos e gerais, referentes ao solvente em que o soluto se encon-
tra. Uma das abordagens mais comuns e´ tratar o fenoˆmeno como uma
combinac¸a˜o linear de dois termos espec´ıficos, a(SA) e b(SB), ligados
a` capacidade do solvente de fazer interac¸o˜es por ligac¸a˜o de hidrogeˆnio
com o soluto, e um termo geral para descrever a dipolaridade/polari-
zabilidade do solvente s(SPP),
ET = E
0
T + a(SA) + b(SB) + s(SPP) , (2.1)
em que a, b, s e E0T sa˜o obtidos a partir do ajuste linear da curva
para a propriedade em questa˜o e (SA), (SB) e (SPP) sa˜o paraˆmetros
dependentes do solvente, e ET e´ a energia de transic¸a˜o, calculada em-
piricamente por
ET (soluto) =
28591, 5
λmax
, (2.2)
em que λmax e´ o comprimento de onda ma´ximo de absorc¸a˜o. A equac¸a˜o
acima pode ser utilizada juntamente com a Equac¸a˜o (2.1) para criar
uma escala de polaridade emp´ırica para o meio. Os valores de ET
sa˜o interpretados em termos de interac¸o˜es soluto-solvente baseadas no
modelo da Equac¸a˜o (2.1), sendo que o uso de diferentes paraˆmetros gera
diferentes escalas emp´ıricas, como a escala de Taft-Kamlet (KAMLET
et al., 1983), de Taft-Kamlet-Abboud (ABRAHAM et al., 1988) ou de
Catala´n (CATALA´N et al., 1995; CATALA´N, 2009).
Uma aplicac¸a˜o crescente do solvatocromismo e´ a utilizac¸a˜o de
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sondas solvatocroˆmicas a misturas de solventes. O comportamento dos
solutos em misturas e´ muito mais complexo que em solventes puros
porque em muitos casos ocorre uma solvatac¸a˜o preferencial, que gera
um microambiente em torno do soluto diferente da composic¸a˜o do bulk,
em que um dos componentes da mistura e´ mais predominante que os
demais.
O efeito da solvatac¸a˜o preferencial em um conjunto de com-
postos benzilidenoaminofenolatos nitrossubstitu´ıdos foi estudado por
Nandi e colaboradores (Figura 3) (NANDI et al., 2012). Foi observado
um efeito solvatocroˆmico para todos os compostos em 23 solventes di-
ferentes, conforme demonstrado na Figura 4. O composto IIId (4-
(2,4-dinitrobenzilidenoamino)-2,6-difenilfenolato) apresentou um com-
portamento diferenciado quando a polaridade do solvente aumenta de
metanol para a´gua.
Figura 3 – Compostos estudados por Nandi e colaboradores (NANDI
et al., 2012). O composto IIId (4-(2,4-dinitrobenzilidenoamino)-2,6-
difenilfenolato) demonstrou uma acentuada solvatac¸a˜o preferencial em
misturas metanol/a´gua e foi estudado neste trabalho.
Em seguida, foi estudado o comportamento dos compostos em
misturas de metanol/a´gua (Figura 4) e observou-se um desvio da line-
aridade do efeito solvatocroˆmico em func¸a˜o da frac¸a˜o em mol de a´gua
nas misturas. Pore´m, foi observado um solvatocromismo intenso no
comportamento do composto IIId (Figura 5), sugerindo a presenc¸a do
efeito de solvatac¸a˜o preferencial no microambiente do soluto.
A diferenc¸a abrupta na energia de transic¸a˜o, de 52,7 kcal·mol−1
para 39,1 kcal·mol−1 com a adic¸a˜o de cerca de 5% de frac¸a˜o em mol
de a´gua em misturas 80% a´gua (mol/mol) de metanol/a´gua (Figura
5) foi formulada em termos de interac¸o˜es espec´ıficas solvente-solvente.
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Figura 4 – Efeito solvatocroˆmico para os compostos em diferentes sol-
ventes e misturas metanol/a´gua. Na esquerda, observa-se o efeito sol-
vatocroˆmico para os compostos IIIa–d em func¸a˜o da polaridade do
meio, neste caso representada pela escala de polaridade de Reichardt.
Na direita, observa-se o desvio da linearidade do efeito solvatocroˆmico
em relac¸a˜o a` frac¸a˜o em mol de a´gua em misturas metanol/a´gua (NANDI
et al., 2012).
Na ana´lise dos resultados experimentais, a adic¸a˜o de metanol quebra-
ria interac¸o˜es espec´ıficas da a´gua com grupos funcionais do corante,
formando interac¸o˜es de hidrogeˆnio metanol/a´gua. Logo, essa mudanc¸a
espec´ıfica no microambiente do composto IIId seria a responsa´vel por
seu caracter´ıstico efeito solvatocroˆmico. A hipo´tese foi testada com
soluc¸o˜es de misturas de a´gua com outros a´lcoois (Figura 5), demons-
trando que a energia de transic¸a˜o depende do a´lcool e, consequente-
mente, da basicidade do mesmo, que afeta a sua capacidade de formar
interac¸o˜es por ligac¸o˜es de hidrogeˆnio com a´gua.
A solvatac¸a˜o preferencial do composto IIId em misturas me-
tanol/a´gua foi estudada neste trabalho. Este efeito e´ promissor em
relac¸a˜o a` s´ıntese de outros sistemas, dirigidos ao design de materiais
inteligentes que possam mudar suas propriedades o´pticas por alterac¸o˜es
em seu microambiente. Foi investigado o microambiente em que o so-
luto se encontra para explicar a diferenc¸a no solvatocromismo observado
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Figura 5 – Solvatocromismo observado para o composto IIId. Na es-
querda, a frac¸a˜o em mol de a´gua em func¸a˜o da energia de transic¸a˜o ET
demonstra um acentuado desvio batocroˆmico de cerca de 189 nm (39,1
kcal·mol−1) com a adic¸a˜o de apenas 5% (mol/mol) em uma soluc¸a˜o
80% (mol/mol) a´gua em misturas metanol/a´gua. Na direita, o valor
de ET em misturas com diferentes a´lcoois: metanol (preto, quadrados),
etanol (vermelho, c´ırculos) e 1-propanol (azul, triaˆngulos) (NANDI et al.,
2012).
quando adicionam-se pequenas frac¸o˜es de a´gua a misturas MeOH/H2O.
Para descrever o bulk e o microambiente de solvatac¸a˜o, foram
realizadas simulac¸o˜es de dinaˆmica molecular cla´ssica de misturas me-
tanol/a´gua em diferentes misturas para estudar a solvatac¸a˜o do corante.
Com este estudo teo´rico, espera-se obter novos insights sobre a natureza
das interac¸o˜es envolvidas na solvatac¸a˜o preferencial observada.
2.2 REAC¸O˜ES DE TRANSFEREˆNCIA ELETROˆNICA
As reac¸o˜es qu´ımicas sa˜o processos altamente complexos, que po-
dem ocorrer em diversas etapas e em va´rias escalas de tempo. Ale´m
disso, na maioria das reac¸o˜es qu´ımicas ha´ um grande rearranjo dos
reagentes para a formac¸a˜o dos produtos. Logo, na˜o existe um u´nico
formalismo que consiga tratar todas as reac¸o˜es qu´ımicas observadas
experimentalmente.
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O formalismo mais utilizado para descrever reac¸o˜es qu´ımicas e´ a
Teoria do Estado de Transic¸a˜o (Transition State Theory, TST). Nesta
teoria, a reac¸a˜o e´ descrita como um processo ao longo de uma superf´ıcie
de energia potencial (PES), o qual e´ controlado pelo cruzamento atrave´s
de uma barreira de potencial, a formac¸a˜o do estado de transic¸a˜o (Figura
6) (MOORE; PEARSON, 1981; YEREMIN, 1979).
Logo, ha´ algumas suposic¸o˜es inerentes a` TST. A teoria assume,
por exemplo, que o movimento nuclear pode ser separado do eletroˆnico
para a formac¸a˜o da superf´ıcie de energia potencial, e que a mecaˆnica
cla´ssica pode ser utilizada para descrever o progresso da reac¸a˜o como
um movimento ao longo da PES. Considera-se que o processo e´ ati-
vado termicamente e que ha´ um equil´ıbrio entre reagentes e estado
de transic¸a˜o, e que a formac¸a˜o de produtos na˜o altera este equil´ıbrio
(MOORE; PEARSON, 1981; YEREMIN, 1979). Ainda, a reac¸a˜o e´ descrita
intrinsicamente como um processo que envolve uma alta reconfigurac¸a˜o
nuclear durante as etapas Reagentes→ Estado de Transic¸a˜o→ Produ-
tos.
Figura 6 – Representac¸a˜o esquema´tica de uma reac¸a˜o qu´ımica atrave´s
da TST. Os reagentes interagem para formar um estado de transic¸a˜o,
que enta˜o forma produtos. A reac¸a˜o progride em uma superf´ıcie de
energia potencial, geralmente multidimensional, e o estado de transic¸a˜o
e´ caracterizado por um ponto de cela na PES. A energia de ativac¸a˜o
(∆G‡) essencialmente determina a taxa de reac¸a˜o.
Este formalismo impoˆs uma dificuldade para o tratamento das
reac¸o˜es de transfereˆncia eletroˆnica (ET), tanto em relac¸a˜o aos fatores
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nucleares (reconfigurac¸a˜o nuclear) quanto aos eletroˆnicos. Nas reac¸o˜es
de transfereˆncia de ele´trons, a reconfigurac¸a˜o dos reagentes para a
formac¸a˜o dos produtos e´ mı´nima, embora o processo envolva uma bar-
reira de ativac¸a˜o. Ale´m disso, o n´ıvel de acoplamento eletroˆnico entre
os reagentes e´ menor em comparac¸a˜o com as reac¸o˜es qu´ımicas con-
vencionais. A descric¸a˜o mais simples da transfereˆncia eletroˆnica, por
tunelamento, tambe´m e´ insatisfato´ria, ja´ que o processo molecular en-
volve maiores escalas de tempo.
As reac¸o˜es de transfereˆncia eletroˆnica envolvendo complexos de
metais de transic¸a˜o serviram de base para o estudo desta classe de
reac¸o˜es. Estas reac¸o˜es comec¸aram a ser mais bem estudadas com a dis-
ponibilidade de elementos radioativos apo´s a Segunda Guerra Mundial,
em especial as reac¸o˜es ET de autotroca (self-exchange) abaixo:
∗Fe2+ (aq) + Fe3+ (aq) ⇀↽ ∗Fe3+ (aq) + Fe2+ (aq) ,
em que o asterisco (∗) denota marcac¸a˜o isoto´pica. Ha´ duas vantagens
no estudo de reac¸o˜es de autotroca (MARCUS, 1993). Em primeiro lugar,
os produtos e os reagentes da reac¸a˜o sa˜o iguais, portanto a estabilidade
termodinaˆmica dos produtos e reagentes na˜o e´ um fator que influencia
a taxa de reac¸a˜o, uma vez que a estabilidade termodinaˆmica define o
∆G da reac¸a˜o e na˜o a energia de ativac¸a˜o, ∆G‡. Em segundo lugar,
nenhuma ligac¸a˜o qu´ımica e´ formada ou quebrada nesse tipo de reac¸a˜o.
O desenvolvimento de novos instrumentos para estudar reac¸o˜es
ra´pidas tambe´m impulsionou o desenvolvimento da a´rea de pesquisa e
permitiu o estudo sistema´tico das reac¸o˜es de transfereˆncia de ele´trons
(MARCUS, 1993), em especial por Henry Taube (TAUBE, 2003). Com
isso, a ana´lise quantitativa das taxas de reac¸a˜o para transfereˆncia eletroˆnica
logo se tornou comum e uma das primeiras medidas quantitativas da
taxa de reac¸a˜o foi feita para a reac¸a˜o de autotroca do complexo tris-
etilenodiamincobalto, [Co(en)3]
3+/2+ (LEWIS; CORYELL; IRVINE, 1949).
O ı´on cobalto tambe´m foi utilizado para o estudo quantitativo da
primeira reac¸a˜o de ET cruzada (cross reaction) entre os complexos
[Co(NH3)6]
3+ e [Co(en)3]
2+ (LEWIS; CORYELL; IRVINE, 1949).
Por ser inerte frente a reac¸o˜es de substituic¸a˜o, o estudo da reac¸a˜o
de ET de autotroca do complexo [Co(en)3]
3+/2+ mostrou que a esfera
de coordenac¸a˜o do cobalto na˜o se altera durante a reac¸a˜o de trans-
fereˆncia eletroˆnica (LEWIS; CORYELL; IRVINE, 1949). Ademais, o estudo
de outra reac¸a˜o, do ı´on ferro(II)/ferro(III), e o envolvimento do ı´on Cl−
na taxa de reac¸a˜o (KENNEDY; RUBENS; SEABORG, 1940; SILVERMAN;
DODSON, 1952), permitiram a distinc¸a˜o entre reac¸o˜es de esfera interna
e reac¸o˜es de esfera externa. Nas reac¸o˜es de esfera externa ocorre uma
alterac¸a˜o mı´nima nas esferas de coordenac¸a˜o interna dos centros, essen-
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cialmente uma mudanc¸a no nu´mero de oxidac¸a˜o. Nas reac¸o˜es de esfera
interna ocorrem mudanc¸as na composic¸a˜o da esfera de coordenac¸a˜o do
complexo e geralmente ha´ a formac¸a˜o de um complexo intermedia´rio
ligado por pontes. Ale´m disso, a taxa de reac¸a˜o geralmente depende
do ligante ponte (HOUSECROFT; SHARPE, 2005).
Deste modo, o estudo de reac¸o˜es de ET para metais de transic¸a˜o
definiu dois regimes distintos para a transfereˆncia eletroˆnica (HUSH;
RORABACHER; ENDICOTT, 1982; SUTIN, 1986): nas reac¸o˜es de esfera
interna, ha´ forte interac¸a˜o eletroˆnica (> 20 kJ·mol−1) entre os reagentes
no estado de transic¸a˜o, e a reac¸a˜o e´ melhor descrita pela TST; no regime
de esfera externa, o acoplamento eletroˆnico entre os reagentes e´ baixo
(≈ 4–16 kJ·mol−1) e a reorganizac¸a˜o dos reagentes e´ mı´nima. Embora
a TST possa a priori explicar o progresso das reac¸o˜es de transfereˆncia
eletroˆnica de esfera interna, em que ha´ quebra/formac¸a˜o de ligac¸o˜es, os
detalhes mecan´ısticos das reac¸o˜es de esfera externa ainda na˜o estavam
claros.
Uma contribuic¸a˜o essencial para a elucidac¸a˜o do mecanismo das
reac¸o˜es de transfereˆncia eletroˆnica foi dada por Willard Libby (F.LIBBY,
1952), ao tentar explicar por que reac¸o˜es envolvendo ı´ons pequenos sa˜o
relativamente mais lentas em relac¸a˜o a ı´ons maiores, como o [Fe(CN)6]
4−.
Libby utilizou o princ´ıpio de Franck-Condon (FRANCK, 1993; CON-
DON, 1926), comumente aplicado em espectroscopia, que diz que e´ mais
prova´vel ocorrer uma transic¸a˜o eletroˆnica sem mudanc¸as nas posic¸o˜es
dos nu´cleos da mole´cula e seu meio. O estado resultante e´ chamado
estado de Franck-Condon, e a transic¸a˜o envolvida, uma transic¸a˜o verti-
cal. Ao aplicar o princ´ıpio a reac¸o˜es de transfereˆncia eletroˆnica, Libby
percebeu que quando um ele´tron e´ transferido entre ı´ons ou mole´culas,
as duas novas mole´culas na˜o esta˜o em equil´ıbrio com o meio solvente,
ja´ que os nu´cleos na˜o teˆm tempo para mover-se durante a ra´pida trans-
fereˆncia eletroˆnica (Figura 7). Isso introduziu o conceito de barreira de
energia de solvatac¸a˜o para o processo.
Ha´ excec¸o˜es de ı´ons grandes que tambe´m apresentam uma taxa
de reac¸a˜o lenta, como o complexo [Co(NH3)6]
3+/2+ (SUTIN, 1986). Esse
fato foi posteriormente explicado pela diferenc¸a no comprimento de
ligac¸a˜o de equil´ıbrio Co−N nos ı´ons +3 e +2. A distaˆncia de equil´ıbrio
Co−N para o complexo de spin alto Co(II) (t2g
5eg
2) e´ de 2,11 A˚, en-
quanto para o complexo de spin baixo Co(III) (t2g
6) e´ 1,96 A˚. Caso a
ET ocorresse na sua posic¸a˜o de equil´ıbrio, os produtos seriam um com-
plexo com ligac¸o˜es Co(II)−N comprimidas e um complexo com ligac¸o˜es
Co(III)−N alongadas, em seus estados vibracionais excitados (Figura
8) (HOUSECROFT; SHARPE, 2005). Logo, os dois ı´ons estariam em uma
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Figura 7 – Representac¸a˜o esquema´tica de configurac¸a˜o de (a) solvente
em equil´ıbrio com um soluto na˜o-carregado; (b) o soluto sofre uma
mudanc¸a su´bita de carga, sem tempo do solvente mudar de configurac¸a˜o
e (c) configurac¸a˜o de equil´ıbrio do solvente e soluto carregado. Figura
adaptada de (NITZAN, 2006).
configurac¸a˜o incorreta apo´s a reac¸a˜o, resultando em uma barreira in-
terna para a transfereˆncia eletroˆnica.
Figura 8 – Representac¸a˜o da transfereˆncia eletroˆnica entre os comple-
xos [Co(NH3)6]
2+ e [Co(NH3)6]
3+. Quando os reagentes teˆm diferen-
tes comprimentos de ligac¸a˜o, precisam ser formados estados vibraci-
onais excitados com comprimentos de ligac¸a˜o iguais para ocorrer a
transfereˆncia de ele´trons. Figura adaptada de (HOUSECROFT; SHARPE,
2005).
A aplicac¸a˜o do princ´ıpio de Franck-Condon a reac¸o˜es de trans-
fereˆncia eletroˆnica inspirou Rudolph Marcus a desenvolver uma teoria
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que atualmente e´ conhecida como Teoria de Marcus (MARCUS, 2003;
MARCUS; SUTIN, 1985). Ele aplicou a ideia de que, nas reac¸o˜es de trans-
fereˆncia de ele´trons, o meio esta´ em uma configurac¸a˜o fora do equil´ıbrio
em relac¸a˜o aos reagentes durante o processo de transfereˆncia. Logo, ele
assumiu que flutuac¸o˜es deveriam ocorrer nas va´rias coordenadas nucle-
ares para a reac¸a˜o de transfereˆncia de ele´trons ocorrer. Assim, a reac¸a˜o
e´ descrita como uma poss´ıvel variac¸a˜o de centenas de coordenadas nu-
cleares relevantes do sistema, que incluem a posic¸a˜o e orientac¸a˜o das
mole´culas individuais do solvente (e consequentemente seus momentos
de dipolo, por exemplo), ao contra´rio do formalismo anterior, em que
apenas duas ou mais coordenadas eram necessa´rias para descrever a
reac¸a˜o (MARCUS, 1993; NITZAN, 2006).
Portanto, comparando as reac¸o˜es convencionais a`s de transfereˆncia
eletroˆnica, em ambos os casos, flutuac¸o˜es das coordenadas nucleares sa˜o
necessa´rias para se alcanc¸ar o estado de transic¸a˜o. No entanto, va´rias
coordenadas podem desempenhar um papel significativo nas reac¸o˜es de
transfereˆncia de ele´trons, por causa da mudanc¸a grande e relativamente
abrupta que precisa ocorrer na distribuic¸a˜o de carga dos reagentes para
o sistema alcanc¸ar a regia˜o do estado de transic¸a˜o. Logo, uma aborda-
gem diferente da convencional era necessa´ria para formular os detalhes
da teoria. As bases do formalismo foram desenvolvidas na Teoria de
Marcus, e sera˜o apresentadas na pro´xima sec¸a˜o.
2.3 TEORIA DE MARCUS
Em seu artigo original, Marcus descreveu a reac¸a˜o ET a partir de
um sistema-modelo, consistindo de duas esferas A e B (descrevendo os
solutos) em um meio solvente descrito por um cont´ınuo, caracterizado
pelas constantes diele´tricas o´ptica e esta´tica εe e εs, e polarizac¸o˜es
nuclear e eletroˆnica Pn e Pe. Ele descreveu o processo como uma
mudanc¸a de carga dos solutos, passando de um estado (0) (reagentes),
caracterizado pela distribuic¸a˜o de carga ρ0, ate´ o estado (1) (produtos),
com distribuic¸a˜o de carga ρ1, atrave´s de um estado intermedia´rio em
que o sistema se encontra com a distribuic¸a˜o de carga dos reagentes ρ0
mas a polarizac¸a˜o nuclear esta´ em equil´ıbrio com uma flutuac¸a˜o das
cargas originais ρθ, definida por ρθ = ρ0 + θ(ρ1 − ρ0) (NITZAN, 2006).
Logo, no estado de transic¸a˜o, a polarizac¸a˜o diele´trica do solvente
Pnθ(r), originada a partir da orientac¸a˜o e vibrac¸o˜es das mole´culas do
solvente, na˜o esta´ em equil´ıbrio com as cargas dos reagentes, mas repre-
senta certa flutuac¸a˜o macrosco´pica de Pn0(r
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das mole´culas do solvente, por outro lado, pode responder instantane-
amente a qualquer flutuac¸a˜o.
Marcus obteve uma expressa˜o para a taxa de reac¸a˜o para a trans-
fereˆncia eletroˆnica atrave´s do ca´lculo da energia livre eletrosta´tica ∆G
em func¸a˜o da polarizac¸a˜o Pn(r) (MARCUS, 1956). Ele calculou essa
energia livre encontrando um caminho revers´ıvel para alcanc¸ar o estado
de transic¸a˜o do sistema, e obteve para´bolas de superf´ıcies de energia
dos reagentes e produtos em func¸a˜o das coordenadas nucleares (Figura
9), que consistem das posic¸o˜es dos reagentes (ou produtos) e do meio
solvente. A zona de intersecc¸a˜o, onde as curvas de energia livre dos
reagentes e dos produtos se cruzam, define o estado de transic¸a˜o da
reac¸a˜o.
Devido a sua importaˆncia, sera´ demonstrada uma deduc¸a˜o sim-
ples da Teoria de Marcus. Uma descric¸a˜o detalhada esta´ dispon´ıvel no
Apeˆndice (B).
Figura 9 – Diagrama de energia para uma reac¸a˜o de transfereˆncia
eletroˆnica na Teoria de Marcus. Os reagentes e produtos sa˜o carac-
terizados por uma para´bola de energia em relac¸a˜o a` coordenada da
reac¸a˜o q, caracterizada essencialmente por flutuac¸o˜es nas configurac¸o˜es
do solvente. A intersecc¸a˜o entre as duas para´bolas define o estado de
transic¸a˜o.
Por ser mais simples, reproduzimos a deduc¸a˜o da equac¸a˜o de
Marcus em uma dimensa˜o. Todas as propriedades do estado de transic¸a˜o
sera˜o descritas com o sobrescrito (‡). Uma condic¸a˜o necessa´ria e´ a con-
servac¸a˜o de energia, logo
GR(q
‡) = GP (q
‡), (2.3)
em que GR refere-se a` energia livre dos reagentes e GP a` energia livre
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dos produtos para a coordenada nuclear q‡, que define o estado de
transic¸a˜o da reac¸a˜o. Na aproximac¸a˜o parabo´lica para a energia livre
em uma reac¸a˜o exote´rmica, temos
G0R(q
‡) = (k/2)(q‡ − qR)
2 +∆G0, (2.4)
G0P (q
‡) = (k/2)(q‡ − qP )
2, (2.5)
sendo k a constante de forc¸a. Igualando os dois termos e remanejando
a equac¸a˜o, temos
q‡ =
(qR + qP )
2
+
∆G0
k(qR − qP )
. (2.6)
A energia de ativac¸a˜o para a reac¸a˜o ∆G‡ e´ definida como a diferenc¸a
entre o mı´nimo de energia livre dos reagentes (definido aqui como zero,
G0R = 0) e do estado de transic¸a˜o, G
0
R(q
‡),
∆G‡ = G0R(q
‡)−G0R = G
0
R(q
‡) = (k/2)(q‡ − qR)
2. (2.7)
Logo, substituindo q‡ da expressa˜o (2.6) na equac¸a˜o acima e remane-
jando, encontramos
∆G‡ =
k(qR − qP )
2
8
[
1 +
2∆G0
k(qR − qP )2
]
. (2.8)
Definindo a energia de reorganizac¸a˜o λ = (k/2)(qR − qP )
2 temos a ex-
pressa˜o final para a energia de ativac¸a˜o para as reac¸o˜es de transfereˆncia
eletroˆnica,
∆G‡ =
λ
4
[
1 +
∆G0
λ
]2
, (2.9)
com a seguinte expressa˜o para a taxa de reac¸a˜o,
k = Z exp
(
−
∆G‡
RT
)
, (2.10)
em que Z e´ o fator de colisa˜o para os reagentes, da ordem de 1011
L·mol−1·s−1 (MARCUS, 2003; NITZAN, 2006), T a temperatura termo-
dinaˆmica e R a constante dos gases ideais. A equac¸a˜o de Marcus para
a barreira de energia conta com o termo λ, chamada de energia de re-
organizac¸a˜o. Este termo e´ responsa´vel pela forc¸a motriz da reac¸a˜o, e
descreve a contribuic¸a˜o da reconfigurac¸a˜o do soluto que pode ocorrer
durante a reac¸a˜o, e da reorientac¸a˜o das mole´culas do solvente, que pre-
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cisam alterar radicalmente seu cara´ter (como mostrado na Figura 7)
durante a reac¸a˜o. Logo, o efeito do meio assumiu um papel essencial
no mecanismo das reac¸o˜es de ET na Teoria de Marcus.
Na formulac¸a˜o original (MARCUS, 1956), Marcus dividiu a ener-
gia de reorganizac¸a˜o em duas contribuic¸o˜es, externa e interna, λ =
λi + λo. Atribuindo a` parte interna os modos vibracionais da estru-
tura e tratando os reagentes como circundados por um meio diele´trico
cont´ınuo devido ao solvente, ele obteve as seguintes expresso˜es para λi
e λo:
λi =
1
2
∑
j
kj(Q
r
j −Q
p
j )
2, (2.11)
em que Qrj e Q
p
j sa˜o os valores de equil´ıbrio para o modo normal j dos
reagentes (r) e produtos (p), e kj e´ a constante de forc¸a para o modo
j. A contribuic¸a˜o externa e´ dada por (Figura 10)
λo = (∆e)
2
[
1
2RA
+
1
2RB
−
1
RAB
] [
1
εe
−
1
εs
]
, (2.12)
em que RA e RB sa˜o os dois raios ioˆnicos para os reagentes, RAB e´
a distaˆncia dos centros dos dois reagentes, εe e εs sa˜o as constantes
diele´tricas o´ptica e esta´tica, respectivamente, e ∆e a carga transferida
entre os dois reagentes.
Figura 10 – Representac¸a˜o esquema´tica do sistema estudado original-
mente por Marcus. Duas esferas condutoras, com raios ioˆnicos RA e
RB , separados por uma distaˆncia RAB, esta˜o sob a influeˆncia de um
meio cont´ınuo de constante diele´trica εs e εe. Apesar de simples, o
modelo explica o mecanismo e gera taxas quantitativas para reac¸o˜es
ET.
Um dos pontos fortes da teoria de Marcus e´ a inclusa˜o de as-
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pectos termodinaˆmicos, em termos de ∆G0, para a taxa de reac¸a˜o. A
relac¸a˜o entre ∆G0 e a energia de reorganizac¸a˜o em uma reac¸a˜o ET
da´ origem a fenoˆmenos contra-intuitivos, como a regia˜o invertida de
Marcus (GRAMPP, 2003).
A Teoria de Marcus pode ser considerada uma teoria do estado
de transic¸a˜o em que se assume que a taxa de um processo de trans-
fereˆncia eletroˆnica e´ determinada pela probabilidade de se alcanc¸ar um
subconjunto de configurac¸o˜es de solvente definidos por um certo valor
da coordenada de reac¸a˜o (NITZAN, 2006). Assim, a Teoria de Marcus
pode ser vista como uma TST com o solvente desempenhando um papel
principal na coordenada de reac¸a˜o. Na teoria do estado de transic¸a˜o, o
efeito do solvente geralmente e´ considerado ao afetar o n´ıvel de energia
dos estados no equil´ıbrio e na˜o a dinaˆmica da reac¸a˜o (CRAMER, 2013).
Apenas mole´culas na primeira camada de solvatac¸a˜o, que participam
diretamente da reac¸a˜o qu´ımica, influenciam a taxa de reac¸a˜o.
Os detalhes da transfereˆncia eletroˆnica dependem, por exemplo,
do grau de acoplamento eletroˆnico entre reagentes e produtos. Na Teo-
ria de Marcus, considera-se que o acoplamento eletroˆnico e´ fraco (menor
que o considerado na TST) (HUSH; RORABACHER; ENDICOTT, 1982).
Isso deve-se a`s reac¸o˜es geralmente ocorrerem sem maior interac¸a˜o entre
os reagentes, a uma certa distaˆncia. Todavia, o acoplamento eletroˆnico
e´ considerado forte o suficiente para ocorrer repulsa˜o entre o estado
eletroˆnico fundamental e os demais estados do sistema. Quando o aco-
plamento e´ fraco, efeitos na˜o-adiaba´ticos precisam ser considerados.
Uma breve discussa˜o sobre as principais correc¸o˜es na˜o-adiaba´ticas sera´
realizada na pro´xima sec¸a˜o.
2.4 ADIABATICIDADE E REGIME QUAˆNTICO
As energias da estrutura eletroˆnica geram va´rias superf´ıcies de
energia em func¸a˜o das coordenadas nucleares. Elas correspondem ao
estado eletroˆnico fundamental e va´rios estados excitados. Estes estados
eletroˆnicos adiaba´ticos (tambe´m chamados estados de Born-Oppenheimer)
sa˜o originados da separac¸a˜o inicial do movimento eletroˆnico do nuclear.
Os estados adiaba´ticos mudam seu cara´ter continuamente, mantendo-
se assim autoestados do Hamiltoniano eletroˆnico do sistema. Por outro
lado, os estados eletroˆnicos diaba´ticos (ou na˜o-adiaba´ticos) na˜o mudam
seu cara´ter f´ısico a` medida que movem-se ao longo de uma coordenada
de reac¸a˜o (VOORHIS et al., 2010).
A suposic¸a˜o adiaba´tica e´ que os ele´trons movem-se mais rapida-
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mente comparados ao movimento nuclear. Uma afirmac¸a˜o semelhante
e´ que a func¸a˜o de onda eletroˆnica pode mudar instantaneamente me-
diante mudanc¸as nas posic¸o˜es nucleares (VOORHIS et al., 2010). O re-
sultado deste comportamento e´ que um sistema que comec¸a na su-
perf´ıcie do estado fundamental deve sempre permanecer na superf´ıcie
mais baixa, apesar das mudanc¸as nas configurac¸o˜es nucleares, tais como
uma reac¸a˜o para formar produtos. Pore´m, esse nem sempre e´ o caso
quando a func¸a˜o de onda eletroˆnica deve mudar drasticamente ao longo
de um pequeno conjunto de posic¸o˜es nucleares (VOORHIS et al., 2010).
Quando um sistema salta de uma superf´ıcie para outra, o processo e´
dito ser na˜o-adiaba´tico (ou diaba´tico).
Em reac¸o˜es que ocorrem no regime adiaba´tico, o processo pode
ser descrito por formalismos cla´ssicos, como a TST e a Teoria de Mar-
cus. A` medida que efeitos na˜o-adiaba´ticos tornam-se relevantes, correc¸o˜es
ao formalismo cla´ssico sa˜o necessa´rias, visto que o mesmo e´ insufici-
ente para descrever efeitos na˜o-adiaba´ticos, que teˆm base na mecaˆnica
quaˆntica. As reac¸o˜es em que sa˜o necessa´rias essas correc¸o˜es ocorrem
no regime semi-cla´ssico. Caso os efeitos na˜o-adiaba´ticos sejam estri-
tamente necessa´rios para a descric¸a˜o da reac¸a˜o qu´ımica, o formalismo
quaˆntico e´ o mais adequado para descrever o processo.
Logo, a primeira aproximac¸a˜o para considerar efeitos na˜o-adiaba´ticos
e´ o tratamento semi-cla´ssico, que considera estes efeitos como correc¸o˜es
ao regime cla´ssico (descrito pela Teoria de Marcus) para a transfereˆncia
de ele´trons. A taxa de reac¸a˜o no regime semi-cla´ssico esta´ relacionada
com a taxa cla´ssica de Marcus, kc, por ksc = κelΓnkc, sendo κel o
coeficiente de transmissa˜o eletroˆnica e Γn o fator de tunelamento nu-
clear. Para coeficientes de transmissa˜o eletroˆnica κel 6= 1 a reac¸a˜o
e´ considerada na˜o-adiaba´tica. Quatro casos podem ser identificados,
dependendo dos valores de κel e Γn: (a) regime adiaba´tico simples
(κel = 1, Γn = 1); (b) regime na˜o-adiaba´tico simples (κel 6= 1, Γn = 1);
(c) regime adiaba´tico com tunelamento nuclear (κel = 1, Γn 6= 1) e
(d) regime na˜o-adiaba´tico com tunelamento nuclear (κel 6= 1, Γn 6= 1)
(BRUNSCHWIG et al., 1980).
Desconsiderando o tunelamento nuclear, geralmente a correc¸a˜o
e´ feita para regimes em que κel 6= 1, ou seja, regimes na˜o-adiaba´ticos
simples. Neste caso, a taxa de reac¸a˜o torna-se
k = κelZ exp
(
−
∆G‡
RT
)
. (2.13)
Va´rios formalismos sa˜o utilizados para calcular o fator κel, sendo
os principais baseados na Regra de Ouro de Fermi (SCHATZ; RATNER,
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2002) e na probabilidade de Landau-Zener (LANDAU, 1932; ZENER,
1932; STUECKELBERG, 1933) (descrita no Apeˆndice A.2), dada pela
equac¸a˜o
Pab = 1− exp
(
−
2π|Hab|
2
h¯R˙|∂(Haa −Hbb)/∂R|
)
, (2.14)
sendo |Hab|
2 o acoplamento eletroˆnico entre os dois estados a e b, R˙
a velocidade relativa do par doador/aceitador ao passar pela regia˜o
de intersecc¸a˜o; ∂(Haa −Hbb)/∂R sa˜o as inclinac¸o˜es das superf´ıcies de
energia para os estados a e b na regia˜o de intersecc¸a˜o entre os estados.
Esta expressa˜o descreve a probabilidade de passagem do estado a para
o estado b, e va´rios formalismos descrevem o coeficiente de transmissa˜o
eletroˆnica como func¸a˜o desta probabilidade. Por exemplo, o coeficiente
de transmissa˜o eletroˆnica entre reagente (estado a) e produto (estado
b) pode ser descrito como (BRUNSCHWIG et al., 1980)
κel =
2Pab
(1 + Pab)
. (2.15)
Quando a probabilidade de transmissa˜o eletroˆnica e´ alta, Pab →
1, o coeficiente de transmissa˜o κel → 1 e o regime e´ adiaba´tico, ou seja,
o sistema se move em uma u´nica superf´ıcie potencial. No outro limite,
de acoplamento eletroˆnico fraco/alta velocidade, tem-se
Pab =
2π|Hab|
2
h¯R˙|∂(Haa −Hbb)/∂R|
. (2.16)
Neste limite, a probabilidade do sistema se manter na superf´ıcie adiaba´tica
do estado fundamental e´ bastante pequena.
No regime na˜o-adiaba´tico, e´ comum o uso de me´todos mistos
quaˆnticos e cla´ssicos, que acoplam o movimento cla´ssico, que pode in-
duzir transic¸o˜es entre estados eletroˆnicos, e quaˆntico, que determina as
forc¸as cla´ssicas no sistema. Entre estes me´todos, pode-se destacar o
me´todo de Ehrenfest e de surface hopping (TULLY, 1990, 1998).
Em casos que os efeitos te´rmicos, como a reconfigurac¸a˜o nuclear
do soluto e a reorganizac¸a˜o do solvente, sa˜o irrelevantes, o acoplamento
eletroˆnico e´ o responsa´vel pelo processo de transfereˆncia de ele´trons.
Nestes casos, a transfereˆncia pode ser descrita estritamente no regime
quaˆntico. O processo de transfereˆncia de ele´trons e´ tratado atrave´s
da Equac¸a˜o de Schro¨dinger dependente do tempo (Time-Dependent
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Schro¨dinger Equation, TDSE),
ih¯
∂
∂t
|Ψ(t)〉 = Hˆ|Ψ(t)〉 , (2.17)
em que Hˆ e´ o operador Hamiltoniano do sistema e |Ψ(t)〉 e´ a func¸a˜o de
onda do sistema no tempo (t).
Uma abordagem utilizada e´ resolver a TDSE a partir de condic¸o˜es
iniciais para a func¸a˜o de onda |Ψ(0)〉, definindo propagadores Uˆ(t) para
calcular a evoluc¸a˜o temporal (TOLMAN, 1979; PAULING; WILSON, 1985;
SCHATZ; RATNER, 2002),
|Ψ(t)〉 = Uˆ(t, t0)|Ψ(0)〉, (2.18)
sendo o propagador definido como
Uˆ(t, t0) = exp
(
−
i
h¯
∫ t
t0
Hˆ(t′)dt′
)
. (2.19)
Escrevendo a func¸a˜o de onda inicial como uma combinac¸a˜o linear de
autoestados do sistema
|Ψ(0)〉 =
∑
n
cn(0)|ψn〉, (2.20)
sendo os coeficientes calculados por cn(0) = 〈ψn|Ψ(0)〉, temos
|Ψ(t)〉 =
∑
n
cn(t)|ψn〉, (2.21)
onde a dependeˆncia temporal reside nos coeficientes atrave´s dos termos
cn(t) = exp [−(i/h¯)En(t− t0)] cn(0) . Geralmente o processo envolve
discretizar o espac¸o temporal em δt passos e calcular a evoluc¸a˜o tem-
poral numericamente para um dado estado inicial |Ψ(0)〉 a partir do
operador Uˆ(t).
A func¸a˜o inicial |Ψ(0)〉, definida como uma combinac¸a˜o linear
de autoestados do Hamiltoniano do sistema Hˆ , na˜o e´ um estado esta-
ciona´rio do sistema e portanto evolui no tempo, e e´ chamada de pacote
de onda. Assim, definindo o pacote de onda em um centro doador de
ele´trons, por exemplo, pode-se estudar a transfereˆncia eletroˆnica para
um centro aceitador atrave´s da evoluc¸a˜o temporal do pacote |Ψ(0)〉.
Esta metodologia e´ atualmente utilizada e desenvolvida em nosso grupo
de pesquisa (REGO et al., 2009; HOFF; SILVA; REGO, 2011, 2012; BAIRU
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et al., 2013; REGO et al., 2013), e um exemplo de aplicac¸a˜o deste me´todo
pode ser visto na Figura (11).
Figura 11 – Exemplo de relaxac¸a˜o eletroˆnica atrave´s de pacotes de onda
em uma estrutura supramolecular, estudada em nosso grupo de pes-
quisa (REGO et al., 2013). Treˆs fragmentos sa˜o definidos na estrutura:
PPH (porfirina), CAR (caroteno´ide) e FUL (fulereno). O fragmento
porfirina e´ responsa´vel pela absorc¸a˜o de luz e o pacote de onda inicial
e´ definido neste fragmento. Observa-se que o pacote de onda eletroˆnico
relaxa para o fulereno, estrutura aceitadora de ele´trons; ja´ o buraco
oscila entre os treˆs fragmentos.
2.5 TRANSFEREˆNCIA ELETROˆNICAACOPLADACOMPRO´TONS
A reac¸a˜o de transfereˆncia de pro´tons e´ uma das mais elementa-
res em Qu´ımica e, ainda assim, uma das mais complexas do ponto de
vista teo´rico. Haja vista os regimes descritos anteriormente, a reac¸a˜o
envolvendo o pro´ton pode ser descrita por (i) um progresso ao longo
da PES da reac¸a˜o, ou (ii) um processo de reconfigurac¸a˜o do meio em
resposta ao movimento do pro´ton (NITZAN, 2006). No primeiro caso,
e´ a posic¸a˜o do pro´ton ao longo da barreira separando os dois centros
doadores que governa o processo. No u´ltimo caso, a coordenada de
reac¸a˜o esta´ associada com a reorganizac¸a˜o do solvente, como no caso
da transfereˆncia de ele´trons. Em ambos, as correc¸o˜es na˜o-adiaba´ticas
atuam de maneira mais pronunciada, devido a` massa do pro´ton ser
pequena.
As reac¸o˜es de transfereˆncia eletroˆnica acoplada com pro´tons (PCET)
sa˜o um caso particular de reac¸a˜o de transfereˆncia eletroˆnica, essenci-
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almente importante em sistemas de conversa˜o de energia, tanto em
sistemas biolo´gicos e dispositivos tecnolo´gicos, pois evita a formac¸a˜o de
intermedia´rios carregados de alta energia.
As reac¸o˜es de PCET podem ocorrer por um mecanismo concer-
tado, em que o ele´tron e o pro´ton se transferem simultaneamente, ou
um me´todo sequencial, em que o ele´tron e o pro´ton se transferem em
sequeˆncia. A reac¸a˜o sequencial se distingue da concertada pela pre-
senc¸a de um intermedia´rio esta´vel e/ou a presenc¸a de um mı´nimo na
superf´ıcie de energia potencial (HAMMES-SCHIFFER, 2012). O termo
PCET tambe´m abrange reac¸o˜es em que sa˜o transferidos mais de um
pro´ton ou ele´tron, como a transfereˆncia de hidretos (H−). Nesta sec¸a˜o
trataremos reac¸o˜es de PCET concertadas e com a transfereˆncia de um
u´nico par ele´tron/pro´ton.
Partindo da descric¸a˜o feita na sec¸a˜o anterior, a transfereˆncia
eletroˆnica nestas reac¸o˜es pode ser definida como adiaba´tica ou na˜o-
adiaba´tica. Em resumo, a transfereˆncia de ele´trons adiaba´tica tem
as seguintes caracter´ısticas: (a) os ele´trons respondem instantanea-
mente ao movimento nuclear, ou seja, a escala de tempo da dinaˆmica
eletroˆnica e´ muito mais ra´pida que da nuclear; (b) o acoplamento
eletroˆnico, |Hab|, entre os estados diaba´ticos e´ grande relativo a` energia
te´rmica, kBT ; e (c) a reac¸a˜o ocorre no estado eletroˆnico fundamen-
tal adiaba´tico (HAMMES-SCHIFFER, 2012). Ale´m da adiabaticidade da
dinaˆmica eletroˆnica (em relac¸a˜o aos estados eletroˆnicos), nas reac¸o˜es
PCET a adiabaticidade do estado vibracional do pro´ton tambe´m de-
sempenha um papel importante. Logo, a descric¸a˜o da transfereˆncia
do pro´ton com ET e´ mais complexa, e diferentes formalismos foram
propostos, dependendo do pro´ton ser descrito classicamente ou quanti-
camente.
No caso cla´ssico, as reac¸o˜es de PT (proton transfer) t´ıpicas sa˜o
eletronicamente adiaba´ticas – os ele´trons respondem instantaneamente
ao movimento do pro´ton e dos outros nu´cleos do sistema. Portanto, a
reac¸a˜o pode ser descrita por me´todos tradicionais de qu´ımica quaˆntica
(CRAMER, 2013), ou seja, dividindo o sistema em ele´trons e nu´cleos
e determinando os estados eletroˆnicos estaciona´rios como func¸a˜o das
coordenadas nucleares. Os pontos estaciona´rios da superf´ıcie de energia
potencial (estados de transic¸a˜o e mı´nimos) podem ser determinados, e o
caminho de reac¸a˜o pode ser encontrado seguindo o caminho de energia
mı´nima que liga o estado dos reagentes ao dos produtos. Neste caso,
qualquer efeito de tunelamento nuclear e´ ignorado, pois os nu´cleos sa˜o
tratados classicamente.
Os efeitos de tunelamento nuclear podem ser inclu´ıdos tratando
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o pro´ton quanticamente. Neste caso, a reac¸a˜o de ET pode ser ele-
tronicamente adiaba´tica ou na˜o-adiaba´tica, e os estados vibracionais
podem ser vibracionalmente adiaba´ticos ou na˜o-adiaba´ticos. No caso
adiaba´tico, a reac¸a˜o de PT e´ caracterizada pelos seguintes efeitos:
(a) o pro´ton responde instantaneamente ao movimentos dos outros
nu´cleos; e (b) a reac¸a˜o ocorre no estado fundamental vibracional do
pro´ton (ou seja, no estado vibracional adiaba´tico) (HAMMES-SCHIFFER,
2012, 2009).
Va´rios regimes podem resultar dos diferentes mecanismos para
a transfereˆncia do ele´tron e pro´ton, como pode ser visto na Figura
(12). Ao tratar o pro´ton classicamente, o ele´tron pode responder ins-
tantaneamente ou na˜o ao movimento nuclear. Ao tratar o pro´ton como
quaˆntico, ale´m da resposta eletroˆnica ao movimento nuclear, deve-se le-
var em conta o movimento relativo do pro´ton com os demais nu´cleos do
sistema. Essas diferentes escalas de tempo geram regimes que podem
ser adiaba´ticos ou na˜o-adiaba´ticos para os graus de liberdade eletroˆnico,
vibracional ou vibroˆnico, dependendo das caracter´ısticas da reac¸a˜o em
estudo.
Os treˆs regimes podem ser observados em diferentes sistemas
qu´ımicos. Geralmente, quando a distaˆncia entre os centros que par-
ticipam da transfereˆncia eletroˆnica e´ grande, espera-se que a reac¸a˜o
seja vibronicamente na˜o-adiaba´tica: caso C da Figura (12) (HAMMES-
SCHIFFER, 2012). Para distaˆncias de transfereˆncia relativamente curtas
ocorrem os casosA e B. Se a distaˆncia doador/aceitador for curta, com
uma forte interac¸a˜o de hidrogeˆnio, a reac¸a˜o tende a ser vibracional-
mente adiaba´tica, sendo mais prova´vel o caso A (HAMMES-SCHIFFER,
2012), por exemplo, em sistemas envolvendo interac¸o˜es fortes do tipo
OH· · ·O e NH· · ·O. Se a interac¸a˜o de hidrogeˆnio e´ fraca ou inter-
media´ria, pode ocorrer o caso B, como por exemplo o tunelamento
de pro´ton que ocorre em sistemas fenol/aminas e no malonalde´ıdo
(HAMMES-SCHIFFER; TULLY, 1994) (Figura 13).
Um caso particular de PCET sa˜o as reac¸o˜es de transfereˆncia de
pro´ton intramoleculares no estado excitado (ESIPT, excited state intra-
molecular proton transfer). Nesta classe de PCET, ocorre uma trans-
fereˆncia de pro´ton intramolecular apo´s a fotoexcitac¸a˜o da mole´cula.
O processo de fotoexcitac¸a˜o com a posterior transfereˆncia do pro´ton
pode ocorrer por diferentes mecanismos, dependendo da estrutura mo-
lecular, solvente e temperatura do processo (BARBARA; WALSH; BRUS,
1989). Basicamente, o processo de excitac¸a˜o/transfereˆncia de H+ pode
ser classificado em treˆs diferentes tipos, conforme a Figura 14. Cada
possibilidade depende fortemente da estrutura da mole´cula e, por con-
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Figura 12 – Diferentes regimes para as reac¸o˜es de PCET. Inicialmente,
os regimes sa˜o divididos pelo tratamento cla´ssico ou quaˆntico do pro´ton
(p). Em seguida, na descric¸a˜o quaˆntica do pro´ton, sa˜o distinguidas as
reac¸o˜es em que o acoplamento ele´tron (e) e pro´ton (p) e´ adiaba´tico (el
ad) ou na˜o-adiaba´tico (el nad). Finalmente, o regime de acoplamento
eletroˆnico adiaba´tico e´ distinguido entre vibracionalmente adiaba´tico
(vib ad) e na˜o-adiaba´tico (vib nad), referente ao movimento do pro´ton
em relac¸a˜o aos outros nu´cleos do sistema (N). Figura adaptada de
(HAMMES-SCHIFFER, 2012).
(a) Fenol/Amina (b) Malonalde´ıdo
Figura 13 – Interac¸a˜o de hidrogeˆnio no sistema fenol/aminas e no ma-
lonalde´ıdo.
seguinte, de seus substituintes, efeito refletido diretamente na superf´ıcie
de energia potencial do estado fundamental e excitado (BARBARA;
WALSH; BRUS, 1989). Esta relac¸a˜o entre estrutura e reatividade torna
as mole´culas que apresentam o efeito ESIPT excelentes modelos para
o estudo dos mecanismos responsa´veis pela PCET.
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(a) Sime´trico (b) Assimetria comum (c) Assimetria reversa
Figura 14 – Superf´ıcies de energia potencial para uma reac¸a˜o ESIPT.
A curva inferior corresponde a` superf´ıcie de energia potencial do estado
fundamental (GS), e a superior ao estado excitado (ES). Os mı´nimos
nas curvas correspondem aos centros doador (D) e aceitador (A) de
pro´ton. Dependendo do perfil das superf´ıcies GS e ES, reac¸o˜es dife-
rentes podem ocorrer. Figura adaptada de (BARBARA; WALSH; BRUS,
1989).
Uma das classes de mole´culas frequentemente estudadas sa˜o os
derivados da 9-hidroxifenolenona (9-HPO), composto 1a da Figura 15.
O composto 1a possui um isoˆmero, composto 1b, que e´ ideˆntico ao
1a, e portanto o processo de isomerizac¸a˜o deve ser caracterizado por
uma superf´ıcie de energia potencial com dois mı´nimos sime´tricos (ROS-
SETTI; HADDON; BRUS, 1980; KUNZE; VEGA, 1984). Substituic¸o˜es e
modificac¸o˜es do 9-HPO, como nos compostos 1c e 1d da Figura 15, in-
troduzem assimetrias de magnitudes diferentes ao problema (ROSSETTI
et al., 1981). As possibilidades podem ser exemplificadas pelas PES da
Figura 14. Consideremos a situac¸a˜o mais simples, em que ha´ um u´nico
modo normal associado ao movimento do hidrogeˆnio, que interconverte
as duas estruturas (BARBARA; WALSH; BRUS, 1989). Se uma assime-
tria e´ introduzida, como nos compostos 1c e 1d da Figura 15, duas
possibilidades podem ocorrer: o mı´nimo no estado excitado pode es-
tar localizado no mesmo oxigeˆnio (assimetria comum), ou no oxigeˆnio
oposto (assimetria reversa).
As reac¸o˜es ESIPT tornam-se mais complexas para casos em que
a PES possui assimetria reversa, Figura 14. Nesta situac¸a˜o, quando
a mole´cula e´ excitada no mı´nimo de seu estado fundamental, o estado
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Figura 15 – Estrutura de Lewis da mole´cula 9-HPO e seus derivados.
Os compostos 1a e 1b sa˜o ideˆnticos, e sua isomerizac¸a˜o e´ caracterizada
por uma PES com dois mı´nimos sime´tricos. Substituic¸o˜es no 9-HPO via
metilac¸a˜o, como em 1c, ou a introduc¸a˜o de um outro anel aroma´tico,
1d, introduzem assimetrias na PES dos compostos. Os dois compostos
sa˜o descritos por uma PES de assimetria comum.
excitado produzido na˜o e´ o mı´nimo da estrutura excitada. Neste caso,
duas situac¸o˜es podem ocorrer, como ilustrado na Figura 16: o estado
excitado pode possuir dois mı´nimos locais na PES ou apenas um. Caso
haja apenas um mı´nimo na PES do estado excitado, a isomerizac¸a˜o
pode ser vista apenas como um tipo de relaxac¸a˜o vibracional (BAR-
BARA; WALSH; BRUS, 1989).
Figura 16 – Nas reac¸o˜es ESIPT de assimetria reversa, duas situac¸o˜es
podem surgir. Na esquerda, existem dois mı´nimos na superf´ıcie de
energia potencial do estado excitado; na direita, apenas um. Quando
ha´ apenas um mı´nimo na PES do estado excitado, o processo pode ser
visto apenas como uma redistribuic¸a˜o e relaxac¸a˜o vibracional.
As mole´culas que exibem ESIPT de assimetria reversa se torna-
ram excelentes modelos para entender as interrelac¸o˜es entre estrutura,
dinaˆmica e reatividade. Entre os compostos intensamente estudados
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esta´ o 2-(2’-hidroxifenil)-benzotiazol, HBT (Figura 17). Esta mole´cula
exibe um isomerismo ceto-eno´lico, sendo a estrutura enol (2a) mais
esta´vel no estado fundamental e, apo´s excitac¸a˜o, ocorre uma reconfi-
gurac¸a˜o eletroˆnica e a transfereˆncia de pro´ton, formando o ceto-isoˆmero
(2b).
Figura 17 – Estrutura qu´ımica do composto HBT. No estado fundamen-
tal, o isoˆmero cis-enol (2a) e´ mais esta´vel e, apo´s excitac¸a˜o, a estrutura
mais esta´vel e´ a cis-cetona (2b). Dependendo das caracter´ısticas do
solvente, o isoˆmero trans-cetona (2c) pode ser formado.
As mudanc¸as decorrentes da reac¸a˜o de ESIPT sa˜o facilmente
observadas por espectroscopia UV/Vis. As mole´culas que apresentam
assimetria reversa possuem um grande desvio para o vermelho no espec-
tro de fluoresceˆncia, que na˜o e´ o reflexo do espectro de absorc¸a˜o, carac-
ter´ıstico da transfereˆncia de pro´ton (LOCHBRUNNER; WURZER; RIEDLE,
2003; ELSAESSER et al., 1988). O HBT possui um pico de absorc¸a˜o em
torno de 380 nm e um pico de emissa˜o de fluoresceˆncia em torno de
550 nm (KUNGWAN et al., 2012; BARBARA; BRUS; RENTZEPIS, 1980;
ELSAESSER et al., 1988), exibindo um grande desvio de Stokes de cerca
de 7500–9000 cm−1 em solventes apolares (LOCHBRUNNER; WURZER;
RIEDLE, 2003; RINI et al., 2003a; BARBARA; BRUS; RENTZEPIS, 1980),
caracterizando a transfereˆncia de pro´ton apo´s a excitac¸a˜o. A formac¸a˜o
da estrutura cetona tambe´m ja´ foi verificada por espectroscopia de in-
fravermelho, em que o aparecimento de uma banda de estiramento C=O
em cerca de 1535 cm−1 e´ observado (LOCHBRUNNER; WURZER; RIEDLE,
2003; RINI et al., 2003b), indicando a formac¸a˜o da cetona no estado ex-
citado e inclusive utilizada como marcador da interconversa˜o para a
cetona (VIVIE-RIEDLE et al., 2003; RINI et al., 2003b).
Va´rios estudos teo´ricos e experimentais ja´ determinaram as es-
truturas e mudanc¸as que ocorrem no processo de excitac¸a˜o do HBT
(LOCHBRUNNER; WURZER; RIEDLE, 2003; RINI et al., 2003a; LUBER et
al., 2013). Algumas mudanc¸as essenciais que ocorrem na estrutura apo´s
a fotoexcitac¸a˜o sa˜o o elongamento da ligac¸a˜o C2–C3 e o encurtamento
das ligac¸o˜es C1–C2 e C3–O (vide legendas na Figura 17) (LUBER et
al., 2013). A presenc¸a da estrutura trans-cetona em soluc¸o˜es apolares
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foi descartada por estudos teo´ricos (LUBER et al., 2013) e experimen-
tais, pore´m ja´ foi descrita em soluc¸o˜es polares (NAGAOKA et al., 1993;
KUNGWAN et al., 2012) e estima-se que seja responsa´vel pelo pequeno
tempo de vida do estado excitado em fase gasosa, de 2,6 ps em relac¸a˜o
a ≈100 ps em soluc¸o˜es apolares (BARBATTI et al., 2009).
A transfereˆncia de pro´ton apo´s a fotoexcitac¸a˜o e´ fortemente in-
fluenciada pelo solvente. Em casos de solventes doadores de ligac¸a˜o de
hidrogeˆnio polares, como etanol e a´gua, ha´ a formac¸a˜o de interac¸o˜es por
ligac¸a˜o de hidrogeˆnio intermoleculares, e a interconversa˜o para a forma
cetona no estado excitado e´ afetada (NAGAOKA et al., 1993; KUNGWAN
et al., 2012). O comportamento entre solventes apolares e na fase ga-
sosa e´ bastante semelhante, pore´m estudos demonstram que pode haver
uma intersecc¸a˜o coˆnica no estado gasoso (KUNGWAN et al., 2012), res-
ponsa´vel pelo menor tempo de vida do isoˆmero cetona na fase gasosa em
relac¸a˜o a soluc¸o˜es apolares. A presenc¸a de solventes pro´ticos tambe´m
na˜o exclui a formac¸a˜o de estruturas ionizadas do HBT (ELSAESSER;
SCHMETZER, 1987).
A dinaˆmica da reac¸a˜o ESIPT envolvendo a mole´cula HBT e´
intensamente investigada. A escala de tempo t´ıpica para as reac¸o˜es
ESIPT e´ de ≈100 fs para va´rias mole´culas (LOCHBRUNNER; WUR-
ZER; RIEDLE, 2003), inclusive em temperaturas criogeˆnicas (BARBARA;
WALSH; BRUS, 1989). Mesmo ocorrendo em escala ultrarra´pida, a es-
cala de tempo para o processo ainda e´ considerada lenta demais para
uma reac¸a˜o sem barreira de ativac¸a˜o, devido a` baixa massa do pro´ton
(HEREK et al., 1992; LOCHBRUNNER; WURZER; RIEDLE, 2003). Mas
uma passagem atrave´s de uma barreira de ativac¸a˜o esta´ em contradic¸a˜o
com a observac¸a˜o da reac¸a˜o ESIPT em temperaturas criogeˆnicas (LO-
CHBRUNNER; WURZER; RIEDLE, 2003). Ate´ enta˜o na˜o foi observado
efeito deute´rio (HEREK et al., 1992; FREY; LAERMER; ELSAESSER, 1991;
LOCHBRUNNER et al., 2001; LOCHBRUNNER; WURZER; RIEDLE, 2003),
o que descarta o tunelamento do pro´ton.
A partir da ana´lise do espectro de emissa˜o, um modelo para a
transfereˆncia de pro´ton no HBT foi sugerido (LOCHBRUNNER; WUR-
ZER; RIEDLE, 2003; RINI et al., 2003b, 2003a; VIVIE-RIEDLE et al., 2003).
A reac¸a˜o pode ser descrita por um movimento bal´ıstico de um pacote
de onda vibracional na PES do estado excitado. A transfereˆncia e´ mo-
dulada por quatro movimentos moleculares, identificados como modos
vibracionais de baixa frequeˆncia. O processo ultrarra´pido de 50–100 fs
e´ limitado essencialmente pela ine´rcia dos a´tomos envolvidos. Os mo-
dos vibracionais influenciam a distaˆncia N–O e determinam o caminho
de reac¸a˜o. Entre os modos identificados, um modo de torsa˜o em torno
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de 118 cm−1 esta´ diretamente envolvido com a diminuic¸a˜o da distaˆncia
N–O, e a partir de uma ana´lise teo´rica da PES do estado excitado
(VIVIE-RIEDLE et al., 2003) pode-se identificar as distaˆncias N–O e N–H
como coordenadas essenciais para descrever a reac¸a˜o.
A presenc¸a do acoplamento entre quatro modos vibracionais de
baixa frequeˆncia e´ essencial para explicar a irreversibilidade da ESIPT
no HBT (LOCHBRUNNER; WURZER; RIEDLE, 2003; RINI et al., 2003b).
Os modos vibracionais, inicialmente excitados, distribuem a energia em
excesso atrave´s da redistribuic¸a˜o de energia vibracional intramolecular
(IVR) na escala dos subpicossegundos, e tambe´m a partir da relaxac¸a˜o
de energia vibracional (VER) em excesso para o solvente na escala dos
picossegundos (RINI et al., 2003b).
Va´rios formalismos foram desenvolvidos para a descric¸a˜o teo´rica
das reac¸o˜es PCET. A maioria dos me´todos consiste em tratar a trans-
fereˆncia de pro´ton a partir da dinaˆmica do pro´ton quanticamente, por
uma Equac¸a˜o de Schro¨dinger-modelo dependente do tempo, e descre-
ver os outros a´tomos do sistema e/ou a parte eletroˆnica por potenciais
emp´ıricos cla´ssicos, como o me´todo EVB (Empirical Valence Bond)
(WARSHEL, 1982, 1991) e MDQT (Molecular Dynamics with Quan-
tum Transitions) (TULLY, 1990; HAMMES-SCHIFFER; TULLY, 1994), ou
ainda a extensa˜o multidimensional do me´todo EVB e outros me´todos
baseados na abordagem de surface hopping do MDQT (BILLETER et
al., 2001b, 2001a). Estes me´todos tratam a transfereˆncia de pro´ton
incluindo de maneira semi-cla´ssica efeitos quaˆnticos na˜o-adiaba´ticos,
como a energia do ponto zero (ZPE), o tunelamento e acoplamentos
na˜o-adiaba´ticos (HAMMES-SCHIFFER; TULLY, 1994).
Os me´todos citados na˜o levam a dinaˆmica eletroˆnica em consi-
derac¸a˜o explicitamente, e estudam somente a parte nuclear e o pro´ton,
negligenciando parte das interac¸o˜es envolvidas durante a reac¸a˜o e a
pro´pria dinaˆmica eletroˆnica. Outra abordagem utilizada e´ o uso de
me´todos h´ıbridos QM/MM tradicionais (GAO, 1996; CRAMER, 2013),
que tratam parte do sistema classicamente e outra parte quanticamente,
separando o sistema por uma interface QM/MM. Apesar do uso de
va´rios destes me´todos no estudo de reac¸o˜es PCET, os mesmos sa˜o limi-
tados para sistemas pequenos ou para propriedades no equil´ıbrio. Uma
dificuldade que surge e´ o estudo de sistemas condensados, onde ocorre
a maioria das reac¸o˜es qu´ımicas, em meio solvente e nas condic¸o˜es ambi-
ente, que limitam ainda mais a generalidade dos me´todos mais simples
e aumentam a complexidade do sistema.
O problema torna-se ainda mais complicado na descric¸a˜o das
reac¸o˜es ESIPT, onde a transfereˆncia de pro´ton ocorre no estado exci-
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tado da mole´cula. Os me´todos de primeiros princ´ıpios sa˜o computacio-
nalmente custosos para calcular a estrutura de estados excitados (CRA-
MER, 2013; JENSEN, 2007), portanto a dinaˆmica de estados excitados
se restringe a sistemas pequenos. Portanto, nesta tese apresentaremos
a aplicac¸a˜o de um me´todo QM/MM alternativo que pretende descrever
as reac¸o˜es ESIPT em um sistema-modelo simples, utilizando a mole´cula
HBT, com poss´ıvel aplicac¸a˜o em sistemas condensados.
A compreensa˜o dos va´rios regimes das reac¸o˜es PCET pelo es-
tudo de seus mecanismos permite entender o papel das propriedades do
sistema nas taxas de reac¸a˜o. Assim, sera´ poss´ıvel responder questo˜es
fundamentais sobre essas reac¸o˜es em va´rios sistemas qu´ımicos e de inte-
resse, particularmente em processos de cata´lise e conversa˜o de energia.
2.6 TRANSFEREˆNCIA ELETROˆNICA INTERFACIAL
A busca por novas fontes de energia tem aumentado a pesquisa e
o desenvolvimento de tecnologias alternativas que utilizam a energia so-
lar (CRABTREE; LEWIS, 2008). Entre os dispositivos promissores para a
conversa˜o de energia solar em energia ele´trica ou energia qu´ımica (com-
bust´ıveis) esta˜o as ce´lulas solares fotovoltaicas e fotoeletroqu´ımicas. Es-
ses dispositivos se baseiam nos seguintes efeitos para produzir energia
eletroqu´ımica: absorc¸a˜o de luz→ transfereˆncia de energia→ separac¸a˜o
de carga→ transfereˆncia eletroˆnica. Entre esses dispositivos, as ce´lulas
solares de corantes (DSSCs) (O’REGAN; GRA¨TZEL, 1991; GRA¨TZEL,
2001) esta˜o sendo intensamente estudadas, ja´ que oferecem a possi-
bilidade de conversa˜o de energia a baixo custo e com boa eficieˆncia.
As ce´lulas solares de corantes sa˜o compostas essencialmente por
um corante ancorado na superf´ıcie de um semicondutor (Figura 18).1
Geralmente, utiliza-se como semicondutor nanopart´ıculas de dio´xido
de titaˆnio, e o corante utilizado varia de acordo com a composic¸a˜o
do dispositivo. O processo envolvido na gerac¸a˜o de energia ele´trica e´
essencialmente uma transfereˆncia eletroˆnica interfacial (IET) (Figura
18). O corante (ou sensibilizador) absorve luz no vis´ıvel, promovendo a
excitac¸a˜o do ele´tron do orbital ocupado de mais alta energia (HOMO)
para o orbital desocupado de mais baixa energia (LUMO). Em seguida,
o ele´tron excitado para o LUMO e´ transferido, atrave´s do efeito IET,
para a banda de conduc¸a˜o (CB) do semicondutor, e difunde ate´ ser
1Outros componentes fazem parte do dispositivo, mas esses sa˜o os essenciais para
os processos estudados neste trabalho.
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coletado no ca´todo do dispositivo.
As ce´lulas solares de corantes se distinguem das ce´lulas de sil´ıcio
convencionais pelas diferentes etapas da conversa˜o de energia envolver
componentes distintos, o que permite a otimizac¸a˜o de cada processo
separadamente (GRA¨TZEL, 2003; CRABTREE; LEWIS, 2008).
Figura 18 – Processos envolvidos nas ce´lulas solares de corantes. O
dispositivo e´ essencialmente composto por um corante e um semicon-
dutor. O corante absorve luz, excitando um ele´tron do HOMO para o
LUMO, e em seguida ocorre a IET atrave´s do LUMO para a banda de
conduc¸a˜o (CB) do semicondutor. O sistema e´ modelado pelo corante
adsorvido na superf´ıcie do TiO2, geralmente a superf´ıcie (101) da fase
anatase.
As melhores ce´lulas solares de corantes atualmente demonstram
eficieˆncias de conversa˜o de energia solar em ele´trica de pouco mais
de 12% no padra˜o air mass 1.5 (AM 1.5) (O’REGAN; GRA¨TZEL, 1991;
GRA¨TZEL, 2001). Embora as DSSCs baseadas em complexos de metais
de transic¸a˜o tenham alcanc¸ado uma eficieˆncia considera´vel, particular-
mente no caso de complexos de ruteˆnio (O’REGAN; GRA¨TZEL, 1991;
NAZEERUDDIN et al., 1993), as buscas por sensibilizadores alternativos
teˆm sido intensa. Muitos sensibilizadores teˆm sido testados, incluindo
complexos organometa´licos, pol´ımeros e estruturas supramoleculares
(BRE´DAS et al., 2004; HAMANN et al., 2008). O interesse tem crescido
em direc¸a˜o a corantes sem metais, por causa de seus custos de produc¸a˜o
extremamente baixos e boa absorc¸a˜o o´ptica, caracter´ısticas essenciais
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para a aplicac¸a˜o dos dispositivos em larga escala.
Os compostos orgaˆnicos que teˆm sido sintetizados e testados
como corantes em DSSCs incluem cumarinas, indolinas, trifenilami-
nas, fluorenos e perilenos (OOYAMA; HARIMA, 2009; HAGFELDT et al.,
2010).
Com o uso de estruturas orgaˆnicas do tipo D-π-A foram observa-
das eficieˆncias de cerca de 10%, compara´veis aos corantes inorgaˆnicos
(ZENG et al., 2010). Essa arquitetura molecular conte´m um grupamento
doador de ele´trons (D), uma ponte π-conjugada, e um grupo aceitador
de ele´trons (A) (Figura 19). A estrutura de corante orgaˆnico e´ for-
mada desta forma para que o grupamento aceitador tambe´m funcione
como um ancorador esta´vel, e assim a fotoexcitac¸a˜o do par ele´tron-
buraco e´ seguida por um fluxo vetorial de ele´trons atrave´s da ponte
π-conjugada para os estados da banda de conduc¸a˜o do semicondutor.
A estrutura D-π-A tambe´m fornece grande flexibilidade para modifi-
car as propriedades o´pticas do corante ao mudar o tamanho da ponte;
diferentes estruturas-ponte tambe´m podem modificar as caracter´ısticas
mecaˆnicas e a estabilidade do corante.
Figura 19 – Estrutura dos corantes orgaˆnicos do tipo D-π-A. O co-
rante e´ formado por um grupamento doador de ele´trons, um grupo
ponte e um grupamento aceitador de ele´trons. O HOMO do corante
se encontra localizado no grupamento doador, e o LUMO no aceitador,
responsa´vel pela transfereˆncia eletroˆnica. No exemplo demonstrado,
temos o LUMO do composto TPA, ja´ estudado em nosso grupo de
pesquisa (HOFF; SILVA; REGO, 2012).
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A eficieˆncia de conversa˜o de energia solar em energia ele´trica em
DSSCs e´ influenciada pelo processo de transfereˆncia de ele´trons interfa-
cial do corante para o semicondutor. Uma transfereˆncia eletroˆnica in-
terfacial ultrarra´pida (<100 fs) e´ observada para a maioria dos corantes
orgaˆnicos em nanopart´ıculas de TiO2, enquanto um processo multiex-
ponencial com componentes na escala dos picossegundos e´ observado
para nanopart´ıculas de TiO2 com corantes inorgaˆnicos (ANDERSON;
LIAN, 2005; REGO; BATISTA, 2003; WANG et al., 2012; REHM et al., 1996).
Os componentes mais lentos da injec¸a˜o na˜o sa˜o frequentemente observa-
dos nas ce´lulas com corantes orgaˆnicos por causa do forte acoplamento
eletroˆnico do estado excitado dos corantes com os estados eletroˆnicos
da banda de conduc¸a˜o do TiO2, que gera a transfereˆncia eletroˆnica na
escala dos femtossegundos (ANDERSON; LIAN, 2005; REGO; BATISTA,
2003).
Entretanto, trabalhos recentes com os corantes do tipo D-π-A
mostram componentes lentas na reac¸a˜o de transfereˆncia eletroˆnica e as
relacionam com a transfereˆncia a partir de um estado excitado intra-
molecular de transfereˆncia de carga (ICT) (FAKIS et al., 2011; ZIO´ LEK
et al., 2012). Pore´m, na˜o esta´ claro por que a transfereˆncia eletroˆnica
lenta ou multiexponencial e´ observada em corantes do tipo D-π-A, mas
na˜o com outros corantes orgaˆnicos.
Em um esforc¸o para testar os fatores que controlam a dinaˆmica
de transfereˆncia eletroˆnica nas nanopart´ıculas de TiO2 sensibilizadas
por corantes D-π-A, medidas de fluoresceˆncia e absorc¸a˜o transiente na
escala dos femtosegundos foram realizadas em nanopart´ıculas de TiO2
sensibilizadas com o corante CT-CA (Figura 20) (BAIRU et al., 2013). O
corante CT-CA foi escolhido por pertencer a` famı´lia de cromo´foros D-π-
A, com o carbazol como doador de ele´trons e o a´cido cianoacr´ılico como
aceitador, e possuir um estado excitado ICT. Medidas ultrarra´pidas fo-
ram realizadas tanto em soluc¸a˜o e em filmes finos para fornecer um
entendimento completo dos mecanismos de injec¸a˜o eletroˆnica e recom-
binac¸a˜o de carga.
O desenvolvimento de novos formalismos teo´ricos tem aumen-
tado o entendimento acerca da transfereˆncia eletroˆnica interfacial (REGO;
BATISTA, 2003; DUNCAN; PREZHDO, 2007), especialmente sobre o pro-
cesso de relaxac¸a˜o ele´tron-fonon (HOFF; SILVA; REGO, 2011; KILINA et
al., 2011) e as propriedades da interface eletro´lito/semicondutor nas
DSSCs (SILVA et al., 2010; SCHIFFMANN et al., 2010). Os processos
ana´logos de transfereˆncia eletroˆnica nas interfaces orgaˆnicas de disposi-
tivos polime´ricos geralmente sa˜o descritos no regime semicla´ssico com a
abordagem de Marcus-Jortner-Levich (MARCUS, 1982; JORTNER, 1976;
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Figura 20 – Estrutura qu´ımica e estrutura otimizada do corante CT-
CA. A mole´cula e´ composta por um grupamento doador de ele´trons
(carbazol), um grupamento ponte (feniletinil+tiofeno) e um grupa-
mento aceitador de ele´trons (a´cido cianoacr´ılico). O grupamento car-
box´ılico e´ responsa´vel pelo ancoramento da mole´cula na superf´ıcie do
semicondutor.
BARBARA; MEYER; RATNER, 1996), onde a reorganizac¸a˜o nuclear de-
sempenha um papel principal em determinar as taxas de reac¸a˜o.
Neste trabalho, simulac¸o˜es de dinaˆmica molecular e quaˆntica fo-
ram realizadas para compreender a dinaˆmica da transfereˆncia eletroˆnica
em nanopart´ıculas de TiO2 sensibilizadas com o corante CT-CA. De-
senvolvemos e utilizamos um me´todo h´ıbrido QM/MM que incorpora
efeitos do meio no processo de transfereˆncia de ele´trons atrave´s de duas
metodologias, o me´todo QM/MM sequencial e simultaˆneo. As duas me-
todologias foram utilizadas para estudar a reac¸a˜o IET que ocorre nas
DSSCs com o corante CT-CA.
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3 OBJETIVOS
Os objetivos desta tese de doutorado sa˜o:
1. Estudar o solvatocromismo observado no corante IIId em mistu-
ras bina´rias de metanol/a´gua atrave´s de simulac¸o˜es de dinaˆmica
molecular cla´ssica;
2. Descrever o processo de transfereˆncia eletroˆnica interfacial em
um sistema envolvendo o corante orgaˆnico CT-CA do tipo D-π-A
em nanopart´ıculas de dio´xido de titaˆnio com os me´todos h´ıbridos
QM/MM sequencial e simultaˆneo;
3. Implementar algoritmos para o ca´lculo da dinaˆmica molecular
cla´ssica no programa DinEMol, desenvolvido em nosso grupo de
pesquisa;
4. Colaborar no desenvolvimento de um me´todo h´ıbrido QM/MM,
implementando me´todos computacionais para a descric¸a˜o da dinaˆmica
do processo de transfereˆncia eletroˆnica acoplada com pro´tons em
sistemas moleculares;
5. Simular a transfereˆncia intramolecular de pro´ton que ocorre no
estado excitado da mole´cula HBT com o me´todo QM/MM desen-
volvido.
Este estudo adotara´ o ponto de vista atomı´stico, embasado em me´todos
teo´ricos e computacionais de qu´ımica quaˆntica e dinaˆmica molecular
cla´ssica (JENSEN, 2007), desenvolvidos para a descric¸a˜o de fenoˆmenos
dinaˆmicos em sistemas moleculares.
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4 METODOLOGIA
Processos qu´ımicos geralmente ocorrem em sistemas condensa-
dos, como em soluc¸a˜o, envolvendo centenas de milhares de a´tomos e
va´rias escalas de tempo. Diferentes formalismos sa˜o utilizados para
a descric¸a˜o teo´rica dos diferentes processos, dependendo da escala de
tempo e do tamanho do sistema, geralmente medido em termos do
nu´mero de a´tomos e ele´trons necessa´rios para modelar o sistema.
Na escala de tamanho de ate´ 102 a´tomos, os me´todos de pri-
meiros princ´ıpios derivados da teoria do funcional da densidade (DFT)
(HOHENBERG; KOHN, 1964; KOHN; SHAM, 1965) e Hartree-Fock (SLA-
TER, 1951) desempenham um papel principal na investigac¸a˜o das pro-
priedades eletroˆnicas de sistemas moleculares, desde que o sistema se
mantenha esta´tico e isolado. Pore´m, o alto custo computacional im-
pede a utilizac¸a˜o de me´todos de primeiros princ´ıpios para o tratamento
de sistemas condensados. O ca´lculo da dinaˆmica eletroˆnica, mesmo
tratando os nu´cleos classicamente, e´ restrito a sistemas simples. Geral-
mente, flutuac¸o˜es te´rmicas, dissipac¸a˜o e influeˆncia do meio diele´trico
na˜o sa˜o descritas rigorosamente (CRAMER, 2013).
No outro limite, que conte´m sistemas de mais de 104 a´tomos, in-
cluindo pept´ıdeos, membranas e prote´ınas em temperatura ambiente, o
custo computacional dos me´todos de primeiros princ´ıpios impedem seu
uso (FIELD, 1999). Para esses casos, o me´todo de mecaˆnica molecular e´
a melhor alternativa para a investigac¸a˜o de processos dinaˆmicos que po-
dem alcanc¸ar a escala de tempo de microssegundos. Este me´todo trata
as mole´culas de maneira inteiramente cla´ssica. De fato, apo´s a nano-
escala – tanto em tempo e tamanho – os efeitos de dinaˆmica quaˆntica
normalmente desaparecem devido a` interac¸a˜o com o meio, e portanto
uma descric¸a˜o cla´ssica e´ a abordagem mais recomendada (CRAMER,
2013).
Entre esses limites (Figura 21), existem processos de dinaˆmica
quaˆntica de estados excitados que na˜o sa˜o normalmente tratados pelos
me´todos teo´ricos convencionais. Eles sa˜o exemplificados pela trans-
fereˆncia eletroˆnica em estruturas supramoleculares (GULDI, 2002), efei-
tos fotoqu´ımicos (GUST; MOORE; MOORE, 2009) e dispositivos fotovol-
taicos (CLARKE; DURRANT, 2010), fenoˆmenos de coereˆncia quaˆntica
de longo alcance (SCHOLES et al., 2011), entre outros. Nestes casos,
a mecaˆnica quaˆntica e´ necessa´ria para descrever a dinaˆmica quaˆntica
do estado excitado que ocorre em tais sistemas em condic¸o˜es ambiente
(NITZAN, 2006; MAY; KU¨HN, 2008).
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Figura 21 – Domı´nios da dinaˆmica molecular de acordo com o tamanho
do sistema.
Neste cena´rio, me´todos teo´ricos e te´cnicas de simulac¸a˜o foram
desenvolvidas para estudar esses processos na escala mesosco´pica, e en-
tre eles pode-se citar me´todos h´ıbridos QM/MM (MORET et al., 2010),
te´cnicas de resposta linear baseadas na DFT ou DFTB (DREIZLER; EN-
GEL, 2011), o me´todo de Hartree multiconfiguracional de multicamadas
dependente de tempo (ML-MCTDH) (MEYER; GATTI; WORTH, 2009),
entre outros.
Nesta tese utilizamos me´todos semi-emp´ıricos para tratar a dinaˆmica
molecular e eletroˆnica em sistemas condensados. Os me´todos consistem
em descrever o movimento nuclear por mecaˆnica molecular, e conjun-
tamente a dinaˆmica eletroˆnica pelo me´todo de Hu¨ckel Estendido.
Foram desenvolvidas duas metodologias para a descric¸a˜o da dinaˆmica
de sistemas moleculares, que podem ser classificadas como me´todos
QM/MM sequencial e simultaˆneo. A seguir, os me´todos sera˜o deta-
lhados, demonstrando como as dinaˆmicas molecular e eletroˆnica sa˜o
realizadas, e como elas sa˜o interligadas para simular sistemas qu´ımicos.
4.1 MECAˆNICA MOLECULAR
Mecaˆnica molecular (MM) e´ o me´todo que utiliza potenciais
cla´ssicos para descrever a configurac¸a˜o e a interac¸a˜o de sistemas mo-
leculares. Na˜o ha´ prescric¸a˜o a priori da forma dos potenciais utili-
zados, e verifica-se o eˆxito de potenciais em comparac¸a˜o a experi-
mentos e ca´lculos de primeiros princ´ıpios. Com o tempo, conjuntos
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de potenciais foram otimizados e usados sistematicamente para des-
crever propriedades envolvendo sistemas condensados; esses conjun-
tos de potenciais cla´ssicos chamam-se campos de forc¸a (force fields,
FF). Existem va´rios campos de forc¸a dispon´ıveis atualmente, entre eles
podemos citar AMBER (CORNELL et al., 1995), OPLS (JORGENSEN;
MAXWELL; TIRADO-RIVES, 1996), GROMOS (SCHULER; DAURA; GUNS-
TEREN, 2001), MMFF (HALGREN, 1996), UFF (RAPPE´ et al., 1992),
entre outros, utiliza´veis de acordo com o sistema e a propriedade em
estudo.
Uma forma de interpretar o uso da mecaˆnica molecular para a
descric¸a˜o de mole´culas por campos de forc¸a e´ que o me´todo descreve os
a´tomos em mole´culas como esferas r´ıgidas carregadas, conectadas por
molas. Uma representac¸a˜o deste modelo esta´ demonstrada na Figura
22.
Como a complexidade das va´rias mole´culas faz com que os a´tomos
se comportem de forma diferente em diferentes mole´culas e grupos fun-
cionais, por exemplo, os campos de forc¸a utilizam o conceito de tipo
de a´tomo. Cada campo de forc¸a possui seu conjunto pro´prio de tipos
de a´tomos; por exemplo, no campo de forc¸a MM2 existem 71 tipos
de a´tomos. Diferentes tipos de a´tomos sa˜o utilizados para descrever
o mesmo elemento qu´ımico em diferentes grupos funcionais e hibri-
dizac¸o˜es; por exemplo, temos na Tabela 1, os va´rios tipos que sa˜o
utilizados para a descric¸a˜o de um a´tomo de oxigeˆnio no campo de forc¸a
OPLS-AA de acordo com o grupo funcional e o ambiente em que o
mesmo se encontra.
Um aspecto essencial do campo de forc¸a e´ sua parametrizac¸a˜o.
Todos os campos de forc¸a possuem um conjunto de paraˆmetros que sa˜o
otimizados de acordo com dados experimentais, ca´lculos de primeiros
princ´ıpios ou ambos. Cada campo de forc¸a possui uma parametrizac¸a˜o
particular, e a consisteˆncia do campo de forc¸a e´ mantida pelo segui-
mento de sua respectiva parametrizac¸a˜o.
Apesar das va´rias formas diferentes dos campos de forc¸a, seus
potenciais podem ser descritos geralmente como ligantes e na˜o-ligantes.
Os potenciais ligantes descrevem as interac¸o˜es intramoleculares da mole´cula,
as principais responsa´veis pela configurac¸a˜o molecular; esses potenciais
descrevem, por exemplo, ligac¸o˜es, aˆngulos e diedros entre os a´tomos que
compo˜em a mole´cula. Os potenciais na˜o-ligantes descrevem em maior
parte as interac¸o˜es intermoleculares do sistema, como por exemplo in-
terac¸o˜es coulombianas e de Lennard-Jones, utilizadas para descrever as
interac¸o˜es de van der Waals entre mole´culas. Pore´m, quando a mole´cula
e´ grande, esses potenciais tambe´m descrevem interac¸o˜es intramolecula-
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Figura 22 – Representac¸a˜o das mole´culas por mecaˆnica molecular. A
maneira mais simples de interpretar o modo como as mole´culas sa˜o
descritas por MM e´ interpreta´-las como formadas por a´tomos, descritos
por esferas r´ıgidas carregadas conectadas por molas, caracterizadas por
uma massa m, carga q e paraˆmetros de Lennard-Jones σ e ǫ.
Tipos de a´tomo do oxigeˆnio no campo de forc¸a OPLS-AA.
O Oxigeˆnio na ligac¸a˜o C=O, grupamento na˜o-a´cido
O2 Oxigeˆnio em dupla ligac¸a˜o ao carbono em COO- ou COOH
OHa Oxigeˆnio ligado ao H no RCOOH
OHm Oxigeˆnio ligado ao H em monoa´lcool
OHp Oxigeˆnio ligado ao H em polio´is ou fenol
OS Oxigeˆnio sp3 em e´teres ou acetais
Tabela 1 – Tipos de a´tomos para o oxigeˆnio no campo de forc¸a OPLS-
AA.
res entre a´tomos distantes dentro da mesma mole´cula.
Desta forma, de maneira geral podemos descrever os campos de
forc¸a como potenciais cla´ssicos ligantes e na˜o-ligantes,
V FF = V FFlig + V
FF
nlig . (4.1)
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Por exemplo, no campo de forc¸a OPLS temos
V FFOPLS =
∑
ligac¸o˜es
Kb
2
(R−Ro)
2 +
∑
aˆngulos
Kθ
2
(θ − θo)
2 +
∑
torso˜es
5∑
n=0
Cn(cosφ)
n
+
∑
i,j 6=i
4ǫij
[(
σij
Rij
)12
−
(
σij
Rij
)6]
+
∑
i,j 6=i
qjqi
4πε0Rij
,
em que na primeira linha temos os potenciais ligantes e, na segunda, os
na˜o-ligantes. A seguir, iremos descrever e discutir a implementac¸a˜o de
cada termo em espec´ıfico. Va´rias func¸o˜es diferentes podem ser utiliza-
das para descrever cada termo dependendo do campo de forc¸a, e sera´
dado enfoque aos potenciais implementados no programa desenvolvido
neste trabalho, que seguem basicamente os termos dos campos de forc¸a
OPLS-AA e AMBER.
4.1.1 Potenciais ligantes
Os potenciais ligantes sa˜o utilizados para descrever a configurac¸a˜o
das mole´culas na mecaˆnica molecular. Os potenciais consistem basica-
mente de 3 termos. O primeiro e´ um potencial harmoˆnico de ligac¸a˜o
entre 2 a´tomos i e j,
Vbond(Rij) =
Kbij
2
(Rij −R0)
2 , (4.2)
em que Kbij e´ a constante de forc¸a para a ligac¸a˜o entre dois tipos de
a´tomos ij e R0 a distaˆncia de equil´ıbrio para a ligac¸a˜o. Portanto, cada
ligac¸a˜o entre dois tipos de a´tomos possui dois paraˆmetros, Kbij e R0. A
distaˆncia entre dois a´tomos i e j e´ dada pelo mo´dulo da diferenc¸a entre
os vetores posic¸a˜o ~Ri e ~Rj ,
Rij = |~Rj − ~Ri|. (4.3)
A forc¸a oriunda deste potencial e´ dada por
~Fbond(~Rij) = K
b
ij(Rij −R0)
~Rij
Rij
. (4.4)
O potencial harmoˆnico descreve razoavelmente bem as oscilac¸o˜es
de uma ligac¸a˜o qu´ımica em relac¸a˜o a` sua posic¸a˜o de equil´ıbrio. Pore´m,
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ele na˜o descreve a quebra de ligac¸o˜es. Para descrever esse fenoˆmeno, ou-
tro potencial de ligac¸a˜o normalmente e´ utilizado, o potencial de Morse
VMorse(Rij) = Dij [1− exp(−βij(Rij −R0))]
2 , (4.5)
em que Dij e´ a energia de dissociac¸a˜o da ligac¸a˜o formada pelos a´tomos
i e j, R0 a distaˆncia de equil´ıbrio da ligac¸a˜o e βij a curvatura do
potencial. O paraˆmetro βij pode ser obtido a partir de outro paraˆmetro,
Kbij , utilizado em potenciais harmoˆnicos:
βij =
√
Kbij
2Dij
. (4.6)
Logo, pode-se converter paraˆmetros de potenciais harmoˆnicos para po-
tenciais de Morse com o paraˆmetro Dij . Uma comparac¸a˜o entre os
dois potenciais esta´ demonstrada na Figura 23. A forc¸a gerada por
este potencial e´ dada por
~FMorse(~Rij) = 2DijβijRij exp(−βij(Rij−R0))[1−exp(−βij(Rij−R0))]
~Rij
Rij
.
(4.7)
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Figura 23 – Potenciais harmoˆnico e de Morse em func¸a˜o da distaˆncia
interatoˆmica R.
O segundo termo consiste em um potencial angular entre treˆs
a´tomos jik, a partir do aˆngulo formado entre os vetores ~Rij e ~Rik (Fi-
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gura 24). O tratamento mais utilizado consiste em descrever o potencial
angular como uma func¸a˜o harmoˆnica,
Vang(θjik) = K
θ
jik(θjik − θ0)
2 , (4.8)
em que Kθjik e´ a constante de forc¸a para a deformac¸a˜o angular e θ0
o aˆngulo de equil´ıbrio. Para cada aˆngulo definido entre treˆs tipos de
a´tomos ijk existem dois paraˆmetros Kθjik e θ0. O aˆngulo θ e´ definido
como o aˆngulo formado entre os dois vetores ~Rij e ~Rik,
θjik = cos
−1
{
~Rij · ~Rik
RijRik
}
. (4.9)
A forc¸a gerada por este potencial e´ dada por
Fang(θjik) =
∑
α
∑
ℓ
fαℓ (θjik)
=
{
1
sin(θjik)
}
∂
∂θjik
Vang(θjik)
∂
∂Rαℓ
{
~Rij · ~Rik
RijRik
}
,
(4.10)
com ℓ = (i, j, k) e α = (x, y, z), e o termo
∂
∂Rαℓ
{
~Rij · ~Rik
RijRik
}
= (δℓj − δℓi)
Rαik
RijRik
+ (δℓk − δℓi)
Rαij
RijRik
−
cos(θjik)
{
(δℓj − δℓi)
Rαij
R2ij
+ (δℓk − δℓi)
Rαik
R2
ik
}
,(4.11)
e´ a derivada radial do termo angular.
O terceiro termo ligante e´ o potencial diedro, que admite mais
flexibilidade entre os campos de forc¸a, e pode ser descrito, por exemplo,
por uma func¸a˜o perio´dica
Vdih(φijkn) =
∑
n
1
2
Vn[1 + cos(nφijkn − δ)] , (4.12)
sendo n a simetria angular da ligac¸a˜o, δ a fase do aˆngulo, Vn a constante
de forc¸a e φijkn o aˆngulo entre os planos definidos pelos a´tomos ijk e
jkn (Figura 24), com o zero correspondendo a` configurac¸a˜o cis (i e n
no mesmo lado). Outro potencial comumente utilizado para descrever
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(a) Potencial angular (b) Potencial diedral
Figura 24 – Representac¸a˜o do potencial angular (esquerda) e diedral
(direita). O aˆngulo θjik e´ definido pelo aˆngulo formado pelos dois ve-
tores Rij e Rjk. O aˆngulo diedro e´ definido pelo aˆngulo formado pelos
planos entre os vetores Rij , Rjk e Rjk, Rkn.
o potencial diedro e´ o potencial de Ryckaert-Bellemans
Vdih(φijkn) =
5∑
n=0
Cn(cosφijkn)
n , (4.13)
em que o aˆngulo diedro φijkn e´ definido como anteriormente. Explici-
tamente, o aˆngulo φijkn e´ calculado por
φijkn = cos
−1
{
B(~Rij , ~Rjk, ~Rkn)
}
, (4.14)
em que
B(~Rij , ~Rjk, ~Rkn) =
{
(~Rij × ~Rjk) · (~Rjk × ~Rkn)
|~Rij × ~Rjk||~Rjk × ~Rkn|
}
. (4.15)
Os treˆs termos ba´sicos de potenciais ligantes apresentados aqui,
ligac¸a˜o, angular e diedral, sa˜o utilizados nos campos de forc¸a AMBER e
OPLS-AA, utilizados neste trabalho. Outros campos de forc¸a utilizam
outras func¸o˜es para descrever os mesmos potenciais, inclusive com a
utilizac¸a˜o de potenciais cruzados, onde, por exemplo, o aˆngulo entre 3
a´tomos depende da distaˆncia de ligac¸a˜o entre os mesmos. A` medida que
a complexidade das func¸o˜es utilizadas aumenta, a descric¸a˜o da mole´cula
por MM tende a se aproximar de estruturas otimizadas por me´todos
de primeiros princ´ıpios, por exemplo. Pore´m, o custo computacional
geralmente na˜o compensa o uso de potenciais mais intrincados para
descric¸a˜o das mole´culas (CRAMER, 2013). Neste trabalho, esses treˆs
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termos sera˜o considerados como boas aproximac¸o˜es da estrutura das
mole´culas por MM.
4.1.2 Potenciais na˜o-ligantes
Os potenciais na˜o-ligantes sa˜o potenciais de longo alcance, uti-
lizados essencialmente para descrever interac¸o˜es intermoleculares em
sistemas condensados. Portanto, com o uso destes potenciais sur-
gem questo˜es sobre a limitac¸a˜o do modelo utilizado em simulac¸o˜es de
mecaˆnica molecular em relac¸a˜o ao tamanho real do sistema.
Para simular o bulk1 de sistemas reais, e´ essencial escolher condic¸o˜es
perio´dicas de contorno. O volume contendo as N part´ıculas e´ tratado
como uma ce´lula primitiva de uma rede perio´dica infinita de ce´lulas
ideˆnticas. Esta aproximac¸a˜o e´ comumente utilizada em dinaˆmica mo-
lecular e e´ chamada de PBC (periodic boundary conditions), represen-
tada na Figura 25. Uma dada part´ıcula i interage com todas as outras
part´ıculas na mesma ce´lula perio´dica e todas as part´ıculas (incluindo
sua pro´pria imagem perio´dica) em todas as outras ce´lulas. Caso se as-
suma que todas as interac¸o˜es intermoleculares sa˜o dadas por soma de
pares, enta˜o a energia potencial total de N part´ıculas em uma caixa
perio´dica e´ dada por
V FFnlig =
1
2
′∑
i,j,~n
V FFnlig(|
~Rij + ~nL|) , (4.16)
sendo L o diaˆmetro da caixa perio´dica e ~n um vetor arbitra´rio de treˆs
nu´meros inteiros, enquanto o apo´strofe indica que o termo com i = j e´
exclu´ıdo quando ~n = 0.
Nesta forma geral, as condic¸o˜es perio´dicas de contorno na˜o sa˜o
particularmente u´teis, pois para simular o comportamento do bulk foi
necessa´rio reescrever a energia potencial como uma soma infinita ao
inve´s de finita. Na pra´tica, entretanto, geralmente utiliza-se interac¸o˜es
de curto alcance. Neste caso, e´ geralmente permiss´ıvel truncar todas
as interac¸o˜es intermoleculares ale´m de um certo raio de corte Rc.
Sendo assim, a energia potencial total de uma dada part´ıcula
i e´ dominada por interac¸o˜es com part´ıculas vizinhas que esta˜o mais
pro´ximas que certa distaˆncia de corte Rc. O erro que resulta quando
1A fase bulk de um sistema e´ definida como a fase em que todas as interac¸o˜es
entre as part´ıculas sa˜o iguais, ao contra´rio da interface, em geral energeticamente
desfavora´vel.
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Figura 25 – Condic¸o˜es perio´dicas de contorno para um cubo de 216
mole´culas de a´gua (648 a´tomos). Os a´tomos na interface do cubo sen-
tem a interac¸a˜o de imagens perio´dicas da ce´lula principal.
ignora-se interac¸o˜es com part´ıculas a distaˆncias maiores pode ser feito
arbitrariamente pequeno escolhendo Rc suficientemente grande. Caso
se utilize condic¸o˜es perio´dicas de contorno, a condic¸a˜o Rc < L/2 (raio
de corte utilizado sendo menor que metade do diaˆmetro da caixa perio´dica)
e´ de interesse, pois neste caso e´ necessa´rio considerar a interac¸a˜o de uma
dada part´ıcula i apenas com a imagem perio´dica mais pro´xima das ou-
tras part´ıculas j. Se o potencial intermolecular na˜o e´ rigorosamente
zero para R > Rc, o truncamento das interac¸o˜es intermoleculares em
Rc resultara´ em um erro sistema´tico em V
FF
nlig . Se as interac¸o˜es inter-
moleculeares decaem rapidamente, pode-se corrigir o erro sistema´tico
ao adicionar uma contribuic¸a˜o ao potencial na˜o-ligante,
Verro =
1
2
Nρ
∫ ∞
Rc
V (r)4πr2dr , (4.17)
sendo N o nu´mero de part´ıculas e ρ a densidade me´dia de part´ıculas.
A partir da Equac¸a˜o (4.17), pode-se observar que a contribuic¸a˜o
do potencial Verro a` energia potencial seria infinita a na˜o ser que a
func¸a˜o de energia potencial, V (R), decaia mais rapidamente que R−3
(em treˆs dimenso˜es). Essa condic¸a˜o e´ satisfeita se as interac¸o˜es de
longo alcance entre as mole´culas forem dominadas por forc¸as de dis-
persa˜o. Pore´m, no caso importante de interac¸o˜es coulombianas e di-
polares, a correc¸a˜o do erro diverge e portanto a convenc¸a˜o de imagem
mais pro´xima na˜o pode ser utilizada para tais sistemas. Em tais casos,
as interac¸o˜es com todas as imagens perio´dicas devem ser levadas em
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Ha´ va´rias formas de truncar os potenciais em uma simulac¸a˜o.
Embora os me´todos sejam designados para gerar resultados similares,
deve-se perceber que os resultados podem variar significativamente, em
particular na vizinhanc¸a de pontos cr´ıticos. Os me´todos mais utili-
zados para truncar o potencial sa˜o o truncamento simples, o uso do
potencial truncado e deslocado, e a convenc¸a˜o de imagem mı´nima. Nas
simulac¸o˜es de dinaˆmica molecular, a utilizac¸a˜o do potencial truncado
e deslocado e´ a mais indicada, pois na˜o ocorrem descontinuidades nas
energias e nas forc¸as do sistema (Figura 26). Esse potencial e´ dado
pela equac¸a˜o
VSF (R) =
{
V (R)− V (Rc)−
(
dV (R)
dR
)
R=Rc
(R −Rc) se R ≤ Rc
0 se R > Rc
As forc¸as associadas com o potencial de forc¸a deslocada podem
ser escritas como
FSF (R) = −
(
dV (R)
dR
)
+
(
dV (R)
dR
)
R=Rc
(4.18)
= F (R)− F (Rc) . (4.19)
Figura 26 – Representac¸a˜o do raio de corte para um cubo com 216
mole´ulas de a´gua. As interac¸o˜es intermoleculares de cada a´tomo i so-
mente e´ considerada com os a´tomos j dentro do Rcut, representado
como um c´ırculo azul na imagem. Na direita, o deslocamento das forc¸as
e potencial no raio de corte mante´m a conservac¸a˜o da energia e a con-
tinuidade das forc¸as durante a simulac¸a˜o de MD.
Nas sec¸o˜es a seguir sera´ demonstrado que as interac¸o˜es na˜o-
ligantes utilizadas neste trabalho sa˜o dadas por potenciais deslocados
de van der Waals e de Coulomb, ambos implementandos utilizando
condic¸o˜es perio´dicas de contorno e truncando-se os potenciais den-
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tro de um raio de corte Rc, que varia de acordo com o sistema. O
truncamento do potencial e´ uma imposic¸a˜o artificial ao sistema, que
pode gerar alguns problemas na simulac¸a˜o, sendo especialmente ina-
dequado no tratamento do potencial coulombiano. Pore´m, sera˜o de-
monstrados me´todos que permitem truncar o potencial Coulombiano
caso se obedec¸a certos requisitos. Assim e´ poss´ıvel obter potenciais
bastante pro´ximos do valor exato, minimizando o erro causado pelo
truncamento.
4.1.2.1 Potencial de van der Waals
O potencial de van der Waals e´ utilizado para descrever todas as
interac¸o˜es de mesma natureza que as forc¸as de dispersa˜o de London, ou
seja, as interac¸o˜es de dipolo–dipolo induzido e dipolo induzido–dipolo
induzido, entre outras. Este potencial e´ comumente descrito por uma
func¸a˜o de Lennard-Jones, escrita como
Vvdw(Rij) = 4ǫij
[(
σij
Rij
)12
−
(
σij
Rij
)6]
, (4.20)
sendo ǫij e σij os paraˆmetros que descrevem o potencial: ǫij a energia
do poc¸o do potencial, σij a distaˆncia de mı´nimo do potencial e Rij a
distaˆncia entre dois a´tomos.
Consequentemente, pela Equac¸a˜o (4.20) obtemos a forc¸a gerada
por este potencial
Fvdw(Rij) = 4ǫij
[(
−12
σ12ij
R13ij
)
−
(
−6
σ6ij
R7ij
)]
, (4.21)
= 24ǫij
[
−2
(
σ12ij
R13ij
)
+
(
σ6ij
R7ij
)]
. (4.22)
A Equac¸a˜o (4.21) e´ a fo´rmula geral para o ca´lculo da forc¸a de van der
Waals devido a` um potencial do tipo Lennard-Jones.
Para obter o potencial de van der Waals deslocado, e´ calculado
o potencial no raio de corte,
Vvdw(Rc) = 4ǫij
[(
σij
Rc
)12
−
(
σij
Rc
)6]
, (4.23)
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e o mesmo para a forc¸a no raio de corte
Fvdw(Rc) = 24ǫij
[
−2
(
σ12ij
R13c
)
+
(
σ6ij
R7c
)]
. (4.24)
Logo, o potencial de Lennard-Jones e´ descrito pelo potencial
deslocado
VSF (Rij) = Vvdw(Rij)− Vvdw(Rc) + Fvdw(Rc)(Rij −Rc) , (4.25)
e a forc¸a e´ dada por
~FSF (Rij) = [Fvdw(Rij)− Fvdw(Rc)]
~Rij
Rij
. (4.26)
4.1.2.2 Potencial Coulombiano
O potencial de Coulomb de um ı´on i, localizado na posic¸a˜o Ri
sob efeito das cargas qj e´ dado por
Vcoul(Rij) = qiqj
1
Rij
, (4.27)
sendo Rij a distaˆncia entre os a´tomos e qi e qj as cargas parciais nos
a´tomos i e j. As cargas parciais sa˜o paraˆmetros nos campos de forc¸a,
e seu ca´lculo varia com o campo de forc¸a utilizado.
O ca´lculo desse potencial gera um grande problema nas simulac¸o˜es
de dinaˆmica molecular por sua dependeˆncia em R−1ij . Na˜o ocorreria
nada de problema´tico, a princ´ıpio, com esta dependeˆncia, se na˜o fosse
utilizado a aproximac¸a˜o de truncar os potenciais e somente conside-
rar as interac¸o˜es entre os a´tomos dentro de um raio de corte Rc pre´-
definido. Esta aproximac¸a˜o justifica-se pela diminuic¸a˜o do custo com-
putacional. Assim, va´rios me´todos foram desenvolvidos para o ca´lculo
eficiente de Vcoul, e os comumente utilizados sa˜o baseados no me´todo
de Ewald (EWALD, 1921). Pore´m, o me´todo de Ewald possui certas
desvantagens, por exemplo ao impor uma periodicidade artificial ao
sistema e, apesar do me´todo ser computacionalmente eficiente, suas
manipulac¸o˜es envolvem termos de dif´ıcil interpretac¸a˜o f´ısica, e alter-
nativas foram procuradas que mantivessem a mesma eficieˆncia. Re-
centemente, Wolf e colaboradores (WOLF et al., 1999) descreveram de
maneira elegante um potencial deslocado a partir do ca´lculo da ener-
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gia de Madelung em um sistema condensado, e o compararam com o
me´todo de Ewald. No me´todo de Wolf, o potencial de coulomb des-
locado corresponderia a` adic¸a˜o de cargas-imagem no raio de corte do
sistema, acarretando uma ra´pida convergeˆncia da energia eletrosta´tica.
Com o deslocamento do potencial, o sistema torna-se neutro, e possui
dependeˆncia em R−5.
O potencial deslocado, VSF , sugerido por Wolf para o ca´lculo do
potencial de Coulomb e´ dado por
VSF (Rij) = qiqj
[
1
Rij
−
1
Rc
+
(
1
Rc2
)
(Rij −Rc)
]
, (4.28)
para Rij ≤ Rc, e com forc¸as
~FSF (Rij) = qiqj
(
1
R2ij
−
1
Rc2
)
~Rij
Rij
. (4.29)
Desta forma, na˜o ha´ descontinuidade no ca´lculo das cargas emRij = Rc
e as cargas-imagem de neutralizac¸a˜o esta˜o presentes no ca´lculo da
forc¸a e da energia. O u´ltimo detalhe restante e´ um termo de auto-
neutralizac¸a˜o que deve ser adicionado ao calcular a energia total do
sistema para manter uma boa concordaˆncia com as energias de Made-
lung.
O potencial de Coulomb deslocado VSF na˜o e´ muito preciso para
calcular a energia eletrosta´tica em distaˆncias de corte razoa´veis. A ener-
gia calculada flutua em torno do valor esperado a` medida que o raio
de corte aumenta, mas as oscilac¸o˜es convergem para o valor correto.
Uma func¸a˜o de amortecimento e´ enta˜o adicionada para acelerar a con-
vergeˆncia. A func¸a˜o escolhida por Wolf para o amortecimento foi a
func¸a˜o erro complementar,
Vcoul(Rij) =
erfc(αRij)
Rij
, (4.30)
analogamente para as forc¸as associadas, ambas em Rij ≤ Rc. Este
potencial sofre de discontinuidade no raio de corte, a as cargas-imagem
na˜o influenciam nas forc¸as. Recentemente, baseado nas ideias de Wolf
e colaboradores, foi desenvolvido um potencial coulombiano desloc
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e amortecido VDSF (FENNELL; GEZELTER, 2006) dado por
VDSF (Rij) = qiqj
[
erfc(αRij)
Rij
−
erfc(αRc)
Rc
+
(
erfc(αRc)
Rc2
+
2α
π1/2
exp(−α2Rc
2)
Rc
)
(Rij −Rc)
]
, (4.31)
e a forc¸a correspondente a
~FDSF (Rij) = qiqj
[(
erfc(αRij)
R2ij
+
2α
π1/2
exp(−α2R2ij)
Rij
)
−
(
erfc(αRc)
Rc2
+
2α
π1/2
exp(−α2Rc
2)
Rc
)] ~Rij
Rij
. (4.32)
Este me´todo, apesar da simplicidade, facilidade de implementac¸a˜o e
eficieˆncia, gerou bons resultados para os va´rios sistemas estudados,
ale´m de apresentar a vantagem de na˜o impor uma periodicidade ar-
tificial ao sistema (FENNELL; GEZELTER, 2006).
A implementac¸a˜o dos potenciais na˜o-ligantes em nosso programa
(DinEMol) atrave´s do uso de potenciais deslocados, Equac¸o˜es (4.26)
e (4.31) (e amortecidos, no caso da interac¸a˜o coulombiana) tambe´m
oferece a liberdade de calcular estas interac¸o˜es de outras formas, por
exemplo, por um raio de corte abrupto, caso seja do desejo do usua´rio.
O ca´lculo dos potenciais na˜o-ligantes consiste na parte mais compu-
tacionalmente custosa da implementac¸a˜o da mecaˆnica molecular, pois
envolve a interac¸a˜o entre todas as mole´culas do sistema dentro do raio
de corte previamente definido. Logo, em nosso programa o ca´lculo de
V FFnlig foi paralelizado para o uso em clusters de processadores para a
otimizac¸a˜o do custo computacional.
4.1.3 Dinaˆmica molecular
Dinaˆmica molecular cla´ssica (MD) e´ o me´todo utilizado para
calcular a evoluc¸a˜o temporal de sistemas moleculares sob a influeˆncia de
potenciais cla´ssicos. Neste me´todo, as mole´culas sa˜o descritas por MM,
e sua dinaˆmica e´ calculada resolvendo-se as equac¸o˜es de movimento
para o sistema sob a influeˆncia do conjunto de potenciais que compo˜e
o campo de forc¸a V FF como, por exemplo, o potencial descrito na
Equac¸a˜o (4.2).
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Assim, a evoluc¸a˜o temporal baseia-se na resoluc¸a˜o nume´rica das
equac¸o˜es de movimento para cada a´tomo i do sistema,
~Fi(t) = mi
d2 ~Ri(t)
dt2
= mi~ai(t) . (4.33)
A forc¸a nos a´tomos e´ obtida a partir do gradiente do potencial, neste
caso o potencial gerado pelo campo de forc¸a, V FF
~Fi = −~∇i(V
FF ) . (4.34)
Os algoritmos mais utilizados para resolver numericamente a
Equac¸a˜o 4.33 baseiam-se no algoritmo desenvolvido por Verlet (VER-
LET, 1967). Esses algoritmos partem de expanso˜es da posic¸a˜o atoˆmica
~R(t) em se´ries de Taylor, como por exemplo
~R(t+ δt) = ~R(t) + ~v(t)δt+
1
2!
~a(t)(δt)2 +
1
3!
d3 ~R
dt3
(δt)3 + · · · (4.35)
sendo ~R(t), ~v(t) e ~a(t) as coordenadas, a velocidade e a acelerac¸a˜o de
um a´tomo que compo˜e o sistema no tempo (t). O me´todo de Verlet
original utiliza a soma das expanso˜es de Taylor correspondentes aos
passos de tempo direto (t + δt) e reverso (t − δt). Nesta soma, as
derivadas ı´mpares anulam-se, ja´ que as poteˆncias ı´mpares de (δt) teˆm
sinais contra´rios nas duas expanso˜es de Taylor. Rearranjando termos
e truncando-se o resultado em segunda-ordem em (δt) (que equivale a
truncar em δt3, pois o termo de terceira ordem tem coeficiente zero)
gera-se a expressa˜o
~R(t+ δt) = 2 ~R(t)− ~R(t− δt) + ~a(t)(δt)2 , (4.36)
em que baseia-se o algoritmo original proposto por Verlet.
Assim, para qualquer part´ıcula, a posic¸a˜o subsequente e´ deter-
minada pela posic¸a˜o atual, ~R(t), a posic¸a˜o anterior, ~R(t− δt), e a ace-
lerac¸a˜o da part´ıcula, ~a(t), esta u´ltima determinada a partir das forc¸as
atuantes na part´ıcula (Figura 27). O algoritmo de Verlet propaga o
vetor posic¸a˜o independentemente das velocidades das part´ıculas. Isso
e´ particularmente vantajoso quando deseja-se determinar uma proprie-
dade independente dos momentos dos a´tomos. Pore´m, geralmente ha´ o
interesse em controlar a temperatura da simulac¸a˜o. Para propagar os
vetores de posic¸a˜o e velocidade de maneira acoplada, uma modificac¸a˜o
da abordagem de Verlet e´ comumente utilizada, chamada de algoritmo
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leapfrog (ALLEN; TILDESLEY, 1987). Neste algoritmo, as expanso˜es de
Taylor do vetor posic¸a˜o em torno de (t) sa˜o truncadas em segunda
ordem em torno de (t+ δt/2), obtendo-se
~v
(
t+
1
2
δt
)
= ~v
(
t−
1
2
δt
)
+ ~a(t)δt , (4.37)
~R(t+ δt) = ~R(t) + ~v
(
t+
1
2
δt
)
δt . (4.38)
No me´todo de leapfrog, a posic¸a˜o depende das velocidades com-
putadas no passo (t + 1/2δt). Assim, o escalonamento das velocidades
pode ser realizado para controlar a temperatura. As diferenc¸as entre o
me´todo de Verlet original e o leapfrog podem ser vistas na Figura 27.
Figura 27 – Representac¸a˜o dos algoritmos comumente utilizados para a
evoluc¸a˜o temporal em dinaˆmica molecular. De cima para baixo, esta˜o
representados os algoritmos de Verlet, leapfrog e de velocidades de Ver-
let. Figura adaptada da refereˆncia (ALLEN; TILDESLEY, 1987).
O ca´lculo das velocidades pelo algoritmo leapfrog na˜o e´ muito
satisfato´rio. Assim, um algoritmo que calcula as posic¸o˜es e velocidades
no mesmo tempo (t), e que minimiza erros de arrendondamento, foi
desenvolvido, e e´ chamado de algoritmo das velocidades de Verlet (ve-
locity Verlet) (SWOPE et al., 1982). Este algoritmo calcula as posic¸o˜es
e velocidades das part´ıculas por
~R(t+ δt) = ~R(t) + ~v(t)δt+
1
2
~a(t)δt2 , (4.39)
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~v(t+ δt) = ~v(t) +
1
2
δt[~a(t) + ~a(t+ δt)] . (4.40)
O algoritmo original de Verlet pode ser obtido das equac¸o˜es
acima eliminando-se a velocidade. A implementac¸a˜o do algoritmo se
da´ em duas partes. Primeiro, as novas posic¸o˜es ~R(t+δt) sa˜o calculadas
utilizando a Equac¸a˜o (4.39) acima, e as velocidades no tempo (t+1/2δt)
sa˜o calculadas usando
~v
(
t+
1
2
δt
)
= ~v(t) +
1
2
~a(t)δt . (4.41)
As forc¸as e acelerac¸o˜es no tempo (t + δt) sa˜o enta˜o calculadas, e o
ca´lculo da velocidade no tempo (t) realizado,
~v(t+ δt) = ~v
(
t+
1
2
δt
)
+
1
2
~a(t+ δt)δt . (4.42)
O funcionamento do algoritmo pode ser visto na Figura 27.
Ao calcular as velocidades e posic¸o˜es no mesmo tempo (t), o al-
goritmo de velocidades de Verlet permite que se calcule propriedades
do sistema que dependam das velocidades instantaˆneas dos a´tomos.
Apesar de simples, ra´pido e de fa´cil implementac¸a˜o, o me´todo de Ver-
let e´ esta´vel, e´ revers´ıvel no tempo, e conserva a energia e momento
do sistema (ALLEN; TILDESLEY, 1987). Em nosso programa, foi imple-
mentado o algoritmo de velocidades de Verlet.
4.2 HU¨CKEL ESTENDIDO
Ome´todo de Hu¨ckel Estendido (EH) e´ um me´todo semi-emp´ırico,
baseado na teoria dos orbitais moleculares, para o ca´lculo de proprie-
dades eletroˆnicas de sistemas moleculares. E´ uma extensa˜o do me´todo
de Hu¨ckel, originalmente proposto em 1930 por Erich Hu¨ckel para o
ca´lculo de propriedades eletroˆnicas de mole´culas orgaˆnicas planas com
sistemas-π (MCGLYNN, 1972). O me´todo original de Hu¨ckel, apesar de
suas severas simplificac¸o˜es, gerou grandes conhecimentos sobre sistemas
aroma´ticos, como a regra de Hu¨ckel 4n+2 para compostos orgaˆnicos
c´ıclicos.
O me´todo EH foi originalmente desenvolvido por Wolfsberg e
Helmholz em 1952 e ganhou maior enfoque apo´s o trabalho de Roald
Hoffmann nos anos 1960 (HOFFMANN, 1963). Uma de suas principais
aproximac¸o˜es e´ que se trata de um modelo tight binding, ou seja, os
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ele´trons mais internos dos a´tomos (ele´trons de caroc¸o) sa˜o incorporados
indiretamente no me´todo. Pore´m, ao contra´rio do me´todo de Hu¨ckel,
todos os ele´trons de valeˆncia dos a´tomos sa˜o levados em considerac¸a˜o
no ca´lculo, e o me´todo na˜o e´ restrito a sistemas planares orgaˆnicos. No
me´todo, um Hamiltoniano efetivo e´ formado e seus termos sa˜o calcula-
dos atrave´s de paraˆmetros, pore´m de forma menos aproximada que o
me´todo de Hu¨ckel original.
O me´todo consiste em resolver a equac¸a˜o de Schro¨dinger inde-
pendente do tempo (TISE) para uma dada configurac¸a˜o nuclear,
Hˆ |φ〉 = Eφ|φ〉 . (4.43)
Fazendo a aproximac¸a˜o LCAO-MO, ou seja, descrevendo os orbitais
moleculares como combinac¸o˜es lineares dos orbitais atoˆmicos |i〉, tem-
se
|φ〉 =
N∑
i=1
Ciφ|i〉 . (4.44)
Ao substituir a equac¸a˜o acima na Equac¸a˜o (4.43), e utilizando o
me´todo variacional, obtem-se a equac¸a˜o de autovalores
HCφ = EφSCφ . (4.45)
A resoluc¸a˜o da equac¸a˜o acima gera os autovalores Eφ, correspondendo
a` energia de cada orbital molecular |φ〉, e os autovetores Cφ, que cor-
responde ao vetor dos coeficientes dado por
Cφ =


C1
C2
...
Ci

 (4.46)
que conte´m os coeficientes dos orbitais moleculares, isto e´, a contri-
buic¸a˜o de cada AO ao orbital molecular |φ〉 correspondente.
A representac¸a˜o matricial do Hamiltoniano e´ escrita como
H =


H11 H12 · · · H1j
H21 H22 · · · H2j
...
...
. . .
...
Hi1 Hi2 · · · Hij

 (4.47)
Na matriz acima, tem-se os elementos de matriz diagonais (Hii, cha-
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mados de integrais de Coulomb) e os na˜o-diagonais (Hij , chamados
de integrais de ressonaˆncia ou integrais de troca). No me´todo EH,
todas as integrais de ressonaˆncia sa˜o calculadas aproximadamente, ao
contra´rio do me´todo de Hu¨ckel original. Os elementos de matriz Hij
semi-emp´ıricos no me´todo EH sa˜o definidos como
Hij =
{
Ei se i = j
Kij
2 (Ei + Ej)Sij se i 6= j
em que Ei e Kij sa˜o paraˆmetros para cada a´tomo i e j do sistema.
Os elementos da matriz de sobreposic¸a˜o (overlap) Sij sa˜o dados
por
Sij = 〈i|j〉 =
∫
V
χ∗i (r, θ, ϕ)χj(r, θ, ϕ)d
3r , (4.48)
que geralmente sa˜o calculados numericamente para uma dada func¸a˜o
de base χi(r, θ, ϕ). Essa e´ outra importante diferenc¸a entre o me´todo
EH e o me´todo de Hu¨ckel original (e outros me´todos semi-emp´ıricos),
em que os elementos na˜o-diagonais da matriz de sobreposic¸a˜o sa˜o des-
considerados (aproximac¸a˜o chamada de zero differential overlap; va´rios
outros me´todos semi-emp´ıricos calculam os elementos de matriz de so-
breposic¸a˜o de maneira aproximada – CNDO, INDO, MINDO, ZINDO,
entre outros) (JENSEN, 2007; CRAMER, 2013).
No me´todo de Hu¨ckel estendido, sa˜o utilizadas func¸o˜es de Slater
(STO) como func¸o˜es de base,
〈~r|i〉 = χi(r, θ, ϕ) = Rn(r)Ylm(θ, ϕ) , (4.49)
= (2ζ)n+1/2
√
1
(2n)!
rn−1 exp(−ζr)Ylm(θ, ϕ) . (4.50)
Para a diagonalizac¸a˜o do Hamiltoniano H, a u´nica matriz que e´ calcu-
lada explicitamente e´ a matriz de sobreposic¸a˜o S, a partir das rotinas
desenvolvidas por Rico e colaboradores (RICO et al., 1998, 2004).
Apesar de ser um me´todo semi-emp´ırico, o me´todo de Hu¨ckel
pode gerar bons resultados se a parametrizac¸a˜o for correta. O me´todo
consiste de treˆs conjuntos de paraˆmetros: {ζ}, {Ei} e {Kij}. O paraˆmetro
{ζ} esta´ relacionado a` func¸a˜o de base, neste caso func¸o˜es de Slater. Na
concepc¸a˜o original do me´todo, os valores de ζ eram obtidos empiri-
camente para cada a´tomo, a partir de uma se´rie de paraˆmetros de
blindagem para ajustar o espectro atoˆmico correspondente. Os outros
paraˆmetros esta˜o relacionados ao Hamiltoniano do sistema. O valor
{Ei} correspondia a` energia de ionizac¸a˜o do a´tomo correspondente. Ja´
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o paraˆmetro {Kij} era definido por Kij = k + ∆
2
ij + ∆
4
ij(1 − k), com
∆ij = (Hii−Hij)/(Hii+Hij) e k = 1, 75. Esse valor era utilizado para
ajustar empiricamente a diferenc¸a de energia entre as conformac¸o˜es
eclipsada e alternada do etano (HOFFMANN, 1963). Seu valor era uti-
lizado para reduzir um artefato do me´todo, a mistura contra-intuitiva
entre func¸o˜es de base de energias diferentes (counter-intuitive orbital
mixing, COM) (WHANGBO; HOFFMANN, 1978), um problema relacio-
nado com o erro de sobreposic¸a˜o de func¸o˜es de base (basis set super-
position error, BSSE) (AMMETER et al., 1978) encontrado nos me´todos
atuais de primeiros princ´ıpios.
Em nosso me´todo, esses treˆs conjuntos de paraˆmetros sa˜o ob-
tidos atrave´s de um processo de otimizac¸a˜o utilizando-se o algoritmo
gene´tico, como ja´ discutido em trabalhos anteriores (HOFF; REGO, 2013).
Sa˜o utilizados como padro˜es: ca´lculos de primeiros princ´ıpios, obti-
dos por DFT ou Hartree-Fock, simetrias das populac¸o˜es eletroˆnicas e
as energias dos orbitais moleculares. Os paraˆmetros obtidos sa˜o os
que minimizam a diferenc¸a entre as propriedades calculadas por EH
comparando-se com o me´todo refereˆncia de escolha. Geralmente, so-
mente os orbitais de fronteira, entre (HOMO-2 a LUMO+2), sa˜o utili-
zados para a otimizac¸a˜o, mas o me´todo e´ flex´ıvel e permite a escolha
das propriedades e dos estados para otimizac¸a˜o.
O Hamiltoniano EH descreve basicamente a configurac¸a˜o da mole´cula.
E´ preciso acrescentar potenciais externos para descrever outras in-
terac¸o˜es que ocorrem em processos de transfereˆncia de energia e carga
em sistemas condensados, como as interac¸o˜es carga-dipolo originadas
pela interac¸a˜o do soluto com o solvente. Logo, em nosso me´todo foram
desenvolvidos potenciais adicionais para descrever essas interac¸o˜es, e o
Hamiltoniano molecular pode ser descrito como
Helij = H
0
ij − eV
DP
ij − eV
IND
ij + V
el
ij , (4.51)
em queH0ij e´ o Hamiltoniano usual de Hu¨ckel, V
DP
ij e´ o potencial carga-
dipolo, V INDij o potencial carga-dipolo induzido e V
el
ij o potencial cou-
lombiano. Em seguida, descreveremos esses potenciais adicionados ad
hoc ao potencial de Hu¨ckel estendido. Os potenciais responsa´veis pela
interac¸a˜o entre carga-dipolo e carga-dipolo induzido ja´ foram discuti-
dos em trabalhos anteriores (HOFF; REGO, 2013; HOFF; SILVA; REGO,
2012, 2011) e na˜o sera˜o demonstrados.
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4.2.1 Potencial dipolar
Um potencial dipolar e´ acrescentado para descrever as interac¸o˜es
de dipolo do solvente com o soluto.
Se a parte eletroˆnica do momento de dipolo produzida pela mole´cula
k e´ ~µk = e
∑occ
ϕ 〈ϕ|~r −
~Rk|ϕ〉, em que ~Rk e´ o baricentro das cargas nu-
cleares da mole´cula. A` distaˆncia, ele contribui com um potencial de
dipolo
V DP (~r) =
∑
k
~µk · (~r − ~Rk)
|~r − ~Rk|3
. (4.52)
Para calcular seus elementos de matriz, o termo 〈i|V DP (~r)|j〉 pode
ser expandido no ponto me´dio dos dois centros atoˆmicos i e j, com
~r0 = (~ri + ~rj)/2, gerando a expressa˜o de primeira-ordem
V DPij ≈ 〈i|[V
DP (~r0) + ~∇V
DP (~r0)(~r − ~r0)]|j〉 , (4.53)
≈ V DP (~r0)Sij + ~∇V
DP (~r0) ·
[
1
e
~µij − ~r0Sij
]
, (4.54)
onde Sij e´ o elemento de matriz de sobreposic¸a˜o e µij = e〈i|~r|j〉 e´ a
matriz de dipolo de transic¸a˜o entre os orbitais atoˆmicos |i〉 e |j〉.
Recombinando a equac¸a˜o acima com a equac¸a˜o anterior, obtem-
se os elementos de matriz para a interac¸a˜o dipolar
V DPij ≈
∑
k
[
Sij
~µk · (~r0 − ~Rk)
|~r0 − ~Rk|3
− 2
(
1
e
~µij − Sij~r0
)
·
~µk
|~r0 − ~Rk|3
]
.
(4.55)
Para evitar resultados sem significado f´ısico do elementro de matriz
dipolar V DPij que ocorre quando o baricentro da carga nuclear de uma
mole´cula encontra-se no meio dos orbitais |i〉 e |j〉, isto e´, quando ~Rk =
~r0, um raio de corte rcut geralmente e´ adotado para que V
DP
ij = 0 para
|~r0 − ~Rk| ≤ rcut e V
DP
ij e´ dado pela equac¸a˜o acima pelo contra´rio. O
raio de corte e´ definido baseado na estrutura de solvatac¸a˜o de cada
mole´cula e seu tamanho e´ aproximadamente o mesmo que o raio me´dio
da primeira camada de solvatac¸a˜o, cerca de 2–3 A˚ para pequenas
mole´culas e 6–7 A˚ para complexos de coordenac¸a˜o.
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4.2.2 Potencial coulombiano
Processos de transfereˆncia de ele´trons em sistemas condensados
geralmente envolvem a preparac¸a˜o de um estado eletroˆnico localizado
no sistema, a partir da fotoexcitac¸a˜o de uma mole´cula, que enta˜o se
propaga no tempo e pode relaxar para outras regio˜es do sistema. Neste
cena´rio, o processo de fotoexcitac¸a˜o em uma parte espec´ıfica do sis-
tema pode ser tratado como a formac¸a˜o de um par ele´tron-buraco (par
e−/h+, Figura 28). A evoluc¸a˜o temporal deste par ele´tron-buraco pode
ser descrita atrave´s da relaxac¸a˜o de um pacote de onda, definido em
um fragmento espec´ıfico do sistema (detalhes sobre a definic¸a˜o de frag-
mentos na sec¸a˜o a seguir e na Figura 30). Geralmente, o processo de
fotoexcitac¸a˜o envolve a formac¸a˜o de um ele´tron excitado no LUMO e
um buraco no HOMO do fragmento. Estas duas densidades de carga
podem interagir entre si atrave´s de um potencial coulombiano, gerando
um acoplamento entre as dinaˆmicas do par ele´tron-buraco.
O acoplamento ele´tron-buraco e´ descrito na aproximac¸a˜o de Har-
tree dependente do tempo (MEYER; GATTI; WORTH, 2009), sem a in-
terac¸a˜o de troca pois ambos pacotes de onda sa˜o distingu´ıveis nesta
abordagem. De acordo com o formalismo tight-binding, ambos pacotes
de onda sa˜o descritos como combinac¸o˜es lineares de orbitais atoˆmicos
do tipo STO (Slater-type Orbital, Equac¸a˜o 4.49),
|Ψel(t)〉 =
∑
i
Aeli (t)|i〉 , (4.56)
|Ψhl(t)〉 =
∑
k
Ahlk (t)|k〉 , (4.57)
em que Ael e Ahl sa˜o coeficientes complexos dependentes do tempo.
A energia coulombiana do par ele´tron-buraco e´ dada por
Eel−hl =
∑
i,j
A∗eli A
el
j
∑
k,j
A∗hlk A
hl
l 〈i, k|Vcoul|j, l〉 , (4.58)
sendo 〈i, k|Vcoul|j, l〉 as integrais multicentro de Coulomb sobre orbitais
do tipo Slater,
〈i, k|Vcoul|l, j〉 =
∫
d~r′
∫
d~rχ∗i (~r)χ
∗
k(~r
′)
e2
|~r − ~r′|
χl(~r′)χj(~r) . (4.59)
As integrais de Coulomb como dadas acima podem ser calculadas por
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Figura 28 – Representac¸a˜o do processo de fotoexcitac¸a˜o em uma
mole´cula qualquer. A absorc¸a˜o de luz gera um ele´tron excitado, geral-
mente no LUMO de um fragmento do sistema, deixando um buraco no
orbital que ocupava anteriormente, geralmente o HOMO do fragmento.
O processo gera um par ele´tron-buraco, que podem ser descritos por
pacotes de onda independentes.
um algoritmo nume´rico eficiente, como adaptado do programa SMILES
para integrais de orbitais do tipo Slater, desenvolvido por Rico e cola-
boradores (RICO et al., 1998, 2004). Como uma aproximac¸a˜o razoa´vel,
apenas integrais de Coulomb de dois centros precisam ser levadas em
considerac¸a˜o, enquanto as integrais de treˆs e quatro centros podem
ser descartadas pois sa˜o muito menores. Os elementos de matriz para
o Hamiltoniano eletroˆnico, devido a sua interac¸a˜o com o buraco, sa˜o
escritos como
V elij = −A
∗el
i A
el
j
∑
k,l
A∗hlk A
hl
l 〈i, k|Vcoul|l, j〉 , (4.60)
= −A∗eli A
el
j
[∑
k
|Ahlk |
2〈i, k|Vcoul|l, j〉+ 2
∑
k>l
Re[A∗hlk A
hl
l ]〈i, k|Vcoul|l, j〉
]
,
(4.61)
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e da mesma forma para o pacote de onda do buraco,
V hlij = −A
∗hl
i A
hl
j
∑
k,l
A∗elk A
el
l 〈i, k|Vcoul|l, j〉 , (4.62)
= −A∗hli A
hl
j
[∑
k
|Aelk |
2〈i, k|Vcoul|l, j〉+ 2
∑
k>l
Re[A∗elk A
el
l ]〈i, k|Vcoul|l, j〉
]
.
(4.63)
Se apenas as integrais de dois centros forem levadas em consi-
derac¸a˜o, as matrizes V el e V hl dadas pelas equac¸o˜es acima sa˜o matriz
bloco diagonais. Ale´m disso, os elementos diagonais de V elij e V
hl
ij sa˜o
muito maiores que os na˜o-diagonais, e os u´ltimos podem ser conside-
rados pela teoria da perturbac¸a˜o. Ale´m disso, os menores elementos
na˜o-diagonais sa˜o em geral nu´meros complexos porque Ael(t) e Ahl(t)
sa˜o coeficientes complexos. Ja´ que o acoplamento ele´tron-buraco e´ des-
crito com a aproximac¸a˜o de Hartree dependente do tempo, o pacote
eletroˆnico relaxa sob a influeˆncia do potencial de Coulomb produzido
pelo buraco e vice-versa. Em geral, V elij 6= V
hl
ij , porque o ele´tron e
buraco percorrem diferentes dinaˆmicas, portanto, gerando dois Hamil-
tonianos acoplados para o par ele´tron-buraco,
Helij = H
0
ij + V
el
ij (
~Ael, ~Ahl) , (4.64)
Hhlij = H
0
ij + V
hl
ij ( ~A
hl, ~Ael) . (4.65)
A propagac¸a˜o do par ele´tron-buraco ja´ foi estudada e aplicada em tra-
balhos anteriores (HOFF; SILVA; REGO, 2011; HOFF; REGO, 2013).
A evoluc¸a˜o temporal do sistema (discutida em maiores detalhes
na sec¸a˜o a seguir) envolve a propagac¸a˜o dos dois pacotes de onda,
eletroˆnico e do buraco, dobrando a princ´ıpio o custo computacional.
Como o ca´lculo das integrais de Coulomb descritas na Equac¸a˜o (4.59)
e´ computacionalmente custoso, a dinaˆmica do sistema ao se propagar
os dois pacotes de onda interagindo via potencial coulombiano e´ muito
mais custosa computacionalmente que a simples propagac¸a˜o do pacote
de onda eletroˆnico.
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4.2.3 Dinaˆmica eletroˆnica
A dinaˆmica eletroˆnica e´ realizada atrave´s da resoluc¸a˜o da Equac¸a˜o
de Schro¨dinger dependente do tempo (TDSE),
ih¯
∂
∂t
|Ψ(t)〉 = Hˆ|Ψ(t)〉 . (4.66)
Definindo a func¸a˜o de onda inicial como uma combinac¸a˜o linear
de orbitais moleculares (MO),
|Ψ(t)〉 =
∑
φ
Cφ(t)|φ(t)〉 . (4.67)
Projetando a TDSE em uma base adiaba´tica MO instantaˆnea
{〈ϕ|}, temos
ih¯C˙φ +
∑
ϕ
Cϕ〈ϕ|φ˙〉+
i
h¯
CφEφ = 0 . (4.68)
Se a estrutura nuclear for esta´tica, isto e´, 〈ϕ|φ˙〉 = 0, a soluc¸a˜o e´ pron-
tamente obtida na base MO, sendo Cφ(t) = Cφ(0) exp(−iEφt/h¯).
A resoluc¸a˜o da TDSE e´ feita discretizando o tempo em passos de
tempo δt e calculando a evoluc¸a˜o temporal a partir de propagadores,
neste caso utilizando o me´todo de propagac¸a˜o AO/MO desenvolvido
em nosso grupo de pesquisa (Figura 29) (HOFF; SILVA; REGO, 2012,
2011; HOFF; REGO, 2013). A propagac¸a˜o AO/MO consiste em usar o
melhor das duas bases, a atoˆmica (AO, localizada) e molecular (MO,
deslocalizada). O procedimento consiste em definir um propagador na
base MO,
Uˆ(δt) = exp
(
−
i
h¯
Hˆ0δt
)
. (4.69)
O pacote de onda inicial em nosso me´todo2 e´ definido na base
atoˆmica (AO) em um fragmento FMO (Fragment Molecular Orbital)
espec´ıfico do sistema (Figura 30),
|Ψ(0)〉 =
FMO∑
i
Ai(0)|i
(0)〉 . (4.70)
Esse pacote de onda inicial |Ψ(0)〉 primeiro e´ projetado pelo ope-
rador PˆT =
∑
i,φ(C0)iφ|i
(0)〉〈φ(0)| na base MO, onde a evoluc¸a˜o tem-
2Pacote de onda do ele´tron e do buraco.
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Figura 29 – Esquema de propagac¸a˜o AO/MO. O pacote de onda inicial,
definido na base atoˆmica, e´ projetado para a base molecular, onde
ocorre a evoluc¸a˜o temporal do sistema. No final de cada espac¸o de
tempo δt, o pacote e´ projetado novamente na base atoˆmica, onde a
aproximac¸a˜o adiaba´tica e´ realizada.
Figura 30 – Definic¸a˜o do pacote de onda em fragmentos do sistema. O
fragmento pode ser localizado, por exemplo, em um dos ligantes de um
complexo meta´lico, ou em um corante em um sistema corante/semicon-
dutor. Na direita, podemos ver a dinaˆmica do pacote de onda. Os dois
sistemas demonstrados ja´ foram estudados em nosso grupo de pesquisa
(REGO; ABUABARA; BATISTA, 2005; HOFF; SILVA; REGO, 2011).
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poral ocorre segundo
|Ψ(δt)〉 = exp
[
−
i
h¯
Hˆ0δt
]
PˆT |Ψ(0)〉 . (4.71)
Durante o curto per´ıodo de propagac¸a˜o descrito pela Equac¸a˜o (4.71),
assume-se que o Hamiltoniano Hˆ(0) ≡ Hˆ0 e a base MO |φ
(0)〉 sa˜o cons-
tantes. No fim do espac¸o de tempo o pacote de onda |Ψ(δt)〉 e´ projetado
novamente na base AO pelo operador Pˆ =
∑
i,φ(C0)iφ|i
(0)〉〈φ(0)|, ge-
rando
|Ψ(δt)〉 =
∑
i
Ai(δt)|i
(0)〉 . (4.72)
Assume-se que a discretizac¸a˜o e´ razoa´vel, ou seja,
|Ψ(t)〉 =
∑
i
Ai(t)|i
(n)〉 ≈
∑
i
Ai(t)|i
(n+1)〉 . (4.73)
Logo, do per´ıodo de tempo (0) para o tempo (1) assume-se que
|i(0)〉 ≈ |i(1)〉, (4.74)
que gera o pacote de onda propagado apo´s o per´ıodo δt, na base AO,
|Ψ(δt)〉 =
∑
i
Ai(δt)|i
(1)〉 . (4.75)
A propagac¸a˜o para o pro´ximo per´ıodo de tempo enta˜o e´ realizada
como
|Ψ(2δt)〉 = exp
[
−
i
h¯
Hˆ1δt
]
PˆT |Ψ(δt)〉 . (4.76)
O procedimento e´ repetido ao longo dos per´ıodos de tempo, como
ilustrado no diagrama na Figura 29. A propagac¸a˜o do bra 〈Ψ(t)| segue
o mesmo procedimento. A consisteˆncia dos resultados da propagac¸a˜o
devem ser checados contra per´ıodos de tempo de va´rios tamanhos para
se obter uma boa convergeˆncia para a propagac¸a˜o quaˆntica.
4.3 ME´TODOS QM/MM SEQUENCIAL E SIMULTAˆNEO
Em nosso grupo de pesquisa, foram desenvolvidos dois me´todos
h´ıbridos QM/MM para o estudo de processos de transfereˆncia de ener-
89
gia e carga. Estes me´todos caracterizam-se por separar o movimento
nuclear e eletroˆnico, e descrever o movimento nuclear (molecular) atrave´s
da mecaˆnica molecular (Sec¸a˜o 4.1), e o movimento eletroˆnico por Hu¨ckel
estendido (Sec¸a˜o 4.2). A maneira como as duas dinaˆmicas, cla´ssica
(Subsec¸a˜o 4.1.3) e quaˆntica (Subsec¸a˜o 4.2.3), sa˜o realizadas nos siste-
mas estudados, e como os me´todos MM/EH sa˜o acoplados, sera´ descrito
a seguir.
O primeiro me´todo desenvolvido em nosso grupo de pesquisa
pode ser descrito como um me´todo QM/MM sequencial. Primeira-
mente, a dinaˆmica do sistema e´ calculada por mecaˆnica molecular, ge-
rando uma trajeto´ria com as coordenadas ~R(t) para todos os a´tomos
do sistema. O processo envolve uma sequeˆncia de simulac¸o˜es MD, para
gerar estruturas equilibradas na temperatura e/ou pressa˜o desejadas
e estatisticamente descorrelacionadas entre si, representativas para o
ensemble desejado:
Inicializac¸a˜o→ Termalizac¸a˜o→ Equil´ıbrio→ Preparac¸a˜o . (4.77)
A u´ltima etapa das simulac¸o˜es cla´ssicas envolve a propagac¸a˜o do sis-
tema em intervalos de tempo (δt) passos muito curtos, o mesmo uti-
lizado em sequeˆncia no ca´lculo da dinaˆmica eletroˆnica. Geralmente
utiliza-se δt = 0, 01 fs. Nas etapas anteriores o intervalo de tempo
utilizado e´ maior; em geral, utiliza-se δt = 1, 0 fs.
Com a trajeto´ria cla´ssica completa, a propagac¸a˜o quaˆntica e´ rea-
lizada, durante um intervalo de tempo (T ) pre´-determinado, geralmente
na escala de picossegundos. O tempo total de simulac¸a˜o e´ dividido em
espac¸os de tempo (δt), o mesmo utilizado na simulac¸a˜o cla´ssica, uti-
lizando as coordenadas ~R(t) previamente calculadas como base para
a construc¸a˜o dos orbitais atoˆmicos (AO) |i(t)〉 e, consequentemente,
orbitais moleculares (MO) |φ(t)〉,
R(t)→ |i(t)〉 → Hij(t)→ |φ(t)〉 . (4.78)
Logo, durante toda a dinaˆmica eletroˆnica a trajeto´ria calculada previa-
mente por MD e´ utilizada como base. O uso de trajeto´rias previamente
calculadas, isto e´, considerando a estrutura do sistema no estado fun-
damental durante a propagac¸a˜o do pacote de onda, e´ considerada uma
boa aproximac¸a˜o para sistemas com um grande acoplamento eletroˆnico
entre as mole´culas envolvidas e baixa energia de reorganizac¸a˜o.
Recentemente, desenvolvemos um me´todo acoplado de propagac¸a˜o,
onde as dinaˆmicas molecular e eletroˆnica ocorrem simultaneamente ao
longo de cada espac¸o de tempo (δt). Neste novo me´todo, as cargas qi
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dos a´tomos i na˜o sa˜o fixas como na mecaˆnica molecular; elas sa˜o atu-
alizadas a cada intervalo de tempo (δt) de acordo com a propagac¸a˜o
eletroˆnica do sistema descrito pela dinaˆmica quaˆntica. Este me´todo
pode ser chamado de QM/MM simultaˆneo. Desta forma, ao contra´rio
do me´todo QM/MM sequencial, a propagac¸a˜o eletroˆnica tera´ influeˆncia
na dinaˆmica cla´ssica, pois a dinaˆmica eletroˆnica ira´ afetar o potencial
sentido pelos nu´cleos.
Para descrever os efeitos do acoplamento ele´tron-nu´cleo, nosso
modelo inclui um termo extra de energia coulombiana e dipolar,
V exci =
∆qi
4πǫ0
∑
j
∆qj
Rij
+
∆qi
4πǫ0
∑
j
~p indj ·
~Rij
R3ij
, (4.79)
que leva em considerac¸a˜o o efeito das excitac¸o˜es eletroˆnicas dependen-
tes do tempo no campo de forc¸a. Neste termo extra, ∆qj e´ a carga
l´ıquida do pacote de onda no a´tomo j, que e´ calculada a partir de uma
aproximac¸a˜o de Mulliken (MULLIKEN, 1955) como
∆qi(t)
e
= Re
[
(Aeli (t))
∗
∑
j
Sij(t)A
el
j (t)− (A
hl
i (t))
∗
∑
j
Sij(t)A
hl
j (t)
]
,(4.80)
para pacotes de onda do ele´tron e do buraco descritos por
|Ψel(t)〉 =
∑
i
Aeli (t)|i(t)〉 e |Ψ
hl(t)〉 =
∑
i
Ahli (t)|i(t)〉 (4.81)
na base atoˆmica e Sij(t) = 〈i(t)|j(t)〉 e´ a matriz de sobreposic¸a˜o de-
pendente do tempo.
O dipolo induzido da Equac¸a˜o 4.79, gerado no a´tomo j pelo
campo ele´trico produzido pelos outros a´tomos l do sistema, e´ res-
ponsa´vel pela interac¸a˜o carga–dipolo induzido e e´ dado por
~pindj =
α0j
4πǫ0
∑
l 6=j
∆ql
[∫ rlj
0
R2n(r)r
2dr
] ~Rlj
R3lj
, (4.82)
sendo α0j a polarizabilidade atoˆmica escalar do a´tomo j, obtida de dados
experimentais, e Rn(r) a parte radial da func¸a˜o de onda normalizada
que descreve o orbital atoˆmico da camada mais externa do a´tomo.
O termo V exc difere do termo coulombiano do estado funda-
mental na˜o apenas nas cargas parciais qi e ∆qi. Nos campos de forc¸a
considerados neste trabalho, utilizados para descrever o estado funda-
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mental, o acoplamento coulombiano apenas e´ calculado entre a´tomos
separados por mais de 4 ligac¸o˜es em uma dada mole´cula, enquanto o
acoplamento coulombiano do estado excitado e´ calculado para todos os
pares de a´tomos, independentemente da distaˆncia entre eles.
Logo, no me´todo QM/MM simultaˆneo, a dinaˆmica molecular e´
calculada sob a influeˆncia do campo de forc¸a do estado fundamental,
acrescido de uma perturbac¸a˜o causada pela excitac¸a˜o (Figura 31),
mi
∂2 ~Ri
∂t2
= −~∇i
[
V FF + V exc
]
. (4.83)
As equac¸o˜es de movimento sa˜o calculadas da mesma forma como previ-
amente discutido na Sec¸a˜o (4.1.3). A simulac¸a˜o da dinaˆmica no me´todo
QM/MM simultaˆneo envolve os mesmos processos de termalizac¸a˜o do
sistema descritos anteriormente, pore´m na u´ltima etapa a dinaˆmica mo-
lecular e´ calculada concominantemente com a dinaˆmica eletroˆnica. A
implementac¸a˜o da dinaˆmica molecular na rotina utilizada nesta tese e
em trabalhos anteriores por nosso grupo foi realizada nesta tese.
Figura 31 – Esquema de propagac¸a˜o no me´todo QM/MM simultaˆneo.
A dinaˆmica eletroˆnica influencia a dinaˆmica molecular atrave´s de um
potencial coulombiano de excitac¸a˜o, calculado a partir das cargas q(δt)
derivadas dos pacotes de onda. Este termo e´ responsa´vel por modelar
a conformac¸a˜o do estado excitado do sistema.
Algumas considerac¸o˜es podem ser feitas sobre a inclusa˜o do po-
tencial de excitac¸a˜o para modelar a conformac¸a˜o do estado excitado.
Primeiro, a utilizac¸a˜o da aproximac¸a˜o de Mulliken para o ca´lculo das
cargas pode ser vista como problema´tica, visto que esta aproximac¸a˜o
gera problemas se´rios de transferibilidade em me´todos de primeiros
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princ´ıpios (JENSEN, 2007; CRAMER, 2013). Pore´m, este efeito e´ obser-
vado principalmente com a variac¸a˜o da func¸a˜o de base, problema na˜o
presente em nosso me´todo que utiliza unicamente func¸o˜es de Slater. To-
davia, o ca´lculo das cargas por outros me´todos, comumente utilizados
para a obtenc¸a˜o de cargas parciais para MM, como RESP (BAYLY et al.,
1993), MK (BESLER; MERZ; KOLLMAN, 1990) e CHelpG (BRENEMAN;
WIBERG, 1990), pode ser futuramente implementado. A aproximac¸a˜o
de calcular a carga para todos os a´tomos (incluindo vizinhos pro´ximos,
ao contra´rio dos FF tradicionais) tambe´m pode ser questionada, pore´m
o pacote de onda relaxa por toda a mole´cula em uma escala de tempo
bastante ra´pida, e a inclusa˜o de algum raio de corte poderia resultar
em se´rios problemas na conservac¸a˜o de energia do sistema. Por fim,
a energia de interac¸a˜o ser calculada apenas por um potencial de Cou-
lomb pode ser vista como uma primeira aproximac¸a˜o bastante crua,
pore´m seu efeito serve para modelar deformac¸o˜es nos comprimentos
de ligac¸a˜o e aˆngulos da mole´cula. Contudo, mudanc¸as na ordem de
ligac¸a˜o presentes em fotoexcitac¸o˜es na˜o podem ser representadas por
este modelo.
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5 RESULTADOS E DISCUSSA˜O
5.1 IMPLEMENTAC¸A˜O DA MECAˆNICA MOLECULAR
Neste trabalho foi implementado o ca´lculo de dinaˆmica molecu-
lar cla´ssica em nosso programa, DinEMol. As funcionalidades foram
baseadas no pacote Gromacs (SPOEL et al., 2005), que era utilizado ate´
enta˜o por nosso grupo de pesquisa, e um breve resumo dos algoritmos
implementados esta´ demonstrado na Figura 32.
Figura 32 – Funcionalidades implementadas no programa DinEMol.
Uma breve descric¸a˜o de como a dinaˆmica molecular esta´ imple-
mentada em nosso programa esta´ demonstrada no fluxograma da Fi-
gura 33. O co´digo utiliza o algoritmo de velocidades de Verlet (SWOPE
et al., 1982) para calcular a dinaˆmica das mole´culas e os algoritmos de
Berendsen (BERENDSEN et al., 1984) para acoplar o sistema com um ba-
nho de temperatura e pressa˜o. O programa ainda pode ler os arquivos
de entrada do pacote Gromacs, ale´m de possuir uma maneira pro´pria
de leitura de dados.
Um dos objetivos da implementac¸a˜o da dinaˆmica molecular cla´ssica
foi para realizar seu acoplamento com a dinaˆmica eletroˆnica. A maneira
como a dinaˆmica molecular foi acoplada com a dinaˆmica eletroˆnica
esta´ demonstrada na Figura 34. O acoplamento QM/MM implemen-
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Figura 33 – Fluxograma do co´digo de dinaˆmica molecular cla´ssica im-
plementado em nosso programa. A propagac¸a˜o e´ realizada pelo algo-
ritmo de velocidades de Verlet, e o acoplamento com a temperatura
e pressa˜o atrave´s do algoritmo de Berendsen. O co´digo pode ler os
arquivos de entrada do Gromacs.
tado em nosso programa pode seguir duas metodologias, sequencial e
simultaˆnea, como discutido na Sec¸a˜o 4.3.
Para verificar a implementac¸a˜o do co´digo de dinaˆmica molecular
cla´ssica, foram analisadas as forc¸as e energias de acordo com um campo
de forc¸a. O co´digo Gromacs foi utilizado como padra˜o. As mole´culas
utilizadas para a verificac¸a˜o foram a acetonitrila (ACN), a´gua, tetrahi-
drofurano (THF) e o corante CT-CA (Tabela 2). A princ´ıpio qualquer
mole´cula (que possa ser descrita por MM) poderia ter sido utilizada
para a verificac¸a˜o, pore´m foram escolhidas mole´culas ja´ estudadas por
nosso grupo de pesquisa. Nesta tese apresentamos dados para a ACN,
THF e o corante CT-CA. As treˆs mole´culas testadas crescem em com-
plexidade: a primeira na˜o possui aˆngulos diedros, a segunda possui
diedros e poucas interac¸o˜es intramoleculares, enquanto a u´ltima tem
uma estrutura mais complexa, com va´rias interac¸o˜es intramoleculares.
Percebe-se (Tabela 2) que os potenciais intramoleculares pos-
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Figura 34 – Fluxograma do acoplamento entre as dinaˆmicas cla´ssica
eletroˆnica.
suem uma concordaˆncia excelente. Os potenciais intermoleculares se
distinguem um pouco devido as diferentes implementac¸o˜es utilizadas.
No DinEMol, os potenciais e as forc¸as sa˜o deslocadas para manter a
conservac¸a˜o da energia e das forc¸as no raio de corte, como discutido an-
teriormente na Metodologia, Sec¸a˜o (4.1.2). A principal diferenc¸a reside
no termo coulombiano. No pacote Gromacs, a interac¸a˜o coulombiana e´
calculada pelo me´todo de Ewald que, comparando-se com o potencial
implementado em nosso programa, e´ um potencial amortecido, pore´m
na˜o e´ deslocado. Ao na˜o deslocar o potencial, seus valores de energia
de Madelung se manteˆm fie´is aos valores originais, pore´m perde-se em
conservac¸a˜o de energia e forc¸as. A concordaˆncia entre os valores de
energia sem deslocamento/amortecimento pode ser vista ao se analisar
os valores das interac¸o˜es 1–4 das mole´culas.
As forc¸as e energias validam a implementac¸a˜o do campo de forc¸a
no programa; para avaliar o algoritmo de propagac¸a˜o utilizado, de velo-
cidades de Verlet, simulac¸o˜es de dinaˆmica molecular foram realizadas.
O sistema estudado foi um cubo com 512 mole´culas de ACN, e a si-
mulac¸a˜o foi realizada em treˆs etapas: a primeira no ensemble NVT por
500 ps; a segunda no ensemble NPT por 1 ns e a terceira, tambe´m
no ensemble NPT, para a obtenc¸a˜o de dados por 1 ns. Todas as si-
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ACN THF CT-CA
Energias gmx dinemol gmx dinemol gmx dinemol
Ligac¸a˜o 3,226 3,226 39,15 39,14 129,8 129,8
Aˆngulo 3,440 3,441 39,86 39,87 152,0 152,0
Diedro R.B. - - 69,32 69,32 -69,03 -69,03
Diedro Pr. - - - - 4,724 4,724
LJ SR - - -0,4607 -0,4605 -18,44 -18,57
LJ 1–4 - - 125,3 125,3 125,3 125,3
Coul. SR - - 4,068 4,118 13,86 39,40
Coul. 1–4 - - 18,13 18,01 18,13 18,01
Coul. Recip. - - - - 57,79 -
Tabela 2 – Resultados da implementac¸a˜o do co´digo de dinaˆmica mole-
cular (dinemol) em termos das energias (kJ·mol−1) em comparac¸a˜o ao
pacote Gromacs (gmx ). Os campos de forc¸a OPLS (THF, CT-CA) e
AMBER (ACN) foram utilizados nas simulac¸o˜es.
mulac¸o˜es foram obtidas com um passo de 1 fs e condic¸o˜es perio´dicas de
contorno, utilizando os potenciais intermoleculares e os algoritmos de
acoplamento de temperatura e pressa˜o de Berendsen (BERENDSEN et al.,
1984) implementados no DinEMol. A mole´cula de ACN foi descrita com
paraˆmetros baseados no campo de forc¸a AMBER, condizentes com o
pro´prio AMBER e o OPLS (NIKITIN; LYUBARTSEV, 2007; GRABULEDA;
JAIME; KOLLMAN, 2000). Os tipos de a´tomos esta˜o demonstrados na
Figura 35.
Pode-se perceber (Figura 36) que o acoplamento com os ba-
nhos de pressa˜o e temperatura esta´ implementado corretamente, como
tambe´m o algoritmo de propagac¸a˜o; a densidade e as energias do sis-
tema se mante´m praticamente constantes apo´s o tempo simulado. Em
seguida, calculou-se a func¸a˜o de distribuic¸a˜o radial (RDF) para o sis-
tema, que e´ definida como
gAB =
〈ρB(R)〉
〈ρB〉local
(5.1)
=
1
〈ρB〉local
1
NA
NA∑
i∈A
NB∑
j∈B
δ(Rij − R)
4πR2
(5.2)
sendo 〈ρB(R)〉 a densidade de part´ıculas do tipo B a` uma distaˆncia R
de part´ıculas A, e 〈ρB〉local a densidade me´dia de part´ıculas do tipo
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B sobre esferas em torno de part´ıculas A com raio Rmax. Os valores
obtidos (Figura 37) tambe´m esta˜o em concordaˆncia com resultados an-
teriores obtidos com o pacote Gromacs por nosso grupo de pesquisa
(HOFF; SILVA; REGO, 2011; SILVA et al., 2010) e na literatura (NIKITIN;
LYUBARTSEV, 2007; GRABULEDA; JAIME; KOLLMAN, 2000).
Figura 35 – Tipos de a´tomos para a mole´cula de acetonitrila.
Vale destacar que outros sistemas condensados, de solventes como
o THF e a´gua, ja´ foram simulados com o nosso programa, apresentando
resultados semelhantes.
5.1.1 Potencial de Morse e Quebra de ligac¸o˜es
Em seguida, foi verificada a implementac¸a˜o do potencial de Morse.
O potencial de Morse e´ utilizado para descrever ligac¸o˜es qu´ımicas envol-
vendo a transfereˆncia de pro´tons pois permite a quebra de ligac¸o˜es. Seu
custo computacional e´ baixo, sua implementac¸a˜o e´ bastante simples, e
a transfereˆncia de paraˆmetros de potenciais harmoˆnicos (amplamente
utilizados) para potenciais de Morse e´ fa´cil pois necessita apenas do va-
lor da constante de dissociac¸a˜o das ligac¸o˜es (vide Equac¸a˜o 4.6). Logo,
a generalidade do me´todo MM e´ mantida. As energias de ligac¸a˜o e an-
gular para a acetonitrila por potencial harmoˆnico e de Morse esta˜o des-
critas abaixo (Tabela 3), indicando que a implementac¸a˜o do potencial
esta´ correta. Outros sistemas que sera˜o demonstrados posteriormente
mostram a mesma concordaˆncia entre os valores de energia.
Um estudo preliminar, em um sistema-modelo de treˆs a´tomos
ligados apenas pelo potencial de Morse a uma distaˆncia doador/aceita-
dor D–A fixa (Figura 38), esta´ demonstrado na Figura 39. Percebe-se
que, na distaˆncia inicial de 2,75 A˚, ha´ dois mı´nimos de potencial para
o a´tomo de H, em aproximadamente 1,0 e 1,7 A˚, podendo definir as-
sim as configurac¸o˜es de reagente/produto na transfereˆncia de pro´ton.
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Figura 36 – Resultados para a simulac¸a˜o de um cubo de 512 mole´culas
de ACN. Os tipos de a´tomos esta˜o especificados na Figura 35.
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Figura 37 – Ca´lculo da RDF para a simulac¸a˜o envolvendo 512 mole´culas
de ACN.
Quando a distaˆncia D–A e´ de 2,50 A˚, o potencial na˜o possui barreira, e
o pro´ton localiza-se na distaˆncia me´dia entre os dois centros. O mesmo
vale para a distaˆncia D–A de 2,34 A˚. Esta e´ uma caracter´ıstica dos
potenciais que descrevem a transfereˆncia de pro´tons: o potencial varia
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ACN gromacs dinemol
Energias Harmoˆnico Morse Harmoˆnico Morse
Ligac¸a˜o 3,226 3,232 3,226 3,232
Aˆngulo 3,440 3,441 3,441 3,441
Tabela 3 – Resultado da implementac¸a˜o do potencial de Morse, de-
monstrando a energia total (kJ·mol−1) de ligac¸a˜o e angular para a
ACN. Todas as ligac¸o˜es da mole´cula foram descritas por um potencial
de Morse ou harmoˆnico.
consideravelmente com a distaˆncia entre os s´ıtios doador/aceitador.
Figura 38 – Representac¸a˜o dos primeiros modelos utilizados no estudo
do potencial de Morse. Na esquerda, um a´tomo doador (D) e um
aceitador (A) ligados por um potencial de Morse a um terceiro a´tomo,
H. Na˜o ha´ outras interac¸o˜es ale´m do potencial de Morse. Na direita,
um d´ımero de a´gua com distaˆncia inicial entre o pro´ton e o a´tomo
aceitador de 1,79 A˚, e distaˆncia entre os a´tomos doador/aceitador de
2,75 A˚. Neste segundo modelo, outras interac¸o˜es sa˜o consideradas.
O primeiro sistema estudado por ligac¸o˜es do tipo Morse foi um
d´ımero de mole´culas de a´gua, em que se descreveu uma interac¸a˜o
de hidrogeˆnio entre uma mole´cula doadora/aceitadora (D/A) por um
potencial de Morse interligando as ligac¸o˜es OD–H–OA (Figura 38).
As mole´culas de a´gua foram descritas pelo campo de forc¸a TIP3P
(JORGENSEN et al., 1983). Este campo de forc¸a inclui um potencial
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Figura 39 – Variac¸a˜o do potencial de Morse com a variac¸a˜o da distaˆncia
doador/aceitador em um sistema modelo. No painel superior, a
distaˆncia dDA e´ de 2,75 A˚; no painel me´dio, de 2,50 A˚, e no painel
inferior, de 2,34 A˚. Na esquerda, os potenciais para o doador (verde)
e aceitador (preto) esta˜o demonstrados individualmente, enquanto na
direita esta´ representado o potencial resultante.
(harmoˆnico) de ligac¸a˜o entre os a´tomos O–H dentro da mesma mole´cula
e um potencial angular H–O–H, com potenciais de Lennard-Jones e car-
gas parciais para descrever os potenciais intermoleculares no sistema.
Vale ressaltar que, devido ao pequeno nu´mero de a´tomos na mole´cula,
na˜o ha´ potenciais intramoleculares de Lennard-Jones e coulombiano.
Pode-se verificar (Figura 40) que logo no in´ıcio da simulac¸a˜o a
ligac¸a˜o entre o H com a segunda mole´cula de a´gua diminuiu em relac¸a˜o
a` primeira, e considera-se que ocorreu a transfereˆncia do pro´ton no
sistema. Isto se deve ao campo de forc¸a utilizado para descrever o sis-
tema: ha´ somente interac¸o˜es coulombianas intermoleculares, portanto
o H+ e´ transferido para o a´tomo de oxigeˆnio carregado negativamente,
apesar do potencial de Morse tambe´m estar atuando em sua ligac¸a˜o
com a primeira mole´cula.
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Figura 40 – Distaˆncia me´dia entre o pro´ton e o grupo doador (esquerda)
e aceitador (direita) em um d´ımero de a´gua, sem interac¸o˜es intramole-
culares. Distaˆncia me´dia entre doador/aceitador e´ de 2,50 A˚.
Esta ideia e´ corroborada por uma simulac¸a˜o teste, em que as in-
terac¸o˜es coulombianas intramoleculares tambe´m sa˜o consideradas (Fi-
gura 41). Neste caso, a energia potencial do hidrogeˆnio entre as duas
mole´culas de a´gua e´ a mesma (coulombiana e de Morse), portanto o
a´tomo permanece na maioria do tempo ligado entre os dois a´tomos de
O, o que pode ser caracterizada como uma ligac¸a˜o de hidrogeˆnio. A
distaˆncia entre os dois centros na˜o e´ sime´trica, pois ha´ um potencial an-
gular entre o H e a primeira mole´cula, ausente com a segunda mole´cula.
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Figura 41 – Distaˆncia me´dia entre o pro´ton e o grupo doador (esquerda)
e aceitador (direita) em um d´ımero de a´gua, considerando-se as in-
terac¸o˜es intramoleculares. Distaˆncia me´dia entre doador/aceitador e´
de 2,34 A˚.
A abordagem de tratar a reac¸a˜o de transfereˆncia de pro´ton por
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potenciais de Morse e´ bastante limitada para caracterizar transfereˆncias
de pro´tons em que ocorre uma grande reconfigurac¸a˜o do complexo do-
ador/aceitador. No caso do d´ımero de a´gua, por exemplo, o campo de
forc¸a descreve a mole´cula de a´gua como apenas treˆs s´ıtios, ligados por
um potencial de ligac¸a˜o e angular. Contudo, no caso da transfereˆncia
de pro´ton ocorrer, ha´ uma reconfigurac¸a˜o da mole´cula de a´gua para
formar o ı´on hidroˆnio, H3O
+. O modelo atual de campo de forc¸a na˜o
consegue descrever essa mudanc¸a na configurac¸a˜o da mole´cula.
Apesar desta restric¸a˜o, os sistemas estudados neste trabalho se
caracterizam por um pequeno reordenamento nuclear apo´s a trans-
fereˆncia de pro´ton. Portanto, consideramos a descric¸a˜o como va´lida
e a utilizaremos para descrever as reac¸o˜es PCET. O uso do potencial
de Morse para a descric¸a˜o de reac¸o˜es PCET sera´ descrito na Sec¸a˜o
(5.4).
5.2 DINAˆMICA DE SOLVATAC¸A˜O: SOLVATOCROMISMO
Nesta sec¸a˜o, avaliamos o efeito do microambiente formado na
solvatac¸a˜o do composto IIId em misturas metanol/a´gua. A estrutura
qu´ımica do corante esta´ representada na Figura 42. Ao estudar as
interac¸o˜es espec´ıficas soluto/solvente e solvente/solvente nas misturas,
espera-se obter dados que corroborem o efeito de solvatac¸a˜o preferencial
observado para este composto em resultados experimentais.
Figura 42 – Reac¸a˜o de desprotonac¸a˜o do composto IId com meti-
lamoˆnio gerando o composto IIId. Este composto exibe um desvio
batocroˆmico de cerca de 189 nm.
Os resultados experimentais para o solvatocromismo exibido pelo
composto IIId e derivados podem ser explicados a partir da estabi-
lizac¸a˜o de diferentes estruturas de ressonaˆncia para a mole´cula. O
composto possui duas estruturas de ressonaˆncia. A primeira delas,
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benzenoide, e´ mais polar e, portanto, interage mais fortemente com sol-
ventes mais polares. A segunda, quinonoide, tem caracter´ısticas menos
polares e interage mais com solventes menos polares. As duas esta˜o
representadas na Figura 43. Como considera-se que o estado funda-
mental da estrutura tem maior cara´ter benzenoide, os diferentes efeitos
solvatocroˆmicos observados sa˜o explicados a partir da estabilizac¸a˜o das
estruturas de ressonaˆncia pelos diferentes solventes.
Figura 43 – Estruturas de ressonaˆncia poss´ıveis para os compostos
IIIa–d. O equil´ıbrio pode ser deslocado dependendo de interac¸o˜es
gerais e espec´ıficas entre soluto/solvente.
Pore´m, o composto IIId possui uma tendeˆncia diferenciada de
solvatac¸a˜o, exibindo uma na˜o-linearidade na relac¸a˜o entre a solvatac¸a˜o
de a´lcoois e a´gua e a energia de transic¸a˜o observada. Esta na˜o-linearidade,
apoiada pelos paraˆmetros de Kamlet-Taft obtidos nos resultados expe-
rimentais, indicam que a a´gua solvata a estrutura quinonoide a partir
de interac¸o˜es de hidrogeˆnio espec´ıficas entre o solvente e o grupamento
nitro do composto, como demonstrado na Figura 44.
A na˜o-linearidade observada impulsionou o estudo do solvato-
cromismo do composto IIId em misturas a´lcool/a´gua. No modelo pro-
posto para explicar os resultados observados, a formac¸a˜o de interac¸o˜es
de hidrogeˆnio solvente/solvente muda o microambiente de solvatac¸a˜o
do composto nas misturas, em especial no desvio batocroˆmico obser-
vado em misturas de MeOH/H2O de 189 nm quando adicionado cerca
de 5 % de MeOH em misturas de 80 % (mol/mol) de MeOH/H2O.
Para estudar o efeito da solvatac¸a˜o no composto (IIId) foram
realizadas simulac¸o˜es de dinaˆmica molecular cla´ssica. O uso de MM
para modelar o meio pode descrever suas propriedades macrosco´picas,
como a polaridade, e tambe´m interac¸o˜es espec´ıficas entre as mole´culas
de soluto/solvente. As interac¸o˜es entre o meio e o soluto sera˜o utili-
zadas como um paraˆmetro para verificar a solvatac¸a˜o preferencial do
composto nas misturas metanol/a´gua.
Para descrever o composto IIId via MM, a estrutura da mole´cula
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Figura 44 – Representac¸a˜o da solvatac¸a˜o do composto IIId pela a´gua.
A caracter´ıstica peculiar do soluto da´-se devido a interac¸o˜es espec´ıficas
com o solvente.
otimizada foi utilizada como base e as cargas para a mole´cula foram ob-
tidas com o me´todo CHelpG (BRENEMAN; WIBERG, 1990), utilizando o
pacote Gaussian 03 (FRISCH et al., 2004), no n´ıvel de teoria B3LYP/6-
31G(d,p). A estrutura otimizada corresponde ao mı´nimo na superf´ıcie
de energia potencial, ja´ que na˜o foram encontradas frequeˆncias ima-
gina´rias na matriz Hessiana. Foi utilizado o campo de forc¸a OPLS-AA
(JORGENSEN; MAXWELL; TIRADO-RIVES, 1996) para descrever o soluto.
A estrutura otimizada da mole´cula e os tipos de a´tomos utilizados para
descrever a mesma por MM esta˜o demonstrados na Figura 45.
A banda solvatocroˆmica observada no espectro UV/Vis do com-
posto IIId e´ devido a uma transic¸a˜o π-π∗, de natureza de transfereˆncia
de carga, do grupamento fenolato doador para o grupo aceitador nitro-
fenil. Os orbitais moleculares de fronteira sa˜o deslocalizados ao longo
do sistema aroma´tico, diferentemente do composto na˜o-ionizado (IId),
que tambe´m difere do composto IId por possuir uma estrutura planar.
Na Figura 46, pode-se observar que o HOMO e LUMO sa˜o deslocaliza-
dos pelos grupamentos fenolato e nitrofenil, exibindo um gap de energia
de 2 eV menor que o composto na˜o-ionizado.
A mistura de solventes MeOH/H2O foi descrita utilizando o mo-
delo SPC/E (BERENDSEN; GRIGERA; STRAATSMA, 1987) para a a´gua e
o campo de forc¸a OPLS-AA (JORGENSEN; MAXWELL; TIRADO-RIVES,
1996) para o MeOH. Os tipos de a´tomos utilizados esta˜o demonstrados
na Figura 47.
Em seguida, foram realizadas as simulac¸o˜es de dinaˆmica mole-
cular cla´ssica. Foi utilizado o pacote Gromacs (SPOEL et al., 2005) para
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Figura 45 – Estrutura otimizada do composto IIId utilizando DFT, no
n´ıvel B3LYP/6-31G(d,p). Na direita, os tipos de a´tomos utilizados na
descric¸a˜o da mole´cula por MM com o campo de forc¸a OPLS-AA.
(a) HOMO (b) LUMO
Figura 46 – Orbitais de fronteira do composto IIId. O gap de energia
do composto e´ de 6,16 eV, cerca de 2 eV menor comparado ao composto
na˜o-ionizado (IId, 8,23 eV).
realizar as simulac¸o˜es. No primeiro passo da simulac¸a˜o, os solventes
foram separadamente termalizados por 500 ps. Depois, os solventes
foram colocados no mesmo cubo de simulac¸a˜o, gerando sistemas como
o demonstrado na Figura 48. Duas misturas foram consideradas para
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Figura 47 – Tipos de a´tomos utilizados para a descric¸a˜o dos solventes
por MM. O modelo de a´gua utilizado foi o SPC/E e o campo de forc¸a
OPLS-AA para a descric¸a˜o do MeOH.
estudar o efeito do solvatocromismo: uma mistura com frac¸a˜o molar
de a´gua de 0,62 (XH2O = 0, 62), e outra com XH2O = 0, 88. As
duas misturas foram escolhidas para investigar a mudanc¸a dra´stica no
espectro de absorc¸a˜o atrave´s das diferentes camadas de solvatac¸a˜o e
interac¸o˜es soluto/solvente no sistema, conforme a Figura 5. Os dois
sistemas conteˆm aproximadamente 780 mole´culas de solvente, e foram
termalizados no ensemble NVT (temperatura de 298K, τT = 0,1 ps)
por 500 ps e equilibrados no ensemble NPT (pressa˜o 1 bar, τP = 0,2
ps, compressibilidade = 4,5·10−5) por 2 ns. Foi utilizado um raio de
corte de 15 A˚ e condic¸o˜es perio´dicas de contorno nas simulac¸o˜es, com
um passo de δt = 1, 0 fs.
Figura 48 – Snapshots da mistura H2O/MeOH durante o processo de
termalizac¸a˜o. O sistema consiste um cubo de 60×30×30 A˚, com 500
mole´culas de a´gua e 300 de metanol, totalizando 3300 a´tomos. O cubo
representa um modelo para a mistura XH2O = 0, 62.
Os resultados da dinaˆmica molecular cla´ssica esta˜o representados
em termos de func¸o˜es de distribuic¸a˜o radial (RDF), demonstradas na
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Figura 49. As RDFs podem capturar as interac¸o˜es espec´ıficas entre
soluto/solvente e solvente/solvente que podem corroborar os resultados
experimentais.
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Figura 49 – Func¸a˜o de distribuic¸a˜o radial nas misturas (i) XH2O = 0,62
(primeira linha) e (ii) XH2O = 0,88 (segunda linha) para o composto
IIId. Os dois a´tomos analisados foram o oxigeˆnio do grupamento nitro
(O33) e o oxigeˆnio do grupamento fenolato (O25). Observa-se que a
a´gua interage fortemente com os grupamentos nitro e fenolato nas duas
misturas.
Ao analisar os gra´ficos, e´ poss´ıvel observar caracter´ısticas distin-
tas para a mistura (i), que conte´m mais metanol, e a mistura (ii), que
e´ rica em a´gua. As func¸o˜es de distribuic¸a˜o radial calculadas revelam
que o meio de solvatac¸a˜o ao redor do doador fenolato e o aceitador
nitro, em especial para a primeira camada de solvatac¸a˜o, e´ distinta
para cada grupo dependendo da mistura analisada. De acordo com a
Figura 49, mudanc¸as na concentrac¸a˜o de metanol causam apenas pe-
quenas variac¸o˜es nas RDF para as misturas (i) e (ii) relacionadas ao
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oxigeˆnio do grupamento nitro. As func¸o˜es de distribuic¸a˜o radial deixam
claro que, ao aumentar a concentrac¸a˜o de metanol, sa˜o estabelecidas
mais interac¸o˜es de hidrogeˆnio entre o metanol e o grupamento fenolato
na mole´cula, mudando o microambiente do solvente para o corante e
portanto modificando o espectro de absorc¸a˜o do composto IIId.
Percebe-se que nas duas misturas a a´gua interage fortemente
com o grupamento nitro e fenolato do corante. A forte interac¸a˜o da
a´gua com o grupo nitro corrobora os resultados experimentais, que
indicam que a a´gua pode estabilizar a forma quinonoide da mole´cula por
interac¸o˜es espec´ıficas com os grupamentos NO2. No modelo utilizado
neste trabalho, na˜o ha´ distinc¸a˜o entre estruturas de ressonaˆncia ou
densidades de carga espec´ıficas no corante, pore´m ha´ a observac¸a˜o de
interac¸o˜es de hidrogeˆnio da a´gua com o NO2 do composto.
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Figura 50 – Func¸a˜o de distribuic¸a˜o radial das misturas MeOH/H2O: (i)
XH2O = 0,62 e (ii)XH2O = 0,88. Os tipos de a´tomos esta˜o especificados
na Figura 47.
Ale´m disso, ao analisar as interac¸o˜es espec´ıficas solvente/solvente
atrave´s da RDF das misturas (Figura 50), percebe-se que na mistura
em que ha´ maior concentrac¸a˜o de metanol (mistura i, XH2O = 0,62),
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ha´ uma maior formac¸a˜o de interac¸o˜es por ligac¸o˜es de hidrogeˆnio entre
MeOH/H2O e MeOH/MeOH, como esperado. Pore´m, observa-se uma
diminuic¸a˜o nas interac¸o˜es de hidrogeˆnio entre as mole´culas de a´gua na
mistura, indicando que as mole´culas de a´gua preferencialmente esta˜o
solvatando o corante e o metanol atrave´s de interac¸o˜es de hidrogeˆnio ao
inve´s de formar interac¸o˜es entre si. Este comportamento para a mistura
esta´ em concordaˆncia com os valores dos paraˆmetros α e β referentes
a` capacidade de receber e doar ligac¸o˜es de hidrogeˆnio, respectivamente
(MARCUS, 1993). Os valores de α para a a´gua e o metanol sa˜o de 1,17
e 0,98, respectivamente, enquanto os valores de β sa˜o de 0,47 e 0,66,
respectivamente.
Logo, o estudo de duas misturas metanol/a´gua na presenc¸a do
corante IIId atrave´s das simulac¸o˜es de dinaˆmica molecular corroborou
os resultados experimentais, e forneceu novas informac¸o˜es sobre como
ocorre a solvatac¸a˜o preferencial do corante em misturas a´lcool/a´gua.
5.3 REGIME QM/MM: TRANSFEREˆNCIA ELETROˆNICA INTER-
FACIAL
Nesta sec¸a˜o, sera´ demonstrada a simulac¸a˜o do processo de trans-
fereˆncia eletroˆnica em um corante do tipo D-π-A para compreender o
comportamento observado para este sistema experimentalmente. Nas
ana´lises da injec¸a˜o eletroˆnica entre o corante CT-CA e nanopart´ıculas
de TiO2, observou-se uma componente ra´pida (¡ 100 fs) e uma compo-
nente lenta, em torno dos picossegundos, na reac¸a˜o IET. A descric¸a˜o
teo´rica da reac¸a˜o pode fornecer ideias sobre o mecanismo de trans-
fereˆncia eletroˆnica.
Foi estudada a reac¸a˜o de transfereˆncia de ele´trons interfacial
entre o corante CT-CA e o semicondutor dio´xido de titaˆnio com os
me´todos QM/MM sequencial e simultaˆneo desenvolvidos em nosso grupo
de pesquisa. Primeiramente, foi realizada a descric¸a˜o do corante. A es-
trutura otimizada do corante utilizando o pacote Gaussian 03 (FRISCH
et al., 2004) esta´ demonstrada na Figura 51, juntamente com a estrutura
de Lewis da mole´cula. A otimizac¸a˜o da estrutura e o ca´lculo das pro-
priedades eletroˆnicas foram realizados utilizando a teoria do funcional
de densidade, com o funcional B3LYP e func¸o˜es de base 6-31G(d,p).
Na˜o foram encontradas frequeˆncias imagina´rias para a mole´cula. Os
orbitais de fronteira (HOMO e LUMO) esta˜o demonstrados na Figura
52.
Apo´s a descric¸a˜o da mole´cula por me´todos de primeiros princ´ıpios,
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Figura 51 – Estrutura qu´ımica e estrutura otimizada do corante CT-
CA, com B3LYP/6-31G(d,p). A mole´cula e´ composta por um grupa-
mento doador de ele´trons (carbazol), um grupamento ponte (fenileti-
nil+tiofeno) e um grupamento aceitador de ele´trons (cianoacr´ılico). O
grupamento carbox´ılico e´ responsa´vel pelo ancoramento da mole´cula na
superf´ıcie do semicondutor.
a mole´cula foi parametrizada para a descric¸a˜o com o me´todo de Hu¨ckel
estendido. Os paraˆmetros originais foram otimizados utilizando al-
goritmo gene´tico, implementado em nosso grupo de pesquisa (HOFF;
SILVA; REGO, 2011; HOFF; REGO, 2013). Os paraˆmetros utilizados fo-
ram os mesmos de um outro trabalho de nosso grupo de pesquisa en-
volvendo interfaces de corantes orgaˆnicos do tipo D-π-A e TiO2 (HOFF;
SILVA; REGO, 2012).
(a) HOMO (b) LUMO
Figura 52 – Orbitais moleculares HOMO e LUMO do corante CT-
CA calculados por DFT. Os orbitais HOMO esta˜o mais localizados na
parte doadora da mole´cula, e o LUMO na parte aceitadora. Esse design
molecular facilita a transfereˆncia eletroˆnica interfacial.
Em seguida, a mole´cula foi parametrizada por mecaˆnica mo-
lecular. O campo de forc¸a escolhido foi o OPLS-AA (JORGENSEN;
MAXWELL; TIRADO-RIVES, 1996) como implementado no pacote Gro-
macs (SPOEL et al., 2005). As estruturas otimizadas por DFT e MM
esta˜o superimpostas na Figura 53, juntamente com os tipos de a´tomos
utilizados para descrever a mole´cula. Observa-se uma concordaˆncia
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razoa´vel entre as estruturas, que valida a representac¸a˜o da mesma por
MM. Posteriormente a estrutura sera´ acoplada com a temperatura para
simular as condic¸o˜es experimentais, portanto a estrutura de mı´nimo de
energia serve como paraˆmetro para descric¸a˜o da mole´cula classicamente
por campos de forc¸a.
(a) Desvio quadra´tico me´dio (b) Tipos de a´tomos
Figura 53 – Estruturas otimizadas do corante CT-CA por primei-
ros princ´ıpios (vermelho) e por mecaˆnica molecular (azul). O desvio
quadra´tico me´dio entre as duas estruturas e´ de 0,79. Foi utilizado o
n´ıvel de teoria B3LYP/6-31G(d,p) no ca´lculo de primeiros princ´ıpios
e o campo de forc¸a OPLS-AA na mecaˆnica molecular. Os tipos de
a´tomos utilizados esta˜o demonstrados na direita.
Apo´s a parametrizac¸a˜o do corante, foi preparado um sistema-
modelo para simular a transfereˆncia eletroˆnica. O sistema conte´m um
cluster de [TiO2]512 anatase com a mole´cula CT-CA adsorvida na su-
perf´ıcie (101) em uma configurac¸a˜o bidentada. A estrutura conte´m uma
superce´lula de TiO2 de dimenso˜es laterais 40,89 x 30,26 A˚ e condic¸o˜es
perio´dicas de contorno nas direc¸o˜es [-101] e [010]. A estrutura do TiO2
foi obtida por um procedimento ja´ adotado em nosso grupo de pes-
quisa (REGO; BATISTA, 2003; SILVA et al., 2010), via otimizac¸a˜o do clus-
ter por DFT utilizando ondas planas com o pacote VASP (KRESSE;
FURTHMU¨LLER, 1996). Nas simulac¸o˜es de dinaˆmica molecular, a su-
perf´ıcie do cluster de TiO2 foi descrita por potenciais intermoleculares
coulombianos e de Lennard-Jones (BANDURA; KUBICKI, 2003), assim
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como a interac¸a˜o entre os a´tomos do cluster e do corante (SUSHKO;
GAL; SHLUGER, 2006; HOFF; SILVA; REGO, 2012).
A Figura 54 mostra uma configurac¸a˜o t´ıpica para a estrutura
CT-CA/TiO2 em va´cuo, obtida por simulac¸o˜es de dinaˆmica molecular a`
temperatura ambiente. Na configurac¸a˜o t´ıpica, o grupamento carbazol
esta´ inclinado em relac¸a˜o ao grupamento espac¸ador por 52◦.
Figura 54 – Estrutura t´ıpica do sistema CT-CA/TiO2 na dinaˆmica
molecular. A parte doadora da mole´cula esta´ levemente inclinada em
relac¸a˜o a` parte aceitadora. Simulac¸a˜o feita a` temperatura ambiente.
Antes de estudar a reac¸a˜o IET, foi realizado o ca´lculo da den-
sidade de estados (DOS) da estrutura, Figura 55. Observa-se que o
band gap do TiO2 e´ de cerca 3,8 eV, valor pro´ximo aos resultados ex-
perimentais (WANG et al., 2003). Tambe´m verifica-se que o HOMO do
corante esta´ localizado no meio do band gap do semicondutor. O LUMO
encontra-se na banda de conduc¸a˜o do semicondutor, bastante pro´ximo
de seu limite. Este efeito e´ responsa´vel pela fotossensibilizac¸a˜o do semi-
condutor pelo corante. Este fator pode gerar caracter´ısticas peculiares
no processo de fotoinjec¸a˜o.
Posteriormente, a simulac¸a˜o da reac¸a˜o IET foi realizada, con-
sistindo de duas dinaˆmicas: a dinaˆmica molecular, no regime cla´ssico,
descrita por MM, seguida da dinaˆmica eletroˆnica, no regime quaˆntico,
por EH. A dinaˆmica molecular do sistema foi realizada pelo ensemble
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Figura 55 – Densidade de estados (DOS) para a estrutura CT-
CA/TiO2, calculada com o me´todo EH. A DOS para o corante esta´
em vermelho e para o TiO2 em preto. O HOMO da mole´cula encontra-
se no band gap do semicondutor, caracter´ıstico da sensibilizac¸a˜o. O
LUMO do corante encontra-se na banda de conduc¸a˜o do TiO2. O band
gap para o TiO2 e´ de 3,8 eV.
NVT por 1 ns para a termalizac¸a˜o do sistema em 298 K utilizando o al-
goritmo de Berendsen (BERENDSEN et al., 1984). Condic¸o˜es perio´dicas
de contorno foram aplicadas, juntamente com um raio de corte de 15
A˚. As interac¸o˜es intermoleculares foram calculadas utilizando um po-
tencial deslocado como implementado no pacote Gromacs (SPOEL et
al., 2005). O bulk de TiO2 foi mantido fixo durante a simulac¸a˜o, com a
excec¸a˜o de parte da superf´ıcie em um raio de 6 A˚ de distaˆncia do co-
rante. No processo de termalizac¸a˜o, foi utilizado um passo de tempo δt
= 1,0 fs. Os mesmos paraˆmetros foram utilizados para o seguinte pro-
cesso de equil´ıbrio do sistema, e a simulac¸a˜o de equil´ıbrio foi realizada
por 500 ps.
Apo´s o equil´ıbrio do sistema, o mesmo foi preparado para a si-
mulac¸a˜o da dinaˆmica eletroˆnica. A selec¸a˜o da estrutura inicial foi re-
alizada a partir da trajeto´ria de equil´ıbrio, selecionando a estrutura
{ ~R(t)} que minimizasse o desvio quadra´tico me´dio Ω(t)
Ω(t) =
∫ T
0
FMO∑
k
|~Rk(t)− ~Rk(t
′)|2dt′, (5.3)
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sendo ~Rk(t) a coordenada do a´tomo k no tempo (t). Com esta abor-
dagem, espera-se selecionar a configurac¸a˜o mais representativa da tra-
jeto´ria do sistema.
Com a estrutura inicial selecionada, a trajeto´ria cla´ssica (ou nu-
clear) foi gerada no ensemble NVE, utilizando um passo de tempo δt
= 0,5 fs, por 1 ps. A trajeto´ria obtida foi utilizada como entrada para
a simulac¸a˜o da dinaˆmica eletroˆnica pelo me´todo QM/MM sequencial.
Treˆs simulac¸o˜es de dinaˆmica eletroˆnica foram realizadas para investi-
gar os efeitos do acoplamento nuclear e da interac¸a˜o ele´tron/buraco
(e−/h+) na transfereˆncia eletroˆnica. As treˆs situac¸o˜es estudadas fo-
ram: estrutura r´ıgida, sem interac¸a˜o ele´tron/buraco; estrutura r´ıgida,
com interac¸a˜o ele´tron/buraco; e estrutura mo´vel com interac¸a˜o e−/h+.
Observa-se nas curvas de injec¸a˜o obtidas (Figura 56) dois regimes
de transfereˆncia eletroˆnica: um regime ra´pido, responsa´vel pela injec¸a˜o
de 70% da carga eletroˆnica no semicondutor; e outro regime lento, onde
a carga permanece no estado excitado do corante. No regime ra´pido,
a transfereˆncia ocorre em ≈ 15 fs, e os efeitos do movimento nuclear
e da interac¸a˜o e−/h+ na˜o afetam o processo de injec¸a˜o eletroˆnica. O
buraco permanece nos dois regimes concentrado no corante.
No regime mais lento, o buraco atrasa a transfereˆncia eletroˆnica
(curva preta, comparada com as curvas azul e vermelha). Por outro
lado, o movimento nuclear tem o efeito de desacoplar o par ele´tron/buraco,
auxiliando de certa forma a transfereˆncia eletroˆnica. O surgimento do
regime de injec¸a˜o lenta e´ devido ao fato da transfereˆncia eletroˆnica
ser acompanhada por uma mudanc¸a no n´ıvel do LUMO do corante
em direc¸a˜o ao limite da banda de conduc¸a˜o do TiO2, que mante´m a
carga remanescente no estado excitado do corante. Este efeito foi ob-
servado em resultados experimentais e explicado por uma consequeˆncia
da formac¸a˜o de cargas na superf´ıcie do TiO2 apo´s a transfereˆncia, ge-
rando um efeito Stark nos n´ıveis de energia do corante e diminuindo
suas energias.
As superf´ıcies de carga nas dinaˆmicas eletroˆnica e do buraco du-
rante a reac¸a˜o IET esta˜o demonstradas nas Figuras 58 e 57, respectiva-
mente. As superf´ıcies de carga mostram que o ele´tron esta´ inicialmente
localizado no grupamento doador da mole´cula, por causa do mecanismo
de fotoexcitac¸a˜o. A maioria da carga e´ rapidamente injetada no clus-
ter de TiO2, mas permanece pro´xima ao corante. Depois de ≈ 12 fs,
a carga esta´ principalmente concentrada no grupamento cianoacr´ılico
e nas unidades de TiO2 pro´ximas. Tambe´m e´ observado que a tripla
ligac¸a˜o no grupamento ponte armadilha parte da carga eletroˆnica. O
buraco permanece no grupamento carbazol do corante.
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Figura 56 – Curvas de injec¸a˜o do corante CT-CA para o semicondutor
em treˆs diferentes situac¸o˜es: (i) estrutura r´ıgida e desconsiderando o
acoplamento ele´tron/buraco (preto); (ii) estrutura r´ıgida considerando
o acoplamento ele´tron/buraco (vermelho); e (iii) considerando o aco-
plamento ele´tron/buraco e o movimento nuclear (azul).
Figura 57 – Superf´ıcie de carga do pacote de onda do buraco durante
a IET. O buraco permanece localizado no grupamento carbazol do co-
rante durante toda a dinaˆmica.
A dinaˆmica quaˆntica mostra a presenc¸a de um componente lento
na injec¸a˜o eletroˆnica e o atribuimos a` posic¸a˜o energe´tica do estado exci-
tado do corante, que e´ pro´ximo a` banda de conduc¸a˜o do TiO2, tambe´m
como a presenc¸a de interac¸a˜o residual ele´tron/buraco no corante. A
ligac¸a˜o tripla tambe´m parece aprisionar o pacote de onda eletroˆnico,
aumentando assim a interac¸a˜o coulombiana da carga eletroˆnica rema-
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Figura 58 – Superf´ıcie de carga do pacote de onda eletroˆnico durante
a IET. Observa-se que o pacote de onda eletroˆnico e´ rapidamente inje-
tado, pore´m permanece pro´ximo ao corante.
nescente com o buraco. Logo, a sinergia entre esses dois efeitos pode
corroborar com os dados experimentais, em que e´ observada a presenc¸a
de componentes lentas no mecanismo de transfereˆncia eletroˆnica.
O sistema foi posteriormente estudado utilizando o me´todo QM/MM
simultaˆneo, em que o movimento nuclear e´ acoplado com o eletroˆnico.
Ao contra´rio das simulac¸o˜es anteriores, em que a dinaˆmica molecular
e´ calculada a priori no estado fundamental do corante, a dinaˆmica no
me´todo QM/MM simultaˆneo acopla as duas dinaˆmicas na superf´ıcie de
energia potencial do estado excitado. Treˆs situac¸o˜es foram estudadas:
transfereˆncia eletroˆnica com o me´todo QM/MM sequencial (o mesmo
utilizado nas simulac¸o˜es anteriores para o sistema), o me´todo QM/MM
simultaˆneo e com a estrutura r´ıgida (Figura 59). Diferentemente dos
resultados anteriores, em que a parte cla´ssica foi calculada com o pacote
Gromacs (SPOEL et al., 2005), neste caso todas as dinaˆmicas (molecular
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Figura 59 – Reac¸a˜o IET para o corante CT-CA em diferentes regimes.
O movimento nuclear tem influeˆncia a partir dos picossegundos.
e eletroˆnica) foram calculadas com o nosso programa, DinEMol.
O movimento nuclear na˜o influencia a componente ra´pida de
transfereˆncia eletroˆnica. Isto pode ser explicado por dois fatores: (i) a
escala de tempo da transfereˆncia eletroˆnica e´ mais ra´pida que a envol-
vida na energia de reorganizac¸a˜o da mole´cula, e (ii) o forte acoplamento
eletroˆnico entre o corante e o dio´xido de titaˆnio e, neste caso, o fato do
aceitador de ele´trons (TiO2) fornecer uma grande densidade de esta-
dos para entrar em ressonaˆncia com os estados de energia do corante.
Logo, o movimento nuclear tem influeˆncia secunda´ria no processo de
transfereˆncia eletroˆnica entre o corante e o semicondutor.
5.4 REAC¸A˜O PCET NO HBT
A transfereˆncia intramolecular de pro´tons envolvendo a mole´cula
2-(2’-hidroxifenol)benzotiazol (HBT), apresentada na Figura 60, foi es-
tudada. A mole´cula no estado fundamental possui o grupamento enol,
pore´m quando fotoexcitada ocorre a transfereˆncia de um pro´ton do
oxigeˆnio para o nitrogeˆnio, formando assim um equil´ıbrio ceto-eno´lico.
A configurac¸a˜o mais esta´vel no estado excitado possui um grupamento
cetona.
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Figura 60 – Estruturas qu´ımica e otimizada utilizando DFT (B3LYP/6-
31G(d,p)) da mole´cula HBT.
Primeiramente, a estrutura da mole´cula foi otimizada com o pro-
grama Gaussian 03 (FRISCH et al., 2004), utilizando a teoria do funci-
onal da densidade, com o funcional h´ıbrido B3LYP e func¸o˜es de base
6-31G(d,p). As estruturas otimizadas pelo Gaussian 03 (g03) e por
mecaˆnica molecular com o pacote Gromacs (gmx) (SPOEL et al., 2005)
mostram uma boa concordaˆncia, com ligac¸o˜es variando em menos de
0,1 A˚ e aˆngulos em menos de 5 graus. O alinhamento entre as estrutu-
ras esta´ demonstrado na Figura 61, e alguns comprimentos de ligac¸a˜o
e aˆngulos esta˜o demonstrados na Tabela 4. O campo de forc¸a utilizado
foi o OPLS-AA (JORGENSEN; MAXWELL; TIRADO-RIVES, 1996), e os
tipos de a´tomos utilizados esta˜o demonstrados na Figura 61.
Ligac¸o˜es, A˚ Aˆngulos, graus
g03 gmx g03 gmx
CB-CB 1,414 1,385 CB-S-CR 88,99 86,98
CB-NB 1,382 1,401 CB-NB-CR 112,7 111,2
CB-S 1,755 1,742 NB-CR-CA 123,3 121,9
S-CR 1,784 1,742 S-CR-CA 122,6 121,6
NB-CR 1,309 1,327 CB-CB-S 109,5 113,4
CR-CA 1,455 1,422 CB-CB-NB 114,7 111,9
CA-OH 1,341 1,363
Tabela 4 – Comparac¸a˜o da estrutura otimizada do HBT por mecaˆnica
molecular e por primeiros princ´ıpios. Os me´todos utilizados foram
B3LYP/6-31G(d,p) (DFT, g03) e OPLS-AA (MM, gmx).
Uma vez que a implementac¸a˜o por MM demonstrou-se boa para
descrever o estado fundamental da mole´cula, o pro´ximo passo foi a
comparac¸a˜o da MM implementada no Gromacs com o nosso programa,
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(a) Tipos de a´tomos (b) Estruturas otimizadas superimpostas
Figura 61 – Tipos de a´tomos da mole´cula HBT por MM (OPLS-AA) e
estruturas otimizadas por MM (azul) e DFT (vermelho) superimpostas.
DinEMol. As energias esta˜o demonstradas na Tabela 5, e os resulta-
dos mais uma vez corroboram que a implementac¸a˜o do nosso programa
esta´ correta. Percebe-se que os valores das interac¸o˜es intermoleculares
(Lennard-Jones e coulombiana) esta˜o em boa concordaˆncia quando o
me´todo utilizado e´ apenas o truncamento no raio de corte, demons-
trando que a metodologia diferente utilizada para o ca´lculo das in-
terac¸o˜es intermoleculares e´ a responsa´vel pelos valores diferentes de
energia demonstrados anteriormente na Sec¸a˜o (5.1).
Energias (kJ·mol−1)
Gromacs DinEMol
Ligac¸a˜o 5,456 5,456
Aˆngulo 35,20 35,20
Diedro 0,3050 0,3050
Lennard-Jones (intra) 8,249 8,228
LJ trunc. no raio de corte 8,175 8,175
Coulombiana Intra 10,16+39,32 33,60
Coul. trunc. no raio de corte 10,16+39,32 48,83
Tabela 5 – Implementac¸a˜o da mecaˆnica molecular em nosso programa
(DinEMol) comparada com o pacote Gromacs.
Otimizamos a estrutura pelo me´todo simulated annealing, utili-
zando o pacote Gromacs (SPOEL et al., 2005). Descrevemos a ligac¸a˜o do
pro´ton com o a´tomo doador (oxigeˆnio) e aceitador (nitrogeˆnio) por um
potencial de Morse, e obtivemos distaˆncias de ligac¸a˜o para o pro´ton no
estado fundamental em bom acordo com a calculada pelo Gaussian 03:
O–H de 1,02 A˚ (0,99 A˚) e N–H de 1,74 A˚ (1,74 A˚).
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5.4.1 Propriedades eletroˆnicas
Em seguida, as propriedades eletroˆnicas do HBT foram calcu-
ladas pelo mesmo me´todo utilizado na otimizac¸a˜o da mole´cula (DFT,
B3LYP/6-31G(d,p)). Os valores obtidos para as energias e densidades
de carga dos orbitais moleculares, juntamente com o valor de dipolo
ele´trico, foram utilizados como padra˜o para obtenc¸a˜o de paraˆmetros
de Hu¨ckel. Os orbitais moleculares de fronteira (HOMO-1, HOMO,
LUMO e LUMO+1) esta˜o demonstrados na Figura 62.
Os resultados obtidos para as propriedades eletroˆnicas com os
paraˆmetros de Hu¨ckel originais (ALVAREZ, 1989) (na˜o demonstrados)
mostram pouca concordaˆncia com os dados obtidos por DFT. Assim,
os paraˆmetros para quatro tipos de a´tomos (CA, SS, NB e OH) foram
otimizados, levando em considerac¸a˜o a energia, simetria e ocupac¸a˜o
dos orbitais moleculares. Para a otimizac¸a˜o, apenas os 5 orbitais mo-
leculares envolvidos diretamente nas transic¸o˜es no UV/VIS (HOMO-2,
HOMO-1, HOMO, LUMO e LUMO+1) foram considerados. A oti-
mizac¸a˜o foi realizada com sucesso utilizando o algoritmo gene´tico e
gradiente conjugado, desenvolvido em nosso grupo de pesquisa (HOFF;
SILVA; REGO, 2012; HOFF; REGO, 2013).
Os quatro orbitais moleculares de fronteira (HOMO-1, HOMO,
LUMO e LUMO+1) calculados pelo me´todo de Hu¨ckel estendido esta˜o
demonstrados na Figura 63. A diferenc¸a entre as energias dos orbi-
tais de fronteira selecionados e o valor do momento de dipolo esta˜o
demonstrados na Tabela 6. Os valores obtidos esta˜o em o´tima con-
cordaˆncia, mostrando que o me´todo de Hu¨ckel Estendido, apesar de ser
semi-emp´ırico, consegue reproduzir bem as propriedades eletroˆnicas da
mole´cula.
Energias (eV) g03 DinEMol
∆E1 (L–H) 4,143 4,125
∆E2 (H–H1) 0,622 0,614
∆E3 (H–H2) 0,764 0,764
∆E4 (L1–L) 1,341 1,451
∆E5 (L2–L) 1,820 1,708
Dipolo (D) 1,99 1,89
Tabela 6 – Comparac¸a˜o das propriedades eletroˆnicas obtidas por pri-
meiros princ´ıpios (g03) e por Hu¨ckel Estendido (DinEMol).
Os treˆs principais picos de absorc¸a˜o UV/VIS da mole´cula, calcu-
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(a) HOMO-1 (b) HOMO
(c) LUMO (d) LUMO+1
Figura 62 – Orbitais moleculares para a mole´cula HBT calculados por
DFT, com o funcional B3LYP e func¸o˜es de base 6-31G(d,p).
lados com a teoria do funcional da densidade dependente do tempo
(TD-DFT) (CASIDA et al., 1998), esta˜o demonstrados na Tabela 7.
Os picos envolvem principalmente os orbitais HOMO e LUMO, jun-
tamente com menores contribuic¸o˜es dos orbitais HOMO-2, HOMO-1
e LUMO+1. O ca´lculo do espectro de absorc¸a˜o UV/Vis tambe´m foi
calculado via EH (Figura 64), a partir da equac¸a˜o (MCGLYNN, 1972)
fφϕ =
8π2kcme
3hc2
|~µφϕ|
2 , (5.4)
sendo fφϕ a forc¸a do oscilador, k o nu´mero de onda da transic¸a˜o e |~µφϕ|
o momento de dipolo de transic¸a˜o entre os orbitais moleculares |φ〉 e
|ϕ〉.
O gra´fico, apresentado na Figura 64, mostra que os treˆs prin-
cipais picos no UV/VIS calculados via EH esta˜o deslocados para o
azul em aproximadamente 30 nm quando comparados com os valores
calculados por TD-DFT, resultado considerado bom, levando em con-
siderac¸a˜o o me´todo envolvido.
Assim, com a descric¸a˜o da estrutura da mole´cula e de suas pro-
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(a) HOMO-1 (b) HOMO
(c) LUMO (d) LUMO+1
Figura 63 – Orbitais moleculares para a mole´cula HBT calculados com
o me´todo EH. Os paraˆmetros de Hu¨ckel foram otimizados com o algo-
ritmo gene´tico, utilizando os orbitais calculados por DFT como padra˜o.
Energia (eV) λ (nm) Forc¸a do oscilador
Estado excitado 1 3,71 334,5 0,3397
Estado excitado 2 4,24 292,7 0,1129
Estado excitado 3 4,38 283,3 0,2152
Tabela 7 – Principais picos de absorc¸a˜o UV/VIS calculados por TD-
DFT, utilizando B3LYP/6-31G(d,p), com o pacote Gaussian 03.
priedades eletroˆnicas validadas, simulac¸o˜es de dinaˆmica molecular e
dinaˆmica eletroˆnica foram realizadas para descrever a reac¸a˜o ESIPT
no HBT com o me´todo QM/MM simultaˆneo.
5.4.2 Dinaˆmica molecular
A dinaˆmica molecular cla´ssica da mole´cula HBT foi realizada
com o campo de forc¸a OPLS-AA. Foi utilizado o potencial de Morse
para descrever as ligac¸o˜es entre o pro´ton e o a´tomo doador (O) e aceita-
123
250 300 350
Comprimento de onda, nm
0
0.0002
0.0004
0.0006
0.0008
Fo
rç
a 
do
 o
sc
ila
do
r, 
a.
u.
Figura 64 – Espectro de absorc¸a˜o do HBT calculado por EH. Os pi-
cos se encontram desviados para o azul em torno de 30 nm quando
comparados com os valores calculados por TD-DFT.
dor (N). Pelo fato de o potencial de Morse ter uma grande dependeˆncia
com a distaˆncia entre doador/aceitador, foi acrescentado um poten-
cial harmoˆnico entre os a´tomos O–N para manter a distaˆncia entre os
a´tomos aproximadamente fixa. Va´rios modelos cla´ssicos que descrevem
transfereˆncias de pro´tons utilizam alguma forma de repulsa˜o entre os
centros doador e aceitador; e o uso de um potencial harmoˆnico e´ trivial
em termos de implementac¸a˜o.
Na dinaˆmica da reac¸a˜o ESIPT a transfereˆncia de pro´ton ocorre
apo´s a fotoexcitac¸a˜o. Logo, a descric¸a˜o da reac¸a˜o e´ dividida em va´rias
etapas de simulac¸a˜o:
1. Termalizac¸a˜o do sistema a T = 300 K, no ensemble NVT, no
estado fundamental;
2. Selec¸a˜o de configurac¸o˜es mais representativas da trajeto´ria obtida
no passo anterior pelo desvio quadra´tico me´dio (rmsd) Ω(t):
Ω(t) =
∫ T
0
FMO∑
k
|~Rk(t)− ~Rk(t
′)|2dt′ ; (5.5)
3. Simulac¸a˜o de dinaˆmica molecular a T = 300 K com as confi-
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gurac¸o˜es selecionadas, no ensemble NVT, no estado excitado.
As simulac¸o˜es envolvendo o estado fundamental da mole´cula foram re-
alizadas no regime cla´ssico, utilizando o programa DinEMol. As si-
mulac¸o˜es cla´ssicas foram feitas com um passo de δt = 0,001 fs, ne-
cessa´rio para descrever a transfereˆncia de pro´ton adequadamente. Os
algoritmos utilizados para a evoluc¸a˜o temporal e acoplamento de tem-
peratura foram os implementados no programa, conforme descritos na
Sec¸a˜o (5.1).
As simulac¸o˜es envolvendo a dinaˆmica da mole´cula no estado ex-
citado foram realizadas com o me´todo QM/MM simultaˆneo. Neste
me´todo desenvolvido em nosso grupo, o acoplamento entre a dinaˆmica
quaˆntica e cla´ssica e´ realizado pela introduc¸a˜o de um potencial de ex-
citac¸a˜o V exci no a´tomo i devido a interac¸a˜o entre a carga ∆qi e as cargas
∆qj geradas pelos pacote de onda do ele´tron e buraco. A presenc¸a de
V exc para descrever a superf´ıcie de energia potencial do estado excitado
deve, portanto, servir como forc¸a motriz para ocorrer a transfereˆncia
do pro´ton durante a ESIPT.
Como descrito anteriormente, no me´todo QM/MM simultaˆneo e´
adicionado um termo extra ao potencial do campo de forc¸a do estado
fundamental,
Vi = V
FF
i + V
exc
i , (5.6)
em que o potencial de excitac¸a˜o, V exci , e´ dado pela Equac¸a˜o 4.79.
No caso espec´ıfico do pro´ton, o potencial de excitac¸a˜o e´ dado por
V exci=H+ =
(qi +∆qi)
4πǫ0
∑
j
(qj +∆qj)
Rij
. (5.7)
Expandindo a equac¸a˜o acima, obte´m-se quatro termos,
V exci=H+ =
qi
4πǫ0
∑
j
qj
Rij
+
∆qi
4πǫ0
∑
j
∆qj
Rij
+
∆qi
4πǫ0
∑
j
qj
Rij
+
qi
4πǫ0
∑
j
∆qj
Rij
.
(5.8)
Os dois primeiros termos da equac¸a˜o sa˜o, respectivamente, o potencial
coulombiano do FF do estado fundamental e o potencial de excitac¸a˜o
utilizado para os demais a´tomos. Pore´m, no caso do pro´ton o valor
de ∆qH+ e´ aproximadamente zero, e os termos coulombianos de vizi-
nhos pro´ximos sa˜o exclu´ıdos no campo de forc¸a. Logo, o u´ltimo termo
cruzado da Equac¸a˜o 5.8 acima e´ essencialmente o responsa´vel pelo po-
tencial de excitac¸a˜o do pro´ton.
Desta forma, a dinaˆmica eletroˆnica influencia a dinaˆmica mo-
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lecular a partir da carga ∆q(t), calculada a cada passo de tempo de
acordo com a ocupac¸a˜o dos pacotes de onda eletroˆnico e do buraco
(conforme demonstrado na Equac¸a˜o 4.80).
A primeira parte da simulac¸a˜o e´ uma dinaˆmica molecular cla´ssica
com o campo de forc¸a OPLS-AA (JORGENSEN; MAXWELL; TIRADO-
RIVES, 1996), incluindo o potencial de Morse para descrever as ligac¸o˜es
O–H e N–H. Um resultado da simulac¸a˜o no estado fundamental no
ensemble NVT esta´ demonstrado na Figura 65. Observa-se que os
comprimentos de ligac¸a˜o oscilam em torno dos valores de equil´ıbrio. A
estrutura mante´m sua conformac¸a˜o caracter´ıstica no estado fundamen-
tal (enol) mesmo com um potencial de Morse entre os a´tomos N–H.
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Figura 65 – Dinaˆmica molecular no ensemble NVT, com T = 300 K,
da mole´cula HBT. A dinaˆmica foi realizada no estado fundamental.
Observa-se que a estrutura mante´m sua configurac¸a˜o do GS.
Em seguida, as configurac¸o˜es mais representativas foram seleci-
onadas a partir das trajeto´rias do sistema no estado fundamental. As
cinco configurac¸o˜es mais representativas foram escolhidas, utilizando-se
a Equac¸a˜o 5.5, para serem utilizadas como estado inicial para simular
a transfereˆncia do pro´ton. O desvio quadra´tico me´dio das estruturas
obtidas a partir da trajeto´ria da etapa anterior pode ser visto na Figura
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66.
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Figura 66 – Configurac¸o˜es mais representativas do HBT obtidas a partir
da simulac¸a˜o de dinaˆmica molecular a T = 300 K. As configurac¸o˜es
escolhidas foram as correspondentes aos frames 2267, 3 e 2500.
A primeira configurac¸a˜o simulada com o me´todo QM/MM si-
multaˆneo foi a obtida com o menor rmsd dentre todas as configurac¸o˜es
da trajeto´ria (configurac¸a˜o 2267). Pode-se observar claramente (Figura
67) que o pro´ton foi transferido na simulac¸a˜o. A distaˆncia O–H no es-
tado excitado oscila em torno de 1,7 A˚, enquanto a distaˆncia N–H fica
em torno de 1,05 A˚. Observa-se que a transfereˆncia ocorre em ≈ 70
fs, em acordo com os resultados experimentais que observam uma taxa
de reac¸a˜o em torno de 60–100 fs (LOCHBRUNNER; WURZER; RIEDLE,
2003).
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Figura 67 – Dinaˆmica molecular no estado excitado da mole´cula HBT,
com T = 300 K. Na esquerda, a distaˆncia da ligac¸a˜o O–H e na di-
reita, a ligac¸a˜o N–H. Percebe-se claramente a transfereˆncia de pro´ton
na simulac¸a˜o.
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A transfereˆncia ocorreu devido a` inclusa˜o do potencial de ex-
citac¸a˜o, V exc, na dinaˆmica da mole´cula, para descrever o estado exci-
tado. Pode-se observar, pelos valores das cargas atoˆmicas durante a
simulac¸a˜o (Figura 68), que a carga atoˆmica no oxigeˆnio esta´ parcial-
mente positiva e no nitrogeˆnio parcialmente negativa. Isso forma um
potencial coulombiano favora´vel a` transfereˆncia do pro´ton. A presenc¸a
de uma leve carga positiva no a´tomo de oxigeˆnio no ES em relac¸a˜o ao
estado fundamental em sistemas feno´licos ja´ foi descrita na literatura,
sendo responsa´vel por afetar a acidez das mole´culas. Neste caso, o po-
tencial coulombiano gerado pelas cargas atoˆmicas no estado excitado,
juntamente com o potencial de Morse N–H, e´ suficientemente forte para
contrabalancear o potencial de Morse utilizado para descrever a ligac¸a˜o
O–H. Assim, acreditamos ter descrito corretamente a assimetria reversa
encontrada para este sistema entre as superf´ıcies de energia potencial
do GS e ES.
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Figura 68 – Cargas atoˆmicas ∆qi calculadas para os a´tomos envolvi-
dos na transfereˆncia do pro´ton (O, N e H) e suas respectivas me´dias.
Observa-se que a carga atoˆmica no oxigeˆnio esta´ parcialmente positiva e
no nitrogeˆnio negativa, formando um potencial coulombiano favora´vel
a` transfereˆncia. Simulac¸a˜o a T = 300 K, no estado excitado, com a
configurac¸a˜o 2267.
Para descrever corretamente a dinaˆmica do pro´ton apo´s a foto-
excitac¸a˜o, espera-se que o pro´ton seja transferido apo´s a fotoexcitac¸a˜o
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e que, posteriormente, retorne para o estado fundamental e o pro´ton
volte para o oxigeˆnio. Pode-se observar (Figura 69) que o me´todo des-
creve corretamente a relaxac¸a˜o do pro´ton para o centro doador quando
a dinaˆmica retorna ao estado fundamental.
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Figura 69 – Dinaˆmica molecular no ensemble NVT, com T = 300 K,
para a configurac¸a˜o 2267 da mole´cula HBT. Estados fundamental, ex-
citado e fundamental. Observa-se claramente a transfereˆncia do pro´ton
no estado excitado.
Pore´m, o me´todo mostrou ser bastante sens´ıvel em relac¸a˜o a` es-
trutura inicial utilizada. Por exemplo, os resultados obtidos para a
configurac¸a˜o 3 (Figura 70) e a configurac¸a˜o 2500 (Figura 71) na˜o de-
monstram claramente a transfereˆncia de pro´ton como no caso anterior.
Na configurac¸a˜o 3, ocorre a transfereˆncia de pro´ton apo´s cerca de 700
fs, em discordaˆncia com a ra´pida transfereˆncia observada experimen-
talmente. No caso da configurac¸a˜o 2500, na˜o se observou transfereˆncia
durante o tempo simulado.
As outras configurac¸o˜es mais representativas da Figura 66 apre-
sentaram resultados semelhantes. Na configurac¸a˜o 1120, a transfereˆncia
ocorreu em ≈175 fs, pore´m o processo na˜o foi esta´vel; o pro´ton retor-
nou para o oxigeˆnio apo´s cerca de 300 fs, transferindo posteriormente
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em ≈675 fs. No caso da configurac¸a˜o 1846, observou-se a transfereˆncia
do pro´ton em ≈200 fs.
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Figura 70 – Dinaˆmica molecular do estado excitado no ensemble NVT,
com T = 300 K, para a configurac¸a˜o 3 da mole´cula HBT. Percebe-se a
transfereˆncia do pro´ton apo´s ≈700 fs.
Uma poss´ıvel explicac¸a˜o para este comportamento baseia-se na
variac¸a˜o da interac¸a˜o coulombiana no estado excitado. A ideia e´ que a
interac¸a˜o coulombiana via V exc contrabalanceie o potencial de Morse,
acarretando assim uma forc¸a motriz para a transfereˆncia de pro´ton.
Pore´m, a carga varia bastante durante a dinaˆmica molecular; basta
analisar as Figuras 70 e 71. Assim, o potencial coulombiano formado
pode na˜o ser forte o suficiente para contrabalancear o potencial de
Morse, e portanto na˜o ocorre a transfereˆncia.
Uma poss´ıvel soluc¸a˜o e´ obter as cargas com outro me´todo du-
rante a simulac¸a˜o, talvez com o uso de uma iterac¸a˜o de carga auto-
consistente como ja´ existente em outras verso˜es do me´todo de Hu¨ckel
Estendido (MCGLYNN, 1972). Outra opc¸a˜o e´ utilizar outro tipo de carga
atoˆmica, como as dependentes do potencial eletrosta´tico da mole´cula
(RESP (BAYLY et al., 1993), CHelpG (BRENEMAN; WIBERG, 1990)).
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Figura 71 – Dinaˆmica molecular do estado excitado no ensemble NVT,
com T = 300 K, para a configurac¸a˜o 2500 da mole´cula HBT. Na˜o se
observa a transfereˆncia do pro´ton durante o tempo simulado.
Tambe´m e´ questiona´vel tratar uma simples transic¸a˜o HOMO→LUMO
como uma interac¸a˜o ele´tron/buraco.
Para investigar o efeito da temperatura no processo de trans-
fereˆncia do pro´ton, foram realizadas simulac¸o˜es no ensemble NVT na
temperatura de 30 K. As variac¸o˜es das distaˆncias H–O, N–H e O–H
para uma simulac¸a˜o MD no estado fundamental esta˜o demonstradas
na Figura 72. Observa-se que os valores me´dios das distaˆncias esta˜o
de acordo com os valores otimizados obtidos pelo Gaussian (QM) e
Gromacs (MM). Os valores oscilam com menor intensidade neste caso,
comparado ao caso T = 300 K (Figura 65), como esperado.
Em seguida, foi realizada a simulac¸a˜o no estado excitado a T
= 30 K com uma configurac¸a˜o t´ıpica da trajeto´ria. As distaˆncias de
ligac¸a˜o O–H e N–O esta˜o demonstradas na Figura 73. Observa-se que
na˜o ocorre a transfereˆncia de pro´ton. Apesar da presenc¸a do potencial
coulombiano, a baixa temperatura na˜o permite que a estrutura visite
distaˆncias N–O menores, vital para a transfereˆncia. Portanto o me´todo
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Figura 72 – Dinaˆmica molecular no ensemble NVT, com T = 30 K, no
estado fundamental da mole´cula HBT.
demonstra que ha´ uma dependeˆncia da transfereˆncia de pro´ton com a
temperatura. Isso parece ir contra os dados experimentais, que obser-
vam a transfereˆncia do pro´ton para este sistema em temperaturas de
ate´ 7 K.
O efeito da temperatura, observado com o me´todo utilizado, te-
ria relac¸a˜o com os movimentos essenciais relacionados a` transfereˆncia
do pro´ton, em especial os quatro modos normais identificados em resul-
tados experimentais (LOCHBRUNNER; WURZER; RIEDLE, 2003). Estes
modos sa˜o essenciais para diminuir a distaˆncia N–O no estado excitado
e permitir a transfereˆncia eletroˆnica. Portanto, o me´todo utilizado neste
trabalho mostra dependeˆncia com a temperatura pois a distaˆncia N–O
tem uma dependeˆncia direta com a temperatura na dinaˆmica molecu-
lar. Caso o campo de forc¸a descreva corretamente os modos normais
envolvidos (ou seja, os movimentos essenciais para descrever a distaˆncia
N–O), o me´todo utilizado sera´ apto para descrever a ESIPT.
Tambe´m pode-se observar que as cargas atoˆmicas produzidas
na simulac¸a˜o com T = 30 K (Figura 73) na˜o variam muito durante
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Figura 73 – Dinaˆmica molecular no estado excitado do HBT, com T =
30 K. Acima, na esquerda, esta´ demonstrada a distaˆncia da ligac¸a˜o O–H
e na direita, a ligac¸a˜o N–H. Percebe-se que na˜o ocorreu a transfereˆncia
de pro´ton na simulac¸a˜o.
a simulac¸a˜o, com a carga atoˆmica do oxigeˆnio parcialmente positiva
e a carga do nitrogeˆnio parcialmente negativa. A interac¸a˜o coulombi-
ana formada pelas cargas poderia acarretar a transfereˆncia do pro´ton,
pore´m o processo na˜o e´ observado. Logo, a interac¸a˜o coulombiana pro-
duzida parece ter um efeito secunda´rio como forc¸a motriz da reac¸a˜o
PCET. O movimento nuclear, enta˜o, e´ o principal responsa´vel pela
transfereˆncia do pro´ton no modelo utilizado.
Embora tenha sido observado uma dependeˆncia do me´todo com
a estrutura inicial e a temperatura, a abordagem parece promissora
para descrever as reac¸o˜es ESIPT. Experimentalmente, o movimento
bal´ıstico utilizado para descrever a mole´cula sugere que efeitos na˜o-
adiaba´ticos podem ser negligenciados, tornando a descric¸a˜o cla´ssica
apropriada. As dinaˆmicas eletroˆnica e molecular precisam ser refinadas
para simular as reac¸o˜es ESIPT. A parte eletroˆnica, como ja´ mencionado
anteriormente, pode ser melhorada calculando as cargas atoˆmicas com
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outros me´todos e/ou tornando o processo autoconsistente. A parte
molecular pode ser melhorada otimizando os paraˆmetros dos campos
de forc¸a para descrever de forma mais apropriada os modos normais da
mole´cula, e/ou modificando o tratamento da distaˆncia N–O, essencial
para a transfereˆncia de pro´tons ocorrer.
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6 CONCLUSO˜ES
O trabalho desenvolvido procurou descrever fenoˆmenos dinaˆmicos
em sistemas moleculares. Para isso, va´rios sistemas foram estudados,
utilizando diferentes metodologias.
Foi implementado um co´digo de dinaˆmica molecular cla´ssica,
acoplado ao programa ja´ desenvolvido em nosso grupo de pesquisa, Di-
nEMol. A implementac¸a˜o foi comparada com o pacote computacional
Gromacs, amplamente utilizado neste tipo de simulac¸a˜o.
A implementac¸a˜o da dinaˆmica molecular cla´ssica em nosso pro-
grama permitiu o desenvolvimento do me´todo h´ıbrido QM/MM si-
multaˆneo, em que as dinaˆmicas molecular e eletroˆnica sa˜o acopladas
e calculadas simultaneamente.
Em uma parte deste trabalho, estudou-se a solvatac¸a˜o prefe-
rencial observada por corantes em misturas de metanol/a´gua. Com
a realizac¸a˜o de simulac¸o˜es de dinaˆmica molecular cla´ssica, observou-
se que a solvatac¸a˜o preferencial ocorre devido a interac¸o˜es espec´ıficas
soluto-solvente, em que o grupamento fenol do corante estudado tem
uma mudanc¸a brusca no microambiente de solvatac¸a˜o nas misturas, e
interac¸o˜es solvente-solvente entre a a´gua e metanol, corroborando os
resultados experimentais.
Em outra parte do trabalho, estudou-se o mecanismo de trans-
fereˆncia eletroˆnica interfacial em sistemas de ce´lulas solares de corantes
D-π-A atrave´s dos me´todos h´ıbridos QM/MM sequencial e simultaˆneo.
O processo de transfereˆncia eletroˆnica interfacial estudado tambe´m cor-
roborou dados experimentais. As componentes lentas observadas expe-
rimentalmente no processo de transfereˆncia ocorrem devido a` presenc¸a
de cerca de 30% do pacote de onda que na˜o e´ injetado no semicondu-
tor, interagindo consideravelmente com o buraco, que permanece no co-
rante. A presenc¸a de parte do pacote de onda na superf´ıcie do semicon-
dutor explica a presenc¸a do efeito Stark observado experimentalmente,
que diminui a energia dos n´ıveis de energia do corante, retardando a
transfereˆncia eletroˆnica.
Por fim, utilizou-se o me´todo QM/MM simultaˆneo desenvolvido
em nosso grupo de pesquisa para estudar a reac¸a˜o de transfereˆncia
de pro´ton intramolecular que ocorre no estado excitado da mole´cula
HBT. Este sistema apresenta assimetria reversa entre as superf´ıcies de
energia potencial do estado fundamental e excitado, e a utilizac¸a˜o do
me´todo mostrou-se adequada para descrever a f´ısica do processo, com
a transfereˆncia ocorrendo em cerca de 70 fs; pore´m, o me´todo depende
136
fortemente da estrutura inicial e da temperatura da simulac¸a˜o.
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APEˆNDICE A -- Modelos mecaˆnico-quaˆntico simples
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Neste apeˆndice sera˜o tratados modelos simples, com base na
mecaˆnica quaˆntica, que descrevem a mudanc¸a de estados eletroˆnicos de-
vido a uma perturbac¸a˜o externa, utilizando como base a teoria da per-
turbac¸a˜o dependente do tempo. Estes modelos foram utilizados, e ainda
sa˜o, para descrever processos f´ısicos como a transfereˆncia eletroˆnica en-
tre reagentes ou a passagem atrave´s de uma barreira de energia po-
tencial. No caso de reac¸o˜es de transfereˆncia eletroˆnica, os reagentes
podem ser considerados como dois estados na˜o-perturbados em que,
com a presenc¸a de uma perturbac¸a˜o − o acoplamento eletroˆnico entre
os reagentes − ocorre a transfereˆncia de carga de um reagente para
outro.
A.1 SISTEMA DE DOIS NI´VEIS
Assume-se que queremos validar o efeito de uma perturbac¸a˜o ex-
terna em dois estados com energias pro´ximas o suficiente para interagir
e com energias bem diferentes de todos os outros estados do sistema.
Quando a intensidade da perturbac¸a˜o e´ suficientemente fraca, pode ser
demonstrado que seu efeito nesses dois estados pode ser calculado, em
uma primeira aproximac¸a˜o, ignorando todos os outros n´ıveis de energia
do sistema, isto e´, todos os ca´lculos podem ser feitos em um subespac¸o
bidimensional do espac¸o de estados.
Escolhemos como base o subsistema dos dois autoestados |ϕ1〉
e |ϕ2〉 do Hamiltoniano na˜o-perturbado H0, com autovalores, respec-
tivamente, E1 e E2,
H0|ϕ1〉 = E1|ϕ1〉, (A.1)
H0|ϕ2〉 = E2|ϕ2〉. (A.2)
Essa base e´ ortonormal,
〈ϕi|ϕj〉 = δij i, j = 1, 2. (A.3)
Suponha que queiramos levar em considerac¸a˜o uma perturbac¸a˜o ex-
terna ou interac¸o˜es internas do sistema, incialmente negligenciadas em
H0. O Hamiltoniano torna-se
H = H0 +W. (A.4)
Os autoestados e autovalores de H sa˜o descritos por |ϕ±〉 e E±,
H|ϕ+〉 = E+|ϕ+〉, (A.5)
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H|ϕ−〉 = E−|ϕ−〉. (A.6)
Na auseˆncia de acoplamento, E1 e E2 sa˜o as poss´ıveis energias do
sistema, e os estados |ϕ1〉 e |ϕ2〉 sa˜o estados estaciona´rios. Como con-
sequeˆncia do acoplamento, as energiasE1 eE2 na˜o sa˜o mais as energias
poss´ıveis do sistema, e |ϕ1〉 e |ϕ2〉 na˜o sa˜o mais estados estaciona´rios
(Figura 74).
Figura 74 – Variac¸a˜o das energias E+ e E− em relac¸a˜o a` diferenc¸a de
energia ∆ = (E1 − E2)/2. Na auseˆncia de acoplamento, os n´ıveis se
cruzam na origem (linhas pontilhadas). Sob o efeito de acoplamento
eletroˆnicoW , os n´ıveis perturbados se evitam e obte´m-se uma curva de
anticruzamento. Figura adaptada de (COHEN-TANNOUDJI; DIU; LALOE,
1977).
A representac¸a˜o matricial do Hamiltoniano H na base {|ϕ1〉,
|ϕ2〉} e´ descrita por
H =
(
E1 +W11 W12
W21 E2 +W22
)
.
Diagonalizando essa matriz, obtemos os novos autovalores E+ e
E−,
E+ = Em +
√
∆2 + |W12|2, (A.7)
E− = Em −
√
∆2 + |W12|2, (A.8)
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sendo Em = 1/2(E1 + E2) e ∆ = 1/2(E1 − E2).
A.1.1 Autovetores
Sem a perturbac¸a˜o ao sistema (neste caso, o acoplamento eletroˆnico),
os dois estados |ϕ1〉 e |ϕ2〉 sa˜o os autovetores do Hamiltoniano na˜o-
perturbadoH0. Com a adic¸a˜o da perturbac¸a˜oW , os novos autovetores
sa˜o combinac¸o˜es lineares dos antigos estados estaciona´rios |ϕ1〉 e |ϕ2〉,
com coeficientes determinados pela equac¸a˜o de autovalores(
E1 +W11 W12
W21 E2 +W22
)(
x
y
)
= E+
(
x
y
)
,
onde x e y determinam os coeficientes para a sobreposic¸a˜o dos estados
|ϕ1〉 e |ϕ2〉 para a formac¸a˜o dos novos autovetores |ψ+〉 e |ψ−〉.
Com a resoluc¸a˜o dessa equac¸a˜o, obtemos os novos autovetores
|ψ+〉 = cos (θ/2)e
−iφ/2|ϕ1〉+ sin (θ/2)e
iφ/2|ϕ2〉. (A.9)
|ψ−〉 = − sin (θ/2)e
−iφ/2|ϕ1〉+ cos (θ/2)e
iφ/2|ϕ2〉, (A.10)
com valores de θ e φ,
tan θ =
2|W12|
(E1 +W11)− (E2 +W22)
=
sin θ
cos θ
=
|ca|
|cb|
. (A.11)
W12 = |W12|e
−iφ. (A.12)
A.1.2 Ressonaˆncia quaˆntica
Quando E1 = E2 = Em, o estado de energia correspondente
a H0 e´ duplamente degenerado. O acoplamento W12 quebra essa
degeneresceˆncia e, em particular, origina um n´ıvel em que a energia
e´ diminu´ıda por |W12|. Este efeito tambe´m pode ser observado no
processo de transfereˆncia de ele´trons. Na regia˜o de intersecc¸a˜o entre
duas superf´ıcies de energia potencial, o acoplamento eletroˆnico diminui
a energia na a´rea de intersecc¸a˜o em uma quantidade proporcional a
|W12|.
Peguemos o exemplo da mole´cula de benzeno e duas formas de
ressonaˆncia, chamadas de a e b (Figura 75). O estado fundamental para
cada um dos estados, separadamente, tem a mesma energia (facilmente
visto por simetria), com o valor de E1 = 〈ϕ1|H|ϕ1〉 = 〈ϕ2|H|ϕ2〉 =
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Em; ou seja, o estado fundamental e´ duplamente degenerado. Mas,
como ha´ acoplamento entre os dois estados, o elemento de matriz na˜o-
diagonal 〈ϕ2|H|ϕ1〉 e´ diferente de zero; esse acoplamento entre os
estados |ϕ1〉 e |ϕ2〉 gera dois n´ıveis distintos, um que possui energia
menor que Em. A mole´cula, portanto, e´ mais esta´vel que o esperado
se houvessem dois estados distintos na˜o-acoplados.
Figura 75 – Representac¸a˜o esquema´tica das duas configurac¸o˜es da
mole´cula de benzeno.
Ale´m disso, em seu verdadeiro estado fundamental, a configurac¸a˜o
da mole´cula na˜o pode ser representada por nenhum dos estados a ou
b; o estado e´ uma combinac¸a˜o linear de |ϕ1〉 e |ϕ2〉 (Figura 75).
Um segundo exemplo e´ a mole´cula H+2 , tambe´m com energia
me´dia Em(R) = 〈ϕ1|H|ϕ1〉 = 〈ϕ2|H|ϕ2〉, onde (R) explicita a
dependeˆncia parame´trica da energia com a distaˆncia internuclear R.
Os dois estados |ϕ1〉 e |ϕ2〉 na˜o sa˜o, entretanto, estados estaciona´rios,
ja´ que o elemento de matriz 〈ϕ2|H|ϕ1〉 na˜o e´ zero (ha´ acoplamento
entre os estados).
Novamente, obtemos um n´ıvel de energia menor que Em(R) e,
no estado fundamental, a func¸a˜o de onda do ele´tron e´ uma combinac¸a˜o
linear das duas configurac¸o˜es. Logo, o ele´tron na˜o esta´ mais localizado
somente em um dos pro´tons, e e´ essa deslocalizac¸a˜o que, diminuindo a
energia potencial, e´ responsa´vel pela ligac¸a˜o qu´ımica.
A.1.3 Dinaˆmica: Fo´rmula de Rabi
Agora descreveremos a dinaˆmica do sistema perturbado em ter-
mos dos estados na˜o-perturbados, |ϕ1〉 e |ϕ2〉. Este modelo e´ interes-
sante para estudar, por exemplo, a probabilidade de transfereˆncia de
carga entre dois reagentes quando ha´ acoplamento entre eles.
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Sendo o estado |ψ(t)〉 do sistema no tempo t definido por
ψ(t) = a1(t)|ϕ1〉+ a2(t)|ϕ2〉. (A.13)
A evoluc¸a˜o de |ψ(t)〉 na presenc¸a do acoplamentoW se da´ pela equac¸a˜o
de Schro¨dinger,
ih¯
d
dt
|ψ(t)〉 = (H0 +W )|ψ(t)〉. (A.14)
Projetando a equac¸a˜o acima em |ϕ1〉 e |ϕ2〉, e comW11 =W22 = 0,
temos
ih¯
d
dt
a1(t) = E1a1(t) +W12a2(t). (A.15)
ih¯
d
dt
a2(t) =W21a1(t) + E2a2(t). (A.16)
Se o acoplamento W12 6= 0, essas equac¸o˜es formam um sistema li-
near de equac¸o˜es diferenciais homogeˆneas acopladas. Para resolveˆ-lo,
devemos decompor |ψ(0)〉 em termos de |ψ+〉 e |ψ−〉. Logo,
|ψ(0)〉 = λ|ψ+〉+ µ|ψ−〉. (A.17)
Temos enta˜o
|ψ(t)〉 = λe−iE+t/h¯|ψ+〉+ µe
−iE−t/h¯|ψ−〉. (A.18)
Vamos assumir que, em t = 0, o sistema se encontra no estado 1, ou
seja, |ψ(0)〉 = |ϕ1〉, e calcular a probabilidade P12(t) do sistema se
encontrar no estado |ϕ2〉 no instante de tempo t.
Expandindo o vetor |ψ(0)〉 = |ϕ1〉 na base {|ψ+〉, |ψ−〉},
obtemos
|ψ(0)〉 = |ϕ1〉 = e
iφ/2
[
cos
θ
2
|ψ+〉 − sin
θ
2
|ψ−〉
]
, (A.19)
e tambe´m temos
|ψ(t)〉 = eiφ/2
[
cos
θ
2
e−iE+t/h¯|ψ+〉 − sin
θ
2
e−iE−t/h¯|ψ−〉
]
.
(A.20)
A amplitude de probabilidade de encontrar o sistema no estado
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|ϕ2〉 e´ escrita como
〈ϕ2|ψ(t)〉 = e
iφ/2
[
cos
θ
2
e−iE+t/h¯〈ϕ2|ψ+〉 − sin
θ
2
e−iE−t/h¯〈ϕ2|ψ−〉
]
= eiφ sin
θ
2
cos
θ
2
[
e−iE+t/h¯ − e−iE−t/h¯
]
. (A.21)
A probabilidade P12(t) de o sistema ir para o estado |ϕ2〉 e´
P12(t) = |〈ϕ2|ψ(t)〉|
2. Enta˜o encontramos
P12(t) =
1
2
sin2 θ
[
1− cos
(
E+ − E−
h¯
t
)]
(A.22)
= sin2 θ sin2
(
E+ − E−
2h¯
t
)
, (A.23)
ou ainda, podemos escrever
P12(t) =
4|W12|
2
4|W12|2 + (E1 − E2)2
sin2
[√
4|W12|2 + (E1 − E2)2
t
2h¯
]
,
(A.24)
que e´ chamada de fo´rmula de Rabi (Figura 76).
Figura 76 – Dependeˆncia temporal da probabilidade P12 de encontrar
o sistema no estado |ϕ2〉 apo´s se iniciar no estado |ϕ1〉. Quando os
estados |ϕ1〉 e |ϕ2〉 tem a mesma energia na˜o-perturbada, a probabi-
lidade P12(t) pode alcanc¸ar o valor 1. Figura adaptada de (COHEN-
TANNOUDJI; DIU; LALOE, 1977).
159
A.2 MODELO DE LANDAU-ZENER
O modelo de Landau-Zener e´ um problema de dois n´ıveis, uni-
dimensional, bastante utilizado para a descric¸a˜o de transic¸o˜es na˜o-
adiaba´ticas entre estados quaˆnticos. Assim como o problema de in-
terac¸a˜o entre dois n´ıveis, inicialmente o sistema e´ na˜o-perturbado, com
autovetores
H0|φa〉 = Ea(R)|φa〉, (A.25)
H0|φb〉 = Eb(R)|φb〉. (A.26)
Com a perturbac¸a˜o, o Hamiltoniano de dois n´ıveis H = H0 +W , na
base dos estados na˜o-perturbados a e b {|φa〉, |φb〉} e´ descrito por
H0 = Ea(R)|φa〉〈φa|+ Eb(R)|φb〉〈φb|, (A.27)
W =Wab|φa〉〈φb|+Wba|φb〉〈φa|. (A.28)
Tanto a base como as energias do sistema dependem do paraˆmetro
R, uma func¸a˜o conhecida dependente do tempo. Os estados na˜o-
perturbados |φa〉 e |φb〉 sa˜o estados diaba´ticos. As energias adiaba´ticas
exatas E1(R) e E2(R) e func¸o˜es de onda {|ψ1〉, |ψ2〉} sa˜o obtidas
diagonalizando o Hamiltoniano perturbado H de cada configurac¸a˜o
nuclear R.
As energias eletroˆnicas Ea(R) e Eb(R) constituem superf´ıcies
de energia potencial para o movimento nuclear nesses estados eletroˆnicos.
Essas superf´ıcies se cruzam em R = R∗. A dependeˆncia do tempo de
R e´ demonstrada na Figura (77). O movimento comec¸a em t = −∞
(R → −∞) e segue para t = ∞ (R → ∞) depois de passar por
uma configurac¸a˜o R = R∗ (no tempo designado como t = 0), em que
a interac¸a˜o entre as dois estados tornam as energias Ea e Eb iguais
(Figura 77).
As seguintes caracter´ısticas ditam o problema de Landau-Zener:
•A dependeˆncia temporal e´ tal que em t = 0, sendo R(t =
0) = R∗, as energias de ordem zero (autovalores dos estados
na˜o-perturbados) sa˜o iguais, Ea = Eb;
•Em t =∞, o valor de |Ea − Eb| e´ maior que |Wab|.
O problema de Landau-Zener consiste em determinar a probabilidade
do sistema, ao comec¸ar no estado |φa〉 em t = −∞, de cruzar para
o estado |φb〉 em t = +∞. O quadro colocado constitui um mo-
delo semi-cla´ssico para transic¸o˜es na˜o-adiaba´ticas entre dois estados
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Figura 77 – Representac¸a˜o esquema´tica do problema de Landau-Zener.
Dois estados e o acoplamento entre eles dependem parametricamente
de uma varia´vel cla´ssica R. As energias dos estados na˜o-perturbados a
(Ea(R)) e b (Eb(R)) se cruzam em R = R
∗. As energias obtidas dia-
gonalizando o Hamiltoniano em qualquer pontoR (estados adiaba´ticos)
sa˜o E1(R) e E2(R). Figura adaptada de (NITZAN, 2006).
eletroˆnicos. Nesse modelo,R pode representar as coordenadas da confi-
gurac¸a˜o nuclear, desconsiderando a energia cine´tica nuclear assim como
qualquer outra interac¸a˜o, como a interac¸a˜o spin-o´rbita.
Por causa do acoplamento Wab e/ou da dependeˆncia do tempo
de R, podem ocorrer transic¸o˜es entre os estados. Enta˜o, para cada
ponto R (ou, equivalentemente, tempo t) o estado do sistema e´ uma
combinac¸a˜o linear
|Ψ(R)〉 = c1(R)|ψ1(R)〉+ c2(R)|ψ2(R)〉
= ca(R)|φa(R)〉+ cb(R)|φb(R)〉,
(A.29)
com |c1(R)|
2+ |c2(R)|
2 = 1, |ca(R)|
2+ |cb(R)|
2 = 1, e |c1(R→
−∞)|2 = |ca(R) → −∞|
2 = 1. Em t → ∞ (R → ∞) os
dois estados sa˜o novamente na˜o-interagentes, o processo de transic¸a˜o
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terminou e as probabilidades de transic¸a˜o podem ser determinadas. A
quantidade |cb(R→∞)|
2 = |c1(R→∞)|
2 e´ a probabilidade Pb←a
de mudar de estado diaba´tico, mas tambe´m a probabilidade P1←1 de
se manter no estado adiaba´tico.
No artigo original de Landau-Zener, foi calculado a probabilidade
de mudar de estado adiaba´tico, P2←1, em que
|Ψ(R)〉 = c1(R)|ψ1(R)〉+ c2(R)|ψ2(R)〉. (A.30)
As simplificac¸o˜es que sera˜o feitas com o intuito de obter func¸o˜es expl´ıcitas
para c1(R) e c2(R) sa˜o as seguintes:
1.A energia E12 = 〈ψ1|H|ψ2〉 e´ muito menor que a energia
cine´tica relativa dos dois estados. Sob essa condic¸a˜o, o movimento
do centro de massa dos dois estados pode ser tratado como um
paraˆmetro externo.
2.A regia˜o de transic¸a˜o (zona de intersecc¸a˜o) e´ ta˜o pequena que
podemos descrever (E1−E2) como uma func¸a˜o linear do tempo,
e E12(R), |ψ1(R)〉, |ψ2(R)〉 como independentes do tempo (ou
seja, independentes de R). Essa condic¸a˜o nos permite trocar o
problema f´ısico por um problema ideal em que 2π/h(E1−E2) =
αt e E˙12 = |ψ˙1〉 = |ψ˙2〉 = 0 por todo o tempo.
A partir da equac¸a˜o de Schro¨dinger dependente do tempo,
−ih¯
∂
∂t
|Ψ(R)〉 = H|Ψ(R)〉, (A.31)
sendo |Ψ(R)〉 = ca(R)|φa(R)〉 + cb(R)|φb(R)〉 e ca(R)↔ ca(t),
cb(R) ↔ cb(t). Substituindo a combinac¸a˜o linear de |Ψ(R)〉 na
equac¸a˜o de Schro¨dinger acima, obtemos
−ih¯ ∂
∂t
[ca(t)|φa(t)〉+ cb(t)|φb(t)〉] =
H [ca(t)|φa(t)〉+ cb(t)|φb(t)〉] . (A.32)
Sabendo que
−ih¯
∂
∂t
|φa(R)〉 = Ea(R)|φa(R)〉, (A.33)
−ih¯
∂
∂t
|φb(R)〉 = Eb(R)|φb(R)〉, (A.34)
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e que |φ˙a〉 = |φ˙b〉 = 0, a Equac¸a˜o (A.32) pode ser descrita como
= −ih¯ ∂
∂t
[ca(t)|φa(t)〉] + ca(t)Ea(R)|φa(R)〉
−ih¯ ∂
∂t
[cb(t)|φb(t)〉] + cb(t)Eb(R)|φb(R)〉. (A.35)
Projetando a equac¸a˜o acima em 〈φa| e 〈φb|, e sabendo que |φ(t)〉 =
e−
i
h¯
∫
Hdt|φ(0)〉, reduz o problema em duas equac¸o˜es diferenciais de
primeira-ordem,
−ih¯
∂
∂t
ca(t) = Eabe
− i
h¯
∫
(Ea−Eb)dtcb(t), (A.36)
−ih¯
∂
∂t
cb(t) = Ebae
− i
h¯
∫
(Eb−Ea)dtca(t). (A.37)
Na equac¸a˜o acima, Eab = 〈φb|H|φa〉. Isolando cb(t) da primeira
equac¸a˜o acima e substituindo-o na segunda, obtemos
−ih¯
∂
∂t
[
e
i
h¯
∫
(Ea−Eb)dt
Eab
(
−ih¯
∂
∂t
ca(t)
)]
= Eabe
i
h¯
∫
(Ea−Eb)dtca(t).
(A.38)
Apo´s o ca´lculo das derivadas e remanejar a equac¸a˜o, obtemos a equac¸a˜o
∂2
∂t2
ca(t) +
[
i
h¯
(Ea − Eb)−
E˙ab
Eab
]
∂
∂t
ca(t) =
(
Eab
h¯
)2
ca(t).
(A.39)
Utilizando as seguintes definic¸o˜es:
f =
Eab
h¯
. (A.40)
ca(t) = e
− i
h¯
∫
(Ea−Eb)dtUa(t). (A.41)
1
h¯
(Ea − Eb) = αt. (A.42)
˙Eab = φ˙a = φ˙b = 0. (A.43)
Obtemos a equac¸a˜o de Weber,
d2
dt2
Ua(t) +
(
f2 −
iα
2
+
α2t2
4
)
Ua(t) = 0, (A.44)
em que Ua(t) = ca(t). A partir das condic¸o˜es de contorno, obte´m-se
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ca(t) e, como |ca(t)|
2 + |cb(t)|
2 = 1 e Pb←a = |cb(t)|
2, chega-se a
P1←1 = Pb←a = 1− exp
{
−
2π|Wab|
2
h¯|(d/dt)[Ea(R)− Eb(R)]|
}
R=R∗
,
(A.45)
com d
dt
[Ea(R)−Eb(R)] = R˙|Fb−Fa|, sendo R˙ a velocidade nuclear
e Fi = −∂Ei/∂R a forc¸a no sistema quando move-se na superf´ıcie de
energia potencial Ei. A equac¸a˜o acima e´ a chamada probabilidade de
Landau-Zener. Todas as quantidades devem ser calculadas no ponto
de cruzamento R = R∗.
Um limite e´ particularmente simples. No limite de baixo acopla-
mento/alta velocidade, 2π|Wab|
2 << h¯R˙|Fb − Fa|, e tem-se
P1←1 = Pb←a =
2π|Wab|
2
h¯R˙|Fb − Fa|
. (A.46)
A probabilidade de permanecer na superf´ıcie do estado adiaba´tico 1
e´ bastante pequena nesse limite, e e´ mais sensato pensar no processo
como uma transic¸a˜o de baixa probabilidade na˜o-adiaba´tica entre os
estados diaba´ticos a e b. Esse caso e´ geralmente chamado como limite
na˜o-adiaba´tico do problema de Landau-Zener.
A.3 SISTEMAS DE VA´RIOS NI´VEIS
Em va´rios fenoˆmenos qu´ımicos, as soluc¸o˜es da Equac¸a˜o de Schro¨din-
ger evoluem no tempo, como na resposta de uma mole´cula a` radiac¸a˜o
eletromagne´tica, nas coliso˜es entre a´tomos e mole´culas e em proces-
sos de transfereˆncia de energia intramolecular. Nesta sec¸a˜o, sera˜o
apresentados os me´todos utilizados para tratar de forma aproximada
fenoˆmenos qu´ımicos, em particular o me´todo de variac¸a˜o das contantes,
desenvolvido por P. A. M. Dirac, e a Regra de Ouro de Fermi.
A.3.1 Me´todo de variac¸a˜o das constantes
Inicialmente, consideramos que o sistema esta´ preparado inicial-
mente em certo estado estaciona´rio, e enta˜o uma interac¸a˜o dependente
do tempo e´ acionada e o sistema pode evoluir no tempo. Como descrito
na Sec¸a˜o A.1, consideremosH0 o Hamiltoniano independente do tempo
e W o potencial de interac¸a˜o. A equac¸a˜o de Schro¨dinger dependente
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do tempo torna-se
ih¯
∂
∂t
|ψ(t)〉 = [H0 +W (t)] |ψ(t)〉 = H|ψ(t)〉 . (A.47)
Supomos que os estados estaciona´rios antes da perturbac¸a˜o W
sa˜o |φn〉, com n = 1, 2, . . . . Eles satisfazem a equac¸a˜o de autovalor
H0|n〉 = En|n〉, e possuem dependeˆncia temporal em exp (−iEnt/h¯).
Assumimos que no tempo inicial (t = 0) o sistema esta´ no estado |φm〉,
isto e´, |ψ(0)〉 = |φm〉. Ja´ que os estados estaciona´rios formam uma
base completa, pode-se expandir |ψ(t)〉 para t > 0 em termos dos
estados na˜o-perturbados,
|ψ(t)〉 =
∑
n
an(t)|φn〉 exp (−iEnt/h¯) , (A.48)
sendo an os coeficientes. Para obter os coeficientes an(t) para t > 0,
a equac¸a˜o acima e´ substitu´ıda na TDSE, resultando
ih¯
∂
∂t
|ψ(t)〉 = H|ψ(t)〉 ,
ih¯
∑
n
an(t)
∂
∂t
|φn(t)〉+ih¯
∑
n
a˙n(t)|φn(t)〉 = [H0+W (t)]
∑
n
an(t)|φn(t)〉 ,
ih¯
∑
n
an(t)
∂
∂t
|φn(t)〉+ ih¯
∑
n
a˙n(t)|φn(t)〉 =
∑
n
an(t)H0|φn(t)〉+
∑
n
an(t)W (t)|φn(t)〉 .
Como ih¯ ∂
∂t
|φn〉 = H0|φn〉, o primeiro termo da esquerda e´ igual ao
primeiro da direita e enta˜o se anulam, resultando
ih¯
∑
n
a˙n(t)|φn(t)〉 =
∑
n
an(t)W (t)|φn(t)〉 . (A.49)
Em termos da base independente do tempo, temos
ih¯
∑
n
a˙n(t)|n〉 exp (−iEnt/h¯) =
∑
n
an(t)W (t)|n〉 exp (−iEnt/h¯) .
(A.50)
Utilizando a ortonormalidade dos autoestados na˜o-perturbados,
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multiplicamos a equac¸a˜o acima por |k〉
ih¯a˙k(t) exp (−iEkt/h¯) =
∑
n
an(t)〈k|W (t)|n〉 exp (−iEnt/h¯) .
(A.51)
Escrevendo Wkn(t) = 〈k|W (t)|n〉 e h¯ωkn = Ek − En, temos
a˙k(t) =
1
ih¯
∑
n
an(t)Wkn(t) exp (iωknt/h¯) . (A.52)
A equac¸a˜o acima, juntamente com a condic¸a˜o de contorno ak(t =
0) = δkm, definem uma soluc¸a˜o exata para o problema. A forma da
equac¸a˜o acima, entretanto, e´ mais trata´vel por soluc¸o˜es nume´ricas ou
aproximadas. Caso o nu´mero de estados conhecidos que estejam aco-
plados em um dado problema seja pequeno, e a frequeˆncia ωkn e os
elementos de matriz Wkn(t) sejam conhecidos, na˜o e´ dif´ıcil resolver
a equac¸a˜o de forma exata em um computador. Pore´m, dificilmente
toda esta informac¸a˜o esta´ dispon´ıvel, e portanto o desenvolvimento de
me´todos aproximados e´ bastante u´til.
A.3.2 Soluc¸o˜es aproximadas
Integrando a Equac¸a˜o A.52 de t = 0 ao t desejado, obtemos a
equac¸a˜o
ak(t)− ak(0) =
1
ih¯
∑
n
∫ t
0
an(t)Wkn(t)e
iωkntdt . (A.53)
Ou seja, para determinar os coeficientes, precisamos dos pro´prios
coeficientes. Uma aproximac¸a˜o aproximada e´ considerar que a per-
turbac¸a˜o e´ pequena e age por pouco tempo, sendo que todos os coefici-
entes permanecem pro´ximos dos valores iniciais. Logo, admitindo que
o sistema inicialmente esta´ no estado |φm〉, todos os outros coeficientes
teˆm valor ak(t = 0) ≈ 0, e temos
ak(t) =
1
ih¯
∫ t
0
am(t)Wkm(t)e
iωkmtdt . (A.54)
Se admitirmos que, durante toda a perturbac¸a˜o, am(t) ≈ 1,
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obtemos
ak(t) =
1
ih¯
∫ t
0
Wkm(t)e
iωkmtdt . (A.55)
A projec¸a˜o de |ψ〉 em |φk〉 e´ 〈φk|ψ〉 = ak exp (iEkt). O qua-
drado do coeficiente ak da´ a probabilidade Pk de encontrar o sistema
no estado |k〉 no tempo (t). Enta˜o, para k 6= m, temos, em primeira
ordem,
Pk(t) = |a
(1)
k (t)|
2 =
1
h¯2
∣∣∣∣
∫ t
0
Wkm(t
′)eiωkmt
′
dt′
∣∣∣∣
2
. (A.56)
A.3.3 Perturbac¸a˜o sob um potencial constante
Considere o caso em que W e´ uma constante. Assumimos que
a perturbac¸a˜o W e´ acionada quando t = 0, e enta˜o desligada quando
t = τ , e gostar´ıamos de calcular a probabilidade de transic¸a˜o para um
estado final que na˜o e´ o mesmo estado inicial.
Utilizando a teoria da perturbac¸a˜o de primeira ordem, calcula-
mos ak para t > τ , e encontramos, para k 6= m,
ak =
−i
h¯
∫ τ
o
Wkme
iωkmt
′
dt′ , (A.57)
sendo Wkm o potencial de interac¸a˜o. Ja´ que Wkm e´ constante, a
equac¸a˜o acima pode ser integrada para gerar
ak =
−i
h¯
Wkm
eiωkmτ − 1
iωkm
= −Wkm
eiωkmτ − 1
h¯ωkm
. (A.58)
A probabilidade de estar no estado |k〉 e´, portanto,
Pmk = |ak|
2 = |Wkm|
22− 2 cosωkmτ
(h¯ω2km)
= |Wkm|
2 sin
2[(Ek − Em)τ/2h¯]
[(Ek − Em)/2]2
.
(A.59)
Se assumirmos que |Wkm|
2 e´ uma func¸a˜o lenta de k, a de-
pendeˆncia de Pmk em k e´ determinada pelo termo apo´s o potencial
na equac¸a˜o acima.
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A.3.4 A Regra de Ouro de Fermi
Agora supomos que (i) os estados finais sa˜o ta˜o fracamente espac¸ados
em energia que formam um quasi-cont´ınuo com denside de estados
ρ(Ek) (a densidade de estados e´ o nu´mero de estados por unidade
de energia); (ii) que estamos interessados apenas no comportamento
do sistema em tempos longos, isto e´, τ ≫ [(2πh¯)/(Ek − Em)] para
um k t´ıpico; (iii) queWkm e ρ(Ek) tem pequena dependeˆncia em k, e
(iv) que a teoria da perturbac¸a˜o de primeira ordem ainda e´ va´lida sob
essas suposic¸o˜es. Enta˜o a probabilidade total de transic¸a˜o e´
PT =
∑
k
Pmk =
∑
k
|Wkm|
2 sin
2[(Ek − Em)τ/2h¯]
[(Ek − Em)/2]2
. (A.60)
Substituindo a soma por uma integral e mudando a varia´vel de
integrac¸a˜o de ı´ndice de estados por ı´ndice de energia, obte´m-se
PT ≈
∫
|Wkm|
2 sin
2(·)τ/h¯
(·)
dk =
∫
|Wkm|
2 sin
2(·)τ/h¯
(·)
ρ(Ek)dEk .
(A.61)
PT ≈ |Wkm|
2ρ(Em)
∫ ∞
−∞
sin2(Ek − Em)τ/2h¯
(Ek − Em)2/4
dEk . (A.62)
A u´ltima integral e´ apenas 2πτ/h¯, enta˜o temos
PT =
2πτ
h¯
|Wkm|
2ρ(Em) . (A.63)
Logo, neste limite a probabilidade total de uma transic¸a˜o e´ uma
func¸a˜o linear do tempo, e podemos definir uma taxa de transic¸a˜o via
wT = PT τ =
2π
h¯
|Wkm|
2ρ(Em) . (A.64)
Esta e´ a chamada regra de ouro de Fermi e´ representa um resultado
bastante u´til da teoria da perturbac¸a˜o dependente do tempo em va´rias
situac¸o˜es. Para dinaˆmica intramolecular e coliso˜es moleculares, geral-
mente a suposic¸a˜o (iv) na˜o e´ satisfeita, enta˜o e´ necessa´rio uma teoria de
maior ordem. Ainda assim, obte´m-se uma expressa˜o similar a` acima,
com o elemento de matriz |Wkm|
2 substitu´ıdo por um elemento de
matriz mais complicado.
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A.3.5 Forma discreta da regra de ouro de Fermi
Uma forma alternativa da regra de ouro de Fermi (a forma dis-
creta) surge ao considerar o comportamento de Pmk no mesmo limite
discutido acima. Em particular, perceba que
F (Ek − Em) =
sin2(Ek − Em)τ/2h¯
τ [(Ek − Em)/2]2
=
Pmk
τ |Wkm|2
(A.65)
tem a propriedade ∫ ∞
−∞
FdEk =
2π
h¯
. (A.66)
Logo, temos
lim
τ→∞
F (Ek − Em) =
2π
h¯
δ(Ek − Em) . (A.67)
Enta˜o, a partir de Pmk , a expressa˜o discreta pode ser escrita
como
wkm = lim
τ→∞
Pmk
τ
=
2π
h¯
δ(Ek − Em)|Wkm|
2 . (A.68)
O termo δ(Ek − Em) expressa o resultado no limite τ → ∞,
apenas transic¸o˜es que obdecem a conservac¸a˜o da energia podem ser
causadas pela interac¸a˜o. Perceba que∫
ρ(Ek)wkmdEk =
2π
h¯
|Wkm|
2ρ(Em) . (A.69)
como era de se esperar.
APEˆNDICE B -- Teoria de Marcus
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Neste apeˆndice, demonstraremos a Teoria de Marcus em sua for-
mulac¸a˜o original, que trata o processo de transfereˆncia de carga entre
dois centros A e B, caracterizados pelos estados eletroˆnicos 0 (reagen-
tes) e 1 (produtos),
q
(0)
A q
(0)
B → q
(1)
A q
(1)
B , (B.1)
e sob a condic¸a˜o de conservac¸a˜o de carga, q
(0)
A + q
(0)
B = q
(1)
A + q
(1)
B .
O solvente e´ descrito como um meio cont´ınuo diele´trico, carac-
terizado pelas constantes diele´tricas esta´tica (εs) e eletroˆnica (εe). No
equil´ıbrio, a relac¸a˜o entre o campo ele´trico E e a polarizac¸a˜o induzida
no solvente e´ dada por
P = χE =
(εs − 1)
4π
E , (B.2)
sendo χ a suscetibilidade ele´trica do solvente. No equil´ıbrio, tambe´m e´
va´lida a relac¸a˜o entre o deslocamento ele´trico D e o campo ele´trico E,
D = εsE.
A polarizac¸a˜oP e´ vista como originada por duas fontes, eletroˆnica
e nuclear,
Pe =
εe − 1
4π
E , (B.3)
Pn =
εs − εe
4π
E . (B.4)
A transfereˆncia eletroˆnica ocorre sob polarizac¸a˜o nuclear constante, ou
a posic¸o˜es nucleares fixas.
Estamos interessados nas mudanc¸as na configurac¸a˜o do solvente
que ocorrem na distribuic¸a˜o de carga constante ρ que tem as seguin-
tes caracter´ısticas: (1) As flutuac¸o˜es de Pn ocorrem devido ao movi-
mento te´rmico dos nu´cleos do solvente; (2) A polarizac¸a˜o Pe, como
uma varia´vel ra´pida, satisfaz a relac¸a˜o de equil´ıbrio
Pe =
(ǫe − 1)
4π
E ; (B.5)
(3) D e´ uma constante, porque depende apenas de ρ.
As flutuac¸o˜es relevantes da polarizac¸a˜o nuclear no estado 0 sa˜o
aquelas que ocorrem na ”direc¸a˜o” do estado 1. A coordenada de reac¸a˜o
172
θ define os estados de equil´ıbrio ao longo desta direc¸a˜o,
qθA = q
(0)
A + θ[q
(1)
A − q
(0)
A ] , (B.6)
qθB = q
(0)
B + θ[q
(1)
B − q
(0)
B ] . (B.7)
Logo, atribuimos a tais flutuac¸o˜es um paraˆmetro θ que define uma
distribuic¸a˜o de carga fict´ıcia ρθ tal que
ρθ = ρ0 + θ(ρ1 − ρ0) . (B.8)
O objetivo e´ calcular o trabalho necessa´rio para ocorrer a trans-
fereˆncia de carga entre os dois centros A e B,
∆G0→t = ∆Gθ→t −∆Gθ→0 , (B.9)
com o estado t agindo como um estado fora de equil´ıbrio em que: (1)
a distribuic¸a˜o de carga e´ ρ0; (2) a polarizac¸a˜o nuclear e´ Pnθ, ou seja,
a mesma do estado de equil´ıbrio θ em que a densidade de carga e´ ρθ.
Enta˜o, queremos calcular ∆G0→t = ∆Gθ→t−∆Gθ→0. Para
isso, sa˜o necessa´rios treˆs passos: (1) Calcular ∆Gθ→t; (2) Calcular
∆Gθ→0; (3) Adiciona´-los.
B.0.5.1 Ca´lculo de ∆Gθ→t
Adicionaremos uma pequena quantidade, ξ, de carga, sob a
condic¸a˜o que a polarizac¸a˜o nuclear permanece fixa. Assim, apenas a
polarizac¸a˜o eletroˆnica responde. Para este processo, o estado restrito t
e´ obtido, comec¸ando do estado θ, ao mover uma quantidade de carga
ξ de B para A enquanto mante´m-se a polarizac¸a˜o nuclear fixa. Esse
processo e´ completo quando ξ = ξfinal = q0A − qθA = qθB − q0B,
para que enta˜o as cargas finais em A e B sa˜o q0A e q0B.
Enta˜o temos
ΦA(ξ) =
qθA
ǫsRA
+
qθB
ǫsRAB
+
ξ
ǫeRA
−
ξ
ǫeRAB
. (B.10)
ΦB(ξ) =
qθA
ǫsRAB
+
qθB
ǫsRB
+
ξ
ǫeRAB
−
ξ
ǫeRB
. (B.11)
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Integrando a Equac¸a˜o B.10 de ξ = 0 para ξ = ξfinal, temos
∆GAθ→t =
∫ ξ=ξfinal
ξ=0
dξΦA(ξ) (B.12)
=
∫ ξfinal
0
dξ
(
qθA
ǫsRA
+
qθB
ǫsRAB
+
ξ
ǫeRA
−
ξ
ǫeRAB
)
=
(
qθA
ǫsRA
+
qθB
ǫsRAB
)
ξ
∣∣∣ξfinal
0
+
(
1
ǫeRA
−
1
ǫeRAB
)
ξ2
2
∣∣∣ξfinal
0
com ξfinal = q0A − qθA, temos
∆GAθ→t =
(
qθA
ǫsRA
+
qθB
ǫsRAB
)
(q0A − qθA)
+
(
1
2ǫeRA
−
1
2ǫeRAB
)
(q0A − qθA)
2
(B.13)
B.0.5.2 Calculando ∆Gθ→0
Nos dois estados de equil´ıbrio θ e 0, ξ varia da mesma forma
mas o potencial em A e´
ΦA(ξ) =
qθA + ξ
ǫsRA
+
qθB − ξ
ǫsRAB
. (B.14)
Integrando a equac¸a˜o acima,
∆GAθ→0 =
∫ ξf inal
0
dξ
(
qθA + ξ
ǫsRA
+
qθB − ξ
ǫsRAB
)
, (B.15)
∆GAθ→0 =
(
qθA + ξ
ǫsRA
+
qθB − ξ
ǫsRAB
)
ξ
∣∣∣ξfinal
0
+
(
1
ǫsRA
+
1
ǫsRAB
)
ξ2
2
∣∣∣ξfinal
0
,
(B.16)
com ξfinal = q0A − qθA, temos
∆GAθ→0 =
(
qθA + ξ
ǫsRA
+
qθB − ξ
ǫsRAB
)
(q0A − qθA)
+
(
1
2ǫsRA
+
1
2ǫsRAB
)
(q0A − qθA)
2
(B.17)
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B.0.5.3 Adicionando
Subtraindo a Equac¸a˜o B.17 da Equac¸a˜o B.13 e colocando (q0A−
qθA)
2 = [q0A − q0A − θ(q1A − q0A)]
2 = [−θ(q1A − q0A)]
2 =
(q0 − q1)
2θ2 gera
∆GA0→t =
(
1
ǫe
−
1
ǫs
)(
1
2RA
−
1
2RAB
)
∆q2θ2 (B.18)
A Equac¸a˜o B.18 e´ a contribuic¸a˜o da diferenc¸a de energia livre
entre os estados t e 0 que esta´ associada com o trabalho necessa´rio na
mudanc¸a revers´ıvel da mudanc¸a de carga do estado A de q
(0)
A = q0A
para qθA.
Adicionando ∆GB0→t, temos
∆G0→t =
(
1
ǫe
−
1
ǫs
)(
1
2RA
+
1
2RB
−
1
RAB
)
∆q2θ2 . (B.19)
A superf´ıcie de energia livre definida pela Equac¸a˜o B.19 esta´ associada
com as flutuac¸o˜es no estado 0 = (q
(0)
A , q
(0)
B ).
E´ importante enfatizar que W0(θ) = ∆G0→t e´ uma superf´ıcie
de energia livre, u´til para calcular probabilidades. A probabilidade
que no equil´ıbrio associado com o soluto em um estado de carga q0, a
polarizac¸a˜o nuclear ira´ assumir um valor associado com outro estado
de equil´ıbrio em que o estado de carga e´ q0 + θ(q1 − q0), satisfaz
P0(θ)/P0(0) = exp(−βW0(θ)).
