In various applications involving complex networks, network measures are employed to assess the relative importance of network nodes. However, the robustness of such measures in the presence of link inaccuracies has not been well characterized. Here we present two simple stochastic models of false and missing links and study the effect of link errors on three commonly used node centrality measures: degree centrality, betweenness centrality, and dynamical importance. We perform numerical simulations to assess robustness of these three centrality measures. We also develop an analytical theory, which we compare with our simulations, obtaining very good agreement.
II. APPROACH
We study the effects of false and missing links on three different network measures of node importance: degree centrality, betweenness centrality, and dynamical importance, which are described below. In general, our goal is to understand the extent to which a node importance measure calculated using a noisy network correlates with its value in the true network. In particular, we wish to determine how measures of node importance differ in their robustness to false and missing links. In this section we describe the different measures of node importance considered, the different types of "truth" networks studied, and the different models for false and missing links employed. We limit our considerations to unweighted, undirected networks with no self-links.
A. Centrality Measures
The number of links connected to a node is its degree, the most basic centrality measure. The use of degree has been especially popular in identifying the function of genes in genetic regulatory networks. Genes with many links can play important roles in multiple biological functions [11] . In social networks a node's number of acquaintances or friends reflects the local influence of that node.
More global measures of node centrality account for a node's neighbors, neighbors of neighbors, and so on. Betweenness centrality is such a measure. The betweenness centrality of a node i is defined as [12] 
where σ jl (i) is the number of shortest paths between nodes j and l going through i, and σ jl is the total number of shortest paths between j and l. By summing over all pairs j,l we have the fraction of shortest paths that run through i.
One might consider a centrality measure that effectively takes into account all paths instead of only shortest paths. There are multiple eigenvalue metrics [13] that account for such paths. We focus on the dynamical importance. The dynamical importance of node i is defined in terms of the decrease, −∆λ i , of the largest eigenvalue, λ, of the network's adjacency matrix upon the removal of node i [14] :
The dynamical importance measure is motivated by the observation that the largest eigenvalue of the adjacency matrix plays an important role in various processes on networks, including synchronization of oscillators [15] and phase transitions in boolean models of gene regulatory networks [16] .
B. Model Networks
In our investigations of the effects of network noise in the form of link errors on the aforementioned centrality measures, we two types of widely-studied networks as our "truth" networks. The first type is an Erdos-Renyi (ER) [17] random network. To construct an ER network with M links we randomly choose M pairs of nodes and draw an edge between each pair. This kind of network exhibits a Poisson degree distribution if the number of nodes is large. The other type of truth network we explore is the scale-free (SF) network, which exhibits a power-law degree distribution. To construct our SF networks, we start with a directed variant of the Barabási-Albert preferential attachment model [18] . Our network begins with a small random seed network to which a single new node is added at every time step. When each new node is added, two directed links originating from it are made to existing nodes in the network. These connections are formed such that the probability of linking to an existing node is proportional to its current in-degree. We then convert this directed network to an undirected network.The resultant network exhibits a degree distribution that is power law in its tail with exponent γ = −2.5 (in contrast to the γ = −3 exponent for the original Barabási-Albert construction [18] ).
C. Link Error Models
In order to explore how link errors affect centrality measures, we consider two models for creating missing and false links.
For both of our link error models, denoted Model 1 and Model 2, we create missing links by randomly selecting M δ (0 ≤ δ ≤ 1) of the M true links and deleting them. Models 1 and 2, however, differ in how false links are created. In Model 1 we create false links by connecting M α node pairs randomly selected from among the N 2 − N − M node pairs not connected by a true link. From the nodes' point of view, the expected number of its links that get deleted is proportional to its degree in the truth network, while the expected number of links added is independent of its degree. In our second model of noisy networks (Model 2) , both the deletion and addition of links occur in proportion to node degree. Thus in Model 2 false links are added between node pairs where each node in the pair is randomly selected with probability proportional to the node's true degree. That is, we randomly choose two nodes with probability proportional to their degree; if the two choices do not already have a connecting link, we add a link between them. We repeat this process until M α links have been added.
In what follows we will vary the link deletion fraction δ and the link addition fraction α to numerically (Sec. III) and analytically (Sec. IV) explore the effects of missing and false links. While 0 ≤ δ ≤ 1, note that α can be larger than 1. Here we restrict ourselves to 0 ≤ α ≤ 1 and hence do not consider noisy networks for which the number of false links exceeds the number of true links. Because some centrality measures are not well-defined when there are multiple disconnected components in a network, only nodes in the giant connected component (GCC) of both the true and noisy network are considered.
III. SIMULATION RESULTS
In this section, we report results of numerical simulations investigating the robustness of network centrality measures in the face of link errors for the two different types of truth networks and the two link error models considered. Using the methods described in Sec. II, we generated Erdos-Renyi networks with with N = 2500 nodes and average degree k = 6 and scale free networks with 2500 nodes and average degree k = 4. Starting with each of these truth networks, we then produced noisy variants for different values of δ (the fraction of true links deleted) and α (the fraction of false links added). For all values of α and δ, results from the noisy networks were averaged over 25 realizations. 
A. Centrality Correlations
To assess the effect of link noise on a node's centrality measure C, we calculated the Pearson correlation ρ between the true measure C T and noisy measure C N [19] :
where C denotes either the node's degree centrality, betweenness centrality, or dynamical importance, and ... indicates an average over nodes in the giant connected component of the network. We used the standard definitions of degree centrality and betweenness centrality from Section II when calculating the correlation ρ. In the case of dynamical importance, we employed a perturbationbased large-N approximation [14] of Eq. (2) using the left and right eigenvectors, u and v, associated with the largest eigenvalue of the network adjacency matrix:
The computational feasibility of Eq. (4) makes it amenable to application in very large networks (N ≈ 50 000), and it extends naturally to directed networks (only undirected networks are considered in this work). Simulation results are shown in Figs. 1 to 3. Figures  1 and 2 show heat maps of the correlation ρ in α, δ-(a)ER, δ = 0.5(b) δα ρSF, δ = 0.5 In Figs. 1(a,b,c) , which show Model 1 results for our ER network, we see that for low link deletions δ < ∼ 0.5 all of the centrality measure correlations decrease as α and δ are increased, but that this decrease of correlation is somewhat faster when δ is increases as compared to when α is increased. At higher false deletion error, δ > ∼ 0.5, the betweenness, and especially the dynamical importance, become even less sensitive to false link additions (α).
Results using Model 1 link errors on SF truth networks (Figs. 1(d,e,f) ), show that all three centrality measures are significantly more robust to link errors as compared to our results for the ER network, with very small error for values of δ < ∼ 0.7. In addition the insensitivity of ρ to α for betweenness centrality and dynamical importance found for the ER network still applies.
Looking at Fig. 2 , which shows results for Model 2 link errors, we again see that the centrality measures for the SF network (Figs. 2(d,e,f) ) are very much more robust to link errors than is the case for the ER network (Figs. 2(a,b,c) ) with perceptible SF error only appearing near (α, δ) ≈ (0, 1). Furthermore, particularly for the ER network, we still see that the correlation between the centrality measures of the true and noisy networks decreases when links are deleted (δ is increased). In contrast, with false link additions (α increasing), we find that the correlation actually increases. E.g., for the case of degree (Fig. 2(a) ), this occurs because Model 2 noise is added in proportion to the signal we are measuring (the true degree), and this effect can also be seen for the betweenness centrality and dynamical importance measures (Figs. 2(b,c) ). Figure 3 shows graphs of the correlation ρ along two slices through α-δ space: (i) α = 0.5 with δ varying from 0 to 1 (Figs 3(a) and 3(c)), and (ii) δ = 0.5 with α varying from 0 to 1 (Figs. 3(b) and 3(c) ). Referring to Figs 3(a) , we see that for ER networks at α = 0.5, as true links are deleted, the correlation decreases more slowly for Model 2 than for Model 1. As already seen in Fig. 2(a), Fig. 3(b) shows a pronounced increase of the correlation for ER networks with increase of Model 2 link error additions (α) at fixed δ = 0.5. Figure 3(c) shows that for scalefree networks at α = 0.5 the correlations are relatively insensitive to link deletion for Model 2, while Model 1 shows significant decrease only for relatively large δ > ∼ 0.6. Finally, we see from Fig. 3(d) that at fixed δ = 0.5 the scale-free network is largely unaffected by the addition of false links for both Model 1 and Model 2.
B. Overlap of Highly Ranked Nodes
In addition to correlation robustness, we have also characterized the effect of link errors on the overlap between the top 10% of nodes in the truth and noisy networks when ranked based on a given centrality measure. This consideration of overlap is motivated by the fact that node-ranking is often used to select nodes for further study or experimental validation (e.g., see the gene network study of human glioma in Ref. [20] ).
With this motivation, we have studied the effects of missing and false links on the ranking of the nodes based on the three centrality measures from Section II. To do this, we consider the overlap of the top 10% of the nodes in the giant components of the true and noisy networks and average over 25 network realizations. Results for Model 1 and Model 2 link errors are shown in Figure 4 and 5.
While the correlation results, Figs. 1 to 3 , show a striking contrast between the ER and the SF networks, with the SF networks being very much more robust to link errors, this result is no longer true when we focus on overlap (Figs. 4 and 5) with the SF and ER networks now both showing substantial dependence of the overlap on α and δ. Similar to the correlation for ER networks with Model 2 link errors, Figs 2(a,b,c) , we now see from and on overlap of highly ranked nodes, both of which are population-wide characterizations. In some cases, however, we may be interested in how the centrality of a specific node in the noisy network is related to its centrality in the true network. In this section, we address such situations.
To assess the effects of link errors on the centrality of a specific node with true degree k, we consider the set of nodes in the true network with degree k, and for each node in that set, take the ratio of its centrality measure (e.g., betweenness) in the noisy network to the same measure in true network. After repeating the process for 500 realizations of the noisy network (constructed from a(b)
Scale−Free single underlying truth network, randomly generated as described in section II B), we obtain a distribution of the noisy/true centrality ratios for a given value of k. We do this for both ER and SF true networks. For both models, we focus on an example in which the expected number of false links added is equal to the expected number of true links deleted (α = δ = 0.3). The first, second and third quartiles of this distribution are plotted for the three centrality measures with noise generated according to Model 1 in Fig. 6 and noise generated according to Model 2 in Fig. 7 .
For Model 1, in which false links are added independent of node degree and true links are removed proportional to node degree, we see that, in both ER and SF networks, the median noisy/true ratio exhibits a general downward trend as k increases. This trend occurs because low degree nodes are less likely to have links removed than high degree nodes while being equally likely to have links added. For the betweenness and dynamical importance measures (Figs. 6(c, d, e, and f) ), we see that for large degrees the median ratios are very close to 1. Since the first and third quartile boundaries are also reasonably close to 1 at large k, this implies that for higher degree nodes, the betweenness and dynamical importance of a specific node in the noisy network are(b)
Scale−Free good predictors of its corresponding measure in the true network, in the case (α = δ) that the total number of links in the noisy network is approximately equal to the number of links in the true network. For Model 2, in which both link additions and deletions are proportional to the original degree, the median noisy/true ratio approaches one at large degree for all centrality measures, as shown in Fig. 7 . For degree and betweenness centrality, we see that the first and third quartiles are roughly symmetric about the median, whereas for dynamical importance, the third quartile is significantly further from the median than the first, indicating a right-skewed distribution of noisy/true ratios for a given value of degree k. The scatter observed for betweenness and dynamical importance ratios in SF networks (Figs. 7(d and f) ) occurs because the noisy networks are built from a single random realization of the true network.
IV. ANALYSIS OF DEGREE CENTRALITY
In this section, we derive analytic approximations for the Pearson correlation ρ of degree centrality before and after the addition of noise and for the probability dis-tribution function of the noisy node degree. We derive our analytic approximations for both models of link errors studied and show that the predictions of our analytic approximations are consistent with the numerical results presented in the preceding section.
As described in Sec. II C and employed in our numerical simulations (Sec. III), for both Model 1 and Model 2 we use a micro-canonical procedure in which, for given values of δ and α, the number of falsely deleted links is precisely M δ (or rather the integer nearest to M δ) and the number of falsely added links M α. However, because this procedure is hard to analyze, to facilitate the theory we employ a closely related canonical procedures that should yield results that are good approximations to the actual Model 1 and Model 2 results. Specifically, for link deletion, each one of the M true links is deleted with probability δ. Thus the average number of missing links is M δ with fluctuations whose ratio to the average decreases as (M δ) −1/2 , and we expect a good approximation for link deletions when M δ 1. Similarly for Model 1 link addition, each of the N 2 − N − M pairs of truly unconnected node pairs is connected with probability M α (N 2 − N − M ) , creating on average M α false links; while Model 2 addition of truly unconnected node pairs is done with a probability that is proportional to the product of the true degrees of the node pairs.
With the canonical framework assumed [21] , we first consider the creation of missing links. If we delete each true link with a probability δ, then the probability that s links are deleted from a node with true degree k is
Next we consider Model 1 link addition. For large N , the probability of adding r false links to a node is approximately given by a Poisson distribution,
where u is the average number of false links per node, u = 2M α/N , while for Model 2 the probability that a randomly chosen node has r false links is
From our knowledge of p A and p D , Eqs. (5,6,7) , we obtain the joint probability that a randomly chosen node has true degree k and noisy degree n. Since n = k −s+r,
where p 0 (k) is the probability that a randomly chosen node has degree k. In particular for Model 1,
while for Model 2,
The Pearson correlation of ensemble averaged degree, between the true and noisy networks is then:
and we use our theory for p(n, k) along with
to obtain an analytical prediction of ρ(k, n).
In order to compare our analysis to our numerical simulations, we take as our p 0 (k) the specific numerically generated degree distributions obtained from building our ER and SF networks. We then use the appropriate forms for p(n, k) from Eq. (10) (for Model 1) and Eq. (11) (for Model 2) to calculate the expected correlations for degree centrality (Eq. (12)).
For Model 1, Fig. 8 shows comparisons between our numerical simulations (plotted as symbols) and our theory (plotted as lines). We see that the analytical results are in good agreement with the numerical calculations. In SF as compared to ER networks, the degree remains strongly correlated in the presence of many false and missing links, with the correlation being driven by the resilient 'hub' nodes in the SF networks.
For Model 2, Fig. 9 shows the theory and simulation of correlation for the degree centrality match well, with a slight discrepancy when δ → 1.
The derived forms of p(n|k) for the two models (Eqs. 10 and 11) provide theoretical predictions for how the degree centrality n of a specific node in the noisy network relates to its degree centrality k in the true network. In order to compare the theory to the simulation results discussed in Sec III C, we used Eqs. (10) and (11) to find the first, second, and third quartiles of the distribution as a function of k, again taking p 0 (k) as the specific numerically generated degree distributions obtained from building the ER and SF networks. 
V. DISCUSSION AND CONCLUSIONS
In this paper we have investigated the effect of two types of link errors on three node centrality measures. We propose two simple models of link error (labeled Model 1 and Model 2) and study their effect for two types of network topology (Erdos-Renyi and scale-free). In Model 1, the probability that a link is deleted depends on the original number of links to which that link is connected, while false links do not depend on the structure of the original network. Model 2 follows the same formulation as Model 1 for deleting links, but in Model 2 the addition of false links is performed with a probability that is proportional to the product of the true degrees of the node pairs.
We have developed methods for assessing the robustness of node centrality to link errors by comparing the centrality measure for each node before and after link error. We compare in two ways: (i) by calculating the correlation between the nodes' centrality measures in the true and noisy network (Sec. III A and IV), and (ii) by calculating the overlap between the top 10% of the nodes as determined by their centrality measures in the true and noisy networks (Sec III B). In the case of correlation we have obtained analytical results (Sec IV) which are in good agreement with our numerical simulation results. The analytical and numerical results for the correlation suggest that degree centrality, betweenness centrality, and dynamical importance are relatively robust to the presence of false edges when the network is scale-free. Our result for the relative insensitivity of SF networks to δ is consistent with previous work showing that the size of the giant component in SF networks has a high tolerance to the random removal of nodes [22] . We note, however, that when considering the overlap between top ranked nodes in the true and noisy networks, the much larger SF robustness as compared to the ER case no longer applies. One common link error not addressed here is that of false edges which complete triangles. This is a common problem in network reconstruction using microarray data for gene regulatory networks [7, 23] . In addition to affecting node centrality, these false links may substantially skew the enrichment for network motifs, which are often of interest in biological networks [24, 25] .
