This paper investigates the adaptive solution of a class of elastic structural analysis problems through re-positioning of the nite element nodal points (r-re nement) using an approach known as the Moving Finite Element method. Initially this adaptive method is derived for the elasticity problems of interest and it is then proved that, under certain conditions, the algorithm can yield optimal piecewise linear solutions on optimal simplicial nite element meshes. The equations of linear elasticity are then used to illustrate both the method itself and the optimality result that is derived. Finally, a number of numerical calculations are made to provide veri cation of the theoretical results.
Introduction
The problem of attempting to nd an optimal nite element mesh for performing structural analysis has been considered by numerous authors over the past 20 years or so (see 5] , 7], 8] or 21] for example). Many possible approaches have been considered, including methods based on energy minimization (such as 7]) and others based upon geometric considerations (such as 5]). In addition numerous di erent remeshing techniques have also been considered, based upon either h-re nement ( 23] ), where extra mesh points are added locally, or r-re nement ( 5] ), where a xed number of mesh points are redistributed over the computational domain. Other forms of adaptive analysis have also been considered, such as p-re nement for example (where the degree of the nite element approximation is allowed to increase to obtain higher accuracy, 4]), or various combinations of these. In all cases however the general aim is to improve the quality of the nite element approximation space so as to allow accurate solutions to be reliably found at the lowest possibly computational expense.
In this paper we consider a remeshing technique based upon the use of r-re nement, with a xed number of degrees of freedom. The approach that we follow is slightly di erent to most of the papers cited above since this work is motivated primarily by an analysis ( 10] , 11]) of a nite element technique that was originally intended for use with transient problems, known as the Moving Finite Element method, due to Miller et al ( 9] , 16] and 17]). This method has been applied to a wide variety of time-dependent problems of both hyperbolic (e.g. 2]) and parabolic (e.g. 14]) nature. The idea behind it, which is explained in more detail in section 2 below, is to produce a nite element scheme in which the mesh deforms continuously with time as the solution evolves. In this work, we obtain solutions to elastostatic structural analysis problems through the use of arti cial time-stepping in such a way that the nal solution obtained turns out to be an optimal nite element solution on an optimal mesh.
A general form of the elastostatic problem in structural analysis is to attempt to nd the displacement u(x) which minimizes the total stored energy of a body initially occupying a domain < D : min u: !< D Z F(x; u; ru) dx ; (1.1) where F : < D < D < D D ! < + is an appropriate energy density function. Depending upon the nature of the problem there may also be a boundary integral present in the functional (1.1) to represent the e ects of possible traction boundary conditions for example. For simplicity however we will not consider such additional terms for the time-being.
When the displacement eld u(x) is small it is common to consider the linear elasticity problem obtained by choosing F(x; u; ru) = 1 2 @u i @x j C ijk`@ u k @x`? b i u i ; (1.2) where (x) is the mass density, b(x) is an external body force, C ijk`( x) are the components of a fourth order elasticity tensor, and the usual summation convention has been employed over repeated su ces. It will be assumed that the elasticity tensor is positive and has the symmetries C ijk`= C k`ij = C jik`= C ij`k ; (1.3) and that u satis es displacement boundary conditions of the form u = d on @ .
(1.4) (In fact the generalization of what follows to take account of traction boundary conditions is quite straightforward and will be considered at the end of the paper.)
In the next section of the paper we introduce the Moving Finite Element method and show how it can be applied to the elastostatic problem (1.1) with the aid of an arti cial time parameter .
The speci c choice of F given by (1.2) is also highlighted. In section 3 it is then proved that the r-re nement that is induced by this approach can lead to an optimal minimizer of the functional in (1.1) over all variations in the nite element mesh as well as variations in the nodal displacement values. That is, the Moving Finite Element method can yield an optimal mesh for the solution of this class of problem. Again, the linear problem (1.2) is considered as a speci c example and it is shown that this result implies that the error in the displacement is minimized when measured in the corresponding energy norm. Finally, in section 4 a couple of simple example problems are solved numerically so as to verify the analytic results. The extension to a wider class of boundary conditions is also demonstrated and there is a brief discussion of the applicability of this work. Throughout the paper we only consider the case D = 2 (two-dimensional elasticity problems). In theory however all of the work can be extended to three-dimensional problems.
The Moving Finite Element Method
Returning now to the functional in (1.1), it can easily be seen that any minimizer, u : ! < 2 , is a solution of the Euler-Lagrange equations ?F ;2i (x; u; ru) + d dx j F ;3ij (x; u; ru) = 0 (2.1) for i = 1; 2, where F ;k ( ; ; ) represents di erentiation of F with respect to its k th dependent variable and the other su ces represent tensor components in the usual manner (with summation always implied over repeated su ces). As outlined in section 1 we now introduce an arti cial time parameter, , and consider solving the parabolic problem @u i @ = ?F ;2i (x; u; ru) + d dx j F ;3ij (x; u; ru) (2.2) on a continuously deforming spatial mesh. Any steady solution of this new problem will clearly also be a solution of (2.1) and so a minimizer in (1.1).
In subsection 2.1 we show how the Moving Finite Element method is derived for solving the problem (2.2) on a moving mesh. Note that in practice the steady solution of this problem will be determined by taking a nite number of \time"-steps and so the solution process is not actually that di erent from a more conventional adaptive strategy involving numerous solution/remeshing iterations (although the underlying philosophy is indeed rather di erent). The shorter subsection 2.2 which follows then illustrates the method by considering the linear problem given by (1.2), as originally outlined in 12].
Applying the MFE Method
We wish to obtain a steady solution u of the parabolic problem @u i @ = ?F ;2i (x; u; ru) + d dx j F ;3ij (x; u; ru) (i = 1; 2)
on the domain , subject to displacement boundary conditions of the form (1.4). To simplify the algebra that follows it will be convenient to assume that d 0 and that is polygonal. It will also be helpful to introduce the following notation. Let be discretized into a set of non-overlapping The sum in (2.5) only goes from 1 to N because of the homogeneous Dirichlet boundary conditions on @ . In order to determine this approximation to u(x; ) we need to nd values for the unknowns a 1 ( ); s 1 ( ); :::; a N ( ); s N ( ). The Moving Finite Element method does this by producing a weak or variational form of (2.3) for which the trial solution u h takes the form of (2.5) Proof See 13] (or refer to lemma 3.1 for a proof of a similar result).
As is indicated above, the MFE method is derived by producing a weak form of (2. for n = 1; :::; N and e = 1; 2. In this notation < ; > represents the usual L 2 inner product on .
It should be noted at this point however that the second term on the right-hand-side of (2.9) is not generally de ned, even in a distributional sense, when u h i (x; ) is piecewise linear. To overcome this di culty we express equations (2.9) in a formally equivalent form which is de ned when u h i (x; ) is piecewise linear for general choices of the function F( ; ; for n = 1; :::; N and e = 1; 2. (Note that it is also possible to derive the above system of equations in an alternative fashion, using the original molli cation technique of Miller which is described in 17]. This is entirely equivalent to the formal approach that is used here, which is a generalization of the integration by parts method rst suggested by Mueller in 18].) As has already been implied, the sets of equations (2.11) and (2.12) are referred to as the Moving Finite Element equations. They form a system of ordinary di erential equations which may be written as A(y)_ y( ) = g(y) ; ( 
Hence for any choice of the vector _ y we have
so A is indeed positive semi-de nite (it can easily be shown to be symmetric). Now observe from (2.14) that A is singular if and only if there is some vector _ y(6 = 0) such that @u h @ = 0. That is, _ y T i = 0 for both i = 1 and i = 2. However _ y T i can be zero (for _ y 6 = 0) if and only if some directional derivative of u i is continuous at one or more of the nodes s 1 ( ); :::; s N ( ) (by (2.6) and (2.7)). Hence A is singular if and only if there is at least one node for which the same directional derivative of both u 1 and u 2 is continuous. /// When the matrix A(y) in the system (2.13) is singular due to u h having a continuous directional derivative at a knot point, the MFE solution will be described as \degenerate". Otherwise it will be said to be \non-degenerate", in which case A(y) is strictly positive de nite. The di culties associated with degeneracy along with the possibility of the area of one or more of the elements in the mesh becoming non-positive as the knot points evolve are often cited as two of the major drawbacks of the MFE method. One approach to overcoming these di culties is to attempt to in uence the nodal motion by using penalty functions in the underlying minimization to which equations (2.11) and (2.12) correspond. This is the approach of Miller et al ( 9] 22] ) suggests that the use of these awkward-to-handle penalty functions may not always be necessary. No such penalty functions will be used in this paper and so the only equations that we consider are those given by (2.13).
A Linear Example
Suppose that in (1.1), F(x; u; ru) is given by (1.2) and we retain the homogeneous displacement boundary conditions of subsection 2.1, then the parabolic di erential equations (2.3) become
(2.15) (Here we have used the fact that F ;3ij = C ijk`@ u k @xd ue to the symmetry C ijk`= C k`ij .)
We may still look for a time-dependent piecewise linear solution to this problem of the form (2.5), and so the MFE equations (2.11) and (2.12) can again be derived. For this choice of F equations (2.11) In this section we demonstrate that if the MFE method is applied to equations (2.3) in the manner described in subsection 2.1 then it is possible to obtain a steady solution of the MFE equations (2.13) which corresponds to an optimal solution of (1.1) on an optimal mesh. As with the previous section we will again assume that the boundary conditions associated with the problem are zero displacement conditions (d 0 in (1.4)), and in the rst subsection we derive the general result and in the second subsection we focus on the special case of the linear problem (2.15).
Optimality of the MFE Method
The main result of this subsection is to show that any stable, steady solution, y say, of (2.13) corresponds to a nite element function u h which is a local minimizer of the stored energy functional in (1.1) over all choices of the mesh as well as over all nite element functions on that mesh. In order to prove this result it will be helpful rst to establish some more notation and then to prove a preliminary lemma.
Suppose n 2 f1; :::; Ng is the number of an internal node of a triangulation of the domain . Then we will denote by N(n) the number of elements in the triangulation that have this node as a vertex. Further, for t = 1; :::; N(n), let T(n; t) be a unique ordering of these N(n) elements which have a vertex at s n , let T(n;t) be the region occupied by the triangle numbered T(n; t) and let A T(n;t) be the area of this region.
Given any triangle within a nite element mesh we may represent the vertices of that triangle by a local numbering asŝ 0 ,ŝ 1 andŝ 2 .
We may also de ne a standard triangle, , as the triangle whose vertices are e 0 = (0; 0) T , e 1 = (1; 0) T and e 2 = (0; 1) T . Now de ne a mapping from an arbitrary element within a triangulation onto that standard triangle by (x; s) = 2 X =0 e ^ (x; s) (3.1) where^ (x; s) is the usual linear basis function (but with a local numbering corresponding to a particular triangle) such that^ (s ; s) = , for ; 2 f0; 1; 2g. (3.6) for n = 1; :::; N and e = 1; 2. We now show that the components of rI(y) are as claimed in (3.4) by demonstrating that (3.5) is ? @I @a ni for i = 1; 2 and n = 1; :::; N, and (3.6) is ? @I @sne for n = 1; :::; N and e = 1; 2.
For the rst of these two cases it immediately follows from the de nition of I(y) that for i = 1; 2 and n = to the triangle T(n; t). (Note that this value is independent of x since we are using piecewise linear nite elements.)
We may now make use of the fact that the Jacobian, j dx d j, in the above transformation is equal to 2A T(n;t) on each triangle and so, using lemma 3. Proof Suppose y 0 is such a non-degenerate, asymptotically stable, steady solution of (2. where Dg(y 0 ) is the Jacobian of g with respect to y evaluated at y 0 . Now, the asymptotic stability of y 0 implies that all eigenvalues of the product A ?1 (y 0 )Dg(y 0 ) must have negative real parts. Since A ?1 (y 0 ) is strictly positive de nite we deduce that Dg(y 0 ) must be negative de nite and so, from (3.4), the Hessian of I(y) must be positive de nite at y 0 , as required. /// The outcome of this therefore means that if we apply the approach outlined in subsection 2.1 to solving the problem (2.3), then any steady solution of (2.13) that we obtain will be locally optimal on an optimal mesh in the sense that it will be a local minimizer of the functional in (1.1) over all variations in both the nodal displacement values and the nodal positions.
The Linear Example
We now return to the speci c example where F(x; u; ru) in (1.1) is given by (1.2), so the parabolic equations (2.3) reduce to the linear form (2.15) . In this case the results of the previous section show that any stable steady solutions of the MFE equations (2.16) and (2.17) will be local minimizers of
over local variations in each a k and s k for k = 1; :::; N.
For this particular example of a linear elasticity problem it is possible to derive a further corollary to theorem 3.2. a steady solution of (2.15) ). Hence any choice of fa k ; s k : k = 1; :::; Ng which minimizes E(u h ) must also minimize k u ? u h k 2 E . But from the result of corollary 3.3 it is known thatũ h (x) corresponds to just such a choice, and soũ h (x) must also be a minimizer of this error in the energy norm (3.8), as claimed. /// This result shows that for linear elastic structural analysis problems, the optimality results of theorem 3.2 and corollary 3.3 imply that the Moving Finite Element method can yield a best approximation to u(x) in the sense that the error is minimized in the energy norm (3.8) . This local minimum is again over all variations in the mesh as well as in the representation of the solution on that mesh.
Examples and Discussion
We conclude the paper by introducing two numerical examples to verify the results of the preceding sections and then by making a number of comments on the possible practical applications and limitations of these results. In the following subsection the rst example falls into the category of those problems considered above: with zero displacement boundary conditions everywhere. The second problem is perhaps a little more practical and makes use of traction boundary conditions: although these are not considered explicitly in the above theory we see that few complications arise as a result of their inclusion. In both cases it is demonstrated that the Moving Finite Element method can indeed yield stable steady solutions which we may therefore deduce (and verify) are locally optimal solutions on locally optimal meshes.
Computational Examples
The examples in this subsection are chosen for their simplicity and aim to illustrate the theoretical results derived above. For this reason only the linear problem (2.15), whose exact steady solution is the unique minimizer of (3.7), is considered computationally. Having obtained a stable, steady MFE solution it is now possible to verify that it is optimal. This may be done with the aid of some appropriate minimization software, such as the NAG library minimization routine E04JAF ( 20] ) for example. Using this subroutine one can show that the MFE solution given in table 1 is indeed a local minimizer of both the total stored energy (3.7), and the error in the energy norm (3.8) . (Note that this example was chosen so as to have a known analytic solution, u(x), and so it is possible to verify explicitly that the error k u(x)?u h (x) k E is minimized.)
In fact it turns out that the error in the Moving Finite Element solution is about 20% smaller than the error obtained by a conventional nite element analysis on the original grid (the rst grid in gure 1). We now consider a slightly more realistic problem which involves the use of traction boundary conditions. Figure 2 depicts an overhanging cantilever beam with a vertical concentrated load at the end of the cantilever. An initial nite element mesh is also shown. When this problem is solved using the same elasticity tensor as in the previous example we again obtain a steady MFE solution as ! 1. The nal values of the 122 degrees of freedom (s i and a i for i = 1; :::; 21, and a i for i = 22; :::; 40) are tabulated in table 2 and the corresponding nal mesh is illustrated in gure 3.
Note that the de nition of the Moving Finite Element equations (2.13) has had to be altered slightly to take into account the fact that some of the boundary, @ @ say, has traction conditions of the form n j C ijk`@ u k @x`= n j ij = i ; (4.9) applied on it (where n is the outward unit normal vector). This means that those nodes (numbered 22 to 40 in this case) on this part of the boundary no longer have their displacement values prescribed and so these become additional dependent variables in (2.13). For simplicity we have chosen still to keep the positions of all of the nodes on the boundary xed although in theory these too could be allowed to vary (along the boundary). For a more detailed description of how the derivation of the MFE equations is e ected by the use of these boundary conditions see 11] or 12]. Again we may consider the stable steady MFE solution that has been tabulated, this time in table 2, and verify that it too is optimal. Since for this example we do not know the exact solution of the problem we are only able to verify that our discrete solution minimizes the stored energy function, which for this problem is 
Discussion
On rst inspection it may appear that the optimal mesh shown in gure 3 is not particularly ideal for representing the solution to this overhanging cantilever beam problem. It is an optimal mesh however. The reason for this apparent inconsistency is that the mesh derived in solving this problem is constrained to be of the same geometric topology as the initial regular mesh shown in gure 2. This is undoubtedly one of the practical drawbacks of the MFE method as outlined here. A possible approach to overcoming this is to allow occasional remeshing of the node points so as to alter the connectivity, C, of the grid (see 15] for example, where the additional feature of adding and removing nodes is also considered). Another drawback in this particular example is that the movement of the nodes is restricted only to those points lying inside the domain . This causes a signi cant amount of stretching to occur in a number of elements situated next to the boundary of the domain; something which would be alleviated if nodes on the boundary were free to move along it. In theory there is no reason why constrained motion of nodes along the boundary cannot be allowed in the MFE method (see 11] and 12] for example) and the theoretical results of section 3 can be extended accordingly. The practical di culties of implementing this in software are more non-trivial however (although the importance of allowing such tangential motion of the boundary nodes suggests that this programming e ort is likely to be worthwhile). Another practical drawback of using the Moving Finite Element method as described in section 2 is the computational overhead associated with it. By allowing the nodal positions to become degrees of freedom we e ectively double the size of the discrete problem that must be solved. Moreover, since equations (2.13) are dependent upon the arti cial time parameter , the work involved in solving them is signi cantly more than that associated with a more conventional discretization of (1.1) or (2.1). This does not mean however that the method and the results of section 3 cannot be of signi cant practical value.
Firstly, there is no need to solve equations (2.13) with particularly high accuracy: a nearly steady solution (within a couple of percent of the true steady solution for example) will provide an almost optimal mesh, and a good initial estimate of the displacements, which can be used with a standard nite element analysis code. This will allow a considerably more accurate solution to be obtained than would be possible on a uniform mesh.
Secondly, and perhaps more practically, equations (2.13) need only be solved using a coarse nite element mesh. This would yield an optimal coarse initial mesh upon which to base an adaptive nite element analysis using h-re nement. Since the e ciency of most h-re nement algorithms is heavily dependent upon the choice of coarse mesh that is used and it is known that this coarse mesh is optimal, it is to be expected that this combination of r-and h-re nement should work well. Figure 4 illustrates how this looks in practice by showing the e ect of local h-re nement on the grid that was produced in the solution to the cantilever beam example ( gure 3) above. Those elements with the largest contributions to the functional in (1.1) have been found at very little extra computational cost and then locally re ned, to give the mesh shown. A more accurate solution can now be found on this mesh in the usual way.
The numerical examples discussed above and in the previous subsection are both for isotropic linear elastic problems however the theory of sections 2 and 3 extends to non-isotropic, nonlinear cases too. Whilst these results are therefore of some signi cance in their own right it remains to be seen whether or not the Moving Finite Element method has a practical role to play in structural analysis. This will depend very much upon whether it is possible to utilize its strong theoretical properties to produce reliable and e cient numerical software, possibly in conjunction with other forms of adaptive re nement as suggested in gure 4. Further work is clearly needed in this area.
A nal point which has not been addressed at all in this paper is that of what should be done if the solution of equations (2.13) is such that one or more of the nite elements shrinks to zero area as evolves. In theory there is nothing to prevent such an occurrence although it rarely appears to happen in practice. It would be useful understand exactly how and when this will occur and to implement a suitable strategy, such as regridding the mesh points, for when it does. 
