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ABSTRACT
In many scenarios, detecting keywords from natural language
queries is sufficient to understand the intent of the user. In this
paper, we propose a fully-neural approach to open-vocabulary
keyword spotting, allowing a user to include a voice interface
to its device without having to retrain a model on task-specific
data. We present a keyword detection neural network weigh-
ing less than 550KB, in which the topmost layer performing
keyword detection is predicted by an auxiliary network, that
may be run offline to generate a detector for any keyword.
Index Terms— keyword spotting, automatic speech
recognition, meta learning, convolutional network
1. INTRODUCTION
The recent advances in automatic speech recognition (ASR),
reaching close to human recognition performance [1], paved
the way to natural language interaction in everyday life,
making voice become a natural interface for the communi-
cation with objects. Yet such ASR systems demand a lot
of resources and computing power, and mainly rely on a
connection to the cloud. Nonetheless, it was observed that
spoken language understanding (SLU) on the edge was pos-
sible when the tasks are known, in a closed-ontology setting
(e.g. with a task-specific language model [2]). There has
been a surge of interest lately in running neural networks
on micro-controllers (MCUs), which are cheaper and less
energy-consuming [3]. To fit in such hardware, the ASR sys-
tems should still be reduced by several orders of magnitude.
However for many interactions a full ASR system is not nec-
essary: simple commands are sufficient. For example, in a
washing machine one would only need to detect the different
programs, temperatures, start/stop commands, etc.
We aim at building a “mini-SLU” system, to which the
user can address in natural language, and in which the lan-
guage understanding part is straightforwardly derived from
the detection of specific keywords in the query. For this sys-
tem to be practical and easy to adapt to any use-case, we as-
sume that it should adapt to situations where the set of key-
words is not known in advance, and for which no specific
training data is available. In this work, we aim at creating
a keyword spotting (KWS) model that is generic (can adapt
to any keywords set, without specific training data), tiny (fit
on MCUs), fast (should run in real-time), easy to use (so that
SLU and subsequent actions are straightforward to implement
on top of it), accurate and robust to noise.
We propose a fully neural architecture made of three com-
ponents. An acoustic encoder, composed of a stack of recur-
rent layers, is pretrained as a quantized ASR acoustic model.
Its intermediate features are fed to a convolutional keyword
detector network trained to output keyword confidences. The
weights of the latter are predicted by a keyword encoder neu-
ral network. We experimented this approach on two tasks: a
“mini-SLU” task where keywords are detected inside queries
formulated in natural language, and a speech command task
where the goal is to predict one speech command among a
predefined set. We compare this system to a baseline ASR-
based method.
We give an overview of related approaches in Section 2.
The proposed model is described in Section 3. We report the
experimental results on the two tasks in Section 4 and con-
clude the paper in Section 5.
2. RELATEDWORK
A significant amount of work has been proposed to classify
speech commands in a predefined set or to detect wakewords
with tiny neural networks under 500KB [4, 5]. However,
these methods require specific training data, and are not
suited to scenarios where training data is not readily avail-
able. Keyword spotting methods may be divided into two
categories: query-by-example scenarios where the system is
configured with example audios of the keywords, or query-
by-string, where the system is configured by typing keywords.
We are interested in the second type. Query-by-string scenar-
ios can be further divided into ASR-based systems in which
the keyword is detected from a transcription of the audio
into words, characters or phones, or ASR-free systems which
directly perform the detection from intermediate representa-
tions of the audio input and keywords, without relying on the
transcription. Our model belongs to the latter category.
Traditional ASR-based keyword spotting approaches con-
sist in building models for keywords and “background” and
computing likelihood ratios between the two [6]. More re-
cently, new approaches based on end-to-end neural speech
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Fig. 1: Overview of the whole model. The first layers of an acoustic model pretrained with CTC serve as an acoustic encoder.
The intermediate features are fed to a keyword detector, predicting a detection confidence for each of the keywords. The weights
of its last layer (convolutions kernels with size k and N input channels) are predicted by an auxiliary network from the keyword
phone sequence.
recognition systems trained to predict phone sequences
emerged. They look for the keyword phone sequence in
the network predictions, for example by trying to match the
keywords in predicted phones lattices [7] or from the tran-
scription directly, taking into account the confusions of the
network [8, 9].
ASR-free approaches generally consist in computing
embeddings for both the audio and the keyword pronuncia-
tion [10, 11]. In [10], the whole spoken utterance is embedded
into a single vector with a recurrent auto-encoder. Similarly,
the keyword is embedded into a vector using an auto-encoder
of the phone sequence. The concatenation of both vectors is
fed to a small neural network predicting whether the keyword
appears in the utterance. In [11], different recurrent neural
networks are trained to predict the word and phone embed-
dings. The classification is based on the distance between
the keyword and utterance embedding. This method seems
to be only applicable to isolated words and cannot handle
keywords in a natural language utterance.
In the model we propose, a recurrent neural network is ap-
plied to the keyword pronunciations to predict the weights of
the topmost convolution kernel of the keyword detector net-
work. This idea is similar to other works on dynamic convo-
lution filters in computer vision for weather prediction [12],
visual question answering [13], or video and stereo predic-
tion [14].
3. A GENERIC KEYWORD DETECTION NEURAL
NETWORK
The proposed neural network, depicted in Fig. 1, has three
main components.
The acoustic encoder is a small stack and skip LSTM net-
work [15], trained with CTC [16] on a large generic speech
corpus such as Librispeech [17] to predict the sequence of
phonemes from an audio utterance. Although its final per-
formance may be quite poor compared to a state-of-the-art
ASR model, the intermediate features it learned while trained
to recognize the phones should still be relevant for arbitrary
keyword detection. After training, the last classification layer
is removed, and the final intermediate features are fed to the
keyword detector.
The keyword detector is a small two-layer convolutional
neural network. From a context window of past intermedi-
ate feature frames, it predicts the probability of detection of
each keyword in the keyword set. The first layer aggregates
a small context of five frames of intermediate features with a
convolution followed by a tanh activation. The weights of this
layer are generic and shared by all potential keywords. The
obtained representations are pooled and sub-sampled to pro-
vide some invariance. The last layer is a convolution followed
by a sigmoid activation. There is one convolutional kernel for
each keyword. Its weights are predicted by a third network:
the keyword encoder.
The keyword encoder predicts the convolution kernel for
the keyword detector from a phone sequence representation
of the keyword. It consists of a bi-directional LSTM layer ap-
plied to a sequence of one-hot vector encoding each phone of
the keyword, and an affine transform applied to the concate-
nation of the last output of the LSTM in each direction. The
result of this affine transform is interpreted as the weights of
the last convolutional layer in the keyword detector.
The set of keywords that we want to detect is defined at in-
ference time. First, the topmost convolutional layer from the
keyword set is generated. It can be done offline, once for each
keyword. The pronunciation of each keyword is first retrieved
from a lexicon or a grapheme-to-phoneme converter. Each
phone sequence is fed to the keyword encoder, which predicts
the convolution kernel for the corresponding keyword. They
are used to build the top layer of the keyword detector.
During inference we stream the audio features to the
acoustic encoder and the created keyword detector. This
network produces a sequence of detection scores for each
keyword. At each frame, the keyword with the maximum
detection confidence is selected, if the confidence is higher
than a pre-defined threshold.
At training time, we do not know yet what the final key-
words will be. Thus for every batch we generate a set of syn-
thetic keywords. First, we use the pretrained acoustic model
to perform a CTC alignment of the whole dataset. After align-
ment, each intermediate feature frame is associated with a
ground-truth phone (or blank). At every timestep of a given
utterance, we extract a window of W past frames, and a se-
quence of the last N ground-truth phone at this timestep. The
first layers of the acoustic model will remain frozen and will
not be further trained.
Fig. 2: Mini-batch creation for the training of the generic key-
word spotting model (here, K = 2 and B = 4).
During training, we create batches ofB samples. For each
sample, we create K synthetic keywords. Each keyword is
a suffix of the extracted phone sequence, with a length uni-
formly sampled between 3 and N . The K ×B keywords are
fed to the keyword encoder, which predicts theK×B kernels
of the last convolution layer, for each synthetic keyword. The
obtained keyword detector is applied to the B acoustic sam-
ples of W frames each. It results in K×B prediction outputs
for each of the B samples.
The network is trained with a cross-entropy loss, to pre-
dict 1 for the keywords that match a suffix of the N phones
extracted for the samples, and 0 everywhere else. In general,
there will be K positive keywords, and K(B − 1) negative
ones for each training sample in the batch, as illustrated in
Fig. 2.
4. EXPERIMENTAL RESULTS
4.1. Experimental setup
We compute 40 MFCC features from the audio with a sliding
window of 25ms shifted by 10ms. The inputs of the model
are stacks of five frames every three frames following [15].
The acoustic encoder has a first linear layer with 128 tanh
units, followed by three LSTM layers of 128 units each. Over-
all, it contains 442k parameters. All weights and activations
are quantized to 8 bits [18]. The keyword detector is made
of a first convolutional layer with a kernel of five frames,
and 128 output tanh units, followed by a max-pooling over
three consecutive frames every two frames. The last convo-
lutional layer has a kernel size of 12. The receptive field of
the detector has a size of W = 30 frames. The keyword en-
coder is made of a bidirectional LSTM layer with 128 units
in each direction, followed by a linear transform, predicting
12× 128 = 1536 weights for each keyword.
The base acoustic model is trained on Librispeech [17],
augmented 4 times using a room simulator with different
amounts of noise and reverberation [19]. It is trained with
CTC to predict the phone sequence, using minibatches of
32 samples, and the Adam optimizer with a learning rate of
1e− 3. The quantized mode is activated during training after
about 30 epochs, and the model is further trained for one
epoch. The phone error rate on the whole development set of
Librispeech is 24.5%.
After aligning the acoustic model predictions on the train-
ing and development sets with CTC, we extract training sam-
ples for 15% of the frames (to limit the dataset size): a con-
text window of 30 frames of last intermediate features of the
acoustic model and the last 10 ground-truth phones at the con-
sidered timestep. On the development set, we extract the same
samples for 5% of the frames. The keyword detector and en-
coder are jointly trained using minibatches of 128 samples,
two synthetic commands of lengths randomly sampled be-
tween three and 10 for each training example, for three epochs
using the Adam optimizer and a learning rate of 1e-4.
4.2. ASR-lite baseline
The ASR-lite baseline performs a detection of the keyword
from sequences of phone predictions. It is an ASR-based
method using the base acoustic model neural network that
was pre-trained with CTC to output phone probabilities for
each frame (Section 4.1). At inference, the CTC score for ev-
ery keyword is computed for every possible audio segment.
A confidence score is derived from the total probability asso-
ciated with the segment and the length of that segment. When
the confidence of a keyword exceeds a predefined threshold,
the keyword is output and the corresponding segment will not
be included in the search for the next keyword.
4.3. Mini-SLU results
lights washing
Samples 564 545
Unique keywords 8 8
Speakers (M/F) 32 (22/10) 33 (22/11)
Samples/speaker - avg (min/max) 18 (8/60) 17 (5/50)
Duration (s) - avg (min/max) 2.6 (1.6/6.1) 3.4 (1.8/6.7)
Table 1: Mini-SLU datasets statistics.
For the mini-SLU task, we crowd-sourced queries for two
use-cases: a smart light scenario and a washing machine sce-
nario1 (Table 1). Each dataset was re-recorded in clean and
noisy, reverberated far-field conditions with a SNR of 5dB.
Each query contains between one and four keywords, and are
expressed in natural language (e.g. “could you [turn on]
the lights for the [bedroom]”). We measure the ratio of ex-
actly parsed queries, i.e. those for which the sequence of de-
tected keywords exactly match the expected one, and the F1
score as a measure of performance at the keyword level. We
compare the results of the proposed generic KWS neural net-
work to the ASR-lite approach presented in Section 4.2. The
latter uses the acoustic model that is subsequently included in
the proposed method. We also perform a standard (cheating)
ASR decoding using a closed vocabulary containing all words
in the test sets. In practice, the full vocabulary is not known
and that method cannot be applied to tiny devices use cases,
and the results are only provided as a point of comparison.
lights washing
clean noisy clean noisy
ASR (closed) 70.9 (89.6) 45.3 (77.8) 68.1 (90.2) 47.5 (81.3)
ASR lite 44.3 (77.1) 34.9 (70.0) 52.6 (85.9) 34.9 (75.6)
Proposed 48.8 (82.6) 26.7 (68.7) 62.6 (88.2) 36.3 (77.8)
Table 2: Ratio of exactly parsed queries (and F1 score, in %)
of the proposed model on two mini-SLU tasks in clean and
noisy conditions.
The results are reported in Table 2. Not surprisingly, the
best results are achieved by the ASR decoding. Among the
keyword spotting methods, the one proposed in this paper al-
most always performs best in terms of F1 score, and outper-
forms the other in terms of exact match rate by a large margin.
Most of the weights of the neural networks are actually shared
by the ASR-lite model and the proposed one. The main dif-
ference lies in the fact that the ASR-lite method relies on the
local phone predictions to detect keywords, whereas in the
proposed method, a neural network directly predicts whether
the keyword appears in a given segment. The neural network
has a high phone error rate (24.5%) which may greatly com-
promise the detection of the phone sequence in the former ap-
proach. The neural network in the latter approach may learn
from the acoustic model’s confusions at the sequence level.
This could explain its superior performance. Moreover, since
we reused most of the network of the ASR-lite approach in the
proposed one without retraining its weights, the two methods
could be combined at a quite small additional cost.
4.4. Speech commands results
For the speech command task, the goal is to detect a single
command among a pre-defined set. We evaluate our approach
1The datasets will be made publicly available, should the paper be ac-
cepted
on Google’s speech command dataset [20]2 and on a pro-
prietary dataset of audio control commands3. We measure
the false rejection rate across all commands on the command
datasets and a false alarm rate on a big dataset of negative
data for the audio control commands, and on the commands
not included in the positive set for Google’s speech command
dataset. We compare our results with a model trained on spe-
cific training data, similar in size (240K parameters) and per-
formance to the res15 ResNet architecture of [21], and to
the ASR-lite approach.
(a) Google speech commands (b) Audio controls
Fig. 3: Results on speech commands datasets
The results are depicted in Fig. 3. As expected, the model
trained on specific training data is much better than the other
two open-vocabulary approaches. Nonetheless, the method
we propose largely outperforms the ASR-lite baseline. It is
worth noting that the models labeled “with data” are models
trained on specific training data for each of the command
sets, whereas the other two models can readily be applied to
any command set, without retraining. The ASR-lite approach
relies on the phone prediction and might not gain much from
fine-tuning on the command-specific dataset. In the proposed
approach, however, the weights generated by the keyword
encoder could serve as a starting point for re-training on
command-specific data and could probably benefit from it,
even with a smaller training set than the “with data” approach.
This will be experimented in a future work.
5. CONCLUSION
We proposed a method to generate a small-footprint keyword
spotting neural network predicting the presence of a keyword,
that can run on micro-controllers, without requiring specific
training data for the keyword. The weights of the neural net-
work are partially generated by an auxiliary neural network
operating on the phone sequence of the keyword. We have
shown that it outperforms an ASR-based method on a mini-
SLU and a speech command detection task.
2evaluating on the same 12 commands as in [4, 21]
3with 10 commands: ”turn on, turn off, play, pause, start, stop, next track,
previous track, volume up, volume down”.
6. REFERENCES
[1] Wayne Xiong, Jasha Droppo, Xuedong Huang, Frank Seide,
Mike Seltzer, Andreas Stolcke, Dong Yu, and Geoffrey Zweig,
“Achieving human parity in conversational speech recogni-
tion,” arXiv preprint arXiv:1610.05256, 2016.
[2] Alaa Saade, Alice Coucke, Alexandre Caulier, Joseph
Dureau, Adrien Ball, The´odore Bluche, David Leroy, Cle´ment
Doumouro, Thibault Gisselbrecht, Francesco Caltagirone,
et al., “Spoken language understanding on the edge,” arXiv
preprint arXiv:1810.12735, 2018.
[3] Yundong Zhang, Naveen Suda, Liangzhen Lai, and Vikas
Chandra, “Hello edge: Keyword spotting on microcontrollers,”
CoRR, vol. abs/1711.07128, 2017.
[4] Tara N Sainath and Carolina Parada, “Convolutional neural
networks for small-footprint keyword spotting,” in Sixteenth
Annual Conference of the International Speech Communica-
tion Association, 2015.
[5] Alice Coucke, Mohammed Chlieh, Thibault Gisselbrecht,
David Leroy, Mathieu Poumeyrol, and Thibaut Lavril, “Ef-
ficient keyword spotting using dilated convolutions and gat-
ing,” in ICASSP 2019-2019 IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP). IEEE,
2019, pp. 6351–6355.
[6] Igor Szoke, Petr Schwarz, Pavel Matejka, Luka´s Burget, Mar-
tin Karafia´t, Michal Fapso, and Jan Cernocky, “Comparison of
keyword spotting approaches for informal continuous speech,”
in Ninth European conference on speech communication and
technology, 2005.
[7] Zhehuai Chen, Yimeng Zhuang, and Kai Yu, “Confidence
measures for ctc-based phone synchronous decoding,” in 2017
IEEE International Conference on Acoustics, Speech and Sig-
nal Processing (ICASSP). IEEE, 2017, pp. 4850–4854.
[8] Loren Lugosch, Samuel Myer, and Vikrant Singh Tomar,
“Donut: Ctc-based query-by-example keyword spotting,”
NeurIPS Workshop on Interpretability and Robustness in Au-
dio, Speech, and Language, 2018.
[9] Yang Yang, Anusha Lalitha, Jinwon Lee, and Chris Lott,
“Automatic grammar augmentation for robust voice command
recognition,” arXiv preprint arXiv:1811.06096, 2018.
[10] Kartik Audhkhasi, Andrew Rosenberg, Abhinav Sethy, Bhu-
vana Ramabhadran, and Brian Kingsbury, “End-to-end asr-free
keyword search from speech,” IEEE Journal of Selected Topics
in Signal Processing, vol. 11, no. 8, pp. 1351–1359, 2017.
[11] Niccolo` Sacchi, Alexandre Nanchen, Martin Jaggi, and Mi-
los Cernak, “Open-vocabulary keyword spotting with audio
and text embeddings,” in INTERSPEECH 2019-IEEE Interna-
tional Conference on Acoustics, Speech, and Signal Process-
ing, 2019.
[12] Benjamin Klein, Lior Wolf, and Yehuda Afek, “A dynamic
convolutional layer for short range weather prediction,” in Pro-
ceedings of the IEEE Conference on Computer Vision and Pat-
tern Recognition, 2015, pp. 4840–4848.
[13] Hyeonwoo Noh, Paul Hongsuck Seo, and Bohyung Han, “Im-
age question answering using convolutional neural network
with dynamic parameter prediction,” in Proceedings of the
IEEE conference on computer vision and pattern recognition,
2016, pp. 30–38.
[14] Xu Jia, Bert De Brabandere, Tinne Tuytelaars, and Luc V Gool,
“Dynamic filter networks,” in Advances in Neural Information
Processing Systems, 2016, pp. 667–675.
[15] Has¸im Sak, Andrew Senior, Kanishka Rao, and Franc¸oise
Beaufays, “Fast and accurate recurrent neural network
acoustic models for speech recognition,” arXiv preprint
arXiv:1507.06947, 2015.
[16] Alex Graves, Santiago Ferna´ndez, Faustino Gomez, and Ju¨rgen
Schmidhuber, “Connectionist temporal classification: la-
belling unsegmented sequence data with recurrent neural net-
works,” in Proceedings of the 23rd international conference
on Machine learning. ACM, 2006, pp. 369–376.
[17] Vassil Panayotov, Guoguo Chen, Daniel Povey, and Sanjeev
Khudanpur, “Librispeech: an asr corpus based on public do-
main audio books,” in 2015 IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP). IEEE,
2015, pp. 5206–5210.
[18] Benoit Jacob, Skirmantas Kligys, Bo Chen, Menglong Zhu,
Matthew Tang, Andrew Howard, Hartwig Adam, and Dmitry
Kalenichenko, “Quantization and training of neural networks
for efficient integer-arithmetic-only inference,” in Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition, 2018, pp. 2704–2713.
[19] Robin Scheibler, Eric Bezzam, and Ivan Dokmanic´, “Py-
roomacoustics: A python package for audio room simulation
and array processing algorithms,” in 2018 IEEE Interna-
tional Conference on Acoustics, Speech and Signal Processing
(ICASSP). IEEE, 2018, pp. 351–355.
[20] Pete Warden, “Speech commands: A dataset for
limited-vocabulary speech recognition,” arXiv preprint
arXiv:1804.03209, 2018.
[21] Raphael Tang and Jimmy Lin, “Deep residual learning for
small-footprint keyword spotting,” in 2018 IEEE Interna-
tional Conference on Acoustics, Speech and Signal Processing
(ICASSP). IEEE, 2018, pp. 5484–5488.
