Abstract Multivariate synchronization index (MSI) has been proved to be an efficient method for frequency recognition in SSVEP-BCI systems. It measures the correlation according to the entropy of the normalized eigenvalues of the covariance matrix of multichannel signals. In the MSI method, the estimation of covariance matrix omits the temporally local structure of samples. In this study, a new spatio-temporal method, termed temporally local MSI (TMSI), was presented. This new method explicitly exploits temporally local information in modelling the covariance matrix. In order to evaluate the performance of the TMSI, we performs a comparison between the two methods on the real SSVEP datasets from eleven subjects. The results show that the TMSI outperforms the standard MSI. TMSI benefits from exploiting the temporally local structure of EEG signals, and could be a potential method for robust performance of SSVEP-based BCI.
Introduction
Brain-computer interface (BCI) is an emerging technology that could provide an novel communication channel for human brain to control the external devices or environment without depending on the normal output pathways of peripheral nerves and muscles (Wolpaw et al. 2002; Lance et al. 2012; Freeman 2007b) . In a BCI system, EEG was the most common noninvasive brain imaging techniques to monitor brain activity that coding the intent of a user. There exists several BCI modalities developed to utilize various brain responses, event-related potential (ERP) (Zhang et al. 2012a; Xu 2013; Long et al. 2011) , sensorimotor rhythm (SMR) (Xu et al. 2011; He et al. 2015; Yuan and He 2014; Huang et al. 2010) , and steady-state visual evoked potential (SSVEP) (Chen et al. 2015; Chang et al. 2016; Gao et al. 2014; Zhang et al. 2015) , etc. Due to little user training and the higher information transfer rate(ITR), SSVEP-based BCI has attracted increasing attention.
For the SSVEP-based BCI, the researchers mainly focus on the target coding paradigm and the frequency recognition algorithm. In order to generate enough targets, several methods are presented, such as the Multiple frequencies sequential coding (MFSC) (Zhang et al. 2012b ), frequency and phase mixed coding (Jia et al. 2011) , and the sampled sinusoidal stimulation method (Chen et al. 2014) , etc. Accurately translating the EEG signal poses some challenges in SSVEP-based BCI system. The single channel algorithms, such as power spectral density analysis (PDSA) (Cheng et al. 2002) and and stability coefficients (SC) (Wu and Yao 2007) , need relatively long time window to yield a robust performance. In recent years, multichannel recognition methods have becoming popular. This kind of methods could efficiently exploit multichannel EEG signals to extract more robust features, then achieve higher detection accuracy. The minimum energy combination (MEC) (Friman et al. 2007) , canonical correlation analysis (CCA) (Lin et al. 2006 ) and multivariate synchronization index (MSI) (Zhang et al. 2014a ) are the mainly methods adopted in recent SSVEP-based BCI systems. The aim of MEC is to find optimized spatial filters to minimize the nuisance signals and noise as much as possible (Friman et al. 2007 ). The CCA-based method adopts the classical multivariate statistical method, i.e. CCA, to calculate the canonical correlation coefficients as the features between the multiple signals and the preconstructed reference signals (Lin et al. 2006 ). This method shows better performance than that of MEC (Nan et al. 2011) . Recently, several extended CCA method have been proposed, such as individual template based CCA (IT-CCA) , multiset canonical correlation analysis (MCCA) (Zhang et al. 2014c ), L1-regularized version of MCCA (Zhang et al. 2013b ). The MSI is a novel method to estimate the synchronization index between the multiple signals and the preconstructed reference signals as the classification feature (Zhang et al. 2014a) . The MSI showed the best performance among the three method (Zhang et al. 2014a; Tello et al. 2014a, b) . Although the MSI method provides satisfactory performance, it completely ignores the temporal information of the EEG signal in the covariances modelling.
Previous researches have confirmed that the utilizing the temporally local information of signals could significantly improve algorithm performance. The improved common spatial patterns (CSP) algorithm Zhang et al. 2013b) , and maximum signal fraction analysis(MSFA) artifact removal algorithm (Wang 2010) were both improved when the temporally local information was considered. EEG signals are nonstationary, and often contaminated by virous artifacts. It is beneficial to consider the temporally intrinsic manifold of EEG signals when modelling the covariance matrix which could make the algorithms effectively capture the discriminative feature Wang and Xu 2012) . Motivated by the ideas, in this study, we explicitly take temporally local information of EEG signals into account in the calculation of the covariance matrix of the MSI to further enhance the SSVEP frequency recognition accuracy. We term the new method as temporally local MSI (TMSI). EEG data from eleven subjects were adopted to validate the performance of TMSI. Experimental results demonstrate that the proposed TMSI outperforms the MSI, especially when short time windows are used.
Materials and methods
The standard MSI method
The MSI was proposed based on the theory of S-estimator. The S-estimator was based on the entropy of the normalized eigenvalues of the correlation matrix of multivariate signals (Carmeli et al. 2005) . In the MSI method, the S-estimator was used to provide a synchronization index for frequency detection. Let X 2 R N 1 ÂM and Y 2 R N 2 ÂM denote two multivariate signals. N i ði ¼ 1; 2Þ is the number of channels, M is the number of samples. Without loss of generality, X and Y are normalized to have a zero mean and unitary variance. Then, a covariance matrix of concatenation of X and Y can be calculated as
where
To reduce the influences of the autocorrelation of X and Y on the future computing, the following linear transformation is adopted (Joudaki et al. 2012) :
Then, the transformed correlation matrix is
In fact, we can firstly use the matrices C 22 to whiten the original data matrices X and Y respectively, and then obtain the covariance matrix R directly. Let k 1 ; k 2 ; . . .; k P be the eigenvalues of matrix R. Then, the normalized eigenvalues are calculated as follows:
where P ¼ N 1 þ N 2 . Then, the synchronization index between two sets of signals can be calculated as follows:
With the formula (8), we can implement the frequency recognition for SSVEP-based BCI. Any matrix of X and Y, e.g. X, can be chosen to be the multichannel EEG signal, then Y can be the reference signal, which can be constructed with formula (9). The reference signal for each frequency in the stimulus frequency set ff 1 ; f 2 ; . . .; f K g is constituted by the following formula:
where N h denotes the number of harmonics, Fs is the sampling rate. With formula (1)- (8), K indices (S 1 ; S 2 ; . . .; S K ) can be obtained with the K stimulus frequencies. Then, the targets could be identified by the rule as shown in formula (10). Namely, the frequency of the target is the frequency of the reference signal with the maximal index to the EEG signal.
Temporally local MSI
Previous studies demonstrate that the temporal structure information of signals can enhance the performance of signal processing algorithm, such as sparse signal recovery (Zhang et al. 2014d) , artifact removal (Wang 2010) , feature extraction Wang and Xu 2012) , etc. Covariance formulation is frequently used operation for deducing algorithms. Conventional covariance matrix omits the temporal information of signals. Temporally local covariance could be beneficial to capture the discriminative temporal structure of EEG signals and improve the performance of artifact removal and the CSP for motor imagery BCI Wang 2010; Zhang et al. 2013b) . Although the MSI is a potential method for frequency recognition, it is a time-independent method which may be its drawback. In this study, we try to improve the original MSI method by integrating the temporal structure information of signals into the covariance matrix. We expect that the time-dependent covariance modelling of the EEG signals could yield more robust features for frequency recognition for SSVEP-based BCI system. Denote the weight matrix (or termed adjacency matrix) by W 2 R MÂM , multivariate signals by Z ¼ ½z 1 ; z 2 ; . . .; z M 2 R NÂM respectively. M is the number of recording samples, and N are the number of variables or channels. Then, the temporally local covariance matrix is expressed as follow (Wang 2010) :
The formula (11) can be further expressed as
where L is the Laplacian matrix and L ¼ D À W: D is a diagonal matrix with the diagonal elements being the row sums of W, i.e. D i;i ¼ P M j¼1 W i;j for i ¼ 1; 2; . . .; M. There are several choices to generate the weight matrix W. In this study, the Tukeys tricube weighting function is adopted (Cleveland 1979 ):
Here, s defines the temporally local range, and it could character the manifold of the EEG signals.
KðmÞ is an monotonously decreasing function such that two temporally closer data points have larger weight between them. Similar to the study by Cleveland (Cleveland 1979) , we set r ¼ 3 in the current study. When C was generated, we can use the formula (5)-(8) to calculate the synchronization index, and also use the formula (10) to implement the frequency recognition. Therefore, the core operation for the temporal MSI is to model the covariance matrix C which could deliver more discriminative information than the counterpart for the standard MSI.
SSVEP datasets
The TMSI was evaluated on the Eleven datasets used in our previous study (Zhang et al. 2014a ). Eleven healthy subjects (two female and nine male, aged from 21 to 25 years) were recruited to participate in this study, which was approved by the Human Research and Ethics Committee of the University of Electronic Science and Technology of China. Before the experiment,all participants signed an informed consent form. All subjects were right handed, and had normal or corrected-to-normal vision.
During the experiment, the subjects were seated in a comfortable armchair, 60 cm away from the center of the laptop monitor. The experiment was performed in a normal room without electromagnetic shielding. Four frequencies (7.5, 8.6, 10, and 12 Hz) were adopted in the offline experiment. The flickering stimuli were displayed on a laptop with a 13'' screen and a 60 Hz refresh rate. The subjects were instructed to gaze binocularly at each frequency stimulus for 30 s, followed by a rest period of approximately 1-2 min.
EEG signals were recorded at 1000 Hz sampling rate with a band-pass filter from 0.5 to 30 Hz and a 50 Hz notch filter. Eight Ag/AgCl recording electrodes covering occipital-parietal region were used to collect data with Symtop Amplifier (NIL System, Chengdu, China). Fcz was adopted as the reference, and Afz was adopted as the ground. The location of these electrodes is shown in Fig. 1 . All the raw EEG signals were recorded for further offline analyses. All data epochs were further down-sampled to 250 Hz.
Performance measurement
With the datasets, we evaluated the performance of MSI and TMSI with various time window lengths. The time windows (TW) ranged from 0.5 s to 3 s with an interval of 0.5 s. For each time window length, non-overlapping segments were extracted from the data of each frequency respectively, and then pooled all the segments of the four frequencies together. After the procedure, both methods were used to compute the classification accuracy which was the ratio of the number of segments correctly classified to the number of total segments. Only the classification accuracy was used to evaluate the performances of the two methods in this study.
Results
For the TMSI, we need to set the two parameters, i.e., s in the weight matrix W and the number of the harmonics (N h ). In current study, N h was determined using numbers ranged from 1 to 4 with the MSI method. In Fig. 2 , N h ¼ 2 provided the most satisfactory classification accuracy. Therefore, we set N h to be 2 in the following procedures for both methods. For the parameter s, it was fixed by a grid search method,where s was limited to [2 30] with an interval of 2, and the time window was 1 s. In Fig. 3 , the results shows that s ¼ 24 yielded the highest accuracy. Therefore, this setting was used for further analysis of the TMSI method. Both TMSI and MSI methods were implemented on Matlab 2012a on a desktop computer with a 3.0 GHz CPU (4 GB RAM). Table 1 and Fig. 4 show the classification accuracy of each subject and the averaged accuracy of all subjects with the two methods respectively. For all the TWs, the TMSI achieved better performance than the MSI according to the averaged accuracy. Furthermore, statistical analysis was implemented for the accuracy difference between the two methods with the paired-sample t-test (p\0:05). The results demonstrated that the TMSI method yielded significantly higher accuracy than that of the MSI method in three TWs, and especially when time window was less than Fig. 2 Classification accuracy of MSI method using different numbers of harmonics 1.5 s (see Fig. 4 ). The short time window required by the method can improve the response speed of the BCI system and reduce the visual fatigue of the subjects.
Discussion and conclusion
For the SSVEP-based BCI, multichannel classification methods could achieve roubst performance, and have received increasing attention. The main idea of these methods is to exploit the information from multichannel EEG signals to generate more robust features which could improve the performance of the methods (Lin et al. 2006; Friman et al. 2007; Wang et al. 2016; Zhang et al. 2014a, b) . But, they completely ignores the temporal information of the EEG signal. Previous literatures have confirmed that the utilizing the temporally local structure of signals could significantly improve the algorithm performance Wang 2010 ). To our knowledge, the issue has not been considered in the SSVEPbased BCIs.
In this study, we proposed a novel method which explicitly take temporal structure information of the EEG signals into account when developing the method based on the MSI in this study. The temporal structure information was considered by modelling the covariance matrix with a adjacency matrix constraint which incorporates the temporally intrinsic manifold. The Tukeys tricube weighting function is adopted to model the temporally local relationship between the signal samples. For this function, the parameter s need to be specified, which determines the temporally local range. Although this function could reflect that two temporally closer data points have larger correlation between them, it could not reflect the real relationship between the two signal waveforms at different time points. In current study, we obtained the optimal value of s by grid search. More efficient approaches should be adopted to determine this parameter for future study. Alternatively, other methods to calculate the weight matrix W need to be explored in future studies so that the W could be calculated automatically by the algorithms with the available data. Beside, the number of the harmonic (N h ) in the reference signals have impact to the recognition accuracy as shown in Fig. 2 . Therefore, we need to determine the optimal (N h ) according to the available data, or use some modern methods to construct natural reference signals with the real SSVEP signals (Zhang et al. 2013b (Zhang et al. , 2014 .
The experimental results show that the TMSI achieve better performance than the MSI, and have significant difference between them when the TW is shorter than 1.5 s. To see more details of the results, Fig. 5 compares the averaged accuracy across all the subjects between the two methods at each of the stimulus frequency. In most cases, TMSI outperformed MSI for all of the four stimulus frequencies at the six TWs. These experimental results indicated that TMSI is a promising method for the frequency detection in SSVEP-based BCI. There are only four frequencies in this study, which could be used for controlling the limbs of the robot (Zhang et al. 2014a ). In our future study, we need to investigate the performance of the TMSI and compare it with other algorithms in the system with larger number of stimulus targets.
Furthermore, the computational time taken by the two method at different time windows were presented in Table 2 . The results show that the TMSI and MSI could be implemented efficiently within 0.1 s. The online performance of the TMSI will be investigated in future studies.
In summary, we proposed a novel frequency recognition method(TMSI) by incorporating the temporal information from the multichannel EEG signals into the algorithm based on the MSI. The experimental results based on EEG data from eleven subjects showed the TMSI method outperformed the standard MSI method. TMSI could be a promising alternative for frequency recognition in the SSVEP-based BCI systems.
