Introduction
The word derives from the Greek biometrics bio (life) and metry (measure), inferring the meaning and measurement of life [1] . The term biometrics is adopted to encompass technologies for the identification of persons means the recognition of physical, chemical characteristics of a person's behavior or distinctive [2, 3] features. With the growth of technology applications to areas such as computer security, access control, electronic commerce and bank transfers among others, the need to create methodologies and systems capable of identifying people, thus the importance of biometrics has taken a significant direction in the activities of society [3] .
Throughout history, we have developed different techniques and procedures for identifying people. Among them are identifying individual through fingerprint [4, 5, 6] , using iris recognition [7, 8, 9] , facial recognition [10, 11, 12] , through geometry hand [13, 14, 15] , by the retina [16, 17, 18] or by voice [19, 20, 21] , among others. Another approach is the identification by detection of infrared images veins in either the thumb, palm or of the hand dorsal [22, 23, 24] . This technique is based on the fact that the vein pattern is unique to each person and not generally has significant changes during the stage of life (except in the case where it is in the process of growth) [25] . To capture the vascular network of the back it is required that the area is bombarded with infrared light (wavelength from 740-to 60 nm) wavelength passing through the human skin and is absorbed by the hemoglobin in the veins, Thus, when the infrared image is captured, the pattern of blood vessels containing hemoglobin is visible and appear as dark lines [26, 27, 28] .
Basic Concepts

Digital Imaging
A digital image is a two-dimensional function f (x, y) of light intensity at a point in space, where (x, y) coordinates of that point are considering the origin in the upper left of the image. Since a digital image is a function f (x, y) discretized in both spatial coordinates and in brightness, often usually it represented as a two dimensional matrix F ij = (f ij ) H×W , where H and W represent the size of picture (H and W referring to height and width of the image respectively) with f ij = f (x i , x j ). Each element of the array is called picture element or pixel. The spatial domain refers to own image plane, and the techniques in this category are based on direct manipulation of pixels of the image [29] ( Figure 1 ). 
Associative Memories
Associative memories are mathematical models whose main objective is to recover complete patterns from input patterns. The operation of the associative memories is divided into two phases: learning stage where the associative memory is generated; and recovery phase, stage where the associative memory is operated.
During the learning phase, the associative memory is constructed from a set of ordered pairs of patterns known in advance, called fundamental set. Each pattern that defines the fundamental set is called central pattern. Fundamental set is represented as follows [30, 31] :
where
During the recovery stage, associative memory operating with an input pattern for the corresponding output pattern.
Cellular Automata
Let I be a set of indices. Let A = {[a i , b i ]} i∈I countable family of closed intervals in R such that the following conditions:
Definition. Let [a, b] an interval of R with a = b and A a family of closed intervals that satisfy 1, 2 and 3. A 1-dimensional lattice is the set
. . , A n are families of intervals that meets 1, 2 and 3, then a lattice of dimension n > 1 is the set
Definition. Let L be a lattice. A cell or site is an element of L, that is, a cell is an element of the form [
Definition. Let L be a lattice, and r is a cell of L. A neighborhood of size n ∈ N for r, is the set v(r) = {{k 1 , k 2 , . . . , k n }|k j is a cell of L for each j}.
Definition. Let n ∈ N. A cellular automaton is a tuple (L, S, N ,f ) such that:
1. L is a regular lattice.
2. S is a finite set of states. Definition. A configuration of the cellular automaton (L, S, N ,f ) is a function C t : L → S which associates to each cell of the lattice L at time t, a state of S.
If (L, S, N ,f ) is a cellular automaton and r ∈ L, then the configuration C t is related with f through:
) two cellular automata. Cellular automaton composition of the CA Q and W in the time t = t k is defined as W * Q by the cellular automaton W * Q = (L, S, N, h) where h, f and g are related as follows:
x denote the number of cells in A with state x.
Associative Memories based on Cellular Automata
In this work was used the associative memory model based on cellular automata by the authors in [32] . Then previous definitions and the proposed model are presented.
Definition. Let A, B ⊆ Z 2 . The cell dilation is the cellular automata D = (L, S, N , f ) whit initial configuration A, defined as follows:
• S = {0, 1}.
• N = {v x |x ∈ L} with v x = (B − ) x = {−b + x|b ∈ B}.
• The transition function f : N → S is given as follows:
. The cell erosion is the cellular automata D = (L, S, N , f )) with initial configuration A, defined as follows:
• N = {v x |x ∈ L} with v x = (B) x = {b + x|b ∈ B}.
• The transition function f : N → S is:
In what follows, consider the set A = {0, 1} and the fundamental set
The lattice L for the CA shall consist of the matrix of size 2m × 2n with the first index in (0, 0).
The set S = {0, 1} is the finite set of states.
Let I = {i ∈ Z|i = 2k for k = 0, 1, 2, . . . , n − 1} = {0, 2, 4, . . . , 2(n) − 2} and J = {j ∈ Z|j = 2k + 1 for k = 0, 1, 2, . . . , m − 1} = {1, 3, 5, . . . , 2m − 1}. Consider the partition of L formed by the family of subsets
From the above fact it defines the set of neighborhoods
Definition. Consider the set A k . We define the projection function of the i-th component (1 ≤ i ≤ k) as P r i : A k → A as:
Teorem. If (y i , x j ) ∈ P r yx = {(y i , x j )|y i = P r i (y) and x j = P r j (x)}, then
Consider the CA Q = (L, S, N , f Q ) and W = (L, S, N , f W ) with N = IJ, and f Q : N → S, f W : N → S defined as follows:
We define the Associative CA (ACA) in its learning phase as
The recovery phase for the ACA makes use of the composition of erosions and dilations CA. The algorithm which defines the phase of recovery is shown in algorithm 1.
Algorithm 1 ACA in recovery phase
Fundamental set F S = {(x µ , y µ )|µ = 1, 2, . . . , p}; structuring element B; integer value ne (number of erosions); integer value nd (number of dilations); pattern to recoveryx ∈ A n Recovery patternỹ ∈ A m 1. Building the Learning ACA for F S.
2. Applying ne times the cell erosion E with the structuring element B to the initial configuration of learning ACA. This is, applied to the configuration of the ACA, E * E * · · · * E, ne times.
3. Applying nd times the cellular dilation with the structuring element D to configuration obtained in point 2. This is, applied to the configuration obtained in point 2, D * D * · · · * D, nd times.
4. For the input patternx ∈ An will get the output patternỹ ∈ A m applying:
Proposed Method
Prototype to capture infrared images
For the proposed methodology, first a prototype was made that is capable of storing infrared images of the hand dorsal, for it, a metal structure support was used for a lamp, a web camera with an infrared filter, 70 LEDs infrared of 5mm diameter was used model IR333, 10 resistors of 470 Ohm, a potentiometer of 10k and a bridge rectifier. An array of infrared LEDs was constructed for the illumination of the back of the hand, regulating the intensity of the LEDs by the potentiometer; bridge rectifier circuit is powered by an alternating current of 120V-60Hz. The web camera was placed at the center of the array of LEDs to capture images of the hand dorsal when it was bombed by infrared light. Figure 2 shows the circuit of the LED matrix, and the rectifying circuit for connecting alternating current. Figure 3 shows the prototype that captures infrared images of the hand dorsal. 
Digital Image processing
Once developed the prototype of Section 3.1, proceeded to capture images of the back of the left hand. For each of the captured images the hand was segment as follows: given the infrared light image obtained, the histogram is considered and the two absolute maxima of the histogram is calculated as shown in Figure 4 c). After obtaining the two absolute maxima, the relative minimum was calculated between the absolute maxima getting a min value, then the image is binarizo follows:
where umbral = min, a = 0 y b = 255. Figure 4 shows the segmentation of the dorsal hand using absolute highs. 
Feature Extraction
Once the segmentation of infrared image was obtained of the hand dorsal, we proceeded to form the pattern of features from the segmented image histogram. To do this, consider the histogram of the image 5, the value is calculated where the maximum absolute max is located and consider the values in the range [max − 10, max + 10], is calculated, so that if histo(i) is the corresponding value in the histogram for i with 0 ≤ i ≤ 255, then the pattern corresponding to the image is given by: 
Pattern recognition
After obtaining the pattern of characteristics for each of the images, associative memories based on cellular automata was implemented shown in section 2.4.
Experiments and results
The prototype shown in section 3.1 was built, and from this, a bank of infrared images of the left hand dorsal was created as follows: 10 people were considered, each person had 10 different images of the left hand dorsal, obtaining a total of 100 images. This bank of images were applied the proposed methodology segmentation and feature extraction. For pattern recognition module of associative memory was used the model based on cellular automata presented in Section 2.3. The method was validated by cross validation, which is to partition the total set in k blocks of the same size, with each pass, each block plays the role of the training set and the remaining (k − 1 blocks) form the test set obtaining k passes in total. In each pass the model performance is recorded, and the total average of the last k passes equals the performance of the model, in this case a yield of 84.7% was obtained.
Conclusions
This work presented a methodology for biometric identification of people by the geometry of the veins of the dorsal hand from infrared images. First prototype was built using infrared LEDs and a modified webcam through an infrared filter to allow capturing infrared images, through this prototype infrared images of dorsal hand were captured, thus an images bank was created of the veins geometry of the dorsal hand of different people, once created the images bank, we applied the methodology able to segment each of the vascular network of the dorsal hand, features were extracted and associative memory was created based on cellular automata. The methodology was applied to each of the images of the images Bank and the model was validated by cross validation, obtaining a yield of 84.7%.
