A significant hurdle for the widespread adoption of iris recognition in security applications is that the typically small imaging volume for eye placement results in systems that are not user friendly. Separable cubic phase plates at the lens pupil have been shown to ameliorate this disadvantage by increasing the depth of field. However, these phase masks have limitations on how efficiently they can capture the information-bearing spatial frequencies in iris images. The performance gains in information acquisition that can be achieved by more general, nonseparable phase masks is demonstrated. A detailed design method is presented, and simulations using representative designs allow for performance comparisons.
Background
The iris is the annular region of the eye bounded on the interior by the pupil and on the exterior by the sclera, the white part of the eye. Among physical characteristics that are suitable for biometric applications, the iris has many attractive features. The high entropy density of the iris texture makes it an extremely reliable identifier of individuals. The irises of identical twins are statistically independent, as are the left and right irises of the same person [1] [2] [3] . It is also stable over the lifetime of an individual [4] . Because of these superior characteristics, iris recognition systems have drawn a great deal of attention from researchers over the past decade.
An iris recognition system typically requires the following steps: image acquisition, segmentation to isolate the iris in the captured image, iris code formation based on the iris texture, and comparison of the code with a stored database of previously registered iris codes [1] . I primarily focus on image acquisition. Not surprisingly, the design of this subsystem involves the trade-off of competing goals, namely, imaging volume and information capture. To make the system cheaper and more user friendly, the volume in object space where the eye can be positioned for successful image capture should be as large as possible. For instance, systems that cannot assume cooperation of the subject will necessitate an array of cameras due to variation in heights and locations of subjects [5] . The larger the volume one camera can cover, the fewer number of cameras will be required.
A large imaging volume, of course, requires a large depth of field. In traditional systems depth of field is increased by stopping down the aperture. This solution results in both reduced resolution, which will have a minimum threshold imposed by the iris code, and less light-collecting capability by the camera. Compensation for less light throughput is usually accomplished by either more power from the illumination source or longer integration times by the camera detector. Both options have severe disadvantages for iris recognition systems. The illumination source is frequently an array of near-infrared LEDs, because the iris texture is most prominent in that region of the spectrum, especially for dark-colored irises [1] . Eye safety concerns limit the allowed irradiance. A longer integration time increases the likelihood of noise corruption from sources like head or eye movement and blinking.
A solution to this dilemma is made possible by a fortuitous property of iris codes. They typically use information from only the low and middle spatial frequencies of the iris image [1] . This characteristic makes iris image acquisition a good candidate for wavefront coding. Wavefront coding is a term coined by its pioneers, Dowski and Cathey, to describe the insertion of a phase mask at the pupil of a lens that blurs the image in a manner invariant to object distance such that identical postprocessing can be applied over a large range of defocus to recover an image of high fidelity [6] . Image recovery is made possible because wavefront coding prevents nulls in the MTF over a large range of defocus and thus avoids unrecoverable signal loss at the spatial frequencies where these nulls occur. The trade-off of this technique is that the signal-to-noise ratio (SNR) is decreased, especially at high frequencies, as sensitivity to defocus is decreased. High spatial frequencies, however, carry no information for iris codes. Thus the signal at high spatial frequencies can, in theory, be traded for defocus insensitivity without sacrificing performance.
The feasibility of this method was convincingly demonstrated in [7] [8] [9] . However, the designs in these papers were limited to cubic phase masks that were separable in the spatial coordinates of the plane of the pupil. Though a significant increase in imaging volume was demonstrated with postprocessing and to a lesser degree without postprocessing, these designs required postprocessing for the wavefront coding to prevent significant degradation of algorithm performance at best focus relative to the lens without the phase mask. Requirements for the iris code constrained the postprocessing. In [7] the object space was even divided into several regions along the optic axis that used different processing filters to primarily compensate for aberrations resulting from the lens not being designed for a finite object distance. Promising results on strictly fifth-order masks were presented in [10] . However, the design method involved direct optimization of iris recognition results over a defocus range using only four simulated images without taking into account lens aberrations. Simulating more than a few images at multiple object ranges is computationally very expensive in iterative optimization routines, and the applicability of a design based on a few specific images to the general population is dubious. Results over a large data set of iris images were not reported.
Here I demonstrate that the extra degrees of freedom afforded a more general, nonseparable phase mask will result in less loss of information in the unprocessed image and thus make possible larger depths of field while relaxing the constraints on postprocessing. In Section 2 the advantages of a more general, nonseparable phase mask over a separable cubic phase mask are discussed in terms of design criteria. These criteria will be translated into a novel and efficient design method in Section 3, which takes into account the symmetry of the optical transfer function (OTF) and lens aberrations. The performance of an example design will be simulated on a large database of iris images in Section 4.
Design Criteria
The goal of the image acquisition design is to capture all the information necessary for the iris code while simultaneously decreasing defocus sensitivity as much as possible. Unfortunately increasing depth of field by wavefront coding comes at the cost of a lost signal at high frequencies. This signal loss is due to a mathematical necessity that the OTF becomes more severely low pass with a corresponding broadening of the point spread function (PSF) as defocus sensitivity decreases. Ideally the proposed design will allow only high frequencies that carry no information to fall below the noise floor and thus be unrecoverable.
A critical factor in this goal is the optimum shape of the passband in the frequency plane. As shown in Fig. 1 , the texture of the iris is composed of features that generally radiate out from the center of the iris like the spokes of a wheel. Logic dictates that information in Fourier analysis will have no preferred direction. Therefore the OTF of the lens with a phase mask should be roughly circularly symmetric. Separable cubic phase masks tend to have energy concentrated along the axes of the frequency plane. Away from the axes the modulation transfer function (MTF), the magnitude of the OTF, will fall off much more rapidly with increasing radial distance from the spatial frequency origin. Thus the degree to which defocus insensitivity can be achieved by separable cubic masks is constrained by maintaining all frequencies in the isotropic power spectrum of the iris above the noise floor. In contrast, the extra degrees of freedom afforded by more general, nonseparable phase masks allow for circularly symmetric OTFs and optimum trade-off between increasing defocus insensitivity and loss of information.
Within the required isotropic passband, the optimized MTF should never fall to zero to prevent contrast reversals and irrecoverable loss of information at those frequencies. It is obviously desirable to maintain as large a SNR as possible throughout the passband. As will be demonstrated, circularly symmetric phase masks can maintain low information loss in the captured wavefront-coded image without postprocessing, which is a significant advantage over cubic phase masks. A brief discussion of iris code formation is necessary to explain why.
After the iris has been isolated in the image, the next step in most algorithms is to map the iris to a polar representation that is independent of pupil dilation or image magnification. Samples of the iris along roughly circular curves in the original image become the rows in the new mapping with each row corresponding to a different step in the radius of the circular curve. The new representation is an unfolded rectangular mapping of the iris with columns corresponding to samples at a constant angle in polar coordinates. An example shown in Fig. 2 demonstrates that the iris "spokes" are mapped to "zebra stripe" patterns. Most iris codes are based on a binary representation of the phases of these oscillations since the phases are independent of differences in illumination that can affect the amplitudes. Any postprocessing necessary to retrieve information from the wavefront coding is constrained by amplification of noise that can corrupt the iris texture. Likewise, nonlinear phase variations in the processed OTF can shift the positions of the oscillations and significantly alter the iris code [7] .
Another advantage of forcing the OTF toward circular symmetry is that such nonlinear phase variations should be reduced even without postprocessing. Because the inverse Fourier transform of the OTF, which is the PSF, is real, the OTF must also be real if it is symmetric with respect to the spatial frequency origin by property of the Fourier transform. An exactly circularly symmetric OTF satisfies this symmetry and is real. Furthermore, since the design procedure prevents the MTF from falling to zero within the desired passband, the OTF is pushed toward a zero-phase realization. As shall be demonstrated, designs that approximate this symmetry have relatively small phase variations at best focus.
The extra degrees of freedom inherent with a general, nonseparable phase mask should, at the very least, relax constraints on postprocessing associated with wavefront coding, if not eliminate it altogether. An optimized nonseparable phase mask should retain enough information so that the performance of the iris code constructed from the unprocessed image is negligibly degraded. Segmentation, especially far from best focus, may still require postprocessing to isolate the iris if blurring has too severely diminished the gradient at the inner and outer boundaries.
In that event the processing can be optimized for that task without any constraints imposed by the iris code. However, results reported in [8] suggest that no processing will be required for segmentation. Equivalent processing to the cubic case may also be employed for even larger gains in imaging volume.
In summary, the lens with wavefront coding will have the following design criteria. It should exhibit defocus insensitivity. The OTF should be roughly circularly symmetric. The minimum value of the MTF in the isotropic passband of interest should be as large as possible to maintain contrast without postprocessing. Zeros in the MTF passband are forbidden since they represent irretrievable loss of information and contrast reversals that severely alter the iris code.
Design Method
To bring to bear the tools of nonlinear programming to the optimization of the phase mask, a cost function must be constructed that measures how well the design meets the above criteria. The incoherent OTF can be expanded in a Taylor series with respect to the defocus parameter [11] . In [11, 12] it was shown that the odd-power coefficients in the Taylor expansion disappear for odd-parity phase masks Γðx; yÞ that are invariant in an x↔y exchange operation and odd under coordinate inversion, or Γð−x; −yÞ ¼ −Γðx; yÞ, where x and y are spatial coordinates of the pupil. The following cubic-pentic polynomial form suggested in [12] satisfies this symmetry:
where a ¼ ½a 1 ; a 2 ; a 3 ; a 4 ; a 5 are the design parameters for the phase mask. It should be noted that any convenient set of basis functions can be employed for the following design procedure. Since the quadratic term is the lowest order term in the Taylor expansion with defocus dependence (the linear term having disappeared), the sensitivity to defocus near best focus is completely determined by this term. In fact, the magnitude of this term tends to predict the sensitivity to defocus for large values of defocus. The quadratic coefficient in the Taylor expansion, which is the second derivative of the OTF with respect to defocus at zero defocus, is given exactly in a computationally efficient form by [13] ∂ 2 ∂τ 2 Hða; u; v; 0Þ ¼ u
2 Ffh rs g ð 2Þ
where Hða; u; v; τÞ is the OTF, τ is the defocus parameter, ðu; vÞ are normalized spatial frequency Fig. 2 . Unfolded iris mapping transforms the "spokes" into a "zebra stripe" pattern.
variables (4) . Function h Ã is the conjugate of h. The E norm of the Taylor quadratic coefficient will serve as the defocus metric DðaÞ, or
where ‖‖ E is the matrix E norm, and the sums are over discrete frequencies u n and v m . The shape of the OTF can be estimated by measuring how closely the OTF conforms to a desired contour map. For instance, an approximate measure of circular symmetry is to integrate along a circular contour the absolute value of the difference between the values of the OTF as a function of angle in the frequency plane with the value of the OTF at a reference point on the contour. The result would be zero for an OTF that is not a function of angle. To that end, a discrete approximation of this shape metric SðaÞ is chosen as
where ðρ; αÞ are the polar coordinates in the frequency plane, ρ o is a fixed radius in the passband, α ref is a reference angle on the contour, and α m are discrete angles along the contour. The purpose of the final criterion is to ensure that the MTF stays as far above the noise floor as possible in the desired passband. In particular, the MTF should not be zero anywhere in the passband. Since a decreasing cost function should coincide with an improved design, the maximum value of the negative of the MTF in the passband is chosen to measure how well the design retains contrast. In other words, the modulation metric BðaÞ is defined as BðaÞ ¼ max f−jHða; u; v; 0Þjg;
ðu; vÞ ∈ P; ð7Þ
where P defines the passband as determined by the iris image power spectrum. Total cost CðaÞ is the weighted sum of the above three metrics, or
Empirical evidence suggested that the design performance generally improved if any metric could be reduced without increasing the other two. As a result the weights were chosen so that the contributions from all three metrics were of the same order. The presence in the cost function of BðaÞ in the form of Eq. (7) does not allow the use of gradient methods for optimization. Optimization of this term is a minimax problem involving the minimum of the maximum of a set of indexed functions with the index being the location in the frequency plane in this case. Fortunately a minimax problem can be converted to an equivalent inequality constrained problem by replacing the maximum value of the set of indexed functions with a dummy independent variable, say z, and adding the constraints that each indexed function be less than or equal to z. In this manner the minimization of Eq. (8) was converted to the minimization of an inequality constrained problem with independent parameters ða; zÞ. The minimization was then carried out by the exponential method of multipliers [14] .
A good starting point for design parameters a is required to initiate the optimization, because the solution space is dense in local minimum. Minimization tends to get stuck in one of these local minimum, which may not necessarily approximate a global minimum. To find a good starting point, thousands of trials of a were randomly generated with −500 < a i < 500. These trials were culled on the basis of thresholds on all three metrics. The most promising trials were saved as potential candidates for optimization.
In the above metrics the optimization of the OTF will obviously be influenced by the aberrations of the lens. In fact, joint optimization of the lens parameters with the phase mask parameters can often achieve performance gains in task-based imaging systems. Such joint optimization using the proposed design method will be the subject of future research. For demonstration purposes, a split-front triplet with a focal length of 50 mm and F=2:85 was optimized by proprietary software of Rocky Mound Engineering for an object distance of 55 cm and a wavelength of 768 nm. The specifications of the lens are shown in Table 1 . The aberrations of this lens were taken into account for optimization of the phase mask. It should be noted that the design method can be replicated for any lens by simply substituting the appropriate phase aberration at the exit pupil for calculations of the system OTF.
The above design procedure was carried out. A phase mask found to have superior characteristics had the following parameters: This phase mask was chosen to conduct simulations for image acquisition of an iris recognition algorithm acting on a database of iris images. Its performance was compared to that of the system without a phase mask and to two systems using cubic phase masks of different strengths. Figure 3 shows the normalized MTFs of the lens with the proposed design and with cubic phase masks of strength 30 and 62.93. Note that the MTF of the proposed design is nearly isotropic.
Cross sections of these MTFs are shown in Fig. 4 at a constant angle as a function of normalized radius in the spatial frequency plane. Figure 4 (a) shows that on-axis the MTFs of the cubic phase masks are significantly higher than that of the designed mask. However, in Fig. 4(b) the opposite is the case at an angle of 45°, as the cubic phase masks suffer from contrast reversals at low spatial frequencies. Note that for cubic phase masks, the MTF generally falls for a given spatial frequency with increasing cubic strength. Figure 4 (c) plots cross sections of the design phase mask at several angles, demonstrating its circular symmetry. Corresponding plots of the phase of the OTFs are shown in Fig. 5 . Figure 5(a) shows that the phase of the circularly symmetric mask is better behaved on-axis, as predicted. In Fig. 5(b) the disparity is even more pronounced at an angle of 45°.
Simulation Results
The simulations assumed that the split-front triplet specified in Table 1 was used with a CCD detector at a fixed focal plane determined by an object distance of 55 cm relative to the vertex of the first surface of the lens. The pixels of the CCD were assumed to have a pitch of 3 μm. The aberration function at the pupil of the lens was computed from the optical path difference (OPD) at various field positions via ray tracing. All lens aberrations, including defocus, were thus taken into account along with the effect of the phase mask when appropriate. The corresponding incoherent PSF of the lens system could then be Index is at a wavelength of 768 nm. calculated by taking the squared magnitude of the Fourier transform of the coherent OTF derived from the aberration function. Since the iris could be well approximated to occupy an isoplanatic patch in object space, a simulated image capture from a given field position could be generated by convolving the corresponding PSF with an appropriately magnified iris image [15] . The changing magnification with field position had to be taken into account for accuracy, because the magnification changes the passband of interest in the image plane. Object distances were simulated over a range of 42.5 to 70 cm in 2:5 cm steps. Appropriate sampling of the iris image by the detector could be determined by projecting the magnified iris onto the detector with pixels of 3 μm pitch and, assuming that the actual iris diameter is 1:1 cm, a good approximation across the population according to anthropometric data [16] . The PSF was also sampled with a period of 3 μm to carry out the discrete convolution. All rescaling was performed with bicubic interpolation. This simulation process over each field position was repeated for each image chosen from an iris database [17] . The set of images included 56 different classes (different eyes) and 168 total images. These simulated images served as input to an iris recognition algorithm. Because the goal of the simulation was to test how well the wavefront coding could retain the information necessary for the iris code for different values of defocus without reconstruction by postprocessing, identical image segmentation was performed at all field positions. The iris boundaries for each image were determined using the algorithm described in [18] operating on the raw images. Optimization of image segmentation with, or possibly without, postprocessing is a topic of future research.
The iris codes were computed in the following manner. First the segmented iris was converted to an orientation invariant polar coordinate system resulting in a 64 × 512 sampling of the iris along radial and angular directions (512 being the number of angular samples) [1] . This mapped representation was then decomposed three times by a fast wavelet transform with a Haar basis. The third-level approximation coefficients (lowpass-lowpass) were then differentiated twice in one dimension along the rows. A binary code of 11 bits × 100 bits was formed on the sign of the resulting curvature data. The iris codes were compared by summing on an XOR operator to determine the percentage of mismatched bits, which is also known as the Hamming distance. A perfect match would have a score of zero.
The distributions of Hamming distances for correct matches and correct mismatches, such as the example shown in Fig. 6 , were compiled at the various field positions with the different lens systems by comparing the iris code of each simulated image to all other registered iris codes from the set of images. The registered iris codes were formed from the simulated images for the lens without a phase mask at best focus. The reasoning behind this choice, as opposed to registering best focus images from each system for that system, was that it provided a worst-case scenario for the phase masks. Furthermore, costs might be prohibitive to reregister iris codes in upgrades of commercial systems already in use.
The separation of the two distributions determines the error rate for the optimum choice of threshold Hamming distance to decide whether two iris codes match or not. For instance, if the maximum Hamming distance for all matches is less than the minimum Hamming distance for all mismatches, any threshold between the two extremes will result in no false matches and no false mismatches. A measure of the separation of the two distributions is decidability d given by
where μ mismatch and μ match are the respective means of the distributions, and σ mismatch and σ match are the respective standard deviations. A decidability of five was found to roughly correspond to error rates of about 1% for best Hamming threshold and was chosen as the minimum allowed decidability for the purpose of comparing depths of field. The performance of four lens systems was simulated: the split-front triplet without a phase mask, the triplet with a cubic phase mask of strength 30ða ¼ ½30; 0; 0; 0; 0Þ, the triplet with a cubic phase mask of strength 62:93ða ¼ ½62:93; 0; 0; 0; 0Þ, and the triplet with the phase mask given in Eq. (9) . Two cubic phase masks were chosen so as to demonstrate how increasing the strength of a cubic phase mask affects performance. According to the metrics a cubic mask of strength 62.93 seemed to have a favorable trade-off between defocus sensitivity and modulation among all possible cubic phase masks when paired with this lens. Table 2 gives the values for the individual metrics for the four systems. As is to be demonstrated, the cost function correlates well with the simulated results in support of the value of the design method. The defocus metric predicts relative depth of field. The modulation and shape metrics taken together predict performance near best focus and how efficiently the phase masks can trade bandwidth at best focus that does not carry information for defocus insensitivity. Note from Fig. 3 that the cubic phase mask of strength 30 must waste energy outside the passband to have nearly the same minimum MTF (maximum negative MTF) in the passband as the proposed design. Figure 7 plots the simulated decidability as a function of object distance along the optic axis for these four systems employing the given iris recognition algorithm. As expected the lens without a phase mask has the best performance near best focus and the smallest depth of field. It should be noted that the positions of the first zeros in the MTF of the lens resulting from defocus that coincide with the rapid degradation in its performance help indicate the passband of interest. The cubic phase masks have decreasing performance near best focus and increasing depth of field as the strength of the phase mask increases. The worsening performance near best focus is due to increasing loss of information with increasing cubic strength. As shown in Figs. 4 and 5, the MTF falls further below the noise level in off-axis regions with contrast reversals, and the nonlinear phase variations worsen with larger a 1 . The cubic phase mask of strength 62.93 barely exceeds the decidability threshold of five at best focus.
As predicted the designed circularly symmetric phase mask more efficiently trades bandwidth for increasing depth of field. It not only has the largest depth of field, but also performs only slightly worse than the lens without a phase mask at best focus. The good separation of the Hamming distributions at best focus for this phase mask is shown in Fig. 6 . It rapidly exceeds the performance of the lens without a phase mask as object distance moves away from best focus. The decidability of the designed phase mask is greater than that of each of the cubic phase masks over the vast majority of the range and is much superior at best focus. Heuristically the twin peaks in decidability for the cubic phase masks away from best focus apparently occur where the quadratic instantaneous frequency of the oscillations in the coherent OTF due to the cubic phase mask best matches the linear instantaneous frequency of the oscillations due to the quadratic OPD caused by defocus. After inclusion of other lens aberrations, they effectively correct one another in a positive manner in conjunction with the iris code. This explanation coincides with the fact that the peaks for the weaker cubic phase mask occur at weaker defocus. Plots of the OTFs with changing defocus indicate that the OTFs of the cubic phase masks change significantly in these regions, which may possibly be problematic for optimizing spatially independent processing. In contrast the passband of the OTF of the designed phase mask seems to change more slowly based on visual inspection of the mesh plots of the OTFs, as supported by the smoother performance curve for this design.
Simulations revealed a slow drop-off in performance as field positions were moved off the optic axis. For instance, the field of view at best focus would most likely be limited by the detector size. For arbitrarily large detectors the decrease in light collecting due to vignetting would probably limit the field of view before wavefront error would.
Conclusions
The flexibility afforded by the extra degrees of freedom inherent in a more general, nonseparable phase mask has been shown to be translatable to gains in performance for wavefront coding in iris recognition systems when compared with cubic phase masks. By tailoring the OTF to the passband of interest with the extra degrees of freedom, virtually all the information necessary for the iris code can be retained without postprocessing while simultaneously increasing depth of field for image capture. Both depth of field and performance at best focus can be significantly improved relative to a cubic phase mask by including symmetry in the optimization of the OTF.
A novel and efficient design method to achieve these goals has been presented. I have also demonstrated the value of the defocus metric proposed in [13] for general wavefront coding design. Future work will expand on the presented design method using this metric to include joint optimization of Fig. 7 . Plot of the decidability of the matching and mismatching Hamming distributions versus object distance for the lens without a phase mask, the lens with the designed phase mask of Eq. (9), the lens with a cubic phase mask of strength 30, and the lens with a cubic phase mask of strength 62.93. The dashed line is at a decidability of 5. the lens and accompanying phase mask for the task of image capture in iris recognition.
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