Ear segmentation is considered as the first step of all ear biometrics systems while the objective in separating the ear from its surrounding backgrounds is to improve the capability of automatic systems used for ear recognition. To meet this objective in the context of ear biometrics a new automatic algorithm based on topographic labels is presented here. The proposed algorithm contains four stages. First we extract topographic labels from the ear image. Then using the map of regions for three topographic labels namely, ridge, convex hill and convex saddle hill we build a composed set of labels. The thresholding on this labelled image provides a connected component with the maximum number of pixels which represents the outer boundary of the ear. As well as addressing faster implementation and brightness insensitivity, the technique is also validated by performing completely successful ear segmentation tested on "USTB" database which contains 308 profile view images of the ear and its surrounding backgrounds.
INTRODUCTION
Ear images can be acquired in a similar manner to face images and a number of researchers have suggested that the human ear is unique enough to each individual to allow practical use as a biometric. Bhanu and Chen [2003] presented a 3D ear recognition method using a local surface shape descriptor. Twenty range images from 10 individuals are used in the experiments and a 100 percent recognition rate is reported. Chen and Bhanu [2005] used a two-step ICP algorithm on a data set of 30 subjects with 3D ear images. They reported that this method yielded two incorrect matches out of 30 people. In these two works, the ears are manually extracted from profile images. They also presented an ear detection method in [Bhanu, 2004] . In the offline step, they built an ear model template from each of 20 subjects using the average histogram of the shape index. In the online step, first, they used step edge detection and thresholding to find the sharp edge around the ear boundary and then applied dilation on the edge image and connected component labelling to search for ear region candidates. Each potential ear region is a rectangular box, and it grows in four directions to find the minimum distance to the model template. The region with minimum distance to the model template is the ear region. They get 91.5 percent correct detection with a 2.5 percent false alarm rate. No recognition results are reported based on this detection method.
Hurley et al developed a novel feature extraction technique using force field transformation. Each image is represented by a compact characteristic vector which is invariant to initialization, scale, rotation, and noise. The experiment displays the robustness of the technique to extract the 2D ear. The data set comes from the XM2VTS face image database. Choras introduces an ear recognition method based on geometric feature extraction from 2D images of the ear. The geometric features are computed from the edge detected intensity image. They claim that error-free recognition is obtained on "easy" images from their database. The "easy" images are images of high quality with no earring and hair covering and without illumination changes. No detailed experimental setup is reported.
There are a number of algorithms based on force field transforms to deal with segmentation. Luo et al describe the use of Vector Potential to extract corners by treating the "Canny" edge map of an image as a current density. Ahuja used a novel force field segmentation technique where pixels of similar intensity were detected by assigning inter-pixel forces inversely proportional to the grey level difference. Ahuja f(x,y) . The topographic label at each pixel of image is determined using first and second order derivatives on surface f.
Considering the Hessian matrix of this function as follows:
(1) After applying eignvalue decomposition to the Hessian matrix we have: In this part we only consider the labels used in this paper. These labels are ridge, convex hill, convex saddle hill. For further details on determining other topographic labels one can refer to [L. Wang, 1993] . It is worth to note that image noise can cause an undesired result of topographic labelling. As shown by Wang et al [1993] a smoothing filter before topographic labelling provide more acceptable result. For this purpose we filter input image using a Gaussian kernel before the labelling. The filter parameters should be selected based on the size of interest pattern (ear) and the level of input noise.
Ridge: this label assigns to pixel (x,y) if one of the following criteria is satisfied. 
EAR SEGMENTATION
A. Label Extraction: according to last section, 3 labels, namely, ridge, convex hill and convex saddle hill are extracted from each profile image. Figure 4 (down) shows the combination of these labels. B. Thresholding: the image approached by combining those three labels is binary (intensities are "0" or "1"). The pixels whose intensities are "1" are replaced by their original intensity values from the profile image. These values are scaled in the range of grey level ("0" to "255"). The achieved image is enhanced by using histogram equalization. At last by defining threshold value as "150" (in grey level) the pixels whose intensity values are lower than that threshold are mapped to "0" and the other pixels give "1" as their intensity value. Figure 5 demonstrates the image yielded by using this step. It should be noted that this step is not an essential part of our algorithm and the proposed algorithm operates accurately without using this step. But a considerable reduction in computation complexity is achieved by using this step. As compared with figure 4 (down), the excessive contours around the ear can be easily omitted using this step. C. Finding the region of outer ear: as mentioned in introduction, it is experimentally concluded that the contour which contains the maximum number of pixels covers the region of the outer ear. Figure 6 shows this contour which is extracted of figure 5. For this purpose (finding the contours of a binary image) we use "bwlabel" a command of MATLAB. Fig5: The combination of three mentioned topographic labels after thresholding
Fig6: the contour includes the maximum number of pixels D. Two landmark points: because the features for a recognition algorithm should be invariant to translation and scale change, the normalization step is performed. The normalization process is done with respect to scale and rotation. This is done by finding a two point land mark (figure 7) in every contour approached in step C. These two points can be easily determined by finding the pixels assigned to maximum and minimum values of coordinate axis in the vertical direction.
Figure7: two landmark points, which correspond to maximum and minimum values of vertical axis, are identified in the contour approached in step C followed by dilating.
E. Scaling and Rotation:
After detecting those points, the profile image is transformed with respect to those landmarks to a new location. This transformation will result in getting the landmark points in all images to have the same distance between them and that orientation of the line connecting the two landmark points will be vertical in the image. Figure 8 demonstrates the result of this normalization applied to profile image shown in figure 2 .A.
Figure8: the result of normalization of profile image with respect to rotation.
F. foure landmark points: step E (normalization) is first applied to the contour yielded in step C then, a 4 point landmark, which are shown in figure 9 .A, are selected by finding the maximum and minimum values of coordinate axises in both vertical and horizontal directions. A rectangular window separates the region of normalized ear from it's surroundings based on points obtained in step F. Figure 9 .B shows this window.
(A) (B) Figure 9 : (A). Four land mark points founded in the normalized contour which approached by applying step E to the contour obtained in step C, (B). The window which is drawn based on the landmark points.
At last by applying this window to the normalized profile image approached in step E, the segmented ear will be obtained.
Segmentation Results
Our algorithm achieves fully successful ear segmentation on USTB database which includes 77 subject dataset, 4 images for each subject. Some profile images selected of our used database are shown in figure 10 .A. Ear segmentation based on proposed algorithm achieves 100 percent true segmentation while applying edge detection algorithm according to "Canny" method, yielded 67.2 percent true segmentation. Both methods are tested on the USTB database. Wrong segmentation corresponds to incomplete separation of ear from surroundings. Figure 10 .B demonstrates some segmented ears, which are separated from profile images shown in figure 10 .A, approached by our proposed algorithm.
CONCLUSION
We have presented an automatic ear segmentation approach using 2D images. The automatic ear extraction algorithm can separate the ear from surrounding area including hair. The proposed method uses topographic labels to obtain a reliable region representing outer ear. The experimental results demonstrate the power of our automatic ear extraction algorithm when it is compared with edge detection based techniques. The proposed system successfully segments all ear images in USTB database.
