Abstract-This work presents a novel control strategy for systems with actuation delays with known stochastic distribution, which improves upon previously proposed deadline-driven and event-driven strategies. In the eventdriven strategy, the control input is immediately updated after the delay, whereas in the deadline-driven strategy, the actuation is updated in a periodic fashion, where the sampling period sets a deadline; if the delay is larger than this deadline, the actuation is not updated. Our method switches between these two strategies and guarantees better performance, in a linear-quadratic-Gaussian sense, than either method considered separately. An extension of the novel method with a deadline-optimization scheme is shown to improve the performance even further. Simulation results illustrate the effectiveness of the proposed methods.
are accommodated. Naturally, this approach is conservative and can lead to poor closed-loop performance. In this paper, we take an alternative approach, exploiting knowledge of the probability distribution of the delays when selecting the sampling intervals. However, selecting sampling intervals shorter than the delay causes a data dropping effect for which some solutions have been proposed (see, e.g., [11] [12] [13] [14] [15] [16] [17] [18] ). The sampling interval thus plays the role of a deadline and, as such, we denote this approach deadline driven. This method leads to a tradeoff between "data-loss" and control rate. In [13] , this tradeoff was studied in the context of reliability analysis of a networked control system with energy constraints, while in this work, we consider linear-quadratic-Gaussian (LQG)-type performance. Alternatively, some works address the stochastic nature explicitly [19] [20] [21] , proposing the so-called event-driven strategies. Such event-driven strategies (differing from state-dependent eventtriggered control; see, for example, [22] and [23] ) consider that the control input is immediately updated after the delay and, therefore, the update intervals are equal to the stochastic delay [24] . Results for systems with stochastic parameters [25] can be used to find optimal control strategies for this case.
The current work extends the results in our preliminary work [24] . The work [24] concluded that event-driven or deadlinedriven approaches do not necessarily perform better than one another (in an LQG performance sense). Here, we propose a novel switching strategy that is guaranteed to result in better performance than that of event-driven and deadline-driven approaches by switching between them. The switching strategy combines strategies that are event driven, deadline driven, and/or event driven with a deadline, where the control input is updated after the delay, except when the delay exceeds a deadline, in which case a data drop occurs. In addition, we show that the novel switching strategy can be combined with a deadlineoptimization scheme to obtain additional performance benefits.
The new results are obtained in the setting of linear continuous-time systems with Gaussian disturbances.
The stochastic delays in the control-to-actuation link are assumed to be independent and identically distributed (i.i.d.), as is very common in the networked control systems community and justified in several contexts involving computation (see, e.g., [26] ) or communication delays (see, e.g., [27] and [28] ). Digital control with delayed zero-order hold inputs is used, as illustrated in Fig. 1 . The closed-loop performance is evaluated by an infinite horizon average cost function as in a standard LQG framework. The performance gain of the proposed policies is illustrated by numerical examples. The proofs of the main results resort to Doob's optional sampling theorem [29] .
The remainder of this paper is organized as follows. The control setup with actuation delay and the problem formulation are detailed in Section II, where the deadline-driven and eventdriven strategies are also discussed, as well as the event-driven with deadline strategy. Using a discrete-time model of the system, the performance analysis of the nonswitching approaches leads to a preliminary result in Section III. Section IV provides the main results for the proposed control policies. Numerical examples in Section V illustrate the novel results and the benefits of the new method. Concluding remarks are given in Section VI. The proofs of the main results can be found in the Appendices.
II. PROBLEM FORMULATION AND BACKGROUND
In this section, we first discuss the control setting and the formal control problem. Subsequently, we discuss several basic control strategies that serve as a benchmark for the methods proposed in this paper.
A. Problem Setting
We consider a continuous-time plant modeled by the stochastic differential equation
(1) where x c (t) ∈ R n x is the state and u c (t) ∈ R n u is the applied control input at time t ∈ R ≥0 , and w is an n w -dimensional Wiener process with incremental covariance I n w dt [30] . We assume that (A c , B c ) is controllable and B c has full rank.
As in the standard LQG framework, the average quadratic cost
is chosen as the performance criterion, where g c (x, u) := x Q c x + u R c u with positive-definite matrix R c 0 and positive-semidefinite matrix Q c 0 for which (A c , Q
We consider a setup with a simple hold device at the plant input such that the plant actuation signal is held constant between discrete update instances t k , k ∈ N, with t k +1 > t k , for all k ∈ N, and t 0 = 0. In particular, we write
n u is the digital input value held at time t k , k ∈ N. We assume thatû 0 := u c (0) is known.
We assume, for now, that the plant may be sampled at any time instance and discuss how to relax this assumption in Remark 2. In particular, we choose the sampling instances to coincide with the actuation update instances, that is, the plant is sampled at times t k , k ∈ N, with t k +1 > t k for all k ∈ N. The time-varying "sampling" intervals can then be defined as
At every sampling instance t k , we assume that the sensor provides a measurement of the full state x c (t k ) and denote this by
The sampling intervals h k , k ∈ N, will take different values, detailed later, depending on the chosen control strategy. We assume that there exists a (possibly small) h min ∈ R > 0 such that h k ≥ h min for all k ∈ N, which imposes a minimal interval. The computation of a new control action u k ∈ R n u by the controller starts immediately after a new sample is obtained, that is, at time t k for all k ∈ N as a function of all the information in the control platform at time t k . Due to computational delays or communication delays, the new control action can only be applied after a delay τ k ∈ R > 0 for all k ∈ N. The delays τ k , k ∈ N, are i.i.d. with the known delay distribution defined by the probability measure μ.
The support of μ is allowed to be unbounded, but we assume that μ((0, ∞]) = 1 and μ({0}) = 0. The measure μ can be decomposed into continuous and discrete components as
where f c is a measurable function, and μ d is a discrete measure that captures possible point masses at b i ∈ R > 0 ∪{∞}, i ∈ I ⊆ N, such that μ({b i }) = w i , i ∈ I. The (Lebesgue-Stieltjes) integral of some function W with respect to the measure μ is defined as
The cumulative distribution function (cdf) F :
, which is equal to P (τ k ≤ τ ), k ∈ N, where P denotes probability. The probability distribution function (pdf) associated with F is denoted as f : R > 0 ∪{∞} → R ≥0 . The expected value of the delay is equal for all k ∈ N and is denoted byτ :
If the sampling interval h k has a maximum value D k ∈ R > 0 , k ∈ N imposed, then this works as a deadline. If the delay exceeds the deadline, that is, if τ k > D k for some k ∈ N, then the newly computed control action u k is dropped and the previous actuation signalû k is held constant. We assume that there exists a (possibly large)
max for all k ∈ N, which imposes a maximum deadline value. The new plant inputû k +1 , after the interval h k , becomes, for all k ∈ N ≥0û
We assume that only one message, that is, a control action, is allowed in the actuation channel within each sampling interval, and that a deadline is known at the actuator (if a deadline is applied).
We use a Bernoulli random variable γ k , k ∈ N, to capture the occurrence of data drops. In particular, γ k = 1 denotes that the control input u k has been successfully applied to the system, while γ k = 0 denotes that u k has been dropped. This is described by the dropping mechanism
As a consequence, (3) can be rewritten aŝ
Remark 1: A typical actuation channel cannot be instantaneous; therefore, a minimal delay is always present. Hence, it is easy to determine some h min ∈ R > 0 such that F (h min ) = 0. Otherwise, one can consider a new probability measureμ with the probability F (h min ) = 0 accumulated at μ({h min }) and artificially delay the system if τ k < h min for some k ∈ N. Remark 2: The problem setting can also capture the sampled-data scenario where the sensors can only be sampled at discrete intervals but at a fast rate, in the sense that the sampling period is much smaller than typical delay values. Delaying the actuation updates to the next sampling instance causes the delays to take values in a countable set, which can be captured by a piecewise constant cdf. Since only one message is allowed in the actuation channel, extra samples taken within the actuation update interval are discarded.
Remark 3: The setup requires that either the sensor has knowledge of the actuation update instances, which informs the controller by sending a new measurement, or that the controller has knowledge of the channel, such that it can trigger the sensor to provide a new measurement. This can be satisfied by, for example, a collocated sensor-actuator at the plant or a channelsensing mechanism at the controller.
B. Control Problem
The control problem is the design of a methodology to obtain suitable control actions u k , k ∈ N, and delay deadlines D k , k ∈ N, such that the performance index (2) is smaller than for known existing methods.
To minimize performance index (2) , that is, to solve the control problem optimally, by, for example, the use of dynamic programming [31] is not possible due to the curse of dimensionality. As such, we opt to design a suboptimal methodology that is better than current practice. In particular, our goal is to obtain a control policy π that provides u k and D k , i.e.,
as a function of the information available for control at time t k , being
In this paper, we provide control policies that are guaranteed to improve over both optimal event-driven and deadline-driven strategies as proposed in [24] , in the sense that the performance index (2) is smaller or equal. Simulation results are evidence that significant improvement can be realized.
C. Basic Control Strategies (Background)
In this paper, we consider the following basic strategies or base policies, which we will indicate by d, e, and ed, respectively. 
Note that imposing a deadline is a natural way to deal with large delays. In practice, however, the deadline is imposed without further analysis of the dropping effect, while this may significantly impact the stability and/or performance, as we will see.
2) Event-Driven Control (e): This aperiodic strategy updatesû k directly after the delay without considering a deadline, that is,
When considering this case, we make the additional assumption μ({∞}) = 0, which is necessary for stabilizability and is equivalent to all b i < ∞ for all i ∈ I.
3) Periodic Event-Driven Control With Deadline (ed):
This aperiodic strategy updatesû k directly after the delay if the delay is less than the set deadline D p ed and at the deadline when the delay is larger, that is,
Note that assuming μ({∞}) = 0 is not necessary for stabilizability in this case.
The methods d and e were previously discussed in our preliminary work [24] , where it was suggested to use eventdriven approaches to improve performance over conservative but easy-to-implement deadline-driven approaches that are typically adopted in practice.
Through an example, it was found that event-driven approaches can indeed give significant improvement, but this is not necessarily always the case, as was illustrated by another example that showed better performance for periodic control. This motivated the design and investigation of the ed strategy, proposed here.
Building upon the results in [25] , for each of the above methods, an analytical expression for the value of performance index (2) can be obtained. A method to calculate this cost value is explained in Section III-B. The cost is given by (5) corresponding to the basic strategies (with optimal deadline) are denoted by
These costs correspond to parameters with the same subscripts
for periodic deadline-driven and analogously e and ed for event-driven and periodic event-driven with deadline, respectively. Note thath d = D d ,h e =τ , and
Remark 4: Although of interest, it is beyond the scope of this paper to establish a guarantee of strict performance improvement of the proposed strategies. However, we do prove J π ≤ J b and show the strict improvements via various numerical examples. In addition, note that we believe that strict performance improvement guarantees could be derived by following a similar approach to the one in [32] , where a switched system derived in a different context was studied. Such an approach entails rather long arguments, requiring concepts such as ergodicity, and it is, therefore, not pursued here.
III. PRELIMINARY RESULTS
In this section, for reasons of completeness and selfcontainedness, we discuss shortly the analysis needed to obtain the results in our preliminary work [24] , which will be used as a benchmark, and how this leads to an initial result for the ed policy in Lemma 1. In order to analyze the proposed strategies, it is convenient to obtain a discrete-time description of the system, which we provide next.
A. Discretization
By discretization of system (1) at times t k , k ∈ N, we obtain
where 
where W (h) := h 0 e A c s B w B w e A c s ds. We augment the state with the current input and define ξ k := x kû k . The state evolution of the augmented system can then be written as
1 The additional factor α b in (5) was not considered in our preliminary work [24] , where the cost due to intersampling behavior was neglected. Typically, the value of α b is small compared to tr(P b W b ), as was the case in [24] , and a good approximation of the actual cost can be obtained by neglecting α b .
where
, and where
. The average cost can be written as
which is the cost associated with the intersampling behavior of (1). The model (7) can be used to describe the behavior for all proposed strategies. Later, we sometimes use the notation γ|D and h|D to indicate that the probability distributions of those variables depend on the deadline D.
B. Performance of the Basic Control Strategies
Each cost J b in (5) is associated with an optimal control policy (note that τ k is not known at time t k )
where the expressions for the gains are given in Appendix A. We assume that mild conditions for mean-square stabilizability hold (see [33, Prop. 3 .42] and [25, Theor. 6.1]), such that solutions (10) are well defined. Note that for the event-driven case e, γ k = 1 for all k ∈ N. While for the d and e cases, the use of the results in [25] is straightforward, for the ed case, it is possible to observe that a new probability distribution for h k can be defined as a function of the probability distribution of τ k , determined by the cdf
and the results in [25] also apply. For compactness, we introduce the following notation. For a Bernoulli variable γ and a random variable h, random matrices X and Y as in Section III-A that depend on γ and h, and some matrix P , the expected value 2 As a special case, we have that
, where X γ and Y γ are random matrices depending on Bernoulli random variable γ and p is the probability of success, given by p = Pr[γ = 1]. Additionally, we have that
Intuitively, the ed strategy seems to be better than both the d and e strategies. From the derivation in this section, we obtain directly the following result.
Lemma 1 (ed is better than e): The cost (2) of the eventdriven policy with optimal deadline is not larger than that of the event-driven policy, i.e.,
The proof follows directly from the fact that J ed (D) → J e for D → ∞ and the policy e is contained in the class of policies ed parameterized by D.
There may exist (pathological) cases for which updating the control before the deadline has a negative effect on performance. Thus, a guarantee analogous to Lemma 1 for d does not directly exist. However, the main results of this paper, for a new strategy, do give such a guarantee.
IV. CONTROL POLICY AND MAIN RESULTS
In this section, the main results are presented. First, we propose the novel switching strategy that leads to a performance guarantee, which is formalized in the main theorem. Subsequently, we present a switching strategy that extends the main result with a deadline-optimization scheme.
A. Two-Policy Control (&)
We propose using a switched approach to the problem formulated in Section II-B. In particular, we allow the system to choose online which type of strategy, that is, d/e/ed, to use for the next update instance. Actually, the result is derived for the combination of only d and ed because Lemma 1 shows that the performance of ed is not larger than that of e. The proposed control policy for this case is denoted as d &ed . The result in Theorem 1 shows that this policy leads to better performance than using either d or ed all the time.
The idea behind our policy is to choose, at each sampling instance, the control strategy to use during the next interval, denoted by σ k ∈ {d , ed }, while assuming that either of the base policies, denoted by b k ∈ {d , ed }, can be used all the time afterwards, such that the expected future cost is the smallest. After the next interval, the impact of disturbances is neglected in the switching condition to ensure that the cost of the lookahead predictions can be computed. Now, at each t k , k ∈ N, four switching options are available, and we establish switching conditions to determine the best option.
Let p := arg min p∈{d ,ed } J p select the best periodic base policy with an optimal deadline from the possible base policies, whose costs were defined as J b in (5). Now, we define two functions that are to be used in the switching conditions. First, we define a value function V p (ξ) := ξ P p ξ, where p ∈ {d , ed } and P p is defined as in (5), that is, as solutions to the Riccati equations given in Appendix A. Second, we define a difference function
where ξ k +1 follows (by a prediction step) from (7). In particular, the value of ξ k +1 follows from (7) given that σ k = m and b k = b, meaning that in (7), u k is the optimal input for the next interval, which is defined below in (12) , and that γ k and h k are random variables that depend on the deadline D k corresponding to the choice σ k = m, that is, γ k |D σ k and h k |D σ k [see also (13) ]. Furthermore, we define a set-valued function
mapping ξ into the choices m and b that guarantee that V Δ is nonpositive. Note that, by definition, for any ξ, m, V Δ (ξ, m, p ) = 0 and, therefore, the set S(ξ) is nonempty. The proposed control policy d &ed is the following function of the state ξ k to be evaluated for all t k , k ∈ N:
where the arguments are given by 
corresponding to the value of σ k = m. The symbol † denotes the pseudoinverse. The expectations can be numerically computed (using footnote 2). In the first two terms, the scalars β m ,b contain the cost due to noise over interval h k , and in the third term, they contain a correction for the time difference between (the expectation of) the interval h k and that of the best base policy. The policy selects (σ k , b k ) as the values that minimize the righthand side of (11) subject to the condition that
guarantees that switching to a different base policy while neglecting the disturbances after the next interval does not cause a performance loss.
Let the value of performance index (2) obtained for the policy (11)-(13) be denoted as J d &ed . The following result is the main result of this paper.
Theorem 1: The cost (2) of the two-policy approach given by (11)- (13) is not larger than that of both base policies ed and d in the sense that
The proof is given in Appendix C and resorts to Doob's optional sampling theorem [29] .
The following remark explains a relaxation of the switching condition, which will be used in the numerical example in Section V. The result of Theorem 1 would directly extend to a policy d &e if D ed = ∞ would be selected. The derivation of the policy is omitted for brevity. The result for this case is summarized in the following corollary.
Corollary 1: The cost (2) of the two-policy approach given by (11)- (13) when D ed → ∞ is not larger than that of both base policies e and d in the sense that
The proof follows the same arguments as the ones used to prove Theorem 1.
B. Online Deadline Optimization (s)
In our preliminary work [24] , we proposed the idea of deadline optimization in the form of a self-triggered policy for the periodic deadline-driven controller. Here, we show that our idea of online deadline optimization can be extended to all policies that consider a deadline, including the two-policy case and the ed case.
Next, we describe extended switching conditions that include an optimization procedure for the deadline for the two-policy strategy. Analogous to S(ξ), we define the extended set that includes a deadline variable
where, for mathematical and practical convenience, D b ∈ D for all b ∈ {d , ed }, where D ⊂ R > 0 is a finite but possibly arbitrarily large set of allowable deadlines, and m corresponds to a method with deadline, and
now has an additional argument D ∈ D for the choice of deadline compared to V Δ (ξ k , m, b). We propose using the following control policy:
and where the distribution for h k (and γ k ) depend on the value of the deadline D in
Let the cost of the above policy (14)- (16) be denoted as J s d&ed . We obtain the following result, which can be seen as an extension of Theorem 1.
Theorem 2: The cost (2) of the online deadline-optimization policy (14)- (16) is not larger than that of the two-policy method d&ed with fixed optimal deadlines in the sense that In the next section, we show numerical results for the proposed policies and the performance gain that can be achieved by addressing the delay probability directly.
Remark 8: Note that the above approach requires the computation of the argument in (14) for many different options. By reducing the search space for the deadline, the computational load can be easily reduced to match the available computational capacity.
C. Computational Complexity
Here, we consider the computational complexity of the online optimization methods considered. For each argument for the minimization (11) and (14), the matrices Z and the scalars β can be computed offline a priori and, for example, stored in memory. The same holds for the gains in (12) and (15) . Therefore, to compute the optimal arguments, it is required to compute and compare the terms ξ Zξ + β for #deadlines × #switchingpolicies × #basepolicies switching options in the sets S and S s . Note that the size of the sets S and S s depends on the current state and is upper bounded by the total number of switching options. Knowledge of sets S and S s may be used to reduce computations by limiting online the number of options in (11) and (14), but in some implementations, it may be more convenient to compute all possible options. The computation of V Δ for the sets S and S s requires two computations of the form ξ Xξ + Y , where X and Y are a matrix and a scalar, which can be computed offline for each switching option, taking the forms (A − BK) P (A − BK) and tr(P W ), respectively. The number of computations in the terms ξ Zξ + β scales quadratically with the state dimension and linearly with the number of switching parameters, but they can be computed in parallel for all elements in S or S s (or all switching options). For the control inputs, the multiplication Kx scales linearly with the state.
From this analysis, we conclude that, typically, the time required to compute (11) and (14) is small when compared to the communication or data-processing computation delay modeled by F . However, in cases in which these computation times are non-negligible (because the initial computation/communication delay modeled by F can be small), it can be incorporated in a new probability distribution modeling the sum of delays, sayF . Therefore, the methods in this paper can be used to analyze this case as well. Note, however, that in the latter case, one should compare the simpler d and e methods considering the initial distribution F with the ed method consideringF and, therefore, the method ed does not guarantee better performance than e a priori.
V. NUMERICAL RESULTS
In this section, we compare the performance of the proposed strategies on a second-order system taking the form (1) with We consider for the delay both a Gamma distribution f 1 with shape and scale parameters k = 3 and θ = 4/100, respectively, and the piecewise constant two-block distribution
otherwise.
Note that although f 1 does not satisfy the condition F 1 ( ) = 0, it can easily be adapted (see Remark 1) to meet such an assumption, with a small , without impacting on the results.
First, for f 1 , the optimal solutions for the base policies are computed. For D in the interval [10 −3 , 1], the stochastic Riccati equations for P d (D), P e , and P ed (D) (see Appendix A) are solved iteratively, with initial value P = 10 −4 I n x , up to accuracy 10 −4 of the mean square error. All cost values are depicted as a function of the deadline in Fig. 2 Table I . Although the contribution of the intersampling behavior is very small, since α b 0.0014 for all the base policies, it has been taken into account in the calculation of the costs and our simulations. For this example, observe that the green line in Fig. 2 is below the blue line everywhere, indicating that even for a suboptimal deadline, the ed approach outperforms the deadline-driven approach. As expected from Lemma 1, J ed (D) performance approximates J e for large D.
For each delay value and each switching option, all variables are computed a priori to speed up computation for Monte Carlo (MC) simulations. For ξ 0 = [0, 0, 0] , we run 40 "long" MC simulations for t ∈ [0, 24000] s such that the average costs have approximately converged for each simulation. Then, the costs are averaged over the MC simulations, and the values are given in Table I . Due to the limited simulation time and the limited number of MC simulations, the cost is not completely averaged over the probability space, leaving a small error. The cost differences that support our theorems are indeed visible, thereby underlining the results. Note that for the two-policy approaches, the relaxed switching conditions (see Remark 5) are used, giving a small additional performance gain of 1-2%. It is notable that, while adding an optimal deadline only gives small improvement over the event-driven case (J ed ≈ J e ), the fact that deadline optimization can be enabled brings significant advantage of 6-9% compared to the nonswitching case (e.g., For f 2 , the results are given in Fig. 3 and Table II . Similar cost benefits as for f 1 are observed. For this example, it is found that the optimal deadlines are the same (D d = D ed = 0.2508), but again the ed policy performs better. Furthermore,τ = 0.1900 andh ed = 0.1592. Both d and ed are better than e for this case, showing that pure event-driven control is not necessarily better than periodic control with a deadline. The large deviation of e from the analytical values is due to the fact that the cost has not yet converged.
As a final note, we observed a significant amount of switching occurrences without any recognizable pattern, as was expected since the switching depends on realizations of the random disturbances. While one might expect that only the best base policy, denoted by p , is chosen in the two-policy case, we observed that this is not necessarily the case. While the number of occurrences is small, the selection σ k = p is recurring, indicating that for some parts of the state space switching to a different base policy is the best strategy.
VI. CONCLUSION
This paper presents novel control policies for linear systems subject to actuation delays with a known probability distribution. From optimal control policies for deadline-driven, event-driven, and event-driven control with a deadline, analytic solutions for optimal performance/cost and deadline values were deduced. The proposed "switched" policy can combine the different benefits of nonswitching policies to improve closed-loop performance. The performance of this policy is proven to be better than that of any of the nonswitching policies. Furthermore, the idea of deadline optimization that was presented in preliminary work is extended to both the proposed "event-driven with deadline" policy as well as the "switched" policy. This allows for additional guaranteed performance improvement, which was not attainable in previous event-driven or deadline-driven approaches. Numerical examples illustrate the results and give insight in the tradeoffs in systems with delay, showing that gains of 6-9% can easily be obtained with the proposed policies. Performance relations between switched policies with deadline optimization are still subject of study. Moreover, future work also includes the output-feedback counterpart, which adds an estimation problem influenced by stochastic delays, and studies of robustness with respect to model uncertainty.
APPENDIX

A. Riccati Equations for the Base Policies
To compute the cost for event-driven control with deadline, it is required to solve, for P ed (D) 0, the generalized Riccati equation
; see also footnote 2 on page 11. The solution to the Riccati equation can be found by, e.g., the iteration P
is the function of the right-hand side of (17) . One can recover the Riccati equations for d and e, respectively, since considering any new probability measure with μ((0, D)) = 0 and μ({D}) = F (D) gives
and, alternatively, by letting D → ∞, we have 
B. Cost Due to Intersampling Behavior
For the base policies b ∈ {d, e, ed}, where h k , k ∈ N, are i.i.d., in (5), the contribution α b , b ∈ {d, e, ed}, of the intersampling behavior of the Wiener process is given by the average value E[α(h k )], where α(h) is given in (9) . This follows from lim sup T →∞ 
C. Proof of Theorem 1
We drop the superscript for Z and β for brevity, and let d and ed be represented by m or b or p. Note that for each option,
This follows from standard LQG arguments (see [30] ).
Define the difference in arguments in (11) by
where c p is given in (5), such that, for p ∈ {d , ed }, we have 
As defined in Section IV-A, p = arg min p∈{d ,ed } J p . The one-step cost of the proposed control policy is then given by the difference
Note that the condition
Note that g(ξ k , h k ) given I k is a random variable since I k includes ξ k but h l only for l < k. We have that the process
, is a martingale with respect to the filtration associated with I k +1 , since
Note that N (T ) is a stopping time w.r.t. (X k , I k +1 ), which has finite expectation for given T , i.e., E[N (T )] < ∞ since h k ≥ h min > 0 for all k ∈ N, and that N (T ) → ∞ as T → ∞. Provided that we prove that there exists some constant c ∈ R such that E [|X k +1 − X k | | I k +1 ] ≤ c for all k < N(T ) for k ∈ N, which we will do in the following, we can apply Doob's optional sampling theorem (see, e.g., [35, Th. 9 
where the last inequality follows from (19) . The first term is bounded sinceh σ k + 1 ≤τ for all k ∈ N for strategies e and ed, andh σ k + 1 ≤ D max for all k ∈ N for strategy d. The fact that E [|X k +1 − X k | | I k +1 ] ≤ c follows then from mean-square stability of ξ k , which is proven by boundedness of E[V p (ξ k )] for all k ∈ N as k → ∞, which follows similar arguments as a similar proof in [32, Th. 4] .
Summing (19) for k ∈ {0, . . . , N(T ) − 1}, we have
Next, we substitute (20) and (21) into (8) . Taking the expectation, we have that E[ν k ] = 0 for all k ∈ N. Then, when taking the limit T → ∞ in (8), the last two terms in (21) 
This holds by the fact that (H k ) k ∈N , withH N := N k =0 h k −h σ k , is a martingale with respect to the filtration associated with I k +1 and again the fact thath σ k is bounded byτ or D max . These conditions, again by Doob's optional sampling theorem [29] , [35] , imply that h k ] = 1, since the discretization error vanishes in the limit.
As a result, we get, for π = d &ed , that
with δ k ≥ 0 by the fact that Δ is non-negative and V Δ is nonpositive by definition of (11) . Note that δ k = 0 for the choice (σ k , b k ) = (p , p ). This proves the theorem.
D. Proof of Theorem 2 and Corollary 2
Consider all allowable choices of combinations (m, D), where D is in the finite set D, as new methodsm such that (m, b) ∈ S s (ξ). Each methodm has the particular value of D as its optimal choice of deadline D . By reformulation, the switching condition (14) then takes the same form as (11) and the proof of Theorem 1 applies. For Corollary 2, the switching options are limited to b k = ed and σ k = ed for all k ∈ N, hence always V Δ D ≤ 0, and the deadline D is the only switching parameter.
