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ABSTRACT
With the advances in computer technology, the amount of data that is obtained from
various sources and stored in electronic media is growing at exponential rates. Data
mining is a research area which answers to the challange of analysing this data in
order to find useful information contained therein. The Self−Organizing Map (SOM)
is one of the methods used in data mining.  It quantizes the training data into a
representative set of prototype vectors and maps them on a low−dimensional grid.
The SOM is a prominent tool in the initial exploratory phase in data mining. 
The thesis consists of an introduction and ten publications. In the publications, the
validity of SOM−based data exploration methods has been investigated and various
enhancements to them have been proposed. In the introduction, these methods are
presented as parts of the data mining process, and they are compared with other data
exploration methods with similar aims.
The work makes two primary contributions. Firstly, it has been shown that the SOM
provides a versatile platform on top of which various data exploration methods can be
efficiently constructed. New methods and measures for visualization of data,
clustering, cluster characterization, and quantization have been proposed. The SOM
algorithm and the proposed methods and measures have been implemented as a set of
Matlab routines in the SOM Toolbox software library.
Secondly, a framework for SOM−based data exploration of table−format data − both
single tables and hierarchically organized tables − has been constructed. The
framework divides exploratory data analysis into several sub−tasks, most notably the
analysis of samples and the analysis of variables. The analysis methods are applied
autonomously and their results are provided in a report describing the most important
properties of the data manifold.  In such a framework, the attention of the data miner
can be directed more towards the actual data exploration task, rather than on the
application of the analysis methods. Because of the highly iterative nature of the data
exploration, the automation of routine analysis tasks can reduce the time needed by
the data exploration process considerably. 
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Notations
α
 
t  learning rate at time t

αi  βi  range of values allowed for variable i in a rule
β a noise or variance parameter
bi index of the best-matching unit for a data vector xi
C the number of clusters
Ci cluster i, or the collection of data vectors belonging
to cluster i:  x  x  Ci 
δ   t  neighborhood radius at time t
Di set of distances 	 mi 
 m j 	 of unit i
to neighboring map units j  Ni
d input space dimension
di j distance between vectors xi and x j in the input space
d i j distance between the projections of
vectors xi and x j in the output space
d
 
Ci

C j  distance between clusters Ci and C j
E some error or cost function
hi j neighborhood kernel centered on unit i
and evaluated at unit j
Hi the sum of neighborhood function values for
unit i: Hi  ∑ j hi j
k number of quantization points in a k-means algorithm
k j number of effective quantization points for variable j
M the number of map units / prototypes
mi prototype vector of unit i
m jk kth component of the prototype vector of unit j
µ j mean of variable j
N the number of data samples
Ni number of data samples in Voronoi region Vi
or in cluster Ci
Ni the set of neighboring map units of unit i
ni centroid of Voronoi set or cluster i
p
 
x  probability density function of random variable x
Pc confidence in characterizing rule
Pd confidence in differentiating rule
q j quantization quality of variable j
R a rule
Rc characterizing rule
Rd differentiating rule
v
ri location of neuron i in the output space (on the map grid)
r
 
xi  m j  response of map unit j to data vector i
σ j standard deviation of variable j
S
 
Ci  within-cluster distance measure in cluster Ci
si j significance of variable i in cluster j
Vi the Voronoi region around unit i
x a vector in the input space
xi a sample vector i from the input data set
xik kth component of sample vector i
xzik Z-score of kth component of sample vector i
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Chapter 1
Introduction
1.1 Background
Data mining refers to the application of a wide array of methods — ranging from
relational learning to statistics and neural networks — to process and analyze data [5,
32, 45]. The purpose is to find knowledge from databases where the dimensionality,
complexity, or amount of data is prohibitively large for manual analysis. This is an
interactive process which requires that the intuition and background knowledge of ap-
plication experts are coupled with the computational efficiency of modern computer
technology.
Data mining has its roots in various scientific disciplines, but the most notable root
is the field of exploratory data analysis (EDA) [51, 130] in statistics in the 70’s. Back
then, the term “data mining” had a negative nuance. It referred to the danger of finding
patterns from data even if none existed: if one keeps looking long enough, something
is bound to come up.
In the late 80’s and especially in the 90’s the term was given a different meaning.
Advances in computing and digital storage technology made it feasible to create huge
databases, and the term was an appropriate slogan for the task of finding the “golden
nuggets” from them. As an independent research area data mining arose in the 90’s,
and as a recognized industry it is only now beginning to be established [109]. Strictly
speaking, data mining is just a part of Knowledge Discovery in Databases (KDD) [31],
but often (and in this thesis as well) the two terms are used synonymously.
The Self-Organizing Map (SOM) [80] is a neural network algorithm that is based
on unsupervised learning. It was first proposed by Academician Teuvo Kohonen in
1981 as a visualization tool [77], and has since become one of the most popular neural
network methods.
The data domain of the basic SOM is numerical table-format data. Such data can
be presented as a matrix which has N rows each of which is one d-dimensional data
sample xi 

xi1
    
xid  . Each sample corresponds to one object, for example a time-
point, person or a paper machine, and the vector components are (numerical) values
of a fixed set of features of that object1. This kind of data is frequently encountered in
process analysis, social sciences, and economics, to name a few application areas.
1A recently introduced extension of the SOM based on generalized median is applicable to a much larger
data domain: it is sufficient if there exists a distance measure between objects [85].
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The SOM quantizes the training data into a representative set of prototype vectors
and maps them on a low-dimensional grid. The point density of the prototypes follows
roughly the probability density of the data. The training algorithm is simple, robust to
missing values, and — perhaps most importantly — it is easy to visualize the map.
These properties make SOM a prominent tool in data mining, especially in its initial
exploratory phase.
The use of the SOM in exploratory data analysis has been previously studied in [64],
where an overview of the properties of the SOM from the data exploration point of view
is given, and it is compared to various related algorithms, especially projection algo-
rithms. This thesis concentrates more on clustering using the SOM, and gives a more
detailed description of how it can be used to characterize properties of the data.
The motivation for this work has come from a number of practical data mining
projects, where SOM has been a central data analysis tool. For the author, the orig-
inal inspiration came from a project where world’s forest industry was investigated.
The investigated database contained technical information of over 4000 pulp and paper
mills of the world, and over 8000 pulp lines and paper machines in them. A SOM-based
data analysis tool was implemented, and a clustering of pulp and paper mills, and forest
industry companies was made [137, 143].
In that project, it became apparent that while the SOM could be used to quickly
create a qualitative overview of the data, turning this qualitative information to quanti-
tative characterizations required a great deal of expertise and manual work. A conclu-
sion was that a set of post-processing methods to simplify and summarize the resulting
SOM would be needed [124], see Figure 1.1.
A driving goal of this work has been to construct a framework where an overview
and initial analysis of the data can be executed automatically, without user interven-
tion. Although such analysis cannot take into account any special features of a specific
data mining project, it can considerably reduce the workload of the data miner by au-
tomating many often-repeated procedures. In such context, the framework itself is of
more importance than its individual parts. More important than optimality in a certain
situation is that the applied analysis methods are robust, and that the produced results
are “good enough” in a wide array of tasks and data sets.
1.2 Contributions
1.2.1 Data exploration framework
The main task for SOM in data mining is to act as an exploration tool for acquiring an
understanding, and for generating hypothesis about, the properties of the data. Com-
pared to the many alternative algorithms, the strength of SOM is its versatility. It can
be easily used to provide information about the basic characteristics of the data:
  Statistical properties of individual variables.
  Dependencies and relationships between variables.
  Clusters or natural groups in the data, and the properties of those clusters.
In order to make this information explicit, however, the SOM needs to be visualized or
post-processed in some other way. The primary aim of this work has been to investi-
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mapdatadata
Figure 1.1: Applying the SOM in data mining. After data collection, the data is prepro-
cessed, normalized, and a SOM is trained. This thesis concentrates on the processing
that happens after training the SOM: visualization, clustering and constructing local
models.
gate these post-processing methods, propose enhancements to them, and thus provide
a better understanding of how the SOM can and should be used for data exploration.
A major contribution of this thesis is to construct a SOM-based data exploration
framework. The core application areas of the SOM in data exploration are identified
and presented as components of this common framework. It is shown how the frame-
work relates to the overall data mining process, and the core components are compared
to other, closely related methods to gain a better understanding of the possibilities,
strengths, and weaknesses of the SOM in data exploration.
In the publications, the validity of SOM-based data exploration methods are inves-
tigated, and various enhancements are proposed. Instead of a deep analysis of a single
application area, an attempt has been made to cover all core areas of the SOM-based
exploration process. A software library for SOM training, visualization and analysis
has been implemented. In addition to the results in the publications, a dis-composition
of the SOM distortion measure into component parts is presented in this introduction.
Below, the contents and contributions of the publications are discussed in more detail.
1.2.2 Publications
In Publication 1 (Vesanto 1997), local modeling of a chaotic time-series is investigated.
The data is first quantized using SOM, and then simple linear models are constructed
locally for each map unit using the data in the map unit and in its neighbors. The
novelty with respect to earlier combinations of SOM and local linear models is how
the local data sets are constructed. Another difference is that in this work, the models
are constructed afterward, rather than simultaneously with training the SOM. This ap-
proach reduces the computational complexity of training the SOM as well as frees one
from having to choose the predicted variable beforehand.
In Publication 2 (Alhoniemi, Hollmén, Simula and Vesanto 1999), the basic method-
ology of applying SOM for data analysis is presented. Possible applications in process
monitoring and modeling are given, and three illustrative case studies are described.
The author was responsible for the pulp and paper mills case study and describing
validation, interpretation and visualization methods for the SOM.
In Publication 3 (Vesanto 1999), an overview and categorization of SOM-based
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data visualization methods is presented. The categorization indicates the range of vi-
sualization tasks that the SOM is suitable for, and links the SOM to other visualiza-
tion methods. In addition, some novel enhancements to existing methods are proposed:
component plane reorganization (further investigated in Publication 5) and several
ways to visualize the position of a data sample on the SOM.
Publication 4 (Alhoniemi, Himberg and Vesanto 1999) deals with forming a kernel
density estimate enabling one to quantify the response of the SOM units to presented
data samples in a probabilistic manner. A Gaussian kernel is inserted at each map unit,
and its covariance matrix is estimated using the local data. The main novelty with re-
spect to earlier methods is in how the local data sets are augmented from the neighbors
of the map unit. Three different ways to do this are tested, and the density estimates are
compared with those produced by Gaussian Mixture Models (GMM) and by S-Map
algorithm. The author was responsible for the original idea, took part in designing and
executing the tests and writing the publication.
In Publication 5 (Vesanto and Ahola 1999), detection of correlations between vari-
ables using SOM is investigated. A simple method — component plane reorganization
— is presented to enhance this task in the case of a large number of variables. Essen-
tially, a representation for the variables is selected, for example the correlation coeffi-
cients between variables, and these are projected on a plane. Different variations of the
method are evaluated on a complex test data, and an application to the analysis of data
from a hot strip steel mill is presented. The author was responsible for the idea, design
of the experiments, and writing the paper.
In Publication 6 (Vesanto, Himberg, Alhoniemi and Parhankangas 1999) a software
package is introduced which implements SOM training, visualization and analysis al-
gorithms in Matlab computing environment2. Its performance in terms of computa-
tional load and memory consumption is evaluated and compared to a corresponding
C-program. The author was responsible for coordination of the software development,
implementation of elementary training and analysis routines, the performance evalua-
tion and was mainly responsible for writing the paper.
In Publication 7 (Vesanto and Alhoniemi 2000), an overview of SOM-based clus-
tering methods is presented. The role of clustering in data exploration is discussed, and
a novel method for pruning hierarchical clustering trees is proposed. Using SOM for
clustering is essentially a two-phase approach: at the first phase, the SOM pre-clusters
the data, and in the second phase the SOM units are clustered. Two different approaches
for clustering the SOM are presented and compared with clustering the data directly.
The most important benefit of the two-phase approach is a considerable decrease in
computational load, making clustering of large data sets feasible. The paper was joint
work, but the author had main responsibility of agglomerative clustering of the SOM
and the comparison between direct and two-level clustering approaches, whereas the
second author was responsible for partitional clustering.
In Publication 8 (Vesanto 2001), the problem of scaling variables in vector quanti-
zation is investigated. The error of k-means algorithm is investigated in terms of vari-
ables, and is shown to depend on three factors: variance, distribution characteristics,
and dependencies with other variables. Two novel measures of representation quality
of individual variables are proposed. Both measures are invariant with respect to vari-
ance.
In Publication 9 (Siponen, Vesanto, Simula and Vasara 2001), methods for interpre-
tation of SOM clusters and a framework for (semi)automated analysis of hierarchical
2By MathWorks, Inc. http://www.mathworks.com
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data is presented. In this framework, the clusters are derived automatically, and then
characterized by ranking the variables, and by constructing characterizing rules for the
variables. For forming the characterizing rules, a novel measure of significance is pro-
posed. In case of hierarchical data, the clusters form new variables for the upper level
data, and the characterizations allow one to give them meaningful names. The author
was responsible for the rule generation algorithm and for writing most of the paper.
In Publication 10 (Vesanto and Hollmén 2002), the outline of a system for automat-
ically generating data survey reports of table-format numerical data is described. The
focus of the paper is on constructing a cluster hierarchy and on describing the clusters.
Novel algorithms for doing these tasks are proposed. In the system, different methods
and representations are combined to produce a unified and comprehensive report of the
properties of the data manifold. A case study illustrating the usefulness of the report
using real-world data is also presented. The author had main responsibility of design
and implementation of the reporting system as well as writing the paper.
1.3 Organization
In this chapter, the background, goals and publications associated with this work have
been presented. The rest of the thesis is organized as follows. In Chapter 2, the data
mining process in general is shortly presented, and the role of data exploration in it is
discussed. In Chapter 3, the SOM algorithm and its relationships to other algorithms are
discussed. In Chapter 4, some data exploration methods for visualization and cluster-
ing of data are presented. The use of SOM for these tasks is discussed and compared to
other methods. In addition, a short introduction to SOM-based local modeling is given.
In Chapter 5, process models for automating data exploration of table-format data are
presented, and an autonomous report generation system is described. The work is con-
cluded in Chapter 6.
Throughout the thesis, two table-format data sets called “system” and “mills” are
used to illustrate the presented methods. The system data is a relatively simple 9-
dimensional data set measuring the disk, CPU and network performance of a work-
station in a network environment. The mills data is the pulp and paper mill data set that
was the original inspiration for this work. The data sets are described in more detail in
Appendix A.
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Chapter 2
Data mining
Data mining is essentially a problem-driven process: there is a question that needs an
answer, or a problem that needs a solution. The answer is sought by analyzing available
data. Data analysis forms the core of data mining, but the whole data mining process
covers also related issues such as defining the actual business problem and deploying
the solution to solve it.
This thesis concentrates on the initial exploratory phase of data mining. The aim
is to provide a description of the most important properties of a given data set. The
SOM-based methods offer one possible path from the data to its characterization.
The other aim is to provide the description automatically, such that the workload
of the data miner is reduced. To do this, the usually ad hoc type of data exploration
needs to be formalized. This chapter provides the background and basic framework for
a formal data exploration process. Chapter 5 describes the process in more detail and
integrates the methods discussed in Chapters 3 and 4 with it.
2.1 Data mining process
To facilitate the data mining process, there have been attempts to formalize it by break-
ing it into a number of sequential phases [12, 16, 31, 111]. Although the names and
contents of these phases differ slightly, the same overall ideas are present in all process
models: first the data miner familiarizes him/herself with the problem and the data, then
the data is prepared and models are built and evaluated. Finally, the new knowledge is
consolidated and deployed to solve the problem.
One of the most advanced data mining process models is the CRoss Industry Stan-
dard Process model for Data Mining (CRISP-DM) [16], illustrated in Figure 2.1. It
has been developed and endorsed by a consortium of some of the major companies in
data mining industry1 and it covers the whole life-cycle of a data mining project. In
CRISP-DM, the data mining process is divided to six phases: business understanding,
data understanding, data preparation, modeling, evaluation and deployment:
  Business understanding: At first, the data miner familiarizes him/herself with the
problem domain. Domain knowledge, or business understanding, is important in
all phases of data mining. It is impossible to make decisions about what to ignore
and what to pursue further without appropriate knowledge of what is interesting,
1Most notably SPSS, Inc. http://www.spss.com
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Figure 2.1: CRISP-DM: process model for data mining [16]. The data understanding
phase is further divided to four sub-tasks. The boxes outlined with thicker lines indicate
the focus of this thesis.
surprising, or relevant with respect to the problem that is being solved. Without
the necessary knowledge, the miner is just trashing around in the dark.
  Data understanding: Data understanding includes both understanding the origin,
nature and reliability of the data, as well as becoming familiar with the contents
of the data through data exploration. Proper data preparation, selection of model-
ing tools and evaluation processes is only possible if the miner has a good overall
idea, a mental model, of the data.
The CRISP-DM divides the data understanding phase to four sub-tasks:
– Collection of data starts with finding out what kind of data is available and
how it can be accessed. As opposed to experimental set-ups, in data mining
the data usually exists even before the data mining process starts. However,
it has probably been gathered for purposes other than data analysis, and
it may have been stored in multiple locations in widely different formats.
Gathering and combining the data is often very time-consuming.
– Construction of a data description provides the data miner with a docu-
mentation of both meta-knowledge — such as origin, physical source, and
access methods and protocols for the data — and rough “surface” proper-
ties of the data, for example simple descriptive statistics.
– Data exploration continues from where data description left off. Its purpose
is to evaluate possibilities present in the data as well as to acquire an overall
idea, a mind model or a map, of the data manifold: what are the typical
values, what values can be considered unusual and how different values (or
variables) are related to each other?
– Quality verification assesses whether the data is reliable and complete enough
with respect to the problem. The aim is to identify possible problems in the
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data: missing values, noise, inconsistencies, and sampling bias.
  Data preparation: The fundamental aim of data preparation is to make it eas-
ier to build precise and reliable models by correcting errors and extracting new
features. Data preparation is a diverse and difficult issue. It is so application de-
pendent that only some general guidelines for it can be given [111].
  Modeling: Modeling is the phase where the solution to the problem is sought.
The previous phases are basically preparation for modeling and the later phases
deal with its deployment in practice, but the actual solution is specified at this
phase. The solution may be a predictive model, or more descriptive in nature:
a segmentation or clustering of the data into a set of distinct groups, analysis
of certain properties like dependencies between variables, or an estimate of the
probability density function of the data. Modeling is perhaps the most thoroughly
discussed issue in the literature, see for example [8, 18, 20, 114].
  Evaluation: Before deploying the solution, it needs to be evaluated from the
point of view of the original business problem: to determine whether the found
solution is good enough to be deployed. Note that besides the solution, the data
mining process generates insights, ideas, and secondary models. These are also
important with respect to the business problem.
  Deployment: Finally, the solution is employed to solve the original problem.
In practice, the data mining process is highly iterative. Any phase may raise ques-
tions or ideas that need to be investigated or implemented in an earlier phase. Consider,
for example, the loops between business and data understanding, and data preparation
and modeling in Figure 2.1. Both loops may require considerable iteration to determine
what kinds of patterns are interesting or relevant with respect to the business problem,
and how they can be extracted from the data.
2.2 Data understanding and exploration
This thesis is mainly concerned with the data understanding phase of CRISP-DM. This
phase can be found in most other data mining process models, too, albeit under a dif-
ferent name. In [111], Pyle introduces the concept of data survey for getting a feel of
the data manifold. In Brachman’s process model [12], a phase called “data discovery”
serves the same purpose. The knowledge discovery process in [31] does not explicitly
list a data understanding phase. However, the corresponding task is closely integrated
into the loop of data preparation and analysis.
The goal of data understanding is to get a feel for what the data looks like, what
situations it covers (and what not), and how reliable it is. The methods do not aim at
making a precise model of the data but rather making sense of it. After gaining holistic
understanding of the data as a whole, it is possible to return and inspect the details more
carefully.
The core of data understanding, and the focus of this thesis, is exploratory data
analysis. A high-level view of the data exploration process is presented in Figure 2.2.
The process consists of preprocessing, analysis and review phases.
  In the preprocessing phase, the original raw data is cleaned and transformed so
that it presents interesting data properties more clearly, has no or at least fewer
erroneous values, and is in a form suitable for the subsequent analysis methods.
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Preprocessing Review
raw data
dataData collection
Sample analysis
Data exploration
Variable analysis
Figure 2.2: Data exploration process for table-format data (inside the box drawn with
a dotted line). The preprocessing–analysis–review loop is close to the preparation–
modeling loop in CRISP-DM. In fact, the difference between data exploration and the
actual data analysis is often vague. Rather, they can be considered two ends of the same
line.
VariablesData samples
Figure 2.3: Table-format data can be investigated both in terms of samples and in terms
of variables. Typically, the number of samples is much higher than the number of vari-
ables.
  After preprocessing, analysis methods are applied. Numerical table-format data
can be explored from two viewpoints, see Figure 2.3. On one hand, the table can
be considered horizontally, as a collection of data samples, where the similarities
between individual data objects are considered interesting. On the other hand, the
table can be investigated vertically, as a set of variables the statistical properties
and dependencies of which are the point of interest.
  Finally, the analysis results are reviewed, and the data miner decides whether to
return to some earlier phase, or to exit from the exploration loop.
A basic tenet of exploratory data analysis is to simply take a look at the data to
judge its nature and complexity. This is done by interactive browsing, for example
using visualizations, and through informative descriptive measures of the properties of
the data. To produce the visualizations and summaries, measures and algorithms from
statistics, artificial neural networks, rule induction, and various other disciplines are
used. In the case of table-format data, especially important are projection and clustering
methods for the analysis of data samples, and multivariate statistics for the analysis of
dependencies between variables. Other data domains, for example categorical data,
text analysis and time-series analysis have their own exploratory algorithms. However,
these algorithms are out of the scope of this thesis.
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Due to the iterative nature of the data mining process, several different data sets and
preprocessing strategies need to be considered and explored. One goal of this thesis is
to make the process less time-consuming by automating parts of it. In Publication 10,
a system is described which generates data survey reports autonomously allowing the
user to move directly from the data preprocessing to the review step. Because of the
highly iterative nature of the data exploration process — and the whole data mining
process in general — such a system can reduce the active working time needed from
the data miner considerably.
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Chapter 3
Self-Organizing Map
The Self-Organizing Map (SOM) is one of the most widely used neural network meth-
ods [80]. It is mainly used for visualization and clustering of data. The applications
range from process monitoring [122] to organization of document collections [82].
In [22] a number of data analysis cases related to economics are presented in which
the SOM has been an important tool. More examples of fruitful usage of the SOM
in various engineering tasks can be found for example in [84, 123]. A comprehensive
bibliography of SOM research until 1997 has been compiled by Kaski et al. [66].
The basic SOM algorithm described in this chapter is fairly well established. The
main contributions of this thesis deal with post-processing a trained SOM (Chapter 4),
and with formulating the SOM-based data exploration process (Chapter 5). In addition,
this chapter presents two original contributions. In Section 3.1.2, the SOM distortion
measure is divided into three component parts which offer some insight into the nature
of the SOM algorithm. This result has not been published elsewhere. In Section 3.1.3,
an important but often ignored viewpoint into the quantization problem is discussed:
how properties of individual variables effect the quantization result. This has been in-
vestigated in Publication 8.
3.1 The basic SOM
The basic SOM consists of M units located on a regular low-dimensional grid, usually
1- or 2-dimensional, see Figure 3.1. Higher dimensional grids are possible, but they are
not generally used since their visualization is problematic1. Each unit j has an associ-
ated d-dimensional prototype vector m j 

m j1        m jd  . The unit positions r j on the
grid are fixed from the beginning. The map adjusts to the data by adapting the proto-
type vectors. Together the grid and the set of prototype vectors form a low-dimensional
map of the data manifold: a 2-dimensional representation where topologically closely
related objects (map units) are close to each other.
1There are, of course, exceptions. For example, Kiviluoto has visualized 3-dimensional map grids suc-
cessfully [72]. If visualization is not needed, even higher than 3-dimensional grids may be beneficial [126].
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(a) Hexagonal grid
1
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Figure 3.1: Two SOMs of size 5   5 units: (a) hexagonal lattice, (b) rectangular lattice.
The lines indicate neighborhood sets Ni   j  	 ri 
 r j 	  σ  at different neighborhood
radius values (σ

0, 1, and 2). In this thesis, unless otherwise specified, σ

1 is used
to define the neighborhood of each unit.
3.1.1 Training algorithm
Sequential training algorithm
The SOM algorithm is iterative. At each training step t, a sample data vector xi is
randomly chosen from the training set. Distances between xi and all the prototype
vectors are computed. The best-matching unit (BMU), denoted here by bi, is the map
unit with prototype closest to xi:
bi  argminj  	 xi 
 m j
 
t  	

 
(3.1)
If the sample vector xi has some missing values, those variables are ignored in the
distance calculation and in the subsequent update step.
Next, the prototype vectors are updated by moving them toward xi, as shown in
Figure 3.2. The update rule for the prototype vector j is:
m j
 
t  1 

m j
 
t  α
 
t  hbi j
 
t 

xi 
 m j
 
t 
 
(3.2)
where t is the training step index, α
 
t  is learning rate and hbi j
 
t  is a neighborhood
kernel centered on the winner unit. The kernel gets its biggest value for the winner unit,
and decreases monotonically with increasing distance on the map grid 	 rbi 
 r j 	 . The
kernel can be for example Gaussian:
hbi j
 
t 

e 

rbi  r j
 2
2σ2  t 

(3.3)
where rbi and r j are positions of units bi and j on the SOM grid and σ
 
t  is neigh-
borhood radius. Both the learning rate α
 
t  and the neighborhood radius σ
 
t  decrease
monotonically during training, learning rate to zero, and neighborhood radius to some
suitable nonzero value, typically one. In the rest of the thesis, the step index t will be
left out for sake of brevity.
During training, the SOM behaves like a flexible net that folds onto the “cloud”
formed by the training data. Because of the neighborhood relations, neighboring pro-
totypes are pulled to the same direction, and thus neighboring units acquire similar
prototype vectors.
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BMU
X
Figure 3.2: Updating the best matching unit (BMU) and its neighbors toward the input
sample marked with x. The black and gray circles correspond to situation before and
after updating. The solid and dashed lines show neighborhood relations, respectively.
The prototype vectors define a tessellation of the input space into a set of Voronoi
regions or Voronoi sets V j   xi  	 xi 
 m j 	  	 xi 
 mk 	 k  j  , each corresponding
to one map unit. In effect each data vector belongs to the Voronoi set of the map unit
to which it is closest.
Batch map
Batch map [80] is a version of the SOM based on fixed point iteration. In each training
step, the BMUs bi of all data vectors are found at first as in Eq. 3.1. After this, the new
prototypes are calculated as:
m j 
∑Ni  1 hbi jxi
∑Ni  1 hbi j
 
(3.4)
The new prototypes are weighted averages of the data samples, such that the weight of
each data sample is the neighborhood kernel value hbi j at its BMU bi. The basic SOM
is a stochastic approximation of the Batch map algorithm.
Alternatively, the update can be calculated as a weighted average of the Voronoi set
centroids n j  1N j ∑xi  Vj xi:
m j 
∑Mi  1 Nihi jni
∑Mi  1 Nihi j

(3.5)
where N j is the number of samples in Voronoi set V j. This allows a much more efficient
matrix-based implementation than using Eq. 3.4 directly [138, 141].
3.1.2 Quality measures
Distortion measure
In order to understand the SOM algorithm, it is important to know what kind of SOMs
are “good”. For many algorithms, a cost or energy function exists which explicitly
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defines the optimal situation. However, for the basic SOM algorithm it has been shown
that it is not the gradient of any cost function in the general case [29]. In case of a
discrete data set and fixed neighborhood kernel, the map distortion measure
Ed 
N
∑
i  1
M
∑
j  1
hbi j 	 xi 
 m j 	
2 (3.6)
can be shown to be a local cost function of the SOM [78]. When the BMU index bi
of any of the data samples xi changes, the cost function changes slightly, and thus
the SOM only gives an approximate solution to Eq. 3.6. If one is only interested in
minimizing Eq. 3.6, the solution can be obtained by changing the definition of winner
(Eq. 3.1) to
bi  argminj  ∑k h jk 	 xi 
 mk 	
2
 
(3.7)
but this is computationally much heavier than the basic SOM [48].
In [93], Lampinen and Kostiainen propose a generative probability density model
which is consistent with the distortion measure. The probability density is a mixture of
cut Gaussians each existing within one Voronoi cell. The density is discontinuous on
the borders of the Voronoi cells. Inside a Voronoi region, the density function has the
form:
p
 
x  x  V j   Ze 
βWj


x

m¯ j
 2
2s2j (3.8)
where Z is a normalization constant, and β is a variance parameter which is set after
training the SOM such that the likelihood of the data is maximized. The other parame-
ters are defined as:
m¯ j 
∑k h jkmk
∑k h jk 
∑k h jkmk
H j
(3.9)
s2j 
1
2βH j (3.10)
Wj  ∑
k
h jk 	 mk 
 m¯ j 	 2 (3.11)
where H j  ∑k h jk (see Figure 3.3). Notice that m¯ j is the weighted mean of the proto-
type vectors, where the neighborhood function values h jk are used as weighting factors:
m¯ j  Eh  m  j  . Equally, W j can be interpreted as a weighted total variance of the pro-
totype vectors: W j  H jVarh  m  j  . Using these terms, Eq. 3.8 can be written as:
p
 
x  x  V j   Ze

βH j   Varh  m  j  x

m¯ j  2 
 
(3.12)
Elements of the distortion measure
The distortion measure Ed can be divided to two component parts [95, 64]:
Ed 
N
∑
i  1
Hbi 	 xi 
 nbi 	
2

M
∑
i  1
Ni
M
∑
j  1
hi j 	 ni 
 m j 	 2  (3.13)
where bi is the index of the BMU of data vector xi, Ni is the number of data items
in the Voronoi set Vi of unit i, and ni is their centroid ∑x

Vi x 	 Ni. If the neighborhood
function values for each map unit are normalized to unity such that Hi

1

 i, the first
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Figure 3.3: Neighborhood function values for the unit in the center (on the left), and
the sum of neighborhood function values Hi for each map unit (on the right).
term corresponds to classical vector quantization error (see Section 3.1.3). It can also
be expressed as a sum over the variances in each Voronoi set:
N
∑
i  1
Hbi 	 xi 
 nbi 	
2

M
∑
j  1
H j ∑
xi  Vj
	 xi 
 n j 	 2 
M
∑
j  1
H jN jVar  x  j   
The second term can be further divided to two parts such that the distortion measure
can be expressed as a sum of three component parts Ed  Eqx  Enb  Env:
Ed 
M
∑
j  1
N jH j
 
Var  x  j

 	 n j 
 m¯ j 	 2  Varh  m  j 

M
∑
j  1
N jH jVar  x  j 
  
Eqx

M
∑
j  1
N jH j 	 n j 
 m¯ j 	 2
  
Enb

M
∑
j  1
N jH jVarh  m  j 
  
Env
 
(3.14)
The term Eqx measures the quantization quality of the map. Notice that it is the
only term that involves the data vectors xi directly. The last term Env corresponds to
the ordering quality of the map by measuring the weighted variance of the prototype
vectors in the neighborhood. It gets lowest values when the prototype vectors are as
close to each other as possible. In terms of Env, the ideal placement for the prototype
vectors is one where they form a regular, as tightly packed grid as possible. The middle
term Enb measures the neighborhood-induced bias in quantization. It can be interpreted
as the stress between quantization and ordering properties.
Other quality measures
In addition to Ed , several other quality measures have been proposed and used for the
SOM. The quantization property is usually measured using quantization error:
Eq 
N
∑
i  1
	 xi 
 mbi 	
2
 
(3.15)
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Other measures, which also take the neighborhoods into account have been proposed
in [21, 42, 63, 73, 136, 144, 145].
3.1.3 Vector quantization
Classical vector quantization
Vector quantization algorithms [39] try to find a set of prototype vectors mi, i  1       M
which reproduce the original data set as well as possible. The best known algorithm to
find these prototypes is the k-means algorithm [107]. It finds a set of M

k prototype
vectors which minimize the quantization error:
Eq 
1
N
N
∑
i  1
d
∑
j  1
 xi j 
 mbi j 
r

(3.16)
where bi is the index of the best matching prototype (according to Eq. 3.1), and r is the
distance norm (r

2 for Euclidean metric). The point density of the prototypes follows
the density of the training data. Asymptotically it holds that:
p
 
m  ∝ p
 
x 
d
d   r (3.17)
where d is the dimension and p
 
x  and p
 
m  are the probability density functions of
the input data and the prototype vectors, respectively [37, 79, 149].
Quantization reduces the original data set to a small representative set of prototypes
to work with. The representative set of prototypes can be utilized in computationally
intensive tasks, like clustering or projection, to get approximative results with reduced
computational cost, as done in Publication 7. This reduction is important especially in
data exploration. In addition, since the prototypes are formed as averages of the data
samples, the effect of zero-mean noise as well as outliers are reduced.
SOM as a quantization algorithm
The SOM is closely related to the k-means algorithm. If the neighborhood kernel value
is one for the BMU and zero elsewhere (hbi j  δ
 
bi

j  in Eq. 3.2), the SOM reduces
to the adaptive k-means algorithm. Equally, the Batch Map algorithm reduces to batch
k-means.
The difference between classical vector quantization and SOM is that the SOM
performs local smoothing in the neighborhood of each map unit. This smoothing cre-
ates the ordering of the prototypes, but when the neighborhood radius σ is decreased
during the training, it also implements a simulated annealing type of learning scheme
that makes the quantization process more robust. There are also two side-effects (see
Figure 3.4):
  Border effect. The neighborhood definition is not symmetric on the borders of
the map. Therefore, the density estimation is different for the border units than
for the center units of the map [80, 93]. In practice, the map is contracted on the
borders. This has the effect that the tails of the marginal distributions of variables
are less well presented than their centers. In some cases, this may help to reduce
the effect of outliers, but in general, this is a weakness of the SOM.
  Interpolating units. When the data cloud is discontinuous, interpolating units are
positioned between data clusters providing convenient interpolating estimates of
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Figure 3.4: Two side effects caused by the neighborhood function: (a) border effect and
(b) interpolating units. The + are the training data, and the connected grid of circles is
the map.
the data distribution. However, in case of some analysis tools, for example single
linkage clustering, these may give false cues of the shape of the data manifold
and may need to be deemphasized or completely left out of analysis, as done in
Publication 7.
For SOM, a power law similar to Eq. 3.17 has been derived in one-dimensional
case [116]:
p
 
m  ∝ p
 
x 
2
3

1
3σ2   3  σ   1  2

(3.18)
where σ is the neighborhood radius on both sides of each map unit. Even though the
power law holds only when the number of prototypes approaches infinity and neigh-
borhood width is very large, numerical experiments have shown that the results are
relatively accurate even for a small number of prototypes [79]. Thus, while the connec-
tion between the density of prototypes of SOM and the input data has not been derived
in the general case, it can be assumed that the SOM follows at least roughly the density
of the training data.
Importance of variables in quantization
One way to look at the quantization problem is in terms of variables. Some variables
are more important with respect to quantization than others. By adding, removing, or
rescaling variables, a different quantization result is acquired because the quantization
error function Eq changes correspondingly. How well each variable is represented in
the quantization depends on how strongly the variable effects the total quantization
error. The importances of variables defines the “viewpoint” of the quantization. When
quantization has a central role in data analysis, it is important to know what is this
viewpoint, because any analysis based on the quantization will reflect how well the
variables are represented.
The quantization error Eq can be expressed in terms of variable-wise errors E j:
Eq 
d
∑
j  1
1
N
N
∑
i  1
 xi j 
 mbi j 
2

1
N
d
∑
j  1
E j   (3.19)
In order to measure the granularity of the quantization with respect to each variable,
the errors E j can be compared to quantizations performed on each variable separately
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with increasing number of quantization points E j
 
k  , k

1

2
    
. Depending on the
distribution characteristics of the variable, the quantization error decreases at different
rates. For example, for a uniformly distributed variable, the quantization error reduces
according to formula E j
 
k 

σ2j k

2
, where σ j is the standard deviation of the variable.
Based on this, two importance measures for variables are proposed in Publication 8:
  The effective number of quantization points k j for variable j is the minimum
number of quantization points needed to achieve the variable-wise quantization
error E j when variable j is quantized independently of other variables:
k j  argk  E j
 
k 

E j  (3.20)
The higher the k j, the more emphasis the variable gets in the quantization. In
principle, k j can get only integer values, but in Publication 8 linear interpolation
is used to get continuous values.
  The quantization quality q j measures how close E j is to minimum possible error.
In a quantization with M points, the minimum quantization error for a variable
is E j
 
M  and the maximum error is E j
 
1  . Therefore
q j 
E j 
 E j
 
M 
E j
 
1 


E j
 
M 
(3.21)
Notice that when a variable is easy to quantize, for example when it is binary, the value
of k j may be quite low even if q j indicates a very high quantization quality. On the other
hand, k j gives a better expression of the granularity of the quantization with respect to
each variable. Thus, in practice, both measures are useful.
Publication 8 also investigates which factors effect the importances of variables.
The E j can be expressed in terms of Z-scores. The Z-score xzi j of a variable is calcu-
lated by subtracting its mean µ j and dividing by its standard deviation σ j: xzi j 
xi j

µ j
σ j .
However, only the coefficient effects the quantization error. Therefore
E j 
1
N
N
∑
i  1
 xi j 
 mbi j 
2

σ2j
N
N
∑
i  1
 xzi j 
 m
z
bi j 
2

σ2j Ezj  (3.22)
where Ezj is the quantization error of Z-scored variable j. Thus, the importance is highly
dependent on the variance or scale of the variable. However, it is not the only factor.
Further insight can be gained by measuring how the quantization error Eq changes
when the importance (measured by k j) of some variable increases:
∆Eq
∆k j 
d
∑
j    1
∆E j  
∆k j 
d
∑
j    1
∆E j  
∆k j  
∆k j  
∆k j 
d
∑
j    1
σ2j  
∆Ezj  
∆k j  
∆k j  
∆k j  
(3.23)
Unfortunately, these effects are hard to calculate in practice, since E j
 
k  can only be
evaluated for integer values of k. Thus Eq. 3.23 should be regarded only as an intuitive
expression which indicates that the importance of each variable in quantization depends
on three factors:
1. the scale of the variable σ2j   ,
2. the distribution characteristics of the variable ∆E j
 
∆k j  
, and
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3. the dependencies between variables: ∆k j
 
∆k j .
Notice that when the data is preprocessed before quantization such that all variables
have the same variance, the quantization is only affected by the two latter properties.
Notice also that the two proposed importance measures k j and q j are both invariant to
the scales of the variables.
3.1.4 Vector projection
Projection methods
Projection methods try to find low-dimensional coordinates that preserve the distances
(or the order of distances) between the originally high-dimensional objects. A classical
projection method is multi-dimensional scaling (MDS) [89] which tries to preserve
pairwise distances between all objects while reducing the dimension. The error function
to be minimized is:
E

N
∑
i  1
N
∑
j  1
 
di j 
 d i j  2  (3.24)
where di j is the distance between data samples i and j in the input space 	 xi 
 x j 	 ,
and d i j is the corresponding distance between the projection coordinates in the output
space. There is also a non-metric version of MDS which tries to preserve the rank order
of the distances [89].
In Eq. 3.24, the bigger distances have larger effect on the error function and thus
are considered much more important than details in the small scale. In other projection
techniques, for example Sammon’s mapping [119] and Curvilinear Component Anal-
ysis (CCA) [23] the nearby samples are weighted more, and thus small distances are
preserved better.
Sammon’s mapping: E

N
∑
i  1
N
∑
j  1
 
di j 
 d i j  2 	 di j (3.25)
CCA: E

N
∑
i  1
N
∑
j  1
 
di j 
 d i j  2e 
d
 
i j (3.26)
Note that Sammon’s mapping emphasizes small distances in the input space, whereas
CCA emphasizes output space. Examples of projections with these algorithms can be
found from Figure 3.5. Visualizations based on projection methods are further dis-
cussed in Section 4.1.1.
SOM as a projection algorithm
The SOM has also vector projection properties. Consider the SOM distortion measure:
Ed 
N
∑
i  1
M
∑
j  1
hbi j 	 xi 
 m j 	
2

N
∑
i  1
M
∑
j  1
h
 
d i j  d2i j   (3.27)
where h
 
 
 is the neighborhood kernel function. Since it is usually monotonously de-
creasing function of d i j, small distances in the output space are emphasized, like in
CCA. On the other hand, since there are more map units where there is a lot of data,
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(a) System: Sammon (b) System: CCA
(c) Mills: Sammon (d) Mills: CCA
Figure 3.5: Sammon’s mapping (a and c) and CCA projection (b and d) of the data sets.
For system data, the results are qualitatively very much alike: there are two groups of
tightly packed data points, both of which are further divided into several subgroups,
and a cloud of more sparsely distributed data. For mills data, the correspondences be-
tween the two projections are less obvious. Note that Sammon’s mapping for mills
data (c) only shows the central part of the projection: only 98% of the data points are
shown. The 1 	 di j nonlinearity in Eq. 3.25 makes Sammon’s mapping sensitive to pairs
of close-lying data points: such points are often projected very far from the rest of the
points. Other projections of the data sets are shown in Figures 4.3 and 4.7.
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the output space distances d i j are also dependent on the data density. Thus, the defi-
nition of locality in SOM tunes to data density as opposed to Sammon’s mapping and
CCA, where the definition of “small distance” is global.
Rather than try to preserve the original distances, the SOM orders prototype vec-
tors on a predefined map grid such that local neighborhood sets in the projection are
preserved. In a recent study it was noticed that the SOM is especially good at main-
taining the trustworthiness of the projection: if two data samples are close to each other
in the visualization, they are more likely to be close in the original high-dimensional
space as well [136]. For the other aspect of neighborhood preservation — preserving
the original neighborhood in the projection — the SOM was comparable to the other
investigated methods, which included PCA, Sammon’s mapping, non-metric MDS and
GTM.
3.1.5 Computational complexity
An implementation of one epoch (going through the data once) of the SOM algorithm
in C programming language is presented in Appendix B. The BMU search has 3NMd
and the update step 3NM
 
d  1  floating point operations [138], where N is the number
of data samples, M the number of map units and d is the input space dimension, so the
computational complexity is O
 
NMd  . The number of training epochs multiplies this
by some small number. In practice, if N   10M, only one or two epochs of training is
sufficient. Even when M is closer to N, reasonable results can be achieved in less than
10 epochs.
The memory consumption of the algorithm is
 
N  M  d floating points for data
and map prototype vector matrices (assuming that the data is in the main memory,
which need not be the case). In addition, there is the matrix of inter-unit distances
which is calculated beforehand. It has M2 elements, although this can be reduced to
 
M


1 
 
M


2  	 2 floating points since the matrix is symmetric and all elements on the
diagonal are zero.
In practice, the complexity of the algorithm is mainly governed by the number
of map units. If the number of map units is chosen to be proportional to

N as in
Publication 7, the complexity of the training is proportional to O
 
N1  5d  . Of course,
this choice is quite arbitrary. Depending on the application, the required number of
map units may be independent of the number of data samples, or it may need to be
directly proportional to N. In [82], the trained SOM had 10000 units, but usually maps
with a few hundred map units are sufficient.
Training very large maps is time-consuming and requires a lot of memory, but
the process can be speeded up with special techniques. These are basically based on
speeding up the winner search by investigating only a small number of prototypes [65,
82, 86]. Such techniques can decrease the winner search from O   Md  to O   log   M  d  .
Furthermore, the training algorithm can be easily implemented in a parallel manner [81,
96]. Thus, the SOM is applicable to very large data sets.
3.1.6 Examples
Training of the SOMs of the system and mills data sets was done using the SOM Tool-
box implementation of the SOM introduced in Publication 6. The Batch map algorithm
was used because its implementation in Matlab is considerably more efficient than that
of the basic SOM. The SOMs were initialized linearly along a plane spanned by the
two biggest eigenvectors of the data. The training parameters, selected automatically,
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Table 3.1: Training parameters. In the SOM Toolbox, the total number of map units
is selected using a heuristic formula M

5

N. The size of the map grid is then set
according to the ratio between the two biggest eigenvalues of the covariance matrix of
the data. The training itself is done in two phases: rough training (from t

0 to t

t1)
and fine-tuning (from t

t1 to t  t1  t2).
system mills
size [22   10] = 220 [20   16] = 320
t1 5 epochs 5 epochs
t2 5 epochs 5 epochs
σ
 
0  3 3
σ
 
t1  1 1
σ
 
t1  t2  1 1
time 3.33 s 21.2 s
are listed in Table 3.1. In addition to the SOM, a quantization of the data using batch
k-means algorithm was done. The k-means algorithm was initialized with the trained
SOM prototype vectors, and trained for additional 10 epochs.
Table 3.2 lists relative errors at different phases of training for the SOMs, and for
the k-means algorithm. Figure 3.6 shows the corresponding PCA-projections of the
data and the prototype vectors. It can be seen that after linear initialization, the quanti-
zation error Eqx and neighborhood bias Enb are rather high, but neighborhood variance
Env is very low. During the training process, the quantization error decreases and the
neighborhood variance increases such that for the system map, Eqx is lower than Env
at the end. For the mills map, on the other hand, the quantization error remain higher
than the neighborhood variance. The quantization error Eqx can be compared with the
quantization error Eq of the k-means. For the system map, almost optimal quantization
has been achieved.
3.2 Variants and related algorithms
A number of variants for the SOM have been proposed (for a review, see for exam-
ple [80]). The common factor to most of these variants is that they are essentially a
collection of prototype vectors (or other local models) and a set of neighborhood rela-
tions defined between them. These are iteratively adjusted to correspond to the training
data in such a manner that neighboring prototypes become similar to each other.
In the basic SOM, the neighborhoods are defined by giving the prototypes fixed
positions ri on a low-dimensional output plane. In some situations, it is a definite ad-
vantage to be able to specify the shape of the projection beforehand, but usually this
is a handicap. The predefined map shape does not directly convey any useful infor-
mation, and there are situations where the neighborhoods are simply wrong. In many
variants — for example MST-SOM [61], neural gas [101], and GCS [34, 35] — the
neighborhood relations are considerably more flexible in order to approximate the data
better. However, this happens at the cost of making visualization more difficult. Also
several such variants of the SOM have been proposed which exist between these two
extremes: the nodes have low-dimensional positions, but this location is somewhat flex-
ible [2, 10, 36, 58, 113, 117].
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Table 3.2: Error measures for both maps at different phases of training. The error mea-
sures have been scaled by HE1, where H  1M ∑Mi  1 Hi, and E1 is the total variance in
the data set E1  ∑i 	 xi 
 x¯ 	 2, where x¯ is the centroid of the data. Thus, the values are
(in most cases) between [0,1]. The value of H is 6.4 for the system map and 6.6 for
the mills map, both with σ

1. The total variance is 16742 for the system map, and
248040 for the mills map. The errors for k-means have been scaled by E1.
system mills
t 0 t1 t1  t2 k-means 0 t1 t1  t2 k-means
Ed 	 HE1 0.346 0.137 0.144 0.753 0.547 0.535
Eqx 	 HE1 0.109 0.043 0.035 0.030 0.516 0.206 0.188 0.145
Enb 	 HE1 0.219 0.046 0.053 0.235 0.254 0.245
Env 	 HE1 0.018 0.047 0.057 0.002 0.088 0.101
(a) System: t   0 (b) t   t1 (c) t   t1  t2 (d) k-means
(e) Mills: t   0 (f) t   t1 (g) t   t1  t2 (h) k-means
Figure 3.6: PCA-projections of the data (the gray dots) and the prototypes (the mesh)
at different phases of training (a-c) and (e-g). Figures (d) and (h) show the results of
k-means algorithm.
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An important group of variants is based on replacing the prototype vectors with
some more complicated models. To do this, the winner search and update definitions
in the basic SOM must be replaced. An example of this based on generalized me-
dian is presented in Section 3.2.1. Other variants along this theme include maps of
auto-regressive models [94], linear models [59], subspaces [83], and probabilistic mod-
els [52].
3.2.1 Generalized median SOM
Recently, a new version of the Batch map was introduced which expands the applica-
bility of the SOM to data domains where the objects are not fixed-length vectors, for
example strings, aminoacid or phoneme sequences [85]. In this algorithm, new proto-
type vectors are calculated using generalized median or generalized mean, which can
be determined for any set of objects for which a pairwise distance function exists. The
generalized median x¯j of a set of objects X j is:
x¯j  argmin
x¯
∑
x j  X j
d
 
x j  x¯  (3.28)
where d
 
 
 is some distance measure defined for all pairs of objects   x j  x¯  . Likewise,
the generalized mean is:
x¯j  argmin
x¯
∑
x j  X j
d
 
x j  x¯ 2 (3.29)
Note that in either case x¯ need not be part of the original set of objects Xj.
The modified Batch map algorithm using generalized mean (or median) is:
1. Search for the BMUs. For each map unit j, collect the set V j of objects xi that are
nearest to the prototype x¯j of that map unit.
2. Update prototypes. For each map unit j, construct the union of object sets of the
map unit j and its neighboring map units N j (see Figure 3.1):
VN j 
 
k

N j
Vk
Let the new prototype to be the generalized median (or mean) of the set VN j .
3. Repeat from step 1 until the algorithm has converged, or a predefined number of
iterations is reached.
3.2.2 Soft topographic vector quantization
Some illustrative ideas of the SOM are present in a family of algorithms called soft
topographic vector quantizers (STVQ) [98, 38]. In these algorithms, the vector quan-
tization problem of reconstructing the original data set is complicated by unreliable
transmission of the best-matching unit index, see Figure 3.7. The topographic organi-
zation of the quantization prototypes is used to minize the error due to errors in the
transmission. The transmission error probabilities are used as neighborhood function
values hi j

P
 
i  j  between different prototype indexes.
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reconstructiontransmission errorprototypes
Figure 3.7: The error model in soft topographic vector quantization.
The optimization is done using Expectation-Maximization (EM) (see for exam-
ple [8]). In expectation step the probabilities of data points to be assigned in each unit
j are calculated:
P
  j  xi   e 
β
2 ∑k h jk  xi

mk 
2
∑l e

β
2 ∑k hlk  xi

mk  2

where β is a parameter corresponding to inverse of noise. In the maximization step,
new prototypes are calculated:
m j 
∑i xi ∑k h jkP
 
k  xi 
∑i ∑k h jkP
 
k  xi   
In case of crisp winner assignment (β  ∞), the expectation step becomes a winner-
take-all approach P
  j  xi   δ
  j

bi  , where δ
 
 

 
 is the Dirac delta function, and bi 
argmin j ∑k h jk 	 xi 
 mk 	 2 (Eq. 3.7). If the winner definition is further replaced with
bi  argmin j 	 xi 
 m j 	 2 (Eq. 3.1), the Batch map algorithm results. Thus, the Batch
map learning rule can be regarded as a computationally efficient approximation of
STVQ.
3.2.3 Related algorithms
k-means. Possibly the closest well-known relative of the SOM is the k-means vector
quantization algorithm [107] (see Section 3.1.3). A closely related method is the fuzzy
c-means algorithm [6], which differs from k-means in that each data sample can belong
to a number of clusters, even to all of them, in varying degrees. The minimized error
function is:
E f cm 
N
∑
i  1
N
∑
j  1
 
µ j
 
xi  
b
	 xi 
 m j 	 2  (3.30)
where b is a parameter controlling the fuzziness of the model, and µ j
 
xi  is the fuzzy
membership of data sample xi is cluster j. It is usually constrained by ∑ j
 
µ j
 
xi  
b

1

 i and calculated based on input space distances 	 xi 
 m j 	 . In contrast, in the SOM
the corresponding coefficients are the neighborhood function values which are defined
in the output space.
A more principled manner to assign non-crisp memberships is to approximate the
data with Gaussian Mixture Models (GMM) (see for example [8]). The underlying as-
sumption is that the data comes from a mixture of Gaussian distributions. A number of
such distributions are spread into the data and their parameters (centers and covariance
matrices) are optimized using EM.
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Principal curves and surfaces represent a concept close to the SOM. In principal
curves, the idea is to find the central curve (or surface) going through the data mani-
fold [46]. Each point on the principal curve is the average of all points that project to
it. The SOM prototype vectors are conditional averages of the data, and thus it can be
regarded as a discrete counterpart of the principal curve [18, 115].
VQ-P. The SOM is a combined vector quantization and vector projection algorithm.
There are also other algorithms which combine properties from vector quantization and
vector projection, for example Vector Quantization and Projection neural network [24],
and combinations of any vector quantization and vector projection algorithms, like k-
means and Sammon’s mapping [33] or k-means and MDS [120].
Generative Topographic Mapping (GTM) was proposed by Bishop et al. [9] as an
alternative to the SOM. It maps a low-dimensional latent (or output) space into the data
(or input) space using some mapping function f   r;W  where r is some point in the
latent space, and W is a matrix of parameters for the mapping function. The mapping
is optimized through maximizing the log-likelihood of the training data:
L
 
W

β 

N
∑
i  1
ln  1
M
M
∑
j  1
p
 
xi  r j;W  β   (3.31)
p
 
xi  r j;W  β     β2pi 
d   2e

β
2  f   r j ;W 

xi  2 (3.32)
where β is the inverse of the variance of noise. The r j are a set of M lattice points in
the latent space which determine the points m j  f
 
r j ;W  in the data space where the
probability density is estimated2. They correspond to the map units in the SOM.
The GTM is, in essence, a constrained mixture of Gaussians in which the model
parameters W and β are estimated using EM algorithm. In [9], the mapping function f
is a generalized linear regression
f   r;W 

WΦ
 
r 
 ∑
i
φi
 
r  wi  (3.33)
where φi
 
r  are a set of Gaussian kernels situated in the latent space, and wi are their
corresponding locations in the data space. In the E-step, the responsibility of each lat-
tice point r j for each data point xi is calculated as:
r ji 
p
 
xi  r j;W  β 
∑k p
 
xi  rk;W  β    (3.34)
In the M-step, new estimates for the model parameters W and β are found (see [9] for
details).
S-Map was proposed by Kiviluoto and Oja [74] as an alternative to GTM. It is a
crossbreed between SOM and GTM. Like in SOM, each map unit j has a fixed place
r j on the map grid and an associated prototype vector m j. Each map unit generates a
Gaussian distribution in the data space with center at the map unit prototype, and with
variance 1 	 β. Like in GTM, the softmax responsibilities:
r ji 
e

β
2  m j

xi  2
∑Mk  1 e

β
2  mk

xi  2
2The notation has been changed to match the convention used in this thesis.
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are used in the update step. The learning rule of SOM (Eq. 3.2) is changed to:
m j  m j  α
 
M
∑
k  1
hbi jrki 

xi 
 m j   
The simulations in [74] suggest that S-Map is better at self-organization than GTM. As
opposed to SOM, the S-Map has an inherently probabilistic nature in that it generates
a probability density function in the data space. In Publication 4, this was compared
with SOM-based density estimation.
3.3 Discussion
The SOM simultaneously quantizes the data with a representative set of prototype vec-
tors, and orders — or projects — the prototype vectors on a regular map grid. The
relative importance of the quantization and projection tasks is governed by the size of
local neighborhood — in effect, the neighborhood radius. With small neighborhood ra-
dius, the SOM approaches the unordered set of prototype vectors produced by k-means
algorithm. With large radius, the neighborhoods order the map prototypes on a tightly
packed grid. The desired result is usually somewhere between these extremes.
When utilizing the SOM for data analysis, it is important to know which variables
and properties are well represented by the map. Because current methods do not of-
fer an obvious way to fix these beforehand, the data miner may need to iterate a bit
between training SOMs with different parameterizations, and validating them with dif-
ferent kinds of quality measures.
  The elements of the distortion measure discussed in Section 3.1.2 can be used
to compare the quantization and projection properties of the SOM to each other.
In addition, the quantization error Eqx can be compared directly to the error of
the k-means algorithm to obtain an idea of the quantization quality of the SOM.
Unfortunately, the same cannot be done to the neighborhood related errors. Some
other measure must be used to quantify the topological quality of the SOM, for
example neighborhood preservation or trustworthiness [136].
  Publication 8 proposes two novel measures for quantifying the “viewpoint” of a
given quantization: how well each variable is quantized, and how much resources
(in effect, quantization points) does it take to quantize each variable. Such mea-
sures are important in the investigated data exploration process because the quan-
tization forms a basis for many other algorithms. However, besides knowing how
well each variable is represented in the quantization, the user generally wants to
have control over their importances. Unfortunately, the proposed methods only
provide feedback for this: they cannot be used to directly determine good scaling
factors for the variables.
The SOM has a number of variants and related algorithms. Sometimes they are
much better suited for a specific data mining task than the basic SOM. Although this
thesis concentrates specifically on the SOM, it is important to realize that the investi-
gated data exploration process framework is not dependent on the SOM. If the needs or
personal preferences of the user so require, the SOM can be easily replaced with other
methods as long as they possess a few key characteristics:
  The data are represented by prototypes.
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  The prototypes are connected by neighborhood relations.
  For visualization purposes, the prototypes must have positions on a low-dimensional
space which reflect their distances or ordering in the high-dimensional space.
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Chapter 4
Data exploration methods
In this chapter, three important data exploration tasks are discussed: visualization, clus-
ter analysis and modeling. For the two first tasks, overviews of the corresponding prob-
lem domains are given, and the investigated SOM-based methods are introduced and
compared to other methods with similar aims or properties. For the last task, local
modeling based on SOM is shortly introduced.
Visualization of multivariate data is discussed in Section 4.1. The goal of visualiza-
tion in general is to convey large amounts of detailed information about the data to the
data miner. To be efficient, the visualizations must be easily understandable and take
the strengths of the human visual system into account. An overview of the state of the
art in information visualization is given by Ware [147]. Somewhat older, but still an
excellent account of conventional visualization techniques is given by Tufte [129].
Cluster analysis, discussed in Section 4.3, is a widely researched topic in data anal-
ysis [28, 71]. Its goal is to partition the data into natural groups. In data exploration,
however, the groups themselves are not sufficient. In order to provide insight to the
data, it is also important to describe these groups: what properties are typical for the
objects in the groups, and what makes them different from objects in the other groups.
Visualization and clustering are the main applications of SOM in data analysis. A
particular strength of SOM is that it answers the needs of both tasks within a common
framework. For all three tasks, the SOM provides an initial organization of the data.
The actual visualizations, clusterings or models are usually acquired after some post-
processing. How this post-processing should be done is not quite obvious. One of the
main contributions of this thesis is to investigate these post-processing methods, to
enhance them and to develop new methods to answer the needs of the tasks better.
Section 4.2 presents an overview of SOM-based visualization methods. Section 4.3.3
discusses SOM-based clustering techniques and Section 4.3.5 how the clusters can be
characterized. In Section 4.4 construction of local models based on SOM is introduced.
In Chapter 5, these methods are integrated into the data exploration process.
4.1 Visualization of multivariate numerical data
Visualization is a fundamental methodology in exploratory data analysis for several
reasons. Looking at the data allows the data miner to speculate about its properties
based on his/her own intuition and domain knowledge. Visualization also makes it pos-
sible to compare raw data to constructed models, and find unexpected details and errors
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Figure 4.1: An interactive visual data exploration environment. Based on visualizations
produced of the preprocessed data, the viewer forms a hypothesis, or mental model, of
the properties of the data. The hypothesis is tested and refined interactively by ma-
nipulating the visualization and the data, and by comparing the data to the associated
computational models. This diagram is based on Chapter 10 in [147].
in the data or in the models [129]. This is important since outliers or unexpected shapes
of the data manifold can easily corrupt the results of analysis methods. Figure 4.1
presents an interactive visualization environment, where visualization parameters are
adjustable online, and the user can easily zoom in on interesting details.
Multivariate numerical data is usually visualized using scatterplots. Scatterplots
consist of a large number of markers distributed in a low-dimensional space. They are
used to detect
1. groups (clusters) of similar objects, and
2. relationships between variables.
Using only physical coordinates, at most 3-dimensional data can be shown1. To in-
crease the number of visualized variables, three basic techniques are outlined below:
(1) reducing dimensionality of the data set by projection techniques, (2) using param-
eterized visual markers to encode different variables, and (3) using multiple visualiza-
tions simultaneously by linking them together.
4.1.1 Projection
Vector projection was discussed in Section 3.1.4. Projection methods try to find low-
dimensional coordinates that preserve the distances (or the order of distances) between
the originally high-dimensional objects. Of course, it is usually impossible to make
an exact reproduction. Reliable projections can be achieved if the variables are highly
correlated, and thus contain a lot of redundant information, or if the data contains a lot
of noise which can be discarded.
The projection is a lossy similarity encoding between data objects. From the pro-
jection plot, one can see the clusters in the data, as well as the general “shape” of the
1Presentation media — a paper or a computer screen — typically limits the visualizations to 2D. In
interactive visualization environments also 3D-visualizations can be used efficiently because the viewer can
rotate and manipulate the visualizations.
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data cloud2. However, relations between individual variables are lost since the new co-
ordinates are complex linear or non-linear combinations of the original variables. Thus,
projection visualizations are only applicable for detection of similar groups of objects.
Other techniques must be used to detect relationships between variables.
Projection techniques
The classical projection method is multi-dimensional scaling (MDS) [89] which tries
to preserve pairwise distances between all objects while reducing the dimensionality
as defined in Eq. 3.24 on page 19. The best possible linear solution for this projection
problem is given by principal component analysis (PCA), see for example Chapter 3
in [5]. In PCA, the directions are found which account for most of the variance in the
data. This is done by calculating the eigenvectors e1       ed and corresponding eigen-
values λ1      λd of the covariance matrix of the data, and ordering them by decreasing
eigenvalues λ1   λ2         λd . The first direction e1 accounts for most — specifically
λ1
∑i λi 100% — of the variance in the data, the second for the second largest amount, and
so on. By projecting data to the space spanned by the first few eigenvectors as much of
the variance is preserved as possible. The sum of the corresponding eigenvalues gives
the amount of variance preserved in the projection, and thus indicates the error made
in the low-dimensional projection. For example, a projection to a 2-dimensional plane
is defined as:
y


eT1
eT2 
x
 
(4.1)
Examples of PCA-projections are shown in Figure 4.2.
The PCA-projection is a special case of projection pursuit techniques, which max-
imize some kind of performance or interestingness index over the possible projections,
see for example [18]. For PCA this index is variance, while for many projection pur-
suit techniques it is some measure of non-gaussianity. For example, in independent
component analysis (ICA) [53], the objective is to find projection directions where the
marginal distributions of projected points are independent of each other. Notice that
the performance index may not have anything to do with distance preservation. When
interpreting visualizations based on projection pursuit techniques, the objective of the
performance index needs to be taken into account.
Like MDS, the PCA and ICA techniques discussed above are globally tuned tech-
niques for which large distances are more important than small details, as discussed
in Section 3.1.4. The techniques are also linear, and therefore may fail when other,
more flexible projection techniques might succeed. In addition to Sammon’s mapping
2 Any clusters found from these visualizations are subject to the interpretation of the observer. Research
in cognitive psychology has produced a set of so-called Gestalt laws ([75, 147]) which describe the way the
human visual system detects patterns in images. Items which have some of the following six properties tend
to be grouped together:
1. Items close to each other.
2. Items which are similar to each other, for example of the same size, shape or color.
3. Items in a region with similar density of items.
4. Symmetrically positioned items.
5. Items which are within a closure.
6. Items which are connected, or when combined would produce a smooth continuity.
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(a) System: PCA projection
1 2 3 4 5 6 7 8 9
0
0.8273
(b) System: scree-plot
(c) Mills: PCA projection
0 10 20 30 40 50
0
0.155
0.763
(d) Mills: scree-plot
Figure 4.2: PCA-projections of the system (a) and mills (c) data sets. The correspond-
ing scree plots (b and d) show the cumulative sum of eigenvalues. They give some
indication of the intrinsic dimensionality of the data set. For the system data set 83%
of the total variance is preserved in the 2-dimensional projection. For the mills data set
only 15% is preserved.
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and CCA introduced earlier, there are a number of such techniques, see for exam-
ple [26, 87, 97, 100, 118, 121, 127]. The SOM as a projection algorithm [64] preserves
local neighborhood sets. In certain situations this kind of projection is very useful, see
Section 4.2.3.
Projection into color space
Besides spatial position, also other scatter plot marker properties can be used to indi-
cated similarity, for example color: data objects close to each other are assigned similar
colors. While the resulting similarity encoding is not as accurate as the one produced by
spatial projection, it is useful for linking multiple visualizations together [49, 68, 142],
or when the position information is needed for other purposes.
A color coding can be constructed by defining a smooth coloring in a low-dimensional
manifold, and projecting the data onto this manifold, for example as follows:
1. A 1-dimensional SOM is trained using the data. The topology of the map can be
either circular or a simple chain. The trained SOM forms a principal curve going
through the data manifold.
2. A color from the color hue circle (from the HSV color model, see for exam-
ple [147], with hue = φ, saturation = 1 and value = 1) is assigned to each map
unit i of the 1-dimensional SOM. The colors can be assigned equidistant from
each other φi  2pii 	 M or the distances between neighboring prototypes can be
taken into account: φi  2pi∑ij  1 	 mi  1 
 mi 	 	 ∑M

1
j  1 	 mi  1 
 mi 	 .
3. Each data point picks the same color as its BMU.
A similar, although a bit more complicated approach, was proposed in [68]. In order
to create reliable color codings, the smoothness of the coloring on the projection man-
ifold is very important. In [69] a color projection algorithm is proposed which takes
perceptual differences between colors into account to build as faithful representations
as possible.
In Figure 4.3 two color projections are shown for the example data sets. The ones
on the right have been made using the algorithm above. The ones on the left have been
done using the algorithm proposed by Himberg [50]. Although the coloring on the left
has preserved the original distance information better, the coloring on the right has
more granularity and is therefore used in the rest of this thesis.
4.1.2 Parameterized markers
Instead of using the same kind of visual marker for each data object in the scatterplot,
one can modify the properties — for example size, color or shape — of each marker.
The spatial coordinates are still used to encode the most important variables, but in
addition a few more can be shown using the parameterized properties.
Glyphs
Complicated shapes, or glyphs, are one way to incorporate additional information into
visualizations. Examples of glyphs include stick figures, fan and star plots (see for
example [147]). A single fan plot marker consists of several rays extending from a
common starting point, see Figure 4.6a on page 39. While the number of rays can
be made quite large to encode very high-dimensional objects, it soon becomes rather
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(a) System (b) System
(c) Mills (d) Mills
Figure 4.3: Color codings of the data sets shown together with their PCA-projections.
The colorings in (a) and (c) have been done using the algorithm proposed by Him-
berg [50]. The colorings in (b) and (d) have been done by a projection of data on the
color circle, as described in Section 4.1.1. Just cluster centroids were used in the pro-
jection and thus all points in a cluster have been assigned the same color.
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Figure 4.4: A scatterplot of five variables of the system data (see Appendix A). Both
spatial coordinates are sums of two variables (wblck/s + blck/s and ipkts + opkts),
the size of each marker indicates the value of usr, and color indicates the cluster the
sample belongs to.
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difficult to identify which variable a certain ray corresponds to. The technique works
best when the variables have a natural ordering, for example frequencies in a spectrum.
A famous example of glyphs are the Chernoff’s faces [19]. The marker for each data
object is a face. The variables control different features of the face: lengths, positions,
curvatures and angles of nose, eyes, mouth, ears and chin, see Figure 4.6b. While this
is an intriguing idea, it is not very useful in practice because of several reasons:
  Except for certain pairs the features are not easily comparable with each other.
This makes it hard to compare the relative closeness of two pairs of faces which
are different in different ways.
  There is a hierarchy in the importance of features which is hard to quantify. The
human observer pays much more attention to eyes than, say, ears.
  The faces require a considerable amount of actual space in the visualization, so
plotting a large number of them is not feasible.
Obviously, many complex glyphs suffer from similar weaknesses. However, although
glyphs are poor at indicating the magnitude of difference between data samples, they
can embed a lot of information and allow the user to compare individual data samples
efficiently.
Pre-attentive features
For efficient visual interpretation, the properties used for encoding should correspond
to the strengths of the human visual system. Studies in cognitive psychology have
shown that there are certain visual features that the human visual system analyzes
very fast, pre-attentively [47, 147]. These pre-attentive features are processed from the
whole field of view in parallel, and thus interpretation happens at a glance. The most
important pre-attentive features are:
  spatial position: both 2D-position and depth
  shapes: size, curvature, spatial grouping, added marks, numerosity
  line or texture shapes: line orientation, length, width, and collinearity
  color: hue and intensity
  motion
Using combinations of such features, one can encode several variables simultaneously.
Unfortunately, several of the features interfere with each other. There are only a few
combinations of these features which retain the pre-attentive processing property with
respect to all features. Spatial position is a particularly strong feature, and it can be
efficiently combined with, for example, shapes or colors. Figure 4.4 shows an example
of encoding with different visual features.
4.1.3 Multiple small visualizations
The third elementary solution is to break the visualization into a number of smaller
ones. In [129], these are called small multiples. The small multiples are linked together
so that one can immediately identify the same object (or at least the same group of
objects) from the different visualizations [15]. Scanning through the small multiples is
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very efficient because they are interpreted in a similar way. Since each small multiple
can be investigated independently of the others, a lot of detailed information can be
incorporated while still retaining the ability to compare the small multiples with each
other.
The linking between multiples can be done in several ways, some of which are used
in Figure 4.5.
  Linking can be done by position. In this case, the position of each object remains
fixed in each small multiple. Other marker properties, such as color or size, are
used to indicate the values of the visualized variables. Linking by position is
extensively utilized in visualization of SOM (see Section 4.2).
Examples of linking by position are shown in Figure 4.5. In Figure 4.5a, the
position derived from PCA-projection is used in each small multiple. Using pro-
jection for linking has the advantage that the position acts not only as a link
between small multiples but also as a similarity encoding. Another simple exam-
ple of linking by position is a multiaxis time-series plot, as shown in Figure 4.5b.
In that case, only position on the x-axis remains fixed for each object.
  Linking by color is less accurate than linking by position3. However, linking
by color is very useful when it is sufficient to clearly distinguish just groups of
objects from each other, instead of individual objects. Good color codings can
be constructed, for example, using the color projection techniques mentioned
earlier.
Color coding can be used, for example, to enhance the scatterplot matrix visual-
ization technique. A scatterplot matrix consists of pairwise scatterplots between
each pair of the variables. It is used to quickly find relationships between vari-
ables. An obvious deficiency of the technique is that the number of scatterplots
grows quadratively with the number of variables. Another deficiency is that it
is very hard to identify the same item from all scatterplots. However, this can
be rectified somewhat by using color to link the scatterplots together, as in Fig-
ure 4.5c.
  A very strong linking technique is to connect objects explicitly using lines, as
done in the parallel coordinates visualization technique. Parallel coordinates con-
sist of a number of parallel axes, each of which shows the value of one vari-
able [55]. Linking is done by drawing lines from each successive axis to the
next, according to the value of the object for that variable. An example of paral-
lel coordinates visualization is shown in Figure 4.5d.
A problem with this technique is that the lines get mixed very easily, and thus it
is hard to see which line segment corresponds to which object. In Figure 4.5d,
linking with color is used to indicate groups of similar objects. In interactive en-
vironments, brushing techniques [4] can be used: by brushing with the mouse the
user selects a set of objects and these objects are emphasized in all visualizations.
  In [26], motion is used to link different projections of a data set together. Rather
than use several small multiples side-by-side, the projections are shown one after
3While the human visual system can easily distinguish between millions of different colors, it requires
considerable effort to find two points with exactly the same color when there are a large number of different
colors. According to Healey [47], the maximum number of colors that can be separated from each other
pre-attentively is about seven.
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the other. The transition from one projection to the next is done in small steps so
that the points appear to move smoothly from one place to another.
4.2 Visualization based on SOM
The SOM-based visualization is investigated in Publication 3. Its contribution is to
provide an overview, categorize the SOM-based techniques, and relate them to other
visualization techniques. In addition, a few enhancements are proposed which are fur-
ther studied in Publications 4 and 5.
In the visualizations, the SOM acts in two roles. In cluster and variable visualization
techniques the prototypes of the SOM are regarded as a representative sample of the
data: the original data is replaced with a smaller set where the effect of noise and
outliers is decreased. It is assumed that the properties seen from visualizations of the
prototypes will also hold for the original data. For this reason, some caution is in order
before making any far-reaching conclusions based on the SOM visualizations.
Other techniques regard the SOM as a model of the data, and they compare the data
to this model, or different data samples or sets to each other in the context provided by
the model. For example, the map grid can be used to compare data samples to each
other by comparing their locations on the map grid.
4.2.1 Map grid as a visualization platform
The SOM forms a low-dimensional map of the data. The map grid is an ordered repre-
sentation of the data: neighboring regions on the map are similar to each other, while
regions far from each other are different from each other (unless the map has folded
badly). The map grid has the following properties:
  The shape of the map grid is predefined so that each map unit has a unique place
and equal size. Therefore graphs and other kinds of complicated glyphs can be
easily inserted into each map unit without fear of overlaps. Figure 4.6 shows
several examples of glyphs visualizing the prototype vectors in the SOM of the
system data.
  Since the density of map prototypes follows roughly the density of the data, the
map grid provides a kind of automatic focus following the data density. Compare,
for example, coloring visualizations in Figure 4.7. The color coding is hardly
visible at all in dense areas of the PCA-projection, whereas the SOM shows all
areas equally well.
  The map preserves topological neighborhoods, but relative distances in the orig-
inal space are not well represented.
  The map grid forms a highly non-linear 2-dimensional manifold in the original
space. Thus the coordinate axes of the output space do not have any clear inter-
pretation in terms of the original variables.
Each map unit has a set of associated property values, for example the values of
variables in the prototype vectors. Usual SOM visualizations show these values in all
map units thus allowing the comparison of different map units and, since neighboring
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Figure 4.5: Small multiples of the system data set. In the component planes figure (a),
linking is done by position. Each subplot corresponds to one variable, and each dot in
each subplot to one data sample. The coordinates are from the PCA-projection of the
data. The name “component planes” comes from a similar technique used in visual-
ization of SOM, see Figure 4.8. The last component plane shows the color coding of
the map, and thus links the component planes with (b-d). In the time-series plot (b)
the system data for Tuesday 6:00 to 22:00 is depicted. The samples have been colored
using the color coding. The scatterplot matrix (c) shows the pairwise scatterplots of all
variable pairs. The objects in the scatter plots have been linked together using color. On
the diagonal, the histograms of individual variables are shown. In the parallel coordi-
nates visualization (d) each vertical axis corresponds to one variable. Each horizontal
line corresponds to one object such that linking is done explicitly using lines. The line
color encodes similarity between objects. Figures (a), (c) and (d) all show all of the
data, and can be used to detect correlations between variables.
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(a) Fan plots (b) Chernoff’s faces (c) Bar charts
Figure 4.6: Visualizations of the prototype vectors in the SOM of the system data. The
9-dimensional prototype vector in each map unit has been plotted as a glyph on the map
grid: (a) fan plots, (b) Chernoff’s faces, and (c) bar plots. In (a) and (c), the hexagonal
map units borders are also shown.
map units will typically have similar values, of map regions with respect to the shown
properties.
Often, several map grids each indicating the values of a different property are shown
side by side. Usually, the map grid coordinates are used to link the visualizations to-
gether, as in Figure 4.6. However, sometimes physical coordinates cannot be used for
linking purposes, for example when plotting variables against each other, as in a scat-
terplot matrix. In such a case color codings can be used [49, 68], as in Figure 4.7. To
emphasize neighborhood relations, also lines can be drawn between neighboring map
unit markers.
4.2.2 Visualization of clusters
Techniques to visualize the shape and cluster structure of a data cloud are usually based
on vector projections. Since the shape of the SOM grid is predefined, it is not useful for
this as such. Instead, the map prototype vectors must be projected on a low dimensional
space using some other projection technique. Besides physical coordinates, also color
coding techniques have been used for this purpose [50, 68, 69].
However, the most commonly used technique to visualize the clusters on the SOM
are distance matrices. In these techniques, the distances between each unit i and the
units in its neighborhood Ni are calculated:
Di   	 mi 
 m j 	  j  Ni  j  i    (4.2)
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The distances, or for example the median of these distances [88], for each map unit
are typically visualized using color, although also other techniques are possible [41,
54, 103]. The unified distance matrix (U-matrix) [134] visualizes all distances between
each map unit and its neighbors. This is possible due to the regular structure of the
map grid: it is easy to position a single visual marker between a map unit and each of
its neighbors. Since the map prototypes follow the probability density function of the
data, the neighbor-distances Di are inversely proportional to the density of the data.
Thus, cluster borders can be identified as “mountains” of high distances separating
“valleys” of low distances. This interpretation can also be used in clustering, see Sec-
tion 4.3.3. Figure 4.7 presents examples of both spatial and color projections as well as
the U-matrix visualizations of the system and mills maps. Several clusters can be seen,
especially from the U-matrices.
4.2.3 Visualization of variables
Component planes
To visualize variables using the SOM, a technique called component planes is used.
For each visualized variable, or vector component, one SOM grid is visualized such
that the colors (or for example sizes) of the map unit markers change according to the
visualized values, see Figures 4.8 and 4.9. Relationships between variables can be seen
as similar patterns in identical places on the component planes: whenever the values of
one variable change, the other variable changes, too [139].
Although any kind of projection could be used to link the component planes to-
gether, the SOM grid works particularly well in this task. Because of the dynamic
focus of the map, the behavior of the data can be seen irrespective of the local scale.
Compare, for example, the component planes visualizations in Figures 4.5a and 4.8.
Although the PCA projection in Figure 4.5a reflects the shape of the data cloud bet-
ter, it is much harder to see the patterns in it because there are gaps and many of the
markers obscure each other.
However, as pointed out in [92], in some cases the visual impression of dependency
may be wrong. Therefore, it is important to validate the found dependencies with other
methods, for example scatterplots. On the other hand, the SOM also reduces the effect
of noise and outliers, and thus may actually make any dependencies more clear than
they are in the original data, as can be seen from Figure 4.10.
Clustering variables
When a scatterplot matrix (Figure 4.5c) is used for visualization of relationships be-
tween pairs of variables, one has to scan through
 
d


1 
 
d


2  	 2 plots. In case of
component planes, there are only d plots, but one has to scan through pairs of plots,
so the complexity of scanning is not really any smaller. However, it can be aided by
organizing the component planes such that those corresponding to correlated variables
are positioned near each other. Figure 4.9 shows an example of organizing component
planes in this manner.
The organization of the component planes is based on measuring dependencies
between variables, collecting these measurements into vectors vi, and then grouping
similarly dependent variables. In Publication 5, four different ways to measure the
dependencies are compared. The way that gave best results is based on correlation
40
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Figure 4.7: Cluster visualizations of the SOMs of the system (a, b, c) and mills (d, e, f)
data sets. PCA-projection (a, d), color coding (a, b, d, e), and the U-matrix (c, f). In (a)
and (d), the map unit coordinates come from a PCA-projection. In (b, c) and (e, f), the
map grid coordinates are used. The PCA-projection (a, d) shows the shape of the data
set better than the SOM grid, but it is hard to see local details in the dense areas. In
interactive visualization environments, this is not a big problem because the user can
zoom in on interesting details. However, in static visualizations such as above this is
not possible. As opposed to PCA-projection, the map grid has equal amount of space
for each map unit, and thus map units even in the dense areas can be seen clearly.
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coefficients between variables:
vi 

 ci1    ci2         cid   (4.3)
ci j 
1
σiσ j
M
∑
k  1
 
mki 
 µi 
 
mk j 
 µ j  (4.4)
where µi is the mean value of variable i. Notice that the correlation coefficients ci j are
calculated between values from the prototype vectors instead of original data values to
benefit from the noise reduction made by the quantization process.
The weakness of correlation coefficient is that it only works for monotonous depen-
dencies. Ultimately, it would be better to use some dependency measure which allows
for non-monotonous relationships. In Publication 5, relative changes in different vari-
ables in the local neighborhoods are measured:
∑k

N j  m ji 
 mki 
∑k

N j 	 m j 
 mk 	
 
The correlation coefficients between these are found to work well to indicate non-
monotonous relationships. Also some other measure could be used, for example mutual
information, accuracy of a predictive model, or possibly some measure based on quan-
tization. In [90] vector quantization is utilized to measure the dependencies in order to
find groups of independent variables.
After the dependency vectors for the variables have been calculated, conventional
clustering and projection algorithms can be used to project, order, or cluster the vari-
ables. In Publication 5, SOM, CCA and Sammon’s mapping are applied and compared.
In Publication 10, the variables are ordered both on a line and on a circle, as well as
clustered using agglomerative clustering.
4.2.4 Visualizing data on the map
An important visualization task is to compare individual data samples or data sets with
the map. Traditionally this is based on finding the BMU of each data sample from the
map. The BMUs of familiar data samples can be used to identify regions from the map.
In case of time-series data, the adjacent BMUs can be combined to form a trajectory
on the map which can be used in process monitoring to visualize the development
of process state over time [70, 128]. For data sets, data histograms are obtained by
counting the number of “hits” in each map unit. The distribution of the hits can be used
to compare different data sets to each other, as done in the pulp and paper mills case
study in Publication 2. Figure 4.11a and b presents the histograms of the distribution
of data samples from two different geographical regions on the mills map.
However, the BMU is not the whole truth, since simply indicating it from the map
completely ignores the accuracy of the match. Visualizing just the BMU gives wrong
impression when:
  The data sample is close to two (or more) different areas of the map, and thus a
truer representation would show the response as multimodal.
  The data sample is very far from the whole map, and thus the distances to all
map units are almost equal.
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Figure 4.8: Component planes visualizations for system data.
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Figure 4.9: Component planes visualizations for mill data. The component planes have
been organized such that correlated components are near each other.
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Figure 4.10: Noise reduction performed by the SOM. Scatterplots of the data used in
Publication 5: x on horizontal axis, the other 16 variables on the vertical axis. On the
left, the data with no noise. In the middle, data and Gaussian noise with signal-to-noise
ratio 1. On the right, corresponding scatterplots from a map trained with the noisy data.
Both cases can occur either when the map does not represent the data very well, or
when the data sample is very rare or from a different distribution than the training
data. The former case corresponds to verifying the quality of the map, and the latter to
novelty or fault detection [27, 70].
In Publication 3 it is proposed that the response should be calculated and shown
such that also the accuracy of the match would be apparent, and two basic ways to do
this are proposed. The response of all map units to the data sample(s) can be calculated
and visualized. A heuristic response measure that works well is:
r
 
xi  m j  
1
1 
 
	 xi 
 m j 	 	 a  2
(4.5)
where a is the average quantization error for the training data. An example is shown in
Figure 4.11c. In Publication 4, a more principled approach is investigated. A genera-
tive mixture model of Gaussian distributions is estimated on top of the SOM, and the
response is defined as r
 
m j  xi   P
 
m j  xi  (see also Section 4.4). This function is also
used in Publication 9 to calculate responses of high-level items on on low-level maps
(see Section 5.2).
The other way is to position the samples in the visualization so that the accuracy
is apparent from either the size or the position of the sample marker. This has the
advantage that multiple data samples can be plotted simultaneously, as in Figure 4.11d.
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Figure 4.11: Visualizations of responses of data on the mills map. In (a and b) data
histograms for Chinese and Scandinavian pulp and paper mills: the more there are hits
in a map unit, the bigger the black marker. It can be seen that the distributions are
remarkably different. In (c) the response of a single mill on the map is shown. The
responses of all map units (according to Equation 4.5) are shown as the coloring of the
plane. The colorbar on the right shows the minimum, mean and maximum response
values (0.025, 0.034 and 0.1, respectively) for the data sample. The vertical line is
positioned on the BMU of the data sample and its height equals the ratio between the
mean and maximum values of the response (0.034/0.1 = 0.34): values close to zero
indicate a good response. In (d) corresponding response indicator bars are shown for
all Scandinavian mills.
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4.3 Clustering
Clustering algorithms divide, or partition, data into natural groups of objects. The def-
inition of “natural” is a bit vague4, but usually it means that the objects in a cluster
should be internally similar to each other, but differ significantly from the objects in
the other clusters.
Most clustering algorithms produce crisp partitionings, where each data sample
belongs to exactly one cluster. To reflect the inherently vague nature of clusterings,
there are also some algorithms where each data object may belong to several clusters
to a varying degree. These are called fuzzy clustering algorithms [7]. Also mixture
models [102] can be used to provide such partitionings.
Another way to deal with the complexity of real data sets is to construct a cluster
hierarchy. Clustering may depend on the level of detail being observed, and thus a
cluster hierarchy may, at least in principle, be better at revealing the inherent structure
of the data than a direct partitioning, see Figure 4.12. A hierarchical set of clusters also
allows the data to be investigated at several levels of granularity.
In the context of this thesis, cluster analysis is used for two purposes:
  to divide the data into sensible (and crisp) subsets, and
  to gain insight of the structure and contents of the data set through the hierarchy
and descriptions of the subsets.
 
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Figure 4.12: Interesting clusters may exist at several levels. In addition to A, B and C,
also the cluster D, which is a combination of A and B, is interesting.
4.3.1 Cluster distances
Distance definitions
Clustering algorithms are based on the notion of cluster distance. Two kinds of dis-
tances are used: within-cluster distances, and between-clusters distances, see Table 4.1.
Within-cluster distances S
 
 
 measure the degree of internal dispersion present in the
cluster. Between-clusters distances d
 
 

 
 measure the separation between clusters.
4If a human observer partitions a set of objects into groups visually, the results are subject to the Gestalt
laws, see page 31. These Gestalt laws are hard to quantify mathematically, and some of them only work well
in a 2-dimensional plane (for example closure). Typically, only the proximity property is taken into account
in definitions of cluster distances. For this reason partitionings produced by clustering algorithms sometimes
appear counter-intuitive.
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Table 4.1: Some definitions of within-cluster distances S
 
Ck  and between-clusters dis-
tances d
 
Ck  Cl  ; xi  xi    Ck, i  i  , x j  Cl , k  l. Nk is the number of samples in cluster
Ck and ck  1Nk ∑xi  Ck xi is the center of cluster Ck.
Within-cluster distance S
 
Ck 
average Sa 
∑i   i    xi

xi
 

Nk   Nk

1 
nearest neighbor Snn  ∑i
mini
 

 xi

xi
 
 
Nk
centroid Sc  ∑i  xi

ck 
Nk
variance Sv  ∑i 	 xi 
 ck 	 2
Between-clusters distance d
 
Ck  Cl 
single linkage ds  mini  j  	 xi 
 x j 	 
complete linkage dco  maxi  j  	 xi 
 x j 	 
average linkage da  ∑i   j
 xi

x j 
NkNl
centroid dce  	 ck 
 cl 	
Ward dw  NkNl  ck

cl 
Nk  Nl
The measures can also be divided to two groups according to whether they are local
or not. Most measures in Table 4.1 are non-local. The local measures ds and Snn take
into account only the local neighborhood of each point. For example, Snn estimates the
density of the cluster by the mean distance between each point and its nearest neighbor.
Distances to the neighbors provide information of the local density of the data which
can then be utilized in finding cluster borders [30].
The neighborhoods for local distances can be defined as a proximity graph: each
node corresponds to one data sample, and is connected to the nodes that form its neigh-
borhood. If the proximity graph is constructed using single linkage, the graph is the
minimum spanning tree of the data. Such graph is very sensitive to noise, though. In-
stead, more fully connected graphs can be used. For example, in the Chameleon clus-
tering algorithm [62] k nearest neighbors are used to construct the proximity graph. An
overview of methods for constructing proximity graphs is given in [30].
Proximity graphs can be utilized in measuring the cluster distances. For example,
an extended version of ds measures the average distance between nodes in the clusters:
dcl
 
Ck  Cl  
∑i ∑ j 1
  j  Ni  	 xi 
 x j 	
∑i ∑ j 1
  j  Ni   (4.6)
where 1
  j  Ni   1 if there is a connection between data samples i and j in the prox-
imity graph, and 0 otherwise. Alternatively, clusters can be constructed directly from
proximity graphs by cutting edges that are determined to be on the borders between
clusters. Then, each separate sub-graph forms one cluster.
Normalization
Most distance measures between clusters are based on distances between individual
data vectors, or their representatives (in effect, cluster centers), and thus they are sen-
sitive to the scales of the variables. It is easy to come up with examples where the
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clustering result can be considerably changed by a simple linear rescaling of the vari-
ables (see for example [71] page 5). Therefore, apart from the case when the original
scales of the variables are directly comparable with each other, some kind of rescaling
or standardization procedures are normally recommended prior to the clustering.
The most common standardization procedure is to treat all variables independently
and transform each to Z-scores by subtracting the mean and dividing by the standard
deviation of each variable (see Section 3.1.3). Some studies have found that scaling by
range:
xi j 
xi j 
 min j
 
xi j 
max j
 
xi j  
 min j
 
xi j 
works better than Z-scoring in clustering [106]. Scaling by range is, however, much
more sensitive to outliers than Z-scoring. In view of the results in Publication 8, Z-
scoring also provides a more equal starting point for each variable. Z-scoring removes
the effect of scale, and thus only variable characteristics and dependencies between
variables effect the quantization result.
Cluster validity
Since clustering results are usually open to at least some interpretation, it is important
to accompany clusters with validity information. Validity measures are also important
because most clustering algorithms do not produce a single partitioning of the data,
but offer several with different numbers of clusters. Hierarchical clustering algorithms
work inherently in this manner by finding the clusters iteratively, adding or removing
one cluster at a time. Most non-hierarchical algorithms require the number of clusters
as a predefined parameter. If this is not known beforehand, several values need to be
experimented with. When faced with different options, one has to apply validity mea-
sures to find out which of them is the best5. In [105] 30 validity indexes are presented
and evaluated using artificial data sets.
A widely adopted definition of a good cluster(ing) is one that has small within-
cluster distances S
 
Ci  and large between-clusters distances d
 
Ci  C j  . One way to use
this definition is to minimize (or maximize the inverse of):
S
 
Ci  S
 
C j 
d
 
Ci  C j  
 j 

i (4.7)
However, this leaves much room for variation. Figure 4.13 illustrates two ways to de-
fine the within- and between-clusters distances in such a measure. The one on the left
represents the widely used Davies-Bouldin index according to which the best clustering
minimizes:
IDB 
1
C
C
∑
i  1
max
j   i

Sc
 
Ci  Sc
 
C j 
dce
 
Ci  C j   
(4.8)
where C is the number of clusters. The index gets low values for clusters which are
compact and far from the other clusters. However, since the within-cluster distances
are measured using Sc, the Davies-Bouldin index makes the implicit assumption that
the clusters are hyper-spheres.
The cluster validity measure illustrated on the right in Figure 4.13 is used in Pub-
lication 7. It is based on local distance measures Snn and ds and compares the smallest
gap between each pair of clusters to their internal densities. When the gap between
5Of course, cluster validity measures can also be used as part of an actual clustering algorithm as in [62].
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Figure 4.13: Different criteria for cluster validity. The left one measures separation
between cluster centers dce with respect to their internal size Sc, while the one on the
right measures the gap between the clusters ds with respect to their internal density Snn.
For definitions of the distance measures, see Table 4.1.
clusters is bigger than the average gap between samples in each cluster, the cluster is
considered valid. The distance measures Snn and ds are very sensitive to noise, though.
In Publication 7 they are modified slightly to produce more robust estimates.
4.3.2 Clustering algorithms
Hierarchical vs. partitional
There are two fundamentally different approaches to clustering: hierarchical and parti-
tional [57]. Hierarchical clustering algorithms find clusters one by one. The hierarchical
methods can be further divided to agglomerative and divisive algorithms, correspond-
ing to bottom-up and top-down strategies. Agglomerative clustering algorithms merge
clusters together one at a time to form a clustering tree which finally consists of a single
cluster, the whole data set. The algorithms consist of the following steps:
1. initialize: assign each vector to its own cluster, or use some initial partitioning
provided by some other clustering algorithm
2. compute distances d
 
Ci  C j  between all clusters
3. merge the two clusters that are closest to each other
4. return to step 2 until there is only one cluster left
Divisive algorithms are similar but work in the opposite direction starting from a single
cluster and dividing each cluster to sub-clusters until all vectors are in a cluster of their
own.
Partitional clustering algorithms, on the other hand, divide a data set directly into
a (given) number of clusters, typically by trying to minimize some criterion or energy
function. The number of clusters is usually predefined, but it can also be part of an
energy function [14]. Partitional methods are less sensitive to imperfections — noise
and outliers — in the data than hierarchical methods [99]. On the other hand, many
partitional methods — especially those based on some kind of global energy function
— make implicit assumptions of the form of the clusters.
Computational efficiency
Most clustering algorithms are computationally very intensive: the computational com-
plexity is often at least O
 
N2d  . Many of recent advances in clustering attempt to re-
duce the computational cost to make clustering of very large data sets — with millions
of samples — possible.
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In the BIRCH clustering algorithm [150], the computational complexity is reduced
by constructing a hierarchical organization of the clusters. This hierarchy is utilized to
assign new samples to the clusters so that the data sample only needs to be compared to
a small fraction of the clusters instead of all of them. This resembles the winner search
procedures used in TS-SOM [86] variant of the SOM. In addition, for each cluster a
“clustering feature” vector  
Ni  ∑
x

Ci
x
 ∑
x

Ci
x2 
is maintained which reduces the computational load of distance calculations.
In CURE algorithm [40], the computational complexity is reduced by making the
clustering in two phases. First, the data set is divided to p subsets, and each subset
is pre-clustered to c clusters. In the second phase, the cp clusters in the subsets are
clustered. Computational load is less because the cost of clustering N samples is higher
than the cost of clustering p data sets of size N 	 p plus clustering the cp intermediate
clusters.
In addition, CURE algorithm reaches significant reducements in computation time
with random sampling. In the experiments based on artificial 2-dimensional data sets,
a sample size of 2
 
5% was sufficient to consistently produce correct clustering results.
Random sampling is of course applicable in conjunction with any clustering algorithm.
In [13] it was pointed out that random sampling could also be used to construct good
initializations for the clustering algorithms, making them converge faster and to better
solutions.
4.3.3 Clustering based on SOM
Clustering is one of the main applications for SOM in data mining. In Publication 7, dif-
ferent ways to cluster data using SOM are discussed. The validity of using SOM in clus-
tering is investigated by comparing SOM-based clustering results to those produced by
clustering the data directly. The SOM-based clustering approach is considerably faster
than clustering the data directly, and the correspondence between the clustering results
is good.
Clustering using the SOM
Like CURE, clustering using SOM is a 2-phase strategy:
1. A SOM is trained. The Voronoi regions of the map units provide an intermediate
partitioning of the data.
2. The map units of the SOM are clustered. Each data sample belongs to the same
cluster as its BMU.
In order to find the natural clusters of the data, the number of map units in the trained
SOM should be much bigger than the expected number of clusters M   C [132]. This
is because the neighborhood function draws neighboring map units together, and thus
neighboring map units reflect the properties of the same rather than different clusters6.
Most algorithms proposed for clustering the SOM simply regard the SOM as a
set of vectors, and apply standard clustering algorithms, for example k-means or some
6Unless the neighborhood radius is decreased to zero σ  0 during training. However, in this case the
SOM equals k-means algorithm.
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agglomerative clustering algorithm to cluster the prototype vectors [140]. However,
there are also algorithms which take SOM neighborhoods into account. Murtagh has
proposed the usage of a neighborhood constraint to make sure that the clusters form
continuous areas on the map [108]. An agglomerative clustering algorithm is used to
cluster the map units, but only those candidates are considered for merging for which
the conjunction of neighborhood sets is not empty:
 
 
i

Ck
Ni   
 
 
j

Cl
N j   /0 (4.9)
This constraint may be a problem if the map is folded such that some areas of the
data space are separate on the map although they are connected in the original space.
Alternatively, a cluster distance function can be used which takes the neighborhoods
into account, for example:
dne
 
Ck  Cl  
∑i

Ck ∑ j  Cl hi j 	 mi 
 m j 	 2
∑i

Ck ∑ j  Cl hi j
 
(4.10)
Like dcl in Eq. 4.6, dne is a local measure of cluster distance since hi j only gets large
values for neighboring map units.
Distance matrix -based clustering
Distance matrices are often used to visualize the cluster structure of the SOM. Because
distance matrices show the local density of the data, this is basically a mode-seeking
approach. High values of the distance matrix indicate cluster borders, whereas low
“valleys” indicate clusters [134]. These are utilized to select areas from the map by
hand. Recently, Vellido et al. proposed a simple algorithm to do distance matrix based
clustering automatically [135]. The local minima of the distance matrix can used to
identify cluster centers from the SOM. In Vellido’s approach, the rest of the map units
were then assigned to the cluster whose center was closest. This algorithm is simple
and fast, but it also makes the implicit assumption that the border between two clusters
lies on the middle-point between their cluster centers. In Publication 10, an enhanced
version based on region-growing is proposed:
1. Local minima of the distance matrix are found. This is done by finding the set of
map units  i

for which:
f   Di   f
 
D j   j  Ni 
where f   Di  is some function of the set of distance values associated with map
unit i, for example mean or median.
The set of local minima may have units which are neighbors of each other. Only
one from each such group should be retained.
2. Initialization. Let each local minimum be one cluster: Ci

 mi  . All other map
units m j are left unassigned.
3. Calculate distance d
 
Ci   m j   from each cluster Ci to (the cluster formed by)
each unassigned map unit m j.
4. Find the unassigned map unit with smallest distance and assign it to the corre-
sponding cluster.
Two optional constraints can be used to limit the growth of the clusters:
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  The neighborhood constraint: only those unassigned map units are con-
sidered for merging which are neighbors of the units in the clusters. This
ensures that the clusters form continuous areas on the map.
  Cluster border constraint: map units on borders between clusters may have
been identified beforehand using, for example, presence of empty map
units, as proposed in [151]. Connections to such border units can be re-
moved, thus creating barriers for the region-growing procedure.
5. Repeat from step 3 until no more connections can be made.
6. If there are any cluster border units, assign them to the same cluster as the closest
(neighboring) map unit prototype.
This procedure provides a partitioning of the map into a set of base clusters, the
number of which is equal to the number of local minima on the distance matrix. A
problem is that there may be some minima which are the result of random variations
in the data rather than real local maxima of the probability density function. In such a
case, however, the local minima will be quite shallow, and they can be pruned out. The
best way to actually do this is an ongoing research issue.
4.3.4 Cluster hierarchy
Irrespective of how the base partitioning of the data is done, agglomerative cluster-
ing algorithms can be used to construct the cluster hierarchy starting from those base
clusters.
However, most agglomerative algorithms produce binary trees which may not be
representative of the true structure. If in reality, a super-cluster consists of three (or
more) sub-clusters, the binary tree will have one (or more) extra intermediate clusters
which should be pruned out. This can be done by hand using some kind of interactive
tool [11], or in an automated fashion for example as in Publication 10:
1. Start from root cluster.
2. For the cluster under investigation, generate different kinds of sub-cluster sets by
replacing each cluster in the sub-cluster set by its own sub-clusters.
3. Each sub-cluster set defines a partitioning of the data in the investigated cluster.
Investigate each partitioning using Davies-Bouldin index IDB (Eq. 4.8).
4. Select the sub-cluster set with minimum value for IDB, and prune the correspond-
ing intermediate clusters.
5. Select an uninvestigated and unpruned cluster, and continue from step 2.
Figure 4.14 shows the final clusters and the cluster hierarchy for the example data sets.
4.3.5 Cluster characterization
In data exploration it is not sufficient to know the number and hierarchy of clusters. The
question that immediately follows is, what are the clusters like? This is investigated in
Publications 9 and 10.
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Figure 4.14: Clustering results for the system (a, b) and mills (c, d) maps. Figures (a)
and (c) show the base clusters found by the distance matrix based algorithm, and figures
(b) and (d) the pruned cluster hierarchy built on top of the base clusters. The clusters
are colored with the corresponding cluster colors. The colors of the super-clusters are
calculated as averages of their sub-clusters.
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Significant variables
Cluster descriptions must both tie the cluster in with the rest of the data, and tell about
the internal properties of the cluster. Descriptive statistics can be used to list the values
typical for each cluster, and associated indexes — for example ratio between mean
values in the cluster and in the whole data — to relate them to the rest of the data.
However, considering that the number of clusters and the number of variables may be
quite large, this may result in an impractically lengthy listing: accurate, but not very
useful from data exploration point of view. Therefore, a good approach is to derive
some measure of significance and use it to rank the variables [67, 91, 112, 133].
An indication of significance is deviation from the excepted. The variables can be
ordered by measuring the difference between distributions of the values in the cluster
versus the whole data. However, since the number of data samples in the cluster may
be quite low, such estimates are rather noisy. Instead, some heuristic criterion can be
used, for example standard deviation:
scik 
σik
σk

(4.11)
where σik is the standard deviation of variable k in cluster i, and σk is the standard
deviation of variable k in the whole data. This measures the relative importance of the
variables within each cluster, or how well the variable k characterizes the values in the
cluster i.
Even if a variable is characteristic for a cluster it may not differentiate it well from
the other clusters. A second measure is:
sdik 
 
C


1  scik
∑Cj  1  j   i scjk

(4.12)
where C is the number of clusters. This measures the discriminating property of the
variable: it gives high values when a variable is characteristic for only one or a few
clusters.
Characterizing and differentiating rules
Another frequently employed method is to form characterizing rules [1, 44, 131, 133] to
describe the values in each cluster. The rules are usually based on intervals of variable
values:
Ri : x  Ci   xk 

αk  βk  (4.13)
where xk is the value of variable k in sample vector x, Ci is the investigated cluster, and

αk  βk  is the range of values allowed for the variable according to the rule. These rules
may concern single variables like Ri above, or be conjunctions of several such rules in
which case the rule forms a hyper-cube in the input space7.
The main advantage of conjunctive rules is that they are compact, simple and there-
fore easy to understand. The problem is of course that clusters often do not coincide
well with the rules since the edges between clusters are not necessarily in parallel with
the edges of the hyper-cube8. In addition, the cluster may include some uncharacteristic
7In the NDM tools reported in [132], the rules can also be combined with “or” or a majority-vote.
8In conceptual clustering [104], the distances between clusters are defined as distances between their
descriptions. Thus, they could be used to construct clusters which are more in line with such hyper-cubes.
However, conceptual clustering techniques are usually computationally rather heavy. In addition, it is not
clear whether such distance measures produce natural clusters.
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points or outliers. Therefore the rules should be accompanied by validity information.
The rules Ri can be divided to two different cases, characterizing and differentiating
rules:
Rci : x  Ci   xk 

αk  βk 
Rdi : xk 

αk  βk    x  Ci  
The validity with respect to each case can be measured using confidence: Pci  P
 
xk 

αk  βk   Ci  and Pdi  P
 
Ci  xk 

αk  βk   , respectively.
To form the characterizing rules — in effect to select the low and high limits of
the range — one can use statistics of the values in the clusters as in [133]. Another
approach is to optimize the rules with respect to their significance. The optimization
can be interpreted as a two-class classification problem between the cluster and the
rest of the data (see Figure 4.15). The boundaries in the characterizing rule can be
set by maximizing a function which gets its highest value when there are no miss-
classifications, for example:
s1 
a  d
a  b  c  d  (4.14)
s2 
a
a  b
a
a  c

(4.15)
s3 
a
a  b  c  (4.16)
where a, b, c and d are from the truth table in Figure 4.15. The first function s1 is simply
the classification accuracy. It has the disadvantage that if the number of samples in the
cluster is much lower than in the whole data set (which is very often the case), s1 is
dominated by the need to classify most of the samples as false. Thus, the allowed range
of values in the rule may vanish entirely. As pointed out in [3], traditional rule-based
classification techniques are not well suited for the characterization task.
When characterizing the (positive) relationship between rule R and cluster C, the
samples belonging to d are not really interesting. The two latter measures consider only
cases a, b and c. The second measure s2 is the product of the confidences s2  Pci Pdi .
The third measure s3 is the classification accuracy when the case d is ignored. Notice
that s3  s2 when a
  b  c.
Apart from characterizing the internal properties of the clusters, it is important to
understand how they differ from the other, especially neighboring clusters. For the
neighboring clusters, the constructed rules may be quite similar, but it is still important
to know what makes the clusters different. To do this, rules can be generated using the
same procedure as above, but taking only data samples in the two clusters into account.
In this case, however, both clusters are interesting, and therefore s1 should be used.
In Figure 4.16 and Table 4.2 an example of the rules for one cluster in the system
data is shown. In this case, the conjunctive rule formed of four variables is very good:
the rule holds for the cluster only (Pd

100%) and it also characterizes the cluster very
well (Pc

96%).
4.4 Local modeling using SOM
In this section, local modeling using SOM is shortly discussed. The presentation is
very short, and only attempts to bring forth the most important issues to consider when
using SOM as a basis for modeling.
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Figure 4.15: The four-way truth table of cluster C and rule R. The cluster is the hori-
zontally shaded area, and the rule (or classification model) is the vertically shaded area.
On the right is the corresponding confusion matrix: a is the number of samples which
are in the cluster, and for which the rule is true. In contrast, d is number of samples
which are out of the cluster, and for which the rule is false. Ideally, the off-diagonal
elements in the matrix should be zero.
The SOM — or more generally: any clustering or vector quantization method —
partitions the data space into small segments (map units or clusters) which can be
easily utilized in building local models, as done in Publications 1 and 4. A scheme for
constructing and using the local models used in Publication 1 is depicted in Figure 4.17.
It is based on four phases:
1. Partitioning the input space.
2. Building local data sets.
3. Calculating local models.
4. Predicting new values by selecting and applying the local model(s).
In Publication 4, three ways to build to the local data sets (phase 2) are compared in a
probability density estimation problem. Below the four phases are discussed in more
detail.
Input space partitioning
First the data space is partitioned using, for example, vector quantization. Normally
quantization is based on unsupervised learning, and thus the segments are concentrated
where there is a lot of data and not, for example, on the areas where more detailing
power would be needed for the modeling task. Thus, although the modeling results
can be quite good, they are in general suboptimal. There are some related methods and
techniques which use (partial) supervision to position the prototypes better:
  In supervised SOM [61], the output classes are used together with the input vari-
ables to form a quantization which conforms better to the output class distribu-
tion.
  In constrained topological mapping (CTM) [17], the scales of individual vari-
ables are dynamically adjusted to reach good learning results.
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Figure 4.16: Cluster 24 of the system data (combination of base clusters 15 and 16).
In (a) the PCA-projection of the data is shown, with cluster 24 indicated by the grey
markers and the rest of the data with black markers. In (b-e) are the histograms cor-
responding to the most significant rule (see Table 4.2). The grey vertical bars are the
histogram for cluster 24, and the black the histogram for the rest of the data. The hor-
izontal bar indicates the range allowed by the rule (thick part) and the real range of
values in the cluster (thin part).
Table 4.2: Rule summary for cluster 24 in the system data. Variables are listed in order
of decreasing significance as measured by s2. The columns in the middle indicate the
properties for the variable-wise rules, and the columns on the right for a conjunctive
rule formed of the indicated variables starting from the top. The “diff” columns are
confidences in the differentiating property of the rule Pd and “char” column in the
characterizing property Pc.
Variable Rule diff char s2 diff char s2
single cumulative
intr [0.78,3.1] 75% 99% 0.745 75% 99% 0.745
idle [3.3,4.3] 65% 98% 0.639 87% 98% 0.856
usr [1.2,2.3] 61% 98% 0.605 90% 98% 0.885
sys [0.71,1.4] 69% 62% 0.425
blks/s <0.82 22% 98% 0.217 100% 96% 0.96
wio <1.1 21% 100% 0.214
ipkts <0.97 20% 100% 0.201
opkts <0.97 20% 100% 0.2
wblks/s <1.4 20% 100% 0.198
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Figure 4.17: A scheme for constructing and using local models. As opposed to most
other SOM-based modeling approaches, in this approach the training of local models
is decoupled from the map training. This is an advantage in data exploration, since new
models can be trained without retraining the SOM.
  Recently, Sinkkonen and Kaski have proposed a method which utilizes the prob-
ability density of the output variable to guide the quantization process in order
to make the map quantization and organization better reflect the changes in the
output variable [125].
  The Learning Vector Quantization (LVQ) [80] is a supervised classification al-
gorithm which, like SOM, is based on prototype vectors. Unlike SOM, however,
LVQ uses class information to refine the positions of the prototypes on the bor-
ders between classes.
Local data sets
Local data sets L j are constructed for each prototype vector. Primarily, the data in
the Voronoi set of the particular prototype vector is used L j  Vj but often this set is
too small — even empty. In order to make reliable local models, the local data set is
augmented with data from nearby prototypes:
L j 
 
k

ˆN j
Vk  (4.17)
where ˆN j is some neighborhood set of map unit j. Notice that the normal neighborhood
definition of SOM, which is defined in the output space, may not be ideal for defining
neighborhoods for local modeling. In the comparison study in Publication 4, it is clearly
inferior to using the set of six map units with closest prototypes — in effect, defining the
neighborhood in the input space. Also in Publication 1 the local data sets are augmented
from the Voronoi sets of closest prototypes instead of neighbors on the grid.
Alternatively, the whole data set can be used but with a set of weighting factors
wi determined locally for each data sample, as done in Publications 4 and 9. The local
data set is then:
L j  
 
xi  wi    i   (4.18)
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In Publication 4, the neighborhood function values between the prototype vector j
and the BMU bi of the data sample i are used as weights wi  hbi j. In Publication 9, a
probability density is estimated on top of the SOM, and the probabilities wi  p
 
xi  m j 
are used to weight the class probabilities in the frequency components.
Local models
Local models y

f j
 
x  are calculated using the local data sets L j. Basically, models
can be divided to three different types: regression, classification and probability density
estimation [18].
  In regression, the simplest local model is simply a reference value calculated as
a (weighted) average of the output values associated with each input vector xi.
Notice that when wi  hbi j, this corresponds to the update rule of the Batch Map
algorithm (Eq. 3.4).
Another frequently used option is to use linear models. Such models have been
constructed, for example, in [25, 110, 115, 146] as well as in Publication 1.
More complex models are not generally used due to the danger of overfitting to
the relatively small amount of data in each local data set.
  In classification problems, an output class can be assigned to each map unit based
on a voting among the data samples in the local data set. Alternatively, the rela-
tive probabilities of each class can be calculated.
  A SOM-based probability density model proposed by Lampinen and Kostiainen
was described in Section 3.1.3 [93]. The probability density estimation in Publi-
cation 4 follows an earlier model investigated by Hämäläinen [43]. The density
of the data is estimated as a mixture of Gaussians with centers at the map pro-
totypes and with diagonal covariance matrices. In Publication 4, the a priori
probabilities are estimated using the sizes of the Voronoi sets N j of each map
unit weighted by the neighborhood function. The variances of each variable are
calculated using a weighted average of the squared difference between the value
in the prototype and each sample.
Predicting new values
In order to predict the output value y associated with given input data vector x, the
local model must first be selected. This is usually done by selecting the local model
associated with the best-matching prototype vector bi:
y

fbi
 
x 
 
(4.19)
Alternatively, a weighted average of the outputs of multiple or even all local models can
be used. First, a response r
 
m j  xi  of each prototype to the data sample is calculated,
and these responses are used to weight the outputs y j of each prototype:
y

∑Mj  1 y jr
 
m j  xi 
∑Mj  1 r
 
m j  x 
 
(4.20)
This kind of model can be interpreted as a mixture of experts.
Local modeling using SOM is in certain aspects very close to radial basis function
(RBF) networks (see for example [8]). In these, also, the data space is first quantized
59
into a set of smaller regions. Typically, this is done in unsupervised manner using some
vector quantization algorithm, for example k-means. After this, basis functions K
 
	
 
	 
— for example Gaussian kernels — are associated with each of the prototypes m j .
Selecting the basis functions and their parameters, for example the variance σ of a
Gaussian kernel, corresponds to phase 2 discussed above. The output of an RBF is a
linear combination of the basis function values:
y

M
∑
j  1
f jK
 
	 m j 
 x 	  f0   (4.21)
Therefore, once basis functions have been selected, the coefficients f j can be found
easily using linear algebra. Models build on top of a SOM can naturally also be con-
structed in the same way.
4.5 Discussion
The SOM is primarily a tool for unsupervised analysis of data. It combines two proper-
ties — quantization and projection — which support different data analysis tasks. The
projection property is essential for visualization, while quantization forms the basis
for SOM-based clustering and modeling. Below, the strengths and weaknesses of the
SOM-based methods proposed and investigated in the publications are discussed.
Visualization
As a visualization method, the SOM provides a projection upon which different kinds
of properties of the data can be shown. In Publication 3, an overview and categorization
of SOM-based visualization methods is given, and a few enhancements are proposed.
  The component plane reorganization (see Section 4.2.3) is used to find pairs and
groups of related variables. The technique is very useful when dealing with a
large number of variables. Furthermore, the underlying principle — to calculate
a set of features which indicate the dependencies between variables, and then
apply projection or clustering techniques to these variable-features — can be
easily extended as done in Publication 10.
Publication 5 investigates different options to do the reorganization and com-
pares the SOM to PCA and Sammon’s mapping in the reorganization task. The
projection methods do not have big differences in their performance. Much more
important is selection of the dependency measure between variables. The publi-
cation investigates two different measures: one works well for monotonous de-
pendencies but very poorly for non-monotonous dependencies. The other works
relatively well in both cases, but only for variables which depend only on a single
primary variable. To be really useful, a measure working in all cases would be
needed.
A shortcoming with Publication 5 is that the SOM-based approach is not com-
pared to other visualization techniques used for correlation hunting, for exam-
ple correlation matrix, scatter plot matrices, or parallel axis plots. It is not clear
whether the SOM is better or worse than other approaches. However, the reorga-
nization of variables — in one way or another — is useful in conjunction with
most such visualization techniques.
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  Publication 3 proposes several new ways to visualize responses of data samples
on the SOM such that the localization quality is also shown. This is important
because in some cases the responses may be multimodal, or otherwise poorly
localized. Except for the pdf-estimation based technique investigated in Publi-
cation 4, the techniques are heuristic. A weakness of the publications is that the
performance of the methods in real data mining cases is not demonstrated.
A problem with visualization methods in general is their validation. Their usability
is highly dependent on issues which have nothing to do with the method itself, such as
prior knowledge and expertise of the user, and sophistication of the visualization soft-
ware. Without extensive usability tests, the methods can only be motivated by heuristic
arguments and their evaluation occurs through practical experience. Therefore, it is
important to offer easily usable tools for using the techniques. The SOM Toolbox in-
troduced in Publication 6 offers such tools for the Matlab computing environment.
Clustering
Clustering is one of the main applications of the SOM. Apart from visualization based
clustering methods, in clustering the projection property of the SOM is a weakness be-
cause it interferes with the prototype formation. Therefore, if clustering is the primary
aim, it might be prudent to use some variant of SOM where the rigid output grid has
been discarded.
Clustering using the SOM is investigated in Publications 7 and 10. Besides cluster-
ing algorithms, these publications deal with cluster hierarchy, and cluster characteriza-
tion.
  As a clustering method, the SOM resembles many recently developed algorithms
in that it is a two-phase approach: the data is first preclustered, and then the
preclusters are clustered. The results of the two-phase clustering procedure may
be slightly different from clustering the data directly because the preclustering
procedure is different from the actual clustering algorithm. Publication 7 com-
pares SOM-based methods with clustering the data directly. The comparison
indicates that the knowing the SOM-based clustering gives much information
of what the direct clustering result would have been. However, the results are
not conclusive. The primary motivation for using the SOM in clustering is the
reducement in computational load. However, recently several other algorithms
have been proposed which are also computationally feasible with very large
amount of data. In future work, it would be important to compare the SOM-
based clustering approaches to these methods.
The clustering algorithms used in Publication 7 are based on traditional ap-
proaches: agglomerative and k-means clustering. Publication 10, on the other
hand, presents a novel family of SOM-based clustering algorithms. The family
is an extension of the work by Vellido [135]. Because of the scope of the pub-
lication, a comparison to other algorithms is not presented, so it is not shown
whether the presented algorithms give any advantages over earlier approaches.
  In both publications 7 and 10, forming of cluster trees is emphasized because
of complexity of real world data and the usefulness of multiple investigation
levels in data exploration. A weakness of the publications is that a definition for
"optimal" cluster tree is not given. Instead, the publications simply present some
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heuristical methods and measures for finding interesting clusters from cluster
trees.
  Crucially important from data exploration point of view is characterization of the
found clusters. In Publication 9, some measures for finding significant variables
for each cluster are presented. These are closely related to the keyword selection
measures proposed by Lagus and Kaski [91], the difference being that they are
slightly more general.
In order to generate more detailed information, rules can be constructed. In [132],
an algorithm called sig* is used to find significant variables for each cluster, and
then to construct characterizing and differentiating rules for the clusters. A sim-
ilar approach is used in Publications 9 and 10. To be able to characterize small
clusters as well as large clusters, the publications present some novel rule signifi-
cance measures. A weakness of the proposed approach is that the algorithm used
to find the rules is heuristic, and it does not even try to find a globally optimal
rule for each cluster. The reason for this is that in the implemented report gen-
eration system, the computational load needs to kept low and therefore finding a
"good" rule is sufficient.
Modeling
Publications 1 and 4 deal with local modeling using the SOM. Both projection and
quantization performed by the basic SOM are performed in an unsupervised manner,
and thus SOM ultimately forms a suboptimal basis for modeling. While the modeling
results in the publications are relatively good, they are inferior to best results achieved
by the methods used for comparison.
  In Publication 1 the SOM combined with local linear models is used for time-
series prediction. The model architecture resembles closely that of local linear
mappings (LLM) [115], the difference being that the models are constructed
afterward, rather than simultaneously with the SOM, and in how the local data
sets for the models are generated.
The prediction accuracy of the SOM is equal or better to the compared ap-
proaches. However, the reported cases are not all directly comparable. For exam-
ple, direct cascade architecture combined with local linear mappings (DCA+LLM)
is basically very similar to the investigated approach. Its error is slightly higher
than the SOM, with only half as much training samples. It can be assumed that
with equal number of training samples the DCA+LLM method would be equal
or better than the SOM. In addition to training set sizes, also the varying number
of model parameters complicates the comparison a bit.
From modeling point of view, a weakness of the method used in Publication 1 is
that the output variable is included in the quantization. Since information of the
output variable cannot be used in the prediction phase, this inclusion increases
the complexity of the model. However, this does not matter much, since the scal-
ing factor is so small as to effectively remove its effect in quantization.
  The probability density estimation in Publication 4 is based on the reduced kernel
density estimators (RKDE) proposed by Hämäläinen [43], with slight differences
in how the local kernel parameters are estimated, and how the local data sets
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are augmented from the neighbors of the map unit. The results of this SOM-
based approach are slightly worse than a gaussian mixture model trained with
expectation maximation.
In [43], it is noted that correct network topology is often important for RKDE-
models. This is confirmed by the results in Publication 4: much better results can
be achieved by redefining the neighborhoods in the input space, rather than using
the original neighborhoods on the map grid.
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Chapter 5
SOM-based data exploration
In this chapter, the SOM-based data exploration process is described in more detail to
indicate what the methods introduced in the previous chapter are used for. Exploration
of table-format data is divided into a number of sub-tasks, each with its own set of
analysis methods. The need and requirements for automated application of these data
exploration methods is discussed, and a system implementing this kind of automated
exploration is shortly described. In addition to analysis of a single table of data, also
analysis of a set of hierarchically organized data tables is considered, and it is shown
how the same analysis methodology can be applied in both cases.
5.1 Analysis of table-format data
A high-level view of the data exploration process was presented in Figure 2.2 (on
page 9). The process is highly interactive and iterative, and thus requires consider-
able amount of manual work. However, many of the data exploration tasks remain the
same from one iteration to the next. Figure 5.1 shows a more detailed view which
breaks down the analysis phase into several sub-tasks. These are divided along two
main tracks: variable and sample analysis.
5.1.1 Sample analysis
The goal of sample analysis is to find natural (or at least sensible) subsets from the data
and by characterizing their properties to give to the data miner an idea of the structure
and contents of the data manifold.
Sample analysis starts with normalization and quantization of the data.
  Normalization usually means linear scaling of variables as discussed in Sec-
tion 3.1.3. More generally, it corresponds to selecting a distance metric in the
input space. The distance metric sets the viewpoint from which the whole sam-
ple analysis looks into the data by defining how important different variables are
in the subsequent analysis methods.
  Quantization transforms the continuous input space into a discrete set of regions.
Using representatives of these regions instead of the original data reduces the
computational complexity of subsequent analysis algorithms (projection, clus-
tering, and local modeling), as well as averages out noise and outliers, both of
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Figure 5.1: Data analysis framework for data exploration of table-format data. The
framework consists of a number of blocks corresponding to the core analysis tasks in
data exploration. While this thesis concentrates on the use of SOM for data exploration,
the blocks could be easily replaced with other similar methods.
which are important aspects in data exploration. Of course, if there is only a
small amount of data, the quantization can be discarded.
This is followed by the application of clustering and projection methods to find
groups of similar data samples.
  Cluster analysis is at the core of sample analysis by providing quantitative infor-
mation of the structure and contents of the data set. Even if the data set does not
contain natural clusters, it is still useful to partition it to sensible subsets because
this allows the data to be investigated at different granularities. Of course, in such
a case it would be misleading to imply that there are natural clusters in the data.
Therefore, measuring cluster validity is an important part of cluster analysis.
  Projection methods are needed for visualization. Their primary purpose is to pro-
vide similarity encodings so that similar samples (in terms of the distance metric)
are easy to identify from the visualizations. In practice, at least two projections
are needed: a spatial projection and a color coding. The former is more accurate,
but cannot be used in visualizations where position information is needed for
displaying other information. In such situations, the latter can be used.
5.1.2 Variable analysis
Variable analysis has two main sub-tasks: variable characterization, and variable de-
pendency analysis.
  Characterization of the properties of individual variables is a very fundamental
task because knowing the statistics of the data set is essential to be able to de-
tect interesting deviations in its subsets. For characterization, simple descriptive
statistics — for example minimum, median, maximum values, standard deviation
and a histogram — can be used1.
1In meta-learning, a recently emerged field of research, the aim is to predict the success of different algo-
rithms in a specific classification task based on data set characteristics [60]. This field may, in the future, add
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  The goal of dependency analysis is to detect pairs and groups of variables which
are strongly related, or have interesting interactions. Dependencies between vari-
ables are studied using statistical methods, such as correlation analysis, entropy
analysis, factor analysis, Bayesian networks, and rules, see for example [5].
The methods investigated in this thesis deal with variable dependency analy-
sis mainly through visualizations. In addition, if a suitable presentation for the
variables is selected as discussed in Section 4.2.3, clustering and projection tech-
niques can be applied to find groups of related variables.
Often there are one or more output variables in the data set, and their prediction is
one of the main goals of the whole data mining process. Therefore, also modeling is a
part of exploratory data analysis. However, exploratory modeling is different from the
actual modeling phase of the data mining process (see Figure 2.1). Exploratory models
are very simple, and rather than being real attempts to solve the modeling problem, they
are used to provide an indication of how well different model families might succeed
in the modeling task. In general, it is advantageous to try models from different kinds
of model families, and validate the performance and reliability of each in order to find
out what kinds of models are worth a more detailed investigation2. Modeling is tightly
linked with dependency analysis, and the results of either task can be utilized to help
the other.
5.1.3 Automatically generated report
General requirements
In Publication 10, a report generation system is described which applies the explorative
analysis methods discussed above and produces a report of the results autonomously,
without user intervention. Of course, exploratory data analysis is an inherently interac-
tive process, and thus cannot be fully automated. Rather, the automated analysis pro-
vides an advantageous starting point for the interactive analysis, as shown in Figure 5.2.
The automated analysis has also a number of other desirable properties:
  The analysis is easy to repeat.
  The required level of technical know-how of the data miner is reduced when
compared to fully interactive data exploration.
  The resulting report acts as documentation which can be later referred to.
The applied analysis methods must cover the tasks discussed in Section 5.1. How-
ever, just any set of algorithms is not suitable.
  Because the algorithms are applied autonomously, they must be robust to errors
and to missing values. The algorithms need not be perfect in this sense, though.
One of the purposes of data exploration is to catch errors from the data. Many
fundamental errors in the data are easy to notice from the report, after which the
errors can be removed by preprocessing, and the report can be regenerated.
some important items to this list and, in general, shed some valuable new light on the data set characterization
problem.
2One very good alternative are nearest neighbor based methods, like the local models discussed in Sec-
tion 4.4. These are known to be robust and to produce relatively good models [56].
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Figure 5.2: Partially automated data exploration process. After preparing the data, the
analysis methods are applied autonomously, and a survey report on the findings is pro-
duced. Based on the findings in the report and possibly further insights based on in-
teractive investigation, the data miner may either proceed with the next data mining
phase, or prepare the data set better and, with a push of a button, make a new report.
  Preferably the methods should not require predefined parameters at all. When
parameters cannot be avoided, the methods should be robust to the choice of
their values such that some sensible default values can be used in all/most cases.
  The methods must be relatively fast. Not as fast as in a truly interactive analy-
sis environment, where the user excepts to see the results immediately, but fast
enough that the analysis can be frequently redone. Actual time limits or perfor-
mance requirements depend on the amount of data and the data mining environ-
ment.
After applying the analysis methods, a report is written which combines their re-
sults into a coherent whole. The elements of the report are visualizations and numer-
ical or linguistic descriptions organized into summary tables and lists. Visualizations
allow the display of large amounts of detailed information at once, and thus provide an
overview of the data which the data miner can investigate at different levels of detail.
Summaries, on the other hand, turn the essentially qualitative information in the visu-
alizations into a set of quantitative statistical or verbal statements. They represent the
data in a compact form and make it easier to understand and memorize the properties
of the data.
A SOM-based analysis
The sample analysis in Publication 10 is based on SOM. The variables are normal-
ized to have unit variance. The quantization is done using SOM. Besides the prototype
vectors, the SOM provides a projection of the prototypes vectors onto the map grid.
In addition, another spatial projection is calculated using PCA-projection (Figure 4.2),
and a color coding of the prototype vectors (Figure 4.7). The clustering is done us-
ing distance matrices (see Section 4.3.3). A cluster hierarchy is constructed on top of
these base clusters (see Section 4.3.4), and descriptions for them are generated (see
Section 4.3.5).
The variables are characterized using histograms and other basic statistics. Variable
dependency analysis is based on correlation coefficients, and the correlation coefficient
vectors are used to cluster the variables (see Section 4.2.3). Also component planes are
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used to visualize the variables (see Figure 4.9). The analysis system does not have a
modeling component.
The actual report consists of a short overview for a quick look at the major proper-
ties of the data, followed by a more detailed description of each variable and cluster.
A limitation of the report is that it is static: it cannot be manipulated, all analysis
results must be calculated beforehand, and all analysis results must be inserted into the
report. A major enhancement would be to embed the analysis system in an interactive
environment, for example like the one in Figure 4.1. This would give the user more
control over the visualizations and models, as well as allow the user to request more
information on interesting details.
5.2 Analysis of hierarchical data sets
In Publication 9, hierarchical data sets are investigated. Hierarchical data sets consist
of (at least) two levels of data. For each higher level item, a varying number of corre-
sponding lower level items exists. This kind of data is fairly common, for example in
marker basket analysis. Also the mills data set was originally hierarchical, consisting
of one higher-level data table and two lower level tables (see Appendix A).
To provide an analysis which takes both data levels into account, the lower level
information must be transferred to the higher level. This can be done by first training
SOMs for the lower level data sets. For each higher level item ih, the corresponding set
of lower level items  i  ih  is collected, and their responses (see Section 4.2.4) in each
unit of the corresponding lower level map are measured:

r
 
xi  m1       r
 
xi  mM     (5.1)
The sum of responses in each map unit is used to represent the lower level data on
the higher level: each map unit corresponds to a certain kind of lower level item, and
the responses measure how frequently that kind of items are associated with the corre-
sponding higher level item.
The problem with such a procedure is that since each unit of the lower level map is
represented by a new variable, the number of new variables on the higher level becomes
easily quite large. Using only a small number of map units on the lower level map is not
a very good solution because this severely limits the analysis of the lower level data.
Instead, the number of new variables can be reduced using some dimension reduction
technique, or clustering. The latter approach is used in Publication 9. The lower level
map is first clustered, and the responses of data samples in these clusters are used as
the new variables:

r
 
xi  C1        r
 
xi  CC     (5.2)
The main advantage of this approach is that since the clusters in the lower level map can
be easily analysed, the new variables have meaningful interpretations. See for example
Appendix A, where the lower level clusters of the mills data set are shortly described.
In Figure 5.3, the process of exploring hierarchical data sets is shown. Compared
with analysis of unconnected data sets, an additional step of determining the responses
of the higher level items on the lower level clusters is needed. However, in the actual
data exploration, the same methods and processes as in exploration of a single table of
data can be used.
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Figure 5.3: Data analysis flow for hierarchical data sets.
5.3 Discussion
A difficulty with the proposed data exploration framework is its validation. This thesis
has concentrated on identifying how SOM-based methods can be used in the frame-
work, but it has not been investigated whether they are the best methods for it.
The validity of the presented data exploration process is ultimately determined by
the data miner: does it help him / her to achieve better understanding of the data, faster
than with alternate exploration processes? This is a complex test situation which de-
pends highly on the prior knowledge of the data miner, quality of the software tools
used for exploration, and the nature of the sought knowledge. The data exploration
framework should be validated in a usability testing environment, for example as fol-
lows.
The test objective would be to compare two data exploration processes to each
other. For both processes a set of data mining tools — or for example a set of data
reports — would be available. The users would be people who have to deal with data
in their work, but have only a limited background knowledge of data mining methods.
They would be divided to two sets, one for each data mining tool. Each user would be
given some essential training in the use of the tools, and then asked a set of typical data
mining questions regarding the given data sets: what kind of groups there are in the
data, what kind of dependencies there are, how do two given groups differ from each
other, etc. The answers would be evaluated both in terms of truthfulness, and the time
required for answering.
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Chapter 6
Conclusion
In data mining and knowledge discovery it is essential to understand the data that is
being processed. The central task for gaining the necessary understanding is data ex-
ploration. This is a highly interactive process in which the data miner iteratively does
some data preparation (preprocessing phase), applies suitable analysis methods (analy-
sis phase) and based on the results forms hypothesis (or discards old hypothesis) about
the properties of the data (review phase), thus increasing his or her understanding of
the data manifold.
In this thesis, a data exploration process based on the Self-Organizing Map (SOM)
has been investigated. The basic SOM algorithm has been widely implemented in var-
ious software tools and libraries. However, for a common practitioner a difficulty with
applying the SOM in data mining has been that there is no wide consensus or under-
standing of the methods needed for post-processing the SOM. Thus, this work has had
two primary goals:
  Firstly, to enhance and investigate the validity of the use of SOM in data ex-
ploration. Methods for the two most important application areas of the SOM —
visualization and cluster analysis — have been investigated and developed. In
addition, local modeling based on SOM has been studied.
  Secondly, to construct a data exploration framework where much of the work can
be done without user intervention (see Figure 6.1) and integrate the SOM-based
data mining methods to this framework.
In the constructed process framework, the data analysis is divided into several dis-
tinct sub-tasks, most notably the analysis of samples and the analysis of variables. The
methods investigated in this thesis concentrate mostly on the former. Based on the
analysis results, a data survey report describing the most important properties of data
manifold is written automatically, without user intervention. The review phase of the
data exploration process is then either entirely based on the produced report, or the
report provides a starting point for interactive analysis. In such a framework, the atten-
tion of the data miner can be directed more toward the actual understanding task, rather
than on the application of the analysis methods. The whole data exploration process, in
its turn, provides a starting point for the actual model building phase of data mining.
The SOM provides a versatile basis on which to build such an analysis process. It
is in key position in providing an initial organization of the data which is useful both
in visualization and as a way to keep the projection and clustering methods used in the
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SOM and other methodsData Description report
Figure 6.1: Data exploration at the push of a button: a set of algorithms is applied to
the given data set and a data survey report is produced without user intervention. The
report acts as an overview and a “map” to the data space for the data miner.
analysis computationally feasible. Hopefully, this work provides a convenient reference
or starting point for researchers and fellow data engineers to make use of the potential
of the SOM as a versatile data mining tool1.
The key contributions of the exploration process framework — identification of
key questions in exploration of table-format data, autonomous application of analysis
methods, and integration of different analysis results into a coherent whole — are also
key issues in making data mining methods easier to use by the common practitioner.
Therefore, I would like to advocate other researchers to consider these issues, extend
them, and pave the way for more user-friendly data analysis.
1The SOM training algorithm, as well as many of the methods mentioned in this the-
sis have been implemented in the SOM Toolbox [141] for Matlab computing environment:
http://www.cis.hut.fi/projects/somtoolbox/
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Appendix A
Data sets used in examples
System data
The system data is a relatively simple 9-dimensional data set measuring the disk, CPU
and network performance of a workstation in a network environment. Four of the vari-
ables reflect the volumes of network traffic and five of them the CPU usage in relative
measures. The data forms a 9-dimensional time-series, but in this case it is considered
as independent samples from a system. One of the central tasks would be, based on the
measurements, to monitor the state of the system in real-time.
The operation of a single computer workstation in a networking environment was
recorded in terms of the central processing unit (CPU) activity and the volumes of
network traffic. The recordings were made during 5 working days with intervals of 2
minutes and 5 minutes, during day operations and night time, respectively. The number
of samples is 1908. The data was collected by Dr. Jaakko Hollmén in 1996 in Labora-
tory of Computer and Information Science, Helsinki University of Technology.
Variable Explanation
blks/s read blocks per second
wblks/s written blocks per second
ipkts the number of input packets
opkts the number of output packets
usr time spent in user processes
sys time spent in system processes
intr time spent handling interrupts
wio CPU was idle while waiting for I/O
idle CPU was idle and not waiting for anything
Mills data
Original tables
The mills data is the pulp and paper mill data set that was the original inspiration for
this work. It was provided by Jaakko Pöyry Consulting. The data contained information
of the technology of the pulp and paper mills around the world. It was divided into three
separate sets: information of the mill itself, its paper machines and its pulp lines. Each
mill may have zero, one or several paper and pulp lines. There were altogether 4205
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pulp and paper mills, with 8765 paper machines and 2979 pulp lines in them. The
variables in each table are listed below.
Mill-level data
Variable Explanation
TOT_PAPER total paper production capacity (1000 t 	 a)
NO_PMS number of paper machines
COATERS number of coaters
NEWS newsprint production capacity (% of total paper production capacity)
TOT_PR_WR print/write paper production capacity (%)
TOT_WF woodfree (WF) paper production capacity (%)
UNC_WF uncoated WF paper production capacity (%)
CTD_WF coated WF paper production capacity (%)
TOT_WC wood containing (WC) paper production capacity (%)
UNC_WC uncoated WC paper production capacity (%)
CTD_WC coated WC paper production capacity (%)
TOT_IND industial papers production capacity (%)
WRAPP wrapping paper production capacity (%)
CARTONB cartonboard production capacity (%)
LINERB linerboard production capacity (%)
FLUTING fluting production capacity (%)
TISSUE tissue production capacity (%)
OTHER other papers production capacity (%)
TOT_PULP total pulp production (1000 t 	 a)
TOT_CHEM chemical pulp production capacity (%)
UBL_SA unbleached sulphate (Sa) production capacity (%)
SBL_SA semibleached Sa production capacity (%)
BL_SA bleached Sa production capacity (%)
UBL_SI unbleached sulphite (Si) production capacity (%)
SBL_SI semibleached Si production capacity (%)
BL_SI bleached Si production capacity (%)
TOT_CMECH chemimechanical pulp production capacity (%)
CTMP_TOT chemi-thermomechanical pulp (CTmp) production capacity (%)
TOT_MECH mechanical pulp production capacity (%)
GW ground wood production capacity (%)
RMP refiner mechanical pulp (Rmp) production capacity (%)
TMP thermomechanical pulp (Tmp) production capacity (%)
DEWA deinked waste paper (Dewa) production capacity (%)
DIWA disperged waste paper (Diwa) production capacity (%)
SEMI_CHEM semichemical pulp production capacity (%)
Pulp line data
Variable Explanation
BLEACHING bleaching type
FIBRE fibre type
MAINGRADE main pulp grade type
MARKETCAP market pulp capacity (%)
TOTALCAP total capacity (1000 t 	 a)
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Paper machine data
Variable Explanation
WIRE wire width (mm)
WTRIM wire trim width (mm)
SPEEDDES speed (m 	 min)
GRAMMIN grammage, min (g 	 m2)
GRAMMAX grammage, max (g 	 m2)
CAPACITY capacity (1000 t 	 a)
BUILT (re)built (year)
Handling lower-level tables
The information in the two lower-level data tables (paper machines and pulp lines) had
to be transferred to the upper level. This was done using clustering approach introduced
in Section 5.2. The responses were defined simply as
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The clustering was done automatically using the approach detailed in Section 4.3.3.
The number of clusters on the paper machine map and pulp line maps were 9 and
15, respectively. Combined with the original capacity information, the total number of
variables variables on the mills data is 59. The new components corresponding to the
clusters on the lower-level maps are listed below.
Variable Explanation
Paper:Small1 Small paper machines with low speed.
Paper:Smallpaper2 Like Paper:Small1.
Paper:NewSmall1 Small capacity, lightweight paper, but new.
Paper:NewSmall2 Small machines, but new.
Paper:SpeedWide Wide trim, and high speed.
Paper:Speed High speed, but narrow trim.
Paper:Gramm Heavy papers.
Paper:Old Old machines.
Paper:Big High capacity, wide trim.
Variable Explanation
Pulp:BleachedWood1 Chemically produced bleached pulp from wood.
Pulp:BleachedWood2 Like Pulp:BleachedWood1.
Pulp:Totalcapacity High capacity pulping lines (chemically from wood).
Pulp:BleachedMech Mechanically produced bleached pulp.
Pulp:Semibleached Semibleached pulp.
Pulp:Unbleachedmech Mechanically produced unbleached pulp.
Pulp:Waste Pulp from waste paper.
Pulp:Rags Pulp from rags.
Pulp:SemichemicalWood Pulp semichemically from wood.
Pulp:UnbleachedChem Unbleached pulp produced chemically.
Pulp:Otherfibre Pulp from other fibres.
Pulp:Marketcap Market capacity high (pulp produced for selling).
Pulp:OtherfibreUnbleached Unbleached pulp from other fibres.
Pulp:SemichemicalOtherfibre Semichemically produced pulp from other fibres.
Pulp:WasteUnbleached Unbleached pulp from waste paper.
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Appendix B
SOM-algorithm in C
In C programming language, one epoch of the basic sequential training algorithm for
SOM can be written as:
for (i=0; i<N; i++) { /* go through the data: O(N) */
bmu=-1; min=1000000;
for (j=0; j<M; j++) { /* find the BMU: O(3Md) */
dist=0;
for (k=0; k<d; k++) { dx = X[i][k] - M[j][k]; dist += dx*dx; }
if (dist<min) { min=dist; bmu=j; }
}
for (j=0; j<M; j++) { /* update: O(3M+3Md) */
h = alpha*exp(delta(bmu,j)/rad); /* Gaussian neighborhood */
for (k=0; k<d; k++) M(j,k) -= h*(M[j][k] - X[i][k]);
}
}
/* TOTAL: O(6NMd + 3NM) */
Above, X[i][k] is the kth component of the ith data sample, M[j][k] is the kth
component of map unit j, delta is a table of squared map grid distances 	 rbi 
 r j 	 2
between map units calculated beforehand and rad the neighborhood radius at time t
multiplied by


2 (see Eq. 3.3). The complexities in the comments (for example O(N))
refer to the number of floating point operations (additions, multiplications and expo-
nents).
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