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Abstract
Purpose: Impinging jets have been widely studied and the addition of swirl has been found
to be beneficial to heat transfer. Since there is no literature on RANS nor experimental data
of swirling jet flows generated by a rotating pipe, this paper attempts to fill such gap by
providing results on the performance of this type of design.
Design/methodology/approach: Since the flow has a different behaviour at different
parts of the design, the same turbulent model cannot be used for the full domain. To over-
come this complexity, the simulation is split into two coupled stages. This is an alternative
to use the costly Reynold Stress Model (RSM) for the rotating pipe simulation and the SST
k-ω model for the impingement.
Findings: To induce swirl by rotating pipes with swirl intensity ranging from 0 to 0.5 affects
the velocity profiles but not noticeably the spreading angle. The heat transfer is increased
with respect to a non-swirling flow only at short nozzle-to-plate distances H/D < 6, where
H is the distance and D is the diameter of the pipe. For the impinging zone, the highest
average heat transfer is achieved at H/D = 5 with swirl intensity S = 0.5. This is the highest
swirl studied in this work.
Research limitations/implications: High-fidelity simulations or experimental analysis
may provide reliable data for higher swirl intensities, which is not covered in this work with
RANS.
Practical implications: This two-step approach and the data provided is of interest to
other related investigations (e.g. using arrays of jets or other surfaces than flat plates).
Originality/value: This paper is the first of its kind RANS simulation of the heat transfer
from a flat plate to a swirling impinging jet flow issuing from a rotating pipe. An extensive
study of these CFD simulations has been carried out with the emphasis of splitting the large
domain into two parts to facilitate the use of different turbulent models and periodic bound-
ary conditions for the flow confined in the pipe.
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1 Introduction and Motivation
Swirling flows in pipes can be found in many industrial applications, such as in erosion damage
reduction [1], chemical engineering [2] or dehydration systems in multi-phase flows [3]. Another
application of this type of flow is heat transfer by impingement. Impinging jets have been exten-
sively studied for cooling in electronic components [4, 5], surface varied plates [6] or impinging
gases and flame jets [7, 8], amongst many others. The improvement of the existing impinging jet
mechanisms has also been studied extensively. However, to the knowledge of the authors, there
is no work regarding the effect of using rotating pipes for swirling flow generation as impinging
jet flows, and this has motivated the present study. The only reference found in the literature is
a preliminary analysis on the impact of rotating pipe boundary conditions in LES simulations of
impinging jet flows in [9]. The results do not match accurately experimental data in the validation
of their heat transfer to a non-swirling jet, particularly struggling to simulate the secondary peak
in the Nusselt distribution at short nozzle-to-plate distance. This has been actually identified as a
challenging problem in CFD by other authors [10]. The additional objective of the present work is
to discuss the drawbacks and advantages in comparison with other swirl flow generators: the use
of pipes with spirals or vane-type swirl generators [11], swirl strips in pipes [12], angled blades to
force rotation [13, 14] and the use of tangential jets to impart the swirl [15]. For this purpose, a
novel computational methodology is suggested by means of splitting the large simulation into two
stages, referred to as Simulation 1 and Simulation 2, as shown in Figure 1. Despite this approach
is novel in the computation of impinging jets, the use of other simulations or data to impose
boundary conditions can be found in other fields such as combustion science. For instance, in [16],
the combustion in a motored single-cylinder engine is simulated, using the full simulated system to
generate boundary conditions, in order to apply more realistic profiles and thermodynamic condi-
tions to inlet data. Similarly experimental data [17] is used as part of the boundary conditions for
the simulation of a single-cylinder light-duty diesel engine. In [18], inflow boundary conditions for
a Diesel Spray simulations (valid either in RANS or LES) are modelled, in order to alleviate the
drawbacks in the 3D modelling of these sprays near the nozzle exit. Another interesting application
is [19], where RANS and LES are coupled to achieve a good balance of predictive capabilities and
computational costs in the CFD simulation of the flow in the compressor/combustor interface of
a gas turbine engine.
It is found that a simple mechanism such as a rotating pipe is not recorded in the literature,
except other ways of inducing swirl in flows to improve the heat transfer [12, 20, 11, 13, 6, 21].
Amongst those options as described in the literature, a pipe with a forced angular velocity seems
straight forward in manufacturing and is an affordable piece of laboratory equipment without
machining or assembly of extra complex components. Also, there is a great range of swirl intensity
available, since one only needs to increase the angular velocity of the pipe by means of a step-wise
motor. With other mechanisms, such as the oriented blades or angled spirals strips, there is a
maximum angle that cannot be surpassed. On the other hand, the use of a rotating pipe long
enough to guarantee a fully-developed flow can be a limitation to some applications, as well as the
requirement of additional power consumption. Summarising, the suggested mechanism can be a
flexible method, and of interest if the specific limitations are acceptable for the application. This
supports the interest in the present computational study.
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Figure 1: Sketch of Simulation 1 & 2. Note that the x and r axis are the same in practice and
with origin in the axisymmetry axis, but for the sake of avoiding confusion in the following plots
and data tables, r is used in Simulation 1 and x for Simulation 2.
The number of experimental studies on swirling jet flows greatly surpass the computational
ones, with a variety of swirl injection methods. There are significant work on the experimental
analysis of confined swirling flows. One of the first attempts on swirling flows appears in [22],
showing experimentally that the flow suffers some stabilisation when the a round pipe is spinning
on its axis. In [23], a long pipe rotating about its axis too was analysed by measurements and
observations of the flow pattern, losses within the pipe, velocity and pressure distributions across
different pipe sections. In [24], the velocity and turbulence was the objective of the investigation in
rotating pipes, using the hot-wire technique to measure velocity and Reynolds stress components.
Further continuation of research in swirling flows confined in rotating pipes can be found in [25]
forming the reference data for the validation of computational results in the present paper. In [25],
an experimental study with Laser Doppler Velocimetry (LDV) measurements was been carried out
in order to measure mean velocity profiles, the components of the Reynolds stress, and velocity
fluctuations. Such reference hence provides a very complete analysis on the properties of swirling
flows.
There is a vast amount of literature concerning computational simulations of swirling flows
[26, 27, 28, 29, 30, 31] and the turbulence models used for confined swirling flows when the RANS
equations are employed. In general, the Reynolds Stress Model (RSM) gives the best performance
in these works. However, in [28] a modified k −  turbulence model is used for a swirling flow in
a straight pipe, based on the improvement of the existing k −  by analysing the flow from an
anisotropic viewpoint modifying the closure equations. Other authors also tried modifications in
the model closure equations by adding curvature corrections [32]. In [33], an exhaustive analysis on
the aspects of each turbulence closure is carried out to understand the generation of the axial and
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azimuthal velocity profiles. It also pointed out that traditional two-equation turbulence models are
not capable to deal with the effect of rotation in axial and azimuthal velocities. Two-dimensional
explicit algebraic stress models, which only have a quadratic tensorial non-linearity, are able to
simulate accurately the axial velocity profile, but fail to mimic the azimuthal one, and cubic non-
linearities are needed to overcome the issue. It is claimed in such paper that the reason might
be related to the underlying effect from conventional algebraic models and wall treatments, and
second-order closures are shown to be an accurate approach. Related work such as [34] suggests
again that a RSM namely Explicit Algebraic Reynolds Stress Model (EARSM) is a good alternative
to Algebraic Reynolds Stress Model (ARSM). This is because Reynolds stresses are (explicitly)
linked to the mean flow velocity field, benefiting from its numerical robustness. However, as in
[33], the axial velocity profile is not as accurate as the RSM configuration that we developed in
the present paper, by means of a Linear Pressure Strain, periodic simulation and a very fine mesh.
Another interesting way to simulate flows with rotation is the Structure-Based Model (SBM),
as seen in [35], which is a good method to avoid the relaminarisation of the flow [36]. Despite this
method is able to produce axial and azimuthal profiles of a swirling flow in a rotating pipe similarly
to RSM, this approach also overpredicts turbulent kinetic energy. As shown in [35] for Reynolds
number Re = 20000 and S = 0.5, the azimuthal velocity profile is more accurately simulated by
means of RSM, and the axial velocity profiles using both methods are almost identical. In these
works shown in [33, 34, 35], which are some of the first applications of RSM to rotating pipes, the
important effect of the wall to RSM in confined flows was mentioned, but not investigated [37, 38].
The effect of different combinations of wall treatments and pressure-strain modelling is relevant as
will be shown in Section 2.
In [27], computational studies are given of several types of rotating and swirling flows for a range
of Reynolds numbers and swirl intensities aimed at identifying features that may require special
attention in turbulence modelling. Results obtained by using several turbulence models concluded
that k −  models are not appropriate to simulate swirling flows, instead RSM is preferable.
On the other hand, comparisons of Re-Normalization Group RNG k −  model and RSM [29]
concluded that their effects on modelling the developing turbulent swirling flow inside a straight
pipe are the same as before. RSM work reported in [31] demonstrated that the turbulent swirling
decay pipe flow is in good agreement with results from analytical and computational studies,
with the latter implemented in FLUENT. Other successful applications include RSM on swirling
flows within two concentric cylinders [30], numerical flow prediction in toroidal reactors with swirl
using FLUENT [39], and turbulent flows in cyclones suffering high swirl intensity modelled by
using several turbulence models [40]. For higher fidelity simulations, Direct Numerical Simulations
(DNS) of swirling flows in pipes can be found in [41, 42, 43] and Large Eddy Simulations (LES)
studies in [44, 45]. Regarding the present paper, a description of the CFD simulation of a swirling
flow in a rotating pipe and turbulence models are given in Section 2.
After the generation of the swirling flow, once it is issued from the pipe, it impacts on a flat
plate for heat transfer purposes. The improvement of the heat transfer due to impinging jets
has been vastly addressed in the literature. There is a large amount of work on non-swirling
impinging jets [46, 47, 48, 49, 50], and it has been demonstrated in both experimental [12, 20, 11]
and computational [13, 6, 21] studies that the addition of swirl to these jets can increase the heat
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transfer.
The swirl for impinging jets can be generated by different ways, such as by means of ducts
with inner spiral trails (also referred to as helical generators or swirling strips), angled blades at
the exit, agitation by stirrer blades, tangential jets to impart the swirl or by rotating pipes. Some
closely related work, used for comparison in Section 3, are discussed in the following. In [11] and
[20] the swirl is generated by pipes with spirals and the swirl number is based on geometrical
parameters as in [51], being the swirl independent of the Reynolds number. Despite the swirl
devices are similar in both papers, in [20] the hub was extended with a conical tip in order to
avoid a sudden expansion, that is affecting the jet and then producing such a different behaviour
in the heat transfer. Another relevant experimental work is [46]. In this paper, only non-swirling
round jet flows are studied, but they are good for comparison with our non-swirling simulation,
despite the Reynolds is slightly greater (Re = 23700). In [15] several swirl intensities are imparted
by three tangential jets separated by 120 degrees.
In the present investigation, the impinging swirling jet is created by means of a rotating pipe
long enough to achieve a fully-developed flow at its exit. This method of inducing swirl has the
advantage of modifying the swirl intensity without varying the flow rate, i.e., swirl and flow rate
are uncoupled. At the pipe inlet, the velocity field is assumed to be uniform with an imposed
flow-rate corresponding to a Reynolds number Re = 23000. The jet issues downstream from the
pipe (nozzle) and impinges on the heated flat plate located at a dimensionless distance H/D, where
H stands for the nozzle to plate distance, and D is the diameter of the pipe.
The proposed novel method is to split the entire simulation into two separated ones (see Figure
1): Simulation 1, for the generation of a swirling jet by means of a rotating pipe; and Simulation
2, for the simulation of both the impingement of the swirling jet on a heated plate and the heat
transferred from the plate to the jet. Both simulations are described in Section 2, together with
the grid convergence and validation studies. The coupling of these two simulations and the results
are described and discussed in Section 3. Comparison of these results and data from the literature
using similar governing parameters is included. Finally, Section 4 concludes the work.
2 Setting-Up the CFD Simulations
One of the greatest challenges in this computational simulation lies in the difficulty to simulate a
complex large computational domain with two different stages. The choice of the turbulence model
plays an important role in any CFD application. The same turbulence model can be adequate
to model the swirling flow generated by the rotation of the pipe, but fail to model turbulence in
the heat transfer by impingement, and vice versa. The decisions made to efficiently simulate the
scenario will be described next.
2.1 Simulation 1: CFD Simulations of a Fully-Developed Swirling Tur-
bulent Flow in a Rotating Pipe.
As described in the Introduction section, the swirling jet is to be produced in a separated simulation
of a rotating pipe (Simulation 1 ), with a uniform non-swirling flow as inlet, in order to produce its
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Figure 2: Sketch of the swirling flow generator by a rotating pipe (Simulation 1 ). The flow enters
the pipe with a uniform profile and without swirl, and leaves the pipe as a swirling turbulent
fully-developed jet.
swirl by the rotation of the pipe. The system is depicted in Figure 2. A 2D axisymmetric RANS
simulation is implemented in FLUENT 15.0 for the present study.
The flow coming out of the pipe requires to be fully-developed, which can only be achieved with
a pipe of sufficient length. In order to avoid an expensive computation, a pipe of length L (= D)
is simulated (see Figure 3) subject to periodic boundary conditions by imposing the mass-flow rate
according to the required Reynolds number Re = 4Q
piDν
= 23000, Prandtl number Pr = ν
α
= 0.71
and under rotating conditions given by the Swirl number S = ΩD
2U
= piD
3Ω
8Q
defined as the ratio
between the azimuthal velocity at the pipe wall and the mean velocity U , where ν is the kinematic
viscosity of the fluid, Q the volume-flow rate, α is the thermal diffusivity, D the diameter of the
pipe and Ω the angular velocity of rotation of the pipe.
Flow direction
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Figure 3: Piece of pipe mesh with the type of used boundary conditions used in FLUENT.
Due to the conservation of mass, at any section of the pipe:
Qi = Qo = Q, (1)
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with Q the volume-flow rate, which is the same at the inflow and outflow of the considered piece
of pipe (Qi and Qo, respectively). In a pipe with constant diameter D, the pressure loss ∆p per
unit length L as result of friction can be modelled by the Darcy-Weisbach equation
∆p
L
=
λρv2z
2D
, (2)
where ∆p
L
units are Pa/m, and λ is the friction factor, which can be calculated by different approxi-
mations [52, 53], with strong Re dependence. Since the pressure loss per unit length is constant for
our fully-developed flow confined in a pipe of constant diameter D (that is, this is not dependent
on the axial coordinate), there exists an alternative and efficient solution to the full computational
simulation of the pipe. It consists of simulating a piece of pipe, using the outflow as inflow bound-
ary condition until a converged value of the pressure loss and the mass-flow is achieved. This is
the periodic boundary condition.
While velocity components are periodic spatially, pressure is not. However, the pressure loss
is constant. To solve the problem as periodic, for pressure-based solvers the pressure equation is
obtained from both continuity and momentum equations. This permits a coupling of the velocity
field with a correction from the pressure field, satisfying the continuity equation within an iterative
scheme [54]. Specifically
∇p(x) = γ|x|+∇p¯(x), (3)
where ∇p(x) is the local pressure gradient with x the position vector, which is decomposed in the
linearly-varying component, γ|x|, and the gradient of the periodic component, ∇p¯(x). Since the
term γ is not known, the iterative process in the pressure correction step takes place to calculate
its value until the specified mass-flow rate is achieved computationally. Regarding the axis bound-
ary condition, this refers to imposing axial symmetry (with zero flux of all quantities across the
symmetry boundary). Since the pipe is rotating, the wall boundary condition is modelled as a
moving wall imposed with a specific rotational velocity relative to the adjacent cell zone and no
slip condition.
When a pipe is under rotation (Ω > 0), the mean velocity of the fully-developed flow can be
expressed as v¯ = vz(r)ẑ + vt(r)θ̂, with ẑ and θ̂ the unitary vectors in the axial and azimuthal
direction, respectively. Thus, the problem can be modelled by the RANS equations in cylindrical
coordinates [33] as
−v
2
t
r
= −∂p
∂r
− dτrr
dr
− 1
r
(τrr − τθθ) + 2Ωvt, (4)
ν
(
∇2vt − vt
r2
)
− dτrθ
dr
− 2
r
τrθ = 0, (5)
−∂p
∂z
+ ν∇2vz − dτrz
dr
− 1
r
τrz = 0, (6)
where τij = v′iv
′
j are the Reynolds shear stresses of the Reynolds stress tensor in compact notation,
being v′i and v
′
j components of the fluctuation velocity v
′ = v′z ẑ + v
′
rr̂ + v
′
tθ̂.
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These equations are solved numerically by using the CFD software FLUENT in a 2D axisym-
metric domain. Figure 3 shows the computational mesh which corresponds to [nr × nz] = 68 × 450
cells mesh, with nr and nz the number of computational cells in the r and z direction. The decision
on simulating a 2D domain is based on the fact that in a fully-developed swirling flow confined in
a pipe, it is expected symmetry about the central axis. As cited in [33], no symmetry-breaking
bifurcation has ever been found in previous experimental or computational studies.
In CFD applications it is recommended to adequately test several different turbulence models,
since there is not a single turbulence model suitable for all scenarios. For the turbulence models
used in this work, which were preliminary studied in [55], the friction factor (λ), turbulent intensity
and both axial (vz) and azimuthal (vt) dimensionless velocity profiles have been validated against
experimental results provided by Imao et al. [25] as depicted in Figures 4-7. The parameters used
are the same as those in Imao et al., i.e. Re = 20000 and S = 1. For the sake of clarification, the
turbulent models tested and their configurations are summarised in Table 1.
Model Options Wall treatment Short name
k −  Realizable Enhanced Wall Treatment k-epsilon real. enh.
k − ω SST Not available k-omega sst
Standard Not available k-omega std
RSM
Linear Pressure-Strain Scalable Wall Function RSM linear sc.
Linear Pressure-Strain Enhanced Wall Treatment RSM linear enh.
Linear Pressure-Strain Standard Wall Function RSM linear st.
Linear Pressure-Strain Non-Equilibrium Wall Functions RSM linear neq.
Quadratic Pressure-Strain Scalable Wall Functions RSM quadratic sc.
Quadratic Pressure-Strain Standard Wall Functions RSM quadratic st.
Quadratic Pressure-Strain Non-Equilibrium Wall Functions RSM quadratic neq.
Table 1: Summary of the different turbulent models used.
Regarding turbulence modelling, the k − ω and k −  turbulent models have been the com-
monplace in CFD RANS simulations, with very good performance in many problems, and there is
an enormous literature with practical applications. But in certain situations, these models cannot
accurately model turbulence. The simulation of a confined swirling flow is a particular application
where standard eddy viscosity turbulence models fail, since these do not take into account the
anisotropy of the turbulence, as discussed in Section 1. This can be actually observed in Eq. (5),
since as evidenced by other authors [33], the azimuthal velocity vt is dependent on the Reynolds
shear stress τrθ. Thus, since in these eddy viscosity models the shear stress is τrθ has zero value,
then it is impossible to physically model vt [33]. This is based on the modelling of the Reynolds
stress tensor, which is represented by the Boussinesq assumption in compact notation as
τij = 2νTSij − 2
3
kδij, (7)
being Sij the components of the mean strain rate tensor, νT the eddy viscosity, k the turbulent
kinetic energy k = 1
2
v′iv
′
i and δij the Kronecker delta.
In our simulations, it is clearly seen that the k −  and k − ω models do not match the axial
velocity profile from experimental data, see Figure 4 (a), and the numerical azimuthal velocity
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Figure 4: (a) Plot of the axial velocity profiles of the fully-developed turbulent swirling flow for
several turbulence models and validation with Imao et al. [25]. (b) Zoom on the boundary layer.
Re = 20000 and S = 1.
profile follows a solid rigid body rotation instead of a parabolic-like profile, see Figure 5 (a).
Since it is known that RSM is a recommended option for swirling flows available in FLUENT
(as commented in Section 1), the said k −  modified models were not considered in this work.
RSM includes the effect of anisotropy of turbulence, providing a superior performance with respect
to eddy viscosity models in the presence of swirl. As aforementioned for eddy viscosity models,
to obtain vt it is important to calculate the non-zero value of τrθ, to take into account rotation.
The Reynolds Stress Model provides the following transport equations for the Reynolds stresses
in compact notation according to [54]:
∂
∂t
(
ρ v′iv
′
j
)︸ ︷︷ ︸
Local time derivative
+
∂
∂xk
(
ρ vkv′iv
′
j
)
︸ ︷︷ ︸
Cij ≡ Convection
= − ∂
∂xk
[
ρ v′iv
′
jv
′
k + p
(
δkjv′i + δikv
′
j
)]
︸ ︷︷ ︸
DT,ij ≡ Turbulent Diffusion
+
∂
∂xk
[
µ
∂
∂xk
(
v′iv
′
j
)]
︸ ︷︷ ︸
DL,ij ≡ Molecular Diffusion
−ρ
(
v′iv
′
k
∂vj
∂xk
+ v′jv
′
k
∂vi
∂xk
)
︸ ︷︷ ︸
Pij ≡ Stress production
−ρβt
(
giv′jθt + gjv
′
iθt
)︸ ︷︷ ︸
Gij ≡ Buoyancy production
+
p
(
∂v′i
∂xj
+
∂v′j
∂xi
)
︸ ︷︷ ︸
φij ≡ Pressure strain
−2µ ∂v
′
i
∂xk
∂v′j
∂xk︸ ︷︷ ︸
∆ij ≡ Dissipation
−2ρΩk
(
v′jv′mjkm
)
,︸ ︷︷ ︸
Fij ≡ Production by system rotation
(8)
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Figure 5: (a) Plot of the azimuthal velocity profiles of the fully-developed turbulent swirling flow
for several turbulence models and validation with Imao et al. [25]. (b) Zoom on the boundary
layer. Re = 20000 and S = 1
.
where Ωk is the angular velocity of the reference frame, jkm is the Levi-Civita symbol (a permuta-
tion factor), gi and gj are the components of the gravitational vectors in the ith and j th direction,
θt is the temperature and βt is the thermal expansion coefficient. The explicit dependence on the
rotation in the Fij term shows that this model accounts the strong swirl dependence on both axial
and azimuthal velocities.
Additionally, as various terms in Eq. (8), Cij, DL,ij, Pij, and Fij do not require any modelling
but, DT,ij, Gij, φij, and ij do, the accuracy of the RSM is limited by these closure modelling
[29]. Particularly, the modelling of the pressure-strain and dissipation-rate terms is challenging,
and often considered to be responsible for compromising the accuracy of RSM predictions [56].
The pressure-strain term φij modelling is one of the key aspects in this work. To that end, several
options are available:
• The Linear Pressure-Strain (LPS) option refers to modelling the pressure strain-term as a
linear sum of a slow-pressure strain (φij,1), a rapid-pressure strain (φij,2) and a wall-reflection
term (φij,w), as follows [54]:
φij = φij,1 + φij,2 + φij,w, (9)
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φij,1 ≡ −C1ρ 
k
[
v′iv
′
j −
2
3
δijk
]
, (10)
φij,2 ≡ −C2
[
(Pij + Fij +Gij − Cij)− 2
3
δij
1
2
(Pkk +Gkk − Ckk)
]
, (11)
φij,w ≡ C ′1

k
(
v′kv′mn
∗
kn
∗
mδij −
3
2
v′iv
′
kn
∗
jn
∗
k −
3
2
v′jv
′
kn
∗
in
∗
k
)
C`k
3/2
d
+ C ′2
(
φkm,2n
∗
kn
∗
mδij −
3
2
φik,2n
∗
jn
∗
k −
3
2
φjk,2n
∗
in
∗
k
)
C`k
3/2
d
,
(12)
with C1 = 1.8, C2 = 0.60, C
′
1 = 0.5 and C
′
2 = 0.3 the values of our constants in the simulations
(default values in FLUENT, valid for a wide range of flows), n∗i the ith component of the unit
vector normal to the wall, d is the normal distance to the wall,  the turbulent dissipation
rate, and C` = C
3/4
µ /κ, where Cµ = 0.09 and κ = 0.4187, being κ the von Karman constant.
• The Quadratic Pressure-Strain (QPS) option refers to an improved modelling of the pressure-
strain that does not require a correction to account for the wall-reflection effect to obtain
a satisfactory solution in the logarithmic region of a turbulent boundary layer. It must
be noted that the quadratic pressure-strain model is not available when the enhanced wall
treatment is selected [54].
In the CFD software, according to [54] the QPS is modelled as
φij = − (CAρ+ C∗AP ) + CBρ
(
bikbkj − 1
3
bmnbmnδij
)
+
(
CC − C∗C
√
bijbij
)
ρkSij
+ CDρk
(
bikSjk + bjkSik − 2
3
bmnSmnδij
)
+ CEρk (bikΩjk + bjkΩik) ,
(13)
where bij is the Reynolds-stress anisotropy tensor
bij = −
(
−ρv′iv′j + 23ρkδij
2ρk
)
, (14)
Ωij is the mean rate-of-rotation tensor
Ωij =
1
2
(
∂vi
∂xj
− ∂vj
∂xi
)
, (15)
and all the constants used with this model in our simulations are set to CA = 3.4, C
∗
A = 1.8,
CB = 4.2, CC = 0.8, C
∗
C = 1.3, CD = 1.25 and CE = 0.4. These are the default values in
FLUENT, valid for a wide range of flows.
In order to solve the boundary layer accurately, the effect of the rotating walls in Simulation
1 must be taken account. There are four options of wall treatment methods that are available for
RSM as described below.
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• Standard Wall Function. This is a classic choice which works for many flows. The
logarithmic law (log-law) for the momentum fluxes is given by
UPC
1/4
µ k
1/2
P
τw/ρ︸ ︷︷ ︸
U∗
=
1
κ
ln(E
ρC
1/4
µ k
1/2
P yP
µ
)︸ ︷︷ ︸
y∗
,
(16)
where yP is the distance of the first point P from the wall, UP is the time average velocity
of the flow at P, Cµ = 0.09 is the constant-pressure specific heat, kP is the turbulent kinetic
energy at the grid point P, and τw is the shear stress at the wall on the direction of Up
[57]. The variable y∗ is known as the wall unit, and the log-law for mean velocity is valid
for 30 < y∗ < 300 [54]. In the CFD solver the log-law is used when y∗ > 11.225. If the
computational mesh has a value of y∗ < 11.225 at the wall-adjacent cells the laminar stress-
strain relationship U∗ = y∗ is applied. A formal description of this wall function can be
found from [57]. Further information on the relations for heat fluxes can be found from [58].
• Scalable Wall Function. When a very fine grid is used, wall functions may lead to mislead-
ing results, due to the fact that a refinement may lead to the first point in the sublayer. The
scalable wall function model avoids such problem on grids with y∗ < 11.225. The method is
simple and is basically the Standard Wall Function with the limiting factor
y˜∗ = max(y∗, 11.225), (17)
being substituted into the standard y∗. In essence, the performance on coarse grids, i.e.
y∗ > 11.225, is identical to the those obtained by using Standard Wall Function.
• Non-Equilibrium Wall Function. This approach by [59] uses the Launder and Spalding’s
log-law introduced in the Standard Wall Function, but with a new formulation for the mean
velocity UP sensitive to pressure-gradient effects, defined in FLUENT as [54]
U˜ = U − 1
2
dp
dx
[
yv
ρκ
√
k
ln
(
y
yv
)
+
y − yv
ρκ
√
k
+
y2v
µ
]
, (18)
where κ is the von Karman constant and yv is the physical viscous sublayer thickness
yv ≡ 11.225µ
ρC
1/4
µ k
1/2
P
. (19)
To compute the turbulent kinetic energy for the cells neighbouring the wall, a method based
on a two-layers concept (a viscous sublayer and a fully turbulent layer) is applied, as intro-
duced in [54], where the reader is referenced for more details.
• Enhanced Wall Treatment. This method allows the combination of a two-layer modelling
and the use of wall functions. If y+ < 1 the viscous sublayer can be solved and a two-layer
approach is applied. For larger values of y+ wall functions may be used. This is a valuable
property for complex geometries. The two-layer modelling in Enhanced Wall Treatment
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consists of classifying the flow into a viscosity-affected region and a fully-turbulent region.
This is computed by a turbulent Reynolds number based on the wall distance y
Rey ≡ ρy
√
k
µ
. (20)
If Rey ≤ 200, the region becomes viscosity-affected, and the turbulent viscosity is modelled
by
µt,visc = ρ Cµ`µ
√
k, (21)
with the length scale, `µ, modelled according to [60]. When Rey > 200, the region becomes
a fully-turbulent region, and the turbulent viscosity is modelled by either the k−  or RSM,
depending on which turbulent model is used. The smooth blending of the turbulent viscosities
according to [61] becomes
µt,enh = λµt + (1− λ)µt,visc, (22)
with the smooth blending function given by
λ =
1
2
[
1 + tanh
(
Rey − 200
|Rey−200|
arctanh(0.98)
)]
. (23)
For the Enhanced Wall Treatment to the entire wall region, laws-of-the-wall are implemented
by means of the Enhanced Wall Function option. In FLUENT, this approach is based on the
work in [62], where the Enhanced Thermal Wall Functions were suggested. The approach
consist of merging the linear (laminar) and logarithmic (turbulent) wall laws by means of
the blending function defined as
Γ = − aΓ(y
+)4
1 + bΓy+
, (24)
where aΓ = 0.01 and bΓ = 5, and y
+ is the dimensionless wall distance. The blending of the
two wall laws is now given by the law
u+ = eΓu+lam + e
1
Γu+turb, (25)
where u+ stands for the dimensionless mean near-wall velocity profile and
u+lam = y
+
(
1 +
αp
2
y+
)
, (26)
where
αp =
µ
ρ2(U∗)3
dp
dx
(27)
is the account of pressure gradients. Further modelling of the enhanced turbulent law-
of-the-wall for u+turb can be found in [63, 64]. For the Enhanced Thermal Wall Function,
the blending function Γ includes the molecular Prandtl number. For its development, the
reader is suggested to see [62]. For further information and applications on Enhanced Wall
Functions, the authors suggest to see [54, 65, 66].
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For the CFD simulations of Simulation 1 using RSM, the performance is shown in Figures 4 and
5. From these figures it can be seen that RSM with QPS overestimated the velocity profiles vz/U
and vt/U (legend ‘RSM quadratic’ and its variations). Figure 4 (a) shows that vz/U performed
considerably worse by using LPS (legend ‘RSM quadratic’ and its variations). It is thought that
such overestimation of velocity profiles may be sensitive to the methods used in the computation
of the boundary layer, because of the interaction between the wall and the fluid leading to swirl.
One can see that when LPS is applied, the profiles are always underestimated, except with the
Scalable Wall Function, as depicted in Figure 4 and 5 under legend ‘RSM linear sc’. The profiles in
the region near to the wall, for both QPS and LPS with Scalable Wall Function, are not realistic,
especially for vt (see Figure 5 (b), legend ‘RSM linear sc’). Moreover, the QPS modelling does
not include any correction for the wall-reflection effect to properly solve the logarithmic region of
the turbulent boundary layer [54]. Since this term corrects the magnitude of turbulent velocity
fluctuations perpendicular to the wall for a better wall treatment in RSM [67], the option was
activated for LPS. These reasons could explain why LPS yields better results.
For LPS, the best wall treatment was the Enhanced Wall Function, see Figure 4 and 5, legend
‘RSM linear enh’. The good performance of this treatment is not surprising since a very fine mesh
(y+ < 1, with y+ the dimensionless wall distance) was generated and for such, the Enhanced
Wall Function allows to resolve the viscous sublayer [68]. The results using both Standard and
Non-Equilibrium Wall Functions (legends ’RSM linear st’ and ’RSM linear neq’, respectively) were
also quite good, although the Standard Wall Functions are recommended for coarser meshes at the
boundary layer and Non-Equilibrium Wall functions are of interest in applications with separation,
impingement or sudden pressure changes [54].
Additionally, the normalized mean error at different radial locations between the numerical and
experimental velocity components, as well as the relative error with respect to the experimental
wall friction factor, are depicted in Figure 6. This figure also confirms that the best performing
turbulence model is the RSM with Linear Pressure-Strain and Enhanced Wall Treatment,
legend ‘RSM linear enh’.
Since this swirling flow is used as impinging jet, it is also relevant to check the accuracy in
the computation of turbulence, because large inaccuracies may affect in downstream flow. In
RANS, eddy viscosity models are not able to compute the Reynolds stresses. However, in RSM
each component of the stress tensor is available. One can then obtain the turbulent intensity by
normalising with the mean velocity, U , the square roots of the stress components given by
u2str = τzz = v
′
zv
′
z,
v2str = τθθ = v
′
tv
′
t,
w2str = τrr = v
′
rv
′
r.
(28)
These are compared with the turbulent intensity experimental results from [25] for the fully-
developed flow, as shown in Figure 7. The simulated velocity fluctuations are quite close to the
experimental data, especially in the closest distances to the wall, where the azimuthal velocity and
friction effects are more relevant. Also, as in the experimental study, the velocity fluctuation in
the radial component is the smallest, as a consequence of the rotation of the pipe, which tends to
stabilise such feature.
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Figure 6: Plot of the errors of relevant parameters of the simulation for several turbulence models,
with respect to the minimum value of the error (the RSM linear enh.). The error measure is the
euclidean norm.
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Figure 7: Comparison of computational and experimental turbulent intensities in the axial, az-
imuthal and radial direction. The experimental values have the ±3% error bars, as reported in
[25].
As observed before, the turbulent model with the best performance for modelling the generation
of a swirling turbulent fully-developed flow in a periodic pipe is the RSM with Linear Pressure-
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Strain and Enhanced Wall Treatment. This statement is true for similar values of Re and S.
However the performance obtained for using notably larger values of the set of parameters is not
unknown. For this reason, in Figure 8 a simulation for Re = 50000 and S = 1 has been run
and validated with data from [69] by using different turbulent models. It can be seen that, again,
the best match with experimental data is obtained by the RSM with Linear Pressure-Strain and
Enhanced Wall Treatment, with a very good performance at this higher value of Re. At this Re,
the effect of swirl is less noticeable and the curvature of vt is less intense.
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Figure 8: Axial and azimuthal velocity profiles of the fully-developed swirling flow with Re = 50000
and S = 1. The experimental data Yamada & Imao (Exp) are taken from [69].
As the study in this paper concerns an incompressible flow, a pressure based formulation is
used. The pressure-velocity coupling is done by SIMPLE (Semi-Implicit Method for Pressure-
Linked Equations) algorithm [70]. The spatial discretisation of convection terms is used with
Second Order Upwind methods, while the gradients are evaluated by means of the Least Squares
Cell Based algorithm.
2.2 Grid uncertainty
The uncertainty of the grid has been analysed for Simulation 1 following the Grid Convergence
Index (GCI) procedure as described in [71], which is based on Richardson extrapolation. In
Simulation 1, the parameter under study is the friction factor, λ, as it is a suitable variable to
check whether the boundary layer is well solved or not. The GCI analysis of λ is shown in Figure
16
9 where a discretization error of only a 0.2% is achieved with 200 iterations per minute in using
the mesh with [nr × nz] = 68 × 450 cells. The mesh ensures the first computational cell at a
dimensionless wall distance of y+ < 1 along the walls of the pipe. Despite Simulation 2 is described
in the following section, note that the discretisation error of the mesh is not shown in this work
because it has been provided in [6, 14] the appropriate mesh for impinging jets at similar Reynolds
number, with only a 0.4% of discretisation error.
The validated results from Simulation 1 are to be used as the inlet condition for Simulation 2,
which will be discussed next.
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Figure 9: Grid Convergence Index to quantify the discretization errors and Richardson Extrapo-
lation. The iterations per minute and the corresponding error are also included in the figure for
the mid and fine grids.
2.3 Simulation 2: CFD Simulations of the Heat Transfer to a Heated
Solid Flat Plate from an Impinging Swirling Jet
As mentioned in Section 1, impinging jets for heat transfer have many applications. The effec-
tiveness of the heat transfer depends on different factors, such as the H/D distance, nozzle shape,
type of fluid or the surface of the plate. In this work, the configuration consists of a flat plate and
the distance between the exit of the pipe and the plate is at H/D = 2. For this nozzle-to-plate
distance there is a large amount of impinging jet data to compare with.
The simulations have been conducted as 2D axisymmetric RANS using FLUENT 18.0. The
property of axisymmetry in swirling free jets issuing from a round nozzle and under similar swirl
intensities has been observed experimentally by several researchers. In [72], an extensive study on
jets is developed evidencing this. Reynolds numbers ranging from 20000 up to 60000 are used in
their work. In [73], a swirling jet at Re = 24000, and different swirl intensities S = 0 and S = 0.5
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is analysed both computational and experimentally, with evidenced axisymmetry. Additionally, in
[74, 75, 76], computational studies of 2D axisymmetric swirling impinging jets are developed.
For the CFD simulation of Simulation 2, the details of the discretised domain and the boundary
conditions are depicted in Figure 10. The size of the shown grid is [nx × nh] = 140 × 250 cells,
ensuring a y+ < 1 along the plate. In practice, the x axis is the same as the r one when the pipe
was analysed, but a different notation was intended to avoid confusion between the parameters at
the exit of the pipe and those on the flat plate. Similarly, h is the axial coordinate with origin in
the nozzle tip, and y is the axial coordinate whose origin is the flat plate. A piece of the rotating
pipe was also simulated in the computational domain of Simulation 2 for a less abrupt coupling
of the profiles from the pipe (referred to as Wall (rotation) in Figure 10). This piece of rotating
pipe in Simulation 2, is also recommendable to compute any minimum sensitivity of the pipe flow
to the impingement condition.
h
x
Pressure outlet
Axis
Wall (flat plate)
Wall (rotation)
Inlet (from rotating pipe)
H bcH
\
Figure 10: Computational grid and boundary conditions imposed to the CFD simulation Simula-
tion 2. Hbc stands for the height of the upper boundary condition, that can be different than H.
The size of the pipe wall is kept fixed at a length D.
The turbulence model used in Simulation 2 is the SST k − ω. This choice resulted to a
good performance for impinging swirling jet flows in previous work such as those described in [6]
and [14]. For further information about the computational features of the simulation, including
the discretisation error and the proper selection of the SST k − ω turbulence model, the authors
suggest to see [6, 14], since the difference between these swirling jet flows is just the swirl generation
mechanism. The numerical results of the present study for the different used turbulent models
have been validated with experimental data of impinging jets from [11] and [46], as shown in Figure
11. The best model to match experimental data has been the SST k − ω with the Production
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Kato-Launder option, as depicted in Figure 11 under legend ‘SST k-ω conf. 4’. An accurate
numerical radial Nusselt number (Nu) along the flat plate can be observed. This option, available
in FLUENT, provides a correction to the common turbulent kinetic energy overproduction that
takes place as a result of high values in the shear strain rate term in situations with sudden changes
in velocity as in impinging jets flows [77, 54, 78]. In Figure 12, velocity profiles on the plate are
compared with experimental data from [79], with a very precise match. The RSM turbulent model
was also tested, but with unsuccessful results: it was complicated to converge the simulation with
swirl, which blew-up easily, and the achieved results were not realistic. In previous works [80, 81],
the RSM turbulence model was used for non-swirling jet flows, yielding unreliable results too.
x/D
0 1 2 3 4 5 6 7 8 9
N
u
20
40
60
80
100
120
140
160
SST k-ω conf. 1
SST k-ω conf. 2
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Baughn and Simizu
Figure 11: Validation of the turbulence model for H/D = 2. The different configurations of the
SST k−ω turbulence model correspond to conf. 1: with transitional flow (old model in FLUENT
version 6.3); conf. 2: with Low Reynolds correction; conf. 3: without Low Reynolds correction;
conf. 4: Transition SST with the Production Kato-Launder option; and conf. 5: Transition SST
with the Production Limiter option.
A higher value of the Reynolds number, Re = 35000, has been also simulated, whose results
are depicted in Figure 13. These numerical results are validated against data obtained from [82],
in which the swirling flows are generated by a different mechanism. To replicate their results and
test our turbulence modelling for this higher value of Re, their experimental axial and azimuthal
velocity profiles have been used as inlet in Simulation 2 for S = 0, 0.16 and 0.27. Figure 13 shows
that both experimental (EXP) and the simulated numerical (CFD) pressure coefficient, Cp, match
very well.
Despite to study the jet flow at different Reynolds numbers would be arguably interesting, this
is actually out of our scope, since we have focused our efforts only on the effect of S and H/D on
the jet and heat transfer at Re = 23000, because of its popularity in the literature on impinging
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Figure 12: Comparison of velocity magnitude profiles at different x/D. Experimental results from
[79], used for comparison in [83]. The y/D coordinate represents the distance from the plate.
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Figure 13: Pressure coefficient at Re = 35000 and S = 0, 0.16 and 0.27. The experimental data
(EXP) are taken from [82].
jets, as seen in most citations in Section 1. Nevertheless, the results provided for both Simulation
1 and 2 at high Reynolds numbers show that the configuration for the CFD solver can be also
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valid under such conditions.
As the turbulence model used for the pipe and the one used for the impinging heat transfer
problem are both different, a single simulation of the two scenarios is not adopted. To overcome
this drawback, the two-step CFD simulations are coupled in the following way: first, the CFD
simulations of the swirling flow confined in a rotating pipe with the RSM turbulent model is
computed (Simulation 1 ), and second, the velocity and k − ω profiles at the exit of the pipe
are imposed as inlet boundary conditions for the heat transfer simulation (Simulation 2 ). The
turbulent parameters are taken as
k =
2
3
(UI)2, (29)
ω = ρ
k
µ
β−1, (30)
where k is the turbulent kinetic energy, I is the turbulence intensity, ρ is the density of the fluid, ω is
the turbulence dissipation rate and β ≡ µt/µ is the turbulent viscosity ratio. The turbulent kinetic
energy is available from the RSM simulations and the turbulence dissipation rate is evaluated by
using Eq. (30), in order to obtain the inlet boundary condition for Simulation 2. For the other
boundary conditions, the no-slip and symmetry boundary conditions are imposed at the walls and
axis of symmetry, and the small piece of pipe included is also rotating at the angular velocity Ω.
The pressure outlet boundary condition is useful when flows are leaving a domain and the pressure
is imposed at those boundaries by fixing the static pressure to a certain value (atmospheric pressure
in the present case) at the outlet boundary [54]. FLUENT extrapolates flow quantities from the
interior of the domain, by taking into account that velocity and other transported quantities have
gradients fixed to zero value at the boundary.
For jets at higher Reynolds numbers, a pressure suction area appears because of the difference
in velocities between the jet and the surrounding flow. This can affect the simulation of the jet,
and thus, the numerical heat transfer. For this reason, it is interesting to see how the domain
boundary conditions might affect the simulation results. The impact of the height of the upper
boundary (Hbc), as illustrated in Figure 10, is studied. In this illustration Hbc = H, but the reader
must take into account that at the different positions of Hbc the pipe exit is always at H/D = 2.
The effect is found to be negligible even for the worst-case scenario of H/D = 2, as shown in
Figure 14, where the evolution of the Nusselt number is plotted for three different values of Hbc.
Since it is not relevant, the initial configuration shown in Figure 10 with Hbc = H is kept.
3 Discussion of Results
In this section, the CFD simulation results are analysed for different values of S, in order to
examine the impact of the swirl intensity. A comparison of these results with other swirl generation
mechanisms from the literature is also carried out.
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Figure 14: Effect of the position of the upper boundary condition in the Nusselt number.
3.1 Results of the CFD simulation at Different Configurations
For H/D = 2 and Re = 23000, several experimentalists have reported a secondary peak in the
radial distribution of the Nusselt number [11, 46]. It is suggested that this secondary peak, which
yields an M-shaped distribution, is caused by the transition from laminar to turbulent boundary
layer in the wall jet as suggested by [84, 85]. This transition seems to be the consequence of
the disappearance of the pressure gradient which exists in the stagnation region and affects the
stabilization of the flow and turbulent intensity [86]. More recently, in [10] a large number of
computational LES simulations have been carried out to gain more understanding of the secondary
peak, which has been found to be related with changes in the flow velocity and turbulence in the
boundary layer on the plate.
Because of the said physical meaning, the appearance of the secondary peak in the present
computational work is a good indicator to the reliability of the RANS simulations. As shown in
Figure 15, both of the peaks in the turbulence intensity and wall shear stress on the plate coincide
with the position of such peak in the radial distribution of Nusselt number. This peak cannot be
obtained with k−ω when the transitional flow option is used (SST k−ω conf. 1 in Figure 11). To
better comprehend the challenges in CFD for this type of problems with swirling jet flows, there is
only limited work using LES for heat transfer by impinging jets [87, 9, 88, 89, 10]. The matching
of numerical and experimental data for the radial Nusselt number distribution is usually poor,
despite the free jet flow matches well with the experimental data [88, 9, 89]. In addition, either the
secondary peak is not captured [9] or the location is not accurately computed [89]. Despite all the
work done by many authors for decades, the CFD simulation of the heat transfer from impinging
jets is still a challenging investigation that needs further research to answer critical questions [10].
This brings out the importance of the present investigation with the novel use of rotating pipes.
Figures 16, 18, 19 and 20 provide a better understanding on how the fluid flows along the
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Figure 15: Plots of the friction factor on the Nusselt number (up), wall shear stress along the
plate, τplate (centre) and turbulent intensity, Iplate(bottom), along the plate.
geometry and how is affected by the swirl. The axial velocity is highly influenced by the swirl,
as shown in Figure 16. The increment in the axial velocity along the centre part of the jet is
increased when the angular velocity of the pipe is augmented, as illustrated in Figure 17 for
the fully-developed flow at the exit of the pipe. This effect is propagated from the pipe nozzle
downstream up to the plate, where the flow impinges on it. The effect of swirl in the turbulent
kinetic energy, k, for H/D = 2 is shown in Figure 19, where the largest values of k appear when I
is also large (see again Figure 15), since these two are related variables. In Figure 20, the turbulent
kinetic energy is also compared with LES data from [88], showing similar contours.
Despite one can expect the increase in swirl intensity may result to a noticeable increase in the
spread angle, this effect is not noticeable when using a rotating pipe mechanism with low-mid swirl
intensity (S = 0− 0.5). As a consequence, the radial velocity has been found to be essentially the
same for S = 0, S = 0.25 and S = 0.5, since it is driven by the impingement and, therefore, weakly
affected by the increase in the swirl. This is also reflected in Figure 12, where vertical velocity
profiles at different distances along the plate do not show large difference for the different S values.
In Figure 18 the effect of swirl in the azimuthal velocity at the H/D = 2 is mostly observed along
the nozzle lipline. A comparison with other mechanisms is discussed in the next section.
3.2 Comparison of performance with other mechanisms
As pointed out in Section 1 many different mechanisms may be used to introduce swirl to imping-
ing jet flows, including pipes with spirals or vane-type swirl generators [11], swirl strips in pipes
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Figure 16: Effect of swirl on the velocity magnitude made dimensionless with the mean velocity
U at short nozzle-to-plate distance. Re = 23000 and H/D = 2.
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Figure 17: Effect of swirl on the axial and azimuthal velocity at the outflow section of the pipe
(nozzle). The values of S for the plotted data are 0, 0.25, 0.5, 0.75 and 1.
[12], angled blades to force rotation [13, 14] or the use of tangential jets to induce the swirl [15].
In this paper the swirl is created by means of a rotating pipe. Depending on the swirl generator,
the shape of the jet and the features that characterise it, can be completely different. Note that
there are several definitions for the swirl number, which can be geometry-based [11, 12, 20] or
fluid motion-based [6, 15]. It is thus difficult to make a rigorous comparison even if all the test
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Figure 18: Effect of swirl on the azimuthal velocity made dimensionless with the mean velocity U
at short nozzle-to-plate distance. Re = 23000 and H/D = 2.
Figure 19: Effect of swirl on the turbulent kinetic energy made dimensionless with the mean
velocity U2 at short nozzle-to-plate distance. Re = 23000 and H/D = 2.
conditions (Re, S, Pr, H/D) are the same. However, it is relevant to show the performance of
the mechanism in this paper versus the others for the sake of a qualitative reference. The radial
distribution of the Nusselt number of the different mechanisms is plotted in Figure 21. A table
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Figure 20: Comparison of the CFD turbulent kinetic energy contour plots (left) with LES from
[88] (right). Images merged with permission of the correspondence author. Re = 23000, S = 0
and H/D = 2.
with relevant information of the works considered for the comparison is shown in Table 2. All the
cases with S = 0 are referred to a round nozzle.
Re S Mechanism Type of work
Lee et al. [11] 23000 {0, 0.21, 0.44} spiral vane-type generators Experimental
Baughn & Shimizu [46] 23700 0 round pipe Experimental
Behnia et al. [83] 23000 0 round pipe CFD RANS
Yan & Saniei [15] 23000 {0, 0.21, 0.47} tangential jets at 120 degrees Experimental
Table 2: Summary of the different papers considered for comparison.
At short distance H/D = 2, the use of spiral vane-type generator as in Lee et al. produces a
high peak in the radial Nusselt number, but at the highest S, the peak is decreased, as well as
the value at the stagnation point, Nu0 (see Figure 21). With the use of tangential jets in Yan &
Saniei, again a peak is generated, but less intense. The Nusselt number at the stagnation region is
dramatically decreased when increasing S. For the rotating pipe the case scenario is the opposite:
the Nusselt number is always increased with the increase of S. The Nu0 is also increased. This
beneficial effect at short nozzle-to-plate distance has not been observed in any other mechanism in
the literature. Depending on the mechanism, the jet generated and the way it spreads downstream
shows different patterns. This spreading affects the impinging conditions which enhance the heat
transfer due to the swirling jet turbulence. Typically, the shear layer growth and instabilities,
entrainment of ambient air, and the jet decay are affected by the intensity of swirl [20, 90] and by
other perturbations from the intrusiveness of the generation mechanisms. It has been reported by
other authors that even the addition of light swirl can change significantly the behaviour of the jet
[91]. Actually, the sudden expansion has been diminished by other researchers by the incorporation
of a conical tip at the exit of the swirl generator, as in [20].
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Figure 21: Comparison of the distribution of the radial Nusselt number and various swirl intensities
with other existing data in the literature, with different swirl generation mechanisms for H/D = 2.
In the legends, Exp and CFD stand for experimental and computational, respectively.
In Figure 22 and 23, it is shown the behaviour of Nu0 and Nuavg, respectively, at different
nozzle-to-plate distances. Note that Nuavg is the average Nusselt number, which is evaluated only
at the so-called impinging zone on the plate 0 ≤ x/D ≤ 2 [92]. It can be seen that, for both
Nu0 and Nuavg at H/D > 6.5, their evolution is reversed. It has been reported in the litera-
ture that for H/D > 10 the effect of swirl may not be noticed in some applications [85], which
is consistent with the numerical results here. The optimal value of Nu0 seems to be located in
between H/D = 5.5 and H/D = 6.5 for all the swirl intensities considered in this investigation.
This characteristic of the rotating pipe swirling jet may be relevant in applications whose interest
is mainly the stagnation point at short distances. As shown, there is no great improvement of
Nu0 by the addition of swirl up to S = 0.5, since the same optimal value can be obtained without
swirl, simply at a different H/D. However, other swirl intensities could provide greater heat trans-
fer (either at stagnation point or globally), being of interest further research on this topic. The
effect on Nuavg has some resemblance with the effect observed for Nu0, as illustrated in Figure
23. It can be seen that, at least for the considered range of values for the parameters that govern
the set-up, the optimal configuration for the highest Nuavg takes place with H/D ≈ 5 and S = 0.5.
A study of correlations for Nu0 is carried out. These correlations are only built for the Nusselt
number at the stagnation point because a simple correlation for the average Nusselt number (based
on few constants) was not feasible. The suggested correlations for Nu0 are:
N̂u0 = a (H/D)
b + c S + d, for 2 ≤ H/D < 6 and S ≤ 0.5, (31)
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Figure 22: Evolution of the Nusselt number at the stagnation point, Nu0, with Re = 23000, and
different S and H/D.
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Figure 23: Evolution of the surface average Nusselt number, Nuavg, with Re = 23000, and
different S and H/D.
N̂u0 = a (H/D) + c S + d, for 6 ≤ H/D ≤ 10 and S ≤ 0.5, (32)
where a, b, c and d are constants for each correlation given in Table 3. The fitting error is calculated
by using
error =
1
N
N∑
i=1
|Nu0i − N̂u0i |
Nu0i
× 100 (33)
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where Nu0i are the values from CFD (numerical values), N̂u0i are the values predicted by the
correlation (predicted values) and N is the total number of data points. The accuracy of the
approach is illustrated in Figure 24, with confidence intervals of a ±3% of deviation.
a b c d error
H/D < 6 0.022 4.1968 43.593 132.5682 1.314%
H/D ≥ 6 -14.0324 – -18.5310 277.5720 0.64%
Table 3: Constants for the correlations given in Eqs. (31) and (32).
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Figure 24: Numerical versus predicted values by the correlations for Nu0. The confidence intervals
(dashed lines) are given by a ±3% of deviation. The maximum and minimum values of H/D in
the plot are H/D = 2 and H/D = 10, respectively.
The conservation of the increase of vz at different H/D distances, the growth of vt mostly
along the nozzle lipline, and the weak influence on the spreading angle in the rotating pipe for
the considered range of S may be the reason to have better heat transfer at the stagnation region
when increasing the swirl intensity at H/D < 6. The jet flow at different swirl intensities is
always impinging on a reduced stagnation region, being that location the most benefited from
the properties added by the swirl. As a note, regardless of the differences in heat transfer by the
different mechanisms, which might actually be small at large H/D since the effect of swirl is less
noticed [85], there are some advantages/disadvantages in the use of rotating pipe to consider.
1. With spiral vane-type generators, for each swirl intensity a new helical strip must be designed
and built by Computer Numeric Control machining/3D printing. By using rotating pipes,
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only the angular velocity needs to be varied. The rotating pipe at the Fluid Dynamics Lab
at University of Ma´laga is used for swirl break-down investigations because of the wide range
of values of S that can be achieved.
2. The intrusiveness of mechanisms such as blades [93, 13, 14] oriented up to a zero degree for
a non-swirling flow can still affect the jet. However, this can be avoided by dismantling the
device, if possible.
3. Most mechanisms existing in industry and the literature, mentioned throughout the paper,
generate flows with swirl that are highly Reynolds number dependent, i.e. (S = S(Re)).
With rotating pipes, both Re and S can be controlled independently.
4. The disadvantages in the rotating pipe is the need of a pipe long enough to achieve a fully-
developed state, and additionally, the need of a step-wise motor, which requires power supply.
To sum up, it is hard to fairly compare the different devices. First, because each mechanism
generates a different jet flow pattern, and thus the resulting heat transfer distribution. Second, a
mechanism can surpass others in terms of heat transfer, but there may be design or cost constrains.
Other parameters can also be considered, such as the type of flow, variations on the surface of the
plate [6], etc., which are out of the scope of this paper.
4 Conclusions
An extensive study of CFD simulations of a swirling impinging jet flow issuing from a rotating
pipe has been carried out. A complete simulation has been done by splitting the large domain into
two stages, in the spirit of versatility, in turbulence modelling and the use of periodic simulations
in a pipe flow.
Simulation 1 concerns the simulation of the rotating pipe. The best performance was found
with the Reynolds Stress turbulence Model (RSM), as eddy viscosity models tend to simulate the
azimuthal velocity profile as solid rigid body rotation. This is because RSM takes into account the
anisotropy in the generation of turbulence (directional effects of the Reynolds stress fields). Some
RSM configurations do not properly mimic the experimental results and some are particularly
problematic in solving the boundary layer. This is because the importance of the rotating wall in
the contribution to swirl. The better the flow features of the boundary layer are solved, the more
realistic the swirling flow. The best performance goes with Linear Pressure Strain and Enhanced
Wall Function.
Simulation 2 concerns the simulation of heat transfer from a heated plate to an impinging jet.
The Transition SST k−ω turbulence model with the Production Kato-Launder option performed
the best. The Production Kato-Launder modification is very useful for impinging jets since it
provides a correction to the common turbulent kinetic energy overproduction as a result of high
values in the shear strain rate term in situations with sudden changes in velocity, as in impinging
jets flows.
Numerical results are validated against a large variety of data in the literature, experimental
and computational. When using rotating pipes with swirl intensity up to S = 0.5, it is noticed that
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the spreading angle is minimally increased and the increase in azimuthal velocity is kept along the
nozzle lipline. Moreover, there is an increase in the axial velocity in the central part of the axial
jet. These features enhance the heat transfer at the stagnation region at short H/D distances.
However, further research showed that when H/D is above H/D = 6.5, the non-swirling flow shows
better performance. It can be concluded that, for S ≤ 0.5, the benefits of adding swirl are fading as
H/D increases. For the highest heat transfer at the impinging zone, the optimal configuration for
the studied parameters is found to be for S = 0.5 and H/D ≈ 5. The advantages/disadvantages
of rotating pipes in performance, cost and design have been also discussed.
To summarise, the separation of the full computational domain into two simulations using
different turbulent models is shown to be an efficient and accurate approach. The numerical
results presented in this paper aim to provide a valuable reference for industry and academia
in the use of rotating pipes in order to generate swirling jets for heat transfer. It also aims to
encourage further experimental and high-fidelity computational analyses to gain more knowledge
on this heat transfer mechanism.
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