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RESUME
Les recherches dans Ie domaine des systemes multiagents etudient la maniere de resoudre
un probleme complexe avec un certain nombre d'entites plus ou moins intelligentes. Ces
entites, appelees aussi agents, cooperent par communication pour aboutir a une solution d'un
probleme. Ces recherches se penchent aussi sur la maniere de coordonner Ie comportement
intelligent d'un ensemble d'agents selon des lois sociales.
\
A la base de la cooperation entre agents, il est necessaire que chaque agent ait des facilites
de communication. Le pro jet associe a ce memoire consiste a la conception et a la mise
en oeuvre d'un outil de communication entre agents dans un systeme multiagents. L'outil
realise se presente sous forme d'une librairie de classes ecrites en Java, permettant a des
applications multiagents d'echanger, sans difficultes, des donnees entre ces differents agents.
Ce developpement sert a faire tomber les limitations des outils de developpement de systemes
multiagents qui ne facilitent pas la tache des chercheurs pour la validation des resultats
theoriques de leurs recherches.
Pour illustrer et valider Ie bon fonctionnement de Poutil, nous avons congu et mis en
oeuvre une application multiagents. Cette application consiste a simuler Ie nettoyage d'une
surface avec obstacles par un ensemble de robots-aspirateurs communicants.
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La naissance de 1'intelligence artificielle (IA) dans les annees cinquante a provoque une
grande revolution dans Ie monde de 1'informatique. Ainsi, depuis ce temps-la, Ie nombre
d'applications, Ie volume et la complexite de celles-ci n'ont pas cesse d'augmenter. Devant
cette progression rapide des applications, 1'IA classique, avec son principe de centralisation
de Pexpertise au sein d'un meme systeme, se trouve tres limitee surtout quand il s'agit de
manipuler plusieurs expertises dans un meme systeme.
Les systemes multiagents (SMA) sont apparus dans les annees soixante-dix [8] pour nous
ofFrir les moyens pour gerer et distribuer plusieurs domaines d'expertise dans un meme sys-
teme. Un SMA est defini comme etant un ensemble d'entites ou d'agents plus ou mains
intelligents, capables de communiquer et d'agir avec ses propres moyens et connaissances. Un
agent peut, en cas de besoin, demander la collaboration d'un autre agent, pour executer sa
propre tache ou pour executer une tache qui lui a ete affectee. Les agents convergent alors vers
un resultat final par cooperation et competition entre eux. Toutes les actions d'interactions
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d'un agent (cooperation, planification, etc.) sont basees sur la communication entre agents.
Dans ce memoire, nous presentons un outil de communication entre agents pour les SMA.
L'outil qu'on propose, nomme OCA, se presente sous forme d'une librairie de classes deve-
loppees en Java, offrant aux programmeurs de SMA les fonctions de bases pour permettre
a un ensemble d'agents de communiquer entre eux sans difficultes. L'outil OCA permet a
un ensemble d'agents de communiquer par envoi de messages asynchrones. Comme Ie deve-
loppement de OCA a ete fait en Java, ce dernier sera portable sur des difFerents systemes
d'exploitation. Ceci nous permet d'implanter des agents sur un environnement heterogene.
Get environnement pourrait etre forme par un ensemble de machines distinctes, gerees par
des systemes d'exploitation differents et liees par un reseau de communication public ou local.
1.1 Cadre du pro jet de recherche
Les travaux de developpement de OCA font partie integrante d'un autre projet de re-
cherche dont les travaux se deroulent au Departement de genie electrique et de genie infor-
matique de PUniversite de Sherbrooke. Ce projet consiste a la conception et a la realisation
d'un environnement generique pour Ie developpement d'applications basees sur les systemes
multiagents (EGSMA). Dans ce projet, une structure d'agent a quatre niveaux a ete pro-
posee. Les deux niveaux les plus internes constituent une interface de communication pour
un agent. Cette interface offre a un agent les services de base de communication pour qu'il
puisse interagir avec d'autres agents au sein d'un SMA. Notre participation dans ce projet
consistait a la conception et a la realisation de cette interface de communication.
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1.2 Presentation des objectifs
Pour la mise en oeuvre de 1'outil OCA, nous avons fixe quelques objectifs a atteindre :
- La completude: L'outil doit repondre a tous les besoins en communication entre diffe-
rents types d'agents pour que ces derniers puissent accomplir leurs taches d'interaction
de fagon convenable et sans difficulte.
- La portabilite: L'outil doit permettre la communication entre agents executes dans
un environnement heterogene. L'outil doit done etre Ie plus possible independant de
Penvironnement utilise (materiel et logiciel).
- La simplicite: L'outil doit etre simple et facile a Putilisation. Ceci permet d'accelerer
la tache de programmation pour Ie developpement multiagents et de reduire les delais
de mise sur Ie marche des applications multiagents.
- L'efficacite: La communication est vitale pour un agent dans une societe d'agents. En
effet, Ie comportement d'un SMA (cooperation, coordination, planification, etc. ) est
base sur la communication. D'ou 1'importance d'avoir une interface de communication
optimisee sur Ie plan temps d'execution et ressources utilisees.
- L'evolution: L'outil doit etre flexible pour toute operation de maintenance, d'amelio-
ration ou d'ajout de nouvelles fonctionnalites.
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1.3 Realisation
Pour la mise en oeuvre de 1'outil OCA, nous avons developpe une librairie de classes ecrites
en Java. Dans cette librairie on trouve sept classes scindees en deux categories:
- Les classes publiques: dans cette categorie on trouve deux classes:
- La classe agent Communi cant: c'est la classe principale de 1'outil OCA vis-a-vis
de 1'utilisateur. Elle represente au fait un modele d'agent communicant integrant
une interface de communication offrant aux utilisateurs plusieurs fonctions d'in-
teraction pour un agent. Les principaux types de fonctions qu'on trouve dans cette
classe sont:
- Les fonctions de gestion de dialogues entre agents (etablir un dialogue, sus-
pendre un dialogue, rompre un dialogue, etc.)
- Les fonctions d'echange de messages entre agents (emettre un message, diffuser
un message, recevoir un message, etc.)
- Les fonctions de gestion d'une boite aux lettres (recuperer un nouveau mes-
sage, attendre la reception d'un message, consulter un message, etc.)
- Les fonctions de traitement des evenements externes (la signalisation d'une
rupture de dialogue, la signalisation de reception d'un accuse de reception
relative a un message emis, la signalisation d'une demande d'etablissement de
dialogue, etc.)
- La classe mail: cette classe represents une enveloppe dans laquelle on trouve
Pinformation utile echangee entre les differents agents. Dans cette classe on trouve
aussi d'autre donnees telles que la destination du message, la priorite du message,
Ie type d'emission (avec ou sans accuse de reception), etc.
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- Les classes privees: dans cette categorie les classes sont transparentes vis-a-vis de Puti-
lisateur. En efFet, nous avons cree ces classes pour permettre Ie traitement multi-tache
au sein de la classe agentCoimnunicant. Chaque classe est dediee pour un traitement
specifique (emission de messages, reception de messages, detection des demandes de
dialogue, etc.). Les traitements de ces classes s'executent en concurrence avec ceux de
la classe agentCommunicant.
L'utilisation de OCA pour la mise en oeuvre d'un agent communicant consiste a:
1. Rejoindre la librairie de classes de Poutil OCA a celle de Java.
2. Creer une classe derivee de la classe agentCommunicant.
3. Rajouter a cette classe les fonctions necessaires pour definir Ie comportement d'agent
en faisant appel aux fonctions predefinies dans classe agent Communi cant.
4. Reecrire les fonctions de traitement des evenements externes pour leurs traitements.
Pour illustrer Ie bon fonctionnement et 1'utilite de 1'outil OCA, nous avons propose une
application multiagents qui simule Ie comportement d'un ensemble de robots-aspirateurs
travaillant sur une surface poussiereuse avec des obstacles. L'objectif general de ces robots est
de nettoyer la surface en faisant un minimum de deplacements. L'application a ete developpee
en Java et OCA. Les resultats de la simulation etaient bien satisfaisants. Ceci nous a demontre
en partie Ie bon fonctionnement et 1'utilite de 1'outil OCA.
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1.4 Organisation du memoire
Dans la suite de ce memoire, nous exposerons d'abord dans Ie chapitre 2 1'etat de Part
des SMA en expliquant les difFerents comportements et architectures qu'une societe d'agents
peut avoir et Ie role important que joue la communication dans celle-ci pour une resolution
ou une execution cooperante. Nous presentons aussi dans ce chapitre quelques outils de
developpement de SMA avec une etude comparative. Ensuite, nous proposons dans Ie chapitre
3 les specifications d'un nouvel outil de communication pour les SMA. Le chapitre 4 sera
consacre pour les details de la conception et de la mise en oeuvre de cet outil. Par la suite,
pour illustrer Putilite et Ie bon fonctionnement de cet outil nous proposons, dans Ie chapitre 5,
une application multiagents developpee en Java et OCA. Finalement, en guise de conclusion,
nous soulignons dans Ie chapitre 6 Putilite de notre outil dans Ie domaine multiagents et les
perspectives prevues pour ce dernier. Nous expliquons ainsi les futures ameliorations que nous
pourrions apporter a notre outil pour qu'il reponde davantage aux besoins des applications
multiagents qui ne cessent d'evoluer et de se compliquer de plus en plus.
Chap it re 2
I/etat de Part des SMA
2.1 Introduction
L'evolution des applications de PIA dans des domaines complexes et heterogenes tels
que I5 aide a la decision, la reconnaissance et la comprehension des formes, la conduite des
processus industriels, etc., a montre les limites de 1'approche classique de 1'IA qui s'appuie
sur une centralisation de Pexpertise au sein d'un systeme unique.
Les travaux menes au debut des annees soixante-dix sur la concurrence et la distribution
ont contribue a la naissance d'une nouvelle discipline: 1'Intelligence Artificielle Distribuee
(IAD) [8] [31] [20]. L'lAD a pour but de remedier aux insuffisances de 1'approche classique de
1'IA en proposant la distribution de Pexpertise sur un groupe d'agents devant etre capables de
travailler et d'agir dans un environnement commun et de resoudre les conflits eventuels. D'ou
la naissance de notions nouvelles en IA, telles que la cooperation, la coordination d'actions et
la negociation. L'lAD est definie dans [31] comme etant la branche de 1'IA qui s'interesse a la
CHAPITRE2. L'ETAT DE L'ART DES SMA 8
modelisation d'un comportement «intelligent» (jusqu'ici c'est la definition de 1'IA classique)
par la cooperation entre un ensemble d'agents.
L'lAD conduit entre autres a la realisation des systemes dits «multiagents» qui permettent
de modeliser Ie comportement d un ensemble d'entites plus ou mains expertes, plus ou moins
organisees. Ces entites, appelees aussi agents, disposent d'une certaine autonomie et sont
immergees dans un environnement dans lequel et avec lequel elles interagissent. La resolution
d'un probleme se fait alors par cooperation ou competition entre agents.
L'efficacite et la problematique de tels systemes resident dans Ie choix de methodes de
coordinadon ou de communication entre agents. Celles-ci definissent la fa^on dont vont inter-
agir les parties du systems pour resoudre Ie probleme pose. Chacune des methodes possede
des avantages et des inconvenients qui font qu'elles sont plus ou moins adequates selon Ie
type de probleme pose.
Plusieurs recherches menees sur ce domaine ont abouti a des resultats plus ou moins
satisfaisants suivant les cas d'applications. Ces recherches ont portees sur quatre axes:
- Le degre de cooperation entre agents;
- La communication entre agents ;
- Les structures et les architectures des SMA;
- Les formalismes de representation (par objet, logique du premier ordre, logique floue,
reseau de neurones, etc.)
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2.2 Problematique de PIAD
Selon Labidi et Lejouad [33], les problemes que 1'IAD s'attache a resoudre peuvent etre
divises en deux classes. La premiere concerne les problemes classiques de 1'IA qui ont pris une
nouvelle dimension dans Ie contexte multiagents. La seconde classe regroupe les nouveaux
problemes proprement lies au theme de 1'IAD. Dans la premiere classe on traite:
- La modelisation de la connaissance et Ie probleme de sa repartition sur les differents
agents: Comment formuler, decomposer, allouer des problemes et synthetiser les resul-
tats d'un groupe d'agents?
- Les problemes de generation de plan d'action en prenant en consideration la presence
d'autres agents;
- La gestion des conflits entre les agents (points de vue differents des agents) et Ie maintien
de la coherence des decisions et des plans d'action;
- Le probleme de la communication: Comment permettre la communication et Pinter-
action entre les agents? Quel langage et quel protocole faut-il employer? Une commu-
nication dans les univers multiagents n'est plus une simple tache d'entree-sortie. Elle
doit etre modelisee comme un acte pouvant influer sur 1'etat des autres agents.
Les problemes de la seconde classe peuvent etre divises en deux:
- Les problemes specifiques au groupe d'agents, qui portent sur 1'organisation, 1'architec-
ture de Pensemble des agents et les paradigmes de cooperation et d'action;
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- Les problemes lies au comportement d'un agent au sein d'un groupe. On s'interesse
aux capacites sociales d'un agent : Ie partage des taches, Ie partage des ressources, Ie
raisonnement sur les autres agents (pouvoir modeliser leurs connaissances et etre en
mesure de connaitre leurs plans d'action et de raisonner en fonction de ces plans).
D'autres themes de recherche sont presents dans Ie contexte multiagents, a savoir Ie
raisonnement temporel, Ie raisonnement hypothetique, la representation de la connaissance
imprecise, etc.
2.3 Les systemes multiagents
Contrairement a 1'approche centralisee de 1'IA, 1'IAD vise la distribution de 1'expertise sur
un ensemble de composants qui communiquent pour atteindre un objectif global (elaboration
d'un diagnostic, resolution d'un probleme, etc.). Toutefois, cette approche necessite la division
du probleme en sous-problemes. Selon Ginsberg [25], cette hypothese n'est pas toujours vraie,
car beaucoup de problemes ne peuvent etre partitionnes de cette maniere.
Une extension des systemes d'lAD est proposee par Konologie dans [32]: dans Ie but d'une
cooperation effective, les composants doi vent etre capables de raisonner sur les connaissances
et les capacites d'autres composants. Pour ce faire, ils doivent etre dotes de capacites de
perception et d'action sur leur environnement et doivent posseder une certaine autonomie de
comportement. On parle alors d'agents et par consequent de SMA.
Les SMA se caracterisent alors par Pautonomie et Pintelligence des composants impliques.
Toutefois, un agent ne dispose pas d'une vision globale de son environnement [16].
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2.3.1 Concept d'agent dans un SMA
Selon Ferber et Ghallab [20], un agent est defini comme une entite (physique ou abstraite)
capable d'agir sur elle-meme et son environnement, disposant d'une representation partielle
de cet environnement, pouvant communiquer avec d'autres agents et dont Ie comportement
est la consequence de ses observations, de ses connaissances et des interactions avec les autres
agents. Les agents ont deux tendances: une tendance sociale tournee vers la collectivite (les
mecanismes et connaissances associes concernent les activites du groupe) et une tendance
individuelle avec des mecanismes et des connaissances contenant les regles de fonctionnement
interne de 1'agent. Un agent peut avoir un role, une specialite, des objectifs, des croyances,
des capacites decisionnelles, des capacites de communication et eventuellement des capacites
d'apprentissage.
2.3.2 Architecture d'agent
La figure 2.1 decrit I5 architecture globale d'un agent. C'est une synthese des architectures
d'agent decrites dans la litterature. On distingue essentiellement:
- Le savoir-faire: Le savoir-faire est une interface permettant la declaration des connais-
sances et des competences de 1'agent. II permet la selection des agents a solliciter pour
une tache donnee. II n'est pas necessaire, mais il est tres utile pour ameliorer les per-
formances du systeme, quel que soit Ie mode de cooperation utilise.
- Les croyances: Dans un univers multiagents, chaque agent possede des connaissances
sur lui-meme et sur les autres. Ces connaissances ne sont pas necessairement objectives;
On park alors de croyances d'un agent. Les logiques des connaissances et des croyances






Figure 2.1 - Structure d'un agent
s'interessent a la formalisation de telles connaissances considerees comme incertaines.
Selon Halpern et Moses [29], cette formalisation est la base de la conception de tout
SMA puisqu'elle determine en grande partie Ie comportement «intelligent» des agents.
Le controle: La connaissance de controle dans un agent est representee par les buts, les
intentions, les plans et les taches qu'il possede.
L'expertise: C'est la connaissance sur la resolution de probleme. Pour un systeme expert
utilisant Ie formalisme de regle, par exemple, cette connaissance correspond a sa base
de regles.
La communication: L agent doit posseder un protocole de communication lui permet-
tant d'interagir avec les autres agents pour une bonne cooperation et une bonne coor-
dination d'action. D'autres connaissances de communication peuvent etre disponibles,
par exemple les connaissances sur les reseaux de communication (tous les agents ne
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sont pas forcement en liaison directe). A ces difFerents types de connaissances, on peut
ajouter la connaissance liee au mode de la cooperation: fonctionnement en mode appel
d'offre, en mode competition ou en mode commande.
2.3.3 Fonctionnement d'agent
Dans ce paragraphe, nous presentons notre vision de Parchitecture fonctionnelle d'un
agent et nous illustrons les details de son fonctionnement. Cette architecture est illustree par
la figure 2.2. Les agents sont immerges dans un environnement dans lequel et avec lequel Us
interagissent. D'ou leur structure autour de trois fonctions principales: percevoir, decider et
agir. Parmi les sous-fonctions importantes d'un agent, on peut citer : la detection de conflit,
la revision des croyances, la cooperation (negociation, coordination), 1'apprentissage, etc.
Toutes les fonctionnalites ne sont pas representees dans la figure.
Un agent a la possibilite d'acquerir des connaissances sur 1'environnement externe (per-
ception). II a aussi des capacites d'interaction avec les autres agents en communiquant avec
ces derniers. En fonction des connaissances et croyances dont il dispose et des buts qu'il se
fixe a la suite d'une perception ou d'une interaction avec Ie monde exterieur, 1'agent doit ela-
borer un plan d'action. Pour ce faire, il doit decider quel serait Ie but a retenir et a satisfaire
en premier. Ensuite, il doit planifier en fonction de ce but et passer a Pexecution. Ces deux
derniers processus doivent etre alternes du fait du caractere dynamique des environnements
multiagents [33].











Figure 2.2 - Fonctionnement d'un agent
Perception
Les connaissances ou les croyances d'un agent ont plusieurs origines :
- Le savoir initial de Pagent;
- La perception de soi (perception proprioceptive) et du monde externe (perception ex-
teroceptive);
- La communication avec les autres agents.
Generalement, les informations issues de la perception et du savoir initial de 1'agent sont
considerees comme des connaissances certaines, puisqu'elles n'ont subi aucune mise a jour.
Pour leur part, les connaissances provenant des autres agents sont considerees incertaines,
puisqu'elles evoluent sans que 1'agent en soit forcement informe. On peut, pour cela, asso-
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cier a chaque connaissance son origine afin d'en evaluer la credibilite et d'en permettre la
verification.
Communication
La communication est essentielle pour un agent en ce qui concerne toute interaction avec
d'autres. La communication permet a un agent d'enrichir ou de reviser ces connaissances, de
remettre en cause ses plans d'action, de cooperer ou de negocier avec d'autres agents, etc.
Prise de decision
Durant son execution, un agent se fixe un certain nombre de buts, suite a ses observations
et ses interactions avec Ie monde (perception, communication, negociation). II se trouve done
confronte au probleme de la selection du but prioritaire et de 1'action qui permet d'atteindre
chaque but. Face a de telles situations, 1'agent analyse les difFerentes alternatives en termes
d'utilite (quel avantage 1'agent pourrait en retirer) et d'incertitude (quelle chance a 1'action de
fournir Ie resultat attendu). Parmi les techniques utilisees pour la resolution de tels conflits,
on peut citer 1'utilisation de la notion de carte cognitive (Cognitive Map) [3] qui est un reseau
qualitatif exprime en terme d'influences (positives ou negatives) et reliant les buts et leur
utilite. Le but a retenir sera celui qui presente Ie plus d'influences positives parmi les buts les
plus interdependants. La prise de decision est 1'une des caracteristiques des agents rationnels,
P agent tiendra compte de ses croyances pour faire son choix.
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Planification
La planification dans les systemes d'lA classique repose sur Fhypothese d'un univers
statique (seules les actions du planificateur sont prises en compte) , cet aspect est incompatible
avec 1'approche multiagents [14].
Les SMA , en revanche, ofFrent des possibilites de negociation autorisant une gestion locale
des conflits et une planification dynamique. En effet, du fait de 1'intervention d'autres agents,
un plan peut etre remis en cause. L'agent doit, pour cela, alterner planification et execution
et reviser des parties de son plan.
La planification dans les SMA est une planification distribuee. En effet, il n'existe pas de |
plan global. Chaque agent construit son propre plan en coordonnant avec les autres agents i
(cas d'agents cooperatifs). Certains SMA presentent une planification centralisee, un organe
I
central se chargera de la gestion des conflits et de 1'elaboration d'un plan global.
Execution
Finalement, Pexecution consiste a la mise en oeuvre des plans generes par 1'agent. L'exe-
cution de ces plans est basee sur 1'expertise de 1'agent.
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2.3.4 Caracteristique d'un agent
L'avancement des travaux en IAD et SMA a conduit les chercheurs a definir non seulement
la notion d'agent, mais aussi quelques-unes de ses caracteristiques:
Intentionnalite: Un agent intentionnel est un agent guide par ses buts. Une intention
est la declaration explicite des buts et des moyens d'y parvenir. Elle exprime done la
volonte d'un agent d'atteindre un but ou d'efFectuer une action [41] [46] [40].
- Rationalite: Bond et Gasser [37] definissent un agent rationnel comme etant un agent
qui suit Ie principe suivant (dit principe de rationalite): «Si un agent sait qu'une de ses
actions lui permet d'atteindre un de ses buts, il la selectionne». Les agents rationnels
disposent de criteres d'evaluation de leurs actions et selectionnent, selon ces criteres, les
meilleures actions qui leur permettent d'atteindre Ie but. De tels agents sont capables de
justifier leurs decisions. La notion de rationalite se rapporte au comportement cognitif
de 1'agent. Ce terme qualifie 1'utilisation des ressources par Pagent [37].
- Engagement: La notion d'engagement est 1'une des qualites essentielles des agents co-
operatifs. Un agent cooperatif planifie ses actions par coordination et negociation avec
les autres agents. En construisant un plan pour atteindre un but, 1'agent se donne
les moyens d'y parvenir et done s'engage a accomplir les actions qui satisfont ce but :
L'agent croit qu'il est en mesure d'executer tout Ie plan qu'il a elabore, ce qui Ie conduit
(ainsi que les autres agents) a agir en consequence [5] [7].
- Adaptabilite: Un agent adaptatif est un agent capable de controler ses aptitudes (com-
municationnelles, comportementales, etc.) selon 1'agent avec qui il interagit. Un agent
adaptatif est un agent d'un haut niveau de flexibilite.
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En conclusion, on appelle agent intelligent un agent qui comporte une ou plusieurs des
caracteristiques presentees ci-dessus.
2.4 Communication dans un SMA
Un agent doit maintenir une representation du monde et celle des autres agents formant
Ie SMA pour raisonner pleinement ; Ie resultat sera d'autant meilleur si la representation est
complete. Pour construire cette representation, 1'agent doit acquerir des connaissances sur ses
homologues et sur 1'environnement en communiquant et en percevant [6]. Cette acquisition
peut etre directe en efFectuant une requete explicite par un agent, afin de maintenir sa propre
representation des connaissances, ou indirecte, en inferant des connaissances sur les autres
agents a partir des actes de communication qui ont ete mis en oeuvre pour arriver a un but
commun.
2.4.1 Architecture de communication
La communication entre agents peut etre organisee selon quatre schemas differents:
- Reseau en anneau [figure 2.3]: Les interactions dans ce genre d'organisation sont trop
lentes. Tous les messages circulent dans 1'anneau dans un meme sens jusqu'a ce qu'ils
se rendent a leurs destinations. Un message doit passer au plus par n-2 (n: nombre
d'agents) agents avant de se rendre a destination.
- Reseau en bus [figure 2.4]: Dans cette architecture, les agents sont organises en ligne.
Les messages circulent dans les deux sens sur cette ligne. Un message doit passer au plus
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->- Ie chemin suivi par un message emis par agent 1 vers agent 3
Figure 2.3 - Reseau en anneau
par (n-2)/2 agents (n: nombre d'agents) avant de se rendre a sa destination. Pour faire
communiquer un message, un agent emet deux copies du meme message. La premiere
copie est emise dans un sens et 1'autre dans Ie sens contraire.
Reseaux en etoile [figure 2.5] : Us presentent 1'avantage de 1'acces rapide entre Ie super-
viseur et les autres agents. La nature bidirectionnelle des connexions rend complexe la
gestion des interactions inter-agents;
Reseaux hybrides [figure 2.6]: Ce type d'organisation est une solution hybride reliant
deux types d'organisation: un reseau en bus et un reseau en etoile.
CHAPITRE2. L'ETAT DE L}ART DES SMA 20
bus
chemin suivi par un message emis par agent 3 vers agent 2
Figure 2.4 - Reseau en bus
^agent-
,agent-3
Figure 2.5 - Reseau en etoile
connexion bus
connexion etoile
Figure 2.6 - Reseau hybride
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2.4.2 Type de communication
Une communication dans les SMA n'est pas une simple tache d'entree-sortie, mais doit
etre modelisee comme un acte pouvant modifier Petat interne de 1'agent recepteur. L'agent
peut etre amene a remettre en cause son plan d'action ou a modifier ses croyances.
Une communication peut correspondre a une information, une requete ou une interro-
gation; elle doit avoir une semantique reconnue par Pagent recepteur. La reception d'un
message par un agent doit aider a une convergence vers la solution. Tout cela demande une
bonne etude (par 1'agent emetteur) du contenu du message lors de sa composition. Dans [10],
il y a une distinction entre les differents types de communication:
- communication selective ou difFusee: Par opposition a la diffusion, une communica-
tion selective s'adresse a un nombre restreint d'agents, elle suppose done un critere de
selection;
- communication sollicitee ou non sollicitee: Une communication peut etre demandee par
un autre agent;
- communication avec ou sans accuse de reception: Dans Ie cas d'une communication
avec accuse de reception, 1'emetteur attend une confirmation de la bonne reception du
message.
2.4.3 Mode de communication
II existe deux principaux modes de communication: la communication par envoi de mes-
sages et la communication par partage d'informations.
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Figure 2.7 - Communication par envoi de messages
Communication par envoi de messages
Les agents sont en liaison directe et envoient leurs messages directement et explicitement
au destinataire [figure 2.7]. La seule contrainte est la connaissance de Pagent destinataire:
«Si un agent A connait 1'agent B, alors il peut entrer en communication avec lui» [47]. Les
systemes fondes sur la communication par envoi de messages relevent d'une distribution
totale a la fois de la connaissance, des resultats et des methodes utilisees pour la resolution
du probleme.
Communication par partage d'infer mat ions
Les composants ne sont pas en liaison directe mais communiquent via une structure de
donnees partagees, ou 1'on trouve les connaissances relatives a la resolution (etat courant du
probleme) qui evoluent durant Ie processus d'execution [figure 2.8]. Cette maniere de com-
muniquer est Fune des plus utilisees dans la conception des systemes distribues. Le meilleur
exemple d'utilisation de ce mode de communication est 1'architecture de blackboard, on
parle plutot de sources de connaissances que d'agents. Ce mode de communication n'existe
CHAPITRE2. L'ETAT DE U ART DES SMA 23
Figure 2.8 - Communication par partage d'informations
pas dans les SMA ou 1'on ne dispose que d'une vision partielle du systeme, alors que la com-
munication par partage d'informations suppose 1'existence d'une base partagee sur laquelle
les composants viennent lire et ecrire.
2.4.4 Protocole de communication
De nombreux protocoles de communication sont presentes dans la litterature des SMA.
Par example, dans Ie systeme de Gaspar [23], un protocole simple exprime par quatre types
de message correspond aux modes de communication entre les agents.
Dans Ie systeme developpe par Sian [43], Ie protocole met en oeuvre une methode d'ap-
prentissage pour un SMA [figure 2.9]. A partir d'informations locales, chaque agent deduit
de nouvelles hypotheses et maintient leur degre de confiance par interaction avec les autres
agents via un tableau noir. Chaque agent comporte un module d'apprentissage, un module
memorisant Pexperience et un module de traitement utilisant cette experience pour generer
les actions.
Le protocole propose dans ce systeme comporte huit primitives. Elles expriment les actes
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Propose
Modify * Confirm * Agreed Noopinion * Assert
Withdraw Accept *
*: occurence multiples
Figure 2.9 - Protocole d'echange de connaissances propose par Sian [43]
de langage pour 1'emission d'une hypothese non modifiable (Assert), la proposition d'une
nouvelle hypothese (Propose), la modification d'une hypothese emise precedemment (Mo-
dify), 1'acceptation d'une hypothese (Agree), Ie desaccord vis-a-vis d'une hypothese de la
validite d'une hypothese (Disagree), 1'absence d'opinion vis-a-vis d'une hypothese (Noopi-
nion), la confirmation de la validite d'une hypothese (Confirm), Ie retrait d'une hypothese
precedemment propose (Withdraw).
Le protocole de communication reduit les echanges possibles entre les agents en definissant
les sequences possibles d'utilisation de ces primitives. II consiste en trois phases: generation
d'hypothese, cooperation afin de s'accorder sur les hypotheses et integration des informations
resultant des echanges.
Des protocoles plus complexes ont ete elabores par Kant et Woo [11] qui se sont bases sur
les resultats d'etudes linguistiques concernant 1'expression des poses. Les diverses intentions
de communication sont exprimees au sein de ces protocoles.
CHAPITRE2. UETAT DE U ART DES SMA 25
Nous citons aussi Ie protocole KQML (Knowledge Query and Manipulation Language
[21]) qui s'impose de plus en plus comme un standard de facto. En efFet, Ie nombre des
utilisateurs du protocole KQML n'a pas cesse d'augmenter depuis 1993.
KQML est en meme temps un langage et un protocole par lequel des agents distants
peuvent echanger des messages. Les enveloppes contenant les messages peuvent contenir
n'importe quel genre de donnees. Le format de ces donnees n'est pas dicte par KQML.
KQML fournit une grande variete de protocoles pour 1'echange des messages simples, offrant
la possibilite d'editer et de souscrire des protocoles, de difFuser des messages, etc. Les agents
peuvent envoyer des expressions a d'autres agents distants et recevoir (sur option) les re-
ponses de celles-ci. D'un autre cote, un agent peut declarer sa bonne volonte de recevoir des
expressions provenant d'autres agents distants et de repondre (sur option) a celles-ci [21].
Comme nous Ie voyons, aucune normalisation de ces protocoles n'est actuellement dis-
ponible. Couvrant divers aspects des echanges qui peuvent se derouler dans un SMA, Ie
regroupement de ces protocoles en une structure unique est d'un immense interet.
2.5 Cooperation entre agents
La cooperation entre agents est un important concept vis-a-vis Ie fonctionnement d'un
SMA. En effet, une resolution distribuee d'un probleme est Ie resultat de 1'interaction coope-
rative entre les differents agents du systeme. Dans Ie cadre d'une telle dynamique collective,
un agent doit disposer en plus de la connaissance refletant son degre d'implication dans cette
dynamique (croyance, buts, intentions, engagements, modele de soi et d'autrui) d'un certain
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nombre de competences necessaires pour la cooperation. II doit pouvoir :
- agir dans un environnement ;
- communiquer directement ou indirectement avec d'autres agents;
- percevoir partiellement son environnement ;
- mettre a jour Ie modele du monde environnant;
- integrer des informations venant des autres agents;
- interrompre ses taches pour aider d'autres agents;
- deleguer la tache qu'il ne sait pas resoudre a un autre dont il connait les competences;
- satisfaire ses objectifs en fonction des elements precedents.
Ces caracteristiques forment les qualites essentielles d'un agent cooperatif. Nous presen-
tons dans ce qui suit, quatre approches pour la cooperation entre agents: la negociation de
contrats, 1'echange de resultats intermediaires, 1'approche organisationnelle et la planification
locale.
2.5.1 Cooperation par negociation de contrat
La negociation est la technique la plus employee pour resoudre des vues incoherentes ou
pour atteindre un accord sur la fagon de travailler ensemble. Dans les approches fondees sur
Ie principe de la negociation, des alliances temporelles sont definies entre agents dans un
reseau. Deux formes d'allocation de sous-taches fondees sur la negociation sont: Ie «Contrat
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Net Protocol» [15] [14] et la negociation multiniveaux [42] qui implique plusieurs iterations du
processus de negociation. Dans ces approches, les roles et les taches sont alloues de maniere
dynamique en fonction de la disponibilite des ressources et des capacites effectives des agents.
Du fait du manque de vue globale de Petat du reseau a un instant donne, des taches
similaires risquent egalement d'etre executees dans deux contrats difFerents. Enfin, un risque
de recursivite peut apparaitre, du fait que les agents peuvent assurer des roles difFerents pour
differents contrats.
2.5.2 Cooperation par echange de resultats intermediaires
Ici, 1'objectif est de trailer 1'existence de vues inconsistantes. Dans des systemes a base
de connaissances importantes, il est en effei improbable qu'une base de donnees totalement
consistante puisse etre maintenue. L'existence d'inconsistances est ainsi inevitable et peut
meme permettre de considerer des interpretations differentes. Les inconsistances sont alors
resolues en echangeant les resultats de haut niveau issus de 1'interpretation de donnees de bas
niveau. Cette resolution des ambigmtes forme une partie integrale de la tache de resolution
de probleme. Permettre un libre-echange d'informations pour resoudre les ambigui'tes conduit
rapidement a des couts de communication excessifs [18]. Dans une etude de la metaphore de
la communaute scientifique, Kornfeld [30] a montre comment reduire la communication de
solutions partielles a un petit nombre d agents.
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2.5.3 Cooperation par approche organisationnelle
L'approche organisationnelle constitue un compromis entre la negociation de contrat et Ie
partage de resultats intermediaires en definissant des alliances parmi les agents appartenant
a la meme organisation: les agents possedent ainsi une vue de haut niveau de leur role
dans Ie processus de resolution et de leurs relations avec les autres. Ces roles et relations
sont preassignes d'une faQon plutot permanente, chaque fois qu'une nouvelle organisation est
creee pour executer une tache.
Des strategies de controle hierarchiques peuvent etre developpees comme dans Ie systeme
IBIS [48], qui est une adaptation du concept de tableau noir. Dans ce systeme, les sources
de connaissances peuvent communiquer a travers Ie tableau noir en utilisant un schema
hierarchique des connexions existantes entre elles. Seuls des messages de controle peuvent
etre echanges entre les sources de connaissances; les donnees doi vent toujours etre partagees
a travers la base de donnees.
Le probleme principal des agents travaillant en cooperation est que des situations conflic-
tuelles surviennent frequemment a cause d'environnements imprevisibles et changeants constam-
ment. La capacite a reformuler les buts et a reallouer les taches pour resoudre les incon-
sistances qui peuvent survenir dans une interpretation est essentielle. C'est pourquoi cer-
taines approches permettent de modifier dynamiquement la structure organisationnelle. Par
exemple, Corkill et Lesser utilisent des structures organisationnelles pour reduire les echanges
d'informations entre les agents [34 . Ces structures sont elaborees de maniere dynamique et
concurrente par les agents. Durfee et Lesser [35] suggerent qu'un metaniveau de controle est
necessaire pour guider la generation de nouvelles structures et pour identifier les echecs des
structures existantes.
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2.5.4 Cooperation par planification locale
La planification dans les systemes d'lA classique repose sur 1'hypothese d'un univers
statique (seules les actions du planificateur sont considerees); cet aspect est incompatible
avec Papproche multiagents [20]. Les SMA, en revanche, offrent des possibilites de negociation
autorisant une gestion locale des conflits et une planification dynamique. En efFet, du fait
de 1'intervention d'autres agents, un plan peut etre remis en cause. L'agent doit, pour cela,
alterner entre planification et execution et reviser des parties de son plan. La planification
dans les SMA est une planification distribuee: U n'existe pas de plan global et chaque agent
construit son propre plan en coordination avec les autres (cas d'agents cooperatifs). Certains
SMA presentent une planification centralisee ; un organe central se chargera de la gestion des
conflits et de Felaboration d'un plan global.
2.6 Resolution de conflit
Les agents cooperatifs ont besoin d'eviter autant que possible les situations conflictuelles
pour resoudre un probleme. Pour ce faire, ils peuvent etre amenes a coordonner leurs activites
et negocier leurs actions pour arriver a une solution.
2.6.1 Coordination
Les agents travaillent sur des problemes dont les solutions sont utiles pour les autres
agents. Leur travail doit etre temporellement coordonne. La coordination [17] permet aux
agents de considerer toutes les taches (aucune tache n'est ignoree) et de ne pas dupliquer Ie
CHAPITRE2. L'ETAT DE L'ART DES SMA 30
travail. La coordination des actions est liee a la planification et a la resolution des conflits,
car c'est a ce niveau qu'on tient compte des actions (plans) des differents agents.
Dans les systemes d'lAD, la coordination des actions des agents peut s'organiser suivant
deux schemas principaux [19]: une coordination au moyen d'un systeme capable de deter-
miner et de planifier (globalement) les actions des difFerents agents ou, a Pinverse, on decide
de donner une autonomie totale aux agents qui, a leur tour, identifient les conflits pour les
resoudre localement.
On peut distinguer deux types de coordination: la coordination causee par la gene (pro-
bleme de navigation: les agents doi vent coordonner leurs plans de navigation pour s'eviter
mutuellement) et la coordination causee par 1'aide (la manutention: dans un environnement
multirobots, les agents doivent synchroniser leurs actions pour pouvoir agir efficacement et
transporter un objet [39]).
2.6.2 Negociation
Les activites des agents dans un systeme distribue sont souvent interdependantes et en-
trainent des conflits. Pour les resoudre, il faut considerer les points de vue des agents, les
negocier et utiliser des mecanismes de decision concernant les buts sur lesquels Ie systeme
doit se focaliser [12]. La negociation est caracterisee par:
- un nombre faible d'agents impliques dans Ie processus;
- un protocole minimal d'actions : proposer, evaluer, modifier et accepter ou refuser une
solution.
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Le processus de negociation ne consiste pas forcement a trouver un compromis, mais il
peut s'etendre a la modification des croyances d'autres agents pour faire prevaloir un point
de vue. Pour mener a bien Ie processus de negociation [14] [13], il est necessaire de suivre
un protocole qui facilite la convergence vers une solution. Voici un exemple de structure de
negociation entre deux agents A et B:
- A fait une proposition ;
- B evalue cette proposition et determine la satisfaction qui en resulte;
- Si B est satisfait, alors arret, sinon B elabore une contre-proposition et donne des
arguments;
- Si A considere les arguments de B, alors reprendre ce schema en interchangeant A et
B, sinon faire inter venir un troisieme agent suivant Ie principe de la dynamique des
echanges propose dans [12].
La dynamique des echanges effectuee par un agent consiste a ordonner les agents interve-
nants et a tenir compte des difFerents points de vue, de maniere a ce que Ie groupe aboutisse
a une decision.
2.7 Interaction entre agents
L 'interaction est une mise en relation dynamique de deux ou plusieurs agents par Ie biais
d'un ensemble d'actions reciproques. Les interactions s'expriment ainsi a partir d'une serie
d'actions dont les consequences exercent en retour une influence sur Ie comportement futur
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des agents. Les agents interagissent Ie long d'une suite d'evenements pendant lesquels ils sont
d'une certaine maniere en contact les uns avec les autres, que ce contact soit direct ou qu'il
s'efFectue par Pintermediaire d'un autre agent ou de Penvironnement.
Les interactions sont non seulement la consequence d'actions effectuees par plusieurs
agents en meme temps, mais aussi Pelement necessaire a la constitution d'organisations so-
ciales. C'est par les echanges qu'ils entretiennent, par les engagements qui les lient, par
1'influence qu'ils exercent les uns sur les autres que les agents sont des entites sociales. Les
groupes sont done a la fois les resultats d'interactions et les lieux privilegies dans lesquels
s'accomplissent les interactions. C'est pourquoi il est generalement impossible d'analyser des
organisations sociales sans tenir compte des interactions entre leurs membres. L'etude des
methodes d'interaction entre agents consiste a enrichir Ie comportement de ces derniers et en
integration, de maniere simple, de nouveaux agents.
2.8 Outils de developpement de SMA
2.8.1 Introduction
Nous remarquons ces dernieres annees 1'evolution constante des applications dans tous
les domaines (multimedia, base de donnees, communication, simulation, controle, etc.). Ce-
pendant, la complexite de ces applications n'a pas cesse d'augmenter. Et si les versions des
logiciels d'aujourd'hui changent plus frequemment qu'avant, c'est grace a 1'evolution des ou-
tils de programmation de haut niveau qui tendent de plus en plus a simplifier les taches de
programmation, de test et de maintenance. Ceci reduit enormement les delais de mise en
marche des applications en entrainant ainsi une baisse des prix de celles-ci. Le domaine des
CHAPITRE2. L'ETAT DE U ART DES SMA 33
SMA n'a pas encore eu sa part complete en ce qui concerne les outils de developpement. En
effet, les outils multiagents existants ne repondent pas a tous les besoins des programmeurs.
Ces outils presentent en general des avantages et des inconvenients. Ceci implique Pabsence
sur Ie marche d'un outil complet pour Ie developpement de SMA. Nous presenterons dans ce
qui suit quelques outils multiagents suivis par une evaluation comparative.
2.8.2 Langage Agent Logiciel Objet (LALO)
Le centre de recherche en informatique a Montreal (GRIM) a developpe au cours des
trois dernieres annees 1'outil LALO (Langage Agent Logiciel Objet) permettant la creation
de SMA [24]. LALO est un langage permettant de definir Ie comportement d'un agent en
utilisant les concepts de croyances, de capacites, de decisions et d'engagements. Les elements
de base du langage sont les croyances et les taches qui representent deux concepts intimement
lies au temps. Un temps est associe a chaque croyance et a chaque tache:
<tache>::= DO <action> I AT <expression temporelle> DO <action>
<croyance> ::= <fait> I NOT <fait> I AT <expression temporelle> <fait>
I AT <expression temporelle> NOT <fait>
Trois actions de communication sont predefinies dans LALO. La premiere action, INFORM,
permet aux agents d'echanger de 1'information. Sa forme est:
<informer> ::= INFORM{wich: <agent> ; of: <croyance>}
Dans cette forme, <agent> est Ie nom de Pagent auquel est destine Ie message et <croyance>
Ie fait que Pexpediteur croit vrai. La deuxiemme action, REQUEST, permet a un agent de
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requerir les services d'un autre agent en lui demandant d'efFectuer une tache. Sa forme est :
<requerir> ::= REQUEST{to: <agent> ; task: <tSche>}
La derniere action de communication permet a un agent d'annuler une requete formulee
precedemment. Sa forme est:
<annuler> ::= UNREQUEST{to: <agent> ; task: <tache>}
Le protocole de communication utilise est KQML [21] permettant ainsi aux agents LALO de
communiquer avec des agents developpes avec d'autres outils. En plus de KQML, les agents
LALO peuvent egalement trailer des messages HTTP a titre de serveur ou de client.
Les deux elements essentiels de 1'environnement LALO sont: une librairie C++, libAgent
et un compilateur. La librairie libAgent contient les classes d'agents predefinies dans Ie sys-
teme. Cette librairie contient, entre autres, la classe BasicAgent qui implante les mecanismes
de communication de base et la boucle de base de fonctionnement de 1'agent. L'utilisateur
peut augmenter Ie nombre de classes d'agents disponibles en creant sa propre librairie. Ce-
pendant, toute classe d'agents creee par 1'utilisateur doit heriter de 1'une des classes de la
librairie libAgent.
Contrairement a la plupart des environnements de developpement multiagents actuelle-
ment disponibles, les agents LALO sont compiles plutot qu'interpretes. En effet, un compi-
lateur traduit 1'agent decrit en LALO en code source C++ qui peut par la suite etre compile
avec un compilateur C++ compatible.
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2.8.3 Java Agent Template (JAT)
Le JAT [22] fournit un descripteur entierement fonctionnel, ecrit entierement en langage
Java, pour construire des agents communiquant avec d'autres agents distants. Bien que les
parties du code qui definissent chaque agent soient portables, les agents de JAT ne sont pas
migrateurs, mais ils out plutot une existence statique sur un simple serveur. Ce comportement
est contraire a beaucoup d'autres nouvelles technologies d'agent. Cependant, en utilisant Ie
Java RMI (Remote Method Invocation) [45], des agents de JAT pourraient dynamiquement
passer a un autre serveur par 1'intermediaire d'un d'agent residant sur ce serveur. Actuelle-
ment, tous les messages d'agent utilisent Ie KQML comme protocole de messagerie. Le JAT
inclut la fonctionnalite pour echanger dynamiquement des ressources qui peuvent inclure des
classes de Java, des fichiers de donnees et Pinformation relative aux messages du KQML.
On peut executer des agents de JAT en tant qu'applications autonomes ou en tant qu'ap-
plets en utilisant 1'Applet viewer. L'architecture du JAT a ete particulierement congue pour
tenir compte de la specialisation des principaux composants fonctionnels comprenant la trans-
mission de messages a un bas niveau, Pinterpretation de messages et la manipulation de res-
sources. En consequence, Ie JAT devrait etre utilise comme une plate-forme pour etablir un
event ail d'agents pour differents domaines d'applications.
2.8.4 Actalk
Actalk est une plate-forme qui implante differents types de modeles d'objets actifs (appeles
aussi acteurs) [49]. II est fonde sur Fexistence d'un noyau qui modelise des objets actifs
communiquants par envoi de messages asynchrones. La communication asynchrone, principe
de base des langages d'objets actifs; est implantee par une communication synchrone puis
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par depot du message dans un tampon (boite aux lettres) ; il y a ainsi dissociation entre envoi
et interpretation du message [28]. Les principales classes qui decrivent les trois composantes
de base d'un objet actif sont les suivantes:
- La classe Adresse: represente 1'adresse d'un objet actif. Elle definit la politique de
reception de toutes les requetes faites a Pobjet actif. Elle decrit done les differents
types de communication.
- La classe Activity: represente 1'activite interne d'un objet actif. Elle decrit la maniere
dont les messages sont selectionnes, sequences et actives en controlant les messages
places dans la boite aux lettres. Elle utilise un processus pour retirer continuellement
les messages presents dans la boite aux lettres et lancer leur interpretation specifiee par
Ie comportement de Pobjet actif.
- La classe ActiveObjet: decrit Ie comportement de 1'objet actif et la reponse aux re-
quetes qui lui sont transmises par 1'objet activite.
Ces trois classes de base sont ensuite progressivement specialisees (sous-classees) pour
definir difFerents modeles. Actalk fournit a Smaltalk quelques caracteristiques des systemes
ouverts [1] telles que les multiples activites et les communications simultanees. Une des
originalites de la derniere version d'Actalk est la reification de 1'activite d'un objet actif.
Cette nouveaute, quoique puissante, ne peut toutefois rendre reellement autonome un ob jet
actif. L'activite de ce dernier depend des autres objets actifs, il reste inactif s'il ne regoit pas
de message. Pour ameliorer son autonomie, differentes plates-formes proposent d'enrichir cet
objet actif d'une fonction lui permettant de controler Ie traitement des messages re§us en
considerant son etat interne [9] 36].
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2.8.5 Voyager
Voyager a ete congu par ObjectSpace [38] pour aider les developpeurs a produire ra-
pidement des systemes distribues. Voyager est entierement developpe en Java, utilisant Ie
model d'objet du langage Java. II permet d'utiliser des syntaxes de messages simples et re-
gulieres pour construire des ob jets distants, leurs envoyer des messages, les faire migrer d'un
programme a un autre. II combine la puissance des agents mobiles et de Pinvocation des
methodes a distance.
Beaucoup d'applications reparties ou multiagents peuvent tirer benefice des objets actifs
et mobiles. Voyager permet a des agents, objets autonomes, de se deplacer et de continuer
d'executer pendant qu'ils se deplacent. De cette fa^on, les agents peuvent agir independam-
ment au nom d'un client, meme si Ie client est debranche ou indisponible.
2.8.6 Analyse
Apres avoir survole quelques outils de developpement de SMA, nous pouvons dresser une
liste regroupant les principaux mecanismes integres dans ces outils. Ces mecanismes peuvent
etre scindes en deux groupes :
- L'ensemble des mecanismes d'aide a la creation des agents intelligents regroupant:
- les formalismes pour representer les croyances d'agent;
- formalismes pour representer les differents comportements d'agent.




































TABLEAU 2.1 - Tableau comparatif des quatre outils multiagents
- L'ensemble des mecanismes d'aide a la creation des agents communicants regroupant:
- les fonctions de base pour permettre a un agent de communiquer et d'interagir
avec son monde externe;
- les protocoles de communication pour structurer les echanges de donnees entre
agents;
- la mobilite d'agent lui permettant de migrer d'un systeme a un autre sans causer
des perturbations sur Ie comportement des autres agents.
Aucun, parmi les outils que nous avons presentes, n'inclut tous ces mecanismes. Chacun
de ces outils presente des avantages et des inconvenients par rapport aux autres. Le tableau
2.1 presente une etude comparative non exhaustive entre ces differents outils. Les criteres de
comparaison sont bases sur les principaux concepts evoques par les outils de developpement
multiagents existants.
En efFet, Ie nombre de fonctions de communication ofFert par 1'outil LALO pour un agent
se trouve insuffisant en comparaison avec 1'outil Voyager. Par contre, il offre des methodes
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interessantes pour la representation des connaissances et des comportements d'agent. A 1'op-
pose de LALO et Actalk, Poutil JAT ainsi que Voyager sont riches en mecanismes de com-
munication entre agents. Ces deux outils sont conseilles pour Ie developpement d'agents com-
municants. Malheureusement, 1'absence de formalismes de representation de connaissances
et du comportement d'agent represente Ie point faible de ces derniers.
Le projet de recherche EGSMA dont les travaux se deroulent au Departement de genie
electrique et de genie informatique de 1'Universite de Sherbrooke vise a remedier aux incon-
venients des outils existants. Les objectifs de ce projet consistent a la conception et a la
realisation d'un outil complet et general pour Ie developpement de SMA. La completude et
la generalite de 1'outil signifient que celui-ci offre aux programmeurs multiagents une librairie
de fonctions riche en mecanismes de representation de:
- agents intelligents (les connaissances, Ie comportement, les taches, Ie controle, etc.);
- agents communicants (echange de messages, protocole de communication, interaction,
diffusion de message, synchronisation, migration, etc.).
L'ensemble des fonctionnalites ofFertes par 1'outil EGSMA doit etre complet et simple a
utiliser pour simplifier et accelerer Ie developpement des SMA. Nous presenterons dans Ie
chapitre suivant notre participation pour la mise en oeuvre de cet outil.
Chapitre 3
Un outil de communication pour les
SMA
3.1 Introduction
Nous proposons dans ce chapitre un outil de communication entre agents pour les SMA.
Le developpement de cet outil est une contribution a la realisation du projet EGSMA. Les
recherches bibliographiques effectuees sur les SMA dans Ie chapitre 2 nous ont guides pour
definir les specifications de 1'outil OCA.
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3.2 Interface de communication pour un agent
Nous avons presente dans la figure 2.1 une structure generate d'un agent qui represente
une synthese des difFerentes structures presentees dans la litterature. Nous rappelons les






Le savoir-faire, les croyances, Ie controle et 1'expertise representent 1'intelligence d'un
agent. La communication represente une interface d'interaction a travers laquelle 1'agent
peut echanger des informations avec son monde externe au sein d'un SMA.
L'objectif de 1'outil EGSMA est de faciliter la tache des programmeurs d'applications
multiagents pour Ie developpement d'agents intelligents et communicants en lui ofFrant un
modele d'agent base sur la structure d'agent proposee dans la figure 2.1.
Notre contribution dans ce projet consiste a la conception et a la realisation de la par-
tie interface de communication. Cette interface offrira a un agent les fonctions de base de
communication pour toute interaction, sans difficulte, avec son monde externe.
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3.3 Besoins de communication pour un agent
Pour determiner 1'ensemble des fonctionnalites de 1'interface de communication d'un
agent, nous allons survoler brievement les differents concepts de communication evoques
dans Ie chapitre 2. Ces difFerents concepts nous guideront a determiner les differents besoins
de communication pour un agent dans un SMA.
3.3.1 Architecture de communication
Les trois principales architectures de communication qu'on trouve dans la litterature sont
les suivantes:
- Communication en anneaux: Dans cette architecture, les agents sont organises sous
forme d'anneau. Chaque agent ne communique qu'avec les deux agents adjacents. Du-
rant une communication entre deux agents, 1'information circule dans un seul sens. Un
message emis par un agent vers une destination transitera d'un agent a un autre jusqu'a
ce qu'il se rende a sa destination. Un agent peut recevoir alors un message qui ne lui
est pas destine. Dans ce cas, ce dernier renvoie Ie message a 1'agent suivant. Le meme
processus se reproduira pour les agents suivants jusqu'a ce que Ie message parvienne a
sa destination.
- Communication en bus: dans cet architecture, les agents sont organises en ligne. A
la difference d'une architecture en anneau, les messages circulent entres deux agents
dans les deux sens. Les messages parviennent a leurs destinations en transitant par des
agents intermediaires.
- Communication hy bride: cette architecture reunit les deux premieres architectures.
CHAPITRE 3. UN OUTIL DE COMMUNICATION POUR LES SMA 43
^agent-2 ) (agent-3 ) (agent-4
Figure 3.1 - La diffusion d'un message
- communication en etoile: Dans ce genre de communication, les agents communiquent
entre eux indirectement via un agent intermediaire. Ce dernier est en communication
directe avec tous les agents. L'agent intermediaire ou 1'agent superviseur reQoit alors
des messages qui ne lui sont pas destines et les achemine a leurs destinations.
Ce que nous pouvons retenir de ces quatre types de communication pour les specifications de
1'interface de communication est que : deux agents peuvent avoir une communication directe
ou une communication indirecte via un agent intermediaire.
3.3.2 Type de communication
Les principaux types de communication qu'un agent peut effectuer sont :
Communication difFusee: Un agent peut difFuser un message a tous les agents en com-
munication avec lui [figure 3.1].
Communication selective: Pour envoyer un message, un agent doit selectionner une ou
plusieurs destinations.
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envoi d'un message
renvoi d'un accuse de reception du message envoye
Figure 3.2 - Communication avec accuse de reception
- Communication avec un accuse de reception: Pour s'assurer de la bonne reception d'un
message, un agent peut exiger un accuse de reception de Pagent destinataire. Ce dernier
doit alors renvoyer un message a 1'expediteur pour confirmer la reception d'un message
[figure 3.2].
- Communication sollicitee: Un agent demande une autorisation de dialogue a son homo-
logue avant de lui emettre des messages. Ce dernier, suivant son etat (libre ou occupe),
peut accepter (avec ou sans restriction) cette demande ou la refuser completement
[figure 3.3].
- Communication non sollicitee: Les agents communiquent entre eux directement sans
passer par un preavis.
Tous les types de communication cites ci-dessus correspondent a des fonctions a inclure
dans Pinterface de communication d'un agent.
3.3.3 ]V[ode de communication
Dans la litterature, on distingue deux modes de communication. Le premier est base sur Ie
partage d'information et Ie deuxieme sur 1'envoi et la reception de messages. Le premier mode







Figure 3.3 - Differents cas de sollicitation de dialogue entre deux agents
exige une memoire partageable par 1'ensemble des agents formant Ie SMA. Nous pensons que
ce mode de communication peut etre implante meme si cette contrainte n'est pas verifiee.
En effet, Pinformation a partager peut etre declaree sur un agent dedie. Ce dernier re^oit des
requetes des autres agents (par envoi et reception de messages) pour consulter ou mettre a
jour 1'information partagee. C'est pourquoi alors nous traitons seulement la communication
par envoi de message dans ce travail.
3.3.4 Protocole de communication
Les protocoles de communication dans les SMA representent des protocoles de haut niveau
qui consistent a structurer et a reduire les echanges de messages entres agents. Plusieurs
protocoles ont ete elabores dans la litterature. Aucune normalisation pour ces protocoles
n'est disponible. Les protocoles de communication ne seront pas traites dans ce pro jet pour
la simple raison que ces derniers dependent du comportement et de 1'organisation des agents
au sein d'un SMA. Nous avons juge qu'il sera plus interessant d'inclure les protocoles de
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communication dans 1'outil OCA apres avoir defini les formalismes de representation de
croyance et de comportement d'agent dans 1'outil EGSMA.
3.3.5 Autres concepts a tenir en compte
Traitement et gestion des messages regus par un agent: Un agent doit trailer tous
les messages qu'il revolt de son monde externe. Le traitement de ces messages peut se faire
des leur reception ou a un temps ulterieur. Dans Ie cas d'un traitement ulterieur, les messages
re^us par un agent seront temporises dans une boite qui contiendra les messages en attente
\
de traitement. A tout instant, 1'agent peut recuperer de cette boite les nouveaux messages
un apres 1'autre pour leurs interpretations ou leurs traitements. Ainsi, 1 agent peut se servir
de cette boite pour garder une copie des messages re^us.
Synchronisation: La poursuite d'un traitement propre a un agent necessite parfois une
information ou la collaboration d'un autre agent. L'agent emet alors un message sous forme
de requete a son homologue puis attendra la reponse de ce dernier. L'attente d'un message
par un agent signifie la suspension temporaire de ces traitements jusqu'a la reception du
message attendu.
Rupture et suspention de dialogue [figure 3.4]: A tout moment et pour des raisons
quelconques, un agent peut rompre ou suspendre un dialogue avec un autre agent. Pour la
rupture d5un dialogue, il y a plusieurs manieres de Ie faire. Avant de rompre un dialogue, un
agent «poli» demande 1'avis de son homologue. Ce dernier, suivant ses besoins, peut accepter
la demande comme il peut la rejeter. Par centre, un agent «impoli» rompt un dialogue sans
demander Favis de son homologue. Au cours d'un dialogue, 1'etat d'un agent peut changer.
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demande de rupture de dialogue
^agent-5
rompore un dialogue
suspendre un dialogue ^\ agent
demande de rupture acceptee
jemande de rupture de dialogue
signaler la reprise d'un dialogue suspendu
demande de rupture refugee
Figure 3.4 - La rupture et la suspension de dialogue entre deux agents
la suite d'un changement d'etat (par exemple de libre a la saturation), un agent peut rompre
Ie dialogue avec son homologue ou Ie suspendre temporairement et Ie reprendre des qu'il se
libere.
Localite d'un agent: Chaque agent est localise par une adresse qui correspond a Padresse
IP de la machine dans laquelle il loge. Un agent mobile peut changer de localite durant son
traitement. En cas de changement d'adresse, un agent peut informer ses homologues de sa
nouvelle adresse. Ces derniers confirment a leur tour la reception de cet avis. Avant de changer
physiquement son adresse, un agent doit s'assurer alors que son avis a ete bien re^u par
tous ses homologues. Le changement d'adresse se fait alors apres la reception de la derniere
confirmation. Un autre cas peut se presenter: 1'agent en question peut changer son adresse
physiquement en ignorant quelques-unes ou toutes les confirmations, suivant 1'importance
des dialogues qu'il entretient.
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Agent client-serveur: On peut distinguer deux types d'agents:
- Agent serveur: Un agent serveur peut etre sollicite par d'autres agents pour demander
un service. Pour ce faire, ce dernier doit reserver un port de communication sur la
machine sur laquelle il s'execute pour repondre aux demandes de dialogue des agents
clients.
- Agent client: A 1'oppose d'un agent serveur, un agent client ne peut etre sollicite pour
un dialogue. Par centre, ce dernier peut solliciter un agent serveur pour un dialogue.
Tous les agents sont des agents clients par defaut.
Traitement multitache: En plus des actes de communication, un agent s'occupe de ses
propres taches relatives a 1'application multiagents. Ces taches ne doivent pas etre bloquees
par les taches de communication. Un agent peut gerer plusieurs dialogues simultanement.
Done, il peut recevoir plusieurs messages de difFerentes provenances et, en meme temps,
emettre des messages a des differentes destinations.
Structure des messages : En plus de Pinformation utile a emettre, nous jugeons utile
d'associer une priorite et un type a chaque message emis. Les messages re^us par un agent
seront traites suivant leur ordre de priorite. Le type de message permet a un agent de classer
les messages regus en categories.
Environnement heterogene: Nous supposons qu'un SMA peut etre implemente sur un
environnement heterogene. Get environnement peut etre forme par un ensemble de machines
distinctes, distantes et liees par un reseau de communication. Le systeme d'exploitation d'une
machine peut differer d'une machine a une autre.
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3.4 Conclusion
Les differents concepts de communication dans une societe d'agents evoques dans ce
chapitre correspondront aux principales fonctionnalites de 1'interface de communication d'un
agent dans 1'outil OCA. Ces differentes fonctions peuvent etre classees en quatre categories:
- Les fonctions de gestion de dialogues: la sollicitation, la rupture et la suspension de
dialogue. Aussi, nous pourrons inclure la fonction de changement d'adresse dans cette
categorie.
- Les fonctions d'echange de messages: 1'envoi, la diflFusion et la reception de messages,
etc.
- Les fonctions de gestion de messages: la temporisation des messages re^us, la classifi-
cation de ces messages suivant un ordre de priorite, la signalisation de reception d'un
message attendu.
- Les fonction de traitement de message: la recuperation et la manipulation des messages
temporises et Ie traitement des messages des leur reception.
Nous proposerons dans Ie chapitre suivant la conception generale de Poutil OCA basee
sur la classification presentee ci-dessus et la mise en oeuvre de celle-ci.
Chapitre 4
Conception et mise en ceuvre
4.1 Introduction
L'outil EGSMA est con^u pour ofFrir aux utilisateurs un modele d'agent intelligent et
communicant. Ce modele inclut les formalismes de representation de croyances, les forma-
lismes d'expression de comportements et une interface de communication pour toute inter-
action avec Ie monde externe d'un agent. Nous considerons ce modele d'agent dans ce cha-
pitre comme etant un modele de classe nomme agent Communi cant. Pour la mise en oeuvre
d'un agent intelligent et communicant, 1'utilisateur doit creer une classe derivee de la classe
agentCommunicant en lui rajoutant d'autres fonctions specifiques aux besoins de 1'applica-
tion multiagents. L'outil OCA ofFre a 1'utilisateur une premiere esquice du modele d'agent
communicant integrant seulement les fonctions relatives aux taches de communication. Nous
proposons dans ce qui suit la structure generale de Poutil OCA.
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4.2 Structure generale de OCA
En se basant sur la classification des fonctions de communication presentee dans Ie cha-
pitre precedent, nous avons structure 1'outil OCA de la maniere suivante [figure 4.1]:
- un controleur pour Ie traitement des demandes de dialogue (TDD);
- un controleur pour Ie controle d'emission et de reception de messages (CERM);
- une boite de messages (BM);
- un controleur de traitement des evenements externes (CTE);
- un controleur pour la communication avec les processus TDD, GERM et BM (CCP);
- et une zone pour la representation des croyances et du comportement d'agent (ZRCC).
Les controleurs presentes ci-dessus sont consideres comme etant des processus independants
les uns des autres. Chacun est dedie pour efFectuer une tache specifique. Ces derniers s'exe-
cutent en concurrence et communiquent entre eux par envoi de messages via 1'invocation de
methodes. Nous avons opte pour une structure multi-processus pour permettre Ie traitement
multi-taches. Ceci nous permet d'eviter 1'interblocage des difFerentes taches de communica-
tion au sein d'un agent communicant.
Pour un utilisateur, la classe agentCommunicant est constituee essentiellement par Ie
controleur de communication CCP, Ie controleur de traitement des evenements CTE et la
zone de representation ZRCC.
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Figure 4.1 - Structure generate de OCA
4.2.1 Le controleur TDD
Ce processus n'est active que par un agent serveur. Pour qu'un agent client puisse de-
mander Ie dialogue a un agent serveur, il doit connaitre 1'adresse electronique et Ie port de
ce dernier. Pour cela, tout agent serveur doit avoir un port de communication fixe sur la
machine sur laquelle il s'execute. Cette machine est identifiee par une adresse IP unique (par
exemple: Ie port 25 sur la machine d'adresse IP pollux.gel.usherb.ca). Le role principal du
controleur TDD est de:
- Reserver un port de communication: Sur une machine, il peut y avoir plusieurs ports
de communication relatifs a des differentes applications. Comme, par exemple, Ie port
de communication du ftp (protocole de transfer! de fichiers) est Ie port fixe numero 21.
Done, pour reserver un port de communication, il faut choisir un numero de port non
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utilise par d autres applications.
- Detecter toutes les connexions externes sur Ie port de communication. Une connexion
externe correspond au fait a une demande de dialogue par un agent client. Un canal
de communication sera etabli entre 1'agent serveur et 1'agent client a la suite de toute
connexion externe. Une copie du descripteur du canal etabli sera passee au controleur
GERM pour surveiller continuellement 1'arrivee des messages envoyes sur celui-ci. Dans
Ie cas d'une communication non sollicitee, la connexion externe sera acceptee automa-
tiquement. Dans Ie cas contraire (une communication sollicitee), plusieurs cas peuvent
se presenter:
- L'agent serveur accepte Ie dialogue. Ce dernier doit alors emettre un message
d'acceptation de dialogue a 1'agent client.
- L5 agent serveur accepte de servir 1'agent client avec des restrictions. Ces restric-
tions sont de type temporelle. L'agent client regoit la restriction temporelle du
serveur qui n'est qu'une date a partir de laquelle 1'echange de messages pourrait
debuter. Si cette condition est acceptee, un message d'acceptation de condition
sera envoye au serveur et Ie canal etabli entre les deux agents restera ouvert. Dans
Ie cas contraire, un message de refus sera renvoye a 1'agent serveur et Ie canal sera
ferme.
- L agent serveur rejette la demande de service de 1'agent client. Un message de
refus sera alors renvoye a 1'agent client et Ie canal etabli sera ferme.
Le controleur TDD est caracterise par des parametres qui definissent les intentions d'un
agent vis-a-vis Pacceptation ou Ie refus des demandes de dialogue. Suivant les valeurs de ces
parametres, les demandes de dialogue seront acceptees ou rejetees. Ces parametres peuvent
































Figure 4.2 - Controle d'emission et de reception de messages
etre mis a jour par Ie controleur CCP.
4.2.2 Le controleur GERM
La liste des taches effectuees par Ie controleur GERM figure 4.2 se resume en
- L'etablissement d'un dialogue (canal de communication) avec un agent serveur.
- L'ecoute continue de tous les canaux de communication deja etablis entre un agent
et ses homologues. Pour chaque canal, deux processus independants et concurrents lui
sont affectes. L'un pour 1'ecoute, done pour la lecture des messages parvenus sur Ie
canal et 1'autre, pour 1'emission des messages sur celui-ci.
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- La signalisation au controleur CTE de la reception d'un evenement externe. Une liste
des evenements sera presentee dans Ie paragraphe reserve pour Ie controleur CTE.
La signalisation de reception de nouveaux messages peut se faire de deux manieres
difFerentes suivant les parametres du controleur GERM:
1. Les nouveaux messages re^us seront traites des leur reception 1'un apres 1'autre
suivant la loi du premier arrive premier servi.
2. Les nouveaux messages re^us seront stockes des leur reception dans la boite des
messages.
- La signalisation a la boite BM de la reception d'un nouveau messages. Dans Ie cas ou
1'option de traitement de messages des leur reception n'est pas choisie, les messages
regus par Ie controleur GERM seront stockes dans la boite BM.
- L'emission ou la diffusion de messages a une ou plusieurs destinations.
- La rupture d'un dialogue qui consiste a arreter Pexecution des processus emetteur et
recepteur du canal de communication relatifs au dialogue. Ces derniers ferment Ie canal
de communication avant 1'arret de leur traitement. Pour la rupture d'un dialogue, il y
a deux manieres de Ie faire:
1. Rompre Ie dialogue sans attendre la confirmation de 1'agent homologue. Dans ce
cas, Ie canal de communication relatif au dialogue sera ferme.
2. Envoyer un message a Fagent homologue pour demander la rupture du dialogue. Le
canal de communication sera ferme dans Ie cas d'une reponse positive. Dans Ie cas
contraire, Ie canal persistera ouvert. En cas d'absence de reponse a la demande de
rupture de dialogue, Ie canal sera automatiquement ferme apres un certain temps
d'attente.
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- La confirmation de 1'acceptation ou du refus de la demande de rupture de dialogue avec
P agent homologue.
- La suspension temporaire d'un dialogue. Pour cela, un message sera envoye a 1'inter-
locuteur pour signaler la suspension temporaire du dialogue. Apres la suspension d'un
dialogue, tous les messages regus par 1'agent seront ignores.
- La reprise d'un dialogue suspendu par 1'envoi d'un message a 1'interlocuteur pour si-
gnaler la reprise du dialogue suspendu.
- Confirmer la reception d'un message par Ie renvoi d'un accuse de reception a Pagent
homologue.
- Aviser un agent distant d'un changement d'adresse.
Comme nous pouvons remarquer, Ie controleur GERM est suppose etre capable d'executer
plusieurs taches simultanement. En effet, la lecture d?un message sur un canal de commu-
nication ne doit pas bloquer 1'emission de messages ou 1'ecoute des autres canaux. D'ou
Parchitecture qu'on propose de ce processus dans la figure 4.2. Dans Ie cas ou un agent com-
munique avec plusieurs autres agents simultanement, Ie processus GERM sera compose de
plusieurs paires de processus (emetteur et recepteur) independants et concurrents affectes a
chaque canal de communication.
Processus recepteur d'un canal PR
Le role de ce processus est de se mettre continuellement a Pecoute d'un canal de com-
munication. Les messages lus sur ce canal seront signales au controleur GERM. En cas de
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probleme de lecture sur Ie canal, un evenement de rupture de canal sera signale au controleur
GERM qui a son tour signale Ie meme evenement au controleur CTE.
Processus emetteur sur un canal PE
Le role de ce processus est d'emettre des messages sur un canal de communication. Ce
processus s'execute en concurrence avec Ie processus recepteur du meme canal.
4.2.3 La boite de messages BM
Le role principal de la boite des messages est de:
- Temporiser les messages recuperes par Ie controleur GERM. Les nouveaux messages sont
inseres dans une file d'attente avec priorite. Par la suite, a la demande de Putilisateur,
ces messages seront recuperes de la file pour leurs traitements. Apres avoir recupere un
nouveau message de la file, ce dernier sera supprime de celle-ci. Suivant les parametres
de la boite de messages, une copie des messages supprimes de la file sera sauvegardee
dans des listes. Chaque Uste correspond aux messages re^us sur un meme canal. Nous
presentons dans la figure 4.3 la structure generate de BM.
- Attendre la provenance d5 un message sur un canal.
- Signaler la reception d'un message attendu au controleur CCP.
- Fournir la liste des messages re^us sur un canal.
- Determiner Ie canal sur lequel un message est regu.
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sauvegarder une copie

























listes des messages consultes relatives ^ chaque canal
file d'attente avec priorite
Figure 4.3 - Bozte de messages
- Consulter ou supprimer un message de la boite de message.
4.2.4 Le controleur CTE
Cette entite consiste a traiter tous les evenements externes signales par Ie controleur
GERM. La liste de ces evenements est la suivante:
- La reception d'un nouveau message
- La reception d'un accuse de reception relatif a un message envoye
La reception d'une demande de rupture de dialogue
- La detection de rupture de dialogue
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fonction relative a
un evenement
file NFO des evenements
en attentes d'etre traites
au niveau du controleur CTE
Figure 4.4 - Traitement des evenements externes
- La reception d'un avis de suspension de dialogue
- La reception d'un avis de reprise d'un dialogue suspendu
- La reception d'un avis de changement d'adresse
Une fonction est associee a chaque evenement. A chaque fois qu'un evenement se produit,
la fonction correspondante sera executee avec 1'evenement en question en parametre. L'utili-
sateur doit alors redefinir ces fonctions pour exprimer la maniere dont ces evenements doivent
etre traites. L'execution de ces fonctions sera synchronisee pour eviter des confusions dans
Ie cas ou plusieurs evenements de meme type se produisent simultanement. Les evenements
seront traites alors Fun apres 1'autre suivant leurs ordres d'arrivee [figure 4.4].
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4.2.5 Le controleur CCP
Le controleur CCP est COUQU comme une interface entre la classe agentCommunicant et les
autres entites presentees ci-dessus. Ainsi, cette interface permet a la classe agent Coimnuni cant
d'acceder aux difFerentes fonctionnalites de ces entites. Le controleur CCP regroupe toutes
les fonctions de communication effectuees par un agent. La liste des fonctions definies dans
cette entite est la suivante :
Reserver un port de communication
- Liberer un port de communication
- Demander Petablissement d'un dialogue avec un agent serveur.
- Rompre un dialogue
- Repondre a la demande d'une rupture de dialogue
- Envoyer un message avec ou sans accuse de reception vers une ou plusieurs destinations.
- Confirmer la reception d'un message
- Attendre la reception d'un ou de plusieurs messages
- Recuperer les nouveaux messages sauvegardes dans la boite BM
- Consulter ou supprimer un message de la boite BM
- Determine! Ie canal relatif a un message regu
- Suspendre un dialogue
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- Reprendre un dialogue suspendu
- Signaler un changement d'adresse
- Changer les parametres de la boite BM
- Changer les parametres du controleur GERM
- Changer les parametres du controleur TDD
4.2.6 La zone de representation ZRCC
Cette partie est reservee a 1 utilisateur pour inclure des nouvelles fonctions pour represeh-
ter les croyances de 1 agent et son comportement. Cette partie de la classe agent Communi cant
a un acces direct sur les fonctions des controleurs CCP et CTE. En efFet, la deuxieme partie
du projet de developpement d'outil generique pour les SMA consiste a enrichir cette partie
par des mecanismes de representation de connaissance et de comportement.
4.3 Structure cPun message
Dans une communication entre agents, il est important de structure! les messages echanges
entre ces derniers. En efFet, en recevant un message, un agent doit etre capable de detecter
Padresse de provenance du message et 1'identite de Pagent expediteur. De plus, 1'agent doit
etre capable de localiser et dechiffrer 1'information utile dans Ie message emis par son agent
homologue. D'autres informations peuvent etre incluses dans un message tel que la priorite
d'un message qui indique Ie niveau d'importance de celui-ci, Ie type de message qui sert a
classer les messages en categories et Ie type d'emission (avec ou sans accuse de reception).
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Cependant, Ie probleme qui se pose est au niveau de la representation de Pinformation utile
dans un message.
Actuellement, dans la plupart des outils de communication, Ie type de donnee reserve a
Pinformation utile est predefini. Generalement ce type de donnee est un tableau d'octets ou
une chaine de caracteres. Avec ces types de representation, Pinformation utile doit subir une
transformation avant de la copier dans Ie message a emettre (codage) ou avant de trailer Ie
message re^u (decodage). Dans la figure 4.5 nous presentons un exemple de transformation
de 1'information avant son emission et apres sa reception. Pour rendre 1'outil OCA plus
flexible et plus simple, nous offrons a Putilisateur la possibilite d'emettre des informations
de type quelconques. Cependant, ce choix a ete pris apres avoir fixe Java comme langage de
programmation pour la mise en oeuvre de 1'outil OCA. Java ofFre des moyens simples pour
emettre ou recevoir des objets de type quelconque. La structure generale d'un message est
presentee dans la figure 4.6.
4.4 La synchronisation des ressources
Avec une architecture multi-processus telle que nous avons propose pour 1'outil OCA, et
pour assurer Ie bon fonctionnement de celui-ci, une etude s'impose sur la synchronisation
des processus et la gestion de partage de ressources. L'outil comprend sept types de pro-
cessus: Pemetteur de message, Ie recepteur de message, la boite de messages, Ie detecteur
des connexions externes, Ie controleur d'emission et de reception de messages et la classe
agentCommunicant. Nous pouvons distinguer deux types de ressource partageable:
- Une ressource de type donne qui pourrait etre un objet de stockage de donnees.
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' [ objet a transmettre
la valeur du champ codee en bits ~^~
champ 0: entier —^" 111111111111111
(n bits) ,,,,,,,,,,,,,,, \~^ taille fixe1 rr\ i T-m i FTT
111111111111111
champ n: tableau d'entier —»-1111111111111
(n * k bits)
taille variable
entete du champ •^~
(taille du champ)
la valeur du champ codee en bits
1'objet a transmettre transforme en une suite de bits
iiii im 111 in i i i i i 111111 i 111
champ 1 champ2 champ3 champ4
^
reception du message sous forme d'un tableau de bits
v//////////////////////////^^^^
tableau de bits -^- ^
de 1'information utile
a partir du tableau de bits :
lire les bits du champ 0 (taille fixe)
lire la taille du champ n (taille fixe)
lire les bits correspondant au champ n (taille variable)J
1'objet emis reconstitue
Figure 4.5 - Codage et decodage d'un message d remission et d la reception
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exp6diteur || desdnataire 11 type de message 11 priority || avec confmnadon ou pas 11 num6ro | | information utile h transmettre:
Figure 4.6 - Structure d'un message
- Une ressource de type tache qui pourrait etre une fonction ou une partie de fonction
regroupant un ensemble d'instructions.
Les ressources communes de type donnees sont accedees en lecture ou en ecriture. Une
ressource de type tache ne peut etre accedee qu'en mode execution. Cependant, plusieurs
lectures simultanees sur un meme objet ne causent aucun probleme puisque toutes les lec-
tures retourneront une meme valeur et 1'objet restera intact durant ce temps la. Par centre,
plusieurs lectures et ecritures concurrentes sur un meme objet causeront des problemes de
coherence et de conflit de donnees. Par exemple, deux processus emetteurs ne peuvent ecrire
simultanement sur Ie meme canal de communication pour eviter les problemes d'ambigui'te
a 1'autre bout du canal lors de la recuperation des donnees emises.
Ainsi, suivant les cas, plusieurs acces simultanes a un meme bloc de traitement peut causer
des conflits. Par exemple, un conflit de traitement peut se produire si jamais deux processus
d'ecoute signalent simultanement 1'arrivee de deux nouveaux messages en faisant appel a une
meme fonction du controleur CTE. D'oii la necessite de gerer et de synchroniser 1'acces aux
donnees et 1'acces aux fonctions. La discipline d'acces aux ressources de type tache que nous
proposons est celle du premier arrive premier servi. Les ressources a synchroniser sont les
suivants:
- Tous les canaux de communication.
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- La boite de message.
- Toutes les fonctions de traitement des evenements dans Ie controleur CTE
- La fonction d'attente de message.
4.5 Mise en oeuvre
4.5.1 Choix du langage de progr animation
Apres avoir defini 1'outil OCA sur les plans structurels et fonctionnels, nous devons pas-
ser a Petape de developpement. La premiere question que nous nous sommes posee apres
avoir fini Petape de conception etait la suivante: Quel sera Ie meilleur outil ou langage de
programmation pour la mise en oeuvre de cet outil?
L'etude bibliographique sur les outils multiagents presentee dans Ie chapitre 2 nous a
beaucoup aides sur Ie choix du langage de programmation. En effet, les premieres plates-
formes pour les SMA etaient implementees a Paide de langages standard (souvent lisp), mais
les plates-formes recentes utilisent la programmation par objets.
La programmation par objet est Poutil Ie plus naturel pour implementer les agents. L'ob-
jet, element de base de la programmation par objets, peut etre considere utilement comme
une brique de base pour Pimplementation de modeles d'agents. La liste des langages par
objet est longue, parmi celle-ci nous citons les candidats les plus interessants, vis-a-vis nos
besoins, tel que Smalltalk, C++ et Java. Notre choix a ete fixe sur Ie langage Java. Nous
proposons dans ce qui suit une presentation generate du langage choisi en comparaison avec
C++ et Smalltalk
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Smalltalk, C++ et Java
Quelque part entre Smalltalk et C++, Java est Ie dernier-ne des langages de program-
mation par objets. Reprenant Ie principe Smalltalk d'independance par rapport au support
d'execution, Java repose sur un pseudo-code interprete par une machine virtuelle [4]. D'une
certaine fa^on, on pourrait presenter Java comme Ie langage integrant Ie meilleur des deux
mondes C++ et Smalltalk. C'est Ie point de vue des auteurs de ce langage [26] et d'un nombre
important de programmeurs qui ont rapidement adopte ce nouveau langage.
D'un autre cote, on pourrait voir Java comme un compromis entre deux approches dia-
metralement opposees de la programmation par objets. L'une est fortement statique basee
sur un systeme de typage (C++) et 1'autre est fortement dynamique sans controle de type
(Smalltalk). La notion de compromis sous-tend Pidee d'une limitation des capacites vis-a-vis
des approches plus radicales.
Nous presentons dans ce qui suit un tour d'horizon rapide de Java qui peut etre efFectue
par quelques points de comparaison avec Smalltalk et C++. Sur beaucoup d'aspects, il se
situe entre ces deux langages :
La syntaxe: Tres proche de C++ mais plus reduite, elle demeure cependant plus ver-
beuse que la syntaxe minimaliste de Smalltalk. Gosling [26] decrit Java comme: C++
sans les couteaux ni les revolvers. En effet, Java est un derive simplifie de C++. Un
travail d'amaigrissement a ete realise et concerne les elements les plus complexes et
sous utilises de C++;
\
- A base de classes : De meme que Smalltalk, tout est objet et 1'invocation des methodes
est dynamique (fonctions membres virtuelles de C++). La classe constitue 1'unique
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espace de definition. Contrairement a C++, il n'existe pas de variables globales ni de
fonctions definies hors des classes. Les classes Java comme les classes Smalltalk derivent
toutes d'une racine commune, la classe Object;
- Une ramasse-miettes (garbage collector) : De meme que Smalltalk, Java libere Ie pro-
grammeur de la restitution explicite de la memoire occupee par des ob jets qui ne sont
plus references. Notons qu'a la difference de C++, il n'y pas de pointeur et aucune
manipulation explicite d'adresses n'est possible ce qui veut dire pas d'allocation de
memoire ni de liberation de memoire a gerer.
- Une machine virtuelle d'execution: De meme que Smalltalk, Pexecution d'un pro-
gramme Java est basee sur un code genere independamment de toutes architectures.
Le compilateur Java ne genere pas des instructions machines specifiques mais un pro-
gramme en byte-code, qui peut etre decrit comme un langage machine pour un pro-
cesseur virtuel qui n'a pas d'existence physique. Ce code objet compile peut etre alors
execute par un interpreteur Java qui n'est ni plus ni moins qu'un emulateur de proces-
seur virtuel: la Machine Virtuelle Java.
- L'heritage: De meme que Smalltalk, Java impose Pheritage simple pour 1'heritage clas-
sique de structure et de comportement. Cependant, de fa^on similaire au langage IDL
de la specification CORBA [27], Java introduit une notion d'interface, ce qui permet de
distinguer Pheritage de structure de Pheritage d'interface. Pour ce dernier, Java permet
Pheritage multiple qui ne pose aucun probleme de conflit de noms.
- Une bibliotheque de classes significatives: De meme que Smalltalk, Ie developpement
d'applications en Java repose largement sur Pexistence d'une hierarchie de classes de
base. Ainsi, Penvironnement JDK (Java Developers Kit) [44] fournit une base de deve-
loppement en Java.
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- Les paquetages (package): Les paquetages definissent un espace de nommage structure
de fagon arborescente. Cette organisation reprend Porganisation des systemes de fi-
chiers des systemes d'exploitation. C'est un plus par rapport aux versions actuelles de
Smalltalk qui ne permettent pas de definir plusieurs classes de meme nom.
En plus de ces concepts de base, Java offre un certain nombre de mecanismes tels que:
- Les processus legers (threads) qui permettent de gerer plusieurs flots de controle au
sein d'une meme application. Dans les programmes multithreades, plusieurs processus
peuvent s'executer simultanement. Java inclut Ie support des processus legers multiples
allegeant considerablement 1'ecriture de programmes qui utilisent ces fonctionnalites.
Le langage contient un jeu de primitives de synchronisation base sur les travaux de
Hoare [2].
- Synchronisation: Pour assurer Ie comportement correct d'un programme qui s'execute
dans un environnement multi-thread, il est necessaire d'employer les mecanismes qui
imposent un acces "sur" au code du programme. Java gere ceci en deux voles:
1. Tous les acces memoire pour toutes les variables, autre que long et double, sont
atomiques. Ceci signifie que quand il y a plusieurs mises a jour concurrentes sur
une meme variable, une lecture concurrente sur cette variable retournera une des
valeurs ecrites, ou une ancienne valeur, mais jamais une valeur intermediaire ou
probablement incorrecte.
2. Java supporte Putilisation des moniteurs pour permettre 1'acces sequentiel aux sec-
tions de code bien determinees. Java met en application un mecanisme de moniteur
dans chaque objet ou classe de Java. Essentiellement chaque objet est associe a
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une serrure simple qui est implicitement verrouillee et deverrouillee avant et apres
chaque acces.
Securite: Qui dit reseau, implique risque, paranoia, virus et infiltrations, de plus il est
courant pour une application distribuee de telecharger une classe Java distante pour son
execution locale. Done, assurer la securite des programmes qui circulent sur Ie reseau,
est un probleme majeur. Java a integre, des la conception, plusieurs mecanismes de
securite visant a rendre les programmes fiables et a eliminer les risques de virus par la
verification de la legitimite de leur code.
- Dynamique: Les bibliotheques externes de Java qui offrent ces possibilites ainsi que les
bibliotheques ecrites par Ie developpeur ne sont pas gerees de la meme maniere qu'en
C++. II n'est pas necessaire de modifier Ie programme si une de ses bibliotheques
change, les classes sont chargees dynamiquement. Ainsi Java resout Ie probleme clas-
sique de C++ nomme Ie probleme de superclasse fragile. Certaines portions de code
d'une application peuvent etre modifiees au cours de 1'execution d'une application Java.
En particulier, une application peut utiliser du code provenant d'un site serveur dis-
tant accede via Ie Web. Java ofFre un mecanisme de chargement et d'edition des liens
dynamiques permettant de charger du code en cours d'execution.
Distribue: Les appels aux fonctions d'acces reseau (sockets) et les protocoles Internet
les plus utilises tels HTTP, FTP, Telnet sont integres dans Java. On peut ecrire tres
simplement une architecture client-serveur sous Java et utiliser des fichiers sur des
systemes distants comme s ils se trouvaient sur un disque dur local.
- Portable: Java respecte de nombreux standards tant au niveau reseau, qu'au niveau
interne ou d'interface. En efFet dans Java, les types sont identiques quelle que soit
1'implementation et Ie materiel (Alpha 64 bits a 250 MHz ou 68030, 25 MHz 16/32 bits).
CHAPITRE4. CONCEPTION ET MISE EN (EUVRE 70
Java definit explicitement dans "The Language Specification" de Sun, qu'un "Int" est
toujours un entier de 32 bits en complement a deux signes. Les formats numeriques
respectent la norme IEEE 754 et les chars la norme Unicode.
- Performance: Malgre qu'on nous apprend que les interpreteurs sont lents, lourds et
gourmands, Pinterpreteur de Java echappe a cette regle puisqu'il est plus qu'un in-
terpreteur. II fait tourner un programme genere par un compilateur optimise sur une
machine virtuelle. On n'atteint pas les performances du C ou C++ mais Pecart est de
plus en plus reduit avec les nouvelles techniques d'optimisation et les JIT.
Pour completer cette etude comparative, nous aliens presenter egalement des aspects de
C++ et Smalltalk qui ne sont pas presents dans Java. Parmi ceux-ci, nous pouvons deja
citer:
- La genericite: Java ne dispose pas du mecanisme de genericite (les templates) qui
caracterise Ie typage et la generation de code fortement statiques de C++;
\
- les fermetures lexicales: A 1'oppose de SmallTalk, Java ne dispose pas non plus des
fermetures lexicales (BlockClosure) qui permettent d'exprimer les difFerentes structures
de controle du langage.
Justification du choix
Dans Ie choix du langage de programmation nous avons fixe des criteres de selection. Ces
criteres sont en rapport direct avec les specifications de Poutil OCA. Nous presentons dans
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ce qui suit la liste de ces criteres avec les fonctionnalites correspondantes.
- Oriente objet: Un langage oriente objet est 1'outil Ie plus naturel pour implementer les
agents. Un objet peut correspondre a un modele d'agent.
- Portable: Parmi les specifications de 1'outil OCA nous avons precise Pindependance de
celui-ci des machines et des systemes d'exploitation utilises.
- Multitache: Un agent doit etre en mesure d'executer plusieurs traitements en meme
temps.
- Distribution: Les agents formant un SMA ou un systeme distribue peuvent etre loges
sur des machines distinctes et distantes, liees par un reseau de communication.
- Synchronisation: Nous avons deja discute dans Ie paragraphe 4.4 Ie probleme d'acces
aux ressources et la necessite d'une synchronisation pour resoudre ce probleme.
- Securite: Qui dit communication sur un reseau public dit risque des virus et des infil-
trations.
- Performance: Les performances de Poutil dependront en partie de celles du langage
avec lequel il a ete developpe.
Malgre sa lenteur d'execution, Java est Ie langage qui repondait Ie plus a nos besoins. En
effet, en comparaison avec Ie langage C++, Java est dix fois mains rapide que ce dernier. Ce
point faible de Java est explique par Ie fait que les programmes compiles (Ie cas de C++)
ont toujours une tendance a etre plus rapide en execution que les programmes interpretes
(Ie cas de Java ou Smalltalk ). Comme Java n'est qu'un nouveau langage qui vient juste de
naitre, et que plusieurs recherches se poursuivent sur Poptimisation de la machine virtuelle
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de celui-ci, nous devrons nous attendre a une amelioration de ces performances sur les plans
temps d'execution et ressources utilisees.
4.5.2 Realisation
Dans la figure 4.7 nous presentons les differentes classes developpees en Java formant
1'outil OCA. Ces classes peuvent etre seindees en deux categories:
- Les classes publiques (accessibles directement par Putilisateur de OCA) :
- La classe principale agentCommunicant
- La classe mail
- Les classes privees (non accessibles par 1'utilisateur de OCA) :
- La classe detectConnection




Les classes privees etaient congues pour repondre aux besoins de la classe principale agent-
Communicant et pour permettre Ie traitement concurrent et multitaches dans Poutil OCA.
C'est pourquoi toutes les classes presentees dans la figure 4.7 sont derivees de la classe
Thread de Java. La classe agentCommunicant regroupe les trois dernieres parties de la struc-
ture generale (Ie controleur CTE, Ie controleur CCP et la zone ZRCC) de 1'outil OCA pre-
sente dans Ie paragraphe 4.2. Les classes detectConnection, controlSendReceiveMessage,





fonetions de traitement des evenements fonctions de communication prCdefmies
mail
les deux classes vues par 1'utilisateur dans 1'outil OCA
/
Figure 4.7 - La librairie de classes formant Voutil OCA
sendMessage, receiveMessage et mailBox correspondent respectivement au processus TDD,
controleur GERM, processus emetteur de messages, processus recepteur de messages et la
boite BM.
La classe detect Connection
Cette classe represente Ie processus de traitement des demandes de dialogue pour un agent
serveur (TDD). Dans Ie cas d'un agent serveur, la classe agentCommunicant fait appel a cette
classe pour creer un port de communication et pour detecter et trailer toutes les demandes de
dialogues des autres agents. Apres chaque connexion externe sur Ie port de communication,
la classe detectConnection signale a la classe controlSendReceiveMessage (controleur
GERM) la detection d'une nouvelle demande de dialogue. Cette derniere lance deux processus
de type sendMessage (processus emetteur) et receiveMessage (processus recepteur) pour
emettre et recevoir des messages sur Ie canal etabli. La liberation du port de communication
se fait au niveau de cette classe. A la suite de fermeture de port de communication, F agent ne
pourrait plus etre sollicite pour un dialogue, done il ne sera plus considere comme un agent
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serveur.
Les classes receiveMessage et sendMessage
Comme nous 1 avons precise dans Ie paragraphe precedent, Ie role de la classe receiveMessage
est de surveiller continuellement Farrivee des messages sur un canal de communication. La
classe receiveMessage avise la classe agentCommunicant de la reception des messages sur
un canal, en faisant appel a la fonction haveMail de celle-ci. La fonction suspendDialog
permet de suspendre momentanement Ie processus de lecture des nouveaux messages sur un
canal de communication et la fonction closeDialogue permet de 1'arreter completement, ce
qui veux dire la fermeture du canal de communication. La reprise de la lecture des messages
se fait par 1'appel de la fonction resumeSuspendedDialog. Le role de la classe sendMessage
est d'emettre des messages sur Ie canal de communication relative a cette classe.
La classe controlSendReceiveMessage
Cette classe consiste a gerer 1'ensemble des couples de processus recepteur et emetteur
de messages relatives aux canaux de communication. Cette classe correspond en fait au
controleur GERM. Les fonctions offertes par cette classe sont les memes fonction presentees
dans Ie controleur GERM.
La classe mailBox
Cette classe represente la boite de messages BM. En effet, suivant les parametres de
cette classe, un nouveau message passe directement a la fonction haveMail de la classe
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agentCommunicant pour son traitement ou il sera temporise dans la classe mailBox en at-
tendant son traitement. Les messages sont temporises dans une file d'attente de type premier
arrive premier servi avec priorite [figure 4.3]. Par la suite, ces messages seront retires de la
file en faisant appel a la fonction getNewMessage de la classe agent Communi cant. Suivant
la configuration de la classe mailBox les messages retires de la file peuvent etre sauvegardes
dans la boite de messages. Ces messages pourront etre consultes ou supprimes a partir de la
classe principale. La fonction getCanalMessage de la classe mailBox permet de determiner
la provenance (Ie canal de reception) d'un message. La fonction getMes sages Canal permet
de determiner Pensemble des messages re^us sur un canal quelconque. Les messages et les
canaux de communication sont identifies par des entiers positifs.
La classe mail
Nous pouvons considerer la classe mail comme etant une enveloppe contenant 1'informa-
tion utile a emettre ou celle qui etait re^ue. Avant d'emettre une information a un agent,
1'utilisateur doit creer une enveloppe, mettre cette information dans 1'enveloppe et fmalement
appeler la fonction sendMessage de la classe agentCommunicant (1'enveloppe en parametre)
pour emettre Ie message. La structure de la classe mail est presentee dans la figure 4.6. Les
attributs de la classe mail sont:
- public Object message: 1'information utile a emettre.
- public int canal: Ie numero de canal sur lequel Ie message sera emis ou sur lequel
Ie message est re^u.
- public int type: Ie type de message dont la valeur par defaut est 0.
CHAPITRE4. CONCEPTION ET MISE EN (EUVRE 76
- public int priority: Ie niveau de priorite de message qui prend la valeur 0 par
defaut.
- public String from: Fadresse electronique de 1'expediteur. La valeur par defaut est
null.
- public String to: Padresse electronique du destinataire. La valeur par defaut est
null.
- public boolean accuse: determine si un accuse de reception est requis ou pas. La
valeur de cet attribut est false par defaut.
- public int number: ce champ correspond au numero d'un message emis ou regu.
Cependant, au moins les deux premiers attributs doivent etre remplis pour assurer 1'arri-
vee d'un message a sa destination. Les autres attributs sont facultatifs. L'instantiation d'un
ob jet de type mail se fait via la commande new. Deux types de constructeur sont definis.
Le premier prend en parametre les deux premiers attributs, Ie deuxieme necessite tous les
attributs. Exemples de creation d'objet de type mail:
int canal=5 ; // Ie numero de canal sur lequel Ie message sera emis
String data="Ceci est un objet de type String a emettre";
mail messagel=new mail(canal,dat a);
hashTable hash= new hashTableO; // 1?information utile a emettre.
int type=3;
int priorite=4;
String from="Etudiant:pollux. gel.usherb.ca" ;
String to="Professuer:callisto.si. usherb.ca";
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Boolean accuse=true;
mail message2=new mail(canal,hash,from,to,type,priorite,accuse);
La valeur du champ number est determinee par la classe controlSendReceiveMessage.
La classe principale agentCommunicant
La classe agentCommunicant est la classe la plus importante vis-a-vis Putilisateur de
Poutil OCA. En effet, la mise en oeuvre d'un agent communicant avec 1'outil OCA consiste a la
creation d'une classe derives (sous-classee) de la classe agent Communi cant qui represente un
modele de base d'agent communicant. La classe derivee herite de la classe agentCommunicant
toutes les fonctions de communication predefinies dans celle-ci. Nous rappelons que la classe
agent Communi cant est constituee par Ie controleur CCP, Ie controleur CTE et la zone de
representation ZRCC. La tache de Putilisateur consiste alors a habiller cette classe de base
par 1'ajout de fonctions et de donnees, relatives a 1'application multiagents, dans la zone
ZRCC. La mise en oeuvre de ces fonctions peut faire appel aux fonctions predefinies dans la
classe agentCommunicant correspondant aux fonctions relatives au controleur CCP. Pour Ie
traitement des evenements externes, 1'utilisateur doit reecrire les fonctions predefinies dans
Ie controleur CTE. Nous presentons dans ce qui suit la liste des fonctions definies dans la
classe agentCommunicant. Nous commen^ons par la presentation des fonctions formant Ie
controleur CTE presente ci-dessus suivi par les fonctions relatives au controleur CCP.
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Les fonctions relatives au controleur CTE: Toutes les fonctions presentees ci-dessous
peuvent etre reecrites par 1'utilisateur pour Ie traitement des evenements correspondants.
- void haveMaiKmail Msg) : Dans Ie cas ou Poption de traitement de messages des
leur reception est choisie, cette fonction sera appelee automatiquement a la reception
de chaque nouveau message sinon Ie message sera stocke dans la boite de messages.
- void okMessageReceived(int numMessage): Cette fonction permet de signaler la re-
ception d'un accuse de reception d'un message identifie par numMessage.
- void dialog!sSupended(int numCanal): Cette fonction permet de signaler la sus-
pension d'un dialogue
- void suspendedDialog!sResumed(int numCanal) : Cette fonction permet de signaler
la reprise du dialogue sur Ie canal identifie par numCanal.
- void canalIsClosed(int numCanal): Cette fonction est appelee automatiquement a
la suite d'une detection de fermeture de canal.
- void closeDialogRequest(int numCanal): Cette fonction est executee a chaque re-
ception d'une demande de fermeture de dialogue.
- void dialogueIsClosed (int numCanal) : Cette fonction est appelee pour signaler
la rupture d'un dialogue.
- void change Of Address(int numCanal) : Cette fonction permet de signaler la recep-
tion cTun avis de changement d'adresse d?un agent
- void okChangeOfAdress(int numCanal): Cette fonction signale la reception d'une
confirmation de reception d'un avis de changement d'adresse.
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Les fonctions relatives au controleur CCP : Les fonctions presentees dans cette partie
sont predefinies dans la classe agentCommunicant. L'utilisateur peut se servir directement
de ces fonctions pour implementer les taches de communication d'agent.
- boolean openPort(int numPort): Cette fonction permet d'activer Ie processus de
traitement des demandes de dialogue pour servir d'autres agents TDD. Un port de
communication de numero numPort sera alors reserve sur la machine sur laquelle 1'agent
s'execute. La fonction retourne la valeur true si Ie port a ete cree avec succes et elle
retourne la valeur false dans Ie cas contraire. La reservation d'un port peut echouer
dans les cas suivants:
- II existe deja un port ouvert pour 1'agent en question.
- Le port en question est deja reserve par une autre application.
- Le systeme ne permet pas a Putilisateur de creer un port de communication.
- int conectAgent(String adresseIP, int port) : Cette fonction permet de deman-
der Ie dialogue a un agent serveur identifie par son adresse IP et par Ie numero de
son port de communication. La valeur de retour de cette fonction peut avoir plusieurs
significations:
1. La valeur 0: Ie rejet de la demande par 1'agent homologue.
2. La valeur -1: 1'adresse IP ou Ie numero de port sont errones.
3. La valeur -2: la presence d'un probleme de reseau.
4. Une valeur ^ 1 : 1'acceptation de la demande et la valeur retournee represente Ie
numero du canal etablis.
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- boolean closePortQ:cette fonction ferme et libere Ie port de communication reserve
par la fonction openPort (). La valeur de retour de cette fonction est true si Poperation
est effectuee avec succes. Dans Ie cas contraire (absence de port ouvert) la fonction
retournera la valeur false.
boolean closeDialogue(int numCanal, boolean confirmation): L'appel decette
fonction permet de mettre fin a un dialogue avec ou sans une confirmation de I5 agent
homologue. La valeur du parametre confirmation determine si la rupture de dialogue
est avec ou sans confirmation. Dans Ie cas d'une rupture de dialogue sans confirmation,
Ie canal de communication sera ferme et la fonction retournera la valeur true. Dans Ie
cas contraire la valeur de retour sera:
- true: si la demande de rupture est confirmee par 1'agent homologue. Dans ce cas
Ie canal de communication sera ferme.
- false: si la demande de rupture est rejetee par 1'agent homologue. Dans ce cas Ie
canal de communication persistera ouvert.
- synchronized int sendMessage(mail message): Cette fonction permet d'emettre
un message a un agent. La valeur du champ canal du message passe en parametre
determinera Ie canal de communication sur lequel Ie message sera emis. Cette fonction
est synchronisee pour eviter plusieurs transmissions simultanees sur Ie meme canal, ce
qui engendrera des confusions a la reception a 1'autre bout du canal. La valeur de retour
est un nombre positif si Ie message est envoye avec succes. Cette valeur correspond au
numero du message emis et elle pourrait servir par la suite pour verifier la reception
d'un accuse de reception relatif au message emis. La fonction retourne la valeur 0 dans
les cas suivants:
- Le canal est ferme.
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- Le numero de canal ne correspond a aucun canal.
- synchronized int[] sendMessage(mail mg, String adresse, int port) : Cettefonc-
tion effectue deux taches en meme temps. Elle consiste a :
- Etablir un dialogue, via la fonction connectAgent avec Padresse et Ie port passe
en parametre.
- AfFecter Ie numero du canal etabli a 1'attribut canal du message passe en para-
metre.
- Emettre Ie message passe en parametre sur Ie canal etabli via la fonction send-
Message.
La valeur de retour de cette fonction est un tableau dont Ie premier element correspond
a la valeur de retour de la fonction connectAgent et Ie deuxieme element est valeur de
retour de la fonction sendMessage.
- synchronized int[] sendMessage(mail mg, int canaux D) : Cette fonction permet
de difFuser un message a un groupe de destinations. Un tableau d'entier passe a cette
fonction pour identifier les numeros des canaux sur lesquels Ie message sera emis. La
valeur de retour est un tableau d'entiers. Chaque element du tableau correspond a la
valeur de retour de la fonction sendMessage sur Ie canal correspondant.
- mail waitMessage(int numCanal): L'appel de cette fonction suspendra 1'execution
de 1'agent jusqu'a la reception d'un nouveau message sur Ie canal identifie par numCanal.
La fonction retournera Ie message attendu ou une valeur null dans Ie cas ou Ie canal
est ferme.
mail[] waitMessages(int[] numCanaux) : Avec Ie meme principe de la fonction wait-
Message^ la fonction waitMessages permet a un agent d'attendre plusieurs messages
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provenant sur un ensemble de canaux. Les canaux de communication sont identifies
par un tableau d'entiers correspondants aux numeros de ces canaux. Le traitement de
1'agent sera alors suspendu jusqu'a la reception de tous les messages attendus.
- mail getNewMessageQ: Cette fonction permet de recuperer les nouveaux messages
de la boite de messages. Dans Ie cas ou la boite de messages ne contient aucun nou-
veau message, la fonction retournera la valeur null. Apres avoir recupere un nouveau
message, et suivant les parametres de la classe mailBox, ce dernier sera sauvegarde ou
supprime de celle-ci.
- boolean suspendDialogue(int numCanal): Cette fonction permet de suspendre un
dialogue. La valeur de retour est false dans Ie cas ou Ie canal identifie par numCanal
est ferme ou non existant.
- boolean resumeSuspendedDialogue(int numCanal): Cette fonction permet de re-
prendre un dialogue suspendu. La valeur de retour est false dans Ie cas ou Ie canal
identifie par numCanal est ferme ou non existant.
- mail getMessage(int identMsg): Cette fonction permet de consulter un message
dans la boite de messages. Un objet de type mail sera retourne si Ie message est trouve,
ou une valeur null dans Ie cas contraire.
- int getCanalMessage(int identMsg): Cette fonction permet de determiner Ie nu-
mero de canal sur lequel Ie message, identifie par son numero, est re^u. La valeur de
retour est 0 si Ie canal en question est ferme ou une valeur positive correspondant au
numero de canal.
- boolean removeMessage(int Msg): Cette fonction supprime un message identifie par
son numero de la boite de messages.
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- void setMailInMailBox(boolean val): Cette fonction permet de mette a jour les
parametres de la classe controlSendReceiveMessage. La valeur booleenne passee en
parametre permet de determiner si les nouveaux messages regus seront sauvegardes
dans la boite de messages ou traites par la fonction haveMail. Les nouveaux messages
seront stockes, par defaut, dans la boite de messages.
- void setMailArchive(boolean val): Cette fonction permet de mette a jour les pa-
rametres de la classe mailBox. La valeur booleenne passee en parametre permet de
determiner si les messages recuperes de la boite de messages seront sauvegardes ou
supprimes de celle-ci. Par defaut, les messages recuperes de la boite de messages seront
supprimes de celle-ci.
- void setDialogRequest(int etat): Cette fonction permet de mettre a jour les pa-
rametres de la classe detectConnection. Le nombre entier passe en parametre permet
de determiner si les demandes de dialogue seront acceptes (etat=l) ou rejetes (etat=2).
4.6 Exemples d'utilisation de Poutil OCA
Nous presentons dans ce paragraphe quelques exemples de programmes simples ecrits en
Java avec la librairie de 1'outil OCA.
4.6.1 Simple echange de messages
Cette application consiste a faire un simple echange de messages de type chaine de carac-
teres entre deux agents distants. Le code source de 1'application est Ie suivant:
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//* Le code source de la classe Serveur.class *
import j ava.agentCommunicant
public class Serveur extends agentCommunicant{
public Serveur(){
// reserver un port de communication
openPort(5000);
// activer Ie mode traitement direct des messages
setMailInMailBox(false);
}
// redefinir la fonction haveMessage pour trailer les messages re^us
public void haveMessage(mail m){
Integer destination ;
// dans cette application, les messages echanges sont de type String
String message =(String)m.message ;// recuperer de Pinformation utile
System.out.print In("Serveur: j?ai regu un message :"+message);
if (message.equals( "Bonj our")){
destination=message.from; // recuperer la provenance du message
mail reponse=new mail("Bonjour",destination);
// reponse du serveur au message du client
senMessage(reponse);
}
if (message.equals("qu'est ce que tu fais dans la vie ?");{
destination=message.from;
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//* Le code source de la classe Client.class *
import j ava.agentCommunicant




if (canal >0) {
// attendre la reponse du serveur
mail rl=waitMessage(canal);
String reponsel=(String)rl.message;
System.out.println("Client: la reponse du serveur est" + reponsel);




System.out.println("Client : la reponse du serveur est" + reponse2);










Pour demarrer Papplication il faut lancer 1'execution de la classe Serveur.class avant
celle de la classe Client, class. La classe Serveur. class doit etre executee sur la machine
d'adresse pollux.gel.usherb.ca. Dans Ie cas ou cette classe est executee sur une autre
machine, Futilisateur doit remplacer 1'adresse de destination (pollux.gel.usherb.ca) dans
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Ie fichier Client. Java par 1'adresse IP de la nouvelle machine. L'execution de la classe
Client, class peut se faire sur la meme machine que la classe Serveur. class ou sur une
autre machine distante. L'affichage de cette application est comme suit :
Serveur: j}ai regu un message: Bonjour
Client: la reponse du serveur est: Bonjour
Serveur: j'ai regu un message: qu'est ce que tu fais dans la vie ?
Client: la reponse du serveur est: Je travaille a Sherbrooke
Serveur: j'ai regu un message: au revoir
Client: la reponse du serveur est: bye bye ! et a la prochaine !
4.6.2 Calcul factoriel
Cette application consiste a calculer la valeur de N! par la collaboration de plusieurs agents
de multiplication. Le principe de base du calcul consiste a decomposer les N-l multiplications
en plusieurs sous-ensembles de multiplications de tallies plus reduites que N-l. Chaque agent
se charge de calculer Ie produit de chaque sous-ensemble. Un agent superviseur recupere les
resultats de chacun des agents multiplicateurs et calcule Ie produit de ces resultats pour
generer Ie resultat final de N! [figure4.8]. II est clair que Ie temps de calcul de N! avec cette
methode est presque divise par Ie nombre d'agents multiplicateurs. Cette conclusion est vraie
si Ie nombre d'agents est bien choisi. Car si Ie nombre d'agents s'approche de N, Ie temps de
calcul sera plus eleve que celui du temps de calcul avec un seul agent. Ceci est du au temps
pris par la communication entre les agents. Nous presentons dans ce qui suit un exemple de
calcul fatoriel avec trois agents multiplicateur et un agent super viseur.
//* Le code source de la classe agentFactorielle.class *
//^^^*^+^^^^^^*+^^^^^*^+i|<;s|<;s(<*s»;^^^*4:4i^:+^4;s|<^!|<*^s(is(c^^;***s(cs(c+*4!:
import j ava.agentCommunicant
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N-l multiplications









Figure 4.8 - Principe de base du calcul distribue de N!






public void agentFactorielle(int n,String al,int pl,String a2,int p2,
String a3,int p3)
N=n; adressel=al; portl=pl; adresse2=a2; port2=p2; adresse3=a3; port3=p3;
}
public void start(){




mail msgl=new mail(intervall,adressel,port 1);
// demander a un agent multiplicateur de calculer Ie produit













public void haveMessage(Mail m){
// recuperer les produits des agents multiplicateurs
Integer reponse=(Integer)m.message;
// calcul intermediaire de N!
resultat *=reponse.intValue();
nbReponse++;
if (nbReponse==3){ // derniere reponse









int p2=(Integer. parselnt(args[4])).intValue( );
String a3=args[5];
int p3=(Integer.parseInt(args [6])).intValue();
agentFactorielle Nfacto = new agentFactorielle(valeur,al,pl,a2,p2,a3,p3);
agentNfacto.start();
}
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}
//* Le code source de la classe agentMultiplicateur.class *
//4s******************+*****+*****s|<*******************>)<*****
import j ava.agentCommunicant
public class agentMultiplicateur extend agentCommunicant{
public void agentMultiplicateur(int port){
openPort(port); // reserver un port de communication
// traitement des messages des leur reception
setMailInMailBox(false);
}
public void haveMessage(mail msg){
// recuperer l>intervalle d'entiers a multiplier
Vector interval=(Vector)msg.message;
int N1=((Integer)interval .elementAt(0)). intValue();
int N2=((Integer)interval.elementAt(D).intValue();
// calcul du produit
int resultat=Nl;
for(int i=Nl+l;i<N2;i++) resultat *= i;
mail resultatMsg=new maiKnew Integer(resultat) ,msg.from);




L'agent multiplicateur (la classe agentMultiplicateur) est considere comme etant un
agent serveur et Pagent superviseur (la classe agentFactorielle. class) comme etant un
agent client. Pour que 1'agent client puisse profiter des services des agents serveurs, ce dernier
doit connaitre Padresse de chacun de ces derniers. Pour demarrer cette application, 1'utilisa-
teur doit lancer trois fois 1'execution de la classe agentMultiplicateur sur une meme ou sur
plusieurs machines distinctes. La commande pour executer la classe agentMultiplicateur
est la suivante:java agentMultiplicateur. class numPort.
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Dans Ie cas ou la classe agentMultiplicateur est executee plusieur fois sur la meme ma-
chine, les numeros de port passes en parametre doivent etre distincts. La commande pour
executer la classe agentFactorielle. class est la suivante:
Java agentFactorielle.class adressel portl adresse2 port2 adresseS port3
Les parametres passes a la commande representent respectivement Fadresse IP et Ie port de
chacun des agents multiplicateurs.
4.7 Conclusion
En analysant Ie code source des applications presentees dans Ie paragraphe precedent,
on voit bien Putilite et la simplicite de 1'utilisation de 1'outil OCA. En efFet, Putilisateur
peut faire communiquer les agents au sein d'un SMA en utilisant de simples instructions
(sendMessage, waitMessage, getNewMessage, etc.). Les traitements de bas niveau pour
1'envoi et la reception des messages sont transparents vis-a-vis de 1'utilisateur. Cependant,
grace au fait que la classe agentCommunicant est derivee de la classe Thread ainsi que
tous ces composantes, 1'outil OCA nous permet d'effectuer des traitements concurrents. Par
exemple, au sein d'une meme application, 1'utilisateur peut creer et activer plusieurs agents




Dans ce chapitre, nous proposons Ie developpement d'une application multiagents en
utilisant 1'outil OCA. Cette application nous permettra de montrer un exemple de ce que
nous pourrons faire avec 1'outil OCA et son utilite. Le sujet de 1'application a ete fixe sur la
simulation du nettoyage d'une surface, contenant des obstacles, par un ensemble de robots-
aspirateurs. Nous presentons dans ce qui suit les specifications et la mise en oeuvre de cet
application avec Java et OCA.
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5.2 Specification de Paspirateur multiagents
L'aspirateur multiagents consiste a simuler Ie comportement d'un ensemble de robots-
aspirateurs sur une surface poussiereuse. L'objectifde ces robots est de balayer toutes les cases
poussiereuses de la surface. Pour des raisons de simplification de probleme, nous considerons
que Pespace de la surface a nettoyer est discret, forme par un ensemble de cases de forme
carre. Le deplacement d'un aspirateur se fait alors d'une case a une autre dans un sens vertical
ou horizontal [figure5.1]. Une case de la surface ne peut etre que dans 1'un des etats suivants:
case occupee par un obstacle ;
- case occupee par un robot-aspirateur;
- case libre et propre ;
- case libre et poussiereuse.
Pour simplifier encore 1'application, nous considerons que la forme de la surface est rec-
tangulaire. Un exemple de surface a nettoyer est presente dans la figure 5.1. Nous considerons
que Petat de la surface, entre autre 1'etat de chaque case, peut changer au cours du nettoyage.
Une case libre peut etre visitee plusieurs fois par un meme robot ou par plusieurs robots (un
seul a la fois). Si deux robots ou plus se diligent simultanement vers une meme case, Ie
premier arrive gardera sa position, les autres regagneront leurs cases.
Chaque robot est muni de capteurs lui permettant de determiner Ie type des cases (obs-
tacle, robot adjacent ou case libre) qui Pentourent et de detecter 1'etat de la case (propre ou
poussiereuse) sur laquelle il se trouve. Au debut du nettoyage, les robots sont poses sur des
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^j robot aspirateur coop^rant | case libre propre
case obstacle •; case libre poussi6reuse
sens de ^placement d'un robot
Figure 5.1 - Plan general d'une surface a nettoyer
cases libres quelconques. Ces derniers n'ont pas une vue globale sur la surface a nettoyer,
done ils ne connaissent pas, a priori, leur position dans la surface.
La communication entre deux robots n'est possible que lorsqu'ils se trouvent sur deux
cases adjacentes. La communication permet a ces robots de collaborer pour une optimisation
du nettoyage de la surface.
5.3 Structure generale du simulateur
On distingue dans cette application deux types de concept: Ie robot-aspirateur et la sur-
face a nettoyer. La relation entre ces deux concepts peut etre presentee sous formes d'actions
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Figure 5.2 - Architecture generate de I'aspirateur multiagents
effectuees par 1'un sur 1'autre [figure 5.2]:
- Un robot-aspirateur nettoie une case de la surface;
- Un robot-aspirateur se deplace vers une case de la surface;
- Un robot-aspirateur detecte la presence ou Pabsence de poussiere sur une case;
- Un robot aspirateur detecte la presence ou 1'absence d'obstacles a son alentour.
La relation entre deux robots se reduit a un simple echange d'information concernant
1'historique des cases deja visitees par chacun des deux. Ceci est pour eviter les actions
redondantes des deux cotes (une meme case visitee plusieurs fois par des robots distincts)
et pour accelerer Ie nettoyage. Dans la figure 5.2 nous presentons la structure generale du
simulateur d'aspirateur multiagents.




etat de la chambre
(matrice de cases)
utilisateur
Figure 5.3 - Modele d'agent de type Surface
5.4 Modelisation
Pour la modelisation de 1'application, nous considerons les robots-aspirateurs et la surface
a nettoyer comme etant des agents communicants.
5.4.1 Modele d'agent communicant de type Surface
L'agent Surface consiste a animer 1'image refletant 1'evolution d'etat de la surface (1'etat
de chaque case ainsi que Pemplacement de chaque robot-aspirateur) durant Ie nettoyage.
Pour rafraichir 1'image de la surface, Pagent Surface doit etre au courant de toute action
de nettoyage de case ou de deplacement de robot. I/ agent surface acquit ces informations
par interaction avec les agents Aspirateurs via la communication par envoi de message
asynchrone.
Comme nous 1'avons deja precise, 1'etat de la surface peut etre modifie par 1'utilisateur
durant Ie nettoyage. Pour ce faire, nous permettons a 1'utilisateur du simulateur d'interagir
avec 1'agent Surface pour tout ajout ou suppression d'obstacle ou de poussiere sur la surface
[figure 5.3].
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Figure 5.4 - Modele d'agent de type Aspirateur
5.4.2 Modele d'agent communicant de type Aspirateur
Le role d'un agent Aspirateur est de simuler Ie comportement d'un aspirateur intelligent
en collaboration avec d'autres aspirateurs pour Ie nettoyage d'une surface. Le modele d'un
agent Aspirateur est presente dans la figure 5.4.
Les principales taches effectuees par un agent Aspirateur sont:
- Detection de la presence ou de Pabsence de poussiere sur la case sur laquelle il se trouve.
- Detection de Pabsence ou de la presence d'un obstacle a son alentour.
- Nettoyage de la case sur laquelle il se trouve.
- Prendre une decision sur Ie choix de la prochaine case a visiter.
- Deplacement vers la case choisie.
- Communication avec un autre robot pour cooperer.
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dftecter la poussi&re




la case choisie presence d'agent adjacent
^changer la liste des cases d6j^ vist6eschoisir la prochaine case ^ visiter
mettre ^ jour la liste des cases d6j^ visit6es avec les robots adjacents
Figure 5.5 - Description generate du comportement d'agent aspirateur
Une description generale du comportement d'agent Aspirateur est presentee dans la
figure 5.5. Tous les robots-aspirateurs se comportent de la meme maniere dans des situations
identiques. Ceci n'implique pas que deux robots suiveront Ie meme chemin s'ils partaient de
la meme case de depart. Pour determiner 1'impact de la cooperation sur la performance de
cette application, nous avons integre dans ce modele des parametres permettant d'activer
ou de desactiver les taches de cooperation. En pratique, Ie principe de base de detection
d'obstacle par un robot-aspirateur est base sur 1'emission et la reflexion d'ondes infrarouges
sur ces derniers. Pour la simulation, toute detection d'obstacle est exprimee par 1'envoi de
message (requete) de 1'agent Aspirateur vers 1'agent Surface suivi par un renvoi de message
(reponse a la requete) de ce dernier vers 1'agent Aspirateur. La detection de la poussiere se
fait avec Ie meme principe.
Chaque agent aspirateur doit signaler tous ses mouvements de deplacement ou de net-
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toyage a Pagent surface pour que ce dernier puisse rafraichir 1'image refletant 1'etat de la
surface avec de nouvelles dispositions des robots-aspirateurs et de nouvaux etats des cases.
5.4.3 Le choix de la prochaine case
Avant chaque deplacement, 1'agent Aspirateur doit faire un choix sur la prochaine case a
visiter parmi Pensemble des cases qui se trouvent a son alentour. En interagissant avec Pagent
surface, 1'agent Aspirateur peut determiner Petat des cases a son alentour. Les cases de
type obstacle sont ignorees car elles ne peuvent pas etre candidates pour la prochaine case a
visiter. De meme pour les cases de type robot (case occupee par un robot), elles sont ignorees
pour Ie choix de la prochaine case a visiter. Par centre, elles seront prises en consideration
pour la collaboration avec les robots adjacents. Le reste des cases peut etre scinde en deux
categories:
1. Les cases libres deja visitees.
2. Les cases libres jamais visitees.
II est clair qu'une case, jamais visitee, sera plus prioritaire qu'une case deja visitee. Parmi
les cases non visitees, celles qui sont poussiereuses seront plus prioritaires que celles qui sont
propres. Comme un robot ne peut detecter la presence de la poussiere que sur la case sur
laquelle il se trouve, les cases non visitees auront tous la meme priorite. Cependant, un robot-
aspirateur peut revenir sur son choix de case, apres avoir visite celle-ci, pour choisir une autre
case. Ceci peut se produire si ce dernier s apergoit que la premiere case choisie etait propre.
Dans Ie cas ou un robot se trouve dans la situation ou toutes les cases qui Pentourent sont
toutes deja visitees, celle qui etait visitee en premier temps sera la plus prioritaire. D'ou
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Pimportance de garder les coordonnees de toutes les cases visitees avec la date a laquelle elles
etaient visitees, en sachant que la case de depart du robot est de coordonnee (0,0) et visitee
a 1'instant 0. Chaque robot possede son propre repere temporel et spatial.
5.4.4 Cooperation entre robots-aspirateurs
Durant Ie nettoyage, un robot-aspirateur peut effectuer des taches redondantes. En efFet,
Ie choix de la prochaine case a visiter par un robot-aspirateur peut tomber sur une case deja
visitee par un autre aspirateur. D'ou Ie risque que deux robots suivent Ie meme chemin ou
qu'une meme case soit visitee frequemment par plusieurs robots differents. Pour remedier a
ce probleme, une cooperation entre les robots s'impose. Un robot doit garder en memoire
1'historique de toutes les cases qu'il a visitees et celles visitees par d'autres robots. Pour
ce faire, a chaque fois que deux robots se trouvent sur deux cases adjacentes, ces derniers
echangent leur liste des cases visitees par chacun. Avec ce principe, une case non visitee par
un aspirateur A sera plus prioritaire qu'une autre case non visitee par Ie meme.aspirateur
A, mais deja visite par un autre aspirateur B. Ceci, diminuera la probabilite de passage par
une meme case plus qu'une fois. Ceci implique un nettoyage plus rapide et non redondant.
On voit bien 1'impact de la cooperation sur 1'amelioration de performance de 1'aspirateur
multiagents. Les agents-aspirateurs cooperent via la communication par envoi de messages.
L'architecture de communication proposee est celle du reseau en etoile. Tous les messages
echanges entre les agents-aspirateurs transitent par 1'agent Surface. Nous avons choisi cette
architecture pour faciliter 1'integration des robots-aspirateurs dans Ie systeme de simulation.
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5.5 Mise en oeuvre
Pour la mise en oeuvre de cette application, nous avons cree deux types de classe derivee
de la classe agentCommunicant:
- La classe Surface: Cette classe est une implementation de Pagent Surface. Comme
c'est 1'agent Surface qui est sollicite par les agents Aspirateurs, ce dernier sera consi-
dere comme etant un agent serveur. Dans Ie constructeur de cette classe, on trouve un
appel de la fonction openPort pour la reservation du port de communication et pour
repondre aux connexions externes efFectuees par les agents Aspirateurs. L'etat de la
surface est represente par une matrice a deux dimensions. Chaque element de cette
matrice correspond a 1'etat d'une case de la surface. Cette matrice servira par la suite
comme une entree pour Panimation de 1'image refletant 1'etat de la surface.
Le traitement des messages envoy es par les agents aspirateurs, se fait directement apres
leur reception. C'est pourquoi nous avons active dans cette classe Ie mode de traitement
des messages des leur reception avec la fonction setMailInMailBox (false). Pour ana-
lyser et repondre aux requetes envoyees par les agents aspirateurs, nous avons reecrit
la fonction haveMail heritee de la classe mere agent Communicant. L'information utile
echangee entre les difFerents agents est un objet de type request. Cette requete est
constituee par deux champs: Le premier champ, de type String, identifie Ie type de la
requete. Le deuxieme champ, de type Object, represente les parametres de la requete.
Le type du deuxieme champ varie d'une requete a une autre. Tous les mouvements
et les actions effectues par les agents Aspirateurs sont visualises graphiquement par
cette classe. Dans la figure 5.6 nous presentons un exemple d'affichage visualise par la
classe Surface.
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La classe Robot: Cette classe represente Pagent Aspirateur. La boucle principale de
cette classe (la fonction makeClean) est une alternance de:
- Detection: toutes les actions de detection de poussiere ou de cases qui entourent
un agent sont exprimees par 1'envoi de requetes vers la classe Surface suivi par
une attente des messages de reponse.
- Decision: les messages regus (reponses aux requetes envoyees) sont analyses et pris
en consideration pour Ie choix de la prochaine case a visitor et pour mettre a jour
les connaissances de 1'agent Aspirateur.
- Action: Ie passage a 1'action consiste a se deplacer vers la case choisie (une requete
envoyee a la classe Surface pour signaler la nouvelle position du robot) ou a
une cooperation avec un autre robot via un echange de messages representant
Phistorique des cases visitees.
La performance d'une telle application est calculee en fonction du nombre de deplacements
effectues par chaque agent pour nettoyer toutes les cases poussiereuses de la surface. La
performance de Paspirateur multiagents est definie comme etant Ie maximum des nombres
de deplacements effectues par les agents Aspirateurs.
5.6 Tests et analyses
Pour les tests, nous avons fixe sept scenarios de nettoyage :
1. nettoyage d'une surface avec un seul robot-aspirateur;
2. nettoyage d'une surface avec six robots-aspirateurs bien disperses et sans cooperation;
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Figure 5.6 - L'etat de la surface durant Ie nettoyage
3. nettoyage d'une surface avec six robots-aspirateurs bien disperses et avec cooperation;
4. nettoyage d'une surface avec dix robots-aspirateurs bien disperses et sans cooperation;
5. nettoyage d'une surface avec dix robots-aspirateurs bien disperses et avec cooperation;
6. nettoyage d'une surface avec cinquante robots-aspirateurs bien disperses et avec coope-
ration;
7. nettoyage d'une surface avec dix robots-aspirateurs non disperses et avec cooperation.
II est evident que la performance du nettoyage de la surface dependra de Pemplacement
initial des robots-aspirateurs dans celle-ci. En efFet, plus les robots sont disperses dans la
surface, plus la performance du nettoyage augmente. Pour cela, nous choisissons des em-
placements initiaux presque identiques pour les difFerents tests, pour que nous puissions
interpreter les resultats par la suite. De meme pour Petat et la forme initiale de la surface,
Us seront identiques pour les differents tests.
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Figure 5.7 - L'etat initial de la surface
Les agents aspirateurs seront executes sur des environnements heterogene (Unix/Sun et
win95/Pc). L'etat initial de la surface est presente dans la figure 5.7. Les resultats de ces
tests sont decrits dans Ie [tableau 5.1].
Si nous comparons Ie premier test par rapport aux autres tests nous remarquons bien
1'impact du nombre des robots-aspirateurs sur la performance du nettoyage. En comparant
les tests 2 et 3 ou les tests 4 et 5, nous remarquons Ie role important que joue la cooperation
des robots-aspirateurs pour augmenter la performance du nettoyage multiagents. Le dernier
test nous donne une idee sur 1'influence de la dispersion initiale des robots dans la surface sur
les resultats. C'est pourquoi nous avons choisi presque les memes dispersions pour les tests
2, 3, 4 et 5.







































TABLEAU 5.1 - Tableau comparatif des resultats de tests des differents scenarios
5.7 Conclusion
Le developpement de cette application nous a permis de mettre en valeur 1'outil OCA
que nous avons mis en oeuvre. En efFet, nous avons pu creer une application multiagents sans
difficulte et avec un minimum de code. Le code source de cette application est disponible
dans la partie annexe. Les resultats des tests de la simulation n'ont presente aucune anomalie
de fonctionnement ou d'execution. Ce qui prouve en partie Ie bon fonctionnement de 1'outil
OCA.
D'un autre cote, Ie sujet de 1'application nous parait de plus en plus interessant. En effet,
les specifications de cette application pourront etre plus elaborees (degre de liberte plus eleve
pour les robots, une surface de balayage non discrete, etc.) pour s'approcher plus de la realite
et pour rendre 1'application plus interessante.
Chapitre 6
Conclusion
6.1 Bilan du travail
L'objectif principal de Poutil OCA etait de simplifier la tache des programmeurs de SMA
pour la mise en oeuvre d'agent communicant. Get outil a ete con^u comme etant un mo-
dele d'agent communicant integrant les difFerentes fonctionnalites permettant a un agent de
communiquer avec son environnement sans difficultes. Les principales fonctions se resument
a: 1'envoi de message, la reception de message, la diffusion de message, Ie traitement des
evenements externes, la gestion d'une boite aux lettres et 1'attente de messages etc. Parmi
les fonctions integrees dans cet outil, on trouve celles qui etaient inspirees de la litterature
multiagents et d'autres que nous avons rajoutees pour ameliorer et simplifier plus les taches
de communication d'un agent. Comme Java, Ie langage de programmation choisi pour la
mise en oeuvre de OCA, est portable sur plusieurs plates-formes distinctes (Windows 95/NT,
Unix, OS/2, IVtac), Poutil OCA sera a son tour portable sur ces memes plates-formes. Nous
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rappelons aussi que OCA se presente sous forme d'une librairie de classes developpee en
Java. L'utilisation de cet outil est simple. En effet, elle consiste a: deriver la classe principale
agentCommunicant, utiliser les methodes predefinies de cette classe, redefinir les methodes
de traitement des evenements et d'en raj outer d'autres fonctions relatives a 1'application
multiagents.
6.2 Application
Pour V illustration de 1'outil OCA, nous avons con^u et developpe une application multia-
gents en Java et OCA. La mise en oeuvre de cette application etait rapide et sans difficultes.
L'application en question consistait a simuler Ie comportement d'un ensemble de robots-
aspirateurs durant Ie nettoyage d'une surface avec des obstacles. Cette application nous a
permis de toucher de pres les concepts multiagents. Ainsi, la raison pour laquelle nous avons
simplifie Ie sujet de cette application etait la courte duree de temps reservee aux tests de
1'outil OCA. En efFet, nous rappelons que Ie but de developpement de cette application etait
de presenter un exemple d'utilisation de 1'outil OCA et de souligner Putilite et Ie bon fonc-
tionnement de 1'outil. Cependant, Ie sujet de cette application avec des specifications plus
approfondies serait plus interessant et pourrait etre propose dans Ie cadre d'un autre projet
de recherche.
6.3 Perspectives
L'utilisation de 1'outil OCA, pour Ie developpement de 1'outil EGSMA, consiste a re-
prendre la structure de OCA et developper la partie ZRCC presentee dans la figure 4.1.
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Cette partie comprend les formalismes de representation du savoir-faire, de croyance, du
controle, et de 1'expertise d'agent. Le developpement de cette partie peut necessiter une mise
a jour de 1'outil OCA.
II est bien evident que Poutil OCA pourrait etre enrichi par de nouvelles fonctionnalites.
Nous prevoyons ainsi dans Ie futur de:
- Integrer des protocoles de communication dans Poutil OCA. Nous avons deja souligne
dans Ie chapitre 2 Ie role des protocoles de communication qui vise a structurer et reduire
les echanges de messages entre agents au sein d'un systeme multiagents. QKML est Ie
protocole de communication Ie plus utilise dans la litterature. Ceci nous a encourage a
envisager dans Ie future, dans Ie cadre d'un autre projet de recherche, Pmtegration de
ce protocole dans 1'outil OCA.
- Integrer des nouvelles fonctions pour la mobilite d'agent. Nous avons vu dans 1'outil
Voyager, presente dans Ie deuxieme chapitre, que les agents peuvent migrer d'un sys-
teme a un autre en continuant leur execution sur Ie nouveau systeme. Comme Voyager
est developpe en Java, de meme pour Foutil OCA, ce dernier pourrait etre utilise pour
rendre la classe agent Communi cant de Poutil OCA une classe mobile.
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import j ava.awt .event.MouseEvent;
import j ava.awt .event.MouseAdapter;
import j ava.awt .event.MouseMotionAdapter;
import j ava.agentCommunicant ;
import Java.mail;
class ChambreApplet extends Frame {
// Cette classe, derives de la classe Frame, consiste a afficher et animer
// 1'etat de la surface a nettoyer. Nous presentons pas Ie code de cette
// classe. En effet. Ie code de cette classe n'a aucun rapport avec Poutil
// OCA.
}
public class Chambre extends agentCommunicant {
private Hashtable canaux= new HashtableQ;
private ChambreApplet app;
public Chambre (ChambreApplet ap){ app=ap; }
// redefinition de la fonction haveMessage pour trailer les messages regus
















int direction []=(int[])req.attribut.elementAt (2);
int res=app.moveRobot(robo , xy);






















Integer canal=(Integer)canaux. get (to);
mail OutMail=new mai1(0,-1,canal,outReq);
if (!sendMessage(OutMail))
System.out.println("Problem d'emission de la chambre");
}
else System.out.print In("Commande inconnue ........! ");
}
public void start(int portChambre){
OpenPort(portChambre);
}







Le code source de la classe Robot Java
//*i|<*+^?»e^^+!t:+^^:s|<***^s(<************************
//* Le code source de la classe Robot.class *
//**s|<^^s|c+*s|< :(<**?(<******************************
import j ava.agentCommunicant ;
import Java.mail;
import java.util.*;
class Robot extends agentComunicant{
private String hostSurface;
private int portSurface;
private int surface; // numero du canal 6tabli avec 1?agent surface
private String roboName; // 1'identificateur de 1)agent robot
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private int[] direction={-l,0}; // direction de 1?agent robot
private int[] xy={0,0,0}; // coordonnees de 1)agent robot
private int[] Prevxy={0,0,0}; // coordonnees precedentes de 1)agent robot
private boolean haveJob=true; // L)etat du robot
private Hashtable caseVisite; // table des cases visitees par Ie robot
// table des cases visitees par d?autres robots
private Hashtable caseVisiteParAmis;
// la liste des cases echangees avec d'autres robots
private Hashtable caseEnvoyeAmis;





caseVisiteParAmis = new HashtableQ;
caseEnvoyeAmis = new HashtableO;
// determiner la position initiate du robot aspirateur
xy=getFistrPosition();
Prevxy=xy;
// commencer Ie nettoyage
makeCleajiQ ;
}
// la boucle principale de 1)agent robot aspirateur
public void makeClean(){
while (have Job){
// detection du contour
int[] contour=getContourCase(xy);
if (contour!=null){
// mise a jour de la liste des cases visitees
addCaseVisite(xy);
// choix de la prochaine case a visiter







// ici, c'est Ie cas ou deux robots se dirigent vers la meme case
addCaseVisite(xy);
xy[2]-;





// cette fonction permet d?arreter Ie traitement a la suite d'une detection
// de rupture du canal etablis avec 1)agent surface
public void dialogue!sClosed(int canal){
haveJob=false;
}
// cette fonction permet d?envoyer une requete a 1)agent surface pour la
// detection du contour
public int[] getContourCase(int pos[]){























if (cmd.equals( "robotTouche")) {




else System.out.print In("Commande inconnu !");
} while (true);
}
else System.out.printlnC'Probleme d'emission !");
return null;
}
// cette fonction determine la prochaine case a visiter
public int[] next Gase(int[] contour){
Vector contourLibre=new VectorQ; // les cases libre du contour






// trier les cases du contour suivant un ordre de priorite
for(int i=0;i<4;i++){
int pos[]={x+d[0] ,y+d[l] ,xy[2]+l};
d=rotation(d);






if (contourLibre.sizeQ!=0) return (int[])contourLibre.firstElement();
else{
if (contourDejaVisite.sizeQ!=0){














// cette fonction permet d'echanger avec un autre agent les cases visitees



















Mail makeCooper=new Mail(0,-1,surf ace,request);
if (sendMessage(makeCooper)) System.out.println("cooperation is done");
else System.out.println("cooperation is failed");
}
// cette fonction permet d'envoyer une requgte a 1)agent surface pour
// determiner la position initiale
public int[] getFistrPosition(){
int[] rep={0,0,0};




















// cette fonction permet de determiner si une case etait deja visitees ou pas
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public int[] dejaVisite(int x,int y){
int c[]= (int[])caseVisite.get(x+"-"+y);
if (c==null) return (int[])caseVisiteParAmis.get(x+"-"+y);
else return c;
}
// fonction pour mettre a jour les cases deja visitees





// fonction pour mettre a jour les cases deja visitees par d'autres robots
public void updateCaseVisiteParAmis(Vector List){




Case[0]=List.elementAt (0) [0] ;















if (dir[0]==-l) {dir[0]=0;dir [!]=-!;} else
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if (dir[l]==-l) -Cdir[0]=l;dir[l]=0;} else
if (dir [!]==!) {dir[0]=-l;dir[l]=0;} else {dir[0]=0;dir[l]=l;}
return dir;
}
// programme principal pour creer et activer 1?agent robot aspirateur
public static void main(String args[]) {
int port=9000;
String host="pollux";
String numeroRobot="100";
if (args.length!=0) {
numeroRobot=args[0];
host=args[1];
}
Robot leRobot=new Robot();
leRobot.start(numeroRobot,host,port);
}
}
