This paper deals with the problem of feature subset selection in classification-oriented datasets with a (very) large number of attributes. In such datasets complex classical wrapper approaches become intractable due to the high number of wrapper evaluations to be carried out. One way to alleviate this problem is to use the so-called filter-wrapper approach or Incremental Wrapper-based Subset Selection (IWSS), which consists of the construction of a ranking among the predictive attributes by using a filter measure, and then a wrapper approach is used by following the rank. In this way the number of wrapper evaluations is linear on the number of predictive attributes. In this paper we present two contributions to the IWSS approach. The first one is related with obtaining more compact subsets, and enables not only the addition of new attributes but also their interchange with some of those already included in the selected subset. Our second contribution, termed early stopping, sets an adaptive threshold on the number of attributes in the ranking to be considered. The advantages of these new approaches are analyzed both theoretically and experimentally. The results over a set of 12 high-dimensional datasets corroborate the success of our proposals.
Introduction
Feature (or variable, or attribute) Subset Selection (FSS) is the process of identifying the input variables which are relevant to a particular learning (or data mining) problem.
11,23
Though FSS is of interest in both supervised and unsupervised data mining 21 , in this paper we focus on supervised learning, and in particular on the classification task. That is, we consider the existence of a distinguished variable (the class) whose value is known in the dataset instances. Classification-oriented FSS carries out the task of removing most irrelevant and redundant features from the data with respect to the class. This process helps to improve the performance of the learned models by: (a) alleviating the effect of the curse of dimensionality, (b) increasing the capacity for generalization, (c) speeding up the learning and inference process , and (d) making the model more understandable. Furthermore, in contrast to other reduction techniques (e.g. feature construction 23, 26 or principal component analysis 17 ), FSS does not alter the original representation, so it preserves the original semantics of the variables, helping domain experts to acquire a better understanding of their data by telling them what the important features are and how they are related with the class.
In supervised learning, FSS algorithms can be (roughly) classified into three categories: (1) embedded methods; (2) filter methods; and, (3) wrapper methods. By embedded methods we refer to those machine learning algorithms, e.g. C4.5, 30 that select the subset of variables they need by themselves. Filter techniques are those that evaluate the goodness of an attribute or set of attributes by using only intrinsic properties of the data (e.g. statistical or information-based measures). Filter techniques have the advantage of being fast and general, in the sense that the resultant subset is not biased in favor of a specific classifier. Examples of frequently used filter algorithms are Relief, 18 FCBF, 35 and different approaches based on the use of mutual information 2, 8, 25 and some novel techniques like 22 based on distance and classes overlapping. On the other hand, wrapper algorithms are those that use a classifier (usually the one to be used later) as a surrogate in order to assess the quality of the attribute subset proposed as candidate by the search algorithm. Wrapper algorithms have the advantage of achieving a better performance than filters but with the disadvantage of being (far) more time-consuming and obtaining an attribute subset that is biased toward the classifier used. In this paper we focus on the wrapper FSS paradigm.
Wrapper-based FSS has been an active area of research in the last few decades and so different approaches (search algorithms) have been proposed. The following taxonomy: optimal, deterministic heuristic and non-deterministic heuristic algorithms, can be used to distinguish the different approaches. 15 As optimal algorithms we can consider algorithms which exhaustively evaluate all possible subsets by following depth-first and breadth-first search strategies, 24 and branch-and-bound algorithms. 33 . By the deterministic heuristic approach we refer to the family of methods that includes forward and backward greedy sequential algorithms, 19 floating selection algorithms, 27, 29 and best-first search or hill climbing. 20 On the other hand, non-deterministic heuristic methods use randomness in order to avoid getting stuck in local optima. Examples of this approach are estimation of distribution algorithms (EDAs), 5 and genetic algorithms (GAs).
34
In general, with respect to the accuracy obtained (or any other classifier metric) in the posterior classification (or regression) process, the wrapper approach provides better results than the filter one. If we focus on the wrapper approach and leave out optimal algorithms because of their computational complexity, the more you search the better result you get, therefore non-deterministic heuristics and best-first search usually outperforms deterministic heuristics with respect to accuracy. However, these algorithms do not scale well and so they are not useful when the number of predictive attributes increases. This is the reason for the success of deterministic heuristics, with their good balance between complexity and the quality of the output. Thus, while datasets of up to 100 or 500 variables were the norm in the 90s, since the year 2000 new datasets which involve thousands of variables have appeared (e.g. genetics-or information-retrieval-based datasets), and the result is that even deterministic heuristic-based wrapper algorithms become intractable in many cases.
32
With the idea of retaining the advantages of a wrapper evaluation but avoiding paying its high computational cost, a family of hybrid filter-wrapper algorithms has arisen.
9,32
The idea is to use a filter measure in order to obtain a ranking of the attributes' relevance with respect to the class. Then, a sequential algorithm is used to run over the ranking by incrementally adding those variables that are relevant to the classification process, where the relevance of including a new variable is measured in a wrapper way. The main advantage of this approach is that it retains a great part of wrapper advantages, while reducing the computational cost to O(n) wrapper evaluations instead of O(n 2 ) as happens with pure wrapper approaches. When we deal with thousands of variables this point makes the difference between considering the task computationally feasible or not.
An interesting contribution to Incremental Wrapper-based FSS (IWSS) is introduced in BIRS algorithm. 32 In that paper the authors propose the use of a relevance criterion in order to decide when a new attribute must be included in the selected subset. The relevance criterion is based on a t-test instead of just comparing the mean accuracy, and the results reported show that the use of this relevance criterion frees the algorithm from noise and so more compact subsets can be obtained with similar (statistically non-different) accuracy. Deeper studies about the relevance criterion by using different significance levels in the t-test, and also considering another statistical test (Wilcoxon signed rank test) and a simple heuristic criterion have ben subsequently done.
3
In this paper we make two contributions to the development of incremental wrapperbased feature subset selection algorithms:
• (Replacement) First we try to improve the subset selection process in order to obtain even more compact subsets. The idea is that when a new attribute is being analyzed, we test not only the possibility of adding it to the selected subset, but also swapping it with any of the already included attributes.
• (Early stopping) Second, we study the impact of reducing the number of wrapper evaluations by stopping the process before analyzing all the variables in the ranking, where the stop criterion is triggered in an adaptive way.
These two contributions are covered in the following sections, and the article as a whole is organised as follows: in Section 2 we detail the incremental selection algorithm (IWSS) and we summarize the results obtained in 3 . Then, in Sections 3 and 4 we introduce our two contributions. Then, Section 5 contains the design of experiments to test these two contributions, the datasets used, the results obtained and an analysis of theses. Finally, Section 6 presents the conclusions that can be obtained from the results derived from our contributions.
Incremental wrapper-based FSS
In this Section we briefly revise the IWSS approach. We take as the canonical IWSS algorithm the one shown in Figure 1 .
As we can see, steps 1 to 4 are devoted to computing the ranking. This stage requires O(n) filter evaluations. In line 3, any filter measure (FM) can be used to score each predictive attribute with respect to the class. In this study and following related works, 9,32 we use Symmetrical Uncertainty (SU) to evaluate the predictive attributes.
13 SU is a nonlinear information theory-based measure that can be interpreted as a sort of Mutual Information
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C being the class and H() being the Shannon entropy. Attributes are ranked in increasing SU order; that is, more informative attributes are placed first.
Steps 5 and 6 carry out the initialization of S by using the first variable in the ranking. Also the data resulting from evaluating that subset are stored in BestData. In particular, we assume that function evaluate(C, S aux , T) learns and validates the classifier C by using a 5-fold cross validation over the training set T projected over subset S ∪ {C}. Thus, BestData will contain an array BestData.f[1..5] with the accuracy obtained for each fold and a real value BestData.av with the averaged accuracy over the 5 folds.
Steps 7 to 12 carry out the main cycle of IWSS. Depending on the way step 10, or to be more precise operation ⊲, is implemented we get different IWSS algorithms. Thus, if (AuxData ⊲ BestData) is implemented as (AuxData.av > BestData.av) we get IWSS with the simplest relevance criterion; if (AuxData ⊲ BestData) is implemented as follows:
then we get the BIRS algorithm; 32 If we modify the test or the confidence value (α) we get some of the variants tested in Bermejo et al.
3 , e.g.
which means that a Wilcoxon rank test is carried out with α = 0.25. As reported in previous works, 3, 32 , using the relevance criterion based on statistical testing prevents the algorithm from including new variables due to noise (e.g. comparing 80.02 with 80.0) or outliers (e.g. only in one of the 5 folds is the accuracy significantly higher). On the other hand, even based on statistical hypothesis testing, these relevance criteria are of a heuristic nature because of the small number of samples (5), which forces the selection of high values for α. Because of this, Bermejo et al. 3 proposed the MinFolderBetter relevance criterion which allows the inclusion of a new variable in S only when the following comparison holds:
where mf is the minimum number of folds in which we require S aux to be better than S. With values as mf = 2 or mf = 3 this criterion has the advantage of being robust with respect to noise and outliers, 3 but because of its purely heuristic nature it avoids the criticism of using statistical hypothesis testing in situations in which the classical requirements do not hold (e.g. having a minimum number of samples and using small values for α). Because of this, in this paper we will use MinFoldsBetter as relevance criterion.
Incremental wrapper-based selection with replacement
In this section we present one of the two proposals of this work. The main advantage of IWSS algorithms is their linear complexity (O(n)) in the number of wrapper evaluations. This is, of course, a favorable point when n grows large and exhaustive search (O(2 n )) or even approximate search algorithms like forward SS or backward SS (O(n 2 )) are not feasible. However, there are of course disadvantages in the use of IWSS algorithms. Perhaps the most important one is due to its greedy behavior, that is, the algorithm always tries the best ranked features first and once a feature is included in the selected set, it is maintained therein until the end of the search.
What we propose here is to alleviate some of these problems by allowing the algorithm not only to include a new feature in the selected set, but also to interchange it with one of the features previously included. Let us explain our idea by taking the Graphical Model (Bayesian network) 28 shown in figure 2 as our starting point. We use a Bayesian network to support our explanation because it is a formalism from which relevance relations can be easily read and visualized. Thus, first of all we should briefly explain how to read (in)dependence sentences from such graphical representation. BN's have two components, 16 a numerical part which encodes the probability distribution and the graphical component being a directed acyclic graph. From the graphical part we can codify (conditional) independences, so, the absence of a link between a pair of nodes is due to the conditional independence of such a pair of nodes, and the presence of a direct link between a pair of nodes indicates direct/strong relation or dependence between such a pair of nodes.
A Bayesian network (BN) 28, 16 factorizes the joint probability distribution (P ) by means of the product of the local probability functions associated to the nodes/variables (conditional probability of a variable given its parents in the graph). A BN is an I-MAP of P , therefore, if X is independent of Y given Z in the BN (< X|Z|Y > BN ), then X is independent of Y given Z in P (I(X|Z|Y ) P ), that is, all independences stated by a BN hold in the joint probability distribution.
(In)Dependence sentences in a BN can be read by means of the d-separation criterion.
28 Let π be an undirected path (that is, without considering the direction of the arrows) from node U to V . Then, the path π between U and V is blocked by a set of nodes Z if an only if exactly one of the following holds: If all the undirected paths between U and V are blocked by Z, then it is said that U and V are d-separated by Z in the BN (and consequently I(U |Z|V ) P ).
The Markov Blanket (MB) of a node X is formed by its parents (pa(X) = {Y : Y → X}), its children (ch(X) = {Y : X → Y }) and its spouses (sp(X) = pa(ch(X)) − {X}). By using the d-separation criterion it is easy to see that X is independent of the rest of the nodes (variables) given its MB: < X|M B(X)|rest > BN . Therefore, in a feature selection problem {A, B, D, E} should be the selected ones while {K, I, J, L, M } should be discarded because they are irrelevant to the class once we know the value of variables in M B(C). Thus, we should expect the following behavior when using an IWSS algorithm:
• A parent or child variable has a strong (direct) dependence relation with the class and so it should be ranked in the first places by any information-based or correlation measure. Therefore, it should be considered for inclusion in the selected set before variables/features having a small degree of relation with the class.
• Things are different for spouses, because they are marginally independent of the class, that is, they are unrelated, and so they should be ranked after those variables that, to some degree, are relevant to the class. Spouses become relevant when the children common with the class or any of its descendants are included in the selected set, because then the path between the spouse and the class is no longer blocked and so they are not d-separated. Since spouses should have worse ranking than children, when IWSS inspects spouses it is expected that common children are already included, and so spouses will also be included.
However, the situation described in the previous example is the ideal one but not usually the actual one. That is, in a real problem we have to deal with (sometimes scarce) datasets, and most times that dataset is not faithful to a Bayesian network. As we know, this is the common situation specially when dealing with high-dimensional data sets, e.g. microarrays, where we have thousands of variables but only a few hundred instances. The following example illustrates a more realistic situation. Example 2. In the case of having few records with respect to the number of variables, we cannot expect to deal with such accurate rankings. As an example, we have generated the quantitative part (conditional probabilities) for the BN in figure 2 and sampled a data set with 1000 for it. Then, we computed the ranks using SU for the dataset reduced to only the first 5, 10, 50 and 1000 records. The results are shown in Table 1 . As we can see, rank R4 reflects what we should expect in the ideal case, that is, parent and children {E, D, B} being the first variables in the ranking. However, we should observe that 1000 records in the dataset means having almost all the possible configurations in the problem (2 10 ), which is highly unrealistic in real domains. Ranks R1, R2 and R3 show more realistic situations. We can observe also how the spouse A is always ranked in the last positions.
As E has been ranked as the first variable in all the cases, let us assume that it is always included in the selected set S. Anyway, as this is not always the case, we should remark that the treatment of the class's parents and children is analogous.
• In rank R3 we can assume that the first three variables are directly included in S be-cause at the time of analyzing them, they are not irrelevant (independent) to the class.
Notice that E and D cannot be d-separated with respect to C because they are directly connected (e.g. dependent) while J is not d-separated from C given {E, D} because the path C → B → J is not blocked (condition 1 of d-separation). Thus, when IWSS analyzes B we have S = {E, D, J}. Now, there are two possibilities:
-The inclusion of B in S is judged as relevant by IWSS and so we get S = {E, D, J, B}, which means that we have an extra feature in our selected set, because once B has been included in S, variable J becomes irrelevant (d-separated) to Class. -The inclusion of B in S is judged as irrelevant by IWSS. That is, B is not dseparated from C given {E, D, J} and although semantically it should be added, because of the previous inclusion of J and D, even if the accuracy obtained when including B can increase the current one, the improvement may not be big enough to be considered as relevant. Therefore, we get a selected set that, even though it is good, is of worse quality than the best possible one. These situations can be solved if instead of just analyzing the effect of adding a new attribute to S we also test the possibility of swapping each one of the already included variables with the new one, choosing in the end the best relevant option. In our example we have:
and in this case S J should be the best relevant subset. If none of the subsets tried is judged as relevant, then S remains unchanged. Please, notice that in our example, i.e. from the used relevance model (BN), the best relevant subset is the one maximizing the relevance between subset and class while minimizing redundancy among the variables in subset, however in our algorithm the best relevant subset is the one achieving higher accuracy in the wrapper evaluation.
• A similar situation to rank R3 appears in rank R2, where M is included before testing D (and J).
• R1 is the worst ranking with respect to the ideal one (R4) so in this case we found more problems when using IWSS. Thus, in ranking R1 we can observe how J appears in the second place, while B is ranked at the end. Therefore, by following the ranking we can expect to directly include {E, J, D} and to reject K because E has been previously included. Now IWSS will also include L because the path C → B → I → L is not blocked; perhaps itincludes I because the path C → B → I is not blocked and I should have more impact on Class than L; A a should also be included; and perhaps B for the same reason as I. That is, after the execution of IWSS we could obtain Therefore, we get a better subset than the ones listed above, because even there is a redundant variable included in the final set, there is less redundancy and the desired subset is fully contained.
IWSS with replacement, named as IWSS r , i.e., IWSS incorporating our proposal to obtain better selected subsets, is shown in Figure 3 , where the novelties with respect to IWSS start at line 13.
Of course, having to test swapping and not only addition when analyzing each variable represents an increment in the complexity of the algorithm. In the worst case, that is, if the add operation is selected at each step, then we get O(n 2 ) (as in sequential forward selection). However, that means that there is no selection at all and the n variables are included in S, which is not usual at all. In practice, the complexity is O(mn), m being the number of selected variables. In large datasets (e.g. microarrays) m << n and so we are quite far from O(n 2 ). We will come back to complexity in Section 5.5. Coinciding in time with our preliminary proposal of using replacement in filter-wrapper algorithms for feature subset selection, 4 Nakariyakul and Casasent, 27 presented an improved version of floating feature selection that, among other steps, includes what they call replacing the weak feature, which is in fact a type of replacement. The main difference with our approach lies in the fact that we only test m = |S| subsets when studying replacement for a given subset S, while in 27 m · n subsets are analyzed because each time a variable X i of S is tested to be weak feature, a new step of forward selection is carried out, taking as starting subset S − {X i }, in order to decide which of the remaining variables is the best choice to replace the weak one (X i ). Furthermore, as the replacing of the weak strategy is inserted in a floating method that combines forward and backward selection phases, the resulting algorithm is quite expensive computationally. As an example, the authors report that for a dataset with 250 attributes and selecting 15 of them, their algorithm (termed IFFS) needs to evaluate 168200 candidate subsets while forward selection only evaluates 7500. Thus, it is clear that although IFSS obtains subsets of very high quality, its use is prohibitive in high-dimensional datasets such as the ones tested in this paper. 
IWSS with early stopping
One of the characteristics of IWSS is that it runs over the whole ranking, giving each attribute in the data set the chance of being selected. This has the disadvantage of increasing the number of wrapper evaluations carried out, specially when replacement is used. At this point, we can ask ourselves: is it really necessary to run over the whole ranking? From the description/discussion in the previous section and because the score used to build the rank only measures direct (marginal) relevance relations of one attribute with the class, we can argue that all the relevant attributes will be ranked in the first part of the rank, except spouses. Thus, from a semantic point of view (e.g. if we want to understand the interrelations among the class and the variables relevant to it), it would be nice to identify all the relevant variables, but for a purely predictive task such as classification, perhaps it is not necessary to include all these variables. From our (extensive) experiments with different versions of IWSS we have in fact observed that variables with a bad ranking are almost never included in the selected subset S. A possible explanation of this fact is that although these variables have an indirect relevance relation with the class, once the variables having a stronger relevance relation have been included in S, their contribution to the classification task may not be important enough to be judged as relevant. Furthermore, the utility of such types of variables depends on the complexity of the classifier used. For example, if Naive Bayes is used, then adding spouses makes no sense, because they are marginally independent with respect to the class, and so P (X = x i |C) would be (almost) the same for all states x i of spouse X. That is, we are adding an irrelevant variable.
Because of these reasons, and with the aim of saving some wrapper evaluations and so speeding up the IWSS process, we propose to stop the main cycle before arriving at the end of the ranking, and this is what we call here early stopping. Of course, the effect of early stopping should be more beneficial for IWSS r than for IWSS. We will denote IWSS and IWSS r implementing early stopping as IWSS s and IWSS r,s respectively.
The decision now is when the main cycle has to be stopped. We propose to use a threshold, θ ∈ (0, 1], which will limit the percentage of attributes to be studied, that is, considered for inclusion in S. However, instead of using this threshold as a crisp limit, we prefer to use it in an adaptive way, that is, each time a new feature X enters S the number of features to be visited is updated.
In order to incorporate early stopping, IWSS and IWSS r must be modified by adding the following sentences:
• At the initialization: l = θ · n • The main cycle is replaced by: for i = 2 to l do • As the last sentence of the main cycle we include:
if (S has been modified)
For example, if we have θ = 0.1 and n = 1000, then initially, we set l = 100 and so we expect to analyze only the first 100 variables in the ranking. Then, if the first variable introduced in S is in position 50 of the ranking, then l is updated as 50 + 0.1 · (1000 − 50) = 145, and so we enlarge the number of variables we expect to visit up to the first 145 variables in the ranking.
Experiments
In this section we perform a series of experiments with the aim of analyzing the type of improvement introduced by our two proposals: replacement and early stopping. To do this, we use a set of 12 high-dimensional datasets (a superset of those used in Ruiz et al. 32 ) ranging between 500 and 100000 predictive attributes. Our idea is first to analyze the behavior of IWSS when using replacement, and then to study how early stopping affects the quality and the efficiency of IWSS algorithms.
Datasets
We have run our experiments over 12 publicly obtained datasets. Seven of them are microarrays related to cancer prediction: datasets Colon, Leukemia, Lymphoma and GCM (downloaded from site http://www.upo.es/eps/aguilar/datasets.html); datasets DLBCL-Stanford, ProstateCancer and LungCancer-Harvard2 can be downloaded from site http://sdmc.i2r.a-star.edu.sg/rp/. In addition to these microarrays datasets, we have used another five datasets which are known for being provided in the NIPS 2003 feature selection challenge (Arcene, Madelon, Dorothea, Dexter, and Gisette). Table 2 shows the number of features and records/instances each dataset contains. As we can see, these datasets are characterized by a large number of predictive attributes but a small number of available instances, this trend being sharper in the case of microarray datasets. 
Classifiers and baseline algorithms
For our experiments we have considered three standard classifiers belonging to three different paradigms: Naive Bayes, 7 KNN (K=1), 1 and C4.5. 31 In particular we have used the implementation of these algorithms included in the WEKA data mining suite and in all the cases default parameter setting is applied.
12 Of these three classification algorithms, C4.5 implements its own attribute selection process, while Naive Bayes (NB) is known to be quite sensitive to noise and redundant attributes, so we pay special attention to this classifier.
With respect to feature selection algorithms, in order to test our proposals we consider the following three baseline algorithms:
• Fast Correlation-based Filter (FCBF) algorithm. 35 This algorithms lies in the filter approach and uses a correlation measure in order to remove redundant attributes while retaining the relevant ones.
• Sequential Forward Selection (SFS) algorithm.
11 This algorithm is a greedy one that first includes the best attribute found, then looks for the second-best by trying to add any possible attribute to the one previously selected, and continues in this way until no improvement is obtained when adding a new attribute. SFS is usually combined with wrapper evaluation and so improvement is measured in terms of accuracy. In the worst case it carries out O(n 2 ) wrapper evaluations. In practice, if m attributes are finally selected then it carries out about (m + 1) · n wrapper evaluations (n + (n − 1) + ... + (n − m)).
• Incremental Wrapper-based Subset Selection (IWSS) algorithm is the approach we try to improve by using replacement.
3,32 Therefore, we use it as baseline, specifically we use the version that implements MinFolds as relevance criterion.
As validation criterion we have selected standard 10-fold cross-validation. Therefore, the results reported in this section are the average of the results obtained for each one of the folds.
Testing IWSS with replacement
First, we test the impact of including replacement on incremental selection. Table 3 shows the results when considering MinFolds equals 2 and 3 as relevance criterion. We will use a superscript with the value of minfolds used and r as subscript when using replacement. Therefore, initially we test four algorithms: IWSS 2 r , IWSS 3 r , IWSS 2 and IWSS 3 . From the results, we can observe how FCBF always includes (many) more attributes in the selected subset than the wrapper-based ones. With respect to accuracy, there are some differences depending on the dataset, but when carrying out a statistical analysis with multiple datasets and multiple algorithms, no significant difference is observed in most of the cases (see Section 5.6). Returning to the number of selected attributes, we can observe how IWSS selects less attributes than SFS in all the datasets except GCM. In this case it is also worth commenting that IWSS is faster than SFS because it only carries out n wrapper evaluations. When replacement is introduced, then the number of variables selected by IWSS r is smaller than that by SFS and IWSS. With respect to complexity, as we will analyze in Section 5.5, IWSS r carries out almost the same number of wrapper evaluations as SFS (but it selects fewer attributes). Of course, we can also note how the relevance criterion also plays its role, thus versions requiring being better in 3 folds to be judged as relevant, are more restrictive than versions that require being better in only 2 folders, therefore IWSS r . With respect to the classifier used, we can detect similar behavior in the three cases. Therefore, for the sake of simplicity, from now on we shall continue the study using only Naive Bayes.
Testing early stopping
In this Section, we first test early stopping in combination with replacement, giving rise to algorithm IWSS r,s , but later, for the sake of completeness, we also analyze the behavior of using early stopping without replacement (IWSS s ). In our analysis we have tested three From the results we can observe how the number of selected attributes slightly increases with the value of θ. However, the difference both in number of attributes and in accuracy is not statistically significant (as we will discuss in Section 5.6). Of course, there is a difference in the efficiency (CPU time) of the algorithms.
Testing Complexity
To analyze the complexity of the algorithms we focus on the number of wrapper evaluations carried out. Obviously, no data is reported for basic IWSS because it has O(n) complexity and, in fact, exactly n wrapper evaluations are carried out. Furthermore, because no significant difference arises with respect to θ, we select the smallest tested value (θ = 0.2) for the following analysis. Table 5 .(a) shows the number of wrapper evaluations carried out by the different algorithms. With respect to the complexity order, we know that in the worst case SFS and all the variants of IWSS r have worst-case complexity O(n 2 ). However, in practice the algorithms are far from this number of evaluations, so in Table  5 .(b) we show the minimum and maximum complexity order computed from the actual number of evaluations carried out over the twelve datasets, and also the fitted value which minimizes the root mean squared error.
From the results, we can observe how SFS is a bit more complex than IWSS r and also how the estimated actual complexity order for both algorithms is far from n 2 . On the other hand, when early stopping is introduced the analysis is clear: the number of evaluations carried out by IWSS with replacement decreases to be linear, while when replacement is not used the complexity order decreases to be sub-linear.
Statistical Analysis
In order to corroborate our conclusions, we have run a statistical analysis based on the use of the Friedman test, 10 followed by a post-hoc Holm test, 14 as recommended by Demsar 6 when having to analyze multiple algorithms. We test the case of Minfolds=2 and Minfolds=3 separately, so for each of these two cases the set of tested algorithms contains: SFS, FCBF, IWSS, IWSS r , IWSS s (θ=0.2,0.4,0.6) and IWSS r,s (θ=0.2,0.4,0.6). Since these algorithms could not be run using classifier c4.5 nor classier k-NN for database Gisette due to its high computational load (see Table 5 ), this database is not included in the tests (and values in Table 6 are the mean of the other 11 datasets). Thus, the input for the Friedman test for each classifier consists of 10 algorithms with 11 input values (mean of the 10CV for each of the 11 datasets). The procedure of analysis is as follows for each classifier: first, we run the Friedman test for accuracy values. If any statistical difference is found, then the Holm test is performed to find differences with the best algorithm found (control algorithm). Secondly, we pay attention to the number of selected attributes, repeating the previous process but considering only those algorithms not found to be statistically different with respect to accuracy. Finally, the remaining algorithms are regarded as not being statistically different. In order to get more general conclusions we perform the analysis over the three classifiers considered in Section 5.2. Table 6 shows the results for each classifier when running tests based on accuracy, with Minfolds=2 (part (a)) and Minfolds=3 (part (b)) respectively. For both Minfolds=2 and Minfolds=3, the Friedman test does not find any algorithm to be statistically different from the others. Then, Table 6 .(c) and (d) shows the result for the analysis over the number of selected variables. In this case, the lower this number is, the better the algorithm performed. As we can observe, algorithm IWSS with replacement and early stopping (θ = 0.2) is always chosen as control classifier (marked with a • in the table); then, a Holm test is run and the algorithms found to be statistically worse than the control have their cells marked grey in the table. Thus, algorithm IWSS sr (θ = 0.2) is found to be statistically better than all the others algorithms except for the other three algorithms also performing replacement and/or early stopping. This proves that our proposed improvements for canonical IWSS (replacement and early stopping) achieve statistically lower cardinality in the final subset of selected features without downgrading accuracy performance. 
IWSS

Conclusions
In this paper we have made two contributions to the improvement of the behavior of the IWSS approach to feature selection. The first one is related with getting more compact subsets and is implemented by allowing the algorithm to test not only the inclusion of a new attribute (the next one in the ranking) but also the possibility of swapping it with any of the already included attributes. From our experiments, IWSS with replacement proves to be a the better choice, because it maintains the accuracy of the SFS and IWSS algorithms, but includes fewer attributes in the selected subset. On the other hand, the number of wrapper evaluations increases with respect to the linearity shown by IWSS, although from our experiments in practice it is far from the theoretical quadratic worst case. Finally, uur second contribution directly tackles this problem by stopping the algorithm early, that is, without analyzing all the predictive attributes. From our experiments, we can conclude that the use of early stopping has a significant effect on the efficiency of the algorithms without degrading their performance (both in accuracy and number of selected
