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Abstract
Mittels Visualisierung lässt sich Software so darstellen, dass selbst für Laien ein Eindruck
von einem Software-System geschaffen wird. Anti-Pattern zeigen Fehler im Design eines
solchen Systems; sie zu finden und ebenfalls zu visualisieren ist eine Unterstützung zum
Verbessern der Codequalität.
Das Qualitätsmanagement-Werkzeug Getaviz der Forschungsgruppe Visual Software Ana-
lytics an der Universität Leipzig ermöglicht es, solche Softwarevisualisierungen leicht zu
generieren, bietet aktuell aber noch nicht die Möglichkeit, Anti-Pattern im System zu find-
en oder anzuzeigen. In dieser Arbeit wird gezeigt, wie sich Anti-Pattern in den Daten aus
Getaviz-Scans identifizieren lassen und wie sie sich mit Getaviz darstellen lassen. Um Anti-
Pattern zu finden, wird eine Methodik angewendet, die nur mit Softwaremetriken arbeitet.
Lücken zwischen dem Getaviz-Datensatz und den geforderten Informationen zur Erkennung
werden genau beschrieben und geschlossen. Die bestehenden Visualisierungen in Getaviz
werden schließlich um eine Ansicht der Anti-Pattern sowie eine Steuerung, um diese Ansicht
zu bedienen, erweitert. Damit wird ein guter Eindruck gegeben, wie sich diese Methodik
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Ideale Software löst alle an sie gestellten Anforderungen, ist dauerhaft aktuell und leicht zu
betreiben. Wir alle kennen aber Computerprogramme, die mindestens eine dieser Eigen-
schaften nicht erfüllt. Wie kommt es, dass sich nach Jahrzehnten der Softwareentwick-
lung das ideale System noch nicht etabliert hat? Eine Antwort bieten Lehman und Belady’s
Grundsätze zur Software-Evolution (vgl. [Lehman 1980, 1068]), welche besagen: Erstens,
ein Programm, welches in einer realen Umgebung im Einsatz ist, muss angepasst werden,
sonst verliert es zunehmend seinen Nutzen. Zweitens, mit der Weiterentwicklung wird ein
Programm komplexer und es sind zusätzliche Ressourcen nötig, um die Struktur zu erhalten.
Um Software aktuell zu halten, muss sie also weiterentwickelt werden, wodurch sie kom-
plexer wird, durch diesen Prozess aber allmählich die ursprüngliche Struktur verliert. Dieser
Verfall wird als Softwarealterung bezeichnet (vgl. [Parnas 1994, 279]).
Perfekte Software kann nach diesen Grundsätzen also nicht bestehen, was zu dem Ansatz
geführt hat, diese Problematik durch vorausschauende Planung einzugrenzen. Um Software
gut und langlebig zu gestalten, sollte ihr Design fehlerfrei sein. Softwareentwicklung findet
oft in heterogenen Teams statt, in dem nicht alle Projektbeteiligten Programmierkenntnisse
besitzen oder das gesamte Projekt überblicken. Beim Übertragen der ursprünglichen Idee
zum Produkt können dadurch Missverständnisse entstehen (vgl. [Budgen 2003, 4]).
Visualisierung bietet die Möglichkeit, den Prozess der Planung und der Softwareentwicklung
zu verbessern. So können Softwaresysteme, obwohl sie keine physische Form haben, visuell
dargestellt werden (vgl. [Wettel/Lanza 2008, 1]). Eine Möglichkeit ist es, objektorientierte
Systeme sinnbildlich als Stadt darzustellen, wobei beispielsweise Klassen durch Hochhäus-
er repräsentiert werden (vgl. [Bohnet/Döllner 2011, 11f.]). Diese Darstellung bietet eine
Übersicht über das System, erfordert kaum Programmierkenntnisse und bietet somit eine
gute Grundlage zum Planen (vgl. [Bohnet/Döllner 2011, 9f.]). Damit alle Projektbeteiligten
Designprobleme erkennen können, sollten diese ebenfalls in der Visualisierung gekennze-
ichnet werden. Dadurch wären Designprobleme leicht erkennbar und Entwicklerinnen und
Entwickler könnten ihnen direkt entgegenwirken.
1.2 Zielstellung und Methodik
Ziel der Arbeit ist es, mangelhaftes Softwaredesign zu erkennen und darzustellen. Damit
wird erreicht, dass Projektbeteiligten, zusätzlich zu den Visualisierungen ihrer Software, eine
weitere Unterstützung an die Hand gegeben wird. Eine neue Funktion für das Visualisierungs-
Werkzeug, zeigt Fehler oder Probleme im Design, die dem Entwicklungsteam eventuell
unbekannt sind. Durch die Fehlererkennung soll die Codequalität eines Projekts gesteigert
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werden. Aus dieser Zielsetzung ergeben sich zwei Herausforderungen: Einerseits das Iden-
tifizieren von mangelhaftem Design und andererseits dessen Visualisierung. Für beide Her-
ausforderungen hat die Forschergruppe Visual Software Analytics an der Universität Leipzig
Lösungen entwickelt. Mit dem Qualitätsmanagement-Werkzeug Getaviz wird Programm-
code gescannt, analysiert und anschließend visualisiert. Daten die Getaviz durch das Scan-
nen ausliest, bieten die Grundlage um Desingprobleme zu identifzieren. Die bestehenden
Getaviz-Visualisierungen können dann zur Darstellung dieser Probleme erweitert werden.
Um Designprobleme in einem Getaviz-Datensatz zu erkennen, nutzen wir eine von Michele
Lanza und Radu Marinescu entwickelte Methodik, welche von Softwaremetriken auf De-
signprobleme schließen kann (vgl. [Lanza/R. Marinescu 2006, 48]). In ihrem Buch „Ob-
jectoriented Metrics in Practice“ beschreiben sie, welche Bestandteile eines Softwaresys-
tems dafür vermessen werden und geben Toleranzen für die Maße an. Hier werden wir
vergleichen, welche Metriken gefordert sind und welche Daten sich aus einem Scan ausle-
sen lassen. Wenn möglich, muss der bestehende Datensatz ergänzt werden, sodass er alle
geforderten Metriken enthält. Weiter definieren Lanza und Marinescu logische Gatter, welche
eine Bandbreite an Metriken auswerten, um so auf die Qualität des Designs zu schließen. Mit
der Kombination aus Metriken, Toleranzen und logischen Gattern identifizieren wir Prob-
leme im Design. Anschließend untersuchen wir, wie sich die Visualisierungen aus Getaviz
erweitern lassen, um Designprobleme anzuzeigen. Damit Nutzerinnen und Nutzer die neuen
Anzeigen steuern können, wird die Getaviz-Benutzungsoberfläche um ein entsprechendes
Menü ergänzt.
Weil es eine Vielzahl an Designproblemen gibt, beschränken wir uns hier auf die von Lanza
und Marinescu definierten Probleme für objektorientierte Systeme. Sie bezeichnen Design-
probleme als Disharmonien (engl. disharmonies). Es gibt verschiedene Arten von Dishar-
monien die zusammen ein Netzwerk bilden, in dem sie sich einander bedingen (vgl. [Lan-
za/R. Marinescu 2006, 143]). In dieser Arbeit schränken wir uns auf den Kern dieses Net-
zwerks ein, nämlich Objekte mit Identitätsdisharmonie (engl. identity disharmony). Die als
Identitätsdisharmonie definierten Probleme beziehen sich jeweils auf einzelne Objekte. Weil
Getaviz eine gute Grundlage für die Programmiersprache Java darstellt, implementieren wir
die Erkennung für Java. Eine weitere Einschränkung gibt die Datenmenge des Scans vor. Es
können nur Probleme erkannt werden, wenn sich die nötigen Metriken aus den Daten ausle-
sen lassen. Getaviz bietet verschiedene Metaphern an, um Softwaresystem zu visualisieren.
Diese Metaphern unterscheiden sich unter anderem darin, welche Bestandteile des Systems
sie anzeigen. Wenn eine Metapher keine Visualisierung des Bestandteils bietet, der von einer
Identitätsdisharmonie betroffen ist, kann diese Disharmonie nicht angezeigt werden.
1.3 Struktur der Arbeit
In den Grundlagen definieren wir zunächst Softwaremetriken und Schwellenwerte. Daraufhin
wird der Kernbegriff der Arbeit eingeführt: Anti-Pattern. Dabei legen wir den Fokus auf
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die von Lanza und Marinescu definierten Anti-Pattern aus der Gruppe der Identitätsdishar-
monien. Wir stellen Getaviz vor, denn das hier behandelte Projekt wird in Getaviz integriert.
Das umfasst den Getaviz-Visualisierungsgenerator und die Benutzungsoberfläche. Auch die
eigenständigen Projekte Neo4j (Graphdatenbank) und jQAssistant (Qualitätssicherungswerkzeug)
werden von Getaviz genutzt und sind relevante Punkte. Getaviz bietet verschieden Meta-
phern an, Software zu visualisieren. Metaphern geben vor wie einzelne Softwarebestandteile
dargestellt werden, weshalb die einzelnen Metaphern aus Getaviz eingeführt werden. Das
dritte Kapitel beschäftigt sich mit dem Identifizieren der Anti-Pattern. Es wird jeweils eine
kurze Beschreibung gegeben und die Auswirkungen auf das System werden gezeigt. An-
schließend wird beschrieben, wie die Erkennungsstrategie (engl. detection strategy) nach
Lanza und Marinescu arbeitet und wie sich diese auf Getaviz-Daten implementieren lässt.
Dabei liegt der besondere Fokus darauf, wie Getaviz-Daten ergänzt werden, um allen geforderten
Metriken berechnen zu können. Danach wird gezeigt, wie die Methoden zum Identifizieren
der Anti-Pattern in Getaviz eingebunden sind und wie sie getestet werden. Im vierten Kapitel
wird gezeigt, wie die Visualisierung von Anti-Pattern in Getaviz integriert ist und wie diese
für Nutzerinnen und Nutzer auf der Benutzungsoberfläche angezeigt wird. Weiter werden das
neu eingeführte Menü und erweiterte Hilfsmenü zum Steuern der angepassten Visualisierung
beschrieben. Im letzten Kapitel wird das Projekt zusammengefasst, kritisch bewertet und es
wird ein Ausblick auf mögliche Anpassungen gegeben.
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2 Grundlagen
Hier wird eingeführt, wie Softwaremetriken und Schwellenwerte zum Bewerten von Soft-
ware eingesetzt werden können. Anti-Pattern und deren Rolle im Softwaredesign werden
definiert sowie die dazugehörigen Erkennungsstrategien vorgestellt. Im Rahmen dieser Ar-
beit wird Getaviz erweitert um Anti-Pattern zu identifizieren und zu visualisieren. Hier-
für werden der Getaviz-Visualisierungsgenerator und die Benutzungsoberfläche vorgestellt.
Ebenso sollen die Graphdatenbank Neo4j und das Qualitätssicherungs-Werkzeug jQAssis-
tant vorgestellt werden. Abschließend werden die verwendeten Metaphern vorgestellt, die
zur Visualisierung der Softwaresysteme genutzt werden.
2.1 Softwaremetriken und Schwellenwerte
Softwaremetriken stellen Eigenschaften von Software in Zahlenwerten dar. Gemessen wer-
den kann dabei fast alles. Deshalb erfordert die Auswahl der Metriken bereits ein Verständnis
des zu erreichenden Zieles. Ohne eine konkrete Zielsetzung können die gemessenen Werte
keine nützlichen Resultate generieren. Sinn der Metriken ist es, Aussagen über die Qualität
des Codes treffen zu können. Wir beschränken uns auf Entwurfsmetriken (engl. design met-
rics). Das sind Metriken, welche die Größe und Komplexität von Software messen. Diese
Art der Metriken wird vor allem genutzt, um die Qualität der Software an einem einzelnen
Zeitpunkt im Entwicklungszyklus zu bewerten. Sie bieten den Vorteil, lokal und spezifisch
zu sein, weshalb sie sich gut eignen, um Objekte aus objektorientierten Systemen zu unter-
suchen (vgl. [Lanza/R. Marinescu 2006, 12]).
Um bestimmen zu können, ob ein Messwert zu hoch oder zu niedrig ist, sind Schwellen-
werte nötig. Diese sinnvoll zu bestimmen, stellt allerdings eine Schwierigkeit dar. Sinnvoll
bedeutet hier, dass die Werte für das Bewerten von Software nützlich sind. Eine gute Quellen
für Schwellenwerte sind statistische Informationen. Alle Schwellenwerte in dieser Arbeit
entsprechen den Angaben von Lanza und Marinescus in „Object-Oriented Metrics in Prac-
tice.“ Metriken, die mehrfach verwendendet werden, sind in Tabelle 2.1 gelistet. Weitere






Zwei Methoden einer Klasse, die auf dasselbe
Attribut der eigenen Klasse zugreifen.
Tight Class Cohesion TCC
Quotient aus der Anzahl aller Methoden einer
Klasse und der MAA.
Access to Foreign Data ATFD
Anzahl der Attribute, auf die eine Klasse direkt
zugreift, aber nicht selber deklariert.
Weighted Method Count WMC
Die Summe der Komplexität aller Methoden
einer Klasse.
Foreign Data Provider FDP
Gibt an auf, wie viele Klassen ingsgesamt zuge-
griffen wird, wenn eine Klasse auf mehrere
fremde Attribute zugreift.
Tabelle 2.1: Auswahl häufig verwendeter Metriken (in Anlehnung an [Lanza/R. Marinescu
2006, 167, 170, 173f])
2.2 Anti-Pattern im Softwaredesign
Anti-Pattern beschreiben Lösungen, die negative Folgen für ein System haben, mit der In-
tention, diese negativen Folgen zu beseitigen (vgl. [Neill/Laplante 2006, 4]). Das Konzept
hinter Anti-Pattern basiert auf der Idee, dass das Studieren von Fehlern genauso nützlich ist,
wie das von Erfolgen. Dadurch kann aus Fehlern dazu gelernt werden. Bekannt wurde der
Begriff Anti-Pattern durch das Buch „Anti-Patterns: Refactoring Software, Architectures,
and Projects in Crisis“ von W.J. Brown, R.C. Malveau, H.W. McCormick und T.J. Mowbray.
Sie verwenden den Begriff auch erstmals im Zusammenhang mit Softwarearchitektur und
Management (vgl. [Neill/Laplante 2006, 5]).
Lanza und Marinescu beschäftigen sich mit der Bewertung von Softwaredesigns, wofür
sie Methoden zum Entdecken von Anti-Pattern einsetzen (vgl. [Lanza/R. Marinescu 2006,
1]). Zum Bewerten setzen sie als Grundlage Metriken ein, die sie mit selbst definierten
Schwellenwerten vergleichen. Weil Objekte und deren Bestandteile, je nach Anforderun-
gen, in Größe und Komplexität stark variieren, fordern sie ein harmonisches System. Har-
monie bedeutet hier, dass die Bestandteile eines Systems einen ihren Aufgaben angemesse-
nen Umfang haben. Alle Artefakte eines Softwaresystems sollten miteinander harmonieren.
Beispielsweise sollte eine Klasse eine angemessene Anzahl an Methoden implementieren,
welche wiederum angemessen groß und komplex sein sollten. Um Harmonie zu messen, wer-
den Metriken und Schwellenwerte eingesetzt. Die Gesamtharmonie eines Systems setzt sich
aus drei Teilen zusammen: der Identitäts-, der Zusammenarbeits- und der Klassifizierung-
sharmonie. Identitätsharmonie beschäftigt sich mit der Rolle einzelner Objekte und deren
Anzahl an Aufgaben. Zusammenarbeitsharmonie beschäftigt sich mit der Art und Weise,
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wie Objekte miteinander interagieren. Dabei sind die Anzahl der Verbindungen und die Art
der Verwendungen relevant. Die Klassifizierungsharmonie enthält Elemente aus den beiden
ersten Harmonien. Hier wird geprüft, wie sich ein Objekt im Rahmen des Vererbens ver-
hält. Verstöße gegen Harmonien nennen Lanza und Marinescu Disharmonien. Diese Ver-
stöße entsprechen Anti-Pattern und werden in die drei gennanten Kategoriern unterteilt.
Disharmonien der verschiedenen Kategorien bedingen einander (vgl. [Lanza/R. Marines-
cu 2006, 71]). Die Basis bilden Identitätsdisharmonien, welche Objekte isoliert betrachten.
Zusammenarbeits- und Klassifizierungsharmonien hängen von ihnen ab. Dazu gehören im
Bereich der Klassen God Class, Brain Class, Data Class, Significant Duplication. Zu den
Methoden gehören Feature Envy und Brain Method. Eine genaue Einführung in diese Anti-
Pattern erfolgt in Kapitel 3.
2.3 Getaviz
Das Getaviz-Projekt ermöglicht es, Softwareartefakte visuell darzustellen, um so einen Überblick
über das System zu geben. Getaviz setzt sich aus Werkzeugen zusammen, die eine empirische
Evaluierung für verschiedene Visualisierungen bieten und eine Auswertung ermöglichen.
Hierfür wurden verschiedene Werkzeuge entwickelt, die sich in vier Kategorien einteilen
lassen. Am Anfang stehen jQssistant 2.5 und Scanner, die Softwareprojekte einlesen. An
zweiter Stelle folgt der Software-Visualisierungsgenerator, welcher die eingelesenen Dat-
en auswertet und darauf basierend Visualisierungen erzeugt. Zum Betrachten und Inter-
agieren der visualisierten Software steht eine browserbasierte Benutzungsoberfläche bereit.
Das vierte Werkzeug ist ein Evaluationsserver zur Vereinfachung und Standardisierung der
Evaluation (vgl. [Baum et al. 2017, 1]).
2.3.1 Software-Visualisierungsgenerator
Aufbauend auf den eingescannten Daten aus einem System, erzeugt der Generator Informa-
tionen für die Visualisierungen. Der Generator wird in dieser Arbeit um die Erkennungsstrate-
gien für Anti-Pattern erweitert. Er ist so implementiert, dass er den Visualisierungsprozess in
mehreren Modelltransformationen durchführt. In drei Schritten wird ein Modell als Eingabe
genommen, transformiert und für den nächsten Schritt wieder ausgegeben. Im ersten Schritt
wird ein metapher-spezifisches Modell aus dem Quellcode erzeugt. Im zweiten Schritt wird
das Modell mit weiteren Informationen angereichert. Im letzten Schritt wird das finale Mod-
ell erzeugt, welches als X3D (Beschreibungssprache für 3D-Grafiken), X3DOM oder A-




Hauptaufgabe der Benutzungsoberfläche von Getaviz ist es die Anzeige und Interaktion
mit den Visualisierungen zu ermöglichen. Damit die Benutzungsoberfläche für verschiedene
Bereiche, wie zum Durchführen von Studien oder als Testfunktion für die unterschiedlichen
Visualisierungen anpassbar ist, wurde sie konfigurierbar und generisch implementiert. Visu-
alisierungen werden aus der Ausgabe des Generators, einer JSON Datei aufgebaut. Im Zen-
trum der Benutzungsoberfläche steht die Darstellung des visualisierten Software-Systems.
Die Darstellung kann zur Übersicht bewegt und vergrößert werden. Eine VR-Ansicht ist
ebenfalls möglich. Durch Anklicken lassen sich Objekte in der Darstellung auswählen und
werden markiert. Zum Visualisieren des Software-Sytems gibt es verschiedene Metaphern
(Abschnitt 2.6). In der Kopfleiste auf der linken Seite kann unter dem Punkt „Visualizations“
für jede Metapher eine Musterdarstellung gewählt werden. Hier kann auch ein eigenes Sys-
tem zum Visualisieren mit einer der Metaphern angegeben werden. In der Kopfleiste zur
rechten Seite ist das Hilfemenü „Help“ mit Hinweisen zu den Darstellungen und zur Bedi-
enung. Am linken Seitenrand befindet sich der Package Explorer, welcher alle Objekte des
analysierten Systems in ihrer Struktur anzeigt. Auf der rechten Seite befindet sich der Code-
Viewer, der den Code hinter einem ausgewählten Objekt zeigt. Die Benutzungsoberfläche
erweitern wir in Kapitel 4.
2.4 Graphdatenbank Neo4j
Neo4j ist eine quelloffene, NoSQL-Graphdatenbank. Daten werden in Form von Graphen
gespeichert, die aus Knoten (engl. nodes) und deren Beziehungen (engl. relationships) beste-
hen. Das bietet den Vorteil, dass Zusammenhänge direkt im Datensatz gespeichert sind
und nicht erst durch eine Abfrage (engl. query) zusammengefügt werden müssen. Knoten
stellen Objekte dar, die mit einem Typen näher gekennzeichnet werden. Der Typ zeigt die
Rolle des Knoten im Graphen. Knoten werden weiter mit einer beliebigen Anzahl an Eigen-
schaften näher beschrieben, die als Schlüssel-Wert-Paare abgespeichert sind. Beziehungen
beschreiben, wie zwei Knoten zusammenhängen. Alle Beziehungen sind gerichtet, haben
ebenfalls definierte Typen und führen von einem Start- zu einem Endknoten. Beziehungen
können ebenfalls mit Eigenschaften näher beschrieben werden. Mithilfe von Typen kann der
Graph nach zusammenhängenden Gruppen durchsucht werden (vgl. [Neo4j, Inc. 2020b]).
Um Daten abzufragen oder zu speichern, wird Cypher verwendet. Cypher ist an SQL an-
gelehnt und verwendet ASCII-Kunst, wie Pfeile (->), um intuitiv und leicht verständlich zu
sein (vgl. [Neo4j, Inc. 2020a]). Zum Manipulieren der Daten in der Datenbank kann der in-
tegrierte Browser (Neo4j-Browser) verwendet werden. Hier gibt es die Möglichkeit, sich die
Ergebnisse als Tabelle oder als Graph darstellen zu lassen. Alternativ kann auf die Datenbank
auch mit einer Programmierschnitsttelle zugegriffen werden.
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Alle Daten eines Scans werden von Getaviz in eine Neo4j-Datenbank eingepflegt (vgl. [Vo-
gelsberg 2018, 1]). Getaviz verwendet den Neo4j-Server Version 3.4.10, der über die Pro-
grammierschnittstelle angesteuert wird.
2.5 Qualitätssicherungs-Werkzeug jQAssistant
jQAssistant ist ein Werkzeug für das Qualitätsmanagement von Software. Es nutzt Scan-
ner, um die Struktur eines Software-Systems zu analysieren und speichert die gefundenen
Informationen in einer Neo4j-Datenbank. In Getaviz wird außerdem das „Java source code
plugin“ genutzt (vgl. [Müller/Eisenecker 2019, 1]). Besonders relevant für diese Arbeit sind
die Informationen aus dem class scanner. Diese geben unter anderem für Klassen, Meth-
oden und Attribute an, welchen Fully Qualified Name (FQN), lokalen Namen und Sicht-
barkeit sie haben. Weiter wird für Klassen ausgelesen, welche Methoden und Attribute diese
deklarieren. Für Methoden werden Schreib- und Lese-Zugriffe auf Attribute gelistet sowie
das Deklarieren eigener Variablen. Zusätzlich wird in den Eigenschaften die Anzahl der
Codezeilen (effectiveLineCount) und die Komplexität der Methode (cyclomaticComplexity)
gespeichert (vgl. [BUSCHMAIS GbR 2020]). Ein Ausschnitt der prüfbaren Zugriffsarten
von Klassen und Methoden ist in Tabelle 2.2 gelistet.
Lesen / Schreiben Deklarieren
Klasse Methoden / Attribute
Methode Attribute Variablen
Tabelle 2.2: Ausschnitt der von jQAssistant untersuchten Zugriffsarten (in Anlehnung an
[BUSCHMAIS GbR 2020])
2.6 Metaphern zur Visualisierung
Metaphern geben vor, wie ein Softwareartefakt visualisiert wird. Hierfür gibt es sowohl
2D- als auch 3D-Ansätze. Wettel und Lanza haben sich auf den Ansatz der Stadtmetapher
fokussiert, mit der sich insbesondere objektorientierte Systeme darstellen lassen (vgl. [Wet-
tel/Lanza 2007, 93]). Ziel dieser und anderer Metaphern ist es, Informationen eines Sys-
tems in eine grafische Darstellung zu übersetzen. Dadurch wird erreicht, dass allen Projekt-
beteiligten eine Orientierung gegeben wird, die es erleichtert das System zu verstehen. Maße
und Anordnung in den Darstellungen enthalten auch Informationen über das System - die
Höhe eines Hochhauses in der City-Metapher gibt beispielsweise die Anzahl der Methoden
an. Für diese Arbeit ist aber nur die Darstellung der Objekte relevant.
In Getaviz ist bereits eine Vielzahl an Metaphern in verschiedenen Varianten implementiert,
beispielsweise Multisphere, Plant, City und Recursive Disk. In Getaviz Version 1.3 sind die
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(a) Recursive Disc (b) City (c) City Floors (d) City Bricks
Abbildung 2.1: Metaphern in Getaviz
beiden Letzteren implementiert. Die Recursive Disk als 2D-Variante und die City jeweils als
Floors, Bricks oder in der ursprüngliche Version nach Wettel und Lanza. In Abbildung 2.1a
ist ein Beispiel für eine Visualisierung mit Recursive Disk zu sehen. Es zeigt die Objekte des
Systems jeweils als ineinander liegende Scheiben. Die äußeren grauen Ringe bilden Pakete
ab. Klassen, die in den jeweiligen Paketen enthalten sind, werden durch dunkelblaue Ringe
dargestellt. Innerhalb der Klassen liegt ein segmentierter hellblauer Ring, jedes Segment
zeigt eine Methode der Klasse an. Im Zentrum des Methoden-Rings liegt ein segmentierter
gelber Kreis, jedes Segment zeigt ein Attribut der Klasse. Von den City-Metaphern ist die
ursprüngliche nach Wettel und Lanza (Abbildung 2.1b), die mit den wenigsten grafischen
Elementen. Sie zeigt Pakete und Klassen an. Pakete sind als Platten dargestellt und symbol-
isieren Distrikte der Stadt. Sie sind in verschiedenen Grautönen dargestellt. Beinhaltet ein
Paket ein anderes, liegt es in der Abbildung auf einem anderen Distrikt. Dies trifft auf alle
City-Metaphern zu. Klassen werden als rechteckige dunkelblaue Hochhäuser angezeigt. Die
Floor-Version (Abbildung 2.1c) erweitert die City-Metapher um Abbildungen für Attribute
und Metaphern. Methoden sind hierbei eckige Ringe, welche die Klassen umgeben. Attribute
werden als gelbe Schornsteine auf den Hochhäusern dargestellt. In der Bricks-Version (Ab-
bildung 2.1d) der City werden Klassen nur als dunkelblaues Fundament der Hochhäuser
dargestellt. Auf dem Fundament aufbauend werden die in der Klasse enthaltenen Methoden
und Attribute als schwebende Würfel angezeigt, die die Form der Hochhäuser nachahmen.
Attribute und Methoden haben abhängig von ihren Typen eine eigene Farbgebung. Eine Leg-
ende aller Farben ist im Hilfe-Menü von Getaviz zu finden.
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3 Erkennungsstrategien für Anti-Pattern implementieren
In diesem Kapitel wird erklärt, wie Erkennungsstrategien implementiert werden und wie
Getaviz angepasst wird, um diese auszuführen und zu testen. Folgend werden die sechs Anti-
Pattern aus der Gruppe der Identitätsdisharmonien vorgestellt.
3.1 Anti-Pattern
Für jedes Anti-Pattern wird zunächst eine kurze Beschreibung gegeben sowie seine Auswirkung
auf das System erklärt. Danach werden die Daten aus jQAssistant mit den Metriken ver-
glichen, die für die Erkennungsstrategie gefordert sind. Hier wird detailliert gezeigt, welche
Daten direkt den Metriken entsprechen, wie relevante Metriken aus den bestehenden Daten
berechnet werden und welche Metriken sich nicht mit dem Datensatz aus Getaviz berech-
nen lassen. Anschließend wird erklärt, wie die Metriken mit Schwellenwerten und logis-
chen Gattern zur passenden Erkennungsstrategie zusammengesetzt werden. Die Vergleich-
szeichen, die in den Erkennungsstrategien verwendet werden, sind unverändert von Lan-
za und Marinescu übernommen. Mit der Erkennungsstrategie kann dann eine Aussage zur
Qualität des Designs getroffen werden. Lanza und Marinescu geben für ihre Schwellenwerte
Begriffe an, die Raum zur Interpretation lassen (Tabelle 3.1). Zur Übersicht sind hier aus-
gesuchte Schwellenwerte numerisch in den Grafiken der Erkennungsstrategien eingetragen.
Die Tabellen 3.1 und 3.2 zeigen einen Ausschnitt der von Lanza und Marinescu festgelegten
Schwellenwerte für Metriken.
Semantische Bezeichnung Numerischer Wert
zwei, drei / wenige / einige 2 - 5
Kapazität des Kurzzeitgedächtnisses 7 - 8
Tabelle 3.1: Bezeichnungen für Schwellenwerte (in Anlehnung an [Lanza/R. Marinescu
2006, S. 18])
In Getaviz wurde die Anti-Pattern-Erkennung so implementiert, dass Metriken und Anti-
Pattern mit Abfragen auf der Neo4j-Datenbank berechnet werden und die Ergebnise dort
eingetragen werden. Im Generator entspricht dabei jede Abfrage einer Methode. Die Metho-
den sind auf die Klassen MetricQueries und Antipattern aufgeteilt. MetricQueries enthält nur
Methoden, um Metriken zu berechnen. Die Klasse Antipattern enthält Methoden, welche die
Anti-Pattern berechnet. Diese Klasse führt die Abfragen aus, welche die Erkennungsstrate-
gien implementieren. Weil Anti-Pattern-Erkennung auf den Metriken aufbaut, werden zuerst
alle Methoden in der Klasse MetricQueries ausgeführt und anschließend die der Klasse An-
tipattern. Datenbankanfragen sind nach ihrer Funktion auf diese beiden Klassen aufgeteilt,
damit sie leicht auseinanderzuhalten sind.
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3.1.1 God Class
Das Anti-Pattern God Class (dt. Gottklasse) beschreibt Klassen, welche zu viele Aufgaben
selbst erfüllen und nur unwichtige oder keine Aufgaben an andere Klassen übertragen. In ob-
jektorientierten Systemen sollten Aufgaben gleichmäßig auf Objekte verteilt sein. Dadurch
ergibt sich eine höhere Wiederverwendbarkeit und eine bessere Lesbarkeit der einzelnen Be-
standteile. Gottklassen mindern diese Eigenschaften jedoch. Ein großes Problem ist, dass die
Weiterentwicklung des Systems erschwert wird.
Average High Very High
WMC 14 31 47
LOC / Klasse 70 130 195
NOM / Klasse 7 10 15
LOC / Methode 10 13 19,5
Tabelle 3.2: Schwellenwerte (in Anlehnung an [Lanza/R. Marinescu 2006, S. 16])
Lanza und Marinescu erkennen Gottklassen anhand von drei Merkmalen (vgl. [Lanza/R.
Marinescu 2006, S. 80]): Sie sind komplex, greifen häufig auf Daten simplerer Klassen zu,
und die Kommunikation unter den Methoden ist gering. Die Erkennungsstrategie (Abbildung
3.1) beruht daher auf drei Metriken. Die erste Metrik ist Access To Foreign Data (ATFD).
Sie erfasst die Anzahl der Zugriffe auf Attribute, die zu anderen Klassen gehören. Ein hoher
Wert bedeutet dabei eine schlechte Codequalität; der Wert sollte im Optimalfall 0 sein. Als
Schwellenwert wird hier „wenige“ angegeben. Nach den Angaben von Lanza und Marinescu
(Tabelle 3.1) kann „wenige“ Drei, Vier oder Fünf entsprechen. ATFD soll größer „wenige“
sein. Weil es noch die Angabe „einige“ gibt, die größer als „wenige“ ist, wählen wir den Mit-
telwert Vier für die Angabe „wenige“. Um die Komplexität einer Klasse zu messen, wird
die Metrik Weighted Method Count (WMC) eingesetzt, diese soll mindestens 47 sein (Tabelle
3.2). Die Kohäsion der Klasse berechenen wir mit Metrik Tight Class Cohesion (TCC), TCC
ist die relative Anzahl an Methoden-Paaren, die mindest auf ein Attribut gemeinsam zu-
greifen. Ist der Wert von TCC kleiner als ein Drittel von Eins, so ist die Kohäsion in der
Struktur der Klasse zu gering.
Um die Erkennungsstrategie zu implementieren, muss zunächst beachtet werden, welche
Daten aus jQAssistant verwendet werden können. Um die ATFD-Metrik für Klassen zu
messen, benötigen wir Informationen über Lese- und Schreib-Zugriffe auf Attribute fremder
Klassen. Lanza und Marinescu messen dabei direkte Zugriffe und Zugriffe über Zugriffs-
methoden (vgl. [Lanza/R. Marinescu 2006, 55]). Direkte Zugriffe von Klassen auf Attribute
werden von jQAssistant allerdings nicht gescannt, weshalb wir uns auf Zugriffe über Meth-
oden einschränken müssen. Mit einer Datenbankabfrage wird gezählt, wie oft eine Klasse
über eine Methode auf Attribute einer anderen Klasse zugreift. Weil direkte Zugriffe auf
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Abbildung 3.1: Erkennungsstrategie für God Class (in Anlehnung an [Lanza/R. Marinescu
2006, S. 81])
Attribute vernachlässigt werden, ist es möglich, dass weniger Klassen als Gottklasse identi-
fiziert werden.
Um die Komplexität einer Klasse mit WMC zu messen, geben Lanza und Marinescu die
Formel (3.1a) vor. jQAssistant berechnet bereits die zyklomatische Komplexität einer Meth-
ode als Cyclomatic Complexity (CYCLO), weshalb wir aus der Formel (3.1a) Lines Of Code
(LOC) streichen. In der Datenbankabfrage reicht es also, die Komplexität aller Methoden zu
















Zum Berechnen der Metrik TCC führen wir eine weitere Metrik ein, die zählt, wie viele
Methodenpaare in einer Klasse direkt auf dasselbe Attribut zugreifen. Diese Metrik nen-
nen wir Methods Accessing Attributes (MAA). MAA dividieren wir durch das theoretische
Maximum solcher Paare innerhalb einer Klasse (vgl. [Bieman/Kang 1995, 261]). Das theo-







Um schließlich festzustellen, ob eine Klasse eine Gottklasse ist, prüfen wir für ATFD, WMC
und TCC, ob diese die angegebenen Schwellenwerte überschreiten. Ist das bei allen drei der
Fall, ist die untersuchte Klasse eine Gottklasse.
3.1.2 Feature Envy
Feature Envy betrifft Methoden, die auf mehr Daten anderer Klassen, als auf Daten der eige-
nen Klasse zugreifen. Dabei ist es egal, ob der Zugriff direkt oder über Methoden passiert.
Dieses Anti-Pattern kann entstehen, wenn eine Methode schlecht platziert ist und besser in
eine andere Klasse verschoben werden sollte. Feature Envy begünstigt Welleneffekte, das
heißt Änderungen in einer Methode können eine Kette von Änderungen in anderen Metho-
den auslösen. Deshalb, und um Kohäsion in der Struktur einer Klassen zu erhalten, sollten
Daten möglichst nahe mit der dazugehörigen Logik implementiert werden.
Erkannt wird dieses Anti-Pattern, indem Zugriffe einer Methode auf Daten außerhalb der
eigenen Klasse gezählt werden. Es handelt sich aber erst um Feature Envy, wenn die Dat-
en nur von sehr wenigen anderen Klassen kommen. Für die Erkennungsstrategie sind drei
Kriterien entscheidend. Der direkte Zugriff auf Attribute anderer Klassen wird mit ATFD
gemessen. Das Verhältnis aus verwendeten Attributen der eigenen Klasse und verwendeten
Attributen einer anderen Klassen wird mit der Metrik Locality of Attribute Access (LAA)
gemessen. Die Anzahl der Klassen, auf die zugegriffen wird, misst die Metrik Foreign Data
Provider (FDP).
Abbildung 3.2: Erkennungsstrategie Feature Envy (in Anlehnung an [Lanza/R. Marinescu
2006, S. 85])
Die ATFD-Metriken für Methoden können wir nicht direkt aus dem vorliegenden jQAssistant-
Datensatz auslesen. Bei LAA haben wir ein ähnliches Problem. Beide Metriken können wir
über Zugriffe auf Attribute der eigenen Klasse und Zugriffe auf Attribute fremder Klassen
berechnen. Informationen über die Zugriffe müssen aber zunächst abgerufen werden.
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Daher führen wir zwei weitere Metriken ein: Access To Own Data (ATOD) und Access To
All Data (ATAD). Mit ATOD wird gezählt, auf wieviele Attribute der eigenen Klasse eine
Methode zugreift. ATAD zählt alle Lese- und Schreib-Zugriffe einer Methode auf Attribute,
unabhängig von deren Position. Die Differenz aus ATAD und ATOD ergibt die Zugriffe auf
Attribute fremder Klassen, das entspricht der ATFD-Metrik (Formel (3.3)). Dividiert man
ATOD durch ATAD, ergibt sich das Verhältnis aus Attributzugriffen der eigenen Klasse und
fremden Klassen, dies ist die LAA Metrik (Formel (3.4)).





Die FDP-Metrik lässt sich direkt aus vorhanden Daten ableiten. Hier zählen wir die Anzahl
fremder Klassen, auf die eine Methode zugreift. Dazu zählen wir Lese- und Schreib-Zugriffe
einer Methode auf Attribute, die von einer anderen Klasse deklariert werden, als die Meth-
ode. Mehrfache Zugriffe auf eine Klasse werden nur als einzelner Zugriff gelistet. So ergibt
sich eine Übersicht aller fremden Klassen, auf die eine Methode zugreift.
ATFD-, FDP- und LAA-Metriken werden schließlich, der Erkennungsstrategie in Abbildung
3.2 entsprechend, zusammengeführt. Lanza und Marinescu haben als Schwellenwerte für
ATFD und FDP jeweils größer „wenige“ angegeben, was einen Interpretationsraum zulässt.
Wir vewenden wieder den Mittelwert Vier. Eine Methode hat Feature Envy, wenn ATFD
größer ist als Vier, LAA unter einem Drittel von Eins liegt und FDP geringer ist als Vier.
3.1.3 Data Class
Diese Klassen sind reine Datenhalter und haben keine komplexe Funktionalität, andere Klassen
hängen jedoch von ihnen ab. Fehlende Funktionalität ist ein Indiz dafür, dass Aufgaben und
Daten in verschiedenen Klassen platziert sind. Das widerspricht dem Prinzip der Datenkapselung
in objektorientierten Systemen und ist ein Nachweis für fehlende Nähe zwischen Daten und
Funktionalität. Datenklassen verstoßen damit gegen gutes Design, denn Daten von anderen
Klassen können eingesehen und eventuell manipuliert werden. Das führt zu einer reduzierten
Wartbarkeit, Testbarkeit und Verständlichkeit des gesamten Systems.
Die Erkennungsstrategie für dieses Anti-Pattern basiert auf drei Merkmalen: Das Interface
der Klasse bietet praktisch keine Funktionalität, viele Zugriffsmethoden und eine große An-
zahl öfftenlicher Attribute. Dabei unterscheiden wir zwischen zwei Arten von Datenklassen.
Zum einen Klassen, welche nicht sonderlich groß sind und praktisch keine Funktionalität
haben. Zum anderen große Klassen mit etwas mehr, aber immer noch geringer Funktional-
ität. Damit der zweite Fall das Anti-Pattern erfüllt, muss die Anzahl der öffentlichen Attribute
größer sein als im ersten Fall.
15
Abbildung 3.3: Erkennungsstrategie für Data Classes (in Anlehnung an [Lanza/R. Marinescu
2006, S. 88f.])
In ihrem Buch arbeiten Lanza und Marinescu mit vier Metriken in der Erkennungsstrategie.
Die Unterscheidung zwischen den beiden Arten von Datenklassen findet über verschiedene
Schwellenwerte statt. Um die Komplexität einer Klasse zu bestimmen, wird WMC verwen-
det. Dieser Wert wird bestimmt, indem alle CYCLO-Werte der Methoden einer Klasse ad-
diert werden. Die Anzahl der Zugriffsmethoden, oder Number Of Accessor Methods (NOAM),
und die Anzahl der öffentlichen Attribute, beziehungsweise Number Of Public Attributes
(NOPA), bilden zusammen eine Metrik. jQAssistant bildet die Sichtbarkeit von Attributen
und Methoden ab. Für NOPA und Number Of Public Methods (NOPM) genügt deshalb eine
Datenbankabfrage, die alle öffentlichen Attribute beziehungsweise Methoden einer Klasse
zählt und diesen Wert in der Datenbank speichert. NOAM zu bestimmen ist schwieriger.
Mit der Codeanalyse aus jQAssistant gibt es keine eindeutige Möglichkeit, Zugriffsmetho-
den zu bestimmen. Der eingescannte Datensatz enthält keine Information über die Funktion
einer Methode. Wir sind jedoch auf die Daten aus jQAsisstant beschränkt, deshalb wird hier
auf die Konvention vertraut, dass Änderungsmethoden mit „set“ und Abfragemethoden mit
„get“ im Namen beginnen. Eine Datenbankabfrage zählt alle Methoden einer Klasse, deren
Namen entweder mit „set“ oder „get“ beginnt und speichert die Anzahl als NOAM. Die dritte
Metrik ist Weight Of Class (WOC) und gibt das Verhältnis aus Nicht-Zugriffsmethoden und
der Anzahl öffentlicher Attribute NOPA und öffentlicher Methoden NOPM einer Klasse an.






In der Erkennungsstrategie wird für WOC in beiden Arten von Klassen, die einer Daten-
klasse entsprechen, der Schwellenwert ein Drittel von Eins verwendet. Die Schwellenwerte
für große Klassen sind: WMC darf den Wert 47 nicht überschreiten und die Summe aus
NOAM und NOPA muss größer 7 sein. Im zweiten Fall, den kleineren Klassen, darf WMC
31 nicht überschreiten und die Summe aus NOAM und NOPA muss größer Vier sein.
3.1.4 Brain Method
Diese Objekte sind Gottklassen insofern ähnlich, weil sie Funktionalität zentralisieren. Übern-
immt eine Methode den Großteil der Aufgaben innerhalb einer Klasse, so spricht man von
einer Brain Method. Solche Methoden können durch fehlende Planung oder durch Wachstum
entstehen. Eine Brain Method entsteht, wenn zu einer Methode immer mehr Funktionalitäten
hinzugefügt werden, bis diese abnorm groß und komplex ist. Übergroße Methoden sollten
jedoch vermieden werden, weil sie schwer zu verstehen und kaum wiederverwendbar sind.
Eine gut implementierte Methode sollte daher eine ihrer Aufgabe angemessene Komplexität
und einen angemessenen Umfang haben.
Abbildung 3.4: Erkennungsstrategie für Brain Methods (in Anlehnung an [Lanza/R. Mari-
nescu 2006, S. 93])
Mit dieser Erkennungsstrategie identifizieren Lanza und Marinescu sehr lange Methoden
mit übermäßig vielen Verzweigungen und einer großen Anzahl an Variablen. Für die Erken-
nungsstrategie werden dafür vier verschiedene Metriken angewendet. LOC für die Länge,
CYCLO für die zyklomatische Komplexität, MAXNESTING um herauszufinden, wie tief
Kontrollstrukturen ineinander verschachtelt sind, und schließlich die Anzahl der verwende-
ten Variablen, abgebildet durch Number Of Accessed Variables (NOAV).
Sowohl CYCLO als auch LOC sind uns durch jQAssistant bereits gegeben. Die NOAV-
Metrik wird durch eine Datenbankabfrage ermittelt, die zählt, wie viele Variablen eine Meth-
ode deklariert. Für den Grad der Verzweigung von Kontrollstrukturen bietet der bereitgestellte
Datensatz nicht ausreichend Informationen, weshalb wir MAXNESTING ignorieren müssen.
Das hat zur Folge, dass mehr Methoden als Brain Method identifiziert werden als eigentlich
17
zutreffend wäre. MAXNESTING kann mit jQAssistant berechnet werden, wenn jQAssistant
entsprechend angepasst wird. Das überschreitet allerdings den Rahmen dieser Arbeit.
Wir verwenden dementsprechend nur drei Metriken in der Erkennungsstrategie, die in Ab-
bildung 3.4 dargestellt ist. Für LOC wird aufgrund der enormen Größe der Methoden die
Hälfte des HIGH-Schwellenwerts für Klassen aus Tabelle 3.2 verwendet, dies entspricht 65
Zeilen. Die Komplexität darf 23 nicht überschreiten. Als Obergrenze für NOAV verwenden
wir die Sieben, was der Kapatizät des Kurzzeitgedächnisses entspricht (Tabelle 3.1). Erfüllt
eine Methode alle drei Kriterien, sprechen wir von einer Brain Method.
3.1.5 Brain Class
Dieses Anti-Pattern bezieht sich auf Klassen, in denen sich eine Vielzahl der Aufgaben des
Systems beziehungsweise eines Teilsystems konzentrieren. Im Unterschied zur Gottklasse
greift die Brain Class aber nicht direkt auf Attribute anderer Klassen zu und durchbricht
nicht die Datenkapselung. Dieses Anti-Pattern umfasst damit auch enorme Klassen, die nicht
übermäßig auf kleine benachbarte Klassen zugreifen. Brain Classes mindern die Wiederver-
wendbarkeit und Lesbarkeit eines Systems.
Damit eine Klasse als Brain Class gilt, muss sie mindestens eine Brain Method enthalten.
Bei der Erkennung unterscheiden wir zwei Arten dieses Anti-Patterns: Extrem große und
komplexe Klassen, welche nur eine Brain Method enthalten und Klassen mit mehreren Brain
Methods. In der Literatur werden zum Identifizieren die Metriken WMC, LOC, TCC und
Number Of Brain Methods (NOBM) verwendet. Beim Implementieren der Strategie zeigt
sich das Problem, dass LOC nur für Methoden gegeben ist. Auch WMC haben wir bisher nur
für Methoden berechnet (Formel (3.1b)). Um nun LOC und WMC für die gesamte Klasse zu
erhalten, summieren wir jeweils die Werte aller Methoden einer Klasse. NOBM wird über
eine Datenbankabfrage festgestellt, welche für jede Klasse die Anzahl der Brain Methods
zählt. Die Kohäsion der Struktur einer Klasse wird mit TCC nach Formel (3.2) berechnet.
In der Erkennungsstrategie, dargestellt in Abbildung 3.5, liegt der Schwellenwert für TCC
bei 0,5. Enthält die Klasse mehr als eine Brain Method, verwenden wir die Werte für sehr
große Klassen, was für LOC 195 und für WMC 47 entspricht. Enthält eine Klasse nur eine
Brain Method, werden diese Werte verdoppelt, die Grenzen sind dann für LOC 390 Zeilen
und für WMC 94. Eine Brain Class enhält in jedem Fall auch eine Brain Method. Weil bei
Brain Methods eine Metrik nicht beachtet werden kann, sind diese nicht eindeutig bestimmt.
Deshalb können Brain Methods und damit auch Brain Classes falsch identifiziert werden.
Genauere Informationen zu dem Problem unter 3.1.4 Brain Method.
3.1.6 Significant Duplication
Dieses Anti-Pattern bezieht sich auf Code-Duplizierungen. Code-Duplizierung kann in zwei
verschiedenen Formen auftreten. Zum einen als durchgängiger Block, der vollständig kopiert
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Abbildung 3.5: Erkennungsstrategie für Brain Classes (in Anlehnung an [Lanza/R. Marines-
cu 2006, S. 98f.])
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wurde, zum anderen als eine Kopie, in die neue Code-Zeilen eingefügt wurden, welche
den kopierten Block unterbrechen. Diesen Duplikat-Block mit Unterbrechungen nennen wir
Code-Kette. Duplikate sind für ein System schädlich, weil sie es unnötig vergrößern. Weiter
bearbeiten Entwicklerinnen und Entwickler eventuell nur eine Kopie, vernachlässigen aber
die andere Instanzen. Das führt zu Fehlern und erschwert die Fehlersuche.
Zum Erkennen des Anti-Patterns werden drei Metriken benötigt: Size of Exact Clone (SEC),
welche die Größe eines exakten Klons zeigt, Line Bias (LB) zeigt die Distanz zwischen
zwei SECs und Size of Duplication Chain (SDC), mit der Blöcke von Dopplungen iden-
tifiziert werden. In der Erkennungsstrategie werden sowohl ein Block, also eine alleinste-
hende Duplizierung, als auch eine Code-Kette an Dopplungen als Significant Duplication
erkannt. Für den Block reicht die SEC-Metrik, für die Dopplungskette müssen SDC, SEC
und LB eingesetzt werden. Aus dem Datensatz des jQAssistant-Scans lassen sich keine
konkreten Codezeilen auslesen, was es unmöglich macht, aus den vorhandenen Daten auf
Code-Dopplungen zu schließen. Um das Anti-Pattern des Identity Disharmonie Cluster voll-
ständig darzustellen, wird die Significant Duplication hier dennoch mit Erkennungsstrategie
(Abbildung 3.6) vorgestellt.
Abbildung 3.6: Erkennungsstrategie für Significant Duplication (in Anlehnung an [Lanza/R.
Marinescu 2006, S. 104])
3.2 Generator
Um die Analyse der Anti-Pattern in Getaviz einzubinden, erweitern wir den Ablauf in Getaviz.
Vereinfacht läuft der Arbeitsablauf in Getaviz so ab: Aus dem Scan gewonnene Daten werden
in die Neo4j-Graphdatenbank eingetragen, vom Generator ausgewertet und anschließend in
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einer JSON-Datei gespeichert. Die JSON-Datei enthält alle Informationen, um im Frontend
das analysierte System mit einer der Metaphern darzustellen.
Die Auswertung des Systems im Generator erfolgt in mehreren Schritten. Wir führen einen
neuen Schritt ein, der zuerst alle Methoden der Klasse MetricQueries und anschließend alle
Methoden der Klasse Antipattern ausführt. Die Methoden der Klasse MetricQueries imple-
mentieren dabei jeweils eine Datenbankabfrage, die eine oder mehr Metriken berechnen und
so die Grundlage für die Methoden aus Antipattern geben. In den Methoden von Antipattern
berechnet jeweils eine Datenbankabfrage, ob es sich bei dem Objekt um ein Anti-Pattern
handelt. Ist das Objekt ein Anti-Pattern, erhält es in der Datenbank den Namen des Anti-
Patterns als Eigenschaft. Die neue Eigenschaft erhält den Wert „True“.
Sobald der Generator mit der Auswertung fertig ist, wird die JSON-Datei erstellt. Für jedes
Objekt wird der entsprechende Knoten aus der Datenbank ausgelesen. Das Objekt erhält in
der JSON-Datei ebenfalls den Namen eventuell zutreffender Anti-Pattern als Eigenschaft.
Die Eigenschaft erhält dann als Wert, passend zu dem booleschen Wert aus der Datenbank,
den String „True“ oder „False.“
Abbildung 3.7: Schematisches Ablaufdiagramm von Getaviz
3.3 Unittests und Testdatenbank
Getaviz bietet auf der Benutzungsoberfläche ein Beispielsystem an, das mit allen Metaphern
visualisiert wurde. So ist es möglich, einen ersten Eindruck der Metaphern zu gewinnen.
Dargestellt wird ein fiktives Bankmanagementsystem, welches Pakete, Klassen, Methoden
und Attribute enthält. Zum Testen der verschiedenen Objekte des Getaviz-Generators ex-
istiert ein Cypher-Skript. Dieses Skript implementiert das Beispielsystem analog als Graphen
in Neo4j.
Das System hinter dem Bankmanagement-Skript ist nach den Richtlinien für objektorien-
tiertes Design entworfen. Nach den Definitionen von Lanza und Marinescu enthält es keine
Anti-Pattern und eignet sich demnach auch nicht zum Testen der Erkennungsstrategien. Um
für alle Methoden zur Identifikation einen Unittest erstellen zu können, erstellen wir deshalb
ein neues Skript. Das bietet den Vorteil, dass die übrigen Unittests nicht verfälscht werden.
Das neue Skript soll einen Graphen implementieren, der dem alten Bankmanagement-Skript
entspricht und die fünf vorgestellten Anti-Pattern enthält.
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Dafür erweitern wir die Eigenschaften der Methoden um die Punkte zyklomatische Kom-
plexität (CYCLO) und Anzahl der Codezeilen (LOC). Weiter werden neue Lese-, Schreib-
und Deklarationsbeziehungen hinzugefügt, um Anti-Pattern einzubauen. Die Informationen
in der neuen Datenbank entsprechen denen aus einem Scan von jQAssistant. Zuerst laufen
die Methoden zum Berechnen der Metriken und der Anti-Pattern über die Datenbank. An-
schließend vergleichen die Unittests die Ergebnisse mit den geforderten Werten. Analog zu
den Anti-Pattern aus der Testdatenbank sind die Objekte auf der Getaviz-Benutzungsoberfläche
als Anti-Pattern markiert.
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4 Anpassen von Benutzungsoberfläche und Visualisierung
Die Benutzungsoberfläche von Getaviz wird so erweitert, dass auf den bestehenden Meta-
phern die zusätzlich identifizierten Anti-Pattern angezeigt werden. Um die neuen Visual-
isierungen zu steuern, wird ein neues Widget „Antipattern“ implementiert. Auch das Hilfe-
menü wird erweitert, um dem neuen Widget gerecht zu werden.
4.1 Anti-Pattern-Widget
Damit Nutzerinnen und Nutzer eine Übersicht der Anti-Pattern im System erhalten und die
Anzeige von Anti-Pattern nach Belieben steuern können, wird ein Anti-Pattern-Menü als
Widget auf der Benutzungsoberfläche eingeführt. Das Anti-Pattern-Widget wird nach dem
Vorbild bereits vorhandener Widgets gestaltet. Dadurch wird Nutzenden die Bedienung er-
leichtert. Abbildung 4.2 bietet eine Gesamtansicht der Getaviz Benutzungsoberfläche. Hier
erkennt man das Anti-Pattern-Widget in der linken Seitenleiste unterhalb des Widget Pack-
age Explorer. Der Package Explorer bietet eine strukturierte Übersicht über alle Objekte
des eingescannten Systems. Im Anti-Pattern-Widget werden ausschließlich gefundene Anti-
Pattern gelistet. Enthält ein System keine Anti-Pattern, bleibt das Widget leer. In Abbildung
4.1 sieht man das Widget mit drei Anti-Pattern.
Wird eines der Anti-Pattern angeklickt, werden alle Vorkommen dieses Anti-Pattern orange
eingefärbt. Im Widget lassen sich die einzelnen Anti-Pattern aufklappen, um die Vorkommen
des Anti-Pattern anzuzeigen (Abbildung 4.1). Wie im Package Explorer, sind Klassen mit
einem dunkelblauen Icon markiert und Methoden mit einem hellblauen Icon. Wählt man
eines der Objekte in den Unterpunkten aus, wird das Objekt in der Visualisierung und dem
Package Explorer markiert. Wählt man wiederum ein Objekt im Package Explorer oder der



































In dieser Arbeit betrachten wir ausschließlich Anti-Pattern, die sich auf einzelne Objekte
beziehen. Weil die in Getaviz implementierten Metaphern bereits die verschiedenen Teile
eines objektorientierten Systems visualisieren, ist es einfach die Visualisierung für Anti-
Pattern zu erweitern. Um ein Objekt mit einem Anti-Pattern von anderen abzugrenzen, soll
es in einer Signalfarbe eingefärbt werden und zu Beginn kurz pulsieren. Da die Farbe Rot
bereits für die Auswahl von Objekten belegt ist, verwenden wir Orange zum Hervorheben
von Anti-Pattern. In jeder Metapher und für jedes Anti-Pattern dieselbe Farbe zu verwenden,
bietet den Vorteil, dass Anti-Pattern metaphernübergreifend sofort erkannt werden können.
Es entsteht aber auch der Nachteil, dass Anti-Pattern nicht mehr voneinander unterschei-
dbar sind. Dieses Problem wird gelöst, indem immer nur ein Typ von Anti-Pattern einge-
blendet werden kann. Dadurch lassen sich Anti-Pattern verschiedener Typen nicht gleichzeit-
ig anzeigen. Verschiedenen Typen können aber auch nicht mehr verwechselt werden. Tabelle
4.1 bietet eine Übersicht markierter Anti-Pattern in den verschiedenen Metaphern. Um das









Tabelle 4.1: Anti-Pattern-Darstellung in verschiedenen Getaviz-Metaphern
4.3 Hilfemenü
Nutzerinnen und Nutzern können Anti-Pattern unbekannt sein, deshalb geben wir für jedes
Anti-Pattern eine Beschreibung an. Getaviz implementiert bereits ein Hilfemenü, mit ver-
schiedenen Reitern. Hier gibt es Erklärungen zur ausgewählten Metapher und der Art, wie
Beziehungen zwischen Objekten dargestellt werden. Um auch eine Hilfestellung zu den
Anti-Pattern zu geben, wird der in Abbildung 4.3 dargestellte Reiter eingesetzt. Für jedes
Anti-Pattern wird eine knappe Beschreibung gegeben sowie die Auswirkung auf das System




5 Erkenntnisse zu Anti-Pattern
5.1 Bewertung mit Ausblick
Zum Testen der Implementierung scannen wir die quelloffenen Projekte Spring-Core1, Gra-
dle2, Freemind3 und JUnit44. In den Projekten werden verschiedene Anti-Pattern erkannt.
Um die Ergebnisse zu vergleichen nutzen wir das Qualitätsmanagement-Werkzeug iPlasma.
iPlasma arbeitet auf der Basis der gleichen Erkennungsstrategien (vgl. [C. Marinescu et al.
2005, 3]) und gibt die Möglichkeit, für Java-Systeme sowohl Metriken als auch Anti-Pattern
aufzulisten. Eine Visualisierung ist nicht möglich. Die aktuelle iPlasma-Version 6.1 (2009)
ist jedoch veraltet. Ein direkter Vergleich mit modernen Java-Systemen zwischen iPlasma
und Getaviz ist schwierig zu ziehen, denn iPlasma kann moderne Sprachkonstruke in Java
nicht analysieren. Ein grober Vergleich ist jedoch möglich. Die Metriken für Objekte haben
ähnlich Tendenzen, es gibt einige Schnittmengen zwischen den Ergebnissen aus Getaviz und
iPlasma. Eine weitere Möglichkeit, die Qualität dieser Arbeit zu bewerten, sind die Visual-
isierungen. Getaviz stellt große Klassen, beziehungsweise Methoden, als große Objekte in
den Visualisierungen dar. So kann direkt in der Visualisierung erkannt werden, ob beispiel-
sweise eine gefundene Brain Class plausibel ist. Schließlich können auch alle Metriken über
die Neo4j-Graphdatenbank eingesehen und kontrolliert werden. In den untersuchten Java-
Systemen funktioniert die Anti-Pattern-Erkennung nach diesen Maßstäben.
Ein Problem auf der Seite der Visualisierung ist, dass die Gründe für Anti-Pattern nur eingeschränkt
sichtbar werden. Nutzerinnen und Nutzer von Getaviz erkennen zwar sofort ein Objekt mit
Anti-Pattern. Ohne Hintergrundwissen zu den Ursachen, ist es jedoch nicht möglich, die De-
signprobleme zu beheben. Die Beschreibungen im Hilfemenü geben hier eine Einführung,
beispielsweise, dass eine Brain Class im Vergleich zu anderen Klassen zu komplex ist. Aus
der Visualisierung sind bereits Methodengröße, Methoden- und Attributzugriffe erkennbar.
Eine hilfreiche Erweiterung wäre sicherlich noch eine Anzeige für die übrigen Metriken
einzurichten. Das könnte beispielsweise mit einem Informationsfeld gelöst werden, welches
für ein ausgewähltes Objekt Warnungen wie „sehr hohe Komplexität“ oder „geringe Kohä-
sion“ anzeigt. So können auch auffällige Metriken in Objekten erkannt werden, die keinem
Anti-Pattern entsprechen.
Weil das Anti-Pattern-Widget dem Package-Explorer-Widget ähnlich ist und Anti-Pattern
deutlich markiert werden, sollte es allen Projektbeteiligten, die mit Getaviz vertraut sind, le-
icht fallen, die Anti-Pattern-Visualisierung zu verstehen und zu bedienen. Außderdem gibt es
kurze Erläuterungen zu den Anti-Pattern im Hilfemenü. Mit der Anti-Pattern-Identifikation






Eine sinnvolle Erweiterung für Getaviz, im Hinblick auf das Identifizieren von Anti-Pattern,
wäre es, den Scan von jQAssistant um zwei Informationen zu erweitern. Mit Informatio-
nen zur Tiefe der Verschachtelung von Kontrollstrukturen, kann die Erkennung von Brain
Methods verbessert werden. Für die optimale Erkennung der Anti-Pattern God Class fehlen
Informationen über direkte Zugriffe von Klassen auf Attribute. Durch eine Möglichkeit,
Programmcode auf Dopplungen zu prüfen, könnte auch Significant Duplication festgestellt
werden. Noch eine Möglichkeit, die Anti-Pattern-Erkennung auszubauen, wäre es, weit-
ere Anti-Pattern-Erkennungen zu implementieren. Hier bieten sich die Anti-Pattern aus der
Zusammenarbeits- und der Klassifizierungsdisharmonie von Lanza und Marinescu an.
5.2 Zusammenfassung
Ziel der Arbeit ist es, Anti-Pattern zu identifizieren und darzustellen. Michele Lanza und
Radu Marinescu haben in ihrem Buch eindrucksvoll gezeigt, wie es möglich ist, mit ein-
fachen Metriken das abstrakte Design eines Systems messbar zu machen. Sie verwenden
Erkennungsstrategien, die ausgewählte Metriken mit Schwellenwerten vergleichen. Diese
Metriken setzen sie über logische Gatter so zusammen, dass sie schließlich eine Aussage
über das Design treffen können. Mit den gegebenen Erkennungsstrategien können wir so
konkrete Anti-Pattern erkennen und die Qualität eines Systems bewerten. Wir untersuchen
die von Lanza und Marinescu definierten Identitätsdisharmonien. Dies sind Anti-Pattern,
die immer nur ein einzelnes Objekt betreffen. Das Qualitätsmanagement-Werkzeug Getaviz
bietet zusammen mit den Daten aus jQAssistant eine ausreichende Grundlage, um eine
Vielzahl dieser Anti-Pattern zu identifizieren. Weiter unterstützt die verwendete Graphdaten-
bank Neo4j das Verständnis für Zusammenhänge in einem System und vereinfacht es, Erken-
nungsstrategien zu implementieren. Um die Erkennungsstrategien in Getaviz einzubinden,
implementieren wir sie als Datenbankabfragen auf der Graphdatenbank. Der vorliegende
Datensatz ist jedoch noch nicht ausreichend, um direkt alle Anti-Pattern zu erkennen. Fehlende
Metriken müssen, falls möglich, zunächst aus dem Datensatz berechnet werden. So identi-
fizieren wir die Anti-Pattern God Class, Feature Envy, Data Class, Brain Method und Brain
Class. Die Daten reichen allerdings nicht aus, um das Anti-Pattern Significant Duplication
festzustellen. Jedes Anti-Pattern und jede Metrik sind jeweils als Datenbankabfrage in ein-
er eigenen Methode implementiert. Alle Methoden werden von Getaviz auf einer eigenen
Testdatenbank mit Unittests geprüft.
Getaviz visualisiert Software mithilfe von Metaphern. Eine Metapher ist beispielsweise die
City, in der eine Klasse als Hochhaus dargestellt wird. Weil durch die Metaphern bereits
Visualisierungen der einzelnen Objekte gegeben sind, können wir mit ihnen auch die einge-
führten Anti-Pattern darstellen. Anti-Pattern werden hervorgehoben, indem betroffene Ob-
jekte kurz zur Farbe Orange pulsieren und dann Orange eingefärbt werden. Nutzerinnen
und Nutzer können über ein Widget auf der Getaviz-Benutzungsoberfläche die Anti-Pattern-
Visualisierung steuern und sich alle Vorkommen der Anti-Pattern anzeigen lassen. Wird ein
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Anti-Pattern ausgewählt, werden in der Visualisierung alle Objekte mit diesem Anti-Pattern
angezeigt. Eine Beschreibung zu den einzelnen Anti-Pattern ist im Hilfemenü integriert.
Die Erkennung der Anti-Pattern wurde an mehreren quelloffenen Projekten erfolgreich getestet.
Eine direkter Vergleich dieser Arbeit ist nur mit iPlasma möglich, welches die gleichen
Erkennungsstrategien implementiert. Weil iPlasma jedoch veraltet ist verwenden wir seine
Ergebnis nur als Richtwert für die Ergebnisse von Metriken. Eine Einschätzung der Kor-
rektheit der Ergebnisse ist auch über die Visualisierungen möglich, den große Objekte wer-
den auch in der Visualisirung groß dargestellt. Um die Ergebnisse zu kontrollieren, kann
man weiter die Metriken der identifizierten Anti-Pattern in der Datenbank einsehen. Pro-
jektbeteiligte können sich in Getaviz Anti-Pattern leicht anzeigen lassen und diese Anzeige
auch steuern. Ein Nachteil der Visualisierung ist, dass die Gründe für die Anti-Pattern nicht
sichtbar werden. Die Erkennung könnte verbessert werden, wenn der jQAssistant Scan auf
die fehlenden Metriken erweitert wird. Insgesamt bietet die Erweiterung von Getaviz, Anti-
Pattern zu identifizieren und darzustellen, einen guten ersten Eindruck über Probleme in
Java-Systemen. Lohnenswerte Erweiterungen wären daher die übrigen Disharmonien.
V
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