A major limitation in any high-performance digital communication system is the linearity region of the transmitting amplifier. Nonlinearities typically lead to signal clipping. Efficient communication in such conditions requires maintaining a low peak-to-average power ratio (PAR) in the transmitted signal while achieving a high throughput of data. Excessive PAR leads either to frequent clipping or to inadequate resolution in the analog-to-digital or digital-to-analog converters. Currently proposed signaling schemes for future generation wireless communications suffer from a high PAR. This paper presents a new signaling scheme for channels with clipping which achieves a PAR as low as 3. For a given linear range in the transmitter's digital-to-analog converter, this scheme achieves a lower bit-error rate than existing multicarrier schemes, owing to increased separation between constellation points. We present the theoretical basis for this new scheme, approximations for the expected bit-error rate, and simulation results.  2002 Elsevier Science (USA)
INTRODUCTION
Multicarrier modulation (MCM) digital communication schemes such as orthogonal frequency division modulation (OFDM) for wireless communica-tions [1] and discrete multitone (DMT) for digital subscriber lines (DSL) [2, 3] are being rapidly adopted in an effort to efficiently deliver high-speed data services. Such schemes make use of recent advances in digital signal processing (DSP) technology to replace many of the functions previously performed in analog circuitry, with more efficient and robust digital implementations.
MCM is able to adequately overcome the effects of severe frequencydependent attenuation and dispersion present on many communications links. It does this by dividing the physical channel in frequency into a large number of equally spaced subchannels. The variable attenuation present in wideband channels can be overcome by measuring the magnitude response of the subchannels using standardized test signals. If the channel is fading slowly enough, e.g., in a typical DSL channel or in a wireless channel between two slowly moving or static transceivers, the modems at each end of the line can then allocate bits adaptively to the subchannels according to the received signal-to-noise ratio (SNR) in order to make a good trade-off between bit-error rate (BER) and transmission rate. If the channel is fading more quickly, bits are evenly allocated across subchannels. By measuring the response in each subchannel, the effects of dispersion can be overcome by applying a simple phase correction. This frequency-domain representation of the signal used for coding and decoding makes use of the fast Fourier transform (FFT) and its inverse (IFFT), which have only recently been able to be performed at rates high enough for wideband communications. The sampling rate is chosen so that frequencysymmetric pairs of bins in the FFT represent the subchannels.
The existing MCM techniques apply quadrature-amplitude modulation (QAM) in each subchannel. The transmitter packs data bits in blocks into FFT bins (subchannels) using QAM constellations of various sizes, according to the measured capacity, performs the IFFT, and transmits the resulting time-domain waveform. Each block is a symbol. The receiver assembles the received samples of the symbol, performs the FFT, and recovers the bits from the QAM constellations in each pair of bins. A predetermined delay is inserted between each symbol to prevent intersymbol interference (ISI) caused by the channel response. This space is usually filled by prefixing the symbol with the last few samples of that symbol. This simplifies the process of synchronization in the receiver.
Besides its ability to adequately cope with the shortcomings of typical channels, the MCM approach requires what is considered only a modest computational overhead. The computation time is dominated by the use of the FFT/IFFT algorithms to decode/code symbols. As is very well known, these algorithms require O(N log N) arithmetic computations on a symbol of N samples.
Importantly, however, when packing bits into FFT bins prior to transmission, basic MCM pays no regard to the maximum amplitudes of the time-domain signals which may result after the IFFT operation, only taking care that an overall power budget is maintained. As might be expected, a consequence is that basic MCM exhibits a large peak-to-average power ratio (PAR). Signals which exhibit large PAR are problematic in practical systems because the digital-toanalog and analog-to-digital converters (DACs and ADCs) have only a finite range of voltages over which they can transmit and receive and only a finite resolution. If the PAR is too high then either the signaling waveforms will be frequently clipped or there will be inadequate resolution when synthesized in the DAC or sampled at the ADC.
The term basic MCM is used here to qualify the above statements regarding MCM because there has been considerable recent research [4] [5] [6] [7] [8] [9] into extensions to MCM which reduce the PAR. To date these PAR reduction schemes have focused on techniques operating within the existing OFDM or DMT signaling standards, i.e., based on QAM modulation in each subchannel, as discussed above. It should be pointed out that, by doing so, the research has been effectively restricted to considerations of subcarriers (subchannels) which are orthogonal in frequency. Most of these techniques are based on detecting high peaks before transmission and then going back and either rotating certain subcarriers or filtering the waveform or injecting a number of artificial tones before performing the IFFT again in the hope of reducing PAR. The best recent results are in the order of a 3-to 6-dB reduction in PAR with the important exception of [8] . In [8] , a technique is proposed based on Golay complementary sequences applied to multicarrier phase-shift keying which can limit PAR to just 3 dB. However, the technique presented there applies to coding schemes "for which the number of carriers is no more than around 32," nor does it take into account the characteristics of the channel when they are known.
However, within the MCM framework and using the available processing power in the transmitter, other subcarriers can, in fact, be considered and it can be argued that, by sticking to frequency-orthogonal subcarriers, the best use is not being made of the linear range available at the transmit DAC.
In this paper, we propose a new scheme for signaling on an MCM channel. Unlike DMT and OFDM, the motivating factor is not to maintain a fixed power budget, but rather to make use of a given linear range in the transmit DAC to best advantage. A natural consequence of this approach is a signaling scheme with low PAR. This paper demonstrates that this can be achieved.
Like DMT and OFDM, the signaling scheme we propose involves dividing up a bitstream into equal-sized blocks and transmitting these blocks as multisample symbols. We assume a fixed number of samples, N , in each symbol (i.e., a fixedrate DAC) and assume M bits are transmitted per symbol. We assume the DAC is limited to producing voltages in the interval [−a, a) and that voltages outside this range will be clipped. Viewed in the most fundamental sense, in each symbol period we have the task of sending one of a possible 2 M symbols, where a symbol consists of N samples, each in the range [−a, a). Our task is to pick the best set of symbols. DMT and OFDM define their symbols by allocating QAM constellations to subchannels and then performing an IFFT. While it is convenient, this is not necessarily the optimal selection strategy. Since each sample in a symbol can be chosen independently, we have N degrees of freedom available to us. Therefore, we can consider the problem of choosing 2 M symbols as one of choosing 2 M vectors in the N -dimensional hypercube [−a, a) N . We call this cube the transmit cube.
In general terms, our approach to picking symbols is to generate a transmit lattice with (constellation) points which are evenly distributed in the transmit cube, while maintaining a relatively simple coding and decoding algorithm. More precisely, we will construct mathematically a point lattice in R N . The intersection of the lattice and transmit cube will represent the signaling scheme. Each lattice vector within the cube corresponds to a possible combination of M bits and vice versa. The coordinates of lattice vectors in this cube represent the sample values to be transmitted and each possible transmitted signal in this scheme is guaranteed to lie within the linear range of the DAC.
The effect of transmission over the channel can be modeled as a linear transformation of the lattice vectors. As such, we show that the transmit lattice is transformed into a receive lattice. Therefore, mathematical construction of either lattice determines the other. The receive lattice is constructed according to two criteria: that its basis should be orthogonal and that the lengths of the basis vectors should be as nearly equal as possible. We show that these criteria serve to decrease the BER while making the theoretical analysis simple. The construction of the receive lattice basis is derived from the QR decomposition of the linear transformation which relates the transmit and receive lattices (with cyclic prefixing, in the manner of OFDM and DMT, this linear transformation is represented by a circulant matrix). The fundamental idea of QR decomposition of a channel into subchannels is also used in vector coding [10] . We show that a receive lattice can be derived from this decomposition with an orthogonal basis and such that the ratio of the lengths of the longest basis vector to the shortest is no more than 2. Furthermore, we show that, as the number of bits per symbol increases, the PAR approaches 3 (4.8 dB).
We derive a theoretical approximation for the BER of the new scheme and compare it with extensive simulation results. Good agreement is observed. In simulation, we also observe that measurement of PAR corresponds very closely with the theoretical value.
COMMUNICATIONS MODEL
We assume that our channel is a bandlimited channel with an arbitrary, but known (or accurately measured) response. We include in the model of the channel any so-called time-domain equalizer at the receiver which may serve to limit the length of the impulse response. We assume that additive white Gaussian noise contaminates the received signal. We further assume that the DACs and ADCs operate at the Nyquist frequency of the channel. Our communications model is therefore in discrete time, with the samples y[n] for decoding being related to the samples x[n] from encoding according to the simple equation We assume that the impulse response h[n] is causal, is finite, and has order L.
We also assume that each sample is limited in amplitude at the transmitter so that −a x[n] < a for all n, this limitation being imposed by the linear range of the DAG.
BLOCK CODING, CYCLIC PREFIXING, AND NOTATION
Our signaling scheme is based upon the idea of breaking up the input bitstream into blocks of M bits and encoding these into blocks of N samples for transmission as the samples x[n] through the channel. Each block of N samples is called a symbol. Between each symbol, a space is inserted to allow for the effects of the channel impulse response to die out, so as to prevent inter symbol interference. Since the order of the channel response is assumed to be L, this is the number of samples which makes up the space between symbols. Thus, new symbols begin every N + L samples. The space between samples need not be filled with silence at the transmitter, however. A common technique used in both OFDM and DMT, and one which we will employ here, is to fill this space with what is known as a cyclic prefix. That is, if the N samples of the symbol at the transmitter are
Suppose we number symbols sequentially and that symbol number zero is said to begin at sample n = 0. With prefix, we define symbol number zero to extend from sample n = −L to sample n = N − 1. The ith symbol then extends
Let us write the samples of the ith symbol, excluding the prefix, as a column vector x (i) . Hence,
T and x (i) has dimension N . If each of the vectors x (i) are known for all i then it is a simple matter to construct the discrete-time transmit waveform x[n] for all n.
Mathematically, we will generally find it convenient to use the vector notation in preference to discrete-time signal notation. At the receiver, we can gather up the received samples, and the noise, into vectors in a similar way. Let the N -dimensional vectors y (i) and η (i) be defined as
In matrix-vector notation, we can now write that
where H is the transfer matrix which has the N × N circulant form
We should note that this matrix-vector notation (and the subsequent encoding and decoding schemes) effectively discards all measurement samples corresponding to the cyclic prefix. This might be seen as wasteful, and indeed even better receivers than the one we propose may be possible which make use of the samples discarded here. However, by discarding them, we are able to generate an efficient receiver with many desirable properties. In fact, both the OFDM and the DMT schemes also discard these samples, so at least we are not losing anything in comparison to standard techniques.
THE OUTER BASES
Let us now drop the superscript (i) from all vectors in order to unclutter subsequent notation and to concentrate on the encoding and decoding of a single symbol. The only valid symbols are those for which the individual sample values x[n] lie in the interval [−a, a) and so the vector x must be selected so that x ∈ [−a, a) N . Geometrically, this space is a cube in R N centered on the origin, with sides of length 2a. We call this cube the transmit cube and use the notation C to refer to it. Our approach is to fill the transmit cube with 2 M vectors, each corresponding to one of the combinations of M bits, according to a lattice construction. In the following, we assume, without loss of generality, that a = 1 2 , and therefore that the transmit cube is a unit cube. We begin by considering the QR decomposition of the transfer matrix H. We write
where Q is an orthonormal matrix, i.e., Q T Q = I, and R is upper triangular. For convenience, we also specify that the diagonal elements of R, the r jj , are nonnegative. Both Q and R are in R N×N . Now, we write
where
and U is upper triangular with 1s along the diagonal. By virtue of the structure of U, we see that det U = 1. This decomposition of H into the product of Q, D, and U is always possible, even if H does not have full column rank. Let
It follows that V is also upper triangular with 1s along the diagonal. Furthermore, we observe that det V = 1. We define V to be the outer transmit basis and W = QD to be the outer receive basis. Note that, trivially, W = HV (6) and that the columns of the outer receive basis form an orthogonal (but not orthonormal) basis for R N so long as all of the diagonal elements r jj > 0 or, equivalently, so long as H has full column rank. From these outer bases we will define in the following setions what we will call inner bases, by scaling down each of the basis (column) vectors. The inner bases will be used directly for encoding and decoding. Now consider the set
Geometrically, the set P is a parallelepiped with one vertex at the origin and edges to adjoining vertices given by the vectors formed from the columns of V.
The volume of P in R N is det V = 1, the same as the transmit cube. We show now that there is an interesting and, as we shall see later, useful way of translating the vectors of P into C (the transmit cube). In the following, the notation · is used to represent a function which returns the nearest integer to its real-valued argument. Further, we use the notation v j for the j th column of V.
ALGORITHM 1 (k(z)).
1. begin 2.
for j := N to 1 step −1 do 3.
end for 6.
return(k); 7. end.
When the for loop of Algorithm 1 is complete, the vector z which was initially in P has been translated so that it now lies in C. If this final value of z is labeled z then it can be quickly verified that the algorithm returns the vector k such that
where k consists of the k j computed by the algorithm and k ∈ Z N . Henceforth, we will refer to this algorithm as the function k(z). Notice that k: P → Z N .
We shall see in the next two sections that this function k(z) is useful because it provides a means of translating a lattice point in P to another lattice point in C, thus making it suitable for use in encoding and transmission. Moreover, this translation is easily inverted at the receiver, which gives rise to a relatively simple decoding process.
THE CHANNEL ENCODING PROCESS
We now present our scheme for channel signaling. This idea is centered on the notion of a ( point) lattice. Although there is a considerable body of theory connected with lattices-see, for example, [11] for an encyclopaedic overview of the current status of research into lattices, including extensive investigations into links with communications theory-for our purposes here we need only understand its definition and a simple property. A lattice can be defined in terms of a basis of linearly independent vectors. The lattice itself is the set of all integer linear combinations of the basis vectors. That is, if the basis of a lattice is given by the column vectors of a basis matrix B, then the lattice is the set of all vectors of the form Bζ , where ζ is a vector whose elements are integers. A simple property of lattices is that if z 1 and z 2 are two lattice vectors, so are their sum and difference.
Apart from the notion of a lattice, the scheme is also dependent on what we term an allocation of bits to basis vectors in the outer transmit basis. We say that we allocate B 1 bits to basis vector v 1 , B 2 bits to basis vector v 2 , and so on up to B N bits to basis vector v N . As one might expect, we require that the allocation satisfy the constraint
Exactly how the allocation should be made we defer for the moment, concentrating instead on the mechanics of encoding and decoding. From the allocation, we construct the transmit lattice . The basis vectors of -the vectors of the inner transmit basis-are
Hence, a basis matrix for is VA, where
To begin the encoding process for a particular block of M bits, the block is further broken up at the transmitter according to the allocation. In allocation j , for each j = 1, . . . , N, the group of B j bits is strung together. A Gray-to-binary code conversion is performed on this bit string and the result is considered as an unsigned integer q j with 0 q j < 2 B j . The vector q so constructed then generates a lattice point z ∈ , by multiplication with the inner transmit basis matrix so that
Since Aq ∈ [0, 1) N , we conclude that z ∈ P. Thus, z can be mapped into the transmit cube using the k(·) function described in Algorithm 1. That is, the vector x to be transmitted into the channel is
Not only do we have x ∈ C, but we claim that also x ∈ . To see this, first observe that
It follows that A −1 k(z) ∈ Z N and therefore that
Finally, we can verify that we can write
Since VA is the inner transmit basis matrix and p is an integer-valued vector, we have that x ∈ , as claimed. An important point to note for decoding purposes is that the mapping in (13) is invertible. This can be seen when one considers, from (12) , that A −1 is a diagonal matrix with diagonal elements 2 B j . Therefore, (13) is effectively adding integer multiples of 2 B j to q j (which is in the range 0 q j < 2 B j , from above) to arrive at p j . The result is that the mapping in (13) can be inverted by simply taking the modulo-2 B j division of each p j .
THE CHANNEL DECODING PROCESS
At the receiver, let us define the receive lattice to be that which is constructed from what we will call the inner receive basis matrix WA. If a lattice point in the transmit lattice were to be transmitted without noise, it would be received as a point in the receive lattice. That is, since we can write any point in as VAζ , with ζ ∈ Z N , then, assuming there is no noise, and from (6), we receive the point WAζ , which is a point in .
In the presence of noise, and from (14), the received point is
Thus, the received vector is displaced from the receive lattice by the noise. If the variance of the noise is small then, with high probability, the received vector will be only a short Euclidean distance from the intended lattice vector. Indeed, suppose any x ∈ can be selected for transmission, without regard to the transmit cube and forgetting for a moment the range limitations of the DAC; then, given only the observation of the received vector y, the maximum likelihood estimate of the corresponding point in the receive lattice is that one which is closest in Euclidean distance to y. Therefore, we will decode the received vector by finding the nearest point in the receive lattice, according to Euclidean distance. To find the nearest lattice point, we first compute s where
where ν = Q T η and ν can itself be considered as a vector of instances of i.i.d. Gaussian random variables with zero mean and variance σ 2 , just as η is, because they are related by an orthogonal transform. From their definitions in (4) and (9), both D and A are diagonal matrices. Therefore, we can write a simple, direct expression for each element s j of s as
The unconstrained maximum-likelihood estimatep j of p j is then simplŷ
From the estimatep, we can derive an estimateq of q. We do this by noticing that, from (12) and (13), each element p j of p differs from its corresponding element q j of q by an integer multiple of 2 B j ; i.e.,
Thus,q j can be computed by calculating the positive remainder of the division ofp j by 2 B j or, in terms of binary logic, by copying out the B j least significant bits of the 2's-complement signed binary representation ofp j into the unsigned binary representation ofq j . Finally, the estimate at the receiver of the original group of B j bits assigned to the j th basis vector is obtained fromq j by performing the binary to Gray code conversion, thereby undoing the original conversion.
APPROXIMATION FOR THE BIT-ERROR RATE
By incorporating Gray coding and decoding steps in our signaling scheme, we reduce the probability of decoding error. Notice that, as a result of Gray coding, if the error introduced by noise is enough to causep j , for some j , to be different from p j by one, then the error in decoding is in just one bit.
Since the decoding processes for the p j are independent of one another, by virtue of the structure of the proposed signaling scheme and, in particular, the orthogonality of the Q matrix, the analysis of the probability of error is much simplified.
Let us denote by R j the event in which no error is made in the estimationp j of p j , for some j . Then, the probability of this event, Pr{R j }, is determined by the probability that, in (16), s j is displaced from its noise-free value by less than 2 −B j r jj /2. The probability can be expressed as
where erf(x) is the error function denned as
dt.
Now, in order to arrive at our approximation for the bit-error rate, we make the assumption that the noise variance σ 2 is sufficiently small that the probability of the estimatep j being different from p j by more than one is negligible. In this case, the bit-error rate is simply the ratio of the expected number of bit errors per symbol to the number of bits per symbol. Hence, an approximation E for the bit-error rate is
Notice the restriction on j in the sum to include only those j for which B j > 0. If no bits have been assigned to a basis vector (B j = 0) then there is no decoding required from it, and therefore the event R j is not relevant to the bit-error rate.
BIT ALLOCATION
To minimize the bit-error rate, as given by the low-noise approximation in (19), the distances between adjacent lattice points along each of the inner receive basis vectors should be as nearly equal as possible. Equivalently, we should make the lengths of each of the inner receive basis vectors as nearly equal as possible. We now describe and analyze a method for allocating bits to basis vectors under the conditions that the transfer matrix, H, has full column rank (no r jj = 0 for any j ) and that the number of bits per block, M, is sufficiently high. We have imposed these conditions chiefly to simplify the discussion-it is not difficult to extend the allocation method or the analysis to cases where these conditions are not met.
Suppose for a moment that instead of allocating an integer number B j of bits to the j th outer basis vector, we are able to allocate β j bits instead, where β j is no longer necessarily an integer, but where we still require that the total number of bits is equal to M. That is, like (8), we still require that
Since the distance between adjacent lattice points along the j th inner basis vector is r jj 2 −β j −1 , and because we seek to make these distances equal, we set β j so that
We assume that M is sufficiently large so that each β j 1. Of course, our signaling scheme has no provision for transmitting fractions of a bit, so we now show how, based on the β j , we can derive the corresponding B j which optimize the bit-error rate in our signaling scheme.
We could just round each of the β j up to the nearest integer and assign this to B j ; i.e., B j = β j . However, the sum of the B j may be greater than M. Define S to be the surplus number of bits which would result from this assignment; i.e.,
We define also the deficiency δ j , j = 1, . . . , N, as
By sorting the deficiencies in numerical order, we choose those indices j with the S largest deficiencies. To those basis vectors, we assign
To the remainder, we assign
It can now be verified that the number of assigned bits is equal to M. Furthermore, it is possible to show that, with this allocation, the ratio of the longest inner basis vector to the shortest is less than or equal to 2. Moreover, except where there is a tie for the Sth-largest deficiency, this allocation is the only one to have this property. Finally, it achieves the lowest bit-error rate of all allocations where each B j > 0, according to the low-noise approximation of (19). We outline the proof of this final assertion in the case where there is no tie for the Sth-largest deficiency. The proof relies on the fact that the sum erf(αx) + erf(α/x) is unimodal in x, having a unique global maximum at x = 1; i.e.,
Assume there is another bit allocation, A, that achieves a lower bit-error rate according to the approximation (19), and if there is more than one such allocation, let A be that one which achieves the least bit-error rate. Because we assume there is no tie, there are two indices j = k such that the corresponding j th and kth inner receive basis vectors differ in length by more than a factor of two; i.e.,
Let us denote by x the square root of the ratio above. Without loss of generality, assume that, additionally, x 2 4. Define α as the geometric mean of the two distances, so that 
Now consider a new allocation
If we denote by x the square root of the inverse of the ratio above, then we have
Denote by E the bit-error rate of the new allocation A and by E the bit-error rate of the original allocation A. From (19), we can derive that
From (23), and the unimodality that accompanies it, as well as (25), we can conclude that E < E, contradicting the assumption that A has the least possible bit-error rate according to our low-noise approximation.
PEAK-TO-AVERAGE POWER RATIO
Let us now examine the PAR achieved by the proposed signaling scheme. We consider the case where the transfer matrix, H, has full column rank and the number of bits per symbol, M, is allowed to approach infinity. We will see that the PAR approaches 3.
First, notice that, according to the assumption that the amplitudes at the transmitter are limited to the interval [− Making the usual assumption that any combination of bits is as probable as any other, the average power in our signaling scheme is given by the expression
Now, extending (14), each lattice point x can be written as
where γ ∈ AZ N . That is, from the structure of A as defined in (9), γ is a vector whose elements, γ j , are integers or fractions with denominator 2 B j . Hence, bearing in mind (5), we can write that
We can simplify this expression slightly by introducing an indicator function ψ(γ ) such that
We can then write
Now, consider the limit as M → ∞. Our bit allocation scheme sets each B j according to the calculation of β j as given in (20). In fact, B j is different from β j by at most one. Therefore, as M → ∞, each B j increases steadily also. Thus, we can interpret (26) as the average of a function of γ evaluated over a grid in R N which becomes ever finer along each axis as M → ∞. But this is the definition of the Riemann integral and so
It is now convenient to remove the indicator function we inserted, incorporating it instead into the limits of integration so that
Performing the change of variables z = Vγ and noting that the Jacobian of this transformation is det V = 1, and performing the appropriate manipulation on the limits of integration, we now have simply that
Finally, from our result above that the peak power is limited to 1 4 , we see that, as M → ∞, the PAR approaches 3. We note that this limiting value for the PAR has been calculated without regard to the contribution from the cyclic prefix. However, the argument can be extended in a straightforward fashion to account for the prefix, with the same result.
SIMULATION RESULTS
To simulate the proposed signaling scheme, an ADSL-like environment was constructed in which to measure BER and PAR. Like ADSL, we have chosen the parameters M = 1600, N = 512, and L = 32. Of course, our technique is equally applicable to an OFDM scenario where the channel is broadband but slowly time varying, so that good channel estimates are possible at the receiver but not practical at the transmitter, as is often the case for OFDM.
The LINEMOD program [12] was used generate a realistic impulse response for a typical subscriber line: a 1-km copper twisted-pair AWG24 line terminated at each end by a resistance of 110 . No equalizer was used. The raw impulse response output of LINEMOD was trimmed in order to retain only the largest L consecutive amplitudes (Fig. 2) .
Given the impulse response, we are able to construct the transfer matrix, H, according to (1) and, from that, the matrices Q, R, D, and U from (2), (3), and (4). From these matrices, we obtain the outer transmit and receive bases V and W using (5) and (6) . Once bit allocation has been performed as set out in (20), (21), and (22), we then obtain the matrix A from (9) and thus the inner transmit and receive basis matrices VA and WA. To perform simulations, random bit strings of length M = 1600 are encoded into symbols for transmission by first forming the vector q of Gray-to-binary encodings and then constructing the transmit vector x from (10) and (11) . After convolution with the impulse response and addition of pseudo-random noise to simulate transmission through the channel, we arrive at the receive vector y. By applying (15), (17), and (18), we recover a vectorq which, after binary-to-Gray conversion of its integer elements, can be pieced together to form the received bit string.
Extensive simulations were undertaken to measure the bit-error rate, in order to compare it with the theoretical approximation in (19). By using similar arguments as were used to arrive at (27), we can deduce that the average signal power at the receiver using our signaling scheme is
Making the assumption that M is large enough for this limiting value to agree closely with the actual value, it is then possible to plot the theoretical and measured bit-error rates as a function of the signal-to-noise ratio at the receiver. This is shown in Fig. 3 . The measured values are seen to be in very good agreement with the theory. The PAR was measured at 3.01, also in very good agreement with the theoretical asymptotic PAR of 3. This is an extremely low PAR in comparison to standard ADSL DMT schemes, and hence our signaling scheme is efficient.
Also shown in Fig. 3 is a comparison to the case of basic DMT (in this case ADSL) transmission through the same channel. For each of the three curves, clipping was applied at the voltage level corresponding to the clip-to-average (CAR) ratio. The allocation of the 1600 bits was done using the well-known Chow algorithm [3] , based on an SNR of 26 dB. The curves clearly demonstrate that the DMT approach is clip-limited at high SNR, since changes in SNR make little difference in that region. The main result to note is that with a CAR of 4.8 dB, our proposed approach clearly outperforms the DMT approach at all SNRs. For DMT, it takes a channel with much greater dynamic range before the performance is close to being acceptable. Of course, the recent PAR reduction approaches, discussed in Section 1, would lower the DMT curves but only in the range of 3-6 dB [3] . That is, in the most optimistic case of PAR reduction, the plot with a CAR of 10 dB would approximately be equivalent to a PAR scheme with a CAR of 4.8 dB but even this does not perform nearly as well as our proposed scheme for the BER range of interest.
Finally, it is also important to note that an implicit benefit of this scheme is that, since clipping is guaranteed never to occur, there is no network layer overhead required for the request of retransmissions in this event, as is required in ADSL.
CONCLUDING REMARKS
A signaling scheme has been proposed for channels where the channel impulse response can be measured accurately and which takes account of clipping at the transmitter. As such, it is applicable in a variety of applications, including those where OFDM or DMT might otherwise seem to be good candidates. By constructing a lattice model for the signaling scheme, derived from the QR factorization of what we have called the transfer matrix, we have achieved a PAR that approaches 3, while maintaining an acceptable bit-error rate.
Further work includes consideration of impulse noise. As with OFDM and DMT, the signaling scheme as proposed in this paper is not robust to impulse noise. This is due to the fact that the first basis vector v 1 has but one nonzero element (due to the upper triangular nature of the V matrix), and so the bits encoded onto this vector could be obliterated during transmission should the corresponding sample be corrupted by impulse noise. Furthermore, only white Gaussian noise has been considered. The noise in realistic channels can be expected to be correlated. The authors believe that there is a simple modification that will ameliorate these situations considerably. This is an area on which they are currently working.
The amount of computation required per symbol in this signaling scheme is greater than would be required in OFDM or DMT. Whereas both these schemes require O(N log N) arithmetic operations per symbol, the scheme proposed here requires O(N 2 ) computations on account of the need to perform matrix-vector multiplications in (14) for encoding and (15) for decoding. No attempt has been made here to try to find clever ways of reducing the computational burden, although the possibility that such methods exist is something that the authors intend to investigate.
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