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ABSTRACT. We introduce the class of split Lie-Rinehart algebras as the natural extension
of the one of split Lie algebras. We show that if L is a tight split Lie-Rinehart algebra over
an associative and commutative algebra A, then L and A decompose as the orthogonal
direct sums L =
⊕
i∈I Li, A =
⊕
j∈J Aj , where any Li is a nonzero ideal of L, any
Aj is a nonzero ideal of A, and both decompositions satisfy that for any i ∈ I there exists
a unique i˜ ∈ J such that A
i˜
Li 6= 0. Furthermore any Li is a split Lie-Rinehart algebra
over A
i˜
. Also, under mild conditions, it is shown that the above decompositions of L and
A are by means of the family of their, respective, simple ideals.
Keywords: Lie-Rinehart algebra, split algebra, root space, simple component, structure
theory.
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1. INTRODUCTION AND FIRST DEFINITIONS
Lie-Rinehart algebras were introduced by J. Herz in [12], being their theory mainly
developed by R. Palais [18] and G. Rinehart [19]. A Lie-Rinehart algebra can be thought
as a Lie K-algebra, which is simultaneosly an A-module, where A is an associative and
commutative K-algebra, in such a way that both structures are related in an appropriate
way. We cand find in [13–15] a first approach to this class of algebras. In the last years, Lie-
Rinehart algebras have been considered in many areas of Mathematics, particulary from a
geometric viewpoint (see for instance [17]) and of course from an algebraic viewpoint [8,
9, 16]. Some generalizations of Lie-Rinehart algebras, such as Lie-Rinehart superalgebras
[10] or restricted Lie-Rinehart algebras [11], have been recently studied.
On the other hand, we recall that the class of split Lie algebras is specially related to
addition quantum numbers, graded contractions and deformations. For instance, for a phy-
sical system L, it is interesting to know in detail the structure of the split decomposition
because its roots can be seen as certain eigenvalues which are the additive quantum num-
bers characterizing the state of such system. We note that determining the structure of
different types of split algebras are becoming more meaningful in the area of research of
mathematical physics. In fact, the structure of different classes of split algebras have been
recently studied by using techniques of connections of roots (see for instance [1–7]).
In the present paper we introduce the class of split Lie-Rinehart algebras (L,A) as the
natural extension of the one of split Lie algebras, and study its structure. Our techniques
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consist in considering the roots system ofL as well as the weights system ofA. In these two
sets we introduce two different notions of connections, the first one among the elements
in the roots system of L and the second one among the elements in the weights system
of A. Later, we relate both concepts to get our main results. We show that if L is a tight
split Lie-Rinehart algebra (with restrictions neither its dimension nor its base field) over an
associative and commutative algebra A, then L and A decompose as the direct sums
L =
⊕
i∈I
Li, A =
⊕
j∈J
Aj ,
where any Li is a nonzero ideal of L satisfying [Li, Lk] = 0 when i 6= k, and any Aj is
a nonzero ideal of A such that AjAl = 0 when j 6= l. Moreover, both decompositions
satisfy that for any i ∈ I there exists a unique i˜ ∈ J such that
Ai˜Li 6= 0.
Furthermore any Li is a split Lie-Rinehart algebra over Ai˜. Also, under mild conditions,
it is shown that the above decompositions of L and A are by means of the family of their,
respective, simple ideals.
Our paper is organized as follows. In Section 2 we develop connection techniques
in the framework of Lie-Rinehart algebras (L,A) and apply, as a first step, all of these
techniques to the study of the inner structure of L. In Section 3 we get, as a second step, a
decomposition of A as direct sum of adequate ideals. In Section 4 we relate the obtained
results on L andA, getting in Sections 2 and 3, to prove our above mentioned main results.
Section 5 is devoted to show that, under mild conditions, the given decompositions of L
and A are by means of the family of their, corresponding, simple ideals.
Definition 1.1. Let K be an arbitrary base field and A a commutative and associative
algebra overK. A derivation on A is a K-linear mapD : A→ A which satisfies
D(ab) = D(a)b+ aD(b) (Leibniz’s law) (1)
for all a, b ∈ A. The set Der(A) of all derivations of A is a Lie K-algebra with Lie bracket
[D,D′] = DD′ −D′D, and an A-module simultaneosly. These two structures are related
by the following identity
[D, aD′] = a[D,D′] +D(a)D′, for all D,D′ ∈ Der(A).
Definition 1.2. A Lie-Rinehart algebra over an (associative and commutative) K-algebra
A is a Lie K-algebra L endowed with an A-module structure and with a map (usually
called anchor)
ρ : L→ Der(A),
which is simultaneously an A-module and a Lie algebras homomorphism, and such that
the following relation holds
[v, aw] = a[v, w] + ρ(v)(a)w, (2)
for any v, w ∈ L and a ∈ A.We denote it by (L,A) or just by L if there is not any possible
confusion.
Example 1.3. Any Lie algebra L is a Lie-Rinehart algebra over A := K as consequence
of Der(K) = 0.
Example 1.4. Any associative and commutativeK-algebra A gives rise to a Lie-Rinehart
algebra by taking L := Der(A) and ρ := IdDer(A).
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Throughout this paper (L,A) is a Lie-Rinehart algebra with restrictions neither on the
dimension of L, nor on the dimension of A, nor on the base field K. A subalgebra (S,A)
of (L,A), S for short, is a Lie subalgebra of L such thatAS ⊂ S and satisfying that S acts
on A via the composition
S →֒ L
ρ
→ Der(A).
A subalgebra (I, A), I for short, of L is called an ideal if I is a Lie ideal of L and
satisfies
ρ(I)(A)L ⊂ I. (3)
As example of an ideal we have Kerρ, the kernel of ρ.
We say that a Lie-Rinehart algebra (L,A) is simple if [L,L] 6= 0, AA 6= 0, AL 6= 0
and its only ideals are {0}, L and Kerρ.
Let us introduce the class of split algebras in the framework of Lie-Rinehart algebras.
We begin by recalling the definition of a split Lie algebra.
Definition 1.5. A splitting Cartan subalgebraH of a Lie algebraL is defined as a maximal
abelian subalgebra (MASA) of L satisfying that the adjoint mappings ad(h), for h ∈ H,
are simultaneously diagonalizable. If L contains a splitting Cartan subalgebraH then L is
called a split Lie algebra.
Meaning that we have a decomposition of the Lie algebra L as
L = H ⊕ (
⊕
γ∈Γ
Lγ),
where
Lγ := {vγ ∈ L : [h, vγ ] = γ(h)vγ for any h ∈ H},
for a linear functional γ : H → K, and where Γ := {γ ∈ H∗ \ {0} : Lγ 6= 0} denotes the
corresponding roots system. The linear subspace Lγ , for γ ∈ Γ, is called root space of L
associated to γ, the elements γ ∈ Γ ∪ {0} are called roots of L.
Definition 1.6. A split Lie-Rinehart algebra (with respect to a MASAH of the Lie algebra
L) is a Lie-Rinehart algebra (L,A) in which the Lie algebra L contains a splitting Cartan
subalgebra H and the algebra A is a weight module (with respect to H) in the sense that
A decomposes as
A = A0 ⊕ (
⊕
α∈Λ
Aα),
where
Aα := {aα ∈ A : ρ(h)(aα) = α(h)aα, for any h ∈ H},
for a linear functional α : H → K, and where Λ := {α ∈ H∗ \ {0} : Aα 6= 0} denotes
the weights system of A. The linear subspace Aα, for α ∈ Λ, is called the weight space of
A associate to α, the elements α ∈ Λ ∪ {0} are called weights of A.
Taking into account Example 1.3, split Lie algebras are examples of split Lie-Rinehart
algebras. The present paper extends the structure theorems getting in [2] for split Lie
algebras to the class of split Lie-Rinehart algebras.
From now on, (L,A) denotes a split Lie-Rinehart algebra (with respect to a MASA H
of L) being
L = L0 ⊕ (
⊕
γ∈Γ
Lγ) and A = A0 ⊕ (
⊕
α∈Λ
Aα)
the corresponding root and weight spaces decompositions.
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Lemma 1.7. For any γ, ξ ∈ Γ ∪ {0} and α, β ∈ Λ ∪ {0} the following assertions hold.
i) L0 = H .
ii) If [Lγ , Lξ] 6= 0 then γ + ξ ∈ Γ ∪ {0} and [Lγ , Lξ] ⊂ Lγ+ξ.
iii) If AαAβ 6= 0 then α+ β ∈ Λ ∪ {0} and AαAβ ⊂ Aα+β .
iv) If AαLγ 6= 0 then α+ γ ∈ Γ ∪ {0} and AαLγ ⊂ Lα+γ .
v) If ρ(Lγ)(Aα) 6= 0 then γ + α ∈ Λ ∪ {0} and ρ(Lγ)(Aα) ⊂ Aγ+α.
Proof. i) and ii) are proved in [2, Section 1].
iii) Let aα ∈ Aα, aβ ∈ Aβ . For any h ∈ H we have that ρ(h) is a derivation in A. Then
ρ(h)(aαaβ) = ρ(h)(aα)aβ + aαρ(h)(aβ) = α(h)aαaβ + aαβ(h)aβ = (α+ β)(h)(aαaβ).
Therefore aαaβ ∈ Aα+β .
iv) Let aα ∈ Aα, vγ ∈ Lγ . By using Equation (2) we get
[h, aαvγ ] = aα[h, vγ ] + ρ(h)(aα)vγ = aα(γ(h)vγ) + α(h)aαvγ
= (γ(h) + α(h))aαvγ = (α+ γ)(h)aαvγ .
So aαvγ ∈ Lα+γ .
v) For vγ ∈ Lγ and aα ∈ Aα we have
ρ(h)
(
ρ(vγ)(aα)
)
=
(
ρ(h)ρ(vγ)
)
(aα) = ρ([h, vγ ])(aα) +
(
ρ(vγ)ρ(h)
)
(aα)
= ρ
(
γ(h)vγ
)
(aα) + ρ(vγ)
(
ρ(h)(aα)
)
= ρ
(
γ(h)vγ
)
(aα) + ρ(vγ)
(
α(h)(aα)
)
= γ(h)ρ(vγ)(aα) + α(h)ρ(vγ)(aα) = (γ + α)(h)ρ(vγ)(aα),
where the second equality comes from the fact that ρ is a Lie algebra homomorphism. We
proved ρ(vγ)(aα) ∈ Aγ+α. 
Remark 1.8. Observe that Lemma 1.7-iii) implies that A0 is a subalgebra of A.
2. CONNECTIONS IN THE ROOTS SYSTEM OF L. DECOMPOSITIONS OF L
Next we connect the set of nonzero roots of L through nonzero roots of L and nonzero
weights of A, considered both as elements in H∗. We define −Γ := {−γ : γ ∈ Γ} where
(−γ)(h) := −γ(h). In a similar way we define −Λ := {−α : α ∈ Λ}. Finally, let us
denote
±Γ := Γ ∪ −Γ and ±Λ := Λ ∪ −Λ.
In the next definition the sum of elements in ±Λ ∪ ±Γ is taken in H∗.
Definition 2.1. Let γ, ξ ∈ Γ. We say that γ is connected to ξ if either ξ = ǫγ for some
ǫ ∈ {1,−1}, or there exists {ζ1, ζ2, . . . , ζn} ⊂ ±Λ ∪ ±Γ, with n ≥ 2, such that
i) ζ1 = γ.
ii) ζ1 + ζ2 ∈ ±Γ,
...
ζ1 + ζ2 + · · ·+ ζn−1 ∈ ±Γ.
iii) ζ1 + ζ2 + · · ·+ ζn ∈ {ξ,−ξ}.
We also say that {ζ1, . . . , ζn} is a connection from γ to ξ.
Proposition 2.2. The relation ∼ in Γ, defined by γ ∼ ξ if and only if γ is connected to ξ,
is an equivalence relation.
Proof. Similar to the proof of [2, Proposition 2.1]. 
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Remark 2.3. Let ξ, γ ∈ Γ such that ξ ∼ γ. If γ + µ ∈ Γ, for µ ∈ Λ ∪ Γ, then ξ ∼ γ + µ.
Considering the connection {γ, µ} we get γ ∼ γ + µ, and by transitivity ξ ∼ γ + µ.
By Proposition 2.2 the connection relation is an equivalence relation in Γ. From here,
we can consider the quotient set
Γ/ ∼:= {[γ] : γ ∈ Γ},
becoming [γ] the set of nonzero roots of L which are connected to γ. Our next goal is to
associate an (adequate) ideal I[γ] of the Lie-Rinehart algebra (L,A) to each [γ]. Fix γ ∈ Γ,
we start by defining the set L0,[γ] ⊂ L0 as follows:
L0,[γ] :=
( ∑
ξ∈[γ],−ξ∈Λ
A−ξLξ
)
+
(∑
ξ∈[γ]
[L−ξ, Lξ]
)
.
Next, we define
L[γ] :=
⊕
ξ∈[γ]
Lξ.
Finally, we denote by I[γ] the direct sum of the two subspaces above, that is,
I[γ] := L0,[γ] ⊕ L[γ].
Proposition 2.4. For any [γ] ∈ Γ/ ∼, the following assertions hold.
i) [I[γ], I[γ]] ⊂ I[γ].
ii) AI[γ] ⊂ I[γ].
iii) ρ(I[γ])(A)L ⊂ I[γ].
Proof. i) Since L0,[γ] ⊂ L0 = H , then [L0,[γ], L0,[γ]] = 0 and we have
[I[γ], I[γ]] = [L0,[γ] ⊕ L[γ], L0,[γ] ⊕ L[γ]] ⊂ [L0,[γ], L[γ]] + [L[γ], L[γ]]. (4)
Let us consider the first summand in Equation (4). Given δ ∈ [γ] we have [L0,[γ], Lδ] ⊂
Lδ, hence [L0,[γ], Lδ] ⊂ L[γ]. Consider now the second summand. Given δ, η ∈ [γ] such
that [Lδ, Lη] 6= 0, then [Lδ, Lη] ⊂ Lδ+η. If δ+η = 0we have [Lδ, L−δ] ⊂ L0,[γ]. Suppose
δ+ η ∈ Γ, then by Remark 2.3 we have [Lδ, Lη] ⊂ Lδ+η ⊂ L[γ]. Hence [I[γ], I[γ]] ⊂ I[γ].
ii) Observe that
AI[γ] =
(
A0 ⊕
(⊕
α∈Λ
Aα
))(( ∑
ξ∈[γ],−ξ∈Λ
A−ξLξ
)
+
(∑
ξ∈[γ]
[L−ξ, Lξ]
)
⊕
⊕
ξ∈[γ]
Lξ
)
.
We have to consider six cases:
• As L is an A-module, for ξ ∈ [γ] and −ξ ∈ Λ we get A0(A−ξLξ) = (A0A−ξ)Lξ ⊂
A−ξLξ ⊂ L0,[γ], using Lemma 1.7-iii). That is,
A0(A−ξLξ) ⊂ L0,[γ]. (5)
• For ξ ∈ [γ], we have A0[L−ξ, Lξ] ⊂ [L−ξ, A0Lξ] + ρ(L−ξ)(A0)Lξ by Equation
(2). Since A0Lξ ⊂ Lξ we get [L−ξ, A0Lξ] ⊂ [L−ξ, Lξ]. Also, by Lemma 1.7-v)
we obtain ρ(L−ξ)(A0) ⊂ A−ξ . If A−ξ 6= 0 (otherwise is trivial), −ξ ∈ Λ therefore
ρ(L−ξ)(A0)Lξ ⊂ A−ξLξ with ξ ∈ [γ] and −ξ ∈ Λ. From here,
A0[L−ξ, Lξ] ⊂ L0,[γ]. (6)
• For ξ ∈ [γ], from Lemma 1.7-iv) it follows
A0Lξ ⊂ Lξ ⊂ L[γ]. (7)
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• For α ∈ Λ, ξ ∈ [γ] and −ξ ∈ Λ, since L is an A-module we get Aα(A−ξLξ) ⊂
(AαA−ξ)Lξ ⊂ Aα−ξLξ ⊂ Lα, by Lemma 1.7 if α − ξ ∈ Λ (otherwise is trivial). If
Lα 6= 0 (otherwise is trivial) then α ∈ Γ, and by Remark 2.3 α ∈ [γ], that is,
Aα(A−ξLξ) ⊂ L[γ]. (8)
• For α ∈ Λ, ξ ∈ [γ] we obtain Aα[L−ξ, Lξ] ⊂ [L−ξ, AαLξ] + ρ(L−ξ)(Aα)Lξ. By
Lemma 1.7-iv) AαLξ ⊂ Lα+ξ. If Lα+ξ 6= 0 (otherwise is trivial), α + ξ ∈ Γ, we get
[L−ξ, AαLξ] ⊂ [L−ξ, Lα+ξ] ⊂ Lα. By Remark 2.3, α+ξ ∈ [γ]. If α ∈ Γ then α ∼ α+ξ,
it follows α ∈ [γ]. Also, by Lemma 1.7-v) we have ρ(L−ξ)(Aα) ⊂ A−ξ+α and similarly
to the previous case ρ(L−ξ)(Aα)Lξ ⊂ Lα with α ∈ [γ]. We get
Aα[L−ξ, Lξ] ⊂ L[γ]. (9)
• For α ∈ Λ, ξ ∈ [γ] we obtain AαLξ ⊂ Lξ+α. Using again Remark 2.3 we can prove
ξ + α ∈ [γ], meaning that
AαLξ ⊂ L[γ]. (10)
From Equations (5)-(10), assertion ii) is proved.
iii) By Equation (2) and item ii) we get
ρ(I[γ])(A)L ⊂ [I[γ], AL] +A[I[γ], L] ⊂ I[γ].

Proposition 2.5. Let [γ], [δ] ∈ Γ/ ∼ with [γ] 6= [δ]. Then [I[γ], I[δ]] = 0.
Proof. We have
[I[γ], I[δ]] = [L0,[γ]⊕L[γ], L0,[δ]⊕L[δ]] ⊂ [L0,[γ]L[δ]] + [L[γ], L0,[δ]] + [L[γ], L[δ]]. (11)
Consider the above third summand [L[γ], L[δ]] and suppose there exist γ1 ∈ [γ] and
δ1 ∈ [δ] such that [Lγ1 , Lδ1 ] 6= 0. As necessarily γ1 6= −δ1, then γ1 + δ1 ∈ Γ. Since
γ ∼ γ1 and γ1+ δ1 ∈ Γ, by Remark 2.3 we conclude γ ∼ γ1+ δ1. Similarly we can prove
δ ∼ γ1 + δ1, so we conclude γ ∼ δ, a contradiction. Hence [Lγ1 , Lδ1 ] = 0 and so
[L[γ], L[δ]] = 0. (12)
Consider now the first summand in Equation (11),
[L0,[γ], L[δ]] =
[( ∑
γ1∈[γ],−γ1∈Λ
A−γ1Lγ1
)
+
( ∑
γ1∈[γ]
[L−γ1 , Lγ1 ]
)
, L[δ]
]
.
• For δ1 ∈ [δ] we obtain by Jacobi identity that
[[L−γ1 , Lγ1 ], Lδ1 ] = [[Lγ1 , Lδ1 ], L−γ1 ] + [[Lδ1 , L−γ1 ], Lγ1 ]
and by Equation (12) that
[Lγ1 , Lδ1 ] = [Lδ1 , L−γ1 ] = 0.
Hence [[L−γ1 , Lγ1 ], Lδ1 ] = 0.
• If there exists δ1 ∈ [δ] such that
0 6= [A−γ1Lγ1 , Lδ1 ] = [Lδ1 , A−γ1Lγ1 ] ⊂ A−γ1 [Lδ1 , Lγ1 ] + ρ(Lδ1)(A−γ1)Lγ1 ,
we have [Lδ1 , Lγ1 ] = 0 by Equation (12). Therefore 0 6= ρ(Lδ1)(A−γ1)Lγ1 ⊂ Aδ1−γ1Lγ1 ,
and so Aδ1−γ1 is nonzero. Since δ1 − γ1 6= 0 we have δ1 − γ1 ∈ Λ, then the connection
{γ1, δ1 − γ1} gives γ1 ∼ δ1, a contradiction. Consequently
ρ(Lδ1)(A−γ1)Lγ1 = 0
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and we have showed
[L0,[γ], Lδ] = 0. (13)
In a similar way, we get [L[γ], L0,[δ]] = 0. From Equations (11)-(13), we conclude [I[γ], I[δ]] =
0. 
Theorem 2.6. The following assertions hold.
i) For any [γ] ∈ Γ/ ∼, the linear space I[γ] = L0,[γ] ⊕ L[γ] associated to [γ] is an
ideal of L.
ii) If L is simple then all the roots of Γ are connected. Moreover,
H =
( ∑
γ∈Γ,−γ∈Λ
A−γLγ
)
+
(∑
γ∈Γ
[L−γ , Lγ ]
)
.
Proof. i) Since H is abelian, [I[γ], H ] ⊂ L[γ] ⊂ I[γ] and by Proposition 2.4-i) and Propo-
sition 2.5 we have
[I[γ], L] =
[
I[γ], H ⊕ (
⊕
ξ∈[γ]
Lξ)⊕ (
⊕
δ/∈[γ]
Lδ)
]
⊂ I[γ],
so I[γ] is a Lie ideal of L. Clearly by Proposition 2.4-ii) we also have that I[γ] is an A-
module. Finally, by Proposition 2.4-iii) we conclude I[γ] is an ideal of L.
ii) The simplicity of L implies I[γ] ∈ {Kerρ, L} for any γ ∈ Γ. If some γ ∈ Γ is such
that I[γ] = L, then [γ] = Γ. Otherwise, if I[γ] = Kerρ for all γ ∈ Γ then [γ] = [ξ] for any
γ, ξ ∈ Γ and again [γ] = Γ. Therefore in any case L has all its nonzero roots connected
andH =
(∑
γ∈Γ,−γ∈ΛA−γLγ
)
+
(∑
γ∈Γ[L−γ , Lγ ]
)
. 
Theorem 2.7. Let (L,A) be a split Lie-Rinehart algebra. Then
L = U +
∑
[γ]∈Γ/∼
I[γ],
where U is a linear complement inH of
(∑
γ∈Γ,−γ∈ΛA−γLγ
)
+
(∑
γ∈Γ[L−γ , Lγ ]
)
and
any I[γ] is one of the ideals of L described in Theorem 2.6-i). Furthermore, [I[γ], I[δ]] = 0
when [γ] 6= [δ].
Proof. We have I[γ] is well defined and, by Theorem 2.6-i), an ideal of L, being clear that
L = H ⊕ (
⊕
γ∈Γ
Lγ) = U +
∑
[γ]∈Γ/∼
I[γ].
Finally, Proposition 2.5 gives [I[γ], I[δ]] = 0 if [γ] 6= [δ]. 
For a Lie-Rinehart algebra L, we denote by Z(L) := {v ∈ L : [v, L] = 0 and ρ(v) = 0}
the center of L.
Corollary 2.8. If Z(L) = 0 and H =
(∑
γ∈Γ,−γ∈ΛA−γLγ
)
+
(∑
γ∈Γ[L−γ , Lγ ]
)
then
L is the direct sum of the ideals given in Theorem 2.6,
L =
⊕
[γ]∈Γ/∼
I[γ].
Moreover, [I[γ], I[δ]] = 0 when [γ] 6= [δ].
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Proof. SinceH =
( ∑
γ∈Γ,−γ∈Λ
A−γLγ
)
+
( ∑
γ∈Γ
[L−γ , Lγ ]
)
we get
L =
∑
[γ]∈Γ/∼
I[γ].
To verify the direct character of the sum, take some v ∈ I[γ] ∩
(∑
[δ]∈Γ/∼,[δ] 6=[γ] I[δ]
)
.
Since v ∈ I[γ], the fact
[
I[γ], I[δ]
]
= 0 when [γ] 6= [δ] gives us
[v,
∑
[δ]∈Γ/∼,[δ] 6=[γ]
I[δ]] = 0.
In a similar way, since v ∈
∑
[δ]∈Γ/∼,[δ] 6=[γ] I[δ] we get [v, I[γ]] = 0. Therefore [v, L] = 0.
Now, Equation (2) allows us to conclude ρ(v) = 0. That is, v ∈ Z(L) and so v = 0. 
3. CONNECTIONS IN THE WEIGHTS SYSTEM OF A. DECOMPOSITIONS OF A
We begin this section by introducing an adequate notion of connection among the
weights of A.
Definition 3.1. Let α, β ∈ Λ. We say that α is connected to β if either β = ǫα for some
ǫ ∈ {1,−1}, or there exists {σ1, σ2, . . . , σn} ⊂ ±Λ ∪ ±Γ, with n ≥ 2, such that
i) σ1 = α.
ii) σ1 + σ2 ∈ ±Λ ∪ ±Γ,
...
σ1 + σ2 + · · ·+ σn−1 ∈ ±Λ ∪ ±Γ.
iii) σ1 + σ2 + · · ·+ σn ∈ {β,−β}.
We also say that {σ1, . . . , σn} is a connection from α to β.
As in the previous section we can prove the next results.
Proposition 3.2. The relation ≈ in Λ, defined by α ≈ β if and only if α is connected to β,
is an equivalence relation.
Remark 3.3. Let α, β ∈ Λ such that α ≈ β. If β+µ ∈ Λ, for µ ∈ Λ∪Γ, then α ≈ β+µ.
Considering the connection {β, µ} we get β ≈ β + µ, and by transitivity α ≈ β + µ.
By Proposition 3.2 the connection relation is an equivalence relation in Λ. From here, we
can consider the quotient set
Λ/ ≈:= {[α] : α ∈ Λ},
becoming [α] the set of nonzero weights which are connected to α. Our next goal in this
section is to associate an (adequate) ideal A[α] of the algebra A to any [α] ∈ Λ/ ≈. Fix
α ∈ Λ, we start by defining the sets
A0,[α] :=
( ∑
−β∈Γ,β∈[α]
ρ(L−β)(Aβ)
)
+
(∑
β∈[α]
A−βAβ
)
⊂ A0
and
A[α] :=
⊕
β∈[α]
Aβ .
Hence, we denote by A[α] the direct sum of the two subspaces above. That is,
A[α] := A0,[α] ⊕A[α].
Proposition 3.4. For any [α] ∈ Λ/ ≈ we have A[α]A[α] ⊂ A[α].
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Proof. Since the algebra A is commutative we have
A[α]A[α] =
(
A0,[α]⊕A[α]
)(
A0,[α]⊕A[α]
)
⊂ A0,[α]A0,[α]+A0,[α]A[α]+A[α]A[α]. (14)
Let us consider the second summand in Equation (14). Given β ∈ [α]we haveA0,[α]Aβ ⊂
A0Aβ ⊂ Aβ , by Lemma 1.7-iii). Hence
A0,[α]Aβ ⊂ A[α]. (15)
For the third summand in Equation (14), given β, ν ∈ [α] such that 0 6= AβAν ⊂
Aβ+ν . If β + ν = 0 we have A−βAβ ⊂ A0 and so A−βAβ ⊂ A0,[α]. Suppose β + ν ∈
Λ, then by Remark 3.3 we have β + ν ∈ [α] and so AβAν ⊂ Aβ+ν ⊂ A[α]. Hence
(
⊕
β∈[α]Aβ)(
⊕
ν∈[α]Aν) ⊂ A0,[α] ⊕A[α]. That is,
A[α]A[α] ⊂ A[α]. (16)
Finally we consider the first summand A0,[α]A0,[α] and suppose there exist β, ν ∈ [α]
such that (
ρ(L−β)(Aβ) +A−βAβ
)(
ρ(L−ν)(Aν) +A−νAν
)
6= 0,
so
ρ(L−β)(Aβ)ρ(L−ν)(Aν) + ρ(L−β)(Aβ)(A−νAν)
+(A−βAβ)ρ(L−ν)(Aν) + (A−βAβ)(A−νAν) 6= 0 (17)
For the last summand in Equation (17), in case ν 6= −β, by the commutativity and asso-
ciativity of A we have
(A−βAβ)(A−νAν) = (A−βA−ν)(AβAν) ⊂ A−(β+ν)A(β+ν) ⊂ A0,[α]
by Remark 3.3. In case ν = −β, it follows
(A−βAβ)(AβA−β) = A−β(AβAβA−β) ⊂ A−βAβ ⊂ A0,[α].
For the second summand in Equation (17), ρ(L−β)(Aβ)(A−νAν), since ρ(L−β) is a
derivation in A we get
ρ(L−β)(Aβ)(A−νAν) ⊂ ρ(L−β)(Aβ(A−νAν)) +Aβρ(L−β)(A−νAν)
but ρ(L−β)(Aβ(A−νAν)) ⊂ ρ(L−β)(Aβ) and Aβρ(L−β)(A−νAν) ⊂ AβA−β so
ρ(L−β)(Aβ)(A−νAν) ⊂ ρ(L−β)(Aβ) +A−βAβ ⊂ A0,[α].
By commutativity we also get the summand (A−βAβ)ρ(L−ν)(Aν ) ⊂ A0,[α]. Finally, for
the first summand, since ρ(L−β) is a derivation, we have
ρ(L−β)
(
Aβρ(L−ν)(Aν)
)
⊂ ρ(L−β)(Aβ)ρ(L−ν)(Aν ) +Aβρ(L−β)
(
ρ(L−ν)(Aν)
)
.
As ρ(L−β)
(
Aβρ(L−ν)(Aν)
)
⊂ ρ(L−β)(Aβ) and, by associativity,
Aβρ(L−β)
(
ρ(L−ν)(Aν)
)
⊂ AβA−β
then
ρ(L−β)(Aβ)ρ(L−ν)(Aν) ⊂ ρ(L−β)(Aβ) +AβA−β ⊂ A0,[α].
We have showed
A0,[α]A0,[α] ⊂ A0,[α] ⊂ A[α]. (18)
From Equations (14)-(16) and (18) we get A[α]A[α] ⊂ A[α]. 
Proposition 3.5. For any [α] 6= [ψ] we have A[α]A[ψ] = 0.
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Proof. We have(
A0,[α] ⊕A[α]
)(
A0,[ψ] ⊕A[ψ]]
)
⊂ A0,[α]A0,[ψ] +A0,[α]A[ψ] +A[α]A0,[ψ] +A[α]A[ψ].
(19)
Consider the above fourth summand A[α]A[ψ] and suppose there exist α1 ∈ [α] and
ψ1 ∈ [ψ] such that Aα1Aψ1 6= 0, so Aα1+ψ1 6= 0. Then α1 + ψ1 ∈ Λ ∪ {0}. As
necessarily α1 6= −ψ1, it follows that α1 + ψ1 ∈ Λ. By Remark 3.3, α ∼ α1 + ψ1 and
ψ ∼ α1 + ψ1, and by equivalence relation we have [α] = [ψ], a contradiction. Hence
Aα1Aψ1 = 0 and so
A[α]A[ψ] = 0. (20)
Consider now the second summand A0,[α]A[ψ] in Equation (19). We take α1 ∈ [α] and
ψ1 ∈ [ψ] such that (
ρ(L−α1)(Aα1 )Aψ1 +A−α1Aα1
)
Aψ1 6= 0.
Suppose (A−α1Aα1)Aψ1 6= 0. By using associativity of A we get A−α1(Aα1Aψ1) 6= 0,
so Aα1+ψ1 6= 0 and then α1 + ψ1 ∈ Λ ∪ {0}. Arguing as above α ≈ ψ, a contradic-
tion. If the another summand ρ(L−α1)(Aα1)Aψ1 6= 0, since ρ(L−α1) is a derivation then
ρ(L−α1)(Aα1Aψ1) or Aα1ρ(L−α1)(Aψ1) is nonzero, but in any case we argue similarly
as above to get α ≈ ψ, a contradiction. From here
A0,[α]A[ψ] = 0. (21)
By commutativity,A[α]A0,[ψ] = 0.
Finally, let us proveA0,[α]A0,[ψ] = 0. Suppose there exist α1 ∈ [α], ψ1 ∈ [ψ] such that
ρ(L−α1)(Aα1)ρ(L−ψ1)(Aψ1) + ρ(L−α1)(Aα1)(A−ψ1Aψ1)
+(A−α1Aα1)ρ(L−ψ1)(Aψ1) + (A−α1Aα1)(A−ψ1Aψ1) 6= 0.
We can argue as in the proof of Proposition 3.4 to obtain
A0,[α]A0,[ψ] = 0. (22)
From Equations (19)-(22) we conclude A[α]A[ψ] = 0. 
We recall that a subspace I of a commutative algebra A is called an ideal of A if AI ⊂ I .
We say that A is simple if AA 6= 0 and it contains no proper ideals.
Theorem 3.6. LetA be a commutative and associative algebra associated to a Lie-Rinehart
algebra L. Then the following assertions hold.
i) For any [α] ∈ Λ/ ≈, the linear space
A[α] = A0,[α] ⊕A[α]
of A associated to [α] is an ideal of A.
ii) If A is simple then all weights of Λ are connected. Furthermore,
A0 =
( ∑
−α∈Γ,α∈Λ
ρ(L−α)(Aα)
)
+
(∑
α∈Λ
A−αAα
)
.
Proof. i) Since A[α]A0 ⊂ A[α] (by associativity of A), Propositions 3.4 and 3.5 allow us
to assert
A[α]A = A[α]
(
A0 ⊕ (
⊕
β∈[α]
Aβ)⊕ (
⊕
ψ/∈[α]
Aψ)
)
⊂ A[α].
We conclude A[α] is an ideal of A.
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ii) The simplicity of A implies A[α] = A, for any α ∈ Λ. From here, it is clear that
[α] = Λ and A0 =
∑
−α∈Γ,α∈Λ
ρ(L−α)(Aα) +
∑
α∈Λ
A−αAα. 
Theorem 3.7. LetA be a commutative and associative algebra associated to a Lie-Rinehart
algebra L. Then
A = V +
∑
[α]∈Λ/≈
A[α],
where V is a linear complement in A0 of
(∑
−α∈Γ,α∈Λ ρ(L−α)(Aα)
)
+
(∑
α∈ΛA−αAα
)
and anyA[α] is one of the ideals ofA described in Theorem 3.6-i). Furthermore,A[α]A[ψ] =
0 when [α] 6= [ψ].
Proof. We know that A[α] is well defined and, by Theorem 3.6-i), an ideal of A, being
clear that
A = A0 ⊕ (
⊕
α∈Λ
Aα) = V +
∑
[α]∈Λ/≈
A[α].
Finally, Proposition 3.5 gives A[α]A[ψ] = 0 if [α] 6= [ψ]. 
Let us denote by Z(A) := {a ∈ A : aA = 0} the center of the algebra A.
Corollary 3.8. Let (L,A) be a Lie-Rinehart algebra. If Z(A) = 0 and
A0 =
( ∑
−α∈Γ,α∈Λ
ρ(L−α)(Aα)
)
+
(∑
α∈Λ
A−αAα
)
,
then A is the direct sum of the ideals given in Theorem 3.6-i),
A =
⊕
[α]∈Λ/≈
A[α].
Furthermore, A[α]A[ψ] = 0 when [α] 6= [ψ].
Proof. Since A0 =
(∑
−α∈Γ,α∈Λ ρ(L−α)(Aα)
)
+
(∑
α∈ΛA−αAα
)
we obtain A =∑
[α]∈Λ/≈ A[α]. To verify the direct character of the sum, take some
a ∈ A[α] ∩ (
∑
[ψ]∈Λ/≈,[ψ] 6=[α]
A[ψ]).
Since a ∈ A[α], the fact A[α]A[ψ] = 0 when [α] 6= [ψ] gives us
a(
∑
[ψ]∈Λ/≈,[ψ] 6=[α]
A[ψ]) = 0.
In a similar way, since a ∈
∑
[ψ]∈Λ/≈,[ψ] 6=[α] A[ψ] we get aA[α] = 0. That is, a ∈ Z(A)
and so a = 0. 
4. RELATING THE DECOMPOSITIONS OF L AND A
The aim of this section is to show that the decompositions of L and A as direct sum of
ideals, given in Sections 2 and 3 respectively, are closely related.
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Definition 4.1. A split Lie-Rinehart algebra (L,A) is tight if Z(L) = Z(A) = 0, AA =
A, AL = L and
H =
( ∑
γ∈Γ,−γ∈Λ
A−γLγ
)
+
(∑
γ∈Γ
[L−γ , Lγ ]
)
,
A0 =
( ∑
−α∈Γ,α∈Λ
ρ(L−α)(Aα)
)
+
(∑
α∈Λ
A−αAα
)
.
If (L,A) is tight then Corollaries 2.8 and 3.8 say that
L =
⊕
[γ]∈Γ/∼
I[γ] and A =
⊕
[α]∈Λ/≈
A[α],
with any I[γ] an ideal of L verifying [I[γ], I[δ]] = 0 if [γ] 6= [δ] and any A[α] an ideal of A
satisfying A[α]A[ψ] = 0 if [α] 6= [ψ].
Proposition 4.2. Let (L,A) be a tight split Lie-Rinehart algebra. Then for any [γ] ∈ Γ/ ∼
there exists a unique [α] ∈ Λ/ ≈ such that A[α]I[γ] 6= 0.
Proof. First we prove the existence. Given [γ] ∈ Γ/ ∼, let us suppose that AI[γ] = 0.
Since I[γ] is an ideal it follows
[I[γ], AL] = [I[γ],
⊕
ξ∈Γ/∼
AI[ξ]] = [I[γ], AI[γ]] = 0.
By hypothesisAL = L, then I[γ] ⊂ Z(L) = {0}, a contradiction. SinceA =
⊕
[α]∈Λ/≈ A[α],
there exists [α] ∈ Λ/ ≈ such that A[α]I[γ] 6= 0.
Now we prove that [α] is unique. Suppose that β is another weight of A which satisfies
A[β]I[γ] 6= 0. From A[α]I[γ] 6= 0 and A[β]I[γ] 6= 0 we can take α
′ ∈ [α], β′ ∈ [β] and
γ′, γ′′ ∈ [γ] such that Aα′Lγ′ 6= 0 and Aβ′Lγ′′ 6= 0. Since γ
′, γ′′ ∈ [γ], we can fix a
connection
{γ′, ζ2, . . . , ζn},
from γ′ to γ′′.
We have to distinguish four cases. First, α′ + γ′ 6= 0 and β′ + γ′′ 6= 0. Then α′ + γ′,
β′ + γ′′ ∈ Γ, and so α′ is connected to β′. Indeed, in the case γ′ + ζ2 + · · · + ζn = γ
′′,
the connection from α′ to β′ is
{α′, γ′,−α′, ζ2, . . . , ζn, β
′,−γ′′} ⊂ ±Λ ∪±Γ.
While in the case γ′ + ζ2 + · · ·+ ζn = −γ
′′ the connection is
{α′, γ′,−α′, ζ2, . . . , ζn,−β
′, γ′′} ⊂ ±Λ ∪±Γ.
From here α′ ≈ β′ and so [α] = [β]. In the second case, α′ + γ′ = 0 and β′ + γ′′ 6= 0.
Hence α′ = −γ′, β′ + γ′′ ∈ Γ and then
{−γ′,−ζ2, . . . ,−ζn,−β
′, γ′′} ⊂ ±Λ ∪ ±Γ
is a connection from α′ to β′ in the case γ′ + ζ1 + · · ·+ ζn = γ
′′ while
{−γ′,−ζ2, . . . ,−ζn, β
′,−γ′′} ⊂ ±Λ ∪ ±Γ
is a connection in the case γ′ + ζ1 + · · · + ζn = −γ
′′. From here, [α] = [β]. In the third
case we suppose α′ + γ′ 6= 0 and β′ + γ′′ = 0. We can argue as in the previous case to
get [α] = [β]. Finally, in the fourth case we consider α′ + γ′ = 0, β′ + γ′′ = 0. Hence
α′ = −γ′, β′ = −γ′′. Then
{−γ′,−ζ2, . . . ,−ζn}
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is a connection between α′ and β′ which implies [α] = [β]. We conclude [α] ∈ Λ/ ≈ is
the unique element in Λ/ ≈ such that A[α]I[γ] 6= 0 for the given [γ] ∈ Γ/ ∼. 
Observe that the above proposition shows that I[γ] is an A[α]-module. Hence we can
assert the following result.
Theorem 4.3. Let (L,A) be a tight split Lie-Rinehart algebra. Then
L =
⊕
i∈I
Li and A =
⊕
j∈J
Aj
with any Li a nonzero ideal of L and any Aj a nonzero ideal of A, in such a way that for
any i ∈ I there exists a unique i˜ ∈ J such that
Ai˜Li 6= 0.
5. DECOMPOSITIONS THROUGH THE FAMILIES OF THE SIMPLE IDEALS
In this section we are going to show that, under mild conditions, the decomposition of
a split Lie-Rinehart algebra (L,A) given in Theorem 4.3 can be obtained by means of the
families of the simple ideals of L and A. In this section we always suppose that Γ and Λ
are symmetric, that is, Γ = −Γ and Λ = −Λ, respectively.
Let us introduce the concepts of root-multiplicativity and maximal length in the framework
of split Lie-Rinehart algebras, in a similar way to the ones for other classes of split algebras,
such as split Lie algebras, split Malcev algebras, split Leibniz algebras and split Hom-
algebras (see [2, 3, 5, 6] for these notions and examples).
Definition 5.1. We say that a split Lie-Rinehart algebra (L,A) is root-multiplicative if for
any γ, δ ∈ Γ and α, β ∈ Λ the following conditions hold.
• If γ + δ ∈ Γ then [Lγ , Lδ] 6= 0.
• If α+ γ ∈ Γ then AαLγ 6= 0.
• If α+ β ∈ Λ then AαAβ 6= 0.
Definition 5.2. A split Lie-Rinehart algebra (L,A) is called ofmaximal length if dimLγ =
dimAα = 1 for any γ ∈ Γ and α ∈ Λ.
Observe that if L and A are simple algebras then Z(L) = Z(A) = {0}. Also as con-
sequence of Theorem 2.6-ii) and Theorem 3.6-ii) we get that all of the nonzero roots
in Γ are connected, that all of the nonzero weights in Λ are also connected and that
H =
(∑
γ∈Λ∩ΓA−γLγ
)
+
(∑
γ∈Γ[Lγ , L−γ ]
)
and A0 =
(∑
−α∈Γ,α∈Λ ρ(L−α)(Aα)
)
+(∑
α∈ΛA−αAα
)
. From here, the conditions for (L,A) of being tight (see Definition 4.1)
together with the ones of having Γ and Λ all of their elements connected, are necessary
conditions to get a characterization of the simplicity of the algebras L and A. Actually,
under the hypothesis of being (L,A) of maximal length and root-multiplicative, these are
also sufficient conditions as Theorem 5.5 shows.
Proposition 5.3. Let (L,A) be a tight split Lie-Rinehart algebra of maximal length, root-
multiplicative and all its nonzero roots are connected. Then eitherL is simple orL = I⊕I ′
where I and I ′ are simple ideals of L.
Proof. Consider I a nonzero ideal of L. In case I ⊂ H , on the one hand [I,H ] ⊂
[H,H ] = 0, and on the other hand [I,
⊕
γ∈Γ Lγ ] ⊂ (
⊕
γ∈Γ Lγ) ∩ H = 0. So I ⊂
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Z(L) = {0}, a contradiction. Then I 6⊂ H and by [2, Lemma 3.2] we can write
I = (I ∩H)⊕ (
⊕
γ∈Γ
(I ∩ Lγ))
with (I ∩ Lγ) 6= 0 for at least one γ ∈ Γ. Let us denote by Iγ := I ∩ Lγ and by
ΓI := {γ ∈ Γ : Iγ 6= 0}. Then we can write I = (I ∩ H) ⊕ (
⊕
γ∈ΓI
Iγ). Let us
distinguish two cases.
In the first case assume there exists γ ∈ ΓI such that −γ ∈ ΓI . Then 0 6= Iγ ⊂ I and
we can assert by the maximal length of (L,A) that
Lγ ⊂ I. (23)
Now, take some δ ∈ Γ satisfying δ /∈ {γ,−γ}. Since the root γ is connected to δ, we have
a connection {ζ1, . . . , ζn} ⊂ Λ ∪ Γ with n ≥ 2, from γ to δ satisfying:
ζ1 = γ,
ζ1 + ζ2 ∈ Γ,
...
ζ1 + ζ2 + · · ·+ ζn−1 ∈ Γ,
ζ1 + ζ2 + · · ·+ ζn ∈ {δ,−δ}.
Taking into account ζ1 ∈ ΓI we have that if ζ2 ∈ Λ (respectively, ζ2 ∈ Γ), the root-
multiplicativity and the maximal length of L allow us to assert that
0 6= Aζ2Lζ1 = Lζ1+ζ2 (respectively, 0 6= [Lζ1 , Lζ2 ] = Lζ1+ζ2).
Since 0 6= Lζ1 ⊂ I , as consequence of Equation (23), we get in both cases that
0 6= Lζ1+ζ2 ⊂ I.
A similar argument applied to ζ1 + ζ2 ∈ Γ, ζ3 ∈ Λ ∪ Γ and ζ1 + ζ2 + ζ3 ∈ Γ gives us
0 6= Lζ1+ζ2+ζ3 ⊂ I.We can iterate this process with the connection {ζ1, . . . , ζn} to get
0 6= Lζ1+ζ2+···+ζn ⊂ I.
Thus we have shown that
for any δ ∈ Γ, we have that 0 6= Lǫδδ ⊂ I for some ǫδ ∈ {1,−1}. (24)
Since −γ ∈ ΓI then {−ζ1, . . . ,−ζn} is a connection from −γ to δ satisfying
−ζ1 − ζ2 − · · · − ζn = −ǫδδ.
By arguing as above we get,
0 6= L−ǫδδ ⊂ I (25)
and so ΓI = Γ. From the factH =
( ∑
γ∈Λ∩Γ
AγL−γ
)
+
(∑
γ∈Γ
[Lγ , L−γ ]
)
we also have
H ⊂ I. (26)
From Equations (23)-(26) we obtain L ⊂ I, and so L is simple.
In the second case, suppose that for any γ ∈ ΓI we have that−γ /∈ ΓI . Observe that by
arguing as in the previous case we can write
Γ = ΓI ∪˙ − ΓI (27)
where−ΓI := {−γ : γ ∈ ΓI}. Let us denote by
I ′ := (
∑
−γ∈−ΓI ,γ∈Λ
AγL−γ)⊕ (
⊕
−γ∈−ΓI
L−γ).
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Our next aim is to show that I ′ is an ideal of L. Let us prove that I ′ is a Lie ideal of L.
SinceH is abelian we have
[L, I ′] =
[
H ⊕ (
⊕
δ∈Γ
Lδ),
( ∑
−γ∈−ΓI ,γ∈Λ
AγL−γ
)
⊕
( ⊕
−γ∈−ΓI
L−γ
)]
⊂
(
⊕
−γ∈−ΓI
L−γ) +
[⊕
δ∈Γ
Lδ,
( ∑
−γ∈−ΓI ,γ∈Λ
AγL−γ
)]
+
[⊕
δ∈Γ
Lδ,
( ⊕
−γ∈−ΓI
L−γ
)]
. (28)
Consider the second summand in Equation (28). If some [Lδ, AγL−γ ] 6= 0we have that
in case δ = −γ, clearly [L−γ , AγL−γ ] ⊂ L−γ ⊂ I
′, and that in case δ = γ, since I is an
ideal −γ /∈ ΓI implies [L−γ , A−γLγ ] = 0, we get by maximal length and symmetry of Γ
that [Lγ , AγL−γ ] = 0. Suppose δ /∈ {γ,−γ}. Then by Equation (2) eitherAγ [Lδ, L−γ ] 6=
0 or ρ(Lδ)(Aγ)L−γ 6= 0 and, by the maximal length of L, either Aγ [Lδ, L−γ ] = Lδ or
ρ(Lδ)(Aγ)L−γ = Lδ. In both cases, since γ ∈ ΓI , we have by root-multiplicativity that
L−δ ⊂ I, that is, −δ ∈ ΓI . From here δ ∈ −ΓI and then Lδ ⊂ I
′. Therefore[⊕
δ∈Γ
Lδ,
∑
−γ∈−ΓI ,γ∈Λ
AγL−γ
]
⊂ I ′.
Finally, if we consider the third summand in (28) and some [Lδ, L−γ ] 6= 0, we have
[Lδ, L−γ] = L−γ+δ. Suppose δ 6= γ. Since γ ∈ ΓI , the root-multiplicativity gives
us [Lγ , L−δ] = Lγ−δ ⊂ I . Hence −γ + δ ∈ −ΓI and then L−γ+δ ⊂ I
′. Con-
sider δ = γ, in case [Lγ , L−γ ] 6= 0 we have [Lγ , L−γ ] ⊂ I since γ ∈ ΓI . Then
L−γ = [[Lγ , L−γ ], L−γ ] ⊂ I. From here γ,−γ ∈ ΓI , a contradiction with (27). Thus
[
⊕
δ∈Γ
Lδ,
⊕
−γ∈−ΓI
L−γ ] ⊂ I
′ and I ′ is a Lie ideal of L.
Let us check AI ′ ⊂ I ′.We have
AI ′ =
(
A0 ⊕
⊕
α∈Λ
Aα
)(( ∑
−γ∈−ΓI ,γ∈Λ
AγL−γ
)
⊕
( ⊕
−γ∈−ΓI
L−γ
))
⊂
I ′ + (
⊕
α∈Λ
Aα)
( ∑
−γ∈−ΓI ,γ∈Λ
AγL−γ
)
+ (
⊕
α∈Λ
Aα)
( ⊕
−γ∈−ΓI
L−γ
)
. (29)
Consider the third summand in (29) and suppose that AαL−γ 6= 0 for certain α ∈
Λ,−γ ∈ −ΓI . In case α − γ ∈ ΓI , we have by the root-multiplicativity of (L,A) that
A−αLγ 6= 0. Now by the maximal length of L and the fact γ ∈ ΓI , we get A−αLγ =
L−α+γ ⊂ I. Therefore−α+ γ ∈ ΓI a contradiction. Hence α− γ ∈ −ΓI .
We can argue as above with the second summand in (29) so as to conclude that I ′ is an
ideal of the split Lie-Rinehart algebra (L,A).
Now since [I ′, I] = 0 it follows
∑
γ∈Γ
[Lγ , L−γ ] = 0, so by hypothesys must be
H =
( ∑
γ∈ΓI ,−γ∈Λ
A−γLγ
)
⊕
( ∑
−γ∈−ΓI ,γ∈Λ
AγL−γ
)
.
Indeed, the sum is direct because if there exists
0 6= h ∈
( ∑
γ∈ΓI ,−γ∈Λ
A−γLγ
)
∩
( ∑
−γ∈−ΓI ,γ∈Λ
AγL−γ
)
,
taking into account Z(L) = {0} and L is split, there exists 0 6= vγ′ ∈ Lγ′ , γ
′ ∈ Γ, such
that [h, vγ′ ] 6= 0, being then Lγ′ ⊂ I ∩ I
′ = 0, a contradiction. Hence h ∈ Z(L) = {0}
and the sum is direct. Taking into account the above observation and Equation (27) we
have
L = I ⊕ I ′.
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Finally, we can proceed with I and I ′ as we did for L in the first case of the proof to
conclude that I and I ′ are simple ideals, which completes the proof of the theorem. 
In a similar way to Proposition 5.3 we can prove the next result.
Proposition 5.4. Let (L,A) be a tight split Lie-Rinehart algebra of maximal length, root-
multiplicative and all its nonzero weights are connected. Then either A is simple or A =
J ⊕ J ′ where J and J ′ are simple ideals of A.
Finally, we can prove the following theorem.
Theorem 5.5. Let (L,A) be a tight split Lie-Rinehart algebra of maximal length, root
multiplicative, with symmetric roots and weights systems in such a way that Γ have all its
nonzero roots connected and Λ have all its nonzero weights connected. Then
L =
⊕
i∈I
Li and A =
⊕
j∈J
Aj
where any Li is a simple ideal of L having all of its nonzero roots connected and such
that [Li, Lk] = 0 for any k ∈ I with i 6= k; and any Aj is a simple ideal of A satisfying
AjAh = 0 for any h ∈ J such that j 6= h. Furthermore, for any i ∈ I there exists a unique
i˜ ∈ J such that
Ai˜Li 6= 0.
We also have that any Li is a split Lie-Rinehart algebra over Ai˜.
Proof. Taking into account Theorem 4.3 we can write
L =
⊕
[γ]∈Γ/∼
I[γ]
as the direct sum of the family of ideals I[γ], being each I[γ] a split Lie-Rinehart algebra
having as roots system [γ]. Also we can write A as the direct sum of the ideals
A =
⊕
[α]∈Λ/≈
A[α]
in such a way that any A[α] has as weights system [α], and that for any I[γ] there exists a
unique A[α] satisfying A[α]I[γ] 6= 0 and being (I[γ],A[α]) a split Lie-Rinehart algebra.
In order to apply Proposition 5.3 and Proposition 5.4 to each (I[γ],A[α]), we previously
have to observe that the root-multiplicativity of (L,A), Proposition 2.5 and Theorem 3.7
show that [γ] and [α] have, respectively, all of their elements {[γ], [α]}-connected (that is,
connected through connections contained in [γ] and [α]. Any of the (I[γ],A[α]) is root-
multiplicative as consequence of the root-multiplicativity of (L,A). Clearly (I[γ],A[α])
is of maximal length and tight, last fact consequence of tightness of (L,A), Proposition
5.3 and Proposition 5.4. So we can apply Proposition 5.3 and Proposition 5.4 to each
(I[γ],A[α]) so as to conclude that any I[γ] is either simple or the direct sum of simple
ideals I[γ] = V ⊕ V
′; and that any A[α] is either simple or the direct sum of simple ideals
A[α] = B ⊕B
′. From here, it is clear that by writing Ii = V ⊕ V
′ and Aj = B ⊕B
′ if Ii
or Aj are not, respectively, simple, then Theorem 4.3 allows as to assert that the resulting
decomposition satisfies the assertions of the theorem. 
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