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Abstract. Language independent ‘bag-of-words’ representations
are surprisingly effective for text classification. In this communi-
cation our aim is to elucidate the synergy between language inde-
pendent features and simple language model features. We consider
term tag features estimated by a so-called part-of-speech tagger.
The feature sets are combined in an early binding design with an
optimized binding coefficient that allows weighting of the relative
variance contributions of the participating feature sets. With the
combined features documents are classified using a latent semantic
indexing representation and a probabilistic neural network classi-
fier. Three medium size data-sets are analyzed and we find consis-
tent synergy between the term and natural language features in all
three sets for a range of training set sizes. The most significant en-
hancement is found for small text databases where high recognition
rates are possible.
INTRODUCTION
The World Wide Web is a huge, unstructured, and fast growing database,
but web users are often left in frustration by the low precision and recall of
today’s search tools [6]. It is widely believed that machine learning tech-
niques will play an important role in creating more efficient searches. Am-
bitious plans have been launched for supporting intelligent use of the web,
i.e., a “semantic web” [4]. IBM’s WebFountain [5] and the Stanford Uni-
versity semantic web platform TAP [13] are examples of machine learning
methods coming into play, making human web navigation easier. Here we
consider web content mining in the form of internet document classification -
an information retrieval (IR) aspect of web-mining [18]. Internet documents
contain text, hyper-links, meta-data, images, and other multimedia content
which can be used for classification [18, 17]. This paper focuses on classi-
fication based on text part, i.e., text categorization. Text categorization is
the process of creating a supervised automatic text classifier, by means of
machine learning techniques. The classifier labels documents from the cor-
pus D = [d1, ·, dj , ·, d|D|] into a set of classes C = [c1, ·, ck, ·, c|C|], based on an
initial set of labeled documents.
Generic text categorization systems are based on the bag-of-words rep-
resentation, which is surprisingly effective for the task. In the bag-of-words
representation we summarize documents by their term histograms. The main
motivation for this reduction (removing the semantics) is that it is easily au-
tomated and needs minimal user intervention beyond filtering of the term
list. The term list typically contains in the range of 103 − 105 terms, hence
further reduction is necessary for most pattern recognition devices. Latent
semantic indexing (LSI) [12, 11] aka principal component analysis is often
used to construct low dimensional representations. LSI is furthermore be-
lieved to reduce synonymy and polysemy problems [11, 19]. Synonymy is
when multiple words have the same meaning and polysemy is when a single
word have multiple meanings. Although LSI and other more elaborate vector
space models have been successful in text classification in small and medium
size databases, see e.g., [17, 14], it is still not at human level text classifi-
cation performance. When training classifiers on relatively small databases
generalizability is a key issue. How well does a model adapted on one set
of data predict the labels of another test data set? Generalizability is in
general a function of the number of training cases and of the effective model
dimension.
In this communication our aim is to understand the role of natural lan-
guage features for classification. Specifically, we are interested in the role
of term characteristics as derived by natural language processing (NLP). We
have chosen the so-called QTAG [20] part-of-speech (POS)-tagger to estimate
term characteristics. Synergy of bag-of-words features and POS-features will
be evaluated by the effects their combination has on document classification
rates. We will use ‘early binding’ combining the feature sets prior to LSI
projection.
NLP features have been used for document classification in a number of
studies. In the so-called WordNet system [9] synonymy features were used to
expand term-lists for each text category. This strategy enhanced the accuracy
of the text classifier significantly. Limited improvements were obtained by
invoking semantic features from WordNet’s lexical database [15]. In [3] and
[2] enhanced classification ability was reported by the use of POS-tagged
terms to avoid the confusion from polysemy. In [1] a POS-tagger was used to
extract more than 3.0 · 106 compound terms in a database. A classifier based
on the extended term list showed improved classification rates.
METHODS
The documents are arranged in a term document matrix X, where Xi,j is
the number of times term i occur in document j. The dimensionality of X
is reduced by filtering and stemming. Stemming refers to a process in which
words with different endings are merged, e.g., ‘trained’ and ‘training’ are
merged into the common stem ‘train’. About 500 common non-discriminative
stop-words, i.e. (a, i, and, an, as, at), are removed by filtering. In addition
high and low frequency words are also removed from the term list. The term-
document matrix can be normalized in various ways. In [10] experiments
with different term weighting schemes are carried out. The term frequency /
inverse document frequency (TFIDF) weighting is consistently good among
term weighting methods purposed, and is the method generally used. After
TFIDF normalization the resulting elements in X becomes
Xtfidfi,j = X
tf
i,j log
|D|
DFi
(1)
where DFi is the document frequency of term i and Xtfi,j is the log normalized
term frequency.
Xtfi,j =
{
1 + log(Xi,j) ifXi,j > 0
0 otherwise (2)
The length of the documents is often a good prior for predicting the content
within a little corpora. While document length might be a solid variable
within the corpora, it is likely that this is not generally a valid parameter.
The length of the documents is usually normalized to prevent the influence
the document length might have. The Frobenius norm is used to length
normalize the term document matrix to one.
Xn2tfidfi,j =
Xtfidfi,j√
|T |−1∑|T |i′=1Xtfidfi′,j 2 (3)
We use POS-tags in a design similar to the bag-of-words representation.
A tag-document matrix Y is generated, where Ygj is the number of times
tag g occur in document j. The POS-tagger analyzes all sentences in the
documents and words part-of-speech function is determined, i.e. noun, verb,
adverb, number, punctuation, etc. The POS-tagger distinguishes between 90
different tags. The tagging accuracy of QTAG is approximately 97% [22].
The tag document matrix is normalized as the term document matrix.
Feature set combination is often referred to as ‘binding’ in analogy with
the ability of human brain to bind multiple features for enhanced pattern
recognition. Binding can be achieved at different levels. In ‘early binding’
features are combined in the pre-processing steps. Early binding of feature
sets with different statistics and based on variance decomposition requires
determination of the relative weights of the participating feature sets. One
possibility would be to use variance decomposition based on factor analysis
which is insensitive to relative scaling of variables. For simplicity, we have
chosen to introduce a single binding coefficient α which can be tuned for each
corpus separately,
Z =
[
αX
(1− α)Y
]
(4)
If α ≈ 0 variance is dominated by tag features while when α ≈ 1 term features
dominate.
The combined matrix Z is reduced to a feature-document matrix using
LSI. The reduced dimension features are found by projecting the matrix Z,
onto a set of orthogonal basis vectors found by singular value decomposition
Z = UΛVT. A wide variety of classification algorithms have been applied
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Figure 1: Illustration of the document distribution in feature space. Here we
show the email corpus projected onto the 2nd and 4th principal directions. In this
projection the ‘spam’ class is well separated while the two other classes in the set
(‘conferences’ and ’jobs’) show some overlap.
to the text mining problem, see e.g., [18]. We have extensive experience with
probabilistic neural network classifiers and a well tested ANN toolbox is
available[24]. The toolbox adapts the network weights and tunes complexity
by adaptive regularization using the Bayesian ML-II framework, hence, re-
quires minimal user intervention [25]. According to [23], this baseline method
is among the best for text classification.
DATA
We measure the synergy of term and POS features in three corpora: Email
[21], Multimedia [16] [17] and webKB [7]. The data-sets have been split into
training and test sets and have been re-sampled for statistical verification of
the results. 10 splits were used in all experiments. The email set consists
of texts from 1431 emails manually classified in three categories: Conference
(370), job (272) and spam (789). The multimedia corpus consists of texts
and images from 1200 web pages. Only the text part is considered here.
The categories are: Sports (400), aviation (400) and paintball (400). The
WebKB contains 8282 web-pages from various universities computer science
departments. We use a subset of the corpus extracted in [8], and used in [14]
and [19], containing 2240 pages. The categories are: Project (353), faculty
(483), course (553) and student (851). All ‘html’ tags were removed from
the corpus in this investigation. The multimedia data has a relatively small
vocabulary with only 3500 terms after preprocessing. The email data has
9500 terms, and the WebKB data has 13000 terms after preprocessing. The
POS-tag features represent a space which is smaller than the term space by
a factor of 40-140 for the three data-sets.
RESULTS
Preliminary experiments indicated that a reduced feature space of K = 48
projections and a neural network classifier with five hidden units were suf-
ficient for the task. These parameters have been estimated, using cross-
validation re-sampling of the training data, see e.g. [26] (data not shown).
The complexity of the combined system is optimized by adaptive regular-
ization (‘weight decay’) for each corpus separately by the neural network
training procedure which is based on Bayesian ML-II methods [24].
In previous studies on the three corpora it has been shown that the email
and multimedia data set are relatively well classified with term features alone,
while the WebKB data set is relatively hard to classify. In figure 1 we show
a 2D projection of the email set indicating that the classes are indeed well
separated.
We performed three types of experiments. Using the POS-tags alone,
using the terms alone and using the combined feature set. We split the
corpora in 20% for training and 80% for testing (the role of the split ratio is
discussed below). The POS-tags features alone (i.e., using only the relative
frequencies of word category) are surprisingly potent: We found that 89.7%
of the multimedia data-set is classified correctly using 90 POS-tag features.
This should be compared to 96.6% classification accuracy obtained with the
almost 3500 term features. For the email data, using the POS-tag and term
features separately resulted in accuracies of 74.6% and 94.2% respectively.
The WebKB data is somewhat harder to classify. Here the POS-tag and
term features lead to accuracies of 57.2% and 76.1% respectively.
The potential synergy of terms and POS-tags is illustrated in figure 2. The
figure shows the performance correlation between the classifiers trained on
the individual feature sets. The bars labelled ‘independent’ indicate the rates
of events where the two classifiers are both correct as well as events where
one is correct and one is incorrect obtained from their basic performance and
assuming independence of their decisions. In bars labelled ‘real’ we show the
actually observed rates. Note that there is a high potential synergy, since
the observed performances are close to those predicted by independence. We
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Figure 2: Fraction of correct classified documents for the POS-tag and term rep-
resentations. The bars labelled ‘real’ indicate observed rates of events where the
two feature sets lead to correct decision and one correct/one incorrect respectively.
This is compared with rates estimated from assumed independence of errors (bars
labelled ‘independent’). The figure indicates that the errors made by classifiers
based on POS-tags and the term features sets are relatively independent, hence,
that there is a potential synergy to be gained from binding the feature sets.
next turned to the combined feature set. In figure 3 we illustrate the role
of the binding coefficient α, c.f., (4). The classification test set error rates
(an unbiased estimate of the generalization error defined as the probability
of misclassification of a random test datum) were obtained by ten-fold cross-
validation. We observed significant synergy: The performance of the term
features (α = 1) is indeed improved by adding POS-tag feature information.
The effect is relatively high for the multimedia data-set (reducing the error
by almost 30%), while the effect is smaller for the harder WebKB set (the
error is reduced by about 8%). The synergistic advantage is likely to depend
on the size of the database, to further investigate this we estimated ‘learning
curves’ for the the combined system by changing the split ratio allowing for
variable training set sizes. The results are provided in figure 4. In these ten-
fold cross-validation experiments we used the ‘optimal’ binding coefficients
found in figure 3. In these relatively limited data sets there is a positive,
albeit diminishing, synergy to be obtained for all training set sizes.
CONCLUSION
Natural language features in the form of part-of-speech (POS) tags were in-
troduced to supplement bag-of-words features. We propose simple statistical
POS-tag features: The frequency of different term types. By early binding
of POS-tags and term features we find a synergistic effect for a range of
binding coefficients and for all training sets sizes studied. The results were
consistent for three different corpora posing variable classification difficulties.
As the POS-tag features are relatively automatic and computationally ‘inex-
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Figure 3: Misclassification error obtained by binding POS-tags and Terms with
variable a binding coefficient. α = 1 corresponds to tag features only. Optimal
binding results in reduction of the error rate by 30%, 22% and 8% in the email,
multimedia and WebKB corpora respectively Results obtained by ten-fold cross-
validation using a 20/80 train/test set split ratio.
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Figure 4: Learning curves with and without binding. The binding of natural
language and conventional term features improves performance for all the training
set sizes investigated.
pensive’ to estimate we recommend that these feature be included in future
text/contex classification applications.
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