Chlamydia are Gram-negative obligate intracellular bacterial pathogens responsible for a variety of disease in humans and animals worldwide. C. trachomatis causes trachoma (infectious blindness) in disadvantaged populations, and is the most common bacterial sexually transmitted infection in humans, causing reproductive tract disease. Antibiotic therapy successfully treats diagnosed chlamydial infections, however asymptomatic infections are common. Highthroughput transcriptomic approaches have explored chlamydial gene expression and infected host cell gene expression. However, these were performed on large cell populations, averaging gene expression profiles across all cells sampled and potentially obscuring biologically relevant subsets of cells. We generated a pilot dataset, applying single cell RNA-Seq (scRNA-Seq) to C. trachomatis infected and mock-infected epithelial cells to assess the utility of single cell approaches to identify early host cell biomarkers of chlamydial infection. 264 time-matched C. trachomatis-infected and mock-infected HEp-2 cells were collected and subjected to scRNA-Seq. After quality control, 200 cells were retained for analysis. Two distinct clusters distinguished 3-hour cells from 6-and 12-hours. Pseudotime analysis identified a possible infection-specific cellular trajectory for Chlamydia-infected cells, while differential expression analyses found temporal expression of metallothioneins and genes involved with cell cycle regulation, innate immune responses, cytoskeletal components, lipid biosynthesis and cellular stress. Changes to the host cell transcriptome at early times of C. trachomatis infection are readily discernible by scRNA-Seq, supporting the utility of single cell approaches to identify host cell biomarkers of chlamydial infection, and to further deconvolute the complex host response to infection.
Introduction
Chlamydia are Gram-negative obligate intracellular bacterial pathogens that cause disease in humans and a wide variety of animals. In humans, Chlamydia trachomatis typically infects cells within the ocular and genital mucosa, causing the most prevalent bacterial sexually transmitted infections (STI) [1] , inducing acute and chronic reproductive tract diseases that impact all socioeconomic groups, and trachoma (infectious blindness) in disadvantaged populations [2] .
Disease outcomes arise from complex inflammatory cascades and immune-mediated host processes that can lead to tissue damage and fibrotic scarring in the upper genital tract or the conjunctiva [3, 4] . Reproductive tract disease outcomes include pelvic inflammatory disease (PID), preterm delivery, ectopic pregnancy, hydrosalpinx, tubal factor infertility (TFI) and chronic pelvic pain in women, as well as epididymitis, testicular pain and infertility in men.
Antibiotic therapy with azithromycin or doxycycline successfully treats diagnosed infections, however asymptomatic infections are common [5, 6] , and so treatment cannot be administered.
Asymptomatic infection rates are estimated to exceed diagnosed infection rates by at least 4.3fold [5] .
Chlamydia have a unique biphasic developmental cycle with distinct morphological forms. The cycle begins with attachment and entry of the infectious elementary bodies (EBs) into host cells, typically mucosal epithelial cells. After entry, EBs reside within membrane-bound vacuoles that escape phagolysomal fusion [7] . Differentiation into the replicating reticulate bodies (RBs) occurs within the first 2-3 hours, followed by continued growth of the inclusion accommodating the increased number of RBs. Over the course of infection, Chlamydia parasitises and modifies the host cell by deploying type III effectors and other secreted proteins [8] , which also facilitate invasion, internalisation, and replication, while countering host cell defences [9, 10] . At the end of the developmental cycle, RBs asynchronously transition back into EBs (~20-44 hours) and, through either extrusion or host cell lysis (~48-70 hours), are released to repeat the cycle [11] .
Chlamydial transcriptomes have been examined over the developmental cycle, in EBs and RBs, and in different chlamydial species [12] [13] [14] [15] . Dual RNA-Seq [16] has allowed the transcriptomes of both C. trachomatis and infected epithelial cells to be profiled simultaneously, identifying previously unrecognised early chlamydial gene expression and complex host cell responses [17] .
However, the derived transcriptional profiles represent averaged gene expression over the population of cells sampled [18] . Subsets of cells with dominant gene expression profiles can skew the analysis [19] , possibly obscuring other potentially important cell subsets and their transcriptional profiles [20, 21] . By examining the expression profiles of individual cells, single cell RNA sequencing (scRNA-Seq) can minimise these biases, enabling a deeper understanding of population heterogeneity, cell states and interactions, and gene regulation [22, 23] . scRNA-Seq and other single cell methods have been instrumental in discovering new cell types [22] and advancing the understanding of many disease states [24] , particularly tumour heterogeneity [25, 26] , hematopoiesis [27] and embryonic development [28] . Applications of scRNA-Seq to pathogen-infected cells are more limited so far, but are exemplified by studies that show the heterogeneity of macrophage responses to Salmonella enterica serovar Typhimurium infection [29] , the high degree of cell-cell transcriptional variation induced by influenza virus infection [30] , and the characterization of lymph node-derived innate responses to bacterial, helminth and fungal pathogens [31] .
Here we explore the application of single cell analysis methodologies to Chlamydia-infected cells, with the goals of identifying host cell developmental-stage biomarkers, and to assess the utility of these methodologies for deciphering chlamydial biology in cells and tissues. We generated a pilot scRNA-Seq dataset of time-matched infected and mock-infected HEp-2 epithelial cells in vitro encompassing the early chlamydial developmental cycle (3, 6 and 12 hours). We show that infection responsive changes to the early host cell transcriptome are readily discernible by scRNA-Seq, supporting the potential for host derived infection biomarkers.
Results

Quality assessment and filtering
Raw sequencing reads were demultiplexed using DeML [32] , yielding 1.03 billion sequence reads (Supplemental File 1). Single cell datasets were removed from subsequent analyses if they contained less than 1 million reads after trimming and alignment, and less than 5,000 counted features (genes). Further quality assessment measures ensured that sequence reads mapped across all chromosomes and that the majority of reads mapped to protein-coding genes (Supplemental File 2). Single cell datasets were pooled and subjected to additional quality assessment steps, including examining rRNA as a measure of depletion success and mitochondrial gene expression as an indicator of cell stress [33] , as both are potential sources of bias (Supplemental File 3). During quality control, the mock-infected cells at 3 hours failed to pass cut-offs, and were excluded from further downstream analysis (Supplemental File 3). After all quality measures, 200 high quality single cells remained across the three times.
Removal of confounding effects
To normalise by library size, Scran's single-cell specific method was used to deconvolute library size factors from cell clusters [34] . We applied RUVSeq [35] to identify and remove further confounding effects, including differences between batches of sequenced cells. Reduction of variation was confirmed in relative log expression (RLE) plots (Supplemental File 4A). Density curve plots further show the effect of removing variability from the raw counts, after library size normalisation, and after removing further confounding effects (Supplemental File 4B). The PCA bi-plot (Supplemental File 4C) shows the structure of the data and grouping of the cells following these steps. By examining the underlying variables driving PC1 variation, we found that total read counts and time post infection account for 99% of the total variation (Supplemental File 4C), confirming that most variation is not from experimental factors. In addition, doublets (where at least two cells are contained in a droplet) can skew the resulting expression profiles, adding a further confounding factor. The C1 platform has been associated with a high doublet rate [36] . Due to this high reported rate, we ran different tools to identify doublets, confirming that our data had minimal detected doublets (Supplemental File 5).
Cell cycle classification
Due to the constraints imposed by chlamydial infection within in vitro tissue culture and, given the potential for cell-cell variability despite infection synchronisation, we expected to observe a range of cell cycle stages in our data (Supplemental File 6). Two of the three stages (G1 and G2/M) show more than double the number of cells from 3 to 6 hours, while DNA synthesis (S) is the only cell cycle stage with a decrease in the number of cells from 3 to 12 hours. However, despite these trends, no distinct cell cycle clusters are apparent (Supplemental File 6B). In addition, there is no clustering between cell cycle state and time post-infection, or infection condition (infected vs mock-infected). Although we identify cell cycle stage as a likely confounding effect [37] that was removed from our subsequent analyses, it may be relevant to the infection and growth strategies of Chlamydia. For example, while infected cells can still grow and divide, the burden of infection causes these cells to proliferate more slowly than uninfected cells, resulting in dividing cells which may be more or less susceptible to infection [38] .
Additionally, chlamydial infectivity has been related to distinct cell cycle phases, where infection can modulate cell cycle parameters [39] .
Clustering demonstrates transcriptional heterogeneity of infected epithelial cells over the early chlamydial developmental cycle
Unsupervised clustering identified two distinct clusters across the three time points ( Figure 1C and Supplemental File 7). Cluster 1 contains only 3-hour infected cells, while cluster 2 contains a mixture of cells from 6 and 12 hours, with no clear separation between infected and uninfected conditions. We used k-nearest neighbour smoothing (kNN-smoothing) to further reduce scRNA-Seq-specific noise [40] within the expression matrix. The resulting PCA plot recapitulated the clusters identified above; indicating that the previous clustering result was not influenced by noise-related factors. Additional clustering analyses were performed to identify any subpopulations within each cluster on the basis of experimental factors such as time or infection status (Supplemental File 8). Chlamydia-infected cells again clustered into two main groups, closely matching the overall clustering that separated the 3 hours cells from 6 and 12 hours, with no further sub-clustering evident.
Pseudotime analysis over the early chlamydial developmental cycle
Clustering analyses demonstrate that both infected and uninfected cells have minimal cluster separation at 6 and 12 hours ( Figure 1C ). We applied pseudotime analysis to further deconvolute cellular trajectories that may follow a time course or biological mechanisms such as differentiation or infection [41, 42] . Pseudotime analysis of Chlamydia-infected cells alone however, the similarity of 6-and 12-hour cells (both mock-infected and infected states) will require more cells to accurately capture any putative sub-stages of infection.
We used cell state prediction to identify any shared characteristics of infected cells with mockinfected cells, which could classify cells that were either not infected or were perhaps able to overcome the bacterial infection early. This analysis identified only two cell states (Supplemental File 9CA), again recapitulating the clustering results. By manually increasing the number of cell states to 7, smaller sub-clusters within the two main clusters became evident (Supplemental File 9C). However, we still observe a mixture of infected and mock-infected cells within each sub-cluster (albeit with small numbers of cells), further highlighting the transcriptional similarity between infected cells at 6 and 12 hours.
Differentially expressed genes in Chlamydia-infected and mock-infected cells highlight infection mechanisms
Subsets of genes with significant expression differences between the two primary clusters were examined in order to identify putative host cell marker genes that can distinguish different times post-infection (Figure 1D) . At Intracellular zinc concentrations are an integral component of immunity and inflammation, and zinc deficiency results in an increased susceptibility to infection [45] . MTs may also have a role in protecting against DNA damage and in apoptosis, as well as regulating gene expression during the cell cycle [46] , which are likely to be relevant at 6 hours post infection. Down-regulated pathways at 6 hours were dominated by three genes HSP90AA1 (Heat Shock Protein 90 Alpha Family Class A Member 1), TUBB (Tubulin Beta Class I), and TUBA4A (Tubulin Alpha 4a), which are linked to the cell cycle, specifically centrosome maturation and microtubule assembly mediating mitosis (Supplemental File 10B) . Chlamydia-infected cells are still able to undergo mitosis, however mitosis-related defects do occur during chlamydial infection. These include an increase in supernumerary centrosomes, abnormal spindle poles, and chromosomal segregation defects, and result in a heavily burdened cell [47, 48] . Cells that recover from infection are still likely to contain chromosome instabilities, which can then be passed down to uninfected daughter cells [48] . demonstrating that general infection mechanisms are the key differences between these temporally defined clusters, and further confirming that the majority of cells were successfully infected.
Discussion
To better understand bacterial pathogenesis and resulting disease outcomes, it is critical to understand functional changes to specific cell populations of infected and neighbouring cells, and recruited immune cells in the infected tissue context. This is especially relevant for Chlamydia which, due to its obligate intracellular niche and distinct morphologies, has long been refractory to research. As a result, many infection and disease processes at the cellular and tissue 
Methods
Cell culture and infection
HEp-2 cells (American Type Culture Collection, ATCC No. CCL-23) were grown as monolayers in 6 x 100mm TC dishes until 90% confluent. Monolayers were infected with C. trachomatis serovar E in SPG as previously described [55] . Additional monolayers were mock-infected with SPG only. The infection was allowed to proceed 48 hours prior to EB harvest, as previously described [55] . C. trachomatis EBs and mock-infected cell lysates were subsequently used to infect fresh HEp-2 monolayers. Fresh monolayers were infected with C. trachomatis serovar E in 3.5 mL SPG buffer for an MOI ~ 1 as previously described [55] , using centrifugation to synchronize infections. Infections and subsequent culture were performed in the absence of cycloheximide or DEAE dextran. A matching number of HEp-2 monolayers were also mockinfected and synchronised as above using uninfected cell lysates. Each treatment was incubated at 25°C for 2h and subsequently washed twice with SPG to remove dead or non-viable EBs. 10 mL fresh medium (DMEM + 10% FBS, 25 μg/ml gentamycin, 1.25 μg/ml Fungizone) was added and cell monolayers incubated at 37°C with 5% CO2. Three biological replicates of infected and mock-infected dishes per time were harvested post-infection into single cell populations by trypsin in sterile PBS prior to immediate single cell capture and library preparation. We note that the experimental design employed here will not distinguish Chlamydia-mediated effects from infection-specific or non-specific epithelial cell responses. We further note that these in vitro infections are synchronized by design, thereby minimising the degree of heterogeneity within each infection time in order to enable more accurate examination of temporal effects.
Library preparation and sequencing
A Fluidigm C1 instrument was used for cell capture and subsequent library preparation. The resulting 264 single cell libraries were sequenced using the Illumina HiSeq 4000 platform (150bp paired-end reads) across three batches. Each plate was designed with a balanced distribution of time points and conditions.
Pre-processing and quality control
Raw sequencing reads were demultiplexed using DeML [32] with default settings. Trim Galore Features of the remaining cells were counted with FeatureCounts (v.1.5.0-p3) [60] . MultiQC (v.1.0) [61] was used throughout the previous steps, combining output from each piece of software to easily make comparisons between batches and across time points.
Identifying outlier cells based on filtering
Counted features were imported into Scater (v.1.5.11) [62] , where subsequent quality control reduced the total number of cells from 264 to 200. The filter settings were comprised of four steps: 1) total mapped reads should be greater than 1,000,000; 2) total features greater than 5,000; 3) expression from mitochondrial genes less than 20% of total expression; and 4) expression from rRNA genes comprise less than 10%.
Removing confounding effects
Cell cycle classification was performed using Cyclone [63] prior to filtering out low abundance genes, as recommended. To account for the differences in library sizes between cells, the deconvolution method from Scran (v.1.6.0) [63] was used. Further confounding effects such as cell cycle and sequencing batch effects were removed using the RUVs method of RUVSeq (v.1.12.0) [35] using k=4. Doublet detection was performed using Scrublet (v.0.1) [64] and DoubletDetection (v.2.4) [65] .
Clustering
Unsupervised clustering was performed using the Single-Cell Consensus Clustering (SC3) package (v.1.10.1) [66] . Two clusters (k) were chosen based on automatic prediction by SC3 after iterating through a range of k (2:10). Higher values of K were examined; however, two clusters remained the best fit to this data as assessed by various internal plots including consensus matrices, silhouette plots and cluster stability plots. To further confirm the two clusters, the KNN-Smoothing [40] (K-nearest neighbour smoothing) function (v.1) was also applied to different transformations of the library normalised data.
Pseudotime analysis
TSCAN (v.1.16.0) [42] was used to perform pseudotime analysis. When all cells were analysed, the "pseudocount" and "minexpr_value" flags were set to 0.5 in pre-processing to allow more features to be selected, resulting in an increase of cells with assigned cell states, especially when the number of states was manually increased. The default pre-processing settings were used to examine infected cells alone.
Differential expression
Most scRNA-Seq differential expression software only allows for direct comparisons, such as cluster comparisons. As our experimental design examined both infected and mock-infected cells, we used edgeR (v.3.24.3) [67] , as it provides better functionality for more complex comparisons. In addition to including RUVSeq factors of unwanted variation to the model matrix, the dispersion trend was estimated using "locfit" and "mixed.df" flags set to true.
Resulting p-values were adjusted using a false discovery rate (FDR) < 0.05; significant genes were examined with Reactome [68] .
Availability of supporting data and materials
The data set supporting the results of this article is available in the GEO repository,
[GSE132525]. 
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Supplemental File 3. Contamination of 3-hour mock-infected cells
Examples of two 3-hour mock-infected cells with unusual mapping to 12 different genomes, indicating cross-contamination. All 3-hour mock-infected cells showed similar profiles and were removed from further downstream analysis. 
Supplemental File 4. Identifying and removing confounding effects
