Abstract. Let G be a finite group and π be a permutation from S n . We investigate and compute the probability of the equality a 1 a 2 · · · a n−1 a n = a π1 a π2 · · · a πn−1 a πn in G. The probability of a permutation equality a 1 a 2 = a 2 a 1 , for which n = 2 and π = 2 1 , was computed by W. H. Gustafson in [9] in 1973. In that work W. H. Gustafson establishes a relation between the probability of a 1 , a 2 ∈ G commuting and the number of conjugacy classes in G. In this work we define several other parameters, which depend only on a certain interplay between the conjugacy classes of G, and compute the probabilities of general permutation equalities in terms of these parameters. It turns out that this probability, for a permutation π, depends only on the number c(G(π)) of the cycles in the cycle graph G(π) of π. The cycle graph of a permutation was introduced by V. Bafna and P. A. Pevzner in [1] .
By D 4 we denote the dihedral group with 8 elements. By Q 8 we denote the multiplicative group of unit quaternions, which also has 8 elements in it. Recall the definition of a metabelian group. A group G is called metabelian if there exist a normal Abelian subgroup N of G and an Abelian subgroup H of G such that G = NH. In other words, a metabelian group is a semidirect product of two Abelian groups. Definition 1. For a sequence (g 1 , g 2 , . . . , g n ) of elements of G we denote by Stab.P rod n (g 1 , g 2 , . . . , g n ) the set of all the sequences (a 1 , a 2 , . . . , a n ) of n elements of G such that a
n g n a n = g 1 · g 2 · · · g n .
Notice that Stab.P rod n (g 1 , g 2 , ..., g n ) is a generalization of the centralizer of an element and Stab.P rod 1 (g) is just C G (g).
Definition 2. The nonnegative integer c i 1 ,...,in;j (G) is the number of different ways of breaking any fixed element y ∈ Ω j (G) as a product y = x 1 x 2 · · · x n , so that each x t , where 1 ≤ t ≤ n, belongs to Ω it (G).
Notice, that c i 1 ,...,in;j (G) does not depend on the choice of the element y ∈ Ω j (G). Indeed, if we take some other y ′ ∈ Ω j (G) then exists some g ∈ G such that y ′ = gyg −1 and y = g −1 y ′ g.
Then each product y = x 1 x 2 · x n corresponds to the product y ′ = gyg −1 = (gx 1 g −1 )(gx 2 g −1 ) · (gx n g −1 ), in which each x ′ t = (gx t g −1 ) also belongs to Ω it (G). Vice verse, each product
n corresponds back to the product y = g −1 y ′ g = (g
′ n g). Thus, we see that the number of such different products is the same for y and y ′ and it depends only on the equivalence class Ω j (G). Notice, that c
For the information on the Hultman numbers and the related definitions and notations we refer to [6] . Recall, that the Hultman number S H (n, k) counts the number of permutations in S n whose cycle graph decomposes into k alternating cycles. Let π be a permutation in S n and let H(π) be the Hultman decomposition of the cycle graph of π into alternating cycles Definition 5. For any four numbers 0 ≤ x, y, w, z ≤ n, such that z → x x + 1 → y and y → w are present in some cycles of H(π), the x − −y exchange operation is defined as follows:
• if y = x or y = z then x − −y does not do anything to π;
• if y = π i and x = π j , where i+1 < j, then x−−y changes π 1 ... π i π i+1 ...π j−1 π j ...π n to π 1 ... π i+1 π i+2 ...π j π i ...π n ;
• if y = π i and z = π j , where j < i, then x−−y changes π 1 ... π j π j+1 ..
• if y = 0 and x = π j then x−−y changes π 1 ... π j π j+1 ...π n to π j+1 π j+2 ...π n π 1 ...π j .
Thus, for example, if π = 4 1 6 2 5 7 3 and we apply 1 − −5 exchange operation, we get the permutation 4 6 2 5 1 7 3 .
If π = 4 6 1 2 5 7 3 and we apply 0 − −6 exchange operation, we get the permutation 6 4 1 2 5 7 3 .
If π = 4 1 6 3 5 7 2 and we apply 3 − −0 exchange operation, we get the permutation 5 7 2 4 1 6 3 .
Notice, that in the alternating cycles of the cycle graph of the permutation, obtained by the x − −y exchange operation, we will have y → x x + 1 → w and z → y.
Preliminaries.
The following well-known results, which we reproduce in the Lemmas 6 and 7, are crucial for our work:
Lemma 6. For any a, b ∈ G we have ab ∼ ba.
For any x and y from the same conjugacy class Ω i there are
|C G (y)| different ways to break x into a product x = ab of elements a, b ∈ G so that ba = y.
Proof. Since x ∼ y there exists some b ∈ G such that bxb −1 = y. If we set a = xb −1 we
y is in one-to-one correspondence with the elements g from C G (Y ). So, the number of pairs a
The classical result on the commute probability (see ) follows immediately:
Proof. For each x ∈ G there are exactly |G| |Ω(x)| different ways to write ab = x = ba, where a, b ∈ G. Thus, for each Ω i there are |G| different ways to write ab = x = ba, where a, b ∈ G and x ∈ Ω(i). Indeed, there are |Ω(x)| different elements in Ω i and for each one of them there are |G| |Ω(x)| different ways to break them into a product of commuting elements. Thus,
3. The calculation of P 3 2 1 (G) and Spec 3 (G)
In this section we fully investigate the case n = 3.
Proof. From abc = cba, we get abcb = cbab. Thus, [cb, ab] = 1. Therefore, if we choose and fix an element b, then the two elements a and c should be chosen in a such way that [ab, cb] = 1.
Hence, for every of an element a, we must choose an element c in such a way that cb ∈ C G (ab).
Since G is a group, the number of different elements of the for ab ∈ G, for a fixed b, is |G|.
Similarly, the number of different elements of the form cb in each
Notice that this connection between P 2 (G) and P 3 (G) holds, because any group G is a left cancelation semigroup. This ensures that for each b ∈ G, the number of different commuting pairs ab and ac is the same as the number of different commuting elements g 1 and g 2 . In semigroups which do not have left cancelation property, this connection between P (ab = ba) and P (abc = cba) might not happen, since the number of different elements of the form ab, for a fixed b, is not necessarily equal to the number of different elements a.
Proof. By Theorem 9, P (a 1 a 2 a 3 = a 3 a 2 a 1 ) =
To compute P (a 1 a 2 a 3 = a 3 a 1 a 2 ) notice that if we denote a 1 a 2 by g then as a 1 and a 2 run through all elements of G, their product g will become equal to every element of G exactly |G| times. Thus, the number
. The same argument, but setting g = a 2 a 3 , shows that
Obviously, P (a 1 a 2 a 3 = a 1 a 2 a 3 ) = 1.
The argument, which was used in last part of the proof, works in the general case, as follows:
Proof. To each equation g 1 g 2 = g 2 g 1 , where g 1 , g 2 ∈ G, corresponds exactly |G| n−2 different equations a 1 a 2 · · · a n = a 1+k a 2+k · · · a n a 1 · · · a k such that g 1 = a 1 · · · a k and g 2 = a 1+k a 2+k · · · a n . Indeed, as a 1 , ..., a k run through all elements of G, their product g 1 will become equal to each element of G exactly |G| k−1 times, and, by the same logic, g 2 will become equal to each element of G exactly |G| n−k−1 times. Now, there are c(g) · |G| different
Calculation of Spec 4 (G).
Lemma 12. For any non-identity permutation π ∈ S 4 , if
Proof. If π 1 = 1 then the equation a 1 a 2 a 3 a 4 = a π 1 a π 2 a π 3 a π 4 is equivalent to the equation
And, by Theorem 10, there are
To each one of these equations corresponds exactly |G| different equations
. The same argument, but with a 4 instead of a 1 , is applied when
Lemma 13. For any non-identity permutation π ∈ S 4 , if
Proof. The condition π i+1 = π i +1 means that π keeps two consequent numbers π i and π i +1 in their consequent order. Such are, for example, the permutations 4 3 1 2 , 3 4 1 2 , 2 3 4 1 , 4 2 3 1 , 4 1 2 3 . Denote the product a π i a π i+1 by g. Then, as a π i and a π i+1 run over all elements of G, the product g will be equal to each element of G exactly |G| times. By
But each solution is obtained G times as a π i and a π i+1 run over all elements of G. Thus
We showed that fifteen permutations in
. Clearly, for the identity permutation this probability is 1. Now we show that the remaining eight permutations in S 4
all have the same probability, which, in general, is different from
. Let π = 4 3 2 1 .
Theorem 14.
Proof. Notice, that for any x, y ∈ G, the set of all ordered pairs (g, h) in G, such that
yh, which we denoted as Stab.P rod 2 (x, y), has an alternative description as the set of all the ordered pairs (g ∈ G, f −1 ∈ G), such that gxyf = xgf y. Indeed, substituting h −1 for f and multiplying both sides by h on the right transforms gxyf = xgf y to xy = g −1 xgh −1 yh. Thus, for each ordered pair (x, y) in G, |Stab.P rod 2 (x, y)| is the number of different equations gxyf = xgf y, where g, h ∈ G. As x and y change over all elements of G, we obtain that the total number of different equations gxyf = xgf y in G is
PROBABILITIES OF PERMUTATION EQUALITIES IN FINITE GROUPS.
x,y∈G |Stab.P rod 2 (x, y)|. Thus,
Next, let us consider a generic equation a 1 a 2 a 3 a 4 = a 4 a 3 a 2 a 1 . Denote the product a 1 a 2 by
x, the product a 2 a 1 by x ′ , the product a 3 a 4 by y and the product a 4 a 3 by y ′ . The equation
Notice, that by Lemma 6, we have x ∼ x ′ and
Then, by Lemma 7, there are
so that x ′ = a 2 a 1 . Also, by Lemma 7, there are
Notice, that for any fixed x, y ∈ G, we can take x ′′ = (y −1 xy) and obtain an equation xy = y(y −1 xy) = yx ′′ . Now, for any equation xy = y ′ x ′ as above, there exist some
Thus, if we select and fix x and y, we will have
And any two such equations are equal if and only if h ∈ c G (y) and
Thus, for each fixed ordered pair x and y in G we have
To each one of these equations
to each ordered pair x and y in G correspond |Stab.P rod 2 (y, (y −1 xy))| different equations
Thus, to find P (a 1 a 2 a 3 a 4 = a 4 a 3 a 2 a 1 ) we need to sum |Stab.P rod 2 (y, (y −1 xy))| over all
x, y ∈ G. Since x and y run through all the elements of G, this is the same as to sum over all u, v ∈ G the value |Stab.P rod 2 (u, v)|. Indeed, for each fixed y, as x runs through all elements of G, (y −1 xy) also runs through all elements of G and becomes equal to each one of them exactly one time. Thus, we obtain L π (G) =
x,y∈G |Stab.P rod 2 (x, y)| and
Now, select and fix an element z in some equivalence class Ω j of G. For each (fixed) equation 1 )(a 4 a 3 ) . Indeed, there are |C G (x)| different ways to break x into a product a 1 a 2 in such a way that a 2 a 1 = x ′ . Similarly, there are |C G (y)| different ways to break y into a product a 3 a 4 in such a way that a 4 a 3 = y ′ . And
′ y ′ with x, x ′ ∈ Ω i and y, y ′ ∈ Ω k . Indeed, there are c i,k;j different ways to break z as xy and c i,k;j different ways to break z as x ′ y ′ . Thus, we obtain:
Finally, select and fix an element z in some equivalence class Ω j of G. For each (fixed) 
Proof. P π (G)
xu), where t = a 4 , s = a 1 −1 , x = a 2 a 3 , and u = a 2 . Indeed, as a 2 and a 3 run through all elements of G, x and u also run through all elements of G and there is a one-to-one correspondence between choosing a 2 and a 3 and choosing x and u. Now,
where
Again, as a 2 , a 3 and a 4 run through all elements of G, t ′ , x ′ and u ′ also run through all elements of G and there is a one-to-one correspondence between choosing a 1 , a 2 and a 3 and choosing t ′ , x ′ and u ′ . Thus, we see Theorem 16. P (a 1 a 2 a 3 a 4 = a 2 a 4 a 1 a 3 ) = P π (G) and P (a 1 a 2 a 3 a 4 = a 3 a 1 a 4 a 2 ) = P π (G).
Proof. P (a 1 a 2 a 3 a 4 = a 2 a 4 a 1 a 3 ) = P (a −1 2 a 1 a 2 a 3 a 4 a −1 3 = a 4 a 1 ) = P (t 1 t 2 t 3 t 4 = t 4 t 3 t 2 t 1 ), where
3 . Clearly, as a 1 and a 2 run through all elements of G, t 1 and t 2 also run through all elements of G and there is a one-to-one correspondence between choosing a 1 and a 2 and choosing t 1 and t 2 . Similarly, as a 3 and a 4 run through all elements of G, t 3 and t 4 also run through all elements of G and there is a one-to-one correspondence between choosing a 3 and a 4 and choosing t 3 and t 4 .
P (a 1 a 2 a 3 a 4 = a 3 a 1 a 4 a 2 ) = P (a 2 a 3 = a −1 1 a 3 a 1 a 4 a 2 a −1 4 ) = P (t 1 t 2 t 3 t 4 = t 4 t 3 t 2 t 1 ), where t 1 = a −1 4 , t 2 = a 4 a 2 , t 3 = a 1 , t 4 = a −1 a 3 . Again, as a 1 and a 3 run through all elements of G, t 1 and t 3 also run through all elements of G and there is a one-to-one correspondence between choosing a 1 and a 3 and choosing t 1 and t 3 . Similarly, as a 2 and a 4 run through all elements of G, t 2 and t 4 also run through all elements of G and there is a one-to-one correspondence between choosing a 2 and a 4 and choosing t 2 and t 4 . Now we explicitly compute P (a 1 a 2 a 3 a 4 = a 2 a 1 a 4 a 3 ) = P π (G) for the cases G = D 4 and G = Q 8 . In both of these cases we obtain P π (G) = 9 16 , which is actually smaller than
. Notice, that in both of these groups, the center of the group consists of the identity e and another element c such that c 2 = e. Notice, that in both of these two groups, if xy = yx then xy = cyx. Now, a 1 a 2 a 3 a 4 = a 2 a 1 a 4 a 3 either if a 1 a 2 = a 2 a 1 and a 3 a 4 = a 4 a 3 or a 1 a 2 = ca 2 a 1 and a 3 a 4 = ca 4 a 3 . Thus, P (a 1 a 2 a 3 a 4 = a 2 a 1 a 4 a 3 ) = P π (G) for these two groups is Notice, that for Spec 2 (G), Spec 3 (G) and Spec 4 (G) the numbers of different permutations, corresponding to each probability, are exactly the Hultman numbers for S 2 , S 3 and S 4 . We now address the general case.
Probabilities of permutation equalities and Hultman decomposition
Again, we refer to [6] for all the relevant information on Hultman decomposition and Hultman numbers.
Theorem 18. Let φ and θ be two permutations in S n , such that θ is obtained from π by some x − −y exchange operation. Then P (a 1 a 2 · · · a n = a φ 1 a φ 2 · · · a φn ) = P (a 1 a 2 · · · a n = a θ 1 a θ 2 · · · a θn ).
Proof. If x = y then θ = φ and the Theorem follows. Hence, we assume that x = y.
First we consider the case when x, x+1, w, y, z = 0. The requirement that z → x x+1 → y and y → w are present in H(φ) in that case implies that the product a φ(1) a φ(2) · · · a φ(n) contains sub-products a w a y a x+1 and a x a z . These two sub-products can intersect only if z = w.
If the sub-product a w a y a x+1 comes before a x a z , then P (a 1 a 2 · · · a n = a φ(1) a φ(2) · · · a φ(n) ) can be written as
where a ′ x+1 = a y a x+1 . And, since y → x x + 1 → w and z → y are present in H(θ), P (a 1 a 2 · · · a n = a θ(1) a θ(2) · · · a θ(n) ) can be written as
where a ′ x = a x a y . Since a φ(i) = a θ(i) when 1 ≤ i ≤ r or s+3 ≤ i ≤ n, and since aφ(i) = a θ(i−1) when r + 4 ≤ i ≤ s, both of the equations above have the same number of ordered n-tuples of elements of G which are their solutions. Hence we get the result of the lemma.
If the sub-product a w a y a x+1 comes after a x a z , then P (a 1 a 2 · · · a n = a φ(1) a φ(2) · · · a φ(n) ) can be written as
where a ′ x+1 = a y a x+1 . And, since y → x x + 1 → w and z → y are present in H(θ),
) can be written as
where a ′ x = a x a y . Since a φ(i) = a θ(i) when 1 ≤ i ≤ r or s+3 ≤ i ≤ n, and since aφ(i) = a θ(i−1) when r + 4 ≤ i ≤ s, both of the equations above have the same number of ordered n-tuples of elements of G which are their solutions. Hence we get the result of the lemma. Now we consider the case when x = 0. In that case x + 1 = 1, z = φ(1) = θ(2) and y = θ(1).
which can be written as
where a ′ 1 = a y a 1 . On the other hand,
is equivalent to
Since θ(3) = φ(2), ..., θ(r + 1) = φ(r) and θ(r + 4) = φ(r + 4), ..., θ(n) = φ(n), we see that both of the above equations have the same number of ordered n-tuples of elements of G which are their solutions. Hence we get the result of the lemma. Now we consider the case when x = n. In that case x+1 = 0, y = φ(n) and w = φ n−1 = θ(n).
On the other hand, P (a 1 a 2 · · · a n = a θ(1) a θ(2) · · · a θ(n) ) is equivalent to
where a ′ n = a n a y . Since θ(1) = φ(1), ..., θ(r) = φ(r) and θ(r + 4) = φ(r + 3), ..., θ(n − 1) = φ(n − 2), we see that both of the above equations have the same number of ordered n-tuples of elements of G which are their solutions. Hence we get the result of the lemma. Now we consider the case when y = 0. In that case φ(1) = x + 1 and w = φ(n). Now,
which can be written as:
which is equivalent to
, and s ′ = r −1 . Then
which is the same as P (arsb = tsvr). Hence we get the result of the lemma.
If we again take our group G to be D 4 or Q 8 we get that P (a 1 a 2 a 3 a 4 · · · a 2k−1 a 2k a 2k+1 a 2k+2 · · · a n = a 2 a 1 a 4 a 3 · · · a 2k a 2k−1 a 2k+1 a 2k+2 · · · a n is equal to
Indeed, an even number of the inverted pairs a j+1 a j must be equal to ca j a j+1 , where c is the element from the center of G different from identity. By a direct computation we see
]] we get different probabilities for the corresponding permutation equalities.
At this point we are ready to state the main theorem of this work. This theorem generalizes the observations in the end of the previous section − it relates the probability of a permutation equality for an arbitrary permutation to the Hultman decomposition of the cycle graph of that permutation.
Theorem 19. Let φ ∈ S n be a permutation which contains k alternating cycles in its Hult-
, and P φ (G) = 1 if k = n + 1 (which implies that φ is the Identity permutation).
Proof. First notice, that if θ obtained from φ by several x − −y exchange operations then it follows from Theorem that H(φ) and H(θ) have the same number of alternating cycles.
Notice also, that if we look only at the black arrows of H(φ), then we have only one big cycle of length n + 1. In this cycle we have z → x and x + 1 → y → w. On the other hand, in H(θ), where θ was obtained from φ by some x − −y exchange operation, we have z → y → x and x + 1 → w. Thus, the difference between the big black cycle of H(θ) and the big black cycle of H(φ) is the relocation of y from being immediately after x + 1 in the big black cycle of H(φ) to be immediately before x in the big black cycle of H(θ). Thus, from any φ we can obtain any θ, such that H(θ) has the same number of alternating cycles as H(φ), by a sequence of x − −y exchange operations.
Now define permutation θ = n + 1 − k n − k ... 2 1 n + 2 − k n + 3 − k ... n . It is easy to check that θ has exactly k alternating cycles in its Hultman decomposition. Thus,
This theorem, together with the examples of the groups D 4 and Q 8 , demonstrate that the spectrum of the probabilities of permutational equalities for permutations from S n consists, in general, of exactly [[
]] different values.
6. A lower bound on P 2n ... 1 (G).
In this section we establish a lower bound on the probability P 2n ... 1 (G) for a non-Abelian group G.
Theorem 20.
Proof. Obviously,
The only time these two probabilities can be equal is if for any a 1 , ..., a n in G the equality a 1 a 2 ....a 2n−1 a 2n = a 2 a 1 ....a 2n a 2n−1 holds only when all the equalities a 1 a 2 = a 2 a 1 , a 3 a 4 = a 4 a 3 , ... and a 2n−1 a 2n = a 2n a 2n−1 hold. Now, take any g ∈ G such, that the conjugacy class of g has 2 or more elements (which means that g is not in the center of G). Then we can break this g into a product a 1 a 2 in such a way, that x 2 x 1 is not equal to g, but to some other element g ′ from the conjugacy class of g. Let t ∈ G be such, that g
are in the same conjugacy class. Now break g −1 into a product a 3 a 4 in such a way, that a 4 a 3 = g ′−1 . It is easy to see that x 1 x 2 x 3 x 4 = gg −1 = e = g ′ g ′−1 = x 2 x 1 x 4 x 3 , while a 1 a 2 = g = g ′ = a 2 a 1 and a 3 a 4 = g −1 = g ′−1 = a 4 a 3 . Thus, the equation a 1 a 2 ....a 2n−1 a 2n = a 2 a 1 ....a 2n a 2n−1 has more solutions in G than the system of equations a 1 a 2 = a 2 a 1 , a 3 a 4 = a 4 a 3 , ... and a 2n−1 a 2n = a 2n a 2n−1 .
The argument of this proof can be easily used to show that P 2n ... 1 (G) > P 2m ... 1 (G) · P (2n−2m) ... 1 (G),
for any 1 ≤ m < n.
7. The formula for P 2n ... 1 (G) using Stab.P rod n .
Let G be a finite group. Then:
Theorem 21.
P (a 1 a 2 · · · a 2n = a 2n a 2n−1 · · · a 1 ) = x 1 ,x 2 ,...,xn∈G |Stab.P rod n (x 1 , x 2 , . . . , x n ))| |G| 2n .
Proof. Recall, that Stab.P rod n (x 1 , x 2 , . . . x n ) is the set of all the ordered pairs (g 1 , g 2 , . . . g n ∈ G) such that
For any equation a 1 a 2 · · · a 2n = a 2n a 2n−1 · · · a 1 we define x i = a 2i−1 a 2i and x Thus, to find P (a 1 a 2 · · · a 2n = a 2n a 2n−1 · · · a 1 ) we need to sum over all x 1 , x 2 , dotsx n ∈ G the value |Stab.P rod n (x n , x n−1 , . . . x 2 , x ′′ 1 )|. Since x 1 , x 2 , . . . , x n run through all the elements of G, this is the same as to sum |Stab.P rod n (x 1 , x 2 , . . . , x n ))| as x 1 , x 2 , . . . , x n run through all the elements of G. Thus, we obtain, P (a 1 a 2 · · · a 2n = a 2n a 2n−1 · · · a 1 ) = x 1 ,x 2 ,...,xn∈G |Stab.P rod n (x 1 , x 2 , . . . , x n ))| |G| 2n
.
