Introduction and preliminaries {#Sec1}
==============================

In 1912 S.N. Bernstein \[[@CR1]\] constructed positive linear operators for continuous functions defined on the interval $\documentclass[12pt]{minimal}
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                \begin{document}$[0,\infty)$\end{document}$. Presently working at pathways of the approximation process, several authors have obtained a Dunkl type generalization of Szász operators. This type of Dunkl generalization is a very recent work and it plays a crucial role in approximation theory. Firstly, the Dunkl type generalization was obtained by Sucu \[[@CR3]\] who proposed an exponential generalization of the function given by \[[@CR4]\]. They improved the Szász operators for a continuous function *f* defined on $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned}& \gamma_{\upsilon}(2r)= \frac{2^{2r}r!\varGamma (r+\upsilon+\frac {1}{2} )}{ \varGamma (\upsilon+\frac{1}{2} )},\qquad \gamma_{\upsilon}(2r+1)= \frac{2^{2r+1}r!\varGamma (r+\upsilon+\frac {3}{2} )}{\varGamma (\upsilon+\frac{1}{2} )}. \end{aligned}$$ \end{document}$$ This type of generalization by exponential function was introduced, and it is a generalization of Hermite type polynomials, expressed in a form of the confluent hypergeometric function *Φ* (see \[[@CR4]\]). For $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned}& \frac{\gamma_{\upsilon}(r+1)}{(r+1+2\upsilon\theta_{r+1})}=\gamma _{\upsilon}(r), \\& \theta_{r}=\textstyle\begin{cases} 0 & \text{if }r = 2n, n \in\mathbb{N}, \\ 1 & \text{if }r=2n+1, n\in\mathbb{N}.\end{cases}\displaystyle \end{aligned}$$ \end{document}$$

In the last quarter of the twentieth century, the quantum calculus, known as *q*-calculus, was studied by Jackson, Euler, and Jakobi (see \[[@CR5], [@CR6]\]). The application of *q*-calculus has most significance and efficiency in the field of sciences such as mathematics, physics, and chemistry which provide energetic ways to researchers. In recent times, the Dunkl type generalization of exponential functions attracted considerable attention to *q*-calculus and has been attractive to mathematicians. The Dunkl type generalizations of Szász operators have given an improvement to rise the *q*-calculus in approximation theory. For more details, we mention here some recent papers of Dunkl type generalization (see \[[@CR7]--[@CR13]\]). Moreover, in the recent years in the field of approximation theory the $\documentclass[12pt]{minimal}
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The Dunkl type generalizations is a very recent crucial work of Szász operators to the approximation processes. Our work is to study and find the uniform approximation properties by Dunkl type generalizations to the Phillips operators \[[@CR24]\]. The main ideas of our research methodologies include the estimations of degrees of Phillips approximating operators by using the properties of the modulus of continuity, Lipschitz functions, Peetre's *K*-functional, and second order modulus of continuity. We have used a technique developed in \[[@CR2], [@CR3]\] and studied several uniform approximation properties of the Phillips operators by Dunkl generalizations; moreover, see also some of the recent papers \[[@CR25]--[@CR29]\]. In the present article the approximation obtained by these operators designed by Dunkl type provides a better generalization depending on *υ* and an educational platform to the researcher.

Construction of operators and estimation of moments {#Sec2}
===================================================
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                \begin{document} $$\begin{aligned}& (1)\quad\mathcal{P}_{n,\upsilon}^{\ast}(e_{1};x)=1, \\& (2) \quad\mathcal{P}_{n,\upsilon}^{\ast}(e_{2};x) = x+ \frac{1}{n}, \\& (3) \quad\mathcal{P}_{n,\upsilon}^{\ast}(e_{3};x) = \frac{2}{n^{2}} + \frac{2}{n} \biggl(2 + \upsilon\frac{e_{\upsilon}(-nx)}{e_{\upsilon}(nx)} \biggr)x+x^{2}, \\& (4)\quad\mathcal{P}_{n,\upsilon}^{\ast}(e_{4};x) = \frac{6}{n^{3}} + \frac{2}{n^{2}} \biggl(9 + 2\upsilon+ 8\upsilon \frac {e_{\upsilon}(-nx)}{e_{\upsilon}(nx)} \biggr)x+\frac{1}{n} \biggl(9 -2\upsilon \frac{e_{\upsilon}(-nx)}{e_{\upsilon}(nx)} \biggr)x^{2}+x^{3}, \\& (5)\quad\mathcal{P}_{n,\upsilon}^{\ast}(e_{5};x) = \frac{24}{n^{4}} + \frac{2}{n^{3}} \biggl(63 + 26\upsilon^{2}+ 2 \upsilon \bigl(29+2\upsilon^{2} \bigr) \frac{e_{\upsilon}(-nx)}{e_{\upsilon}(nx)} \biggr)x \\& \phantom{(5)\quad\mathcal{P}_{n,\upsilon}^{\ast}(e_{5};x) =}{}+\frac{4}{n^{2}} \biggl(18+\upsilon^{2} -7\upsilon \frac{e_{\upsilon}(-nx)}{e_{\upsilon}(nx)} \biggr)x^{2}+\frac{4}{n} \biggl(4+\upsilon \frac {e_{\upsilon}(-nx)}{e_{\upsilon}(nx)} \biggr)x^{3}+x^{4}. \end{aligned}$$ \end{document}$$
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                \begin{document}$$\begin{aligned} \mathcal{P}_{n,\upsilon}^{\ast}(e_{1};x)={}& \frac {n^{2}}{e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)} \int_{0}^{\infty}\frac{e^{-nt}n^{r+2\upsilon\theta_{r} -1}t^{r+2\upsilon\theta_{r} }}{\gamma_{\upsilon}(r)}\,\mathrm{d}t \\ ={}&\frac{1}{e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)} \int_{0}^{\infty}\frac{e^{-t}t^{r+2\upsilon\theta_{r} }}{\gamma_{\upsilon}(r)}\,\mathrm{d}t = \frac{1}{e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)}\frac{\varGamma(r+2\upsilon\theta_{r}+1 )}{\gamma_{\upsilon }(r)} \\ ={}&\frac{1}{e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)} =1.\end{aligned} $$\end{document}$$ Take $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathcal{P}_{n,\upsilon}^{\ast}(e_{2};x)&=\frac{n^{2}}{e_{\upsilon }(nx)} \sum_{r=0}^{\infty}\frac{(nx)^{r}}{\gamma_{\upsilon}(r)} \int _{0}^{\infty}\frac{e^{-nt}n^{r+2\upsilon\theta_{r} -1}t^{+}2\upsilon\theta _{r}+1 }{\gamma_{\upsilon}(r)}\,\mathrm{d}t \\ &=\frac{1}{ne_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)} \int_{0}^{\infty}\frac{e^{-t}t^{r+2\upsilon\theta_{r}+1 }}{\gamma_{\upsilon}(r)}\,\mathrm{d}t \\ &=\frac{1}{ne_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)}\frac{\varGamma(r+2\upsilon\theta_{r}+2 )}{\gamma_{\upsilon}(r)} =\frac{1}{ne_{\upsilon}(nx)}\sum _{r=0}^{\infty}\frac{(nx)^{r}}{\gamma _{\upsilon}(r)}(r+2\upsilon \theta_{r}+1 ) \\ &=\frac{1}{ne_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)} +\frac{1}{ne_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)}(r+2\upsilon\theta_{r} ) \\ &= x+\frac{1}{n}.\end{aligned} $$\end{document}$$
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                \begin{document} $$\begin{aligned} \mathcal{P}_{n,\upsilon}^{\ast}(e_{3};x) =& \frac{n^{2}}{e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma_{\upsilon}(r)} \int_{0}^{\infty }\frac{e^{-nt}n^{r+2\upsilon\theta_{r} -1}t^{r+2\upsilon\theta_{r}+2 }}{\gamma_{\upsilon}(r)}\,\mathrm{d}t \\ =&\frac{1}{n^{2}e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)} \int_{0}^{\infty}\frac{e^{-t}t^{r+2\upsilon\theta_{r}+2 }}{\gamma_{\upsilon}(r)}\,\mathrm{d}t\\ =& \frac{1}{n^{2}e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)}\frac{\varGamma(r+2\upsilon\theta_{r}+3 )}{\gamma_{\upsilon }(r)} \\ =&\frac{1}{n^{2}e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)}(r+2\upsilon\theta_{r}+2 ) (r+2\upsilon \theta_{r}+1 ) \\ =&\frac{1}{n^{2}e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)} \bigl((r+2\upsilon\theta_{r} )^{2}+3(r+2 \upsilon\theta_{r} )+2 \bigr) \\ =&\frac{1}{n^{2}e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)}(r+2\upsilon\theta_{r} )^{2} \\ & {}+\frac{3}{n^{2}e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma _{\upsilon}(r)}(r+2\upsilon\theta_{r} ) +\frac{2}{n^{2}e_{\upsilon}(nx)}\sum _{r=0}^{\infty}\frac{(nx)^{r}}{\gamma _{\upsilon}(r)} \\ =&\frac{2}{n^{2}} + \frac{2}{n} \biggl(2 + \upsilon\frac{e_{\upsilon}(-nx)}{e_{\upsilon}(nx)} \biggr)x+x^{2}. \end{aligned}$$ \end{document}$$

By the simple calculation, other results can easily be obtained. □
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Convergence in Korovkin and weighted Korovkin space {#Sec3}
===================================================

The Korovkin' type approximation theory has many useful connections with the classical approximation theory as well as with other branches of mathematics. In the present section the results related to uniform convergence of the operators defined by ([2.1](#Equ5){ref-type=""}) via the well-known Korovkin' and weighted Korovkin' type theorems are obtained.
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Theorem 3.1 {#FPar5}
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                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f\in C[0,\infty)\cap E$\end{document}$ *and the operators* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal{P}_{n,\upsilon}^{\ast}( \cdot; \cdot)$\end{document}$ *be defined by* ([2.1](#Equ5){ref-type=""}). *Then* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \lim_{n\rightarrow\infty}\mathcal{P}_{n,\upsilon}^{\ast}(f;x) = f(x) $$\end{document}$$ *is uniform on each compact subset of* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$[0,\infty)$\end{document}$.

Proof {#FPar6}
-----

To prove the uniformity of the operators $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal{P}_{n,\upsilon}^{\ast}$\end{document}$, the well-known Korovkin theorem is used. So, for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\ell=1,2,3$\end{document}$, as *n* approaches ∞, we prove the three conditions. Therefore, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\lim_{n\rightarrow\infty}\mathcal{P}_{n,\upsilon}^{\ast}((e_{\ell};x)\rightarrow x^{\ell}$\end{document}$ is uniformly convergent on $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$[0,\infty)$\end{document}$. Clearly, as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(n\rightarrow \infty)$\end{document}$, then $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac{1}{n}\rightarrow0$\end{document}$. Hence we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \lim_{n \to\infty}\mathcal{P}_{n,\upsilon}^{\ast}(t;x)= x,\quad\quad \lim_{n \to \infty}\mathcal{P}_{n,\upsilon}^{\ast} \bigl(t^{2};x \bigr)= x^{2}, $$\end{document}$$ which completes the proof. □
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\sigma(x)=1+x^{2}$\end{document}$ is a weight function and the functions $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f\in C[0,\infty)$\end{document}$ are defined in weighted spaces for which $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& P_{\sigma}(x) {\big|}_{x\in[0,\infty)} = \bigl\{ f: \bigl\vert f(x) \bigr\vert \leq M_{f}\sigma (x) \bigr\} , \\& Q_{\sigma}(x) {\big|}_{x\in[0,\infty)} = \bigl\{ f:f\in P_{\sigma }(x) \cap C[0,\infty) \bigr\} , \\& Q_{\sigma}^{m}(x) {\big|}_{x\in[0,\infty)} = \biggl\{ f:f\in Q_{\sigma }(x) \mbox{ and } \lim_{x\rightarrow\infty} \frac{f(x)}{\sigma(x)}=m \biggr\} , \end{aligned}$$ \end{document}$$ where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$M_{f}$\end{document}$ depends only on *f* and is a constant. It should be noted that, for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$x \in[0,\infty)$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$Q_{\sigma}(x)$\end{document}$ is a normed space defined with the norm of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\Vert f\Vert_{\sigma}=\sup_{x\in[0,\infty)}\frac{\vert f(x)\vert}{\sigma(x)}$\end{document}$.

Theorem 3.2 {#FPar7}
-----------

*Let* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal{P}_{n,\upsilon}^{\ast}( \cdot; \cdot)$\end{document}$ *be the operators defined by* ([2.1](#Equ5){ref-type=""}). *Then*, *for* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f \in Q_{\sigma}^{m}(x) {|}_{x\in[0,\infty)}$\end{document}$, *we have* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \lim_{n\to\infty} \bigl\Vert \mathcal{P}_{n,\upsilon}^{\ast}(f;x)-f \bigr\Vert _{\sigma}=0. $$\end{document}$$

Proof {#FPar8}
-----

Suppose $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f(t) \in C^{m}_{\sigma}(\mathbb{R}^{+})$\end{document}$, and if we take $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f(t)=t^{\tau}$\end{document}$, then by the Korovkin theorem if it satisfies $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal{P}_{n,\upsilon}^{\ast}(t^{\tau};x)\rightarrow x^{\tau}$\end{document}$, for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\tau =0,1,2$\end{document}$ uniformly, whenever $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$n \to\infty$\end{document}$, then from the case when $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\tau=0$\end{document}$, by applying Lemma [2.1](#FPar1){ref-type="sec"}, since $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal {P}_{n,\upsilon}^{\ast}(1;x)=1$\end{document}$, we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \big\| \mathcal{P}_{n,\upsilon}^{\ast}(1;x ) -1\big\| _{\sigma} =0. $$\end{document}$$

For $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\tau=1$\end{document}$, we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\big\| \mathcal{P}_{n,\upsilon}^{\ast}(t;x ) -x \big\| _{\sigma} = \sup _{x \in[0,\infty)}\frac{ \vert \mathcal{P}_{n,\upsilon }^{\ast}(t;x)-x \vert }{1+x^{2}}=\frac{1}{n}\sup _{x \in[0,\infty)}\frac{1}{1+x^{2}}. $$\end{document}$$

As $\documentclass[12pt]{minimal}
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                \begin{document}$n \to\infty$\end{document}$, then $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \big\| \mathcal{P}_{n,\upsilon}^{\ast}(t;x ) -x\big\| _{\sigma} =0. $$\end{document}$$ In a similar way, for $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
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                \usepackage{mathrsfs}
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                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \begin{aligned} \big\| \mathcal{P}_{n,\upsilon}^{\ast}\bigl(t^{2};x \bigr) -x^{2} \big\Vert _{\sigma} &= \sup_{x \in[0,\infty)}\frac{ \vert \mathcal{P}_{n,\upsilon }^{\ast}(t^{2};x)-x^{2} \vert }{1+x^{2}} \\ & = \frac{2}{n} \biggl(2 + \upsilon\frac{e_{\upsilon}(-nx)}{e_{\upsilon}(nx)} \biggr)\sup _{x \in[0,\infty)}\frac {x}{1+x^{2}}+\frac{2}{n^{2}}\sup _{x \in[0,\infty)}\frac{1}{1+x^{2}},\end{aligned} \\ & \big\Vert \mathcal{P}_{n,\upsilon}^{\ast}\bigl(t^{2};x \bigr) -x^{2}\big\Vert _{\sigma} =0 \quad (\text{whenever } n \to\infty), \end{aligned}$$ \end{document}$$ which completes the proof. □

Order of approximation {#Sec4}
======================
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                \usepackage{upgreek}
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                \begin{document}$\tilde {C}[0,\infty)$\end{document}$ is the space of uniformly continuous functions on $\documentclass[12pt]{minimal}
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                \begin{document}$\tilde{\omega}(f;\tilde{\delta} )$\end{document}$ is the modulus of continuity of the function $\documentclass[12pt]{minimal}
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                \begin{document}$f \in\tilde{C}[0,\infty)$\end{document}$ which are enabled to give a maximum oscillation of *f* for $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
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                \begin{document}$\tilde{\delta} >0$\end{document}$. One has $$\documentclass[12pt]{minimal}
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                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \tilde{\omega} (f;\tilde{\delta} )=\sup_{ \vert x_{1}-x_{2} \vert \leq\tilde {\delta} } \bigl\vert f(x_{1})-f(x_{2}) \bigr\vert ;\quad x_{1},x_{2} \in{}[0,\infty). $$\end{document}$$ It should be noted that, for $\documentclass[12pt]{minimal}
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                \begin{document}$\lim_{\tilde {\delta} \rightarrow0+}\tilde{\omega} (f;\tilde{\delta} )=0$\end{document}$, $$\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
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                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \bigl\vert f(x_{1})-f(x_{2}) \bigr\vert \leq \biggl( \frac{ \vert x_{1}-x_{2} \vert }{\tilde {\delta} }+1 \biggr) \tilde{\omega} (f;\tilde{\delta} ). $$\end{document}$$

Theorem 4.1 {#FPar9}
-----------

*Let the function* $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
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                \begin{document}$\mathcal {P}_{n,\upsilon}^{\ast}( \cdot; \cdot)$\end{document}$ *be defined by* ([2.1](#Equ5){ref-type=""}). *Then* $$\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \bigl\vert \mathcal{P}_{n,\upsilon}^{\ast}(f;x)-f(x) \bigr\vert \leq \biggl\{ 1+\sqrt{\frac{2}{n} + 2 \biggl(1 + \upsilon\frac{e_{\upsilon}(-nx)}{e_{\upsilon}(nx)} \biggr)x} \biggr\} \tilde{\omega} (f;\tilde {\delta} _{n} ). $$\end{document}$$

Proof {#FPar10}
-----

We used the Cauchy--Schwarz inequality and the results defined by ([4.1](#Equ9){ref-type=""}), ([4.2](#Equ10){ref-type=""}). Hence $$\documentclass[12pt]{minimal}
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{gathered} \bigl\vert \mathcal{P}_{n,\upsilon}^{\ast}(f;x)-f(x) \bigr\vert \\ \quad\leq \frac{n^{2}}{e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac {(nx)^{r}}{\gamma_{\upsilon}(r)} \int_{0}^{\infty}\frac {e^{-nt}n^{r+2\upsilon\theta_{r} -1}t^{r+2\upsilon\theta_{r} }}{\gamma _{\upsilon}(r)} \bigl\vert f(t)-f(x) \bigr\vert \,\mathrm{d}t \\ \quad\leq\frac{n^{2}}{e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac {(nx)^{r}}{\gamma_{\upsilon}(r)} \int_{0}^{\infty}\frac {e^{-nt}n^{r+2\upsilon\theta_{r} -1}t^{r+2\upsilon\theta_{r} }}{\gamma _{\upsilon}(r)} \biggl( 1+ \frac{1}{\tilde{\delta} } \vert t-x \vert \biggr) \tilde{\omega} (f;\tilde{\delta} )\, \mathrm{d}t \\ \quad= { \Biggl\{ } 1+\frac{1}{\tilde{\delta}} \Biggl(\frac{n^{2}}{e_{\upsilon }(nx)}\sum _{r=0}^{\infty}\frac{(nx)^{r}}{\gamma_{\upsilon}(r)} \int _{0}^{\infty}\frac{e^{-nt}n^{r+2\upsilon\theta_{r} -1}t^{r+2\upsilon \theta_{r} }}{\gamma_{\upsilon}(r)} \vert t-x \vert \,\mathrm{d}t \Biggr) { \Biggr\} } \tilde{\omega} (f;\tilde{\delta} ) \\ \quad\leq { \Biggl\{ } 1+\frac{1}{\tilde{\delta} } { \Biggl(} \frac {n^{2}}{e_{\upsilon}(nx)}\sum _{r=0}^{\infty}\frac{(nx)^{r}}{\gamma _{\upsilon}(r)} \int_{0}^{\infty}\frac{e^{-nt}n^{r+2\upsilon\theta_{r} -1}t^{r+2\upsilon\theta_{r} }}{\gamma_{\upsilon}(r)} (t-x)^{2} \,\mathrm {d}t { \Biggr)} ^{\frac{1}{2}} \bigl( \mathcal{P}_{n,\upsilon}^{\ast}(1;x) \bigr) ^{\frac{1}{2}} { \Biggr\} } \\ \qquad{}\times\tilde{\omega} (f;\tilde{\delta} ) \\ \quad= \tilde{\omega} (f;\tilde{\delta} )+\frac{1}{\tilde{\delta} } \bigl( \mathcal{P}_{n,\upsilon}^{\ast}(\eta_{2};x) \bigr) ^{\frac{1}{2}} \tilde{\omega} (f;\tilde{\delta} ).\end{gathered} $$\end{document}$$ Choose $\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
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                \begin{document}$\tilde{\delta} =\sqrt{\frac{1}{n}}=\tilde{\delta} _{n}$\end{document}$, then we get our result. □

Corollary 4.2 {#FPar11}
-------------

*For* $\documentclass[12pt]{minimal}
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                \begin{document}$\tilde{\delta} _{n}=\mathcal {P}_{n,\upsilon}^{\ast}(\eta_{2};x)$\end{document}$, $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
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                \begin{document}$$ \bigl\vert \mathcal{P}_{n,\upsilon}^{\ast}(f;x)-f(x) \bigr\vert \leq2 \tilde{\omega} (f;\tilde{\delta} _{n} ). $$\end{document}$$

Rate of convergence {#Sec5}
===================

In the present section we use the usual class of Lipschitz functions and obtain the rate of convergence of the sequence of positive linear operators $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
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                \usepackage{amssymb} 
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                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal{P}_{n,\upsilon}^{\ast}(f;x) $\end{document}$ ([2.1](#Equ5){ref-type=""}) for which the operators uniformly converge to the continuous function *f* on $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$[0,\infty)$\end{document}$.

For $\documentclass[12pt]{minimal}
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                \usepackage{amsbsy}
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                \usepackage{upgreek}
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                \begin{document}$0<\nu\leq1$\end{document}$, and for the continuous functions *f* on $\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$[0,\infty)$\end{document}$, the class of Lipschitz functions $\documentclass[12pt]{minimal}
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                \begin{document}$$ \operatorname{Lip}_{\mathcal{C},\nu}(f)= \bigl\{ f: \bigl\vert f(\varsigma_{1})-f( \varsigma _{2}) \bigr\vert \leq\mathcal{C} \vert \varsigma_{1}- \varsigma_{2} \vert ^{\nu}; \bigl( \varsigma_{1}, \varsigma _{2}\in{}[ 0,\infty)\bigr) \bigr\} . $$\end{document}$$

Theorem 5.1 {#FPar12}
-----------
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                \begin{document}$f\in \operatorname{Lip}_{\mathcal{C},\nu}$\end{document}$, *for* $\documentclass[12pt]{minimal}
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Proof {#FPar13}
-----

By applying the Hölder inequality and ([5.1](#Equ11){ref-type=""}), we get $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \bigl\vert \mathcal{P}_{n,\upsilon}^{\ast}(f;x)-f(x) \bigr\vert & \leq \bigl\vert \mathcal {P}_{n,\upsilon}^{\ast}\bigl(f(t)-f(x);x \bigr) \bigr\vert \\ &\leq\mathcal{P}_{n,\upsilon}^{\ast}\bigl( \bigl\vert f(t)-f(x) \bigr\vert ;x \bigr) \\ &\leq \mathcal{C} \mathcal{P}_{n,\upsilon}^{\ast}\bigl( \vert t-x \vert ^{\nu};x \bigr) .\end{aligned} $$\end{document}$$ Therefore, $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{gathered} \bigl\vert \mathcal{P}_{n,\upsilon}^{\ast}(f;x)-f(x) \bigr\vert \\ \quad\leq \mathcal{C} \frac{n^{2}}{e_{\upsilon}(nx)}\sum_{r=0}^{\infty } \frac{(nx)^{r}}{\gamma_{\upsilon}(r)} \int_{0}^{\infty}\frac {e^{-nt}n^{r+2\upsilon\theta_{r} -1}t^{r+2\upsilon\theta_{r} }}{\gamma _{\upsilon}(r)} \vert t - x \vert \,\mathrm{d}t \\ \quad\leq \mathcal{C}\frac{n^{2}}{e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \biggl(\frac{(nx)^{r}}{\gamma_{\upsilon}(r)} \biggr)^{\frac{2-\nu}{2}} \biggl(\frac{(nx)^{r}}{\gamma_{\upsilon}(r)} \biggr)^{\frac{\nu}{2}} \int_{0}^{\infty}\frac{e^{-nt}n^{r+2\upsilon\theta_{r} -1}t^{r+2\upsilon\theta_{r} }}{\gamma_{\upsilon}(r)} \vert t - x \vert \,\mathrm{d}t \\ \quad\leq \mathcal{C} \Biggl(\frac{n^{2}}{e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac{(nx)^{r}}{\gamma_{\upsilon}(r)} \int_{0}^{\infty }\frac{e^{-nt}n^{r+2\upsilon\theta_{r} -1}t^{r+2\upsilon\theta_{r} }}{\gamma_{\upsilon}(r)} \,\mathrm{d}t \Biggr)^{\frac{2-\nu}{2}} \\ \qquad{}\times \Biggl(\frac{n^{2}}{e_{\upsilon}(nx)}\sum_{r=0}^{\infty} \frac {(nx)^{r}}{\gamma_{\upsilon}(r)} \int_{0}^{\infty}\frac {e^{-nt}n^{r+2\upsilon\theta_{r} -1}t^{r+2\upsilon\theta_{r} }}{\gamma _{\upsilon}(r)} \vert t - x \vert ^{2} \,\mathrm{d}t \Biggr)^{\frac{\nu}{2}} \\ \quad= \mathcal{C} \bigl(\mathcal{P}_{n,\upsilon}^{\ast}(t-x)^{2};x \bigr)^{\frac{\nu}{2}}=\mathcal{C} \bigl(\mathcal{P}_{n,\upsilon}^{\ast}( \eta _{2};x) \bigr)^{\frac{\nu}{2}},\end{gathered} $$\end{document}$$ which completes the proof. □
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Theorem 5.2 {#FPar14}
-----------
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Proof {#FPar15}
-----
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                \begin{document}$$\begin{gathered} \bigl\vert \mathcal{P}_{n,\upsilon}^{\ast}(\psi;x)-\psi(x) \bigr\vert \leq \biggl(\frac{1}{n} \biggr) \bigl\Vert \psi^{\prime} \bigr\Vert _{C_{B}(\mathbb{R}^{+})} + { \biggl\{ } \frac{2}{n^{2}} + \frac{2}{n} \biggl(1 + \upsilon \frac {e_{\upsilon}(-nx)}{e_{\upsilon}(nx)} \biggr)x { \biggr\} } \frac{ \Vert \psi ^{\prime\prime } \Vert _{C_{B}(\mathbb{R}^{+})}}{2}.\end{gathered} $$\end{document}$$ From ([5.3](#Equ13){ref-type=""}) we have $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{gathered} \bigl\vert \mathcal{P}_{n,\upsilon}^{\ast}(\psi;x)-\psi(x) \bigr\vert \leq \biggl(\frac{1}{n} \biggr) \Vert \psi \Vert _{C_{B}^{2}(\mathbb{R}^{+})} + { \biggl\{ } \frac{2}{n^{2}} + \frac{2}{n} \biggl(1 + \upsilon \frac {e_{\upsilon}(-nx)}{e_{\upsilon}(nx)} \biggr)x { \biggr\} } \frac{ \Vert \psi \Vert _{C_{B}^{2}(\mathbb{R}^{+})}}{2}.\end{gathered} $$\end{document}$$ □

Convergence properties of some direct theorem {#Sec6}
=============================================

A potential influences work to obtain a well-known functional known as Peetre's *K*-functional, given by J. Peetre in 1968. The conflict of interest for *K*-functional to investigate the interpolation spaces between two Banach spaces and interactions to the real interpolation is based on *K*-functional.

This well-known functional property, which is known as *K*-functional, was defined by Peetre as follows: $$\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \omega_{2} \bigl(f,\breve{\delta} ^{\frac{1}{2}} \bigr)=\sup _{0< h< \breve{\delta} ^{\frac{1}{2}}}\sup_{t \in[0,\infty)} \bigl\vert f(t+2h)-2f(t+h)+f(t) \bigr\vert . $$\end{document}$$

Theorem 6.1 {#FPar16}
-----------
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                \begin{document}$\mathcal{P}_{n,\upsilon}^{\ast}( \cdot; \cdot)$\end{document}$ *be defined by* ([2.1](#Equ5){ref-type=""}). *Then we have* $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \bigl\vert \mathcal{P}_{n,\upsilon}^{\ast}(f;x)-f(x) \bigr\vert \leq 2\mathcal{D} { \biggl\{ } \omega_{2} \biggl( f;\sqrt{ \frac{\varTheta_{n} + \varLambda_{n,x}}{2}} \biggr) + \min \biggl( 1,\frac{\varTheta_{n} + \varLambda_{n,x}}{2} \biggr) \Vert f \Vert _{C_{B}(\mathbb{R}^{+})} { \biggr\} }, $$\end{document}$$ *where* $\documentclass[12pt]{minimal}
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Proof {#FPar17}
-----

We use the results obtained in Theorem ([5.2](#FPar14){ref-type="sec"}) and get $$\documentclass[12pt]{minimal}
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Atakut and Ispir \[[@CR31]\] introduced the weighted modulus of continuity and defined it as follows: for an arbitrary $\documentclass[12pt]{minimal}
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Theorem 6.2 {#FPar18}
-----------
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Proof {#FPar19}
-----

We prove it by using ([6.3](#Equ17){ref-type=""}), ([6.5](#Equ19){ref-type=""}), and the Cauchy--Schwarz inequality. $$\documentclass[12pt]{minimal}
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Conclusion {#Sec7}
==========

The present research article has an ample experience in applying appropriate properties to obtain uniform approximation results and an assessment of research methodologies to the approximation process. We establish a generalized version of the classic Phillips operators \[[@CR24]\] by a Dunkl type generalization to the continuous functions connected with an extended exponential function. The point should be noted that in case of $\documentclass[12pt]{minimal}
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                \begin{document}$\upsilon=0$\end{document}$, the operators ([2.1](#Equ5){ref-type=""}) reduce to the classical Phillips operators given by \[[@CR24]\]. The approximation obtained by these operators designed by Dunkl type provides a better generalization and an educational platform to the researcher to obtain the error estimations of the uniform convergence depending on *υ*.
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