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An algebraic theory of dualities is developed based on the notion of bond algebras. It
deals with classical and quantum dualities in a unified fashion explaining the precise connec-
tion between quantum dualities and the low temperature (strong-coupling)/high temperature
(weak-coupling) dualities of classical statistical mechanics (or (Euclidean) path integrals). Its
range of applications includes discrete lattice, continuum field, and gauge theories. Dualities
are revealed to be local, structure-preserving mappings between model-specific bond algebras
that can be implemented as unitary transformations, or partial isometries if gauge symme-
tries are involved. This characterization permits to search systematically for dualities and
self-dualities in quantum models of arbitrary system size, dimensionality and complexity, and
any classical model admitting a transfer matrix or operator representation. In particular, spe-
cial dualities like exact dimensional reduction, emergent, and gauge-reducing dualities that
solve gauge constraints can be easily understood in terms of mappings of bond algebras. As a
new example, we show that the Z2 Higgs model is dual to the extended toric code model in
any number of dimensions. Non-local transformations like dual variables and Jordan-Wigner
dictionaries are algorithmically derived from the local mappings of bond algebras. This per-
mits to establish a precise connection between quantum dual and classical disorder variables.
Our bond-algebraic approach goes beyond the standard approach to classical dualities, and
could help resolve the long standing problem of obtaining duality transformations for lattice
non-Abelian models. As an illustration, we present new dualities in any spatial dimension for
the quantum Heisenberg model. Finally, we discuss various applications including location of
phase boundaries, spectral behavior and, notably, we show how bond-algebraic dualities help
constrain and realize fermionization in an arbitrary number of spatial dimensions.
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1. Introduction: The power of dualities
The term duality is pervasive in physics, mathematics and philosophy. In general, a
duality connects and contrasts two aspects or realizations of a given entity. In this
article we will be concerned only with dualities in physics. These are specific math-
ematical transformations that we will uncover as we proceed connecting seemingly
unrelated physical phenomena.
Over time, dualities have appeared in various guises in nearly all disciplines of
physics [1]. The electromagnetic (EM) duality of Maxwell’s equations in the ab-
sence of sources, noticed by Heaviside in 1884, is probably the oldest well-known
duality in modern physics. Later, the wave-particle duality of quantum mechanics
[2] became a fundamental tenet of the modern physical description of reality. This
Fourier transform-based duality has since appeared in numerous arenas, including
in recent years various branches of quantum statistical mechanics and field theory
(see, for example, [3]), and it is likely to continue to play an ever increasing role.
Kramers and Wannier introduced dualities in statistical mechanics in their foun-
dational 1941 paper [4]. These authors discovered an elegant relation between the
two-dimensional classical Ising model on a square lattice at high temperature, and
the same model at low temperature (hence the origin of the name “self-duality” in
this case), and used it to determine that model’s exact critical temperature some
years before Onsager [5] published its exact solution. This first quantitative suc-
cess was followed by other similar ones, and so dualities became a standard tool
in statistical mechanics since they could also provide qualitative insight. The spec-
tacular cross-fertilization between statistical mechanics and quantum field theory
(QFT) of the 1970’s brought dualities to the attention of high energy theorists, and
soon it became apparent that dualities in QFT combined features of the EM and
statistical mechanics dualities while retaining their distinct capability to produce
weakly-coupled representations of strongly-coupled problems.
Dualities can provide reliable qualitative or even exact quantitative information
about systems that need not be exactly solvable, partly because they can put con-
straints on the phase boundaries and the exact location of some critical or multi-
critical points. Thus (self-)dualities have been essential for investigating the phase
diagrams of numerous models in statistical mechanics and field theory [6, 7]. This
aspect encompasses some of the most spectacular applications of dualities, and
constitutes the legacy of Kramers and Wannier. However, dualities can become
even more potent when fused with other tools, such as perturbation theory. A case
in point is the AdS-CFT correspondence, a topic that remains the focus of intense
research efforts. Since its original formulation in high energy physics [8–11], this
conjecture of a duality between a weakly-coupled five-dimensional gravity theory
(on an Anti de Sitter (AdS) background) and a strongly-coupled four-dimensional
conformal field theory (CFT) has been generalized and exploited in other branches
of physics. At present, the range of applications of the AdS-CFT correspondence in-
cludes problems as diverse as electronic transport properties [12], quantum critical
dynamics [13], and the physics of strongly coupled quark-gluon plasmas [14]. The
efforts to apply the AdS-CFT correspondence to other strongly-coupled models
continue, but the problem of pushing it beyond a conjecture into a rigorous math-
ematical statement remains. We think that turning the AdS-CFT correspondence
into a mathematically rigorous duality is essential to understanding its potential
generalizations.
These examples (old and new) attest to the power of dualities and justifies the
efforts of numerous researchers to exploit them to address hard problems by sim-
ple, elegant means. This article is a self-contained exposition of extensive original
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developments, including many new dualities and self-dual models, in the general
bond-algebraic theory of dualities first introduced in Reference [15] (bond algebras
have also been employed in the analysis and spectral resolution of exactly solvable
models [16, 17], but this application is not discussed in this paper). In the context
of some specific models, quantum dualities have been well understood for many
years. Reference [15] introduced a coherent framework supporting a systematic
study of both quantum and classical dualities on an equal footing, and providing a
systematic way to compute dual (disorder) variables. The new, unified, theory that
emerges is rigorous, easy to use, algorithmic, and of practical significance to theo-
retical studies and numerical simulations. It has the potential to provide invaluable
insight into a myriad of pressing problems that are beyond perturbation theory.
Our theory of dualities rests on a single key observation: The bonds or interactions
of a Hamiltonian or transfer matrix are more relevant to a duality transformation
than the elementary degrees of freedom. Those bonds, or interaction terms, are
organized into a bond algebra. In contrast, symmetries or properties of the elemen-
tary degrees of freedom are largely irrelevant from a duality mapping perspective
[15, 16]. Our bond-algebraic approach to dualities may shed light on problems
like the characterization and classification of collective (topological) excitations of
lattice models, and the AdS-CFT correspondence [18], when complemented with
recent developments in the theory of dimensional reduction [19, 20].
Hamiltonians that meet basic physical requirements like causality are usually
realized by adding together (or integrating with a given measure in QFT) simple
local or quasi-local operators, like few-body interactions and kinetic energy single-
body operators. These operators (or some simple function of them) constitute the
bond operators, or bonds for short. Together they generate, in a sense to be speci-
fied in Section 3.1, an operator von Neumann algebra that we call a bond algebra.
Bond algebras are model-specific algebras of interactions that can be radically dif-
ferent from the algebras that embody elementary degrees of freedom like bosons,
fermions, or spins. Our new theory states that dualities are structure-preserving
mappings (homomorphisms) of bond algebras, that are typically local in the bonds.
This purely algebraic characterization is physically meaningful because homomor-
phism of bond algebras are always equivalent to a unitary transformation (or, if
gauge symmetries are involved, to a partial isometry) connecting the Hilbert spaces
on which the two models connected by a duality are defined. Thus quantum duali-
ties are revealed as unitary transformations, and dual models must share identical
spectra and level degeneracies; that is, provided gauge symmetries are not involved.
The precise connection between gauge symmetries and dualities will be one of the
central themes of this paper.
Remarkably, these ideas can be extended to include classical dualities [15], thus
unifying the theory of classical and quantum dualities in a way that had been
overlooked up to now. The key is to notice that many problems in classical statis-
tical physics can be formulated in terms of a transfer matrix or operator. In this
context, physical requirements like locality become manifest in the multiplicative
structure of the transfer matrix or operator, that will be in general a product of
local or quasi-local bonds. Once the bonds are identified, the theory of dualities
proceeds as before. Thus, a duality mapping for the bond algebra of the transfer
matrix realizes a dual transfer matrix that determines a dual representation ZD of
the partition function Z. But, since dualities are unitary transformations, it follows
that Z ∝ ZD. This is, in short, the bond-algebraic approach to classical dualities.
In this way one can show, for instance, that the self-duality of the two-dimensional
classical Ising model [4, 21], and the self-duality of the quantum Ising chain [22]
are two manifestations of a symmetry possessed by one and the same bond alge-
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bra. But more importantly, we will illustrate in this paper that the bond-algebraic
approach has the potential to extend classical dualities beyond its present bound-
aries, as set for example in the reviews [6, 7] (see Appendix A). We think that this
strongly indicates that our technique can be relevant to solving the open problem
of constructing dual representations of non-Abelian lattice models, although so far
we have only some examples to support this claim.
Bond algebras are most efficient in revealing dualities because they are model
(Hamiltonian/transfer matrix)-specific, and thus capture, in the form of a local
mapping, the precise information that makes two operators dual. This is differ-
ent from techniques based on essentially fixed mappings, like generalized Jordan-
Wigner transformations [23]. These transformations are isomorphisms (that we call
dictionaries) connecting operator algebras (i.e., languages), typically representing
elementary degrees of freedom. Since these dictionaries are insensitive to the specific
structure of physical models, they can easily spoil important physical characteris-
tics, as illustrated by standard fermionization in more than one space dimension.
However, it is important to underscore that a bond algebra is not uniquely deter-
mined by the Hamiltonian/transfer matrix that motivates its definition, but rather
by the choice of bond decomposition of those operators. Since that choice is not
unique, (i) any single Hamiltonian may produce many different bond algebras, and
(ii) any one bond algebra may be related to many different Hamiltonians. This flex-
ibility is essential for classification purposes and to the success of our technique.
It enables us to explore a variety of bond algebras for one and the same Hamilto-
nian/transfer matrix to capture its full range of dual representations. Similarly, it
allow us to apply one and the same duality mapping to different problems. The self-
duality for the spin 1/2 XY model in a transverse field of Section 3.10.2 provides an
example of the first observation (i) above. In this case, the self-duality emerges on
a special line in coupling space, and it takes a special choice of bonds to generate
the bond algebra that makes this self-duality apparent. The second observation (ii)
is illustrated by the new dualities of Section 3.5 for the quantum Heisenberg model
in any number of space dimensions d. These dualities for a non-Abelian model
are based on dualities for the (Abelian!) d-dimensional quantum Ising model and
highlight some difficulties with the standard notion of non-Abelian dualities [6].
They point to the fact that the concepts of symmetry and duality are quite often
inaccurately related. While symmetries of a theory represent isomorphisms leaving
the Hamiltonian invariant, (self-)dualities do not preserve the form of the theory,
but rather preserve its spectrum and level degeneracies.
The relevance of bonds over elementary degrees of freedom is further emphasized
by the fact that dualities are local transformations in terms of bonds, while they
are non-local when described in terms of elementary degrees of freedom. This fol-
lows because one can invert the relations between bonds and elementary degrees of
freedom to obtain the latter as non-local functions of the bonds. Once this is done,
one can compute the action of the duality mapping on the elementary degrees of
freedom, to obtain their dual image. Since dualities are structure-preserving map-
pings, these dual elementary degrees of freedom are guaranteed to be equivalent
to the original ones. This systematic derivation of (non-local in general) dual vari-
ables (elementary degrees of freedom) from more basic, local objects is extremely
important, not only because it establishes a bridge between the bond-algebraic and
the traditional approach to quantum dualities, but also because dual variables can
have a fundamental physical meaning as (generalized) disorder variables [22, 24].
Starting with any specific bond algebra, one can proceed to look systematically
for its alternative realizations that feature local representations of the bond genera-
tors. Any of these realizations defines a duality (realizations that feature non-local
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representations of the bond generators can appear, but would typically be dis-
carded in practice). This simple premise can lead to surprising results, as we will
see often in this paper. Exact dimensional reduction can appear as a duality, and,
as illustrated by our new derivation of the Jordan-Wigner transformation, statisti-
cal transmutation can appear as a duality too. Symmetry transmutation is also not
unusual as illustrated for example by our new derivation of the duality between
the XY and solid-on-solid (SoS) models, obtained here for the first time without
invoking the Villain approximation (symmetry transmutation here refers to the fact
that the U(1) symmetry group of the XY model is not isomorphic, but rather the
Pontryagin dual of the Z symmetry group of the SoS model). But perhaps what
is most surprising about bond-algebraic dualities is their capability to dispose of
gauge symmetries, as we explain next.
Gauge symmetries are constraints on the state Hilbert space, encoded in a large
set of local operators that commute with the Hamiltonian, and with any other (mea-
surable) observable. Since bonds are in general measurable, local observables, they
generate a bond algebra of gauge-invariant operators. This has the remarkable con-
sequence that bond algebras of gauge models can have dual representations on state
spaces of lower dimensionality (a fact that should not be confused with an emer-
gent duality as described in Section 3.10). We call these dualities gauge-reducing;
they map the original gauge model to a model with less, or simply without gauge
symmetries, and are represented by homomorphisms of bond algebras, rather than
isomorphisms. Unlike ordinary dualities that are unitarily implementable, gauge-
reducing dualities are implemented by partial isometries (one can think of a partial
isometry as a rectangular unitary matrix, that either maps a state to zero or to an
isometric (equal norm) state). But in spite of these mathematical twists, dualities
are just as easy to detect in gauge theories as in any other model. That is because,
while gauge symmetries do affect the algebra of elementary degrees of freedom, they
do not affect the algebraic relations between bonds. Thus bond-algebraic dualities
may provide in some instances a practical solution to the problem of eliminating
gauge constraints. This paper describes in detail the mathematics and multiple
applications of these ideas to models with Abelian gauge symmetries. Non-Abelian
gauge symmetries abide by the same principles but are technically more involved,
so we defer their complete treatment to future publications.
This article contains many new results and is organized as follows. Section 2.1
starts with a discussion of the different physical contexts in which dualities have
been introduced, followed in Section 2.2 by a more detailed discussion of what
was known about quantum dualities prior to the publication of Reference [15], the
so-called standard approach. These discussions should help the reader put the sub-
ject of dualities, and some of the problems they address, in perspective. Section
3 contains all the important formal developments related to the bond-algebraic
approach to dualities. Overall it is devoted to quantum dualities and their inti-
mate connection to classical dualities, mainly discussing every major new idea and
mathematical technique that is of relevance. We start by studying bond algebras in
Sections 3.1 and 3.2. Our new definition of quantum dualities as mappings of bond
algebras is presented in Section 3.3, and the next section explains how the standard
approach described in Section 2.2 follows immediately from the bond-algebraic for-
malism (determination of dual variables). Section 3.5 discusses critically the notion
of non-Abelian duality, in the light of new dualities for the quantum Heisenberg
model, and Section 3.6 develops new boundary conditions that preserve duality
properties in finite size systems. Section 3.7 expands, in more concrete terms, on
the connection between bond algebra mappings and unitary transformations. The
remaining sections are devoted to deriving and explaining the precise relations be-
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tween self-dualities, standard quantum symmetries, Section 3.8, and disorder vari-
ables, Section 3.9, and the novel concept of emergent duality, Section 3.10. Disorder
variables can be systematically determined from bond-algebraic dual mappings and
they share an interesting relation with topological excitations. Section 3.11 explains
how bond-algebraic dualities afford a practical way to eliminate gauge symmetries
completely, and finally Section 3.12 explains how many classical dualities follow
from bond-algebraic techniques.
The rest of the article is dedicated to unveil old and discover new dualities in
a broad spectrum of problems of physical relevance. There are so many examples
that in the following we only indicate a few of them. Sections 4 and 5 exemplify
the many ideas ideas and techniques developed in Section 3 with self-dualities
and dualities in quantum lattice models, of arbitrary spatial dimensions, mainly
of interest in condensed matter physics. For example, Section 5.5 describes a new
duality for the extended Kitaev toric code model in arbitrary space dimensions to a
well known model of Hamiltonian lattice field theory, the Z2 Abelian Higgs model
[86]. The application of bond-algebraic techniques to QFT is developed in Section
6. Sometimes we show results directly in the continuum but we want to stress the
fact that the lattice Hamiltonian formalism is the most convenient approach for
interacting field theories. We study in full detail compact and non-compact versions
of quantum electrodynamics in various spatial dimensions and make an attempt
to introduce a version of quantum electrodynamics without vector potential. In
Section 6.5 we introduce a new family of self-dual models related to the Abelian
Higgs model, we prove the quantum Stu¨ckelberg model to be self-dual in two-
dimensions in Section 6.6, and Section 6.7 discusses self-dual field theories that
display the phenomenon of dimensional reduction of prime interest in the theory
of topological quantum order [20].
Section 7 presents several problems of classical statistical mechanics whose dual-
ity properties are uncovered by our bond-algebraic approach. Section 7.1 describes
duality properties of the Ising model in the Utiyama lattice, while the vector Potts
model in two dimensions is not only studied in great detail in Section 7.2 but also
it is shown how to modify it to make it self-dual for arbitrary couplings and states.
Building upon these ideas we introduce a new self-dual p-state approximation to
four-dimensional lattice electrodynamics in Section 7.4. Section 7.3 establishes a
link between the eight-vertex model (in its Ashkin-Teller representation) and the
quantum anisotropic Heisenberg model, based on duality mappings rather than
integrability. The general connection between quantum and classical disorder vari-
ables is discussed in Section 7.6. Finally, Section 8 presents several important ap-
plications and consequences of dualities. Those include general properties of the
spectrum of self-dual theories and the way to extract exact relevant information in
presence of phase transitions, and most importantly a new way to look at fermion-
ization in arbitrary spatial dimensions as a general duality mapping. In particular,
we demonstrate how the Jordan-Wigner transformation is a consequence of bond
algebraic duality mappings when these are applied to nearest-neighbor spinless
fermion and spin S = 1/2 systems on a chain. We further show, how no such
duality can map all (real-space) nearest-neighbor spinless Fermi hopping terms to
all spin S = 1/2 exchange terms on general lattices (and viceversa) in spatial di-
mensions d > 1. That is, in general, no extension of the d = 1 Jordan-Wigner
transformation that connects all such individual local terms can appear in higher
dimensions. We show, however, that notwithstanding it is possible to fermionize
spin systems in d > 1 dimensions (such as the d = 2 quantum Ising model) via
a gauge reducing duality. Thus we further extend and formalize, via the system-
atics of bond algebras, the scope of known systems that can be fermionized. In
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Section 8.5 we examine the connection between the phenomenon of dimensional
reduction and duality in the context of topological quantum order systems [20]. We
also indicate the most natural way to classify these systems in terms of so-called
d-dimensional gauge-like symmetries as opposed to using a particular measure of
entanglement since no single measure can uniquely characterize a quantum state.
The appendices, a total of five, contain not only technical details omitted in the
text for pedagogical reasons but also some relevant mathematical expressions not
found in the literature, so we advice the reader to consider consulting them if he
or she wants to get a deeper understanding of the subject.
2. Traditional approaches to dualities
This short section discusses dualities in physics from a historical perspective. Main-
stream, traditional ideas about dualities in field theory, classical statistical mechan-
ics and quantum mechanics are summarized and illustrated with key examples.
2.1. Dualities in perspective: What is a duality?
The first appearance of the term duality can be traced back to the early days of
electromagnetism as a field theory. In 1884, Heaviside recast Maxwell’s equations
in vector form [25], in the absence of sources,
∇ · ~E = 0, ∇ · ~B = 0, (1)
∇× ~E = −∂t ~B, ∇× ~B = ∂t ~E
(in rationalized Heaviside-Lorentz units, and the speed of light c = 1), and pointed
out that the duality
~E → ~ˆE = ~B, ~B → ~ˆB = − ~E (2)
maps solutions of these equations to other solutions. This notion of duality stresses
symmetries of the equations of motion showing that different physical quantities
are interchangeable.
Two of Maxwell’s equations can be solved by introducing a four-vector potential
Aµ (µ, ν = 0, 1, 2, 3), that is related to ~E = (E1, E2, E3) and ~B = (B1, B2, B3)
through the antisymmetric field-strength tensor
Fµν = ∂µAν − ∂νAµ, Fµν =

0 E1 E2 E3
−E1 0 −B3 B2
−E2 B3 0 −B1
−E3 −B2 B1 0
 . (3)
Then the remaining Maxwell’s equations read (η = diag(1,−1,−1,−1))
ηµν∂µFνγ = (η
µν∂µ∂ν)Aγ − ∂µ(ηνγ∂νAγ) = 0 . (4)
This formalism is essential for well know reasons, but the (self-)duality of Maxwell’s
equations is not readily reflected by Equation (4), partly because the gauge trans-
formation, with arbitrary scalar function χ(x),
Aµ(x) 7→ A′µ(x) = Aµ(x) + ∂µχ(x), (5)
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leaves the EM field Fµν unchanged but rendersAµ unobservable. This motivates one
of this paper’s central theme: the interplay between dualities and gauge symmetries.
A second, seemingly very different, concept of duality was developed in the early
1940s in the context of classical statistical mechanics. It originated in the work of
Kramers and Wannier [4] on the two-dimensional (D = 2) Ising model on a square
lattice, with partition function
ZI(K) =
∑
{σr}
exp
[
K
∑
r
∑
ν=1,2
σr+eνσr
]
. (6)
Here σr = ±1 stands for a classical spin degree of freedom located on the vertex
(site) r = (r1, r2) = r1e1 + r
2e2, r
1, r2 ∈ Z, of a square lattice with unit vectors
e1,e2, see Figure 2. The exchange constant is J = KkBT , with T temperature and
kB Boltzmann’s constant. Kramers and Wannier noticed that ZI satisfies a relation
ZI(K) = A(K,K∗)ZI(K∗), (7)
that, since
K∗ = −1
2
ln tanhK, (8)
connects the high-temperature (weak K) behavior of the Ising model to its low
temperature (strong K) behavior (A(K,K∗) is a known, analytic (non-singular)
proportionality factor). It follows that every singularity of ZI at coupling K must
be matched by another singularity at a corresponding dual coupling K∗, so that if
ZI has only one phase transition (one singularity) at a critical coupling Kc, it must
be located at the self-dual point Kc = K
∗
c . Then from Equation (8)
Kc =
1
2
ln(1 +
√
2), (9)
which determines the exact critical temperature of the Ising model Tc = 2/ ln(1 +√
2) (in units of J/kB).
This spectacular result drew considerable attention to duality transformations,
and soon after the publication of Reference [4], Wannier [26] showed how to obtain
duality relations of the form
ZΛ(K) = A(K,K∗)ZΛ∗(K∗), (10)
for Ising models defined on nearly arbitrary planar lattices Λ. These transforma-
tions where dubbed dualities [26] because Λ∗ stands for the lattice dual to Λ (dual
here is used in the sense of old algebraic topology, see for instance, Reference [27],
Chapter IV, Section 6.) Dual lattices are defined in Appendix A. We see from
Equation (10) that the Ising model on a square lattice is self-dual partly because
so is the square lattice, while the Ising model on a triangular lattice is dual to that
same model on a hexagonal lattice (and viceversa). This last duality is part of a
simple approach to determining these models’ critical temperature [28].
Potts extended the duality transformation of Wannier to some of the models now
known under his name in his 1952 paper [29]. It was Wegner, however, who uncov-
ered the general structure underlying dualities, by showing in his 1973 paper [30]
that duality transformations could be obtained for a wide class of models (includ-
ing models in more than two dimensions) by considering the (group-theoretical)
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Fourier transform of individual Boltzmann weights. The 1975 paper [31] popu-
larized Wegner’s approach to the point that it became the standard, traditional
approach to classical dualities. This traditional approach is described thoroughly
in the review articles by Savit [6] and Malyshev and Petrova [7], but it is also
summarized in Appendix A (see Reference [21] for a pedagogical introduction).
The key fact that the notion of a Fourier transform exists for any group allows
for application of the traditional approach to produce dual representations of any
Abelian model displaying appropriate interactions, but it is impossible to take
the same traditional approach to produce dual representations for lattice non-
Abelian models (that is, models like Wilson’s non-Abelian lattice gauge theories).
To construct dual representations of such models remains one of the most difficult
open problems in the theory of dualities [6] (let us point out that Abelian and
non-Abelian here does not refer to the symmetry group of the model of interest,
but rather to the nature of that model’s degrees of freedom, see Section 3.5).
Yet a third concept of duality was developed for quantum many-body problems in
the late 1970s, mainly in a series of papers [22, 32–35] concerned with Hamiltonian
lattice quantum field theory (LQFT). Starting with Reference [22], these papers
settled a notion of quantum duality that we interpret and formalize as follows: two
Hamiltonians
H1[λ1, λ2, · · · ](oΓ), H2[λ1, λ2, · · · ](oΓ), (11)
that feature coupling constants λν , ν = 1, 2, · · · , and elementary degrees of freedom
{oΓ} labelled by some labels Γ are dual if there exists an alternative representation
{oˆΓ} of the algebra of the {oΓ} such that
H1[λ1, λ2, · · · ](oΓ) = H2[λ∗1, λ∗2, · · · ](oˆΓ). (12)
That is, H1 and H2 are dual if they are equal up to an operator change of variables
oΓ → oˆΓ, together with a readjustment of couplings λν → λ∗ν .
In summary, we have described notions of duality that arose in three different
fields of physics. It is not clear a a priori that they are related beyond general,
conceptual features, but we will show in this paper that there is a common math-
ematical background underlying all three of them.
2.2. The traditional approach to quantum dualities
As described near the end of the last section, quantum dualities have the following
far reaching consequence: If Equation (12) holds, it must be that the energy spectra
of the two dual Hamiltonians satisfy
E1(λ1, λ2, · · · ) = E2(λ∗1, λ∗2, · · · ). (13)
This suggests that a quantum duality may be a unitary equivalence of the form
UdH1[λ1, λ2, · · · ](oΓ)U†d = H2[λ∗1, λ∗2, · · · ](oˆΓ), (14)
that would imply Equation (13) right away. Surprisingly, the definition of quantum
dualities just introduced seems to be incompatible with Equation (14), as we will
explain below.
Let us consider a specific, non-trivial example in detail, the quantum, one-
dimensional (d = 1) Ising model in a transverse field (or “quantum Ising chain”
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for short), specified by the Hamiltonian
HI[h, J ](σ) =
∑
i
(hσxi + Jσ
z
i σ
z
i+1). (15)
HI features S = 1/2 spins located at each site i ∈ Z of a chain, represented by
Pauli matrices σxi , σ
z
i . They constitute the elementary degrees of freedom that were
denoted by oΓ near the end of last section. The goal is to show, along the lines of
Equation (12) that HI is self-dual (that is, dual to itself). So we must find a new
representation µxi , µ
z
i of the Pauli matrices and new values J
∗, h∗ of the couplings
so that HI[h, J ](σ) = HI[h
∗, J∗](µ). Since we know from the exact solution of HI
[36] that its energy levels are symmetric in J, h (so that EI(J, h) = EI(h, J)), we
set J∗ = h and h∗ = J . We are left then with the problem of finding an appropriate
dual representation of the Pauli matrices.
The equality ∑
i
(hσxi + Jσ
z
i σ
z
i+1) =
∑
i
(Jµxi + hµ
z
iµ
z
i+1), (16)
suggests setting up the relations,
µziµ
z
i+1 = σ
x
i+m, m =?
µxi = σ
z
i+m′σ
z
i+1+m′ , m
′ =?. (17)
As underscored by the question marks in Equation (17), we have to decide what
m and m′ should be. The obvious choice m = m′ = 0 leads to
µziµ
z
i+1 = σ
x
i , µ
x
i = σ
z
i σ
z
i+1. (18)
On the other hand, if the new spin variables µ exist at all, they must satisfy
(µzi )
2 = 1. Thus,
µzi = µ
z
iµ
z
i+1 × µzi+1µzi+2 × · · · =
∞∏
m=i
σxm. (19)
But then we see from Equations (18) and (19) that µxi commutes with µ
z
i . Let us
set then m = 0 and m′ = −1 in Equation (17), so that
µxi = σ
z
i−1σ
z
i µ
z
iµ
z
i+1 = σ
x
i . (20)
The solution to this set of equations is
µxi = σ
z
i−1σ
z
i , µ
z
i =
∞∏
m=i
σxm, (21)
and now µxi , µ
z
i do satisfy the correct spin-1/2 algebra. This completes the proof
in the traditional approach to quantum dualities that HI is self-dual [22].
Admitting that this example is a fair representation of an “average” quantum
duality, we can infer that
(1) quantum dualities need not be strong-coupling/weak coupling relations;
(2) quantum dualities are “fundamentally” non-local,
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(3) quantum dualities are not unitarily implementable.
The last statement follows from this simple observation. Suppose we could recast
the self-duality of the Ising chain as a unitary equivalence UdHI[h, J ]U†d = HI[J, h].
Then we would have that
UdHI[0, J ]U†d = Ud
(∑
i
Jσzi σ
z
i+1
)
U†d = HI[J, 0] =
∑
i
Jσxi , (22)
but this cannot possibly be right, because HI[0, J ] and HI[J, 0] have different level
degeneracies. This is not to say, however, that the traditional approach, based
on operator changes of variables, goes successfully beyond unitary equivalence.
Equation (16) implies that
∑
i
Jσzi σ
z
i+1 =
∑
i
Jµxi . (23)
If the µxi , µ
z
i are truly an alternative representation of the Pauli matrices, this
equation cannot possibly be right either, for the same reasons as before.
3. Bond-algebraic approach to quantum dualities
This section is devoted to explaining our theory of quantum and classical dualities
based on bond algebras, and it discusses every major new idea and mathematical
technique that we introduce to the subject (some of them advanced in Reference
[15]). We will argue that
(1) quantum and (a very large class of) classical dualities are unitary equiv-
alences (or projective unitary equivalences if the duality eliminates gauge
symmetries), and that
(2) the easiest way to search for dualities is to look for structure-preserving
mappings between Hamiltonian-dependent bond algebras, Section 3.7.
Conceptually, (1) is more important than (2), yet mathematically it follows from
(2), as basically does everything else in this paper.
3.1. Bond algebras and the concept of locality
It is a basic fact of physics that the Hamiltonian of a system determines its dy-
namics and thermodynamics (some important consequences of this statement are
reviewed in Appendix B). Bond algebras [16] were devised to exploit a simplifying
feature common to most Hamiltonians, and rooted in fundamental physical prin-
ciples: Hamiltonians are sums of (possibly a huge number of) simple, local terms
(local is used in a broad sense in this paper, either to indicate that interactions
are local in space/space-time in the sense of field theory, or that they involve only
a few degrees of freedom). Take for example the Hamiltonian for N electrons of
charge e and mass m in an external potential,
He =
N∑
i=1
(
1
2m
p2i + V (xi)
)
+
∑
i 6=j
e2
|xi − xj | . (24)
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The elementary degrees of freedom xµi , p
ν
i , satisfy the Heisenberg relations
[xµi , p
ν
i ] = i~δµ,ν , µ, ν = 1, 2, 3, (25)
or commute otherwise (from now on, we set ~ = 1). This is in no way specific to
the problem at hand (understanding He), but is just a general fact. On the other
hand, He is the sum of 2N +N(N − 1)/2 individual operators
p2i , V (xi),
1
|xi − xj| , (26)
that we would like to consider altogether on an equal footing, and so we call them
generically bonds. Taken individually bonds are still elementary to understand,
but, in contrast to elementary degrees of freedom, they satisfy algebraic relations
that are specific to the problem at hand. Also, there is an algebraic notion of con-
nectivity for bonds that reflects locality, in the sense that if two bonds commute,
they can only influence each other indirectly. Thus the algebraic relations between
bonds strike a balance between general physical principles and model specificity
suggesting that algebras of bonds (as opposed to algebras of elementary degrees of
freedom) could potentially become important mathematical tools. This idea was pi-
oneered in Reference [16], where algebras of bonds where exploited to solve exactly
several quantum lattice models of interest in the context of topological quantum
order. Let us introduce next the formal definition of a bond algebra.
Consider a Hamiltonian operator H, written as a sum of bond operators hΓ
H =
∑
Γ
λΓ hΓ. (27)
with c-number coupling constants λΓ. The index “Γ” is completely general. It could
stand for a particle index, or for a site, a link, or some other subregions of a lattice
Λ, or may denote a point x in space or a Fourier mode, or may stand for any other
suitable label one can think of.
Definition 3.1: A bond algebra for the Hamiltonian H =
∑
Γ λΓ hΓ with bond
decomposition {hΓ}Γ, is the von Neumann algebra A{hΓ} generated by the bonds.
The basic mathematical aspects of this definition (including the definition of a
von Neumann algebra) are discussed in the next section. The rest of this section is
devoted to an informal discussion of bond algebras.
Intuitively speaking, A{hΓ} is an algebra of operators generated by taking all
possible finite, complex, linear combinations of powers and products of bonds, their
Hermitian conjugates, and the identity operator 1,
{1, hΓ, h†Γ, hΓhΓ′ , h†ΓhΓ′ , h†Γ′hΓ, h†Γ′h†Γ, hΓhΓ′hΓ′′ , · · · }. (28)
So by construction, if an operator O ∈ A{hΓ} then O† ∈ A{hΓ} as well. This
intuitive picture of bond algebras suffices to understand most of the rest of the
paper.
It is important to understand that a bond algebra is not determined by a Hamil-
tonian H, but rather by its bond decomposition {hΓ}Γ. Any single Hamiltonian
may produce many different bond algebras, since different decompositions
H =
∑
Γ
λΓ hΓ =
∑
Σ
λ′Σ h
′
Σ (29)
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define different, equally valid sets of bonds that can potentially generate very dif-
ferent bond algebras. Conversely, any one bond algebra may be related to many
different Hamiltonians. Consider for illustration the single site spin Hamiltonian
HI = hxσ
x + hyσ
y. (30)
One can take σx and σy as generating bonds, or the single bond (hxσ
x + hyσ
y).
Then we get two bond algebras that are clearly different,
A{σx, σy} 6= A{hxσx + hyσy}, (31)
since A{hxσx + hyσy} is commutative while A{σx, σy} is not. This flexibility of
the concept of bond algebra turns out to be an essential advantage. Applications
dictate what bond decomposition is best for any given problem.
The complexity of a bond algebra can vary, and a practical measure of that
complexity is simply afforded by considering the Hilbert space H on which the
bond algebra acts on. Then one can recognize three increasingly difficult (in the
number of resources) scenarios:
(1) H = H1 ⊗ · · · ⊗ HN , where each factor in the tensor product is finite
dimensional;
(2) H = H1 ⊗ · · · ⊗ HN , where some or all factors are infinite dimensional;
(3) H = ⊗α∈I Hα, where the index set I is infinite, so that H is an infinite
tensor product [37]. For example, H =⊗i∈Z C2i .
The first scenario (1) is elementary (bond algebras are then just matrix algebras),
and (2) is moderately simple, but (3) is directly connected to the thermodynamic
limit and/or the continuum limit of QFTs [38, 39], and it is the source of endless
fascination and complications. In practice, problems in (3) must be regularized
(turned into problems in (1) or (2)) before any progress can be made (see Appendix
C on LQFT). But, as long as bonds are chosen to be local (specifically in the sense
that they act non trivially only on a finite number of factors), bond algebras are
perfectly well defined [37] even if the state space were as complicated an object as
(3) above.
Let us notice next that the generators listed in Equation (28) need not be in
general linearly independent. Then one can find a (potentially much) smaller basis
{Oα} for the bond algebra A{hΓ}, and decompose products of bonds as
hΓ1 · · · hΓN · · · =
∑
α
cαOα. (32)
It is interesting to recognize that bond algebras must have a basis, because this
shows that a kind of “reducibility hypothesis” [24, 40], or “operator product ex-
pansion” formula
OαOβ =
∑
γ
Aγαβ Oγ (33)
holds. The c-numbers Aγαβ are structure constants for the bond algebra.
We can get a feeling for the physical meaning of the structure constants by taking
the expectation value of Equation (33) (vacuum expectation value, or thermal
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average, etc.),
〈OαOβ〉 =
∑
γ
Aγαβ 〈Oγ〉. (34)
This shows that bond algebras afford a partial realization of the idea of algebras of
fluctuating variables (see [24, 40], and references therein). From a different perspec-
tive, the structure constants Aγαβ can be seen as generalized constants of motion.
In the Heisenberg picture, the basis of the bond algebra evolves as
Oα(t) = U(t)†Oα U(t), (35)
where U(t) = T̂ e−i
∫
t
0
Hdt′ , and T̂ is the time-ordering symbol. Then,
Oα(t)Oβ(t) =
∑
γ
Aγαβ Oγ(t) (36)
with the same structure constants as in Equation (33) at time t = 0.
3.2. Some mathematical aspects of bond algebras
By definition, bond algebras are von Neumann algebras of operators. In this section
we spell out the meaning and far reaching consequences of this requirement. We
start by recalling the definition of a von Neumann algebra [41, 42]. Let H be a
Hilbert space (the space of quantum states), and let B(H) denote the algebra
of bounded operators on H (an operator O is bounded if there is some number
0 ≤ C < ∞ such that ||Ov|| ≤ C||v||, for every vector v ∈ H). If S ⊂ B(H) is an
arbitrary subset, its commutant S ′ ∈ B(H) is the subalgebra defined by
S ′ = {O ∈ B(H) | ∀R ∈ S, OR = RO}. (37)
Definition 3.2: A subalgebra A ⊂ B(H) is a von Neumann algebra if it satisfies
three algebraic conditions [42]:
• It contains the identity operator, 1 ∈ A.
• It is closed under Hermitian conjugation, if O ∈ A, then O† ∈ A as well.
• It is equal to its bycommutant, A = A′′.
Since von Neumann algebras are algebras of bounded operators, the sense in which
a bond decomposition {hΓ}Γ generates a (von Neumann) bond algebra A{hΓ}
varies according to whether the bonds are bounded operators or not. If the bonds
are all bounded operators, the bond algebra they generate is simply the smallest
von Neumann algebra A{hΓ} ⊂ B(H) that contains every bond. If the bonds are
not all bounded operators, this notion needs to be refined. An operator O (not
necessarily bounded) is affiliated to a von Neumann algebra A if it commutes
OU = UO with every unitary operator U ∈ A′. Every operator that is affiliated
and bounded belongs to A. This notion is useful for the following reason. Suppose
O is unbounded and affiliated to A, and suppose also that O admits an spectral
decomposition, so that we can construct operators f(O) that are functions of O in
the usual way. Then one can show [41] that every bounded f(O) is an operator in A,
f(O) ∈ A, even though O itself is not. So we define: If the set of bonds generators
{hΓ}Γ includes unbounded operators, then the bond algebra they generate is the
smallest von Neumann algebra A{hΓ} ⊂ B(H) such that every bond hΓ is affiliated
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to A{hΓ} (such an algebra always exists [43]). In summary, whatever the nature
of the bonds may be, their bond algebra is a convenient (since it contains only
bounded operators) yet faithful representative of the structure of the interactions
that are embodied in the bonds.
A mapping of von Neumann algebras Φ : A1 → A2 is an homomorphism if
Φ(1) = 1, Φ(O†) = Φ(O)†, (38)
Φ(O1O2) = Φ(O1)Φ(O2), Φ(O1 + λO2) = Φ(O1) + λΦ(O2).
If Φ is also one-to-one and onto, then it is called an isomorphism. As mentioned
before, one of the main goals of this paper is to establish a connection between
dualities and unitary transformations. The following theorem [42] then explains to
a great extent our insistence in embedding bonds in a von Neumann algebra.
Theorem 3.3 : Let Ai be von Neumann algebras of operators on the Hilbert
spaces Hi, for i = 1, 2. If Φ : A1 → A2 is an isomorphism, then there exists
• a Hilbert space M, and
• a unitary transformation U : H1 ⊗M→ H2 ⊗M such that
Φ(O)⊗ 1 = U(O ⊗ 1)U†, (39)
where 1 stands for the identity operator onM. In this paper we will often be able
to take M = C, so that Equation (39) simplifies to Φ(O) = UOU†. Then we say
that Φ is unitarily implementable.
3.3. Dualities as isomorphisms of bond algebras
In this section we introduce and illustrate our definition of quantum duality based
on bond algebras. It will be refined in Section 3.11 to include models with gauge
symmetries. Classical dualities will be defined similarly in Section 3.12, after we
discuss how to associate bond algebras to classical models of statistical mechanics.
Our new approach to dualities is based on the recognition that, if we exclude mod-
els with gauge symmetries for the moment, quantum dualities are isomorphisms of
bonds algebras. More precisely [15],
Definition 3.4: Two Hamiltonians H1 and H2 are dual if there is a bond algebra
AH1 for H1 isomorphic to some bond algebra AH2 for H2, and if the isomorphism
Φd : AH1 → AH2 maps H1 to H2.
Since H1 and H2 are self-adjoint, Equation (39) implies that these Hamiltonians
share identical spectra and level degeneracies, and so
H2 = UdH1U†d . (40)
A Hamiltonian H[λ] which depends on some set of coupling parameters λ =
(λ1, λ2, · · · ) is self-dual if it is dual to itself, up to a change in the coupling λ→ λ∗,
with λ∗ the dual couplings. Notice that by Equation (38), a bond algebra homo-
morphism Φd preserves the equations of motion of an arbitrary observable O
dO
dt
− i[H1,O] = 0 Φd−→ dΦd(O)
dt
− i[H2,Φd(O)] = 0. (41)
Now that we have a precise definition of duality, we need to:
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• show that it includes the known dualities, and
• show that it is useful.
To start with, let us show that the quantum Ising chain is self-dual in the sense of
definition 3.4. Take the basic bonds in HI of Equation (15) to be {σzi σzi+1}, {σxi }.
They generate a bond algebra AI that we can characterize in terms of relations:
(1) (σzi σ
z
i+1)
2 = 1 = (σxi )
2;
(2) Any bond σxi anti-commutes with two other bonds, σ
z
i−1σ
z
i and σ
z
i σ
z
i+1, and
commutes with all other bonds;
(3) Any bond σzi σ
z
i+1 anti-commutes with two other bonds, σ
x
i and σ
x
i+1, and
commutes with all other bonds.
We will assume that these relations characterize the bond algebra. While this may
seem plausible it is far from obvious, since it is not hard to argue that AI is
reducible. There are, however, consistency checks that we can run on the results
that we will obtain from this assumption. Also let us point out that the bond
algebra AI is a well defined algebra of bounded operators, in spite of the fact that
it is generated by an infinite number of bonds. This follows because the bonds act
locally on the infinite tensor product
⊗
i∈Z C
2
i [37].
Coming back to the set of relations above, we see that σxi and σ
z
i σ
z
i+1 play
perfectly symmetrical roles, and so we can set up the relation-preserving mapping
Φd(σ
z
i σ
z
i+1) = σ
x
i , Φd(σ
x
i ) = σ
z
i−1σ
z
i . (42)
These equations define the action of Φd on bonds alone but, since it preserves all
the algebraic relations among them, it extends to a unique isomorphism of the full
bond algebra AI. Φd is illustrated in Figure 1. Furthermore, Φd maps HI[h, J ] to
σ
x
i σ
z
i
σ
z
i+1
σ
x
i+1
σ
z
i−1σ
z
i
σ
x
i
σ
z
i
σ
z
i+1
Φd
x
Figure 1. A graphic representation of two quantum Ising chains, connected by the self-duality isomorphism
Φd of Equation (42). The crosses × represent the bonds σ
x
i , and the thick lines between crosses represent
the bonds σzi σ
z
i+1. Φd exchanges the two while preserving all algebraic relations.
HI[J, h]. It follows that the quantum Ising chain is self-dual in the sense of definition
3.4. It is not hard to see that Φd is unitarily implementable (recall the definition
after Theorem 3.3), so that there is a Ud such that
Ud σzi σzi+1 U†d = σxi , Ud σxi Ud = σzi−1σzi , ∀i ∈ Z. (43)
The homomorphism Φd reveals that the Ising chain is self-dual due to a local
mapping that reflects a symmetry of its local interactions. In contrast, the tradi-
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tional approach seems to imply that dualities are of necessity non-local, because it
focuses on non-local transformations of elementary degrees of freedom. Notice also
that the self-duality mapping Φd determines a large family of perturbations of HI
that preserve its self-dual character. For example,
H = HI + λ
∑
i
(σyi σ
z
i+1 + σ
z
i σ
y
i+1) (44)
is self-dual because the perturbation (the term proportional to λ) is invariant under
Φd (the action of Φd on σ
y
i σ
z
i+1 for instance can be determined by factoring σ
y
i σ
z
i+1 =
−iσzi σzi+1σxi ). Also we can apply Φd to Hamiltonians other than HI, as long as they
are affiliated to AI. Consider the d = 1 dimensional, spin S = 1/2 XY-model,
HXY =
∑
i
(Jxσ
x
i σ
x
i+1 + Jzσ
z
i σ
z
i+1). (45)
The bonds σzi σ
z
i+1 of HXY are already bonds of HI. The σ
x
i σ
x
i+1 in HXY are the
products of two bonds of HI. Thus it is possible to use the isomorphism of the
quantum Ising model to compute a dual form of the XY-model. As σxi σ
x
i+1
Φd−→
σzi−1σ
z
i σ
z
i σ
z
i+1, we find that
HXY
Φd−→ HInn =
∑
i
(Jxσ
z
i−1σ
z
i+1 + Jzσ
x
i ). (46)
The fact that, in d = 1, HXY and HInn share the same energy spectra was first
noticed in Reference [36], but explained only later in Reference [44] (HInn is trivially
dual to two decoupled Ising chains).
Next we would like to establish the precise connection between the bond-algebraic
and traditional approach to quantum dualities of Section 2.2.
3.4. Connection to the traditional approach: Determination of dual variables
The traditional approach to dualities (Section 2.2) focuses on dual variables, that is,
on operator change of variables that are non-local in general. In contrast, the bond-
algebraic approach to dualities of the previous section focuses on local mappings
of bonds. How can the two be related? As it turns out, the isomorphism of bond
algebras determines uniquely the dual variables of the problem. This is the bridge
between the bond-algebraic and the traditional approach.
Let us illustrate this point with the quantum Ising chain. To start with, consider
the relation (see Equation (42))
HI[h, J ] =
∑
i
(hΦd(σ
z
i σ
z
i+1) + JΦd(σ
x
i )). (47)
If the individuals spins σzi happen to belong to the bond algebra AI, then we can
further write
HI[h, J ] =
∑
i
(hΦd(σ
z
i )Φd(σ
z
i+1) + JΦd(σ
x
i )). (48)
If we now compare this last relation to Equation (16), we see that the dual variables
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could be connected to the self-duality isomorphism as
Φd(σ
z
i ) = µ
z
i , Φd(σ
x
i ) = µ
x
i . (49)
But Φd is defined by (42). This makes sense of µ
x
i as µ
x
i ≡ Φd(σxi ) = σzi−1σzi , but
it is not clear what the action of Φd on σ
z
i should be. Now, at least formally,
σzi =
∞∏
m=i
σzmσ
z
m+1. (50)
Unfortunately, this does not quite show that σzi ∈ AI, because the left-hand side
of Equation (50) features an infinite product of bonds. An infinite combination
(sum and/or product) of bonds will only be an element in the bond algebra if it
converges to some bounded operator in the strong or weak operator topology [41].
Suppose though for now that σzi ∈ AI. Then we can compute
Φd(σ
z
i ) = Φd
(
∞∏
m=i
σzmσ
z
m+1
)
=
∞∏
m=i
Φd(σ
z
mσ
z
m+1) =
∞∏
m=i
σxm = µ
z
i . (51)
Thus the expressions we obtain for the dual variables µxi , µ
z
i are identical to the ones
derived by traditional arguments in Section 2.2 [see Equation (19) in particular].
Because Φd is an algebra isomorphism, the dual variables are guaranteed to satisfy
the same algebra as the original variables σxi , σ
z
i . But we can view this from a
different perspective. The fact that the dual variables satisfy the correct algebra
affords an independent check supporting that Φd is indeed an isomorphism, and
thus the relations that were assumed to characterize the bond algebra are complete.
In summary, the structure of the bond algebra determines the self-duality ho-
momorphism, and the self-duality homomorphism enables us to compute the dual
variables. Thus, we have both a test for self-duality and an algorithm to construct
dual variables.
Now that we have the intuitive picture, let us point out for the sake of mathe-
matical rigor that σzi /∈ AI and Φd(σzi ) is not defined. The reason is that formally
we can also write σzi =
∏i−1
m=−∞ σ
z
mσ
z
m+1. Then it would follow from computing
the action of Φd of both representations of σ
z
i that
∞∏
m=i
σxm
?
=
i−1∏
m=−∞
σxm. (52)
But this cannot possibly hold true. It is important to notice that this is not a
limitation of the bond-algebraic approach to dualities (that managed to establish
in the previous section the self-duality of the Ising model purely by well-defined
manipulations involving bonds), but rather of the concept of dual variables in
infinite systems. In practice, however, infinite systems are studied as limits of finite
ones, for which dual variables are well defined and can be computed as above. We
will come back to this issue in Section 3.6.
3.5. Abelian versus non-Abelian dualities: the Heisenberg model
Lattice Non-Abelian dualities constitute one of the greatest challenges in the theory
of dualities, the classical aspects of which are discussed in Appendix A. In this
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section, we present preliminary contributions of bond algebras to understanding
this difficult problem.
There is a broad, well established consensus among physicists that a duality is
non-Abelian if the dual models have non-Abelian symmetries, and is Abelian other-
wise [6]. Bond algebras can realize duality mappings of an Abelian origin in models
with non-Abelian symmetries, suggesting that this classification is not appropriate.
The discussion of this section, based on a new duality for the Heisenberg model in
any space dimension d, may help sharpen the notion of non-Abelian duality beyond
the somewhat inaccurate standard lore.
The Heisenberg model,
HH = J
∑
r
d∑
ν=1
(σxrσ
x
r+eν + σ
y
rσ
y
r+eν + σ
z
rσ
z
r+eν ), (53)
is one the fundamental models of magnetism (its application to cuprates is reviewed
in Reference [45]). To our knowledge, exact dualities for the Heisenberg model have
not been reported before, and this may seem reasonable, since it has a non-Abelian
group of global symmetries (it is invariant under global SU(2) rotations in spin
space). Thus it is surprising to find out that, with the help of bond algebras, we
can write a duality for HH right away.
The starting point is the observation that the bond algebra
AH ≡ A{σxrσxr+eν , σyrσyr+eν , σzrσzr+eν} (54)
is a sub-algebra of the bond algebra of the quantum Ising model in d dimensions,
HI =
∑
r
(
hσxr +
d∑
ν=1
Jσzrσ
z
r+eν
)
, (55)
simply because the bonds of the Heisenberg model can be written as products
of bonds of the Ising model. Then any (self-)duality for the Ising model can be
translated into a duality for the Heisenberg model. For example, we can use the
self-duality mapping of the quantum Ising chain, Equation (42) to find a dual form
for the d = 1 Heisenberg model. Since
σyi σ
y
i+1 = σ
x
i σ
z
i σ
z
i+1σ
x
i+1
Φd−→ −σzi−1σxi σzi+1, (56)
we find that
HH
Φd−→ HDH =
J
4
∑
i
(σzi−1σ
z
i+1 − σzi−1σxi σzi+1 + σxi ). (57)
Appendix D describes a version of this duality for finite systems that can be checked
numerically. The Hamiltonian HDH has an interesting connection to the eight-vertex
model that seems to have gone unnoticed to the best of our knowledge. Section 7.3
discusses the relation between the eight-vertex model and the anisotropic quantum
Heisenberg model. In particular, its is shown that HDH is directly related to the
quantum Ashkin-Teller model.
In contrast to what standard practice would suggest, we do not think that it
is appropriate to call Equation (57) a non-Abelian duality. The duality of Equa-
tion (57) is strictly based on the self-duality of the quantum Ising chain, that is
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Abelian on at least two accounts. First, the Ising model has only Abelian symme-
tries. Second, we will show (Section 7) that the self-duality of the quantum Ising
chain is strictly equivalent to the self-duality of the classical D = 2 Ising model.
Classical dualities are strictly based on very special properties of Abelian groups
(see Appendix A). It seems fair to say that the duality of Equation (57) avoids
the non-Abelian structure of the model, and thus it is inappropriate to call it a
non-Abelian duality. In other words, this duality for the Heisenberg model sug-
gests that the group of symmetries of a model is not the most important factor in
determining the character of a duality.
The results and ideas just discussed are not peculiar to one dimension, but before
discussing the higher- dimensional analogues of Equation (57), we need to introduce
a bit of notation to describe degrees of freedom on the links of a lattice. In general,
to specify a link l of a hyper-cubic lattice of dimension d, we determine first the
lattice site r and direction ν such that l connects the two sites r and r+eν . Then,
we denote l by the pair (r, ν), as shown in Figure 2. We can now place a spin
e2
r e1 r
(r + e2, 1)
(r, 2) (r + e1, 2)
(r, 1)
r + e2
r + e1
x
Figure 2. (Left panel) Convention to denote vertices r = (r1, r2) = r1e1 + r2e2 in a two-dimensional
square lattice with unit vectors e1, e2, and (right panel) links, attached to a vertex r, (r, ν) with ν = 1, 2.
S = 1/2 degree of freedom at each link (r, ν), represented by sets of Pauli matrices
σµ(r,ν), µ = x, y, z. Let us introduce one more piece of notation. Both the plaquette
operator
B(r,µν) = σ
z
(r,µ)σ
z
(r+eµ,ν)
σz(r+eν ,µ)σ
z
(r,ν), µ 6= ν = 1, · · · , d, (58)
that resides on the plaquette with vertex r and spanned by (eµ,eν), and the vertex
operator
Ar =
d∏
ν=1
σx(r,ν)σ
x
(r−eν ,ν)
, (59)
that resides on the lattice site r, will show up repeatedly in this article. Also,
in dimensions d = 2 or 3, we prefer a more compact notation for the plaquette
operator,
B(r,1) ≡ B(r,23), B(r,3) ≡ B(r,12), B(r,2) ≡ B(r,31). (60)
With these conventions in place, we can introduce a model dual to the Ising
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model in any dimension:
HDI =
∑
r
(
h Ar +
d∑
ν=1
Jσz(r,ν)
)
. (61)
The duality follows from these observations: The vertex operators Ar anti-commute
with exactly 2d spins σz(r,ν), just as the spins σ
x
r of the Ising model of Equation
(55) anti-commute with exactly 2d bonds σzrσ
z
r+eν . Similarly, the spins σ
z
(r,ν) anti-
commute with just two vertex operators Ar and Ar+eν , just as σ
z
rσ
z
r+eν anti-
commutes with σxr and σ
x
r+eν only (a classical analogue of this duality was intro-
duced by Wegner in Reference [46]). On the other hand, the relation
σyrσ
y
r+eν = −σzrσzr+eν σxrσxr+eν , (62)
shows that the bond algebra of the Heisenberg model of Equation (53) is a sub-
algebra of the bond algebra of the Ising model. Hence we can transfer the duality
of Equation (61) to the Heisenberg model:
HDH = J
∑
r
d∑
ν=1
(ArAr+eν −Arσz(r,ν)Ar+eν + σz(r,ν)). (63)
The duality mapping reads,
ArAr+eν
Φd−→ σxrσxr+eν , σz(r,ν)
Φd−→ σzrσzr+eν . (64)
Notice that HH has one spin degree of freedom per lattice site, while H
D
H has d
(one per link). Thus HH and H
D
H do not act on state spaces of the same dimen-
sionality when d > 1, and cannot be dual in the strict sense of definition (3.4).
In order to resolve this dilemma, one must appreciate that HDH has a large group
of gauge (local) symmetries that is not shared by the Heisenberg model (that has
only global symmetries). All of the plaquette operators B(r,µν) defined in Equation
(58) commute with HDH ,
[B(r,µν), H
D
H ] = 0, (65)
and rigorously speaking, HH and H
D
H are dual up to the complete elimination of
these gauge symmetries (Appendix D presents a version of this statement that can
be checked numerically. Note also that this discussion also applies to the duality
of Equation (61) between HI and H
D
I for d > 1). This crucial refinement of the
concept of duality will be discussed at length in Section 3.11 and will justify the
need for homomorphisms, as opposed to isomorphisms, in the more general case.
Let us notice in closing this line of arguments, that there are also several examples
of self-dual models with a non-Abelian symmetry group, most notably the d = 1
vector Potts (p-clock) model of Section 4.1, and d = 3 Zp gauge theories of Section
6.4. The fact that these models have non-Abelian symmetries seems to have gone
unnoticed in the literature. We consider next a connection between self-dualities
and non-Abelian groups of a completely different character. Self-duality isomor-
phisms connect one and the same Hamiltonian at different regions in coupling
space, and taken together they close a self-duality group, because the composition
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of two self-dualities is another self-duality. This group acts linearly on the bond
algebra of the Hamiltonian, and can be either Abelian or non-Abelian.
To illustrate the premise, consider Kitaev’s “honeycomb model” [16, 47–49], de-
fined by the S = 1/2 Hamiltonian,
HKh = −Jx
∑
x−bonds
σxi σ
x
j − Jy
∑
y−bonds
σyi σ
y
j − Jz
∑
z−bonds
σzi σ
z
j
= −
∑
〈ij〉
Jµσ
µ
i σ
µ
j , eµ||(~j −~i), (66)
on a honeycomb lattice. Here the spins are located at the sites i, j (we use the
notation that is standard in the literature to avoid any confusion). The three near-
est neighbor directions on the honeycomb lattice (at 120 degrees relative to one
another) are denoted by the indices µ = x, y, z in Equation (66), see Figure 3.
z z z z
z z z z
z z z z z
z z z
z z z
y x y x y x y x
y x y x y x y x
x y x y x y x y
x y x y x y x y
~σk
=⇒
z z z z
z z z z
z z z z z
z z z
z z z
x y x y x y x y
x y x y x y x y
y x y x y x y x
y x y x y x y x
~σk
Φd
x
Figure 3. Kitaev’s honeycomb model features S = 1/2 spins represented by a Pauli matrices ~σk . The
model has three types of bonds, indicated by the letter µ = x, y, z, that represent the bond operators
σµi σ
µ
j . Φd stands for the duality mapping that realizes the exchange σ
x
i σ
x
j ↔ σ
y
i σ
y
j , and that will be
denoted in what follows as Pyxz.
The Hamiltonian HKh admits several simple self-dualities that exchange any
two of its couplings Jx, Jy, and Jz , and more general permutations as well.
Let τ ∈ S3, the group of permutations of three elements, be the permutation
x, y, z 7→ τ(x), τ(y), τ(z). Then we denote the corresponding self-duality mapping
by Pτ(x)τ(y)τ(z), that realizes the exchange Jx, Jy, Jz 7→ Jτ(x), Jτ(y), Jτ(z) (for exam-
ple, the self-duality shown in Figure 3 will be denoted by Pyxz). We see that this
family of self-dualities affords a representation of the non-Abelian group of permu-
tations in the space of bonds of the model, but this group does not commute with
HKh unless the Hamiltonian is fine-tuned to be at the self-dual line Jx = Jy = Jz.
We can write down representations for the pairwise permutations. For instance,
a global rotation about the σz axis by 90 degrees will exchange σxσx with σyσy
and viceversa. It follows that
Pyxz = exp
iπ
4
N∑
j=1
σzj
 . (67)
The three pairwise permutations {Pyxz , Pxzy, Pzyx} can be represented as (non-
commuting) rotations by 90 degrees. Any permutation of the three bond types (or
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any bonds more generally in other systems) can, of course, be written as a product
of pairwise permutation operators of the form of Equation (67). For instance,
Pzxy = PzyxPxzy. (68)
Similar to the group S3, we might embed other finite groups as acting on a finite
number of bond types.
3.6. Exact dualities for finite systems
Up to now we have only considered bond algebras of infinite systems. This has
advantages and disadvantages. On one hand, the bond algebras are mathematically
well defined, and the bond algebra mappings of interest are typically simple. On
the other hand, it is of great interest to study the action of these mappings on
operators that are infinite combinations of bonds (e.g., the Hamiltonian). This
may be a concern because those operators need to be defined in the infinite tensor
product space where the bond algebra acts. We saw in Section 3.4 some of the
problems that can arise from trying to extend the action of bond algebra mappings
to infinite combinations of bonds. Let us take a look at these problems from a
slightly different perspective that will be useful later in this section.
It is standard practice to argue that the quantum Ising chain of Equation (15)
has a Z2 symmetry generated by
Q =
∞∏
i=−∞
σxi , [HI, Q] = 0. (69)
Now, since formally we can write 1 =
∏∞
i=−∞ σ
z
i σ
z
i+1, it would seem that the
mapping of Equation (42) satisfies
Φd(1) =
∞∏
i=−∞
Φd(σ
z
i σ
z
i+1) = Q. (70)
Since Φd(1) = 1 must hold true as well, it would seem that Φd is a multivalued
mapping. This problem was already pointed out in Section 2.2 from a different
but equivalent perspective. In general, duality mappings established in the limit
of infinite size, or in the continuum as in QFT (see Section 6), are well defined
on finite combinations of bonds, but have ill-defined actions on for example global
symmetries that involve infinite combinations of bonds.
The practical solution to these problems is to work with bond algebras of finite-
size systems, and eventually take the thermodynamic limit if one is interested in
the infinite-size system. But typically, standard boundary conditions (BCs) (open,
periodic, anti-periodic, etc.) may spoil duality properties that are apparent in the
infinite- size limit. For example, both open and periodic BCs,
HoI =
N∑
i=1
hσxi +
N−1∑
i=1
Jσzi σ
z
i+1, (open BCs), (71)
HcI = H
o
I + Jσ
z
Nσ
z
1 , (periodic (toroidal) BCs), (72)
spoil the self-duality J ↔ h of the quantum Ising chain, and the same happens
with many other (self-)dualities.
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On the other hand, BCs can help to restore in finite-size systems properties of
the thermodynamic limit like translation invariance. Similarly, bond algebras can
be exploited to find in a systematic way model specific BCs that restore duality
properties [15]. This is an impressive advantage of the bond-algebraic over the
traditional approach, because it puts models that are exactly dual or self-dual
at reach of computer simulations (the role of BCs in connection to dualities was
noticed from time to time in the literature in the context of specific models, see
for example [33, 50]). Let us see how this works with the models of Equations (71)
and (72). More complicated examples will be discussed in later sections.
Intuitively speaking, the Hamiltonian HoI of Equation (71) should not be self
dual, because it has N bonds σxi , but only N − 1 bonds σzi σzi+1. This suggests
adding a bond
HoI → H˜oI = HoI + JσzN (73)
(see Figure 4) that becomes irrelevant in the thermodynamic limit, from the stand-
point of bulk properties.
σx1 σz1σ
z
2
σx2 σz2σ
z
3
σx3 σz3σ
z
4
σx4
σz5
σx1
σz1σ
z
2 σx2
σz2σ
z
3 σx3
σz3σ
z
4 σx4
σz5
Φd
x
Figure 4. Two finite-size (N = 4 sites) quantum Ising chains with self-dual BCs that break Z2 invariance,
connected by the self-duality isomorphism Φd of Equation (75). The big circle at the rightmost end of the
chains represents the boundary correction σz4 .
The next step is to check that H˜oI is self-dual. To see this, we notice that if the
model admits a self-duality mapping Φd, it must be that
Φd(σ
x
1 ) = σ
z
N , (74)
due to the structure of relations among bonds. Next, to compute Φd(σ
z
1σ
z
2), notice
that it must be one of the σxs, and that it must anti-commute with Φd(σ
x
1 ) = σ
z
N .
Thus it must be that Φd(σ
z
1σ
z
2) = σ
x
N . Reasoning in this way, we can reconstruct
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the full self-duality isomorphism
σx1
Φd−→ σzN
σxi
Φd−→ σzr(i)σzr(i)+1, i = 2, 3, · · · , N
σzN
Φd−→ σx1
σzi σ
z
i+1
Φd−→ σxr(i), i = 1, 2, · · · , N − 1, (75)
r(i) represents the inversion map
r(i) = N + 1− i. (76)
Notice that Φ2d = 1, the identity map. In general, as discussed in Section 3.8, Φ
2
d
is related to a symmetry of the model under consideration.
The boundary term JσzN also makes it possible to compute finite dual variables.
The extra bond σzN guarantees that the individual spins σ
z
i , i = 1, · · · , N are
elements in the bond algebra, since we can write
σzi = σ
z
N × σzNσzN−1 × · · · × σzi+1σzi . (77)
Then the dual variables µx,y,zi = Φd(σ
x,y,z
i ) are
µx1 = σ
z
N
µxi = σ
z
r(i)σ
z
r(i)+1, i = 2, 3, · · · , N,
µzi =
N∏
m=i
σxr(m) =
r(i)∏
m=1
σxm. (78)
The mapping of Equation (75) proves that H˜oI is indeed self-dual, and is free
of the mathematical inconsistencies embodied in Equation (70). In particular, the
self-dual boundary term breaks the Z2 symmetry of the model, so the problem
inherent to Equation (70) is no longer an issue. On the other hand, one can find
self-dual BCs that preserve the Z2 symmetry Q =
∏N
i=1 σ
x
i , namely
HoI → H˜ ′
o
I = H
o
I − hσxN . (79)
The self-duality mapping for H˜ ′
o
I can be constructed just as before, starting with
Φd(σ
x
1 ) = σ
z
N−1σ
z
N , but since σ
x
N is no longer in H˜
′o
I , this will not determine the
action of Φd on σ
x
N . This is important because we would like to compute Φd(Q)
and check that no inconsistency arises, and it is easy to solve. The trick is to add
σxN to the list of bond generators, i.e., bond algebra, but not to H˜
′o
I , and extend
the action of Φd consistently. In this case, the result is that Φd(σ
x
N ) = σ
z
1 , and so
QD ≡ Φd(Q) = σzN , so that [QD, H˜ ′
o
I ] = 0. (80)
The self-duality exchanges the two non-trivial symmetries of the model.
The discussion of previous paragraphs illustrates very general features of the
problem of constructing (self-)dual boundary terms, features that we will find also
in more complex models in higher dimensions. In general, (self-)dual BCs are not
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unique, and different choices break and/or preserve different symmetries. This is
intimately connected to the topic of Section 3.8, and it is important in practice
to remember that the action of a duality on a non-local symmetry cannot be
understood with any precision in the formal limit of infinite size or in the continuum
(where, on the other hand, dualities are most easily spotted!). For that, one has to
choose the (self-)dual BC that is best suited to the problem at hand, to consider
afterwards the action of the duality on the symmetries. Let us illustrate next self-
dual BCs that preserve translation invariance.
σx1 = σ
x
N+1
σzNσ
z
1
σxN
σz1σ
z
2
σz2σ
z
3
σ22
≈
≈
x
Figure 5. Quantum Ising chain featuring N sites, with periodic BCs.
In contrast to the open chain, the closed Ising chain HcI of Equation (72) does
not suffer from any bond counting mismatch, so one could think that
σxi 7→ σzi σzi+1, σzi σzi+1 7→ σxi+1, (with N + 1 ≡ 1), (81)
defines a self-duality. Unfortunately, this is incorrect. If this mapping were an
isomorphism, it would map
1 = σz1σ
z
2 × · · · × σzNσz1 7→ σx1 · · · σxN , (82)
but isomorphisms can only map the identity 1 to itself. Fortunately, this analysis
suggests the solution to the problem. Let us change the boundary term as
HcI → H˜cI = HoI + JσzNQσz1 , (83)
with
Q =
N∏
m=1
σxm. (84)
Then, with the understanding that σzNσ
z
1 should be replaced by σ
z
NQσ
z
1 , the mapping
of Equation (81) does define a self-duality isomorphism for H˜cI .
The boundary correction σzNσ
z
1 → σzNQσz1 seems to break the translational in-
variance of HcI . To see that this is not the case, let us fix a uniform notation
zi ≡ σzi σzi+1, i = 1, · · · , N − 1, zN ≡ σzNQσz1 , and compute the action of Φ2d from
Equation (81),
Φ2d(σ
x
i ) = σ
x
i+1, Φ
2
d(zi) = zi+1, with i+N ≡ i. (85)
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We see that Φ2d is in fact the generator of translations. When we explain in the
next section that Φd is unitarily implementable, this will afford the proof that H˜
c
I
has translation invariance.
One easy way to check the correctness of the self-duality mapping of Equation
(81) (with corrected boundary term) is to compute the dual variables, and check
that they satisfy the correct Pauli algebra. The problem with this plan is that all
the bonds in H˜cI commute with the symmetry Q, and so the individual spins σ
z
i ,
i = 1, · · · , N cannot possibly be in the bond algebra. The solution is to add one
spin, say σzN to the set of bond generators, but not to H˜
c
I . In this way, we extend
the bond algebra to include all the σzi without spoiling the fact that H˜
c
I is self-
dual, provided we can extend the action of the self-duality isomorphism to σzN in
a consistent fashion.
For the sake of concreteness, let us see how this works when there are only N = 3
spins in the chain. Then the self-duality isomorphism
σx1
Φd−→ σz1σz2 , σz1σz2 Φd−→ σx2 ,
σx2
Φd−→ σz2σz3 , σz2σz3 Φd−→ σx3 , (86)
σx3
Φd−→ σz3Qσz1, σz3Qσz1 Φd−→ σx1 ,
can be extended to σz3 as
σz3
Φd−→ σz1 , (87)
preserving all the algebraic relations. The dual variables that follow read
µz1 ≡ Φd(σz1) = σz1σx2σx3 , µx1 ≡ Φd(σx1 ) = σz1σz2 ,
µz2 ≡ Φd(σz2) = σz1σx3 , µx2 ≡ Φd(σx2 ) = σz2σz3 , (88)
µz3 ≡ Φd(σz3) = σz1 , µx3 ≡ Φd(σx3 ) = σz3Qσz1 .
It is straightforward to extend this construction to N spins.
3.7. Dualities as unitary transformations
Last section’s results strengthen our argument that the bond-algebraic approach to
dualities is truly practical. One can always take a duality between infinite models,
recast it as a duality between finite renditions of those models, even check the
homomorphism numerically, and be free of all potential inconsistencies. Also, the
general definition of bond algebra and duality are meant to settle the connection
between dualities and unitary transformations. It is not clear how to use them to
construct explicitly the unitaries that implement dualities (from now on, we use
the word unitary as short for unitary transformation). Let us show for concreteness
how to build the self-duality unitary of the simplest self-dual quantum Ising chain
with only two sites.
Consider first the Hamiltonian of Equation (73) with just two sites, N = 2. Then
(from Equation (75)), the self-duality isomorphism reads
σx1 ←→ σz2, σx2 ←→ σz1σz2 . (89)
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Let
| − −〉, | −+〉, |+−〉, |++〉, (90)
be the simultaneous eigenstates of σx1 and σ
x
2 , and let
| − 1 − 1〉 = | ↑↓〉, | − 1 1〉 = | ↓↑〉, (91)
|1,−1〉 = | ↓↓〉, |1 1〉 = | ↑↑〉,
be the simultaneous eigenstates of σz1σ
z
2 and σ
z
2 . These latter bonds are dual to σ
x
2
and σx1 respectively, thus we must have
Ud = | − 1 − 1〉〈− − |+ | − 1 1〉〈+ − |+ (92)
|1 − 1〉〈− + |+ |1 1〉〈+ + |,
or, in matrix form,
Ud = 1
2

1 1 1 1
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1
 . (93)
The isomorphism Φd of Equation (89) is its own inverse, and correspondingly,
U2d = 1.
3.8. Dualities and quantum symmetries
A symmetry transformation is a modification of the observer’s point of view that
does not change the outcome of an experiment performed on the same system.
Mathematically, in quantum mechanics, it is a mapping that takes the Hilbert
space of states H into an equivalent Hilbert space. Wigner’s theorem asserts that
any transformation Tˆ which preserves the transition probability between rays in
the Hilbert space H, |Ψ1〉, |Ψ2〉,
|〈Tˆ †Ψ1|TˆΨ2〉|2 = |〈Ψ1|Ψ2〉|2 (94)
can be represented by a linear unitary or anti-linear anti-unitary map U (U † = U−1)
on H. The discrete operation of time-reversal is one of the few relevant examples in
physics which involves an anti-unitary operator. A symmetry transformation leaves
the Hamiltonian invariant. That is, U H[λ]U † = H[λ] or, equivalently, [H,U ] = 0.
Self-dualities have sometimes been alluded to as being symmetries [1]. We think
this is a misnomer for the following reasons: As argued, self-dualities are usually
unitarily implementable transformations. However, while quantum symmetries are
trivial isomorphisms that leave the Hamiltonian H invariant, self-duality transfor-
mations do not preserve the form of H, but rather preserve its spectrum and level
degeneracies. In a sense, self-dualities capture non-trivial isomorphisms aside from
the more trivial case of symmetries that leave H itself invariant.
One basic connection between symmetries and dualities is that symmetries con-
trol the variety of ways in which dualities can manifest themselves. A closer look
at any duality reveals that it could be embodied in a wide variety of isomorphisms,
but there is a common denominator: these are all related by symmetry. This is
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easy to understand on general grounds, now that we know that dualities are uni-
tary equivalences. For suppose that you have two different dualities Ud and U ′d
that connect Hamiltonians H1 and H2,
UdH1U†d = H2, and U ′dH1U ′†d = H2. (95)
Then
U ′†dUdH1U†dU ′d = H1, and U ′dU†dH2UdU ′†d = H2, (96)
so that U ′†dUd is a symmetry of H1, and U ′dU†d is a symmetry of H2. Conversely if
U1 (U2) is a symmetry of H1 (H2), and Ud is a duality as above, then
U2UdU1 (97)
is a duality as well. These connections could be used to unveil hidden symmetries
through dualities.
The connection between dualities and symmetries is even stronger for self-dual
models [15]. Suppose, for simplicity, that we have a Hamiltonian H[λ1, λ2, · · · ],
dependent upon a set of couplings λν , that is self-dual under the exchange λ1 ↔ λ2,
that is,
UdH[λ1, λ2, · · · ]U†d = H[λ2, λ1, · · · ], (98)
with Ud a unitary independent of the couplings. Ud relates to symmetries of H in
two ways. First, it is clear that
[H[λ1, λ2, · · · ], U2nd ] = 0, (99)
i.e., U2nd are symmetries of H for any n = 1, 2 · · · up to the power that gives unity
back. We see that loosely speaking, a self-duality can be seen as the square root of
a symmetry. Second, Equation (98) shows that at the self-dual point
λ1 = λ2 (self-dual point), (100)
Ud itself commutes with H. In other words, Ud emerges as a new symmetry at the
self-dual point. In fact, the full sequence of powers Ud,U2d ,U3d , · · · is a sequence of
quantum symmetries at the self-dual point.
The results just described suggest that self-dualities may increase the symmetry
of a model drastically at the self-dual point, maybe even by becoming a continuous
group of symmetries. This is an especially attractive possibility for models that
exhibit a phase transition at the self-dual point, but in fact, it can be excluded on
general principles. For suppose that one could find a self-duality transformation
Ud(θ) that depends on some set of continuous coordinates θ, so that
Ud(θ)H[λ1, λ2, · · · ]U†d(θ) = H[λ2, λ1, · · · ] (101)
for any value of θ 6= 0, independently of the values of the couplings in H. Such
a group of self-duality unitaries would become an extra continuous symmetry of
the model at the self-dual point. But this is impossible, because U2d (θ) must be a
symmetry always. Then, taking θ = ǫ infinitesimal so that U2d (ǫ) ≈ 1+ 2iǫ · T˘ , we
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see that the generators T˘ must always commute with H. But then Ud(ǫ) ≈ 1+iǫ · T˘
must commute with H as well, rather than represent a self-duality.
The discussion above does not exclude the possibility that Ud may depend on
the couplings in the Hamiltonian,
Ud(λ1, λ2, · · · )H[λ1, λ2, · · · ]U†d(λ1, λ2, · · · ) = H[λ2, λ1, · · · ], (102)
and this is in fact the case for the spin S = 1/2 XY model discussed in Section
3.10. But this would not turn the self-duality at the self-dual point into continuous
symmetry either. Rather, one would have a discrete set of symmetries, one discrete
set for each value of the self-dual coupling λ ≡ λ1 = λ2.
In closing, let us mention briefly two examples. Consider first the finite, open,
self-dual quantum Ising chain H˜oI introduced in Section 3.6, Equation (73). It is
easy to verify that U2d = 1 (there is no need to compute Ud explicitly, just to note
that Ud implements the mapping defined in Equation (75)). At the self-dual point
J = h, Ud becomes a non-trivial discrete symmetry of the model, the generator of
a Z2 symmetry group for H˜
o
I . This is especially interesting, since the standard Z2
symmetry of the Ising model is broken by the self-dual boundary term JσzN . For
the infinite quantum Ising chain, we have from Equation (42) that
Φ2d(σ
x
i ) = σ
x
i−1, Φ
2
d(σ
z
i σ
z
i+1) = σ
z
i−1σ
z
i , (103)
Thus Φ2d generates lattice translations to the left.
3.9. Order and disorder variables for self-dual models
Recognizing that self-dualities are unitary equivalences has consequences that go
beyond symmetry, and are intimately tied to the behavior of the quantum fluc-
tuations that compete at a quantum phase transition. For self-dual models, there
is a natural way to associate a disorder parameter to any order parameter (and
viceversa), through the self-duality unitary, and moreover, the eigenstates of the
self-duality unitary are states at which the expectation value of a pair of “duality-
conjugate” observables are equal. While these states are not specially meaningful
at general couplings, at the self-dual point they can be chosen to be simultaneous
eigenstates of the Hamiltonian (because the self-duality becomes a symmetry at
the self-dual point).
The general setting we are going to consider in this section is that of a self-dual
Hamiltonian H[λ] depending on any number of parameters λ = (λ1, λ2, · · · ), with
dual parameters λ∗ defined by
H[λ∗] = UdH[λ]U†d . (104)
The observable Od dual-conjugate to O is defined by the equation
Od = UdOU†d (105)
For example, H[λ∗] is the dual-conjugate of H[λ], and for the Ising models stud-
ied in Section 3.6, the dual-conjugates of the spin operators σxi , σ
z
i are the dual
variables µxi , µ
z
i of Equations (78) and (88).
The first interesting consequence of this definition is that, relative to self-duality
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eigenstates |φj〉,
Ud|φj〉 = eiφj |φj〉, j = 1, · · · , dimH, (106)
pairs of observables that are dual-conjugate have identical expectation values,
〈φj |Od|φj〉 = 〈φj |UdOU†d |φj〉 = 〈φj |O|φj〉. (107)
This is especially interesting at the self-dual point λsd = λ
∗
sd, where the states
|φj〉 can be chosen to be simultaneous eigenstates of Ud and H[λsd] (since Ud is a
symmetry of H at the self-dual point).
Next we would like to compare expectation values of dual-conjugate pairs relative
to arbitrary states |ψ〉. For this it is convenient to specialize the discussion to self-
dualities that are their own inverses, so that
U†d = Ud. (108)
It is often possible to arrange for this to be the case, thanks to the freedom in
choosing Ud discussed in the previous section. Then, we have on one hand that
〈ψ|Od|ψ〉 = 〈ψd|O|ψd〉, (109)
where
|ψd〉 ≡ Ud|ψ〉. (110)
But thanks to Equation (108), a completely analogous relation holds for O:
〈ψ|O|ψ〉 = 〈ψ|U2dOU2d |ψ〉 = 〈ψd|Od|ψd〉, (111)
It is in this specific sense that O and Od show perfectly complementary behavior.
Let us apply these general results to quantum phase transitions. Let |Ω;λ〉 denote
a ground state for H[λ]. Then Ud|Ω;λ〉 is a ground state for H[λ∗], that we denote
|Ω;λ∗〉. It follows that
〈Ω;λ|O|Ω;λ〉 = 〈Ω;λ∗|Od|Ω;λ∗〉, and (112)
〈Ω;λ|Od|Ω;λ〉 = 〈Ω;λ∗|O|Ω;λ∗〉.
Hence, if the mean value of O happens to be related to the order parameter asso-
ciated with a phase transition that takes place as the couplings λ are changed, it
follows immediately from the two relations above that Od represents an operator
related to the disorder parameter.
Consider for illustration the quantum Ising chain, and set λ ≡ J/h, so that the
dual λ∗, resulting from the self-duality transformation h ↔ J , is λ∗ = λ−1. Then
we have that
〈0;λ|σzi σzj |0;λ〉 = 〈0;λ−1|µziµzj |0;λ−1〉, 〈0;λ|µzi µzj |0;λ〉 = 〈0;λ−1|σzi σzj |0;λ−1〉.
(113)
Equation (113) demonstrates that the string operator of Equation (78) is the dis-
order variable conjugate to the order variable σzi [22]. The relation between our
bond-algebraic approach to quantum disorder variables and the work of Kadanoff
and Ceva [24] on (commutative) algebras in the classical D = 2 Ising model is
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elaborated on in Section 7.6. Our bond-algebraic approach generalizes the work of
[24]. Here we would like to point out that in Reference [24], it was argued (only in
the context of the D = 2 Ising model) that the product of an order and a neigh-
boring disorder variable should behave as a fermion. This is largely satisfied by our
operator order and disorder quantum variables for the quantum Ising chain. If we
define
γi ≡ σzi µzi+1, (114)
then it will be easy to check that the operator γi represents a Majorana fermion,
that is, a Dirac fermion that is self-conjugate (and consequently, its own anti-
particle). For the current purposes, it suffices to mention that Majorana fermions
can be expressed in terms of (spinless) fermion creation/annihilation operators and
satisfy the following anti-commutation relations
{γi, γj} = 2δi,j . (115)
This enables the standard Jordan-Wigner transformation [23] that maps S = 1/2
spin degrees of freedom into spinless fermions (and viceversa).
It seems to be a general feature of d = 1 quantum models that the product of
the order and disorder variables satisfies simple and interesting algebraic relations.
Unfortunately, this pattern seems to break down in higher dimensions.
3.10. Emergent dualities
Two standard ways to simplify models in condensed matter physics are to restrict
couplings to take very special values, and/or project out some states of the full state
space. A typical example is the t-J model [51], that is obtained as a projection from
the Hubbard model in the strong-coupling limit. In this section, we explain how
emergent (self-)dual properties can appear in the effective models that come out of
such manipulations [15], even when the starting models are not (self-)dual to start
with. We discuss the two scenarios (special couplings versus reduced state space)
separately for simplicity, but examples more complex than the ones we are going
to consider can well present a blend of both.
3.10.1. Projective emergent dualities
The projection of a Hamiltonian, and a corresponding bond algebra, into a sector
(subspace) W of the full state space H, produces a new bond algebra that may,
or may not, have new algebraic and duality properties. For instance, bonds that
do not commute in general may commute when projected onto certain sectors, or
vanish (thus reducing the number of relations that characterize the algebra). Hence
it may well be that the projected bond algebra enjoys (self-)dualities that are not
available for the full model.
More precisely, a projection will always change the structure of the bond algebra,
unless the projector PW = P
2
W commutes with all the bonds. To see this, notice
that the following relation always holds
PW(hΓ + λhΓ′)PW = PWhΓPW + λPWhΓ′PW . (116)
So, projection always preserve the linear structure. Problems can develop with
respect to the multiplicative structure, since
PW(hΓhΓ′)PW = PWhΓPW PWhΓ′PW (117)
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will generally hold only if for all Γ,
[hΓ, PW ] = 0. (118)
If this is the case, then
PW(hΓhΓ′)PW = P
2
W(hΓhΓ′)P
2
W = PWhΓPW PWhΓ′PW , (119)
and the projection process preserves (to some extent) the structure of the bond
algebra (in other words, the mapping Φ(hΓ) = PWhΓPW = hΓPW is an algebra
homomorphism).
However, it is unlikely that the projections of physical interest will preserve
the bond algebra as in Equation (119), and so we can expect that the effective,
projected model will have a different bond algebra (Gauge models represent the
most important exception to this rule, see the next section). We call emergent
dualities those dualities that are brought about by this change in the bond algebra
due to a projection (or a special fixing of the couplings, like in the next subsection),
to stress that these dualities emerge in some sector of the theory but need not be
exact relations for the full system.
In many instances, the sector of interest is that of low energies. At low temper-
atures, the system becomes more and more confined to this Hilbert space sector
(especially so when spectral gaps are present between the low energy sector of H
and all other excited states). It is important to appreciate that emergent dualities
must be unitarily implementable, just as ordinary dualities, with the extra freedom
that the unitary transformations need only be defined on certain subspaces such
as that spanned by the low energy states.
To make this lucid, we now consider two examples. The first example is afforded
by the elementary Hamiltonian
HL = Lz +
1
2
, (120)
with the angular momentum operator Lz = −i∂/∂θ. If one takes its domain to be
the full Hilbert space of wave-functions on the circle 〈θ|ψ〉 = ψ(θ) ∈ L2(U(1)), then
HL is not bounded below. However, HL has an emergent duality to the standard
harmonic oscillator
HHO = a
†a+
1
2
, [a, a†] = 1, (121)
on the sector of states of non-negative angular momentum.
To see how this works, consider the algebra,
[Lz, A] = −A, [Lz, A†] = A†, [A,A†] = 0 (122)
where A and A† are the ladder operators associated with Lz, and act on wave-
functions by multiplication, 〈θ|A|ψ〉 = e−iθψ(θ). Then, if we let {|m〉} denote
angular momentum eigenstates,
Lz|m〉 = m|m〉, 〈θ|m〉 = 1√
2π
eimθ, (123)
we have that 〈θ|A|m〉 = 〈θ|m− 1〉 and 〈θ|A†|m〉 = 〈θ|m+ 1〉.
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We would like to study this algebra on the subspace spanned by the states |m〉 of
non-negative angular momentum only, m = 0, 1, 2, · · · . If P denotes the orthogonal
projector onto this subspace, then it is not difficult to check that
[LP , AP ] = −AP , [LP , A†P ] = A†P , [AP , A†P ] = P0, (124)
where P0 = |0〉〈0| denotes the projector onto the eigenspace of 0 angular mo-
mentum (the ground state sector for PHLP ). In Equation (124), we employ the
shorthandMP = PMP for general projected operators (and we further abbreviate,
LP = PLzP ). The algebra of Equation (124) is isomorphic to that of the harmonic
oscillator [52], as the mapping
LP
Φd−→ a†a,
AP
Φd−→ (a†a+ 1)−1/2a, A†P
Φd−→ a†(a†a+ 1)−1/2. (125)
shows. Thus Φd(PHLP ) = HHO embodies an elementary emergent duality.
Figure 6. Two dimer coverings of the square lattice. Dimer coverings label an orthonormal basis of states
for the state space of the quantum dimer model defined in the text.
A more interesting example of an emergent self-duality is afforded by the Quan-
tum Dimer Model [15]. This model’s Hamiltonian [53]
HQDM =
∑
2
[−t (∣∣
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+ v
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r
r
r
〉 〈
r
r
r
r
∣∣)
2
]
, (126)
acts on a state space spanned by orthonormal states labelled by dense dimer cov-
erings of a lattice, see Figure 6 (the sum
∑
2
must include all the elementary
plaquettes 2). It contains both a kinetic t term that flips one dimer tiling of any
plaquette to another (a horizontal covering to a vertical one and viceversa), and a
potential v term. On every plaquette, the potential term operator is equal to the
square of the kinetic term [54].
At the so-called Rokhsar-Kivelson (RK) point t = v [53], the ground states are
equal amplitude superpositions of dimer coverings. If Pg is the projection operator
onto the ground state sector, then on any plaquette,
Pg[
(∣∣
r
r
r
r
〉 〈
r
r
r
r
∣∣+ ∣∣
r
r
r
r
〉 〈
r
r
r
r
∣∣)]2Pg = Pg[(∣∣ rr rr〉 〈 rr rr∣∣+ ∣∣ rr rr〉 〈 rr rr∣∣)]2Pg = x2Pg, (127)
with x2 = 0 or 1 on the particular plaquette 2. At the RK point, the projected
Hamiltonian becomes PgHQDMPg = 0. Since both the kinetic (t) and potential (v)
terms are given by x2Pg within the ground state sector, they can be interchanged
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without affecting the bond algebra. This self-duality emerges exclusively in the
ground state sector of the model at the RK point.
3.10.2. Coupling-dependent emergent dualities
Next we discuss dualities that emerge in some specific region of the space of
parameters of some models. To some extent, this notion is already included in the
general concept of bond-algebraic duality, but the examples we have studied do
not emphasize it sufficiently. The point to notice is that we can choose the bond
generators to include the coupling and external fields in a non-trivial fashion. Then
the structure of the corresponding bond algebra depends on those couplings as well,
and varies with them. Thus it is possible that some specific values of the couplings
will afford (self-)dual properties that may be absent in general.
Let us present an example to clarify this idea. In what follows, we show that the
spin S = 1/2 XY model
HXY =
∑
i
(Jxσ
x
i σ
x
i+1 + Jyσ
y
i σ
y
i+1 + h¯σ
z
i ) (128)
presents an emergent self-duality on the surface Jx = J = 1/Jy in coupling space
(Jx, Jy, h¯) [50].
The reason is that on this surface we can re-write
HXY[J, h] =
∑
i
(Ai(J, h) +Bi(J
−1, h−1)) (129)
as a sum of bonds
Ai(J, h) ≡ Jσxi σxi+1 + hσzi , Bi(J−1, h−1) = J−1σyi σyi+1 + h−1σzi+1, (130)
provided we split h¯ = h+ h−1, thus generating a bond algebra symmetrical under
the exchange J ↔ h (so that after the duality transformation the dual magnetic
field reads h¯∗ = J+J−1). In what follows, we write Ai, Bi for Ai(J, h), Bi(J
−1, h−1),
and Aˆi, Bˆi for Ai(h, J), Bi(h
−1, J−1).
The self-duality J ↔ h is already intuitively clear from the set of relations that
characterize the bond algebra generated by the Ai, Bi:
A2i = J
2 + h2, B2i = J
−2 + h−2,
{Bi, Ai} = 0, {Bi, Ai+1} = 2,
Ai Ai+1 Ai Ai+1 + Ai+1 Ai Ai+1 Ai = 2(J
4 + h4) (131)
Bi Bi+1 Bi Bi+1 + Bi+1 Bi Bi+1 Bi = 2(J
−4 + h−4)
Ai Bi+1 Ai Bi+1 + Bi+1 Ai Bi+1 Ai = 2(J
2h−2 + h2J−2)
(all other pairs of generators commute). Rigorously, the self-duality follows from
the observation that the mapping
Ai
Φd−→ Aˆi, Bi Φd−→ Bˆi, (132)
is an isomorphism, simply because the dual bonds Aˆi, Bˆi satisfy the same relations
of Equation (131), so that HXY[h, J ] =
∑
i (Aˆi + Bˆi) is unitarily equivalent to
HXY[J, h].
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The self-duality isomorphism of Equation (132) reduces to the identity map at
the self-dual point J = h, because the bonds Aˆi, Bˆi become identical to the Ai, Bi
there. This has interesting consequences in the dual variables to be computed
below. Also, the product
iAjBj = (Jh
−1 + hJ−1)σxj σ
y
j+1 = iAˆjBˆj , (133)
is invariant under duality and can be added to the Hamiltonian with arbitrary
couplings without spoiling its self-dual structure.
The dual variables for this problem are particularly interesting because they
depend on the coupling parameters, and have an additive and multiplicative struc-
ture (while every other set of dual variables considered in this paper are purely
multiplicative). We will indicate how to construct them in general, and write them
explicitly for the simplest case of just two sites (N = 2).
The starting point is to notice that the isomorphism of Equation (132) works just
as well when restricted to a finite bond algebra generated by the 2N bonds Ai, Bi
with i = 1, · · · , N . This shows that the finite rendition HXY =
∑N−1
i=1 (Ai + Bi)
is self-dual (because of self-dual BCs, this Hamiltonian has σz1 coupled to h only,
and σzN coupled only to h
−1). The next step is to figure out whether the single
spins σxi , σ
y
i , i = 1, · · · , N are elements in the bond algebra generated by Ai, Bi,
i = 1, · · · , N − 1. Clearly they are not, since every one of these bonds commutes
with
∏N
i=1 σ
z
i . As in Section 3.6, the solution to this problem is to enlarge the bond
algebra by adding generators that do not spoil the symmetry under exchange of J
and h.
A simple analysis shows that two such operators are σy1 and σ
x
N , since they
commute with almost every other bond, except for A1 and BN−1,
{A1, σy1} = 0, {BN−1, σxN} = 0, (134)
and these relations (being independent of the couplings) preserve the symmetry in
J and h. In other words, the extended Hamiltonian
HXY[J, h, h˜
y , h˜x] = h˜yσy1 + h˜
xσxN +
N−1∑
i=1
(Jσxi σ
x
i+1 + hσ
z
i + J
−1σyi σ
y
i+1 + h
−1σzi+1)
(135)
is self-dual under the exchange J ↔ h, provided that the real constants h˜y and h˜x
are kept fixed, as follows from the isomorphism of Equation (132) extended as
σy1
Φd−→ σy1 , σxN Φd−→ σxN . (136)
This is a hidden self-duality that will not be apparent if we consider only bond
algebras independent of the couplings, and that will not hold true unless Jx = J =
1/Jy .
In the special case with only two sites, N = 2, the inclusion of σy1 in the list of
generators suffices to compute dual variables. From Equations (132) and (136), we
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get
µy1 = Φd(σ
y
1) = σ
y
1 ,
µx1 = Φd(σ
x
1 ) = (2Jhσ
x
1 + (J
2 − h2)σz1σx2 )/(J2 + h2),
(137)
µy2 = Φd(σ
y
2) = (2(Jh)
−1σy2 + (J
−2 − h−2)σy1σz2)/(J−2 + h−2),
µx2 = Φd(σ
x
2 ) = σ
x
2 .
These dual variables become identical to the original ones at the self-dual point,
as expected, since the self-duality map of Equation (132) reduces to the identity
map.
It is interesting to point out, in the light of this self-duality, an argument that
has been put forward to show that non-Abelian self-dualities cannot possibly exist.
In Reference [55], it is argued that self-dualities are unitary transformations that
exchange the kinetic with the potential energy term in a Hamiltonian, and since
these two terms must have different spectra for a non-Abelian theory, a non-Abelian
self-duality cannot exist. The emergent self-duality of the XY model does not
explicitly contradict this reasoning, but suggests a way to escape its conclusion:
an emergent non-Abelian self-duality may appear as a property of bonds that are
combinations of kinetic and potential energy terms, since such combinations can
have matching spectra.
3.11. Elimination of gauge symmetries by bond-algebraic dualities
In this section we explain an extension of the notion of duality established in
Section 3.7 that can accommodate changes in the dimension of the state space,
and show its use to eliminate gauge symmetry constraints. In practice, however,
we can potentially eliminate any local (or in the language of Reference [20], d = 0
gauge-like) symmetry in this way, so it is important to keep in mind that a local
symmetry need not always be a gauge constraint that can be disposed of. We term
dualities that eliminates gauge symmetries gauge-reducing dualities. We start with
a brief reminder of the distinction between ordinary (Wigner) and gauge quantum
symmetries, before discussing gauge-reducing dualities in detail. In principle, the
ideas that follow apply equally well to Abelian and non-Abelian gauge theories, but
non-Abelian models present technical complications that put them at the frontier
of bond-algebraic studies, and thus beyond the scope of this paper.
3.11.1. Ordinary versus gauge symmetries
Quantum symmetries are always embodied in one and the same mathemati-
cal statement: they are unitary or anti-unitary mappings that commute with the
Hamiltonian (see the discussion at the beginning of Section 3.8). But this is not
to say that all symmetries have the same physical meaning, nor the same math-
ematical consequences. There is a distinction between ordinary symmetries, like
rotations in space, and gauge symmetries. Ordinary symmetries have direct phys-
ical impact, since they can influence the level degeneracy of a Hamiltonian (and
with it, its thermal physics, see Appendix B) and constrain transition amplitudes
to satisfy stringent selection rules. On the other hand, gauge symmetries are con-
straints pointing to a fundamental redundancy. The state space of a model with
gauge symmetries is larger than physical, meaning that it contains states that can-
not be prepared or observed by experimental means (or may even contain states of
October 22, 2018 20:26 Advances in Physics Duality˙AdvPhys˙jul23˙nofigsext
Advances in Physics 39
negative norm). The sector of physical states is precisely that sector that is invari-
ant under the action of all the gauge symmetries. Similarly, Hermitian operators
that do not commute with the gauge symmetries are not observables, in the sense
that its eigenvalues do not represent measurable quantities (think, for example, of
the vector potential in QED). In a gauge theory, an observable must be Hermitian,
and commute with all the gauge symmetries.
In perspective, gauge symmetries are better thought of as constraints, and it may
seem desirable to keep them conceptually far apart from ordinary symmetries. But
it is unavoidable on first principles that quantum constraints may look just like a
symmetry. For suppose C is an operator representing a quantum constraint. Then
it must be that
dC
dt
= 0 = i[H,C], (consistent constrained dynamics), (138)
to ensure that the dynamics generated by H is consistent with the constraint. Then
if C is (Hermitian) unitary, it will look just like (the generator of) a symmetry.
In practice, physical input is required to set apart constraints from symmetries.
Take, for example, the specification of the quantum statistics of identical particles.
Until Pauli proposed his exclusion principle, it would have been natural to argue
that the many-body Schro¨dinger equation for indistinguishable particles had the
group of permutations among its symmetries. It took the introduction of a new
physical principle to show that these symmetries were in fact constraints, or su-
perselection rules, that select the fermionic or bosonic sector of Fock space as the
sector of physical states.
If a quantum gauge theory arises from the quantization of a classical gauge the-
ory, then there is no risk of confusing gauge and ordinary symmetries. On the other
hand, recent developments in condensed matter physics are fostering the develop-
ment of quantum models that do not show an obvious classical limit, and that
posses local symmetries that look much like gauge symmetries (see, for example,
Kitaev’s honeycomb model, discussed at the end of Section 3.5, and Section 3.11.3).
Then, one is forced to face the problem of deciding whether these should be treated
as ordinary symmetries, or as gauge symmetries (constraints), in part because the
(self)-dualities available will depend drastically on which one it is. The problem
could easily show up for effective theories of strongly correlated systems, where
emergent symmetries [23] could well be local.
3.11.2. Gauge-reducing dualities
In the light of the previous discussion, it would seem natural to assume that a
duality between a model with and a model without gauge symmetries (a gauge-
reducing duality) should be emergent, in the sense of Section 3.10. That is, it would
seem that one should project the bond algebra into the subspace of gauge invariant
states first, hΓ → PGIhΓPGI, in order to figure out the algebraic relations between
physical (gauge-invariant) bonds, and then look for a duality.
But as it turns out, the bond-algebraic approach does not require the elimination
of gauge symmetries to work, and that is why bond-algebraic dualities are practical
tools for removing gauge symmetries. If one chooses the bond algebra of the gauge
model wisely, one can find mappings that preserve all the algebraic relations to
models that do not have any gauge symmetries.
To make these ideas more precise, letHG be the Hamiltonian for the gauge model,
with gauge symmetries GΓ, [HG, GΓ] = 0, and let HGR be the dual, completely
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gauge-reduced model. Then the gauge-reducing duality maps
Φd(HG) = HGR, and Φd(GΓ) = 1, ∀Γ, (139)
thus rendering all the gauge symmetries trivial. Notice that Φd is not an isomor-
phisms as for ordinary dualities, but rather an homomorphism (homomorphisms
preserve all the algebraic relations, but need not be one-to-one). To be quantum-
mechanically meaningful, Φd must be implementable as an operator Ud (called a
projective unitary) that preserves the norm of gauge-invariant states, and projects
other states out. In formulas,
Φd(O) = UdOU †d , (140)
with
UdU
†
d = 1, U
†
dUd = PGI, (141)
where PGI = P
2
GI = P
†
GI is the orthogonal projector onto the subspace of gauge
invariant states |ψ〉 that satisfy
GΓ|ψ〉 = |ψ〉, ∀Γ. (142)
This completes the definition of a gauge-reducing duality.
Appendix D describes a concrete example of projective unitaries Ud. Unlike ordi-
nary unitaries, projective unitaries are represented by rectangular matrices. In the
particular case described in Equation (139), Ud has dimension dimHGR × dimHG,
where HG and HGR are the state spaces of the gauge and gauge-reduced models,
respectively.
Our bond-algebraic approach constitutes an excellent technique for detecting
gauge-reducing dualities, in part because gauge symmetries are local in general.
This makes possible to choose a set of bond generators such that each bond indi-
vidually commutes with the gauge symmetries. In this way we gain direct access to
the physical (gauge-invariant) algebra of interactions, and we can look for bond al-
gebraic dualities to other representations that show no gauge symmetries. We saw
already a duality along these lines in Section 3.5, when we studied a new duality
for the Abelian quantum Ising and non-Abelian Heisenberg models in arbitrary
dimension d. Let us study next a simpler example, well-known in the literature
[22, 34], from our new perspective.
The Z2, d = 2 dimensional gauge model [22],
HG =
∑
r
(σx(r,1) + σ
x
(r,2) + λ B(r,3)), (143)
features spin S = 1/2 degrees of freedom residing on links of a square lattice, and
plaquette operators B(r,3) defined in Equation (60). Its group of gauge symmetries
is generated by the unitaries
Gr = σ
x
(r,1)σ
x
(r,2)σ
x
(r−e1,1)
σx(r−e2,2), (144)
that not only commute with HG, [HG, Gr] = 0, but commute with each one of the
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bonds
σx(r,1), σ
x
(r,2), B(r,3), (145)
individually. In other words, the bond algebra they generate is gauge-invariant,
and it is further characterized by simple relations: (i) all the bonds square to the
identity, (ii) each spin σx anti-commutes with two adjacent plaquettes B(.,3), and
(iii) each plaquette B(.,3) anti-commutes with four spins σ
x. This set of relations
is identical to the one found in the d = 2 dimensional quantum Ising model of
Equation (55), and the mapping
σx(r,1)
Φd−→ σzr−e2σzr, σx(r,2)
Φd−→ σzr−e1σzr, B(r,3)
Φd−→ σxr , (146)
illustrated in Figure 7, shows that the two are homomorphic. Thus Φd maps HG
to HI, provided we identify the constants λ↔ h and 1↔ J .
r
r
Φd
Φd
Φd
x
Figure 7. A joint (superimposed) representation of the d = 2 dimensional Ising and Z2 (Ising) gauge
models. The bonds of the Ising model are indicated by heavy bullets and rods; and the bonds of the Z2
gauge model by crosses and dashed diamonds. The square lattices for the quantum Ising and Z2 (Ising)
gauge models are shown displaced relative to each other (they are lattices dual to each other), to clarify
the geometric aspects of the duality homomorphism Φd of Equation (146).
On the other hand, the mapping (146) is intriguing, because the Ising model does
not have any gauge symmetries. What happened to all the gauge symmetries? To
answer this question, we compute
Φd(Gr) = Φd(σ
x
(r,1)σ
x
(r,2)σ
x
(r−e1,1)
σx(r−e2,2)) =
σzr−e2σ
z
r × σzr−e1σzr × σzr−e2−e1σzr−e1 × σzr−e1−e2σzr−e2 = 1. (147)
Thus we see that Φd is a gauge-reducing duality homomorphism, and that HI
represents all the physics contained in HG, but without all the gauge redundancies.
Since a gauge-invariant bond algebra captures the purely physical properties of
the interactions, the equivalence (duality) between the two theories is self-evident
in our formalism. The bond algebraic approach naturally includes gauge invariant
Wilson loops, Aharonov-Bohm phases, and the local fields Fµν as gauge invariant
quantities constructed out of the individual bonds of the gauge theory.
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Let us explain briefly how to construct the projective unitary that implements the
mapping of Equation (146). Notice that the complete commuting set of observables
σx(r,ν), ν = 1, 2, is mapped to the set σ
z
rσ
z
r+eν . Thus we can write the projective
unitary Ud in terms of the basis |x〉 of simultaneous eigenstates of σx(r,ν), and the
spanning set |z〉 of simultaneous eigenstates of σzrσzr+eν ,
σx(r,ν)|x〉 = x(r,ν)|x〉, x(r,ν) = ±1, (148)
σzrσ
z
r+eν |z〉 = z(r,ν)|z〉, z(r,ν) = ±1.
The set {|z〉} is over-complete, because the same vector shows up mz times with
different labels, and it is convenient to renormalize the |z〉 so that
〈z|z′〉 = 1
mz
δ˜(z, z′), (149)
δ˜(z, z′) equals 1 if z and z′ label the same vector, and zero otherwise.
With these conventions in place, we can describe Ud explicitly:
U †d =
∑
x(r,ν¯)=z(r−eν ,ν)
|x〉〈z|, (150)
where ν¯ = 2 if ν = 1, and ν¯ = 1 if ν = 2. The condition x(r,ν¯) = z(r−eν ,ν) follows
from the duality homomorphism that maps
σx(r,ν¯)
Φd−→ σzr−eνσzr. (151)
In Appendix D, we describe this same construction for finite renditions of the model
that can be checked numerically.
3.11.3. Ordinary versus gauge symmetries II: An example
The bond-algebraic elimination of gauge symmetries can proceed just as easily
for any local symmetry, but if the symmetry that gets discarded is not gauge, the
dual model is not a faithful representation of the physics of the original model.
This fact forces us to reconsider critically the concept of a gauge symmetry. What
sets an ordinary local symmetry (that should not be eliminated) apart from a
gauge symmetry? Is there any intrinsic property of HG and/or its symmetries that
distinguish some of them as gauge symmetries? Unfortunately, we do not know the
answer to this question, and, as we understand them know, it seems that dualities
cannot set apart gauge from ordinary local symmetries. This is suggested by the
example that we discuss next.
Consider a honeycomb lattice with spins S = 1/2 residing on its vertices r, and
a dual triangular lattice with sites r∗. As shown in Figure 8, we can use the sites r∗
to label the elementary hexagons of the honeycomb lattice. With this convention
and notation in place, we can introduce the Hamiltonian
Hhoneycomb[h, J ] =
∑
r
h σxr +
∑
r∗
J (σz1σ
z
2σ
z
3σ
z
4σ
z
5σ
z
6)r∗ (152)
that feature plaquette interactions among the spins laying on every single elemen-
tary hexagon. It is ideal to illustrate the dilemma brought about just now, because
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r
σαr
r
∗
σα
r∗
1
2
3
4
5
6
1 2
3
x
Figure 8. Honeycomb and triangular dual lattices with vertices r and r∗, respectively. There are spins
S = 1/2 degrees of freedom placed on the vertices of both lattices, that are labelled either by the site labels
r or r∗, or by an integer i that indicates their relative position within elementary hexagonal or triangular
plaquettes. Notice also that r (r∗) can be used to label these plaquettes.
Hhoneycomb[h, J ] does commutes with a large set of local unitaries
Sr∗ = (σ
x
1σ
x
2σ
x
3σ
x
4σ
x
5σ
x
6 )r∗ , [Sr∗ , Hhoneycomb] = 0, (153)
but does not have an obvious classical limit. This face us with the problem of
deciding whether we should treat the Sr∗ as gauge symmetries and try to eliminate
them, or as ordinary symmetries.
In any case, there is a duality that maps all of the operators Sr∗ to the identity.
The dual model is most easily described by placing spins S = 1/2 on the sites r∗
of the dual triangular lattice, as in Figure 8. Its Hamiltonian then reads
Htr[J, h] =
∑
r∗
J σxr∗ +
∑
r
h (σz1σ
z
2σ
z
3)r, (154)
and features plaquette interactions among the spins laying on every single elemen-
tary triangle. It is straightforward to check that the mapping
σxr
Φd−→ (σz1σz2σz3)r , (σz1σz2σz3σz4σz5σz6)r∗ Φd−→ σxr∗ (155)
is a homomorphism of bond algebras such that Φd(Hhoneycomb[h, J ]) = Htr[J, h],
but Htr has no local symmetries. In particular,
Φd(Sr∗) =
6∏
i=1
Φd(σ
x
i ) =
6∏
i=1
(σz1σ
z
2σ
z
3)i = 1, (156)
since Φd maps the six spins σ
x on the vertices of an hexagon to the six plaquette
terms σz1σ
z
2σ
z
3 that share the center point of that hexagon, a vertex of the dual
lattice.
Whether this duality is physically meaningful or not rests on deciding whether
the symmetries of Equation (153) should be discarded or not.
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3.11.4. Systematic determination of gauge-reduced dual models
There is a systematic way to construct completely gauge-reduced duals of gauge
models that has the unpleasant feature of requiring the introduction of non-local
bonds in the dual model. While there are intuitive physical arguments to justify this
(namely, Gauss’ law permits to measure the charge of a particle by measuring its
electric field on the surface of a sphere arbitrarily far away from it), the fact is that
sometimes completely gauge-reducing duals with local bonds are readily available
(like in the example of the previous section), and there is no need to exploit the
systematic construction (see Sections 5.3, 5.4, 5.5, and 6.5). But sometimes the
systematic construction seems to be the best we can do (see Section 6.4).
In this section, we describe the systematic construction for the Z2 gauge model
of Equation (143), to illustrate the ideas on which it rests (these ideas are a rein-
terpretation and generalization in terms of bond algebras of an scheme introduced
in Reference [22] to study the d = 3, Z2 gauge theory). The generalization to
higher dimensions, other (Abelian) gauge groups, and matter-coupled gauge theo-
ries is straightforward, and will be illustrated in other parts of this paper (see for
example Section 6.5).
Given HG, we are looking for a model HGR, and a mapping Φd, Φd(HG) = HGR,
that satisfy some stringent conditions. The bonds of the dual model HGR are going
to be the operators
Φd(σ
x
(r,1)), Φd(σ
x
(r,2)), Φd(B(r,3)), (157)
that satisfy
Φd(Gr) = Φd(σ
x
(r,1))Φd(σ
x
(r,2))Φd(σ
x
(r−e1,1)
)Φd(σ
x
(r−e2,2)
) = 1, (158)
and our job is to determine them (the splitting Φd(σ
x
(r,1)σ
x
(r,2)σ
x
(r−e1,1)
σx(r−e2,2)) =
Φd(σ
x
(r,1))Φd(σ
x
(r,2))Φd(σ
x
(r−e1,1)
)Φd(σ
x
(r−e2,2)
) is correct because the σx(r,ν) are
gauge-invariant operator, see next section, Section 3.11.5).
Now, since Φd(σ
x 2
(r,ν)) = Φd(σ
x
(r,ν))
2 = 1, Equation (158) shows that Φd(σ
x
(r,2))
satisfies a recurrence relation,
Φd(σ
x
(r,2)) =
(
Φd(σ
x
(r−e1,1)
)Φd(σ
x
(r,1))
)
Φd(σ
x
(r−e2,2)
), (159)
so that
Φd(σ
x
(r,2)) =
∞∏
m=0
(
Φd(σ
x
(r−me2−e1,1)
)Φd(σ
x
(r−me2,1)
)
)
≡ s(r,2). (160)
The form of the string operator s(r,2) suggests that we should look for a represen-
tation of Φd(σ
x
(r,1)) and Φd(B(r,3)) in terms of σ
x
(r,1) and σ
z
(r,1) alone, because then
the dual model will feature only half as many degrees of freedom (or equivalently,
will act on a state space exponentially smaller). It follows that
Φd(σ
x
(r,1)) = σ
x
(r,1), Φd(B(r,3)) = σ
z
(r,1)σ
z
(r+e2,1)
, (161)
and the dual, completely gauge-reduced model reads
HGR =
∑
r
(σx(r,1) + s(r,2) + λ σ
z
(r,1)σ
z
(r+e2,1)
) = H0 +
∑
r
s(r,2). (162)
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r
sr
e1
e2
x
Figure 9. The gauge-reduced dual of the Z2 gauge theory constructed in this section features spins S = 1/2
on the horizontal links of a square lattice (denoted by crosses on those links), but not on the vertical links.
Also it features a non-local bond, the string operator sr of Equation (160), constructed as an infinite
product of all the spins σx
(r′,1)
that lie below the link (r, 2), and to the immediate left and right of the
straight line containing it (some of them are shown in red). In spite of being non-local, sr commutes with
most other bonds. For example, it commutes with σz
(r,1)
σz
(r−e2,1)
, shown in green in the figure.
It is interesting to notice that H0 describes a bundle of horizontal quantum Ising
chains that do not interact with each other. The interactions between chains are
carried exclusively by the term
∑
r s(r,2) that contains all the non-local bonds.
The traditional approach to the duality between the Z2 gauge model and the Ising
model relies more or less implicitly on the construction we have just described [34],
because the Hamiltonian of Equation (162) can be mapped to HI in terms of dual
variables, while HG cannot (this will be explained in detail in the next section).
Let us show how this works. The duality (which is now an ordinary, unitarily
implementable duality) between HGR and HI is established by the Isomorphism
σx(r,1)
Φd−→ σzr−e2σzr, σz(r,1)σz(r+e2,1)
Φd−→ σxr (163)
Since s(r,2) is a function of σ
x
(r,1), the relation
s(r,2)
Φd−→ σzr−e1σzr (164)
follows from the ones just listed. The dual variables that follow from the isomor-
phism of Equation (163) are
µx(r,1) = σ
z
r−e2σ
z
r, µ
z
(r,1) =
∞∏
m=0
σxr+me2 , (165)
that clearly satisfy the correct Pauli algebra, and are essentially the same as the
dual variable used in Reference [34].
3.11.5. Dual variables in gauge-reducing dualities
The bond-algebraic approach to dualities of gauge models is remarkably simpler
than the traditional approach [22, 34], and it is also unrelated, because the homo-
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morphism Φd cannot be extended to define dual variables. To see this, suppose to
the contrary that we can extend the action of the gauge-reducing homomorphism
Φd defined in Equation (146) to include the spins σ
z
(r,ν), ν = 1, 2, so that
σz(r,ν)
Φd−→ Φd(σz(r,ν)) (166)
becomes a meaningful operation. Then, on one hand, this would imply that
Φd([σ
z
(r,ν), Gr]) = [Φd(σ
z
(r,ν)),1] = 0. (167)
But, on the other hand,
[σz(r,ν), Gr ] = −2σz(r,ν),rGr (168)
which, together with the previous equation, implies that
Φd(σ
z
(r,ν)) = 0. (169)
Since this is in contradiction with the fact that Φd(B(r,3)) 6= 0, we see that we
cannot extend the action of Φd to the spins σ
z
(r,ν) in a consistent way. In other
words, Φd cannot be used to define dual spins µ
z.
This conclusion seems paradoxical because Φd must be projectively unitarily
implementable. Then, it would seem natural to define
Φd(σ
z
(r,ν)) ≡ Udσz(r,ν)U †d
?
= µz(r,ν). (170)
Notice, however, that this extension of Φd to operators that are not gauge-invariant
is not multiplicative. In other words, the relation
UdOO′U †d = UdOU †d UdO′U †d (O, O′ gauge invariant), (171)
only holds true if O and O′ commute with all the gauge symmetries. This means
that we should not expect the operator of Equation (170) to satisfy the correct anti-
commutation relations with Φd(σ
x
(r,ν)), and also explains the paradoxical conclusion
of the last paragraph (Φd(σ
z
(r,ν)) = 0), that was derived precisely on the assumption
that Equation (171) holds true in general.
The fact that Equation (171) only works for gauge-invariant operators follows
from the general relations of Equations (139) and (141). First notice that
PGI(1− PGI) = U †dUd(1− PGI) = 0 → Ud(1− PGI) = 0, (172)
(1− PGI)PGI = (1− PGI)U †dUd = 0 → (1− PGI)U †d = 0 (173)
(since UdU
†
d = 1). Then, it follows from the decomposition
O = PGIOPGI + PGIO(1− PGI) + (1− PGI)OPGI + (1− PGI)O(1− PGI), (174)
that
UdOO′U †d = UdPGIOO′PGIU †d . (175)
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But, if and only if, O and O′ commute with all the gauge symmetries, then they
also commute with PGI as well, so that we can further write
UdPGIOO′PGIU †d = UdOPGIO′U †d = UdOU †dUdO′U †d . (176)
In summary, Φd(O) = UdOU †d is defined on any operator, but it acts as an algebra
homomorphism only on gauge-invariant operators.
3.12. Unifying classical and quantum dualities
This section explains one of the most important new results in this paper: a bond-
algebraic approach to dualities in classical statistical mechanics [15] (classical du-
alities described in Section 2.1 and Appendix A). To our knowledge, this section’s
results have been completely overlooked in the literature, possibly because the key
fact that dualities are unitary or projective unitary mappings [15], has been un-
clear or overlooked up to now as well. Some advantages of the bond-algebraic over
the traditional approach of Appendix A to classical dualities will be discussed in
detail in Section 7, but we present here for illustration a toy example, a new self-
duality for the D = 1 = d + 1 classical Ising chain in an external magnetic field.
Elementary as it is, this duality is noteworthy because the traditional approach to
classical dualities described in Appendix A fails in the presence of a minimally cou-
pled external field, and could not have been used to derive it. The bond-algebraic
approach to classical dualities is only rigorously applicable to models that admit
a transfer matrix formulation. While this covers a very wide range of interesting
models, of finite of infinite size extent, there are dualities for models outside this
category, most famously, the duality of the solid-on-solid (SoS) model to a coulomb
gas [21]. We explain these dualities in Appendix E.
We associate bond algebras to partition functions of classical models through the
transfer matrix. The transfer matrix formalism [5, 28] permits to recast partition
functions Z as traces of linear operators, and can come in several different flavors.
For example, row-to-row transfer matrices permit to write
Z = Tr (T1 · · · Ts)N , (177)
where N is an integer related to the number of sites in one of the lattice directions,
that one can think of as the Euclidean time direction, and T1, · · · , Ts contain infor-
mation about the directions transverse to the time direction, and how constant-time
sections of the lattice are connected from one time to the next. Written as in Equa-
tion (177), Z must satisfy periodic boundary conditions in the time direction. In
contrast, corner transfer matrices [28] permit to write
Z = Tr C1 · · ·Cs, (178)
where s is fixed, the size of the lattice is completely encoded in the Ci, and the
BCs are not fixed by the structure of Equation (178).
This paper will only consider row-to-row transfer matrices, so from now on we
focus on Equation (177), keeping in mind though that it is possible to extend our
formalism to other types of transfer matrices. The general arguments of Section 3.1
concerning the additive bond structure of physical Hamiltonians can be repeated
verbatim for transfer matrices, with the only difference that transfer matrices dis-
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play a multiplicative rather than additive bond structure:
Ti =
∏
Γ
TiΓ (179)
(Γ stands for a general index). The {TiΓ}Γ,i=1,··· ,s are now the bonds of interest,
and the definition of bond algebra proceeds as before, see Section 3.1.
Suppose next that you have an isomorphic representation of the bond algebra
A{TiΓ}Γ,i=1,··· ,s, generated by a set of dual bonds {TDiΓ}Γ,i=1,··· ,s. The dual transfer
matrices TDi = UdTiU†d =
∏
Γ T
D
iΓ will define, through Equation (177), a partition
function ZD that may look very different from Z. However,
ZD = Tr (TD1 · · ·TDs )N = Tr (UdT1 · · · TsU†d)N = Z. (180)
We call this relation between partition functions, obtained in this way, a classical
bond-algebraic duality. Much as with quantum bond-algebraic dualities, we would
like to show that:
• classical bond-algebraic dualities include traditional classical dualities (at least
for models that admit a transfer matrix) [15], and that
• classical bond-algebraic dualities are useful.
Both points will be discussed at length in Section 7 where we derive classical
dualities, old and new, by bond-algebraic methods. We would like, however, to
advance here some support for the second point, by illustrating our ideas with a new
self-duality that is elementary, and yet cannot be derived by traditional (Fourier-
based) means (Appendix A).
The partition function of the periodic Ising chain of length N (σi+N ≡ σi) is
ZI(K, h˜) =
∑
{σi}
exp
[
N∑
i=1
(Kσiσi+1 + h˜σi)
]
= Tr (T1T2)
N , (181)
where
T1 = e
K + e−K σx, T2 = e
h˜ σz = cosh(h˜) + sinh(h˜) σz, (182)
and we assume that K, h˜ ≥ 0. In this D = 1 case, the row-to-row transfer matrix
connects rows that feature one Ising degree of freedom only. The bond algebra of
T1 and T2 is symmetric under the exchange σ
x ↔ σz (this is just a rotation in spin
space). It follows that
TD1 = e
K + e−K σz = A eh˜
∗σz , TD2 = e
h˜ σx = B(eK
∗
+ e−K
∗
σx), (183)
provided the dual couplings h˜∗,K∗ satisfy
sinh(2K) sinh(2h˜∗) = 1, sinh(2K∗) sinh(2h˜) = 1, (184)
and
A2 = 1/(2 sinh(2h˜∗)), B2 = 2 sinh(2h˜). (185)
Then, Equations (182) and (183) put together define the bond-algebraic classical
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duality
ZI(K, h˜)
(2 sinh(2h˜))N/2
=
Tr (T1T2)
N
(2 sinh(2h˜))N/2
=
Tr (TD2 T
D
1 )
N
(2 sinh(2h˜))N/2
=
ZI(K∗, h˜∗)
(2 sinh(2h˜∗))N/2
, (186)
where we have used the cyclic property of the trace. Notice how linear bond al-
gebraic operations (the exchange σx ↔ σz) produce highly non-linear relations
between classical couplings. The classical self-dual line determined by h˜∗ = h˜ and
K∗ = K is characterized by
sinh(2K) sinh(2h˜) = 1. (187)
This self-dual line is only critical when h˜ = 0 andK →∞, i.e., at zero temperature.
To our knowledge, the classical self-duality embodied in Equations (186) and
(184), valid for any N , has not been written before in the literature despite its
simplicity. It has, however, one remarkable feature: it is a duality for a model in
a minimally-coupled external field, and dualities for such models are beyond the
traditional approach as described in Appendix A, and References [6, 7, 30, 31]. The
reason is that the standard approach relies on the Fourier transform technique
for establishing dualities, and, for these models with two-body interactions, on
having individual Boltzmann weights that define circulant matrices [65]. But the
Boltzmann weights in ZI(K, h˜) cannot be chosen to be circulant except if h˜ =
0. Therefore, the self-duality of Equation (186) is not attainable by the Fourier
transform method. We think that this indicates that our bond-algebraic approach
to classical dualities may push its scope beyond the standard paradigm of Fourier
transforms, perhaps even to include classical non-Abelian dualities, though this is
a matter under study.
There is a different albeit related way to connect bond-algebraic quantum du-
alities to classical dualities. It exploits the well-known relation between partition
functions of classical problems in D = d+1 dimensions and quantum Hamiltonian
problems in d dimensions. Quantum mechanical problems in Euclidean time (or
equivalently, at finite temperature) can be mapped to a classical partition function
problem by use of Feynman’s path integral for the case of quantum particles [56]
and fields [57], or by use of the closely related Suzuki-Trotter-Lie (STL) decompo-
sition for quantum lattice models [21, 58]. This quantum-classical mapping takes
the general form [21]
Z(K) = Tr e−H[λ], (188)
where Z(K) stands for the path integral/partition function, and the classical, K,
and quantum, λ, couplings typically connected by non-linear functional relations.
In general, this quantum-classical mapping takes quantum problems H in d dimen-
sions into classical problems Z in D = d+1 dimensions where the extra dimension,
because of the construction, attains periodic BCs [21].
Now we can translate duality properties of H into properties of Z(K). Suppose
that the Hamiltonian H1[λ] is dual to another Hamiltonian H2[λ
∗] as in Equations
(95), H2[λ
∗] = UdH1[λ]U†d . Then, with the aid of the identity Tr (AB) = Tr (BA),
Tr e−H1[λ] = Tr (U†de−H2[λ
∗]Ud) = Tr e−H2[λ∗], (189)
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which implies that
Z1(K) = A(K,K∗)Z2(K∗), (190)
with an analytic proportionality factor A(K,K∗) that is model specific. Thus, every
quantum duality translates into a classical duality [15]. Notice that it is crucial that
Ud is a unitary or projective unitary, a fact that was overlooked in the past [15].
Due to the results of Section 3.6, the duality relation (190) can be made exact
for any finite size system N , and not just for the thermodynamic limit N → ∞.
Rigorously speaking this is always the case, with quantum and classical duali-
ties representing two sides of the same coin. On the other hand, there is a useful
practical algorithm, that will be presented in Section 7, that makes use of the
STL decomposition and where the thermodynamic limit is, in principle, required
[21]. Typically, the use of the STL decomposition implies that the derived classi-
cal model presents infinitesimally weak and infinitely-strong couplings, and so the
classical dualities derived in this way are less clearly established. It is also impor-
tant to keep in mind that the classical model Z of Equation (188) depends on
the quantum couplings λ not just through K, in the sense that different quantum
couplings can relate to qualitatively very different classical models (and not just
the same Z at different values of K). For example, the STL decomposition maps a
single quantum spin H = hxσ
x+hzσ
z to the model of Equation (181) (in the limit
N →∞, provided hx < 0), and not otherwise. Similar constraints apply elsewhere.
As dualities relate different regions in the coupling spaces of quantum problems, it
is essential to keep track of exactly which classical problems may correspond to a
given quantum system for each set of couplings.
4. Quantum self-dualities by example: Lattice models
4.1. Self-dualities in the Potts, vector Potts, and Zp clock models
In this section, we will study two self-dual generalizations of the d = 1 dimensional
quantum Ising chain: the quantum Potts (P) and vector Potts (VP) models (also
known as p-clock model [21, 29]). These models are just two special examples of
a large class of Zp clock models [59], that we discuss too, but very briefly. The
fact that the family of Zp clock models contains so many self-dual members is
remarkable because Zp clock models have non-Abelian symmetries for p ≥ 3. In
other words, this section discusses important examples of, inappropriately called,
non-Abelian self-dualities (see Section 3.5 for a critical discussion of the notion of
non-Abelian duality). To the best of our knowledge, the fact that these models
display non-Abelian symmetries has been overlooked up to now.
Potts models feature spins confined to a plain that can exist in any one of p ≥ 2
different states, and if p = 2, they reduce to the Ising model. We know already
that in that case, the unitary implementing the self-duality squares to one. But if
p ≥ 3 the self-duality is the square root of a non-trivial discrete symmetry. This
illustrates some ideas discussed in Section 3.8. We will first discuss the VP model
in detail, since then the self-dual properties of the P and general Zp clock models
will easily follow.
4.1.1. The vector Potts model
The VP model is a popular test ground for exotic critical behavior, such as phase
transitions without long-range order [60, 61]. The configurations of the classical,
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D = 2 VP model are specified by a set of discretized angles θr
θr = θr1,r2 =
2πsr
p
, sr = 0, 1, · · · , p − 1, (191)
situated at the sites r = (r1, r2) of a square lattice, and its partition function reads
ZVP =
∑
{θr}
exp
∑
r
∑
µ=1,2
Kµ cos(θr+eµ − θr)
 . (192)
The statistical mechanics of this model has been the subject of research for many
years, but there are still open problems. For example, the VP model is known to
exhibit a Kosterlitz-Thouless (KT) phase transition [62], for sufficiently large p
[63], yet to determine the smallest p required for a KT transition is a difficult
problem, currently under debate [61]. Reference [61] discusses the phase diagram,
the nature of the transitions and topological excitations of the VP model, and
unveils the U(1) symmetry, that emerges for p ≥ 5, associated with the appearance
of discrete vortices and KT transitions.
In preparation for writing the d = 1 quantum model corresponding to the clas-
sical VP model by the quantum-classical mapping [21], we introduce some basic
facts about the Weyl group algebra [64]. Its generators U and V are operators
characterized by the relations
V U = ωUV, V p = 1 = Up, (193)
where ω = e2πi/p is a pth root of unity. Equations (193) completely determine
the irreducible, finite dimensional, representations of U and V . A (p × p) matrix
representation is given by
V =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
0 0 0 · · · 1
1 0 0 · · · 0
 , and U = diag(1, ω, ω2, · · · , ωp−1). (194)
V is sometimes called the fundamental circulant (unitary) matrix because it gener-
ates the (commutative) algebra of circulant matrices (meaning that any circulant
matrix C is of the form C =
∑p−1
j=0 ajV
j , ai ∈ C [65]). U and V together generate
the full algebra of (p×p) complex matrices, that we continue to call the Weyl group
algebra, to emphasize that we are working with a distinguished set of generators.
The Weyl group algebra admits a unitary automorphism Φ in the form of a
discrete Fourier transform F [64] that, essentially, interchanges the two types of
operators (U, V and their Hermitian conjugates) of the Weyl algebra. A direct
calculation reveals that the unitary and symmetric Fourier matrix F †mn = ωmn/
√
p
with m,n = 0, 1, · · · , p− 1 maps
Φ(U) = V † = FUF †, Φ(V ) = U = FV F †. (195)
With these notations in place, we can proceed to introduce the quantum VP
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model [66],
HVP[λ] = −1
2
∑
i
(Vi + λ UiU
†
i+1 + h.c.) (196)
(the link to its classical counterpart is worked out Section 7.2), and to study its
bond algebra AVP generated by
UiU
†
i+1, U
†
i Ui+1, Vi, V
†
i ; i ∈ Z. (197)
It is readily verified, either from Equation (193) or Equation (195), that the map-
ping
U †i−1Ui
Φd−→ V †i , V †i
Φd−→ U †i Ui+1, (198)
(together with the corresponding relations for the Hermitian conjugate bonds)
defines a self-duality isomorphism of AVP that maps Φd(HVP[λ]) = λHVP[1/λ].
The existence of the self-duality automorphism Φd is intimately connected to
(i) the connectivity of the system, as determined by the structure of interactions
(specifically, in this case, by the non-commutativity amongst bonds), and (ii) the
local degrees of freedom posses a local symmetry which, in this case, is captured by
the automorphism Φ of Equation (195). The fact that these two ingredients can be
combined consistently renders HVP self-dual. Although not all (self-) dualities fol-
low from this pattern, many do. An interesting exception was presented in Section
3.10.
As explained in Section 3.4, Φd determines the dual variables for the problem.
Since Ui can we written in terms of bonds as
Ui = · · · (U †i−3Ui−2)(U †i−2Ui−1)(U †i−1Ui) =
∏
j≤i
(U †j−1Uj), (199)
the dual variables are
Vˆi ≡ Φd(Vi) = U †i Ui+1, (200)
Uˆi ≡ Φd(Ui) = Φd(
∏
j≤i
U †j−1Uj) =
∏
j≤i
Φd(U
†
j−1Uj) =
∏
j≤i
V †j .
The fact that Uˆi, Vˆi satisfy the same algebra as the Ui, Vi affords a useful indepen-
dent check of the correctness of Φd as a bond algebra isomorphism.
The product Γi = UiU˜
†
i−1 of a direct degree of freedom Ui and its neighbor dual
U˜ †i−1 satisfy the non-local algebra
ΓiΓj = ωΓjΓi, if i 6= j, and ΓiΓ†i = 1. (201)
This suggests that if p > 2, the excitations of the model are governed by the
parafermionic statistics that were described in Reference [67] for classical p-state
models, see the discussion at the end of Section 3.9. For p = 2, Equation (201)
reduces to the fermionic algebra associated with the Ising model.
Next we show that the group of symmetries of the VP model is non-Abelian for
p ≥ 3. The first step is to introduce two new operators C0i, C1i that act on the
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basis states |si〉, si = 0, · · · , p − 1 of the VP model at site i as follows:
C0i|si〉 = | − si〉, C1i|1− si〉 = |1− si〉 (202)
The arithmetic in these definitions is modular, modulo p. For example, if p = 7,
then C0i|0〉 = | − 0〉 = |0〉, C0i|1〉 = | − 1〉 = |6〉, and so on. If p = 2, C0i = 1 and
C1i = σ
x, so we assume in what follows that p ≥ 3.
Let us define C0 =
∏
iC0i and C1 =
∏
iC1i. C0 is known in the literature as the
charge conjugation operator [68], but, to the best of our knowledge, C1 has not
been discussed before. Both C0 and C1 are unitary and Hermitian, see Equation
(206) below. Since the operators Ui and Vi act basis states |si〉 as
Ui|si〉 = ωsi |si〉, Vi|si〉 = |si − 1〉, (203)
it follows from Equation (202) that
C0ViC0 = V †i , C1ViC1 = V †i , (204)
C0UiC0 = U †i , C1UiC1 = ωU †i . (205)
Toghether with their Hermitian conjugates, the relations of Equation (204) can
be used to show that C0 =
∏
iC0i and C1 =
∏
iC1i commute with HVP. Moreover,
C20 = C21 = (C0C1)p = 1. (206)
This means [69] that the group of symmetries of the VP model generated by C0,
C1 provides a representation of the non-Abelian polyhedral group P (2, 2, p). The
unitary C0C1 generates the well-known Zp subgroup of symmetries, since C0C1 =∏
i Vi. As it turns out, many Zp models, including the Zp gauge theories discussed
in Sections 5.3 and 6.4, have this group among its symmetries.
Our discussion of the VP model presented above has the disadvantage that the
dual variables of Equation (200) are not strictly speaking well defined operators
(see Section 3.4). We remedy this by considering a finite-size chain with self-dual
BCs
HNVP[λ] = −
1
2
N∑
i=1
Vi − 1
2
N−1∑
i=1
λ UiU
†
i+1 −
λ
2
UN + h.c. . (207)
The first step in constructing the finite self-duality isomorphism Φd is to match
the bonds at the boundaries of the chain
UN
Φd−→ Φ(U1) = V †1 , V †1 Φd−→ Φ(V †N ) = U †N , (208)
where Φ was defined in Equation (195). Next, we extend the mapping to the re-
maining bonds,
UiU
†
i+1
Φd−→ Φ(Ur(i)) = V †r(i), i = 1, · · · , N − 1
V †i
Φd−→ Φ(V †r(i))Ur(i)+1 = U †r(i)Ur(i)+1, i = 2, · · · , N, (209)
guided by the fact that we must preserve the connectivity of the interactions and
exploit the local symmetry of the Weyl group algebra. In Equation (209), the
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reflection map r of site i is defined as in Equation (76) (i.e., r(i) = N + 1 − i).
Notice that the unitary Ud that implements the mapping Φd is not just the discrete
Fourier transform F † =
∏N
i=1 F
†
i . The latter maps H
N
VP into H˜VP = F
†HNVPF ,
H˜NVP[λ] = −
1
2
N∑
i=1
Ui − 1
2
N−1∑
i=1
λ ViV
†
i+1 + h.c. . (210)
Finally, we use Φd to compute well defined dual variables,
Vˆ †1 ≡ Φd(V †1 ) = U †N
Vˆ †i ≡ Φd(V †i ) = U †r(i)Ur(i)+1, i = 2, · · · , N, (211)
UˆN ≡ Φd(UN ) = V †1 ,
Uˆi ≡ Φd(Ui) = V †r(i)V †r(i)−1 · · ·V †2 V †1 , i = 1, · · · , N − 1.
According to the general ideas of Section 3.8, the square of the self-duality unitary
Ud commutes with the Hamiltonian. One of the advantages of the bond algebraic
approach is that we do not need to compute Ud explicitly to figure out the action of
U2d as an operator. Since, by construction, conjugation by U2d amounts to applying
Φd twice, it follows from Equations (208) and (209) that
U2d Vi U2 †d = V †i , U2d Ui U2 †d = U †i , i = 1, · · · , N. (212)
Thus comparing with Equation (204), we see that U2d = C0, where C0 is the charge
conjugation symmetry of the VP model as discussed above. Notice also that the
self-dual BCs of Equation (207) spoil the C1 symmetry of the (infinite) VP model.
We could have used self-dual BCs that preserve both symmetries, in agreement
with the techniques of Section 3.6 and Appendix D.
4.1.2. The Potts model and general Zp clock models
The Potts (P) model
ZP =
∑
{θr}
exp
∑
r
∑
µ=1,2
Kµδ(sr, sr+eµ)
 , sr = 0, 1, · · · , p− 1, (213)
in D = 2 dimensions is yet another p-state generalization of the Ising model that,
unlike the VP model of the previous section, has a very well understood statistical
behavior [70] (δ(s, s′) = 1 if s = s′, and δ(s, s′) = 0 otherwise). The P model has a
group of global non-Abelian symmetries (if p > 2), the group Sp of permutations
of p elements.
The d = 1 quantum rendition of the P model [71] reads
HP[λ] =
∑
i
[p/2]∑
m=0
[
(V mi + V
†m
i ) + λ (U
m
i U
†m
i+1 + U
†m
i U
m
i+1)
]
, (214)
where [p/2] denotes the integer part of p/2, that is, the largest integer ≤ p/2. It
follows that the P and VP model coincide for p = 2, 3. But even for arbitrary p,
since the bonds in HP are powers of the bonds in HVP, it is not hard to see that
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the self-duality of the VP model, Equation (198), implies the self-duality of the P
model.
The form of the Hamiltonians HP and HVP suggests introducing a family of
models that generalize them and interpolates between them, the Zp clock models.
They are defined by the Hamiltonians
HGP[{αm}, {λm}] =
∑
i
[p/2]∑
m=0
[
αm(V
m
i + V
†m
i ) + λm (U
m
i U
†m
i+1 + U
†m
i U
m
i+1)
]
,
(215)
with αm, λm ∈ R, m = 0, · · · , [p/2], arbitrary real coupling constants. The duality
properties of some of these models where studied in References [72], and the duality
properties of their classical counterparts where studied in Reference [59].
The Zp clock models do not have in general as many symmetries as their special
case the P model, but they are all non-Abelian, as the operators C0, C1 of Equation
(204) commute with HGP for any value of its couplings. Next we can use our
experience with the P and VP models to identify immediately the Zp clock models
that are self-dual: The Hamiltonian HGP is self-dual in those regions in coupling
space where αm vanishes if and only if λm vanishes as well. Clearly, the P and VP
model belong to two such regions.
4.2. Dualities in some limits and related approximations
It is standard and useful practice to think of some models as related through a
limit of some parameter. The VP model of Equation (192) is a good case in point.
It is intuitively reasonable to expect that its behavior must approach that of the
XY model as the discrete angle θr becomes very dense in the limit p → ∞, and
in fact this is know to be the case in many respects [63]. Dualities, however, can
show some counter-intuitive behavior with respect to limits. This is the topic of
this section, with the VP model as main illustration.
Weyl’s group algebra describes states on a finite, equidistant set of points on a
unit circle. If we think of the roots of unity ω0, ω1, · · · , ωp−1 as these points, then
U and U † will play the role of position operators, while V † (V ) acts as a clock-
wise (counter-clockwise) rotation from any of the p roots to one of its neighbors.
Following Schwinger [64], one can define position qˆ, and momentum pˆ Hermitian
operators, such that
U = eiǫqˆ , V = eiǫpˆ, (216)
with eigenvalues qr(pr) = 0, ǫ, 2ǫ, · · · , (p − 1)ǫ, and ǫ2 = 2π/p. In matrix form,
qˆ = ǫ diag(0, 1, 2, · · · , p − 1), and
pˆ = ǫ

p−1
2 P∗1 P∗2 · · · P∗p−1
P1 p−12 P∗1 · · · P∗p−2
...
...
...
...
Pp−2 Pp−3 Pp−4 · · · P∗1
Pp−1 Pp−2 Pp−3 · · · p−12
 = F †qˆF, (217)
with Pm = 1p
∑p−1
n=1 nω
mn. In the p → ∞ limit, Weyl’s algebra relates to the
continuous circle and it can be shown that ǫqˆ→ θ ∈ [0, 2π), and pˆ→ −iǫ∂/∂θ. In
this subtle limit, HVP of Equation (196) converges to the quantum version of the
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classical D = 2 XY model [21] (up to irrelevant constants)
HKT =
∑
i
(
1
2
L2i − λ cos(θi+1 − θi)), (218)
where Lj = −i∂/∂θj . Albeit being the p→∞ limit of the self-dual VP model limit,
HKT is not self-dual, but rather dual to the quantum SoS model (see Section 5.2).
It follows that the limit of a sequence of self-dual models needs not be self-dual.
There is a profound difference between compact theories (such as those of vari-
ables defined on a circle or the compact U(1) fields of electromagnetism) and non-
compact theories (e.g., a theory whose fields are defined on a line). An example of
the latter which shares some relation to HKT is a linear chain of coupled harmonic
oscillators representing acoustic phonons [73]
HPh =
∑
i
(
p2i
2m
+
1
2
mω2(xi+1 − xi)2) , [xi, pj ] = iδi,j . (219)
However, unlike HKT the Hamiltonian HPh is self-dual under the exchange mω
2 ↔
1/m, as the isomorphism
xi+1 − xi Φd−→ pi+1, pi Φd−→ xi+1 − xi (220)
shows. This self-duality arises due an interplay between the connectivity of the
model and the automorphism Φ of the Heisenberg algebra
x
Φ−→ p, p Φ−→ −x, (221)
and generates the set of dual variables
pˆi = xi+1 − xi, xˆi =
i∑
m=−∞
pm. (222)
The ground state of HPh does not show a phase transition at the self-dual point
mω = 1, or anywhere else for that matter. Thus we see that while self-dualities
can constrain phase transitions greatly, they cannot guarantee by themselves that
a phase transition will occur.
4.3. The Xu-Moore model
The d = 2 Xu-Moore (XM) Hamiltonian,
HXM[J, h] = −
∑
r
(Jσzr + hσ
x
r), (223)
with
σzr = σ
z
rσ
z
r+e2σ
z
r−e1+e2σ
z
r−e1 , (224)
was introduced in Reference [74] as an effective model to study ordering in arrays
of Josephson-coupled p ± ip superconducting grains. HXM looks similar to the Z2
gauge theory studied Section 3.11, but the fact that the spins S = 1/2 are now
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located at the vertices of a square lattice (see Figure 2) rather than at its links,
makes the symmetries and properties of the two models very different. In fact,
unlike the Z2 gauge theory, the XM model is self-dual [74], and displays d = 1
dimensional gauge-like symmetries [20],
Gr1 =
∏
m
σxr1,m, Gr2 =
∏
m
σxm,r2 , (225)
[Gri , HXM] = 0, that make the model a toy example of topological quantum order
and dimensional reduction [20] (see also Section 6.7). Its self-duality is the subject
of this section.
The bond algebra generated by the set of bonds {σzr, σxr}r is characterized by
three relations: Every bond (i) squares to one, (ii) anti-commutes with four other
neighboring bonds, and (iii) commutes with every other bond. It follows that there
is an isomorphism
σzr
Φd−→ σxr−e1+e2 , σxr
Φd−→ σzr, (226)
illustrated in Figure 10, that establishes the self-duality of the XM model.
As it should, Φ2d is a symmetry of the model,
σzr
Φ2d−→ σzr−e1+e2 , σxr
Φ2d−→ σxr−e1+e2 , (227)
but it shows also unsettling features that are typical of working directly in the limit
of infinite size. Since formally 1 =
∏
m σ
z
r1,m =
∏
m σ
z
m,r2 , it seems that one
could argue that Φd is in fact a multivalued mapping,
Φd(1) = 1, or Gr1 , or Gr2 . (228)
This is not a problem, however, in the light of the general discussion of Section 3.6.
Φd
x
Figure 10. In this representation of the XM model, the heavy crosses stand for the bonds σx
r
and the
dashed squares for the bonds σz
r
. The self-duality isomorphism Φd of Equation (226) exchanges the two
types of bonds. Notice that the net result of applying the mapping Φd twice amounts to a translation by
d = −e1 + e2, a symmetry of the model.
To make contact with the traditional approach described in Section 2.1 and
exploited in Reference [74], we need to employ the ideas of Section 3.4 to compute
dual variables. Since
σzr =
∏
m1≤r1, r2≤m2
σzm, (229)
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where m = m1e1 +m
2e2, it follows that
µxr ≡ Φd(σxr) = σzr, µzr ≡ Φd(σzr) =
∏
m1≤r1−1, r2+1≤m2
σxm. (230)
This completes the calculation.
Let us discuss next self-dual, open BCs for the XM Hamiltonian. Consider an
square portion of the infinite model, featuring N2 spins,
HoXM = −J
N−1∑
r1=1
N−2∑
r2=0
σzr1,r2 − h
N−1∑
r1,r2=0
σxr1,r2 (231)
(r1, r2 = 0, 1, · · · , N − 1). The goal is to determine boundary corrections to make
HoXM self-dual, and as usual, this could be accomplished by a systematic study of
HoXM’s bond algebra. But this task grows increasingly harder with dimension, so it
is important to realize that there is a simple recipe to construct self-dual boundary
terms that works well in general (but not always), and that we illustrate next with
the XM model. The starting point is the self-duality mapping for the infinitely
large model.
σz0,0σ
z
0,1
σz0,1σ
z
0,2
σz0,2
σz0,2σ
z
1,2 σ
z
1,2σ
z
2,2
x
Figure 11. One possible self-dual BC for the the finite-size XM model on a 3 × 3 portion of the lattice
(N = 3). The bonds shown on the upper and left edge (indicated with broken lines), and on the left upper
corner (indicated with a broken circle) render the the finite-size XM Hamiltonian self-dual, but also break
the d = 1-dimensional gauge-like symmetries of the model. There are other self-dual BCs that preserve
some or all of the gauge-like symmetries, but are not as convenient for computing dual variables.
So imagine that we try to apply the self-duality isomorphism of Equation (226)
to the bonds σxr in H
o
XM. The problem is that, as defined in Equation (231), H
o
XM
does not have any plaquettes to which we can map the spins σx0,r2 at the left edge
and the spins σxr1,N−1 at the top edge (see Figure 11). This suggests that to restore
self-duality, we should re-introduce the missing plaquettes as boundary corrections,
or maybe incomplete versions of these plaquettes, in order to preserve the number
of spins.
As it turns out, this idea works perfectly, so it is convenient to introduce some
notation to describe complete and incomplete plaquettes in a unified manner. We
write Iσzr1,r2 for the plaquette, or incomplete plaquette, that results from simpli-
fying the standard plaquette of Equation (224) by discarding the spins outside the
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square region encompassed by HoXM. So, for example,

Iσz0,0 = σ
z
0,0σ
z
0,1, 
Iσz1,0 = σ
z
1,0, and 
Iσz0,N−1 = σ
z
0,N−1. (232)
Our proposal is that
H˜oXM = −
N−1∑
r1,r2=0
(JIσzr1,r2 + hσ
x
r1,r2) (233)
is a finite self-dual rendition of the XM model (H˜oXM is illustrated in Figure 11, for
N = 3). To prove this, we must construct the self-duality isomorphism, starting by
noticing that Iσz0,N−1 = σ
z
0,N−1 can only map to σ
x
N−1,0. The full isomorphism
follows right away,

Iσzr1,r2
Φd−→ σxr2,r1 , σxr1,r2 Φd−→ Iσzr2,r1 . (234)
Geometrically, it is a reflection along the main diagonal, and Φ2d = 1.
The self-dual BC illustrated in Figure 11 breaks the global Z2, and all the gauge-
like [20] symmetries of the XM model, and one could have chosen among several
other ones that preserve some or all of these symmetries (see Section 3.6). In
particular, if we just replace in Equations (233) and (234) the incomplete plaquettes

Iσz with standard, complete ones σz, the resulting model is self-dual under the
same mapping, and moreover has all the global and gauge-like symmetries of the
XM model. On the other hand, the self-dual BCs that we chose guarantee that
all of the spins σz(r1,r2) contained in the square region encompassed by H˜
o
XM are
elements in its bond algebra. Thus we can use the finite isomorphism just defined
in Equation (234) to compute finite dual variables. It is convenient to do so, at
least for small system size, to check the algebraic consistency of Equation (234).
For N = 3,
µx0,2 = σ
z
2,0, µ
z
0,2 = σ
x
2,0,
µx0,1 = σ
z
1,0, µ
z
0,1 = σ
x
1,0σ
x
2,0,
µx0,0 = σ
z
0,0σ
z
0,1, µ
z
0,0 = σ
x
0,0σ
x
1,0σ
x
2,0,
µx1,2 = σ
z
2,1, µ
z
1,2 = σ
x
2,0σ
x
2,1, (235)
µx1,1 = σ
z
1,1, µ
z
1,1 = σ
x
1,0σ
x
1,1σ
x
2,1σ
x
2,0,
µx1,0 = σ
z
0,1σ
z
0,2, µ
z
1,0 = σ
x
0,0σ
x
1,0σ
x
2,0σ
x
0,1σ
x
1,1σ
x
2,1,
µx2,2 = σ
z
1,2σ
z
2,2, µ
z
2,2 = σ
x
2,0σ
x
2,1σ
x
2,2,
µx2,1 = σ
z
0,2σ
z
1,2, µ
z
2,1 = σ
x
1,0σ
x
1,1σ
x
1,2σ
x
2,0σ
x
2,1σ
x
2,2,
µx2,0 = σ
z
0,2, µ
z
2,0 = σ
x
0,0σ
x
0,1σ
x
0,2σ
x
1,0σ
x
1,1σ
x
1,2σ
x
2,0σ
x
2,1σ
x
2,2.
5. Quantum dualities by example: Lattice models
5.1. XY/solid-on-solid models
The best developed approach to the Kosterlitz-Thouless phase transition of the
classical D = 2 XY model exploits two duality transformations (see for example
Reference [21]). First one maps the XY model, via a Villain approximation, to
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the SoS model, to proceed afterwards to map the SoS model to a classical D = 2
Coulomb gas. The two steps combined leads to the mapping between the XY model
and a D = 2 Coulomb gas for which deconfinement of charges can be shown to
occur at sufficiently high temperatures.
In this section, we will study the first of these dualities to the SoS model from
a quantum, bond-algebraic perspective. The D = 2 SoS model is specified by the
partition function
ZSS =
∑
{mr}
exp
∑
r
∑
ν=1,2
Kν(mr+eν −mr)2
 , mr ∈ Z, (236)
where the classical degrees of freedom mr reside on the vertices of a square lattice
(see Figure 2).
The d = 1 quantum version of the SoS model must have states labelled by integers
{|m〉}. Three operators are then required to describe its quantum dynamics: a
position operator X, and left/right shift operators R/R†,
X|m〉 = m |m〉, R|m〉 = |m− 1〉, R†|m〉 = |m+ 1〉, (237)
that satisfy
[X,R†] = R†, [X,R] = −R. (238)
X, R, and R† generate an algebra isomorphic to the one satisfied by the elementary
degree of freedom associated to Equation (218), [L, e±iθ] = ±e±iθ. In particular,
X and L have identical spectra.
The duality mapping between the quantum versions of the XY and the SoS
models can be derived by comparing the bond algebra generated by
Li, e
i(θi+1−θi), e−i(θi+1−θi), (239)
which is characterized by the relations
[Li, e
±i(θj+1−θj)] = (±δi,j+1 ∓ δi,j) e±i(θj+1−θj), (240)
and the one generated by the SoS operators
[(Xi+1 −Xi), Rj+1] = (δi,j+1 − δi,j)Rj+1,
[(Xi+1 −Xi), R†j+1] = (−δi,j+1 + δi,j)R†j+1. (241)
Then, the isomorphism
Li
Φd−→ (Xi+1 −Xi), ei(θi+1−θi) Φd−→ Ri+1 (242)
establishes a duality between the two models (a related mapping in terms of less
well-defined operators was described in Reference [75]). The dual form ofHKT reads
HSS =
1
2
∑
i
(
−λ(Ri +R†i ) + (Xi+1 −Xi)2
)
. (243)
October 22, 2018 20:26 Advances in Physics Duality˙AdvPhys˙jul23˙nofigsext
Advances in Physics 61
which to our knowledge has not been reported in the literature before. One can
verify, using the standard quantum-classical mapping [21], that the classical coun-
terpart of HSS is indeed the classical D = 2 SoS model of Equation (236).
This duality is similar, in spirit, to the self-duality of the quantum Ising chain
as seen through the dual variables
Li
Φd−→ L̂i = Xi+1 −Xi, eiθi Φd−→ êiθi =
∏
j<i
Rj . (244)
The inverse Φ−1d of the isomorphism of Equation (242) defines a reciprocal set of
dual variables.
5.2. Xu-Moore/planar orbital compass models
The planar orbital compass (POC) model of orbital ordering [76],
HPOC[Jx, Jz] =
∑
r
(Jxσ
x
rσ
x
r+e1 + Jzσ
z
rσ
z
r+e2), (245)
features spins S = 1/2 residing on the vertices of a square lattice (see Figure 2),
and interacting in such a way that strongly correlates directions in real and spin
space. The POC model is dual to the XM model studied in Section 4.2 [77] (for
another duality see [78]), as follows from the duality isomorphism
σzr
Φd−→ σxr−e1σxr , σxr
Φd−→ σzr−e2σzr , (246)
so that Φd(HXM[J, h]) = HPOC[J, h]. If follows that the POC model is self-dual.
The inverse duality transformation reads
σxrσ
x
r+e1
Φ−1d−→ σzr+e1 , σzrσzr+e2
Φ−1d−→ σxr+e2 , (247)
and both Φd and Φ
−1
d define their own set of variables. From Equation (246),
µxr = σ
z
r−e2
σzr, µ
z
r = Φd
 ∏
m1≤r1,r2≤m2
σzm
 = ∞∏
n=0
σxr+ne2 ,
so that HXM(µ) = HPOC(σ) (H(·) means the Hamiltonian H written in term of the
variables inside the brackets). Similarly, from Equation (247),
τ zr = Φ
−1
d (σ
z
r) = Φ
−1
d
(
∞∏
n=0
σzr−(n+1)e2σ
z
r−ne2
)
=
∞∏
n=0
σxr−ne2 , (248)
τxr = Φ
−1
d (σ
x
r) = Φ
−1
d
(
∞∏
n=0
σxr−(n+1)e1σ
x
r−ne1
)
=
∞∏
n=0
σzr−ne1 = σ
z
rσ
z
r+e2 ,
so that HPOC(τ) = HXM(σ).
Boundary corrections are required to preserve the duality for finite lattices. One
possible set of boundary terms is shown in Figure 12, for a 3 × 3 lattice. Both
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σz0,0 σ
z
1,0 σ
z
2,0
σx0,0
σx0,1
σx0,2
σx1,2σ
x
2,2
σz2,1σ
z
2,2
Φd
σz0,2σ
z
1,2 σ
z
1,2σ
z
2,2σz0,2
x
Figure 12. The POC model (left panel) restricted to a finite square section of its lattice is dual to the
XM model (right panel) restricted to the same square section, provided both models are endowed with
suitable BCs. On the left panel (POC model), the broken circles represent spins σx0,i, i = 0, 1, 2, and the
crosses on the lower edge represent spins σzi,0, i = 0, 1, 2, while the broken (solid) links represent bonds
σxi,jσ
x
i+1,j (σ
z
i,jσ
z
i,j+1). The right panel was explained in Figure 11.
models, including the boundary corrections, have now nine σz-like and nine σx-like
bonds. The duality isomorphism is given below,
σz1,0 ↔ σx0,0σx1,0, σz2,0 ↔ σx1,0σx2,0, σz1,1 ↔ σx0,1σx1,1,
σz1,2 ↔ σx1,1σx1,2, σz1,2σz2,2 ↔ σx1,2σx2,2, σz0,2σz1,2 ↔ σx0,2σx1,2,
σz0,2 ↔ σx0,2, σz0,1σz0,2 ↔ σx0,1, σz0,0σz0,1 ↔ σx0,0,
σx0,0 ↔ σz0,0, σx1,0 ↔ σz1,0, σx2,0 ↔ σz2,0,
σx0,1 ↔ σz0,0σz0,1, σx1,1 ↔ σz1,0σz1,1, σx2,1 ↔ σz2,0σz2,1,
σx0,2 ↔ σz0,1σz0,2, σx1,2 ↔ σz1,1σz1,2, σx2,2 ↔ σz2,1σz2,2. (249)
In Equation (249), the bonds to the left of the double arrow are those of the XM
model and those to the right denote bonds of the orbital compass model. Albeit
being tedious, it is straightforward to extend Equation (249) to an N ×N square
lattice. This explicit transformation enables the computation of all dual variables.
5.3. Two-dimensional Zp gauge/vector Potts models
In this section we study a gauge-reducing duality, along the lines of Section 3.11.
The d = 2 dimensional Zp gauge theory [33],
HG =
1
2
∑
r
(
V(r,1) + V(r,2) + λ B(r,3) + h.c.
)
, (250)
with
B(r,3) ≡ U(r,1)U(r+e1,2)U †(r+e2,1)U
†
(r,2), (251)
is a generalization of the Ising gauge model studied in Section 3.11, Equation
(143). The operators U(r,ν), V(r,ν) (ν = 1, 2), located at the links (see Figure 2) of
a square lattice, commute on different links, and satisfy the algebra described in
Section 4.1.1 otherwise. As the name of the model suggests, HG displays a gauge
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Zp symmetry as realized by the local symmetry operators
Gr = V(r,1)V(r,2)V
†
(r−e1,1)
V †(r−e2,2). (252)
However, the global symmetries of the model are non-Abelian, as can be seen by
folowing the discussion in Section 4.1.1 of the symmetries of the VP model.
We want to find a transformation to a dual Hamiltonian which is free of gauge
symmetries. The d = 2 dimensional quantum VP model (a higher-dimensional
version of Equation (196))
HVP =
1
2
∑
r
(
λVr + UrU
†
r+e1 + UrU
†
r+e2 + h.c.
)
, (253)
is a natural candidate, because it is a generalization of the d = 2 Ising model in a
transverse field in terms of Weyl group algebra operators (defined on the vertices
of the lattice, see Figure 2). It is not hard to find a bond algebra homomorphism
that confirms the duality,
B(r,3)
Φd−→ Vr, V(r,1) Φd−→ Ur−e2U †r , V(r,2) Φd−→ U †r−e1Ur, (254)
up to the complete elimination of gauge symmetries,
Φd(Gr) = Ur−e2U
†
r × U †r−e1Ur × U †r−e2−e1Ur−e1 × Ur−e1−e2U †r−e2 = 1. (255)
The homomorphism of Equation (254) affords a simple and conceptually clari-
fying proof that HVP encodes the observable, gauge-invariant, physics of HG. On
the other hand, it cannot be used to define dual variables, see Section 3.11.5.
5.4. Two-dimensional compact QED and XY models
The elimination of gauge symmetries has a slightly different flavor for models that
feature continuous (or merely infinite) degrees of freedom, essentially because it
becomes more convenient to work with the Hermitian generators of the gauge sym-
metries, rather than with the unitary symmetries themselves. This section presents
two examples of this kind, a gauge-reducing duality for d = 2 compact QED to the
d = 2 SoS model, and a duality from a gauge SoS model to the d = 2 XY model.
These quantum dualities are new to the best of our knowledge, but a classical
(D = 3) relative (performed by way of the Villain approximation) of the duality
for the d = 2 XY model was first used in Reference [79].
The Hamiltonian for d = 2 compact QED that follows from Wilson’s lattice QED
[80] can be worked out along the lines of Reference [81],
HLEM =
∑
r
(
1
2
L2(r,1) +
1
2
L2(r,2) − λ cosΘ(r,3)), (256)
It features continuous angular variables θ(r,ν) ∈ [0, 2π) defined on the links of a
square lattice, with
L(r,ν) = −i
∂
∂θ(r,ν)
, Θ(r,3) = θ(r,1) + θ(r+e1,2) − θ(r+e2,1) − θ(r,2), (257)
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and where the elementary degrees of freedom satisfy the operator algebra
[L(r,µ), e
±iθ(r′ ,ν)] = ±δr,r′δµ,νe±iθ(r′,ν) . (258)
The gauge symmetries of Wilson’s action translates in the Hamiltonian language
to the fact that HLEM commutes with all the star operators
gr = L(r,1) + L(r,2) − L(r−e1,1) − L(r−e2,2). (259)
These are the infinitesimal generators of gauge symmetries.
The gauge-reducing duality that we describe next is a hybrid between the du-
alities presented in Sections 5.1 and 5.3. It allow us to recast the gauge invariant
information contained in HLEM in a form that is free of gauge redundancies. The
dual, completely gauge reduced model is the SoS model
HSS =
1
2
∑
r
(−λ (Rr +R†r) + (Xr+e1 −Xr)2 + (Xr+e2 −Xr)2), (260)
that features elementary degrees of freedom placed on the sites r of a square
lattice, and can be connected to the classical D = 3 SoS model through a STL
decomposition (see Section 3.12). The operators Rr, R
†
r,Xr at site r satisfy the
relations of Equation (238), and commute with the operators on other sites. Notice
that HSS possesses global symmetries only.
The connection between HLEM and HSS is established through the homomor-
phism of bond algebras
eiΘ(r,3)
Φd−→ Rr, e−iΘ(r,3) Φd−→ R†r, (261)
L(r,2)
Φd−→ (Xr −Xr−e1), L(r,1) Φd−→ −(Xr −Xr−e2).
That the gauge symmetries of HLEM are trivialized (eliminated) by the duality
follows from the computation
Φd(gr) = −(Xr −Xr−e2) + (Xr −Xr−e1) +
(Xr−e1 −Xr−e2−e1)− (Xr−e2 −Xr−e1−e2) = 0. (262)
Next we consider a duality that is in some sense complementary to the previous
one. The d = 2 XY model
HKT =
∑
r
(
1
2
L2r − λ cos(θr+e1 − θr)− λ cos(θr+e2 − θr)) (263)
is the completely gauge-reduced version of a gauge SoS model,
HGSS =
1
2
∑
r
(−λ(R(r,1) +R†(r,1))− λ(R(r,2) +R†(r,2)) + b2(r,3)), (264)
where b(r,3) = X(r,1) +X(r+e1,2) −X(r+e2,1) −X(r,2). The generators of the group
of gauge symmetries of HGSS are
Gr = R(r,1)R(r,2)R
†
(r−e1,1)
R†(r−e2,2), and G
†
r, (265)
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but these are not infinitesimal. The gauge-reducing duality to the XY model is
established by the homomorphism of bond algebras
X(r,1) +X(r+e1,2) −X(r+e2,1) −X(r,2) Φd−→ Lr, (266)
R(r+e2,1)
Φd−→ e−i(θr+e2−θr), R†(r+e1,2)
Φd−→ e−i(θr+e1−θr),
that satisfies
Φd(Gr) = e
−i(θr−θr−e2 )ei(θr−θr−e1 )ei(θr−e1−θr−e2−e1)e−i(θr−e2−θr−e1−e2) = 1. (267)
5.5. Toric code/Z2 Higgs models
Over the last fifteen years quantum computation has become a well developed
theoretical discipline, fostering a paradigm-breaking new understanding of com-
putational complexity and quantum mechanics [82]. In contrast, the technological
problem of building a quantum computer remains essentially unsolved, and one of
the biggest challenges is the realization of quantum memories.
Kitaev’s toric code (TC) model [83] (see Equation (275)) is an excellent example
of the virtues and pitfalls of one of the most popular approaches to the problem of
storing quantum information: the use of topological quantum order [20]. While the
TC model is a good example of topological quantum order, it fails as a quantum
memory at any finite temperature [20]. This surprising result, known as thermal
fragility [20, 84], could be proved and probed in detail thanks to the realization
[20] that the TC model is (exactly) dual to two decoupled Ising chains in zero
magnetic field, a duality established by arguments that are direct precursors of the
bond-algebraic machinery.
Whether or not topological quantum order turns out to be key to the implemen-
tation of quantum memories or the quantum computer, it is clear by now that, as
an order of matter that goes beyond the Landau symmetry-breakdown paradigm,
it is worth studying in its own right. In this section we show that two popular
models to study topological quantum order, the extended toric code (ETC) model
in two [85] and three space dimensions, are dual to the Z2 Higgs model [86]. While
the duality in d = 2 dimensions is already exploited in Reference [85] to help the
numerical simulation of the ETC model, the duality in d = 3 dimensions is one
of the most interesting new dualities reported in this paper. Both dualities are in
fact special cases of a general gauge-reducing duality for the Z2 Higgs model that
works in any number d of space dimensions, and that is also special in that it does
not necessitates the introduction of non-local string operators (recall the discussion
of Section 3.11.4). Other aspects of this duality will be discussed in Section 6.4.
Section 8.5 presents a broader discussion of the role of dualities in the study of
topological quantum order.
The Z2 Higgs model in d spatial dimensions
HdH = −
∑
r
(Jxσ
x
r +
d∑
ν=1
(hzσ
z
rσ
z
(r,ν)σ
z
r+eν + hxσ
x
(r,ν)) + Jz
∑
ν<µ
B(r,νµ)), (268)
features spin 1/2 degrees of freedom on the sites and links of a hyper-cubic lattice.
It can be thought of as a lattice, two-state approximation to a complex Higgs field
φ of fixed modulus φφ∗ = 1 (or in its broken symmetry phase [6]), in interaction
with electromagnetism, and it represents one of the best understood models of
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confinement in dimensions d = 2 and d = 3. Its gauge symmetries are
Gr = σ
x
r
d∏
ν=1
σx(r,ν)σ
x
(r−eν ,ν)
≡ σxrAr, [HdH, Gr] = 0. (269)
The goal of this section is to find a completely gauge-reducing duality to take care
of this gauge redundancy.
The structure of HdHs bond algebra suggests the model
HdGRH = −
∑
r
(JxAr +
d∑
ν=1
(hzσ
z
(r,ν) + hxσ
x
(r,ν)) + Jz
∑
ν<µ
B(r,νµ)), (270)
for a gauge-reduced dual. HdGRH shows no local symmetries, due to the couplings
to external magnetic fields, and the bond algebra homomorphism that connects it
to HdH follows naturally,
σxr
Φd−→ Ar, σzrσz(r,ν)σzr+eν
Φd−→ σz(r,ν)
B(r,νµ)
Φd−→ B(r,νµ), σx(r,ν)
Φd−→ σx(r,ν). (271)
To check that Φd is indeed gauge reducing, we compute
Φd(Gr) = Φd(σ
x
r)Φd(Ar) = ArAr = 1. (272)
Notice that the completely gauge-reduced model HdGRH features only degrees of
freedom on the links of the lattice, and local bonds.
The duality just described works in any space dimension d. In d = 1, 2, 3, the
models HdGRH have well known physical meanings. The d = 1 Z2 Higgs model
H1H = −
∑
i
(Jxσ
x
i + hzσ
z
i σ
z
(i,1)σ
z
i+1 + hxσ
x
(i,1)) (273)
is dual to
H1GRH = −
∑
i
(Jxσ
x
(i−1,1)σ
x
(i,1) + hzσ
z
(i,1) + hxσ
x
(i,1)), (274)
which is just an Ising chain in the presence of transverse and longitudinal fields
[86]. This means that H1H has no phase transition when hx 6= 0. We see that the
gauge field has opened a mass gap in the model.
In d = 2 dimensions, the gauge reduced form of the Z2 Higgs model reads
H2GRH = HETC = −
∑
r
(JxAr +
2∑
ν=1
(hxσ
x
(r,ν) + hzσ
z
(r,ν)) + JzB(r,3)) (275)
(B(r,3) was defined in Equation (60)). This is exactly the ETC model of Reference
[85] (if we further set hx = hz = 0, we recover Kitaev’s TC model). The duality
maps the Coulomb phase [86] of the Z2 Higgs model to the topological quantum
ordered state of the ETC model.
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In d = 2 dimensions, the Z2 Higgs model is self-dual [32], which implies that the
ETC model is self-dual as well [15, 85]. Let us check this in the latter model. The
self-duality isomorphism [15] reads
σx,z(r,1)
Φd−→ σz,x(r+e1,2), σ
x,z
(r,2)
Φd−→ σz,x(r+e2,1) (276)
that exchanges Jx with Jz, and simultaneously hx with hz in HETC. This is one
of the rare instances where a self-duality mapping is local in the spins. Other
interesting dualities for the ETC model are reported in [15] (and its supplemental
material).
The gauge-reduced version of H3H is again intimately connected to a d = 3
dimensional generalization of the ETC model
H3GRH = −
∑
r
3∑
ν=1
(hxσ
x
(r,ν) + hzσ
z
(r,ν))−∑
r
(JxAr + Jz(B(r,1) + B(r,2) + B(r,3))), (277)
studied in Reference [84] in the case of vanishing magnetic fields. The phase diagram
of the full model, that we call the d = 3 ETC model, can be obtained from the
literature on the Higgs model (see, for example, Reference [86], Figure 2).
6. Bond-algebraic dualities in quantum field theory
Over the years, some of the most interesting and ambitious dualities have been
conjectured in the context of quantum field theory (QFT) [11, 87], and any progress
in the theory of non-Abelian dualities should be tested against QCD (quantum
chromodynamics). The functional approach to QFT [57] puts QFTs in a language
that resembles closely that of classical statistical mechanics. Therefore there have
been some attempts [88] at dualities for path integrals of QFTs that resemble that
of Kramers and Wannier introduced in Section 2.1. However, the progress in this
direction has been limited (see though References [89–91]). The situation improves
considerably if the (Euclidean) path integral for the QFT of interest is regularized
by replacing the continuum for a lattice [80] (see Appendix C). Then, for Abelian
theories, one can use the machinery of Appendix A to construct systematically
regularized dual (Euclidean) field theories [6]. But, as discussed in Section 3.12, and
illustrated in Section 7, this path-integral based, lattice approach to dualities in QFT
is covered, and in fact simplified by the bond-algebraic techniques of this paper
[15]. In this light, many of the dualities we have seen already can be interpreted as
bond-algebraic dualities for QFTs.
In contrast, this section aims to explore the extension of bond algebraic tech-
niques to operator-based quantizations of field theories. This is perfectly feasible
for some QFTs, but in general we do not know yet how to construct a complete
operator quantization of an interacting field theory, and so in many cases the bond
algebra of an interacting QFT is not well defined. This means for instance that we
could have trouble deciding whether two operators in a QFT should commute or
not, as exemplified by the Schwinger term in QED [92]: The canonical quantization
of electromagnetism in interaction with the Dirac electron field dictates the charge
density operator should commute with the current, but in fact this is inconsistent
with the requirement that the theory should have a ground state [92]. It follows
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that this commutation relation must be changed relative to its canonical form.
There is an approximate approach to the operator quantization of field theories
that is specially compatible with bond-algebraic techniques, and was popularized
in the literature on confinement under the name of lattice Hamiltonian formalism
[34, 81]. The idea is to discretize the classical field theory first only in space (that is,
to approximate it with a classical mechanical model featuring degrees of freedom
on a spatial lattice), and then proceed to quantization, that can now be carried
through by standard means (see Appendix C). The resulting many-body quantum
theory typically features non-relativistic bosons, fermions, or rigid rotators in in-
teraction, and contains a new parameter, the lattice spacing a. Of course, it lacks
the symmetries characteristic of the continuum, but has in exchange a well defined
operator content, and typically internal and gauge symmetries are well represented.
In what follows, we study the duality properties of several QFTs in this approxi-
mation. But when possible, we work also directly in the continuum, and show that
the two approaches give compatible results when a naive continuum limit a→ 0 is
taken.
6.1. One-dimensional free and externally coupled bosonic field, and the
Kibble model
The free, massless bosonic field in d = 1 (i.e., 1+1 space-time dimensions) affords
the simplest example of a self-dual QFT [1, 15]. In dimensions d ≥ 2, a complete
operator quantization is always available for free fields [93]. This is not the case
in dimension d = 1. In particular, the Green’s function for the massless boson
field is too singular to be interpreted in the sense of distributions. Still, its bond-
algebra based on canonical quantization reflects its self-dual properties, and we can
check them in the lattice Hamiltonian approximation. In this approximation, the
bosonic field reduces to a self-dual model of one dimensional phonons, Section 4.2,
and the phononic lattice dual variables converge to the bosonic dual variables in
the continuum. Next we consider two simple extensions, the d = 1 Kibble model
in Section 6.1.2, and a multiplet of bosonic fields in interaction with an external
driving forces.
6.1.1. Free, Massless bosonic field
The massless, free bosonic field in 1 + 1 dimensions, (µ, ν = 0, 1) is described by
the action
SFB =
∫
d2x
1
2
ηµν∂µφ∂νφ, (278)
where η = diag[1,−1], x0 = t stands for the time coordinate, and x1 = x for the
spatial coordinate. Its canonical quantization proceeds by defining the Hamiltonian
HFB =
∫
dx
(
1
2
π2 +
1
2
(∂1φ)
2
)
, (279)
together with the equal-time commutation relations
[φ(x), π(y)] = iδ(x − y). (280)
One may think of HFB as the quantum theory of a continuous elastic line (see
Reference [73], Chapter 2).
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From the perspective of bond algebras, the new feature is that we have an un-
countable infinity of bonds, two bonds π2(x), (∂1φ)
2 (x) per space point. It is easier
to characterize the bond algebra in terms of π(x) and ∂1φ(x),
[∂1φ(x), π(y)] = iδ
′(x− y), (281)
where δ′(x − y) = ∂1δ(x − y) = ∂xδ(x − y) is the spatial derivative of the Dirac
delta function. It is apparent from this relation that
∂1φ(x)
Φd−→ π(x), π(x) Φd−→ ∂1φ(x), (282)
is a self-duality isomorphism, since
[Φd(∂1φ(x)),Φd(π(y))] = [π(x), ∂1φ(y)] = −iδ′(y − x) = iδ′(x− y), (283)
and Φd(HFB) = HFB.
Next we use Equation (282) to compute dual variables. Since
φ(x) =
∫ x
−∞
dy ∂yφ(y), (284)
the dual field variables are
π(x)
Φd−→ πˆ(x) = ∂1φ(x), (285)
φ(x)
Φd−→ φˆ(x) =
∫ x
−∞
dy ∂̂1φ(y) =
∫ x
−∞
dy π(y).
We may regard these dual fields as toy examples of Mandelstam variables [94], the
variables that appear in the bosonization of d = 1 theories [95].
Let us compare next the calculations in the continuum to the predictions of the
lattice Hamiltonian approach. If we discretize in space the action of Equation (278),
and quantize afterwards, we get a quantum model specified by
HLFB =
1
2a
∑
i
(π2i + (φi+1 − φi)2), [πm, φn] = iδm,n, (286)
with a the lattice spacing. This model is essentially identical to the self-dual model
of phonons studied in Section 4.2, and thus self-dual as well (notice that while πi
is dimensionless, π(x) has dimensions of 1/a). Its self-duality mapping can be read
from Equation (220),
πi
a
Φd−→ φi+1 − φi
a
,
φi+1 − φi
a
Φd−→ πi+1
a
, (287)
and it clearly converges to the corresponding mapping in the continuum, Equation
(282), in the naive continuum limit a→ 0.
6.1.2. The one-dimensional Kibble model
The self-duality mapping investigated in the previous section is readily applicable
to the Kibble model [96],
HK =
1
2
∫
dx
(
π2 + (∂1φ)
2
)
+
1
2
∫
dx dy π(x)V (x− y)π(y), (288)
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in d = 1 dimension. The d = 3 version of this model with Coulomb potential
V (x) = e2/|x| has been studied as an example of a model that violates Goldstone
theorem [21], due to the long-range nature of the Coulomb interaction.
The Kibble model has the unusual feature that the momenta π(x) participate in
the interaction term. In d = 1 this is remedied by the duality of the previous section.
The mapping of Equation (282) shows that HK admits a dual representation
HDK =
1
2
∫
dx
(
π2 + (∂1φ)
2
)
+
1
2
∫
dx dy ∂1φ(x) V (x− y) ∂1φ(y), (289)
so that now the interaction term involves only spatial gradients.
6.1.3. Massless bosonic field coupled to classical external sources
The self-duality of the free boson field survives even after we have coupled it to
classical, external sources A(x0, x1) and J(x0, x1),
HB =
∫
dx
(
1
2
(π −A)2 + 1
2
(∂1φ)
2 + Jφ
)
, (290)
that vanish outside some finite interval. While the coupling Jφ is standard, the
coupling π − A is not, because A is not the vector potential for an EM field (for
one thing, φ = φ† is not charged). We introduce it anyways, because the self-duality
we are going to describe exchanges J and A.
The next step is to apply to HB the self-duality mapping for the free boson field,
Equation (285). After some rearrangements (that include discarding a boundary
term, since A has compact support), the resulting Hamiltonian reads
HDB =
∫
dx
(
1
2
(π −AD)2 + 1
2
(∂1φ)
2 + JDφ
)
+
1
2
∫
dx
(
A2 −AD2) , (291)
with
AD(x0, x1) = −
∫ ∞
x1
dy J(x0, y), JD(x0, x1) =
∂A
∂x1
(x0, x1). (292)
Since HDB has the same structure as HB (up to an additive c-number), we see that
HB is still self-dual as in the free case. Notice that Φ
2
d = 1, since A
DD = A and
JDD = J .
6.2. The Luttinger model
Next we describe a duality for fermions in one dimension. The Luttinger model
describes a d = 1 dimensional interacting many-electron system in a box of size
ℓ. Its Fermi surface consists of only two points, k = ±kF , corresponding to two
types of electrons moving to the right/left. Henceforth, we denote the right and
left moving electrons by the fields ψ1 and ψ2 (which anti-commute) and construct
a two component field ψ† = (ψ†1, ψ
†
2). In the vicinity of the two Fermi points ±kF
(i.e., for small |q| and small |k− kF | for k > 0 or small |k+ kF | for k < 0), the free
electron dispersion may be linearised to read ǫk+q − ǫk = ±vF q with vF the Fermi
velocity. The (spinless) Luttinger model is defined by the Hamiltonian
HL =
∫ ℓ
0
dxψ†σz
(
−i ∂
∂x
)
ψ +
∫ ℓ
0
dxdy ψ†1(x)ψ1(x)V (x− y)ψ†2(y)ψ2(y). (293)
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In Equation (293), the first term describes the free electron dispersion (with vF set
to unity). This is augmented, in the second term of Equation (293), by density-
density interactions that couple left (k < 0) and right (k > 0) movers. By explicitly
constructing unitary transformations, Luttinger showed that HL is unitarily equiv-
alent to a non-interacting model, and thus it is exactly solvable (see, for example,
[97] and references therein). It has, however, the non-physical characteristic that in
the thermodynamic limit it displays an infinite reservoir of negative energy states.
We will next re-derive this unitary equivalence within the bond algebraic frame-
work. The Hamiltonian HL commutes with particle number operators for each
fermion species (left and right movers), and can be written in a first-quantized
form as
HL =
M∑
m=1
pm −
N∑
n=1
Pn +
M∑
m=1
N∑
n=1
V (xm − yn), (294)
where (pm = −i∂/∂xm, xm) and (Pn = −i∂/∂yn, yn) are the momenta and posi-
tions associated with the right (a total of M) and left (a total of N) movers. The
wave functions on which HL operates must be totally antisymmetric because of
Fermi statistics. Luttinger’s result amounts to the statement that HL is dual to
HDL =
M∑
m=1
pm −
N∑
n=1
Pn. (295)
To prove this result from a bond-algebraic perspective, we introduce the bonds
Am = pm +
1
2
N∑
n=1
V (xm − yn), Bn = Pn − 1
2
M∑
m=1
V (xm − yn), (296)
so that
HL =
M∑
m=1
Am −
N∑
n=1
Bn. (297)
It is immediate that
[Am, Am′ ] = 0, [Bn, Bn′ ] = 0, and [Am, Bn] = 0, (298)
since
[Am, Bn] = −1
2
[
pm,
M∑
m′=1
V (xm′ − yn)
]
+
1
2
[
N∑
n′=1
V (xm − yn′), Pn
]
= 0. (299)
Thus, putting all the pieces together, we establish the duality isomorphism
Am
Φd−→ pm, Bn Φd−→ Pn. (300)
The above demonstration illustrates that Luttinger’s assertion holds for arbitrary
interactions V (x− y) in Equation (293).
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6.3. QED without sources, compact QED, and Zp gauge theories
6.3.1. QED without sources
The quantization of the EM field suffers from well known complications due
to gauge invariance, and very different from the complications that arise in the
quantization of the d = 1 free boson. They are much less of a problem from a bond
algebraic perspective, because in the end, at least in the absence of sources, we do
know how to construct a full operator quantization of the EM field. The resulting
vacuum QED is the starting point to quantum optics [98], and is self-dual under
the exchange of the quantum electric and magnetic field operators.
We start by setting up the version of QED that we are going to work with. The
starting point is the gauge-invariant action for the vector potential,
SEM = −1
4
∫
dx0d3x (∂µAα − ∂αAµ)(∂νAβ − ∂βAν)ηµνηαβ (301)
(the connection of the vector potential to the electric ~E and magnetic ~B fields
was described in Section 2.1). To proceed with canonical quantization, we need to
partially fix the gauge. If we choose the condition A0 = 0, called the axial gauge,
we can complete the canonical quantization prescription easily. The resulting d = 3
QFT reads
HEM =
∫
d3x
(
1
2
~Π2(x) +
1
2
(∇× ~A(x))2
)
, (302)
together with
[Aµ(x), Πν(x
′)] = i δµ,ν δ(x− x′), µ, ν = 1, 2, 3, (303)
and the Aµ(x), Πν(x
′) can be realized as well defined operators (i.e., operator-
valued distributions) action on a Hilbert state space. Notice that in the axial gauge
we are using, ~E = −∂t ~A = −~Π. There is, however, and issue left from the remain-
ing gauge symmetry of the theory defined by Equations (302) and (303). The state
space is larger-than-physical, and only the states |Ψ〉 that satisfy the Gauss con-
straint
∇ · ~Π |Ψ〉 = 0, (304)
can be prepared and observed by experimental means. The reason is that ∇ · ~Π is
the generator of the residual gauge symmetries that where not fixed by the axial
condition A0 = 0, and so Equation (304) amounts to the statement that only gauge
invariant states are physical.
Let us consider next the bond algebra characterized by
[(∇× ~A)µ(x), Πν(x′)] = iδµ,ν(∇× δ(x− x′))µ. (305)
It is easy to check that the mapping
Πµ(x)
Φd−→ (∇× ~A)µ(x), (∇× ~A)µ(x) Φd−→ −Πµ(x), (306)
preserves the relations of Equation (305), but there is a subtlety of interpretation.
Φd maps∇× ~A, that is automatically divergenceless, to ~Π, that is not. However, ~Π is
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r
Θ(r,3)
A(r,1)
A(r+e2,1)
A(r+e1,2)A(r,2)
e3
x
r + e2
r + e1
r + e1 + e2
Figure 13. Gauge field degrees of freedom A(r,ν) (ν = 1, 2, 3) for d = 3 non-compact lattice QED are
placed on the links of a cubic lattice (of lattice spacing a), as indicated by the crosses. The plaquette
variable Θ(r,3) = A(r,1)+A(r+e1,2)−A(r+e2,1)−A(r,2) resides in the plaquette indicated in the (e1,e2)
plane. Other symbols’ meaning are defined in Figure 2.
divergenceless in the gauge invariant subspace of physical states, and so Φd is a true
isomorphism of bond algebras in that subspace. In the language of Section 3.10,
and for this particular quantization of the EM field, its self-duality is an emergent
one. In other words, the EM duality is truly a duality between the observable
physical electric and magnetic fields, and not a more general property of the vector
potential.
We can use the mapping Φd of Equation (306) to compute dual variables on the
subspace of physical states,
~Π(x)
Φd−→ ~̂Π(x) = ∇× ~A(x),
~A(x)
Φd−→ ~̂A(x) = − 1
4π
∇×
∫
d3x′
~Π(x′)
|x− x′| . (307)
This completes our discussion of the self-duality of QED in the continuum. The
next step is to check it against the lattice Hamiltonian formalism. This analysis
will facilitate later our discussions of duality in other Hamiltonian lattice gauge
field theories that are closely connected to QED and to the dynamics of center
vortices in QCD [22, 33].
If we discretize the EM field as we discretized the free boson field near the end
of Section 6.1.1, we get
HLEM =
∑
r
(
1
2a3
~Π2r +
1
2
a~Θ2r
)
, (308)
where ~Πr = (Π(r,1),Π(r,2),Π(r,3)), and ~Θr stands for the discretized curl,
Θ(r,1) = A(r,2) +A(r+e2,3) −A(r+e3,2) −A(r,3),
Θ(r,2) = A(r,3) +A(r+e3,1) −A(r+e1,3) −A(r,1), (309)
Θ(r,3) = A(r,1) +A(r+e1,2) −A(r+e2,1) −A(r,2)
(see Figure 13). The fact that the theory in the continuum features a vector field ~A
is reflected in that the lattice degrees of freedom reside on links, with commutation
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relations
[A(r,µ) , Π(r′,ν)] = i δµ,ν δr,r′ . (310)
Discretizing the theory spoils its space-time symmetries, but gauge symmetries
remain almost unchanged. The generators of gauge symmetries are
gr =
3∑
ν=1
(Π(r,ν) −Π(r−eν ,ν)), [gr,HLEM] = 0, (311)
and physical states are characterized as before as gr|Ψ〉 = 0, ∀r.
HLEM is self-dual, just as its counterpart in the continuum. The mapping
Π(r,1)
Φd−→ Θ(r,1), Θ(r,1) Φd−→ −Π(r−e1+e2+e3,1),
Π(r,2)
Φd−→ Θ(r−e1+e2,2), Θ(r,2)
Φd−→ −Π(r+e3,2),
Π(r,3)
Φd−→ Θ(r−e1+e3,3), Θ(r,3) Φd−→ −Π(r+e2,3). (312)
defines a self-duality isomorphism in the subspace of physical states, that exchanges
the lattice electric ~Πr and magnetic ~Θr operators, see Figures 14 and 15. Φd is not
well defined outside the subspace of physical states, because as it stands in Equation
(312), it can be shown to be a many-valued mapping, 1
Φd−→ gr, ∀r. It is easy
to check that the lattice self-duality converges exactly to its counterpart in the
continuum in the naive limit a→ 0.
It is remarkable that, in the end, the EM duality has the same origin as the
self-duality of the Ising model: a symmetry of a bond algebra.
6.3.2. Compact QED and Zp gauge theories
The self-dual lattice rendition of QED that we studied in the previous section is
non-standard. In contrast, the standard Hamiltonian lattice field theory for QED
Θ(r−e1+e3,3)
Θ(r−e1+e2,2)
Θ(r,1)
Π(r,1), Π(r,2), Π(r,3)
r
x
y
z
Figure 14. The effect of the exchange duality Φd of Equation (312) on the three Π fields at site r. The
directions x, y, z are associated to the unit vectors e1, e2, e3, respectively. Notice that the Π fields, although
associated to the vertex r, reside on the links of the lattice.
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Θ(r,3)
Θ(r,2)
Θ(r,1)
Π(r−e1+e2+e3,1)
Π(r+e3,2)
Π(r+e2,3)
r x
y
z
x
Figure 15. The effect of the exchange duality Φd of Equation (312) on the three Θ fields at site r.
The directions x, y, z are associated to the unit vectors e1,e2,e3, respectively. Notice that the Π fields
associated to the indicated vertices reside on the links of the lattice, while the Θ fields reside on the
corresponding plaquettes. Each colored plaquette map to the −Π at the correspondingly colored site.
[34, 81] (see, for example, Section 6 of [34]),
HCEM =
∑
r
3∑
ν=1
(
1
2
L2(r,ν) − λ cosΘ(r,ν)
)
, (313)
arises from the quantization [34] of compact (lattice) QED as defined by Wilson
[80]. Here, the plaquette term Θ(r,ν) is formally defined as in Equation (309) up to
the replacement A(r,ν) → θ(r,ν), and the latter satisfy the commutation relations
of Equation (258).
The Hamiltonians HLEM and HCEM exhibit radically different phase diagrams,
simply because HLEM describes a system of harmonic oscillators, while HCEM fea-
tures plane rotors in interaction. In particular, HCEM is not self-dual. On the other
hand, one can use the techniques of Sections 4.2 and 5.4 to set up a dual gauge
model in terms of integer valued degrees of freedom,
HDCEM =
∑
r
3∑
ν=1
(
1
2
b2(r,ν) −
λ
2
(R(r,ν) +R
†
(r,ν))
)
(314)
(the plaquette term b(r,ν) is formally defined as in Equation (309) up to the re-
placement A(r,ν) → X(r,ν), the operators X, R, R† where introduced in Section
4.2). A close classical relative of this duality to integer valued fields was found of
great use in the latest comprehensive Monte-Carlo simulation of HCEM [99].
We can also use the mathematics introduced in Sections 4.1 and 4.2 to write
down a self-dual p-state approximation to HCEM
HG =
1
2
∑
r
3∑
ν=1
(V(r,ν) + λB(r,ν) + h.c.), (315)
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that features generators V(r,ν) and U(r,ν) of Weyl’s group at each link, and
B(r,1) = U(r,2)U(r+e2,3)U
†
(r+e3,2)
U †(r,3),
B(r,2) = U(r,3)U(r+e3,1)U
†
(r+e1,3)
U †(r,1), (316)
B(r,3) = U(r,1)U(r+e1,2)U
†
(r+e2,1)
U †
(r,2)
.
The self-duality mapping for this model was discussed in Reference [15], and is
given by
V(r,1)
Φd−→ B(r,1), B(r,1) Φd−→ V †(r−e1+e2+e3,1),
V(r,2)
Φd−→ B(r−e1+e2,2), B(r,2) Φd−→ V †(r+e3,2), (317)
V(r,3)
Φd−→ B(r−e1+e3,3), B(r,3) Φd−→ V †(r+e2,3).
(and similarly for Hermitian conjugate bonds). Similar to the VP model of Section
4.1, the squared duality isomorphism Φ2d is a non-trivial, discrete charge conjugation
symmetry C of the model, that maps V(r,ν) and U(r,ν) to V †(r,ν) and U †(r,ν), up to
a translation by d = −e1 + e2 + e3. When p → ∞, the phase structure of HG
approaches that of HLEM [100], even though HLEM is not self-dual (see Section
4.2).
In this section, we introduced HG in connection to QED. Actually this model has
been intensively studied in the literature [33, 101, 102] in connection to confinement
in QCD. This is so asHG for p states affords a simple effective theory to study center
vortices in QCD with p flavors. This was discussed, to some extent, by ’t Hooft
[103] where the relevance of center vortices to confinement was first elucidated, but
the specific Hamiltonian HG was proposed in Reference [33]. From this point of
view, however, this lattice model suffers from its inability to incorporate magnetic
monopoles. Other aspects of HG will be discussed in Section 7.4.2.
6.4. QED without a vector potential
In classical physics, the EM vector potential Aµ is a technical advantage, but oth-
erwise expendable, essentially because the interaction of classical charged particles
with the EM field can be described purely in terms of ~E and ~B. In contrast, the vec-
tor potential is unavoidable at the quantum level, and the best illustrations of this
fact is the Aharonov-Bohm effect [104] that is non-local in ~E and ~B. But even dis-
regarding the interaction to charges, it is difficult to set up the quantum mechanics
of the EM field alone without introducing a vector potential, though Mandelstam
[105] managed to put forward a consistent scheme. The standard quantizations of
the EM field, however, rely on the unobservable Aµ, and suffer from well-known
difficulties [106], that depend on the gauge fixing condition of choice. In the axial
gauge of the previous section, the state space that emerges is a Hilbert space, but it
is redundant, due to the presence of gauge symmetries inherited upon quantization.
On the other hand, as explained in Section 3.11, we can use bond-algebraic
dualities to find a dual representation that features no gauge redundancies. In this
section, we illustrate these ideas for compact QED, because it is the model of
greatest relevance in numerical studies of QED.
Ideally, we would like to find a gauge reducing duality for the Hamiltonian HLEM
of Equation (313) to a model that features local bonds. We saw in Section 5.4 that
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this is possible in d = 2, but it does not seem to be possible in d = 3. Hence we
are left with the systematic approach of Section 3.11.4, that is known to introduce
non-local bonds in the dual model. The starting point is to recognize the generators
of gauge symmetries, in this case
gr =
3∑
ν=1
(L(r,ν) − L(r−eν ,ν)). (318)
Now we can proceed with the general techniques described in Section 3.11.4. The
gauge-reducing duality should satisfy
Φd(gr) = 0 =
3∑
ν=1
(Φd(L(r,ν))−Φd(L(r−eν ,ν))), (319)
so that in the completely gauge-reduced dual the bonds Φd(L(r,3)) are not in-
dependent, but we can write instead Φd(L(r,3)) =
∑
n≥1 (Φd(L(r+ne3,1)) +
Φd(L(r+ne3,2)) − Φd(L(r+ne3−e1,1)) − Φd(L(r+ne3−e2,2))). From this point on, the
reasoning follows through just as in Section 3.11.4. The gauge-reducing duality
homomorphism reads
L(r,1)
Φd−→ L(r,1), L(r,2) Φd−→ L(r,2), L(r,3) Φd−→ E(r,3),
eiΘ(r,1)
Φd−→ ei(θ(r+e3,2)−θ(r,2)), eiΘ(r,2) Φd−→ ei(θ(r+e3,1)−θ(r,1)), (320)
eiΘ(r,3)
Φd−→ eiΘ(r,3)
(the plaquette angle Θ(r,ν) was defined right after Equation (313)). The electric
string operator E(r,3) is defined as
E(r,3) ≡
∑
n≥1
(L(r+ne3,1) + L(r+ne3,2) − L(r+ne3−e1,1) − L(r+ne3−e2,2)), (321)
and carries the full weight of the non-locality that seems to be unavoidable in
d = 3, if gauge constraints are to be eliminated. The completely gauge-reduced
dual Hamiltonian reads
HGRCEM = H
0 +
∑
r
(E(r,3) − λ cosΘ(r,3)) , (322)
H0 =
∑
r
∑
ν=1,2
(
1
2
L(r,ν) − λ cos(θ(r+e3,ν) − θ(r,ν))
)
.
It is remarkable that H0 describes a stalk of non-interacting (independent) d = 1,
XY models. The idea that the physics of gauge fields in D = 4 is closely connected
to the physics of spin models in D = 2 has been put forward many times over the
years (see [22], and references therein). The duality just presented is a new indica-
tion/realization of this connection. Moreover, it afford us a theory of QED without
a vector potential, and consequently, without gauge symmetries or unwanted non-
physical states. Stated differently, HGREM is the quantum rendition of Maxwell’s
dynamics purely in terms of the electric and magnetic fields. The cost to be paid
is the introduction of non-local bonds.
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From a practical point of view, it is important to notice that this gauge-reducing
duality can be restricted to finite systems, and the advantage for numerical sim-
ulations of the gauge reduced rendition of the theory could be enormous. For one
thing, since there are no degrees of freedom associated with the links along the e3
direction, the Hilbert space of HGRCEM reduces to
HGRCEM =
⊗
r
(L2(S1)(r,1) ⊗ L2(S1)(r,2)) . (323)
that is much smaller than the one for HLEM (L2(S1) denotes the Hilbert space of
square integrable functions on the circle). Physically speaking, HGRCEM exhibits
two “states of polarization” per lattice site.
6.5. Abelian and Zp Higgs models
In this section we study the duality properties of the Abelian Higgs (AH) QFT
in its broken symmetry state. The AH model is complex enough that an operator
treatment in the continuum is not well defined, so we proceed directly to the lattice
Hamiltonian formalism. We uncover a new duality in d = 3 to a local, completely
gauge-reduced model, introduce new p > 2-state approximations to the lattice AH
model that we call Zp Higgs models, and discuss their (self-)dual properties in
d = 2 and d = 3 (the p = 2 case [22] is of importance to the theory of topological
quantum order and storage of quantum information, see Section 5.5). We start
with some general comments to put the AH model in perspective.
Both in condensed matter and high energy physics, the success of QFTs in de-
scribing interactions hinges to a large extent on the principle of gauge invariance
and the Higgs mechanism. The reason for the latter is that, if the gauge group
is compact, gauge invariance requires gauge fields to be massless, restricting in
principle their applicability to the description of long-range interactions. The Higgs
mechanism affords a way out of this restriction, since it is a process by which gauge
fields acquire mass through the spontaneous breakdown of a continuous symmetry
with no Goldstone bosons. In this way, gauge fields become capable of describing
short-range interactions as well, at the expense of introducing a Higgs field.
The AH model,
SAH =
∫
d4x
(
−1
4
FµνF
µν +
1
2
(Dµφ)(D
µφ)∗ + λ(φφ∗ − v2)2
)
, (324)
features a complex scalar Higgs field φ of charge q, in interaction with the EM
field (Fµν = ∂µAν − ∂νAµ is the EM field, and Dµφ ≡ (∂µ − iqAµ)φ), and it is
the simplest field theory that combines both the principle of gauge invariance and
the Higgs mechanism. When v2 is positive, the (classical) potential energy is min-
imized by setting φ = veiθ, and the ground state breaks (spontaneously) the U(1)
symmetry. The reader familiar with superconductivity will recognize the result-
ing action as the starting point for the phenomenological Ginzburg-Landau theory
of superconductivity (wherein φ represents the superconducting order parameter).
In the light of QFT, however, the spontaneous breakdown translates into a par-
ticle spectrum containing one massive photon and one massive, real scalar (see,
for instance, [106]). This is the Higgs mechanism of mass generation: the would be
Goldstone boson associated to the spontaneous symmetry breakdown is reabsorbed
as an extra degree of freedom of the gauge field Aµ. It is the mechanism of mass
generation in the standard model of particle physics, but it is not the only possible
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one, as we will see in the next section when we study the Stu¨ckelberg model.
The lattice Hamiltonian for the AH model in its broken symmetry phase reads
HLAH =
∑
r
3∑
ν=1
(
1
2
L2(r,ν) − λ cos(Θ(r,ν)))
+
∑
r
(
1
2
L2r −
3∑
ν=1
κ cos(θr+eν − θr − qθ(r,ν))), (325)
with the notation of Section 6.4 for L(r,ν) and Θ(r,ν). The Higgs, or matter, field
is represented by degrees of freedom Lr and θr on the sites of a cubic lattice,
while the gauge field is represented by degrees of freedom θ(r,ν), L(r,ν) on its links.
HLAH follows from the classical lattice action introduced in Reference [86], treated
according to the quantization techniques of Reference [81]. Notice that q is now
constrained to take integer values. As discussed in Reference [86], the physics (phase
diagram) of the AH model depends strongly upon whether q = 1 or has some other
value, and in fact q is an explicit parameter in the duality mappings to be discussed.
HLAH defines a gauge theory, with gauge symmetries generated by
gr = −qLr +
3∑
ν=1
(L(r,ν) − L(r−eν ,ν)). (326)
It is a remarkable feature that these gauge symmetries are completely eliminated
by a duality to a local model,
HGRLAH =
1
2
∑
r
3∑
ν=1
(X2(r,ν) − λ (B(r,ν) +B†(r,ν)))
+
1
2
∑
r
(
1
q2
A2r −
3∑
ν=1
κ q(R(r,ν) +R
†
(r,ν))), (327)
that features integer-valued degrees of freedom and local bonds. The plaquette
operators B(r,ν) are defined just as in (316), up to the replacement U(r,ν) → R(r,ν),
and Ar =
∑3
ν=1 (X(r,ν) −X(r−eν ,ν)) (the operators R, R† and X were introduced
in Section 5.1). It follows that HGRLAH does not feature any degrees of freedom on
the sites of the lattice. The duality homomorphism reads
Lr
Φd−→ 1
q
Ar, e
i(θr+eν−θr−qθ(r,ν)) Φd−→ qR(r,ν),
L(r,ν)
Φd−→ X(r,ν), e−iΘ(r,ν) Φd−→ B(r,ν), (328)
and it is straightforward to check the trivialization of the infinitesimal generators
of gauge symmetries,
Φd(gr) = −Ar +
3∑
ν=1
(Φd(L(r,ν))− Φd(L(r−eν ,ν)) = 0. (329)
HGRLAH has no local symmetries. Let us point out without elaborating the details
that the AH model admits a local gauge-reducing duality along these lines in any
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dimension d.
We can take a different approach to the study of the AH model, and write p-
state approximations to the Hamiltonian of Equation (325), in terms of generators
of the Weyl group algebra introduced in Sections 4.1 (this is similar in spirit to
the approximation of the d = 1 XY model by a VP model). We call these p-state
quantum models Zp Higgs models, and to our knowledge they have not been studied
before, for p ≥ 3 (the p = 2 case [32, 86, 107] was discussed in Section 5.5 from the
perspective of topological quantum order). The Zp Higgs models admit completely
gauge-reducing dualities, and the dual models that arise are natural generalizations
of the ETC model of Section 5.5, to any number of states p and any number of
dimensions d. Moreover, in d = 2, they define a new class of self-dual models. Let
us focus on this case for the rest of the section.
The Hamiltonian for the d = 2-dimensional Zp Higgs model reads
HpAH =
1
2
∑
r
(Vr − λB(r,3) + h.c.) (330)
+
1
2
∑
r
∑
ν=1,2
(V(r,ν) − κ U †r(U †(r,ν))qUr+eν + h.c.),
with gauge symmetries
Gr = (V
†
r )
qV(r,1)V(r,2)V
†
(r−e1,1)
V †(r−e2,2), [Gr,HG] = 0, (331)
and G†r. As usual, Ur, Vr denote site (vertex) operators, and U(r,ν), V(r,ν) reside at
the link (r, ν). Notice also that the charge q is a Zp charge now, and can only take
one of the values q = 0, · · · , p− 1. The self-duality mapping reads
Vr
Φd−→ B(r,3), B(r,3) Φd−→ Vr+e1+e2, (332)
U †r(U
†
(r,1))
qUr+e1
Φd−→ V(r+e1,2), V(r,1)
Φd−→ Ur+e1U q(r+e1,2)U
†
r+e1+e2,
U †r(U
†
(r,2)
)qUr+e2
Φd−→ V †
(r+e2,1)
, V(r,2)
Φd−→ U †r+e2(U †(r+e2,1))
qUr+e1+e2 .
Strictly speaking, Φd is an isomorphism only on the restriction of the bond algebra
to the subspace of gauge-invariant states, so this is another example of an emergent
self-duality (we encountered a similar situation in d = 3 QED, Section 6.3). To see
this, notice that one can expand the identity operator 1 as a product of bonds in
many different ways, and that all these different expansions are mapped to products
of gauge symmetries. It follows that Φd is a multivalued homomorphism, unless it
is restricted to the subspace of gauge-invariant states.
SinceHpAH features bothmatter and gauge fields in interaction, it is interesting to
compare the self-duality of Equation (332) to the self-duality properties expected of
QED in the presence of suitable sources. In general, it is argued that by introducing
magnetic charges, the self-duality of QED in the absence of sources, Section 6.3,
could be extended to include sources as well. This putative self-duality, however,
would not mix matter fields with gauge fields. In contrast, in the Higgs case, the
self-duality establishes an equivalence between matter and gauge fields.
The p-state models HpAH can be completely gauge-reduced by dualities that
are very similar to that for p = 2, worked out in Section 5.5. There is also a
variation of the Zp Higgs models where the VP-like interactions are replaced by
P-like interactions [108]. This Potts-Higgs model has the advantage that its phase
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diagram can be studied analytically in a 1/p expansion.
6.6. The self-dual Stu¨ckelberg model
In this section we discuss the Stu¨ckelberg model of mass generation, and show that
it is self-dual in d = 2 dimensions.
The massless free boson of Section 6.1
SFB =
∫
dDx
1
2
ηµν∂µφ∂νφ (333)
(now in any dimension D = d + 1) has a global, internal continuous symmetry
of the form φ(x) 7→ φ(x) + α, α ∈ R, but this fact is rarely of interest because
the conservation law that follows is tantamount to the equation of motion. Things
become more interesting if apply the gauge principle to this symmetry, and gauge
it to make it local, at the expense of introducing a vector potential Aµ,
SS =
∫
dDx
1
2
ηµν(∂µφ−mAµ)(∂νφ−mAν)− 1
4
FµνFµν . (334)
This is the Stu¨ckelberg model of mass generation (see [106], and references therein),
proposed by Stu¨ckelberg in 1958. The gauge symmetries of SS are
φ(x) 7→ φ(x) + α(x), Aµ(x) 7→ Aµ(x) + 1
m
∂µα(x), (335)
and show that both the φ and Aµ field are not observable. Combined, however,
they describe in a gauge invariant fashion a massive vector field (a Proca field)
of bare mass m (to see this, just impose the gauge-fixing condition φ = constant
in Equation (334)). Since the Proca field can be completely quantized in operator
form [93], we expect that the same holds for SS, and we work directly in the contin-
uum. Still, let us point out that analogous calculations in the lattice Hamiltonian
approach return results that are perfectly compatible with the continuum, in the
naive continuum limit a→ 0.
The Stu¨ckelberg model is self-dual only in d = 2, as will become clear soon,
so from now on we work out just that case. The canonical quantization of SS
has the usual complications coming from gauge-invariance. The simplest way to
proceed is to partially fix the gauge by imposing the axial constraint A0 = 0. This
allows to put SS in canonical form, so that we can apply the standard quantization
procedures to get
HS =
1
2
∫
d2x
(
~Π2 + (∂1A2 − ∂2A1)2 + π2 +
(
∇φ−m~A
)2)
, (336)
[φ(x), π(x′)] = i δ(x− x′), [Aµ(x), Πν(x′)] = i δµ,ν δ(x− x′),
with µ, ν = 1, 2, and every other commutator set equal to zero. The subspace of
physical, gauge-invariant states is characterized by
(− 1
m
∇ · ~Π+ π)|Ψ〉 = 0. (337)
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That HS is self-dual follows from the mapping
π(x)
Φd−→ (∂1A2 − ∂2A1) (x), (∂1A2 − ∂2A1) (x) Φd−→ π(x),
Π1(x)
Φd−→ −(∂2φ−mA2)(x), (∂2φ−mA2)(x) Φd−→ −Π1(x), (338)
Π2(x)
Φd−→ (∂1φ−mA1)(x), (∂1φ−mA1)(x) Φd−→ Π2(x).
Since we can write 0 = −∂1(∂2φ−mA2)+∂2(∂1φ−mA1)−m(∂1A2−∂2A1) (among
other possibilities), we have that
Φd(0) = ∇ · ~Π−mπ. (339)
This means that just as in QED, Section 6.3.1, Φd represents a self-duality isomor-
phism only in the sector of gauge-invariant states, and is multi-valued in the full,
gauge-redundant state space.
This completes our discussion of the Stu¨ckelberg model, but let us point out in
closing that all of the previous results follows just as easily in the lattice Hamilto-
nian approach.
6.7. Field theory and dimensional reduction
There is an intimate connection between d-dimensional systems possessing d¯-
dimensional gauge-like symmetries [20], and the phenomenon of dimensional re-
duction, where the physical system in d dimensions behaves in many ways as if
it had effectively a smaller d¯ < d number of dimensions [20, 84]. Mathematically,
this connection results from establishing bounds for the correlation functions of the
d-dimensional theory in terms of another theory in d¯ dimensions. A very broad and
exciting field where dimensional reductions, d¯-dimensional gauge-like symmetries,
and dualities come to the fore is that of topological quantum order [20, 84]. In
topologically ordered systems, the state of the system cannot be characterized by
local measurements but rather by topological quantities.
In this paper, we have considered the duality properties of several lattice models
that display topological quantum order, including the XM and POC models of
Sections 4.3 and 5.2 [20], and the paradigmatic ETC model of Section 5.5. Here
we develop continuum (field-theoretic) versions of those lattice models, where di-
mensional reduction occurs because of the existence of d¯-dimensional gauge-like
symmetries. Consider then the non-relativistic, d = 2-dimensional QFT
HP =
1
2
∫
d2x (π2 + λ (∂1∂2φ)
2), [φ(x), π(x′)] = iδ(x − x′). (340)
By construction, this model is invariant under the d¯ = 1 gauge-like symmetry
φ(x)→ φ(x)+α(x1)+β(x2), where α, β are smooth, real functions of one variable.
Also, it is self-dual, as follows from the mapping
φ(x)
Φd−→ −
∫ x1
−∞
∫ ∞
x2
d2x′ π(x′), π(x)
Φd−→ −∂1∂2φ(x) , (341)
that defines the dual variables of the problem. Notice that formally, gi(α)
Φd−→ 0.
This is the standard manifestation (seen many times in formally infinite lattice
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models, see the discussion in Section 3.6) of the fact that to make Φd rigorous we
need to specify self-dual BCs.
In what follows we are going to study these results in some detail on the lattice,
to showcase the connection of the model of Equation (340) to other lattice models
with gauge-like symmetries. The lattice Hamiltonian approach applied to Equation
(340) returns
HPL =
1
2a2
∑
r
(π2r + λ(φr)
2), [φr, πr′ ] = iδr,r′ , (342)
with φr ≡ φr − φr+e2 + φr−e1+e2 − φr−e1 , that is self-dual by virtue of
πr
Φd−→ −φr−e1+e2 , xr Φd−→ πr−e1+e2 . (343)
The structure of HPL suggests setting up a p-state model of the form
HpPL =
1
2
∑
r
(Vr + λUr + h.c.) , (344)
with Ur = UrU
†
r+e2
Ur−e1+e2U
†
r−e1
(the U and V operators where introduced in
Section 4.3). For p ≥ 3, HpPL defines a class of self-dual models that has not been
studied before to the best of our knowledge. For p = 2, HpPL becomes identical to
HXM, the XM model of Section 4.3. The connection between HP, HPL, and HpPL
stands on their common self-dual structure and the shared presence of d¯ = 1 gauge-
like symmetries (see Section 4.3 for a discussion of the gauge-like symmetries of
the XM model). Thus these models afford an excellent scenario to study the role
of dimensional reduction and topological quantum order in more general settings,
where the structure of the elementary degrees of freedom are varied in a controlled
fashion.
Since HPL shares some formal similarities with the XM model, we expect it to
show a duality to a model analogous to the POC model of Section 5.1. The dual
model turns out to be
HDPL =
1
2a2
∑
r
(
(πr+e1 − πr)2 + λ(φr+e2 − φr)2
)
, (345)
as follows from the mapping
πr+e1 − πr Φd−→ −φr+e1 , φr+e2 − φr Φd−→ πr+e2. (346)
Interestingly, it is easy to take the naive continuum limit a→ 0 of HDPL,
HDP =
1
2
∫
d2x ((∂1π)
2 + λ(∂2φ)
2), [φ(x), π(x′)] = iδ(x− x′). (347)
That HDP is indeed dual to the QFT defined in Equation (340) follows from the
isomorphism
∂1π(x)
Φd−→ ∂1∂2φ(x), ∂2φ(x) Φd−→ π(x). (348)
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7. Bond-algebraic approach to classical dualities
In this section we establish dualities for models of classical statistical mechanics,
exploiting the theory of Section 3.12, and introduce a new classical gauge Zp model
that is self-dual for any p. The aim is to illustrate the unification of the theory of
dualities in the framework of bond algebras, and the advantages of approaching
classical dualities from this new perspective. On the other hand, it is important to
keep in sight the related fact that quantum dualities are fundamentally related to
classical ones by path integrals or the the STL decomposition (see Section 3.12).
These widely used techniques approximates the exponential of a sum of (non-
commuting) operators by products of exponentials
e−(H1+H2)/N = e−H1/Ne−H2/N +O(1/N2), (349)
with an error assumed to be bounded [56], and, combined with bond-algebraic
techniques, they can afford a simple fast way to connect quantum dualities to
classical dualities [15, 21]. In the following, however, we will bypass the use of the
STL decomposition technique, to obtain exact duality mappings between finite or
infinite models of classical statistical physics.
7.1. The classical Ising model in the Utiyama lattice
As mentioned in Section 2.1, one of the most celebrated self-dualities discovered
long ago by Kramers and Wannier enabled a quantitative prediction [4] of the
critical temperature of the classical Ising model in a square lattice. From a bond-
algebraic perspective this self duality is a consequence of the self-duality of the
quantum Ising chain of Section 3.6. Since this calculation is already available in
textbook form [21], we present in this section the most general case of a duality
for the classical Ising model in the Utiyama lattice [109] defined in Figure 16.
The partition function that describes Utiyama’s anisotropic, bipartite D = 2
classical Ising model
ZU(K1,K2,K3,K4) = (350)∑
{σr}
exp
[ ∑
r∈even
(K4σr+e1σr +K1σr+e2σr) +
∑
r∈odd
(K2σr+e1σr +K3σr+e2σr)
]
,
features four different nearest-neighbor couplings, Kµ, arranged as shown in Figure
16 (a point r is even if r1+r2 = even, and odd otherwise). The advantage in study-
ing ZU(K1,K2,K3,K4) is that it describes in a unified fashion several important
renditions of the D = 2 Ising model. In particular,
• K1 = K3 and K2 = K4 corresponds to the Ising model on a square lattice,
ZI(K1,K2) = ZU(K1,K2,K1,K2). (351)
• K4 →∞ corresponds to the Ising model on a triangular lattice,
ZIT(K1,K2,K3) = lim
K4→∞
ZU(K1,K2,K3,K4). (352)
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• K3 → 0 corresponds to the Ising model on an hexagonal lattice,
ZIH(K1,K2,K4) = lim
K3→0
ZU(K1,K2,K3,K4). (353)
The Ising model on a triangular lattice is dual to the Ising model on an hexagonal
lattice, and the Ising model on a square lattice is self-dual. As will be shown next,
both of these results can be determined at once from a bond-algebraic analysis of
Utiyama’s partition function.
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Figure 16. Utiyama’s version of the D = 2-dimensional (classical) Ising model features four different
coupling constants K1, · · · , K4 distributed in checkerboard fashion. Sometimes this arrangement is referred
to as the Ising model in the Utiyama lattice.
We start by recasting ZU(K1,K2,K3,K4) for a 2M × 2N lattice in terms of
a transfer matrix, T , to later relate it to a quantum Hamiltonian problem. The
transfer matrix elements, most convenient to our purposes, read
〈σ′|T (K1,K2,K3,K4)|σ〉 = exp
[
K2σ2M +K4σ2M−1σ2M (354)
+
M−1∑
i=1
(K4σ2i−1σ2i +K2σ2iσ2i+1) +
M∑
i=1
(
K1σ
′
2i−1σ2i−1 +K3σ
′
2iσ2i
) ]
,
where 2M is the number of sites along the horizontal direction subject to open BCs.
The Ising spin variable σj = ±1 belongs to the horizontal row, while σ′j denotes the
spin immediately above σj (that is, on the next horizontal line). Notice also that we
have introduced a boundary term K2σ2M , inconsequential in the thermodynamic
limit, but that will turn out to be essential to define classical self-dual BCs.
If we impose periodic BCs in the vertical direction (so that any column contains
2N sites), we can write
Z˜U(K1,K2,K3,K4) = Tr [T (K1,K2,K3,K4)T (K3,K4,K1,K2)]N (355)
for the Utiyama-Ising model with self-dual BCs. The next step is to write T using
techniques similar to those of Reference [110]
T (K1,K2,K3,K4)
(4 sinh(2K1) sinh(2K3))
M/2
= e−H
1[h1,h3]e−H
0[K4,K2], (356)
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where
H1[h1, h3] = −
M∑
i=1
(h1σ
x
2i−1 + h3σ
x
2i), (357)
H0[K4,K2] = −K2σz2M −K4σz2M−1σz2M −
M−1∑
i=1
(K4σ
z
2i−1σ
z
2i +K2σ
z
2iσ
z
2i+1),
with hν = −12 ln tanhKν , ν = 1, 3. At this point one can apply the bond-algebraic
results of Section 3.6 to show that H1 is dual to H0,
H1[h1, h3] = U†dH0[h3, h1]Ud, H0[K4,K2] = U†dH1[K2,K4]Ud, (358)
and, together with the cyclic property of the trace, this implies that
Z˜U(K1,K2,K3,K4)
(4 sinh(2K1) sinh(2K3))
MN
= Tr
[
e−H
1[h1,h3]e−H
0[K4,K2]e−H
1[h3,h1]e−H
0[K2,K4]
]N
= Tr
[
e−H
1[K4,K2]e−H
0[h3,h1]e−H
1[K2,K4]e−H
0[h1,h3]
]N
=
Z˜U(K∗1 ,K∗2 ,K∗3 ,K∗4 )
(4 sinh(2K∗1 ) sinh(2K
∗
3 ))
MN
, (359)
demonstrating an exact self-dual mapping of the Utiyama-Ising model for any finite
lattice. The dual couplings follow from comparing the first and second lines of
Equation (359)
h∗1 ≡ −
1
2
ln tanhK∗1 = K4, h
∗
3 ≡ −
1
2
ln tanhK∗3 = K2, (360)
K∗4 = h3 ≡ −
1
2
ln tanhK3, K
∗
2 = h1 ≡ −
1
2
ln tanhK1.
This completes the bond-algebraic study of the self-duality properties of the
Utiyama-Ising lattice model Z˜U(K1,K2,K3,K4).
Equations (359) and (360), together with Equations (351), (352), and (353) afford
a simple derivation of the self-duality relation for the square lattice Ising model
first derived by Kramer and Wannier [4],
ZI(K1,K2) = A(K1,K∗1 )ZI(K∗1 ,K∗2 ), (361)
and of the duality relation between the hexagonal and triangular lattices referred
to by Onsager [5] and written down by Wannier [26]
ZIH(K1,K2,K4) = A(K1,K∗1 ,K∗3 )ZIT(K∗1 ,K∗2 ,K∗3 ) (362)
(with analytic functions A, see Section 3.12). The last duality follows from the fact
that if K3 → 0, then K∗4 →∞.
It is important to stress that we have derived the self-duality of Equation (359),
using bond algebras, for any finite or infinite lattice. One could also derive this
self-duality by starting from an appropriate quantum Ising chain and use the STL
decomposition (see Reference [21]). However, in this case it is necessary to perform
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the thermodynamic limit in the extra dimension such that the conditions of the
Trotter theorem are satisfied [56].
7.2. The classical vector Potts model
The D = 2 VP model introduced in Section 4.1.1 [21, 60] has interesting but hard
to uncover duality properties. Bond-algebraic methods provide a powerful approach
to unveil those duality properties that rely on the bond-algebraic isomorphism of
Section 4.1.1 and the results from Appendix F.
The transfer matrix of the VP model in anM×N lattice, with partition function
written in Equation (192), is given by (θi = 2πsi/p, si = 0, 1, · · · , p− 1)
〈s′|TVP(Kx,Ky)|s〉 ≡ (363)
exp
[
M∑
i=1
Ky cos(θ
′
i − θi) +
M−1∑
i=1
Kx cos(θi+1 − θi) +Kx cos(θM )
]
,
where M is the number of sites along the horizontal direction. The last term rep-
resents a classical self-dual BC that will allow us exploit the exact bond-algebraic
isomorphism discussed in Section 4.1.1. Thus, in the following we will assume open
BCs along the horizontal direction and periodic BCs along the vertical direction.
If we further assume that the states |s〉 ≡⊗Mi=1 |si〉, si = 0, · · · , p−1 represent the
basis diagonalizing the Weyl group algebra matrices Ui of Equation (194), then we
can write
TVP(Kx,Ky) = e
−H0[Kx]
M∏
i=1
e−H
1
i [Ky], (364)
where
H0[Kx] = −Kx
2
M−1∑
i=1
(U †i+1Ui + U
†
i Ui+1)−
Kx
2
(
UM + U
†
M
)
, (365)
and H1i [Ky] is an operator whose matrix elements are given by
〈s′i|e−H
1
i [Ky]|si〉 = eKy cos(θ′i−θi). (366)
To determine H1i [Ky], we rewrite Equation (366) in matrix form
e−H
1
i [Ky] =
p−1∑
m=0
eKy cos θm V mi , (367)
and apply the results of Appendix F to show that H1i [Ky] must be of the form
H1i [Ky] = −
p−1∑
m=0
hm(Ky) V
m
i , (368)
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(recall that (V m)† = V p−m and (Um)† = Up−m) with
hm(Ky) =
1
p
p−1∑
s=0
cos(mθs) ln
(
p−1∑
l=0
eKy cos θl cos(lθs)
)
. (369)
This completes the factoring of the transfer matrix TVP(Kx,Ky) of Equation (364).
The isomorphism defined in Equations (208) and (209) determines dual forms
for H0[Kx] and H
1[Ky] =
∑
iH
1
i [Ky],
H0[Kx]
Φd−→ H0D[Kx] = −Kx
2
M∑
i=1
(Vi + V
†
i ), (370)
H1[Ky]
Φd−→ H1D[Ky] = −
M−1∑
i=1
p−1∑
m=0
hm(Ky) (U
†
i+1Ui)
m −
p−1∑
m=0
hm(Ky)U
m
M ,
that translates into an exact classical duality for the VP model. The exact classical
dual reads Z˜DVP = Tr
(
e−H
0D [Kx]e−H
1D [Ky]
)N
, and can be written down longhand
with the help of the results of Appendix F. The important point to notice is that
the Boltzmann weight of the dual model has the general structure
e
∑
p−1
m=0 K
∗
νm cos(mθ
′−mθ), ν = x, y, (371)
with s′, s representing the states of a pair of nearest neighbors, and K∗xm a function
of Ky alone, while K
∗
ym a function of Kx alone.
Clearly, the VP model is not self-dual for arbitrary p and arbitrary couplings.
However, the model is approximately self-dual in the extreme anisotropic limit with
Ky ≫ Kx and it is exactly self-dual for p = 2, 3, 4. We study these aspects of the
VP model in the next two sections.
7.2.1. Approximate self-duality in the extreme anisotropic limit
As explained in Appendix F, in the limit in which Ky becomes extremely large
Ky →∞, Equation (368) simplifies to
H1i [Ky] ≈ Ky +
λ
2
(Vi + V
†
i ),
λ
2
= eKy(cos
2pi
p
−1) (372)
(see Equation (F7)), so that
Z˜VP(Kx,Ky) ≈ eMNKyTr
[
e
λ
2
∑
i(Vi+V
†
i )e−H
0[Kx]
]N
≈ eMNKyTr
[
e−H
0[λ]e
Kx
2
∑
i
(Vi+V
†
i )
]N
(373)
≈ eMN(Ky−K∗y )Z˜VP(K∗x,K∗y ),
with dual couplings
λ∗ ≡ 2eK∗y (cos 2pip −1) = Kx, K∗x = λ ≡ 2eKy(cos
2pi
p
−1). (374)
We emphasize that this approximate self-duality, in the extreme anisotropic limit,
is valid for any value of p. We next consider exact self-dualities for the particular
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cases p = 2, 3, 4.
7.2.2. The particular cases p = 2, 3, and 4
Let us start with the simplest p = 2 Ising case. If p = 2, U = U † = σz and
V = V † = σx. Then, TVP(Kx,Ky) = e
−H0[Kx]e−H
1[Ky] can be written in terms of
H0[Kx] = −Kx
M−1∑
i=1
σzi σ
z
i+1 −KxσzM , (375)
H1[Ky] = −M
2
ln(2 sinh(2Ky)) +
1
2
ln tanhKy
M∑
i=1
σxi , (376)
which is simply the anisotropic Ising model on a rectangularM×N lattice, studied
in Section 7.1.
If p = 3, then V 2 = V †, and H1[Ky] becomes
H1[Ky] = −Mh0,3 − 1
3
ln
[
eKy + 2e−
1
2
Ky
eKy − e− 12Ky
]
M∑
i=1
(Vi + V
†
i ), (377)
with h0,3 =
1
3 ln
[
(eKy + 2e−
1
2
Ky)(eKy − e− 12Ky)2
]
, where hm,p = hm of Equation
(369) for a particular p. H0[Kx] is identical to Equation (365), with Us appropriate
for p = 3. It follows that H1
Φd−→ H0 and H0 Φd−→ H1, rendering Z˜VP self-dual.
The classical dual couplings follow as usual from comparing the transfer matrices
of the original and dual models
K∗x =
2
3
ln
[
eKy + 2e−
1
2
Ky
eKy − e− 12Ky
]
, Kx =
2
3
ln
[
eK
∗
y + 2e−
1
2
K∗y
eK
∗
y − e− 12K∗y
]
. (378)
Finally, consider the case p = 4. The general structure of H1[Ky] is
H1[Ky] = −Mh0,4 − h1,4
M∑
i=1
(Vi + V
†
i )− h2,4
M∑
i=1
V 2i , (379)
but, as a matter of fact, h2,4 vanishes. A simple application of Equation (369) shows
that
h2,4 =
1
4
ln
[
(2 + eKy + e−Ky)(−2 + eKy + e−Ky)
(eKy − e−Ky)2
]
= 0. (380)
Also, h1,4 = −(1/2) ln tanh(Ky/2). It follows that Z˜VP is again self-dual, with dual
couplings
K∗x
2
= −1
2
ln tanh
Ky
2
,
Kx
2
= −1
2
ln tanh
K∗y
2
, (381)
which are equivalent to the ones for the Ising model. This is not surprising since
the p = 4 VP model is equivalent to two decoupled classical Ising models [6].
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7.3. The classical eight-vertex model
In this section we use bond algebras to study some aspects of the eight-vertex (8V)
model on a square lattice [111, 112]. The 8V has an almost self-evident self-duality,
and a duality that clarifies to some extent its connection to the anisotropic d = 1
quantum Heisenberg model.
The 8V model is among the most thoroughly studied exactly solvable models
in statistical mechanics [28], largely because it shows non-universal critical expo-
nents. The first breakthrough in the study of the 8V model came with Sutherland’s
observation [111] that its transfer matrix commutes with the quantum Heisenberg
Hamiltonian, provided both models’ couplings are suitably adjusted. It is natural
then to ask whether there is a connection stronger than integrability. Libero and
Drugowich de Felicio [113] have shown that the STL (path integral) representation
of (a model dual to) the anisotropic Heisenberg model is dual to the 8V model on
suitable regions of those models coupling spaces. The problem with this remarkable
connection is that (strictly speaking) it only holds true provided some couplings
are infinitesimally small, and others infinitely large (typical of the STL represen-
tation of quantum models [58]). In contrast, our results in this section are exact,
and reproduce those of Reference [113] for appropriately chosen couplings.
The transfer matrix used by Sutherland [111] in his original work is not conve-
nient for our purposes. To associate a simple transfer matrix to the 8V model we
consider its Ashkin-Teller (AT) representation [114],
Z8V/AT =
∑
{µr ,τr}
exp
[∑
r
∑
ν=1,2
(K0,ν +K1,ν µrµr+eν (382)
+K2,ν τrτr+eν +K4,ν µrµr+eντrτr+eν )
]
,
that features two independent classical Ising variables µr, τr = ±1 at each site of
a square lattice of size M ×N . The relations connecting the couplings Ki,ν to the
parameters of the 8V model can be found in Reference [113]. The additive constants
K0,1,K0,2 are irrelevant to what follows, so we ignore them, but they can easily be
reintroduced if needed. Then we can write as usual Z8V/AT = Tr (T1T0)N , with
T0 =
M−1∏
i=1
eK1,1 µ
z
i µ
z
i+1eK2,1τ
z
i τ
z
i+1eK4,1 µ
z
i µ
z
i+1τ
z
i τ
z
i+1 , (383)
T1 =
M∏
i=1
(eK1,2 + e−K1,2 µxi )(e
K2,2 + e−K2,2 τxi )(e
K4,2 + e−K4,2 µxi τ
x
i ). (384)
Since the µ-spins are independent of (commute with) the τ -spins, we see that
A8V/AT = AI ⊗ AI, where AI is the bond algebra of the quantum Ising chain
studied in Section 3.3. It follows that we can apply the self-duality mapping of
the Ising chain to the µ-bonds while leaving the τ -bonds fixed (or viceversa), or
we can apply the mapping simultaneously to both types of bonds. The first case
defines a duality that we will not study here any further. The second one defines a
self-duality.
The 8V model is connected through integrability [111] to the anisotropic Heisen-
berg model, so we would like to see if we can find a representation of A8V/AT
in terms of the bonds of the Heisenberg model. A simple bond-algebraic analysis
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Figure 17. The duality mapping Φd of Equation (385), for M = 3 sites. The top and bottom chains
represent the two types of independent bonds in the AT model, the middle chain represents the independent
bonds in the Heisenberg model (the bond σy
i
σy
i+1 = −σ
x
i σ
x
i+1σ
z
i σ
z
i+1 is not independent). Notice that both
models act on state spaces of the same dimensionality 22M .
.
reveals one such representation:
µxi
Φd−→ σx2i−1σx2i, τxi Φd−→ σz2i−1σz2i, i = 1, · · · ,M, (385)
µziµ
z
i+1
Φd−→ σz2iσz2i+1, τ zi τ zi+1 Φd−→ σx2iσx2i+1, i = 1, · · · ,M − 1.
This duality mapping Φd is illustrated in Figure 17.
It follows that the transfer matrix of Equation (383) admits the dual represen-
tation
TD0 =
M−1∏
i=1
eK1,1 σ
z
2iσ
z
2i+1 eK2,1 σ
x
2iσ
x
2i+1 e−K4,1 σ
y
2iσ
y
2i+1 , (386)
TD1 =
M∏
i=1
(eK1,2 + e−K1,2 σx2i−1σ
x
2i)(e
K2,2 + e−K2,2 σz2i−1σ
z
2i)(e
K4,2 − e−K4,2 σy2i−1σy2i)
= CM
M∏
i=1
eK
∗
1,2 σ
x
2i−1σ
x
2i eK
∗
2,2 σ
z
2i−1σ
z
2i e−K
∗
4,2σ
y
2i−1σ
y
2i ,
where
sinh(2Ki,2) sinh(2K
∗
i,2) = 1, i = 1, 2, 4, (387)
and C2 = 1/(8 sinh(2K∗1,2) sinh(2K
∗
2,2) sinh(2K
∗
4,2)), see Equation (183). We can
re-write Equation (386) as
TD0 = e
Heven , TD1 = C
M eHodd , (388)
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where
Heven =
M−1∑
i=1
3∑
ν=1
Jeν σ
ν
2iσ
ν
2i+1, Hodd =
M∑
i=1
3∑
ν=1
Joν σ
ν
2i−1σ
ν
2i, (389)
with couplings Je1 = K2,1, J
e
2 = −K4,1, Je3 = K1,1, and Jo1 = K∗1,2, Jo2 =
−K∗4,2, Jo3 = K∗2,2. Next we can use the BCH formula to write
TD1 T
D
0 = C
M eHodd+Heven+[Hodd, Heven]/2+ ···. (390)
The expression HH = Hodd +Heven defines an anisotropic Heisenberg model in the
region of coupling space where Jeν = J
o
ν . Also, the result of Reference [113] follows
by choosing the couplings so that we can neglect [Hodd, Heven] and higher-order
terms in Equation (390). This completes our discussion of the classical 8V model
in its AT representation.
In closing, we would like to comment on the bond algebra mapping of Equation
(385) from the point of view of quantum dualities, specially in connection to the
problem of generating STL (path integral) representations of the Heisenberg model.
The STL representation of quantum lattice models is the starting point for quantum
Monte Carlo techniques [115], and the fact that the Heisenberg model does not
have a simple STL representation was noticed already in the early Reference [58]
(by simple we mean a local or quasi-local representation with real and positive
Boltzmann weights). In contrast, the mapping of Equation (385) (or more precisely,
its inverse Φ−1d produces a dual representation of the Heisenberg model HH =∑2M−1
i=1
∑3
ν=1 Jν σ
ν
i σ
ν
i+1,
HDH = (J1µ
x
M − J2µxMτxM + J3τxM ) + (391)
M−1∑
j=1
(J1(µ
x
j + τ
z
j τ
z
j+1)− J2(µxj τxj + µzjµzj+1τ zj τ zj+1) + J3(τxj + µzjµzj+1)),
that, as shown in Reference [113], does have a simple STL representation (e.g.,
the classical AT model just studied. For this reason the Hamiltonian HDH above is
sometimes known in the literature as the quantum AT model [116]). This fact illus-
trates one of the important applications of our bond-algebraic approach stressed
in Reference [15], that is, that the method allows a systematic search for simple
STL (or path integral) representations of quantum problems.
Let us present in closing the dual variables that follow from Equation (385).
After extending the duality mapping as
Φd(τ
z
1 ) = σ
x
1 , Φd(µ
z
M ) = σ
z
2M , (392)
we can compute (j = 1, · · · ,M) the dual variables
µˆxj = σ
x
2j−1σ
x
2j , µˆ
z
j =
2M∏
m=2j
σzm, (393)
τˆxj = σ
z
2j−1σ
z
2j , τˆ
z
j =
2j−1∏
m=1
σxm. (394)
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where we write Oˆ for the image of O under Φd, O Φd−→ Oˆ. The formal counterparts
of these dual variables for the infinite-size quantum AT model were presented in
Reference [35].
7.4. Classical dualities in D = 3 and D = 4 dimensions
7.4.1. D = 3 Ising/Z2 gauge models
The D-dimensional Ising gauge (or Z2 gauge) model features Ising spin variables
σ(r,µ) = ±1 residing on the links of a N = N1×N2× · · · ×ND hyper-cubic lattice.
The model was introduced by Wegner [46] as an example of a system displaying
a phase transition without the existence of a (local) Landau order parameter. Its
partition function is given by
ZIG(K) =
∑
{σ(r,µ)}
exp
[
K
∑
r
∑
µ>ν
σ(r,µ)σ(r+eµ,ν)σ(r+eν ,µ)σ(r,ν)
]
. (395)
In D = 3 dimensions µ, ν = 1, 2, 3, and the vertex operator Ar that flips the sign,
σ → −σ, of all six Ising spins sharing the vertex r is a gauge symmetry of the
model.
To set up a transfer matrix for ZIG(K), one introduces a condition that partially
fixes the gauge invariance. That condition amounts to consider only those spin
configurations that satisfy the constraint σ(r,3) = 1 at every link (r, 3). Since any
spin configuration that does not satisfy this condition can be obtained from a
compliant configuration, it follows that
ZIG(K) = N˜GZ ′IG(K), (396)
where Z ′IG(K) is the partition function of Equation (395), with the sum over spin
configurations being replaced by the sum over those configurations that satisfy the
constraint,
∑
{σ(r,µ)}
→ ∑′{σ(r,µ)}, and N˜G is a factor that takes into account the
remaining configurations not included in Z ′IG(K).
As long as we compute only expectation values of gauge-invariant quantities,
we can replace
∑
{σ(r,µ)}
→ N˜G
∑′
{σ(r,µ)}
everywhere, and the factor N˜G drops out,
which is a manifestation of the fact that the gauge symmetries of the model provide
a redundant description. On the other hand, the partially gauge fixed partition
function Z ′IG(K) can be written in terms of the transfer matrix
TIG(K)
(2 sinh(2K))N1N2/2
= e−H
1[K] e−H
0[K], (397)
with operators
H1[K] ≡ 1
2
ln tanhK
∑
r
∑
µ=1,2
σx(r,µ), H
0[K] = −K
∑
r
B(r,3), (398)
where now r = m1e1 + m
2e2 denotes the vertices of a N1 × N2 square lattice,
representing the planes of constant r3 in the original cubic lattice, and B(r,3) is the
plaquette operator defined in Equation (60). For ease of presentation, we assume
that N1N2 is sufficiently large and thus avoid introducing dual boundary correc-
tions, that could anyway be computed by the techniques already developed in
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previous sections. The residual gauge invariance present in Z ′IG(K) translates into
gauge symmetries of H1[K] and H0[K] that were discussed at length in Section
3.11, together with their duality properties.
It finally follows that the Ising gauge partition function can be written as
ZIG(K) = NG(2 sinh(2K))N/2Tr
[
(e−H
1[K]e−H
0[K])N3PGI
]
(399)
where NG counts the total gauge redundancy, and PGI is the orthogonal projector
onto the space of gauge invariant states. The next step is to use the projective,
gauge reducing duality introduced in Section 3.11 to write (recall that PGI = U
†
dUd
is a projector and commutes with H0[K] and H1[K])
ZIG(K)
NG(2 sinh(2K))N/2
= Tr
[
(Ude
−H1[K]U †d Ude
−H0[K]U †d)
N3
]
= Tr
[
(e−
1
2
ln tanhK
∑
r
∑
µ=1,2 σ
z
r
σz
r+eµ eK
∑
r
σx
r )N3
]
=
ZI(K∗)
(2 sinh(2K∗))N/2
, (400)
with K∗ = −12 ln tanhK, and ZI the partition function of the D = 3 Ising model.
This completes the bond-algebraic proof of the duality between the D = 3 Ising
and Ising gauge models [46].
The quantum duality underlying this classical duality was extended to cover
p-state VP/Zp gauge models in Section 5.3. We can thus generalize the classical
duality of this section to p > 2. If p = 2, 3, or 4 (p = 2 being the case we just covered
in Equation (400)), then the quantum duality implies that the correspondingD = 3
classical VP/Zp gauge models are dual (the partition function for the Zp gauge
models is presented in the next section, Equation (401)). On the other hand, if
p ≥ 5, then the quantum duality translates into an exact classical duality between
models that are modified versions of the D = 3 classical VP/Zp gauge models.
These modified classical models can be computed with the aid of Appendix F,
along the lines sketched in Section 7.2. We next concentrate on the specifics of this
generalization but in D = 4 dimensions.
7.4.2. A new family of D = 4 self-dual Zp gauge theories
In this section we study classical D = 4 Zp gauge theories of the Wilson type
[101], and of a new type that has the advantage of being exactly self-dual for any p.
The two theories coincide for p = 2, 3, 4, corresponding to the cases where the Zp
partition function/Euclidean path integral of the Wilson type is exactly self-dual.
The following discussion closely parallels that of the VP model of Section 7.2, and
clarifies the strong connection between the self-dual structure of both models [15].
The Wilson-type action of D dimensional Zp gauge theories is a VP-like gener-
alization of Wegner’s Ising (p = 2) gauge model of Equation (395),
ZWG(K) =
∑
{θ(r,µ)}
exp
[
K
∑
r
∑
µ>ν
cosΘ(r,µν)
]
, (401)
where
Θ(r,µν) = θ(r,µ) + θ(r+eµ,ν) − θ(r+eν ,µ) − θ(r,ν), µ, ν = 1, · · · ,D, (402)
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with discrete angles θ(r,ν) = 2πs(r,ν)/p, s(r,ν) = 0, · · · , p−1, placed on the links of a
hyper-cubic lattice with vertices r. From now on, we focus on the D = 4 case. The
initial interest in ZWG [101] was stimulated by work of ’t Hooft on confinement in
QCD [103], that stresses the importance to confinement of the fact that the center
of the gauge group SU(p) is Zp (p here stands for the number of colors). From this
viewpoint, p = 3 is especially important, and we will show that ZWG is self-dual
[101]. On the other hand, for large p, one can think of ZWG as an approximation
to compact QED [33, 100]. In D = 4, compact QED is known to show a phase
transition between a confinement and Coulomb phases [99, 117], and it was shown
in Reference [100] that this feature is shared by ZWG for p sufficiently large.
To determine the transfer matrix of ZWG, TWG, we need to partially fix the gauge
of the model by considering only configurations that satisfy the constraint θ(r,4) = 0
(we take µ = 4 to be the Euclidean time direction). Since any other configuration
can obtained from one satisfying this constraint by a gauge transformation, the
restriction has no physical consequence as long as we compute averages of gauge-
invariant observables only. Under these conditions, we can write
ZWG(K) = NGTr [TWG(K)]N4 , TWG(K) = e−H1[K]e−H0[K], (403)
with NG a counting factor introduced to compensate for the gauge-fixing condition,
and
H1[K] = −
∑
r
3∑
ν=1
p−1∑
m=0
hm(K)V
m
(r,ν), H
0[K] = −K
∑
r
3∑
ν=1
B(r,ν). (404)
The bonds B(r,ν) were defined in Equation (316), and the couplings hm(K) are
identical to those computed for the VP model, Equation (369) (see also Appendix
F). This exact form of the transfer matrix TWG is, to the best of our knowledge,
computed here explicitly for the first time for arbitrary p (In Reference [101],
Yoneya performs this computation for p = 2, 3, 4, but is unable to extend his
approach to larger p).
From this point on, the analysis of the duality properties of ZWG proceeds just
as that for the VP model, except that the appropriate bond-algebra mapping is
the one of Section 6.3, Equation (317). It follows, just as for the VP model, that
ZWG is self-dual for p = 2, 3, 4 [101] (see Section 7.2.2), and for p > 4 dual to a
different Zp gauge model with Boltzmann weights of the form
exp
[
K∗µm cos(mΘ(r,µν))
]
, (405)
with µ < ν = 1, 2, 3, 4, and m = 0, · · · , p − 1. The dual couplings K∗µm can be
computed in closed form with the help of the results of Appendix F. This completes
our discussion of the duality properties of Wilson-type Zp gauge theories.
Next we would like to follow a different approach that emphasizes the possibil-
ity of using quantum models with known duality properties to construct classical
models with known duality properties as well. Notice that this methodology (quan-
tum to classical) reverses the direction of the path that we have been following in
Section 7 (classical to quantum). In the light of previous discussion, we see that
the quantum p-state gauge model studied in Section 6.3, for p ≥ 5, is not exactly
related to the Wilson-type action of Equation (401). On the other hand, that quan-
tum model is exactly self-dual for any p, so we would like to determine its related
classical p-state gauge theory. To this end, we need to identify what classical gauge
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model ZsdG, in an appropriate gauge, has
TsdG = e
κ
2
∑
r
∑
3
µ=1 (V(r,µ)+V
†
(r,µ)) e
K
2
∑
r
∑
3
µ=1 (B(r,µ)+B
†
(r,µ)) (406)
for transfer matrix. Then it will follow from the self-duality of Equation (317) that
ZsdG is exactly self-dual for any p.
It is not difficult to compute the matrix elements of TsdG (see Appendix F). Then
we can reconstruct the partition function
ZsdG =
∑
{θ(r,µ)}
exp
[∑
r
K(cosΘ(r,12) + cosΘ(r,23) + cosΘ(r,31))
]
× (407)
exp
[∑
r
p−1∑
m=0
ǫm(κ)(cos(mΘ(r,41)) + cos(mΘ(r,42)) + cos(mΘ(r,43)))
]
.
This is the new, exactly self-dual classical gauge theory we were after. Notice that
this self-duality exchanges the Boltzmann weight of the second line of Equation
(407), that can be associated with the Boltzmann weight of the Zp electric field,
with the one of the first line, that can be associated with the Boltzmann weight of
the Zp magnetic field.
Finally, let us compute the coefficients ǫm(κ), which are an essential ingredi-
ent in the definition of ZsdG. The starting point is to rewrite e
κ
2
(V(r,µ)+V
†
(r,µ)) =∑p−1
m=0 e
uκ(m)V m(r,µ) , with (θs = 2πs/p)
uκ(m) = ln
[
1
p
p−1∑
s=0
cos(mθs)e
κ cos θs
]
. (408)
Since uκ(l) is even, it can be represented as a discrete cosine series, uκ(l) =∑p−1
m=0 ǫm(κ) cos(lθm). This completes the specification of the ǫm(κ).
7.5. Dualities for continuum models of classical statistical physics
We have so far considered lattice models of classical statistical mechanics. In this
section we want to show by example that our bond-algebraic approach can indeed
be used to establish duality transformations in many-body problems defined in
continuum space-time.
Consider the Hamiltonian of a chain of coupled quantum harmonic oscillators
HPh[1/m, k] =
∑
i
(
p2i
2m
+
1
2
k(xi+1 − xi)2) = U†d HPh[k, 1/m]Ud , (409)
whose normal modes represent acoustic phonons. Last equality indicates the quan-
tum self-duality relation derived in Section 4.2 with k = mω2.
On one hand, standard manipulations which involve the STL decomposition used
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before [21], but now applied to continuous degrees of freedom [56], lead to
Tr e−βHPh[1/m,k] = N lim
N→∞
∫ N∏
j=1
∏
i
dxi,j (410)
× exp
− N∑
j=1
∑
i
(
mN
2β
(xi,j+1 − xi,j)2 + kβ
2N
(xi+1,j − xi,j)2
) ,
with N a normalization factor. This mapping relates a chain of coupled quantum
harmonic oscillators to a classical D = 2 array of springs. On the other hand, it
is standard in the path integral context to interpret the limit N → ∞ as a sum
over classical path configurations (in Euclidean time), that is, as an Euclidean path
integral [56]
Tr e−βHPh[1/m,k] = (411)
=
∫ ∏
i
Dxi exp
[∫ β
0
dτ
∑
i
(
1
2
m
(
dxi
dτ
)2
+
1
2
k(xi+1 − xi)2
)]
=
∫ ∏
i
Dxi exp
[∫ β
0
dτ
∑
i
(
1
2
m∗
(
dxi
dτ
)2
+
1
2
k∗(xi+1 − xi)2
)]
,
where Dxi denotes the Wiener measure on the space of paths. The last equality
results from applying the quantum self-duality of Equation (409), and thus con-
stitutes an elementary example of a duality for Feynman path integrals. The dual
couplings m∗, k∗ satisfy the relations
km∗ = 1, mk∗ = 1. (412)
7.6. Classical disorder variables from quantum ones
This section exploits the combined application of the transfer matrix and bond-
algebraic techniques to compute classical disorder variables for arbitrary models of
classical statistical mechanics.
The notion of disorder variable was introduced in the context of the D = 2 clas-
sical Ising model [40], and further exploited in Reference [24], as part of a scheme,
based on the operator product expansion technique, to compute its critical expo-
nents. It seems reasonable to expect that classical disorder variables (defined in
terms of the classical Kramers-Wannier duality [24]) should be related to quantum
dual variables, but the explicit connection has not been published before, most
likely because the relation only becomes self-evident when quantum dualities are
recognized as unitary transformations. This connection is, however, of great im-
portance because there is no simple way to generalize the construction of classical
disorder variables for the Ising model to different models, other than the quantum
route that we are going to take next. This route depends critically on recognizing
quantum dualities as unitary transformations.
Consider a D = 2 Ising model on an M ×N lattice with cylindrical topology as
in Section 7.1 (N is the number of sites along the periodic BC). We can write its
partition function in terms of a transfer matrix T as
ZI(K1,K2) = Tr TN , (413)
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and more importantly, we can write two-point correlation functions as
〈σm′,n′ σm,n〉(K1,K2) = Tr (T
(N−n′) σzm′ T
(n′−n) σzm T
n)
Tr TN
. (414)
On the other hand, the transfer matrix T can be related to a quantum problem
T (K1,K2)
(2 sinh(2K1))
M/2
= e−H
1[h1]e−H
0[K2], (415)
where
H1[h1] = −h1
M∑
i=1
σxi , H
0[K2] = −K2σzM −K2
M−1∑
i=1
σzi σ
z
i+1, (416)
with h1 = −12 ln tanhK1. Applying the bond-algebraic results of Section 3.6 one
can show that H1 is dual to H0,
H1[h1] = U†dH0[h1]Ud, H0[K2] = U†dH1[K2]Ud, (417)
which implies that the two-point correlation defined in Equation (414) can be
written as
〈σm′,n′ σm,n〉(K1,K2) =
=
Tr (UdT (N−n′)U†d Udσzm′U†d UdT (n
′−n)U†d UdσzmU†d UdT nU†d)
Tr (UdTNU†d)
=
Tr (T̂ (N−n
′) µzm′ T̂
(n′−n) µzm T̂
n)
Tr T̂N
= 〈µm′,n′ µm,n〉(K∗1 ,K∗2 ), (418)
with quantum dual variables µzm defined in Section 3.9, and K
∗
1 = −12 ln tanhK2,
K∗2 = h1. Since the classical disorder variables of Reference [24] are essentially
defined through the relation (418), we see that the quantum dual variables µzm
are indeed quantum disorder variables themselves. Notice that in contrast to the
classical approach of Reference [24], the quantum approach allow us to compute
〈µm,n〉(K∗1 ,K∗2 ) =
Tr (T̂ (N−n) µzm T̂
n)
Tr T̂N
, (419)
a quantity that could not even be defined at the classical level (the approach of
Reference [24] can only make sense of correlators of disorder variables).
While it would be impossible to extend the techniques of Reference [24] to, say,
the VP model, we see now that our bond-algebraic technique afford an straight-
forward solution to the problem of defining classical disorder variables in general:
They can be derived from their quantum counterparts and the transfer matrix
formalism.
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8. Applications of dualities
Thus far, we illustrated, how to derive (hitherto known and also unknown) duali-
ties within our bond algebraic approach. As we have shown, our approach applies
to both quantum and classical dualities. In the current section, we will discuss
applications of dualities. We will present some spectral consequences of dualities,
general techniques such as fermionization in arbitrary spatial dimensions, integra-
bility conditions, and dimensional reductions.
8.1. Self-dualities and phase transitions
As is well appreciated, one of the most powerful consequences of dualities are
constraints that may be imposed on the phase diagrams of dual systems. These
become particularly potent in the case of self-dual systems. Thus, we will now turn
to the practical consequences of self-dualities. Specifically, we will:
(i) Analyze the relation between self-dualities and the existence/non-existence of
phase transitions, and the resulting constraints for the spectrum of self-dual sys-
tems. We discuss extensions to situations wherein more than one coupling constant
is present and in which a self-dual point is replaced by a self-dual line or surface.
(ii) Detail some consequences of the constraint for derivatives of general quanti-
ties at and away from the self-dual point.
(iii) Briefly discuss the general solution to the constraint discussed above.
8.1.1. Self-duality and the existence/non-existence of phase transitions
A finite temperature phase transition is characterized by a non-analyticity in
the free energy of the system at the transition point (or transition line, etc.).
Similarly, a zero temperature (quantum) phase transition relates a level crossing,
or an avoided level crossing, and non-analyticities in the ground state energy of
the quantum Hamiltonian at hand.
When present, a self-duality relates the energy levels (and thus the free energy
and all related thermodynamic quantities) at one coupling (or temperature) to
those at another coupling (or temperature). Thus, whenever a phase transition
occurs at one value of the coupling λ it must also occur at the dual coupling
λ∗. A corollary of the above is that (1) if the system exhibits an odd number
of transitions as a function of λ then one transition must occur at the self-dual
point λsd. Similarly, (2) if an even number of transitions are present, then no phase
transition can occur at λsd. A further consequence of self-dualities is that (3) if a
system is devoid of transitions in a particular region λa < λ < λb then it must
also be devoid of transitions in the related dual region whose endpoints are given
by λ∗a and λ
∗
b (where λ
∗
a and λ
∗
b are the dual counterparts to λa and λb). Similar
remarks can be made when more than one coupling constant (and/or temperature)
are involved. In such cases self-dual points translate into self-dual lines or surfaces
and regions devoid of singularities appear in a higher dimensional parameter space.
These statements are simple yet proved to be extremely potent over many decades.
We comment on examples in which cases (1)-(3) above are, respectively, realized:
(1) As discussed in detail in earlier sections, the classical D = 2 Ising model is
self-dual [4] and displays only a single transition separating the high temperature
disordered phase to the low temperature ordered phase. Thus, the D = 2 Ising
model orders at the self-dual inverse temperature given by βc = (ln(1+
√
2)/2). This
value found by Kramers and Wannier matches, as it must, the critical temperature
found by Onsager in his exact solution of the same model.
(2) The p-state VP model of Section 4.1.1 exhibits, for p > 4, three phases and
October 22, 2018 20:26 Advances in Physics Duality˙AdvPhys˙jul23˙nofigsext
100 E. Cobanera, G. Ortiz, and Z. Nussinov
thus its self-dual point does not correspond to a point of non-analyticity [61]. (As
noted earlier, for p = 2, the VP model becomes the Ising model of case (1) above;
the same also holds true for p = 4.)
(3) By the use of the self-duality of the D = 3 Ising matter coupled gauge theory,
it can be shown [118] that the confining phase of this system (weak couplings) is
smoothly connected to its Higgs phase (when all couplings are large). When the
union of the region of phase space that is free of transitions (as proved by the
Lee-Yang theorem) is taken with its dual counterpart, there is a region that is free
of non-analyticities connecting the above two phases [86].
The above three consequences, which can be appended by additional constraints
that we will elaborate below, can be applied, mutatis mutandis, not only to
questions concerning thermodynamic phase transitions but also to general non-
equilibrium phenomena. For instance, we may consider the dynamics derived from
a self-dual Hamiltonian (whether classical or quantum). The equations of motion
governing the system dynamics are identical under the interchange of a coupling
constant λ with its dual λ∗. Consequently, both in the quantum and classical arenas,
any transitions associated with the character of the system dynamics as parameters
are changed must satisfy relations (1)-(3) when the Hamiltonian is self-dual.
We now comment on the spectral properties of self-dual Hamiltonians. Consider
a Hamiltonian of the form
H[λ] = H0 + λH1. (420)
for which a duality transformation UdH0 U†d = H1, UdH1 U†d = H0, interchanges
the types of bonds present in the two Hamiltonians H0 and H1. Thus, Ud is a
unitary operator that implements a self-duality of the Hamiltonian of Equation
(420), i.e., UdH[λ]U†d = λH[1/λ] with a self-dual point λsd = 1. This implies that
the eigenvalues satisfy
En(λ) = λEn(1/λ). (421)
Equation (421) constitutes the most general constraint of self-duality on a Hamil-
tonian of the type of Equation (420) [34]. (We allude here to the “most general”
constraint as dualities encompass unitary transformations (thus preserving the
spectrum) and Equation (421) is the sole constraint on the energy eigenvalues
En(λ) that arises from the duality.) It follows that the free energy of the quantum
system at an inverse temperature β similarly satisfies Fq(β, λ) = λFq(β, 1/λ). By
taking derivatives of the free energy, it is seen that the (average) internal energy
and other general thermodynamic quantities satisfy identical relations. Relating
values of λ > 1 to those with λ < 1 suggests a “halving” of the degrees of freedom.
We will, later on, explicitly see various manifestations of this.
With the identification of the self-duality relation λ ↔ λ∗ = 1/λ, we may now
invoke the likes of corollaries (1)-(3) above. If a level crossing occurs at a point
λ then a level crossing must occur at the point λ∗ = 1/λ. That is, if there exist
two levels (denoted by n and m) that cross at a particular coupling λ: En(λ) =
Em(λ) then it follows from Equation (421) that En(1/λ) = Em(1/λ). Also, if there
exists two quantum phase transitions (two non-analyticities in E0(λ), as in the VP
model of Section 4.1.1), and one happens at the point λc1, the second must happen
at λc2 = 1/λc1, such that λc1E0(λc2) = E0(λc1). When examining the classical
analogue of a zero temperature quantum system defined by a Hamiltonian of the
form of Equation (420), the λ↔ 1/λ duality transformation translates, similar to
discussions in earlier sections, into a (generally non-trivial) duality transformation
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relating the inverse temperatures β ↔ β∗. Such a case occurs, as we saw earlier, in
the quantum Ising chain (whose Hamiltonian is of the form of Equation (420) and
whose classical counterpart is given by the D = 2 Ising model).
A relation similar to that of Equation (421) trivially appears for a Hamiltonian
that is symmetric under the permutations of more than one type of a pair of bonds.
That is, we may consider H[λ1, λ2, · · · , λp] = H0+λ1H1+λ2H2+ · · ·+λpHp with
different unitary operators Ud that may exchange, for instance, H0 with Hi>0 (i.e.,
UdHi U†d = H0 and its inverse). In such a case, the simple extension of Equation
(421) in a higher dimensional coupling space is
H[λ1, · · · , λp] = λiH[λ1, · · · , λi−1, 1/λi, λi+1, · · · , λp]. (422)
We next briefly and explicitly discuss constraints appearing for classical self-
dualities where the free energies of two dual classical systems are the same only up
to an additive non-singular contribution (see Equation (7)). In such cases the free
energy of the classical system F satisfies
F (K) = F (K∗) + f(K,K∗) (423)
where f is a regular function of K and K∗. Differentiation of F relative to temper-
ature yields the average energy. At the self-dual point K = K∗ = Kc, the energy
is given by E = ∂f∂K |K=Kc/(1− ∂K
∗
∂K |K=Kc). For the classical D = 2 (N sites) Ising
model wherein exp(−2K∗) = tanhK, we may determine the exact energy at the
self-dual point, which is equal to E/N = −√2 [21]. Similarly, by differentiating
Equation (423) twice relative to K, we find that
T 2CV (K)− (T ∗)2CV (K∗)
(
∂K∗
∂K
)2
= −
(
∂2f
∂K2
+ E(K∗)
∂2K∗
∂K2
)
, (424)
where CV is the specific heat at constant volume.
As is well appreciated [21], the existence of a self-dual point implies that when-
ever it is a critical point the critical indices must be the same on both sides of
the transition (as they always are in any system, self dual or not) and that the
amplitudes associated with the self-dual point must be the same on both sides of
the transition. (In general critical systems, the amplitudes need not be the same
on both sides of the critical point.) Any singular contributions in the vicinity of
the critical point must be given by the dependence of the free energy F on both
sides of the transition point. If K∗ is linear in K near the critical point, then as
the derivatives of the same function F on both sides of the transition point will
determine the behavior of any critical quantity, by virtue of Equation (423), the
critical behavior must be the same on both sides of the transition.
8.1.2. Constraints in the absence of phase transitions
Equation (421) leads to constraints on the derivatives of the energy levels and
all thermodynamic quantities in the absence of phase transitions. Specifically, by
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differentiating both sides of Equation (421), we find that (E
(j)
n (x) = ∂jEn(x)/∂
jx)
E(1)n (λ) =
λEn(1/λ) − E(1)n (1/λ)
λ
,
E(2)n (λ) =
E
(2)
n (1/λ)
λ3
,
E(3)n (λ) = −
3λE
(2)
n (1/λ) + E
(3)
n (1/λ)
λ5
,
E(4)n (λ) =
12λ2E
(2)
n (1/λ) + 8λE
(3)
n (1/λ) + E
(4)
n (1/λ)
λ7
, · · · . (425)
If En(λ) is analytic in a domain that includes the self-dual point λsd = 1, then
E(1)n (1) =
1
2
En(1),
E(3)(1) = −3
2
E(2)(1),
E(5)(1) = 15
(
E(2)(1)− 1
2
E(4)(1)
)
, · · · . (426)
The spectrum of the self-dual system captured by Equation (421) gives rise to
equivalent (“dual”) pairs of equations from even and odd orders in (λ−λsd) about
the self-dual point. This manifests the aforementioned “halving” of the parame-
ters characterizing the function. The large degeneracy manifest in these equations
enables a large number of possible solutions to Equation (421) as we discuss next.
8.1.3. General self-dual spectra
The spectra that are analytic at the self-dual point form only a small subset of
all possible solutions of Equation (421). The self-dual point may mark a transition
point between two different phases (wherein {En(λ)} are no longer differentiable
to arbitrary order). Most of the examples that we considered in this article fall into
this category. The self-dual point of the quantum Ising chain (h = J in Equation
(15), i.e., λ = J/h = 1 at the self-dual point) constitutes a point where a quantum
phase transition occurs; in particular, the gap between the ground state and the
first excited state of the quantum Ising chain scales as ∆E = 2h|1 − λ| [34].
We now discuss the most general possible form of the self-dual energies. Identi-
cal forms to those presented appear for all thermodynamic quantities in self-dual
systems. Equation (421) is the sole condition imposed on the spectrum from self-
duality. It is easy to see, by direct substitution, that if wn(λ) is a solution to
Equation (421) then so is wn(λ) + λwn(1/λ). Conversely, for any function wn(λ),
the combination wn(λ) + λwn(1/λ) satisfies Equation (421). Thus, Equation (421)
is satisfied if and only if
En(λ) = wn(λ) + λwn(1/λ), (427)
with wn representing arbitrary functions. This general solution suggests a halving
of the degrees of freedom allowed by the function (the function formed by the
sum in Equation (427) must be “even” under the interchange of λ with 1/λ) and
trivially allows for a rich variety of forms. Depending on the form of the functions
wn in Equation (427), the spectra En(λ) can be either analytic or non-analytic
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at λ = λsd = 1. Similarly, these functions enable transition points λ
∗ where level
crossing occurs (in particular, those where the ground state changes character as
the gap between the ground state and the lowest excited state vanishes) to be such
that the energy variations to a given order are continuous or discontinuous.
An equivalent alternate solution to Equation (421) in the non-analytic case is
simple. Consider any set of functions {En(λ)} defined on the interval [λsd,∞), and
from this set define the functions on the remaining segment λ ∈ (0, λsd]. This is
similar to a standard complex inversion transformation (applied now only on the
half real line λ ≥ 0) with the additional scale factor of λ on the right-hand side
of Equation (421). We can make these functions continuous and non-differentiable
at λ = λsd = 1 by defining functions on [λsd,∞) such that the function has an
ill-defined derivative on reflection (Equation (421)) as the left hand and right hand
derivatives (if they exist) do not match. For instance, if for a particular level (say,
n = 0) the eigenvalue behaves as E0(λ) =
√
λ− 1 for λ ≥ 1 then we will need to
set E0(λ) =
√
λ(1− λ) for all 0 < λ ≤ 1 in order to satisfy Equation (421). Similar
constructs can be implemented for all levels n. The same may also be done for
higher order derivatives (for, e.g., a divergent second order derivative at λ = 1+).
8.2. Correlation functions
The unitary character of the duality transformation emphasized in this article
(Equation (14)) further allows for a related, very simple but powerful, relation
concerning the correlation lengths (and times). To establish this relation, we can
employ the transfer matrix formalism. We consider a classical system in which
along one spatial (or temporal) direction, the system has length N1 and a corre-
sponding transfer matrix T . As detailed in Section 3.12 and Section 7, the transfer
matrix in the classical problem may be related to a quantum Hamiltonian (and
viceversa). If two quantum Hamiltonians H˜(φ˜) and H(φ) are dual to each other
(and thus share the same spectrum), the time evolution of the dual fields φ˜ and
φ are identical (the corresponding eigenstates of the two Hamiltonians evolve with
identical frequencies). The same holds true for the imaginary time evolution of two
sets of fields. In particular, the gap ∆E between the ground state and the first ex-
cited state (which determines the asymptotic long time correlations of the system)
is the same in both systems. The same, of course, holds true not only for the long
time limit but for any time separation.
Within the quantum to classical correspondence [21], an imaginary time axis in
the quantum problem is replaced by an additional spatial axis in a static equilib-
rium thermodynamic classical problem. As detailed in earlier sections, the eigen-
values {En} of the quantum Hamiltonian H are replaced by the eigenvalues {λn}
of the classical transfer matrix T . Commonly, the transfer matrix eigenvalues can
be numbered in list of descending absolute values |λ0| ≥ |λ1| ≥ |λ2| ≥ · · · . For
finite size transfer matrices (as these commonly arise in D = 1 classical systems,
or 0+1 space-time dimensional quantum systems), the Perron-Frobenius theorem
guarantees that the largest eigenvalue (λ0) is non-degenerate. In higher dimensional
systems (i.e., classical D > 1 dimensional systems), the eigenvalues can become de-
generate (and indeed do become degenerate) at critical transitions. In terms of the
transfer matrix eigenvalues {λn}dimT−1n=0 (with dimT being the dimension of the
transfer matrix T ), the partition function reads
Z =
dimT−1∑
n=0
λNn . (428)
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For D = 1 systems, the transfer matrix can have a finite number of eigenvalues
while in higher dimensions the number of eigenvalues (the size of the transfer ma-
trix) is infinite, in the thermodynamic limit in which the system is of infinite extent
along all spatial directions. The correlation function is completely determined by
the eigenvalues and eigenvectors of the transfer matrix. In particular, the inverse
correlation length determining the correlations at large distances is given by
ξ−1 = − ln(λ1/λ0). (429)
(Within the corresponding quantum problem in imaginary time, an analogous re-
lation relates the correlation time with the gap between the first excited state and
the ground state; the transfer matrix eigenvalues of the classical problem are re-
lated to exponentials of the energies in the quantum problem.) As emphasized in
this article, a duality between two systems implies the equivalence of the spectrum
of the two theories (up to an overall constant factor). The partition functions of
dual systems are equal to one another. In what follows, we will denote the nth
transfer matrix eigenvalues of systems (systems (1) and (2)) by λ(1);n and λ(2);n.
From Equation (190) we have
Z1 =
dimT−1∑
n=1
λN(1);n = A Z2 = A
dimT−1∑
n=0
λN(2);n. (430)
Amongst other things, this implies that the correlation lengths of the two systems
are the same, as by Equation (429)
ξ−1(1) = − ln(λ(1);1/λ(1);0) = − ln(λ(2);1/λ(2);0) = ξ−1(2) . (431)
Analogous relations follow not only for the asymptotic large distance correlation
length but rather for all correlation lengths set by [− ln(λn/λ0)].
8.3. Fermionization as a duality
As is well known, the quantum exchange statistics of elementary degrees of freedom
(whether fermionic, bosonic, or spin) can, quite generally, be readily transformed.
For instance, spin S = 1/2 SU(2) operators can be mapped onto spinless fermions
by a transformation known as the Jordan-Wigner transformation [119], and gen-
eralizations to higher spin, or even arbitrary algebras exist [23]. The generalized
Jordan-Wigner mappings represent ingenious constructs based on non-local iso-
morphic mappings between the degrees of freedom in question [23]. Since these
dictionaries are independent of any Hamiltonian (or action) they generically fail to
preserve locality by introducing strings in the interactions, in particular in spatial
dimensions d > 1. Amongst many other benefits, these mappings readily allows for
exact solutions of many d = 1 dimensional models, including the XY and transverse
field quantum Ising models. This is so as the transformations map spin quadratic
forms onto non-interacting fermionic terms (i.e., quadratic forms), that may be
exactly solved by algebraic means.
By contrast, dualities are model specific transformations that always preserve
locality (in the Hamiltonians), and are designed to take the most advantage of
each model’s peculiarities. To see how transmutation of statistics is possible, no-
tice for example that bond algebras of fermionic systems feature only (sums of)
even products of the elementary fermionic degrees of freedom. Since such even prod-
ucts behave very differently from the fermions themselves, they could in principle
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be mimicked by bonds of models featuring other types of elementary degrees of
freedom. It follows from the formalism of Section 3.4, in the absence of gauge sym-
metries, that the dual variables that arise from a duality connecting models with
different statistics will afford a dictionary mediating the two statistics. Dualities
can also help improve the efficiency of standard fermionization techniques in di-
mension d ≥ 2, because different dual representations of one and the same model
can behave very differently under generalized Jordan-Wigner transformations.
The outline of this section is as follows: (i) First, we will analyze the Jordan-
Wigner transformation through the prism of bond algebras and illustrate that it
is not at all necessary to consider non-local transformations [120]. Rather, as al-
luded to above, we may focus on the bond algebras of local bonds (interactions) to
illustrate a mapping from one local Hamiltonian to another. The Jordan-Wigner
dictionaries arise as dual variable mappings. (ii) We will then show that the general-
ization of a higher dimensional Jordan-Wigner transformation that maps nearest-
neighbor bilinear interactions of different underlying statistics to one another is
strictly impossible on lattices that have closed loops. In other words, there is no
local fermionization mapping, that preserves the number of degrees of freedom, in
dimensions d ≥ 2. There are, of course, four-body (plaquette) interactions where
a local mapping is still possible. (iii) Finally, we will show that while mappings
involving local nearest-neighbor bilinears, and preserving the number of degrees of
freedom, are impossible, mappings involving gauge-reducing dualities are indeed
possible. We illustrate this point by fermionizing the d = 2 Ising model via its
duality to the Z2 Ising gauge model. Nonetheless, dualities that connect models
with different statistics are constrained by quantum-mechanical considerations that
depend on the space-time dimension D, and they become increasingly challenging
as D increases. We will show an example of this in a family of models that can be
fermionized in d = 1 dimensions, but cannot be fermionized in higher dimensions.
We would like to mention that bosonization, a process which not only effects ex-
change statistics transmutation to canonical bosons but also modifies the exclusion
statistics [23], could also be in principle interpreted as a duality mapping but it is
a less precisely defined mathematical transformation which requires some vacuum
regularization process.
8.3.1. Transmutation of statistics via bond algebras: Dual variables and the
Jordan-Wigner transformation
In this section we want to derive the standard Jordan-Wigner mapping as a
duality transformation. As emphasized throughout this article, practically what
matters is not the algebra of the elementary degrees of freedom but rather the
algebra of the bonds that appear in the Hamiltonian. Consider the simple model
of non-interacting (spinless) fermions in d = 1, characterized by the N sites tight-
binding Hamiltonian
Hfermion = λ
N−1∑
i=1
(c†i ci+1 + c
†
i+1ci), (432)
where ci and c
†
i annihilate or create a spinless fermion at site i, and
{ci, cj} = 0, {ci, c†j} = δi,j (433)
({A,B} = AB+BA). The bonds c†i+1ci (and their Hermitian conjugates) are nilpo-
tent, (c†i+1ci)
2 = 0. However, unlike the elementary fermionic degrees of freedom,
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bonds of the type c†i+1ci (with 1 < i < N −1) each fail to commute with only three
bonds;
c†i+1ci fails to commute with c
†
i ci−1, c
†
i ci+1, c
†
i+2ci+1. (434)
Boundary bonds fail to commute with only two bonds. (That is, c†2c1 does not
commute with c†1c2 or c
†
3c2 and, similarly, c
†
ncn−1 does not commute with cnc
†
n−1
nor c†n−1cn−2.)
A model of spin S = 1/2 degrees of freedom that, we show next, is closely related
to Hfermion is the isotropic XY model
HXY = λ
N−1∑
i=1
(σ+i σ
−
i+1 + σ
+
i+1σ
−
i ), (435)
with σ± = (σx ± iσy)/2 which satisfy the Pauli algebra
[σ+i , σ
−
j ] = σ
z
i δi,j, [σ
z
j , σ
±
i ] = ±2σ±i δi,j. (436)
As for the spinless fermions, each bond is nilpotent, (σ+i+1σ
−
i )
2 = 0. Similarly,
bonds that share no common site commute, while (for 1 < i < N − 1)
σ+i+1σ
−
i fails to commute with σ
+
i σ
−
i−1, σ
+
i σ
−
i+1, σ
+
i+2σ
−
i+1. (437)
Similar to the fermionic case, the boundary bonds (those with i = 1 and i = (N−1)
above) fail to commute with only two bonds.
A direct comparison of Equations (434) and (437), together with the fact that
both types of bonds are nilpotent, suggests that the mapping
c†i+1ci
Φd−→ σ+i+1σ−i , (438)
(and the corresponding Hermitian-conjugate relation) may define a duality iso-
morphism. The easiest way to check the assertion is to assume that this is indeed
the case, and use Φd as explained in Section 3.4 to compute dual variables. Then,
when written in terms of dual variables, it is easy to check that Φd defines a bond
algebra isomorphism. These dual variables turn out to define the Jordan-Wigner
transformation.
The starting point consists in writing c†i in terms of bonds. To this end, we need
to extend the bond algebra by adding two more generators, c1 and c
†
1. We can then
compute ci, i = 2, 3, · · · , N , recursively from the relation
[ci−1, c
†
i−1ci] = ci, (439)
so that ci can be written as a nested multiple commutator of bonds. The next step
is to extend the action of Φd to the new generators. We propose
c†1
Φd−→ σ+1 , c1 Φd−→ σ−1 , (440)
to be consistent with Equation (444), and it follows that we have to extend the
bond algebra of the XY model as well by adding the two generators σ+1 , σ
−
1 . Now
we can proceed to compute the dual variables.
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Equations (444), and (440) turn the recursion relation Equation (439) into
c1
Φd−→ cˆ1 = σ−1 (441)
[ci−1, c
†
i−1ci] = ci
Φd−→ [cˆi−1, σ+i−1σ−i ] = cˆi,
that can be solved to yield
ci
Φd−→ cˆi =
i−1∏
j=1
(−σzj )σ−i , c†i
Φd−→ cˆ†i =
i−1∏
j=1
(−σzj )σ+i (442)
(for instance, cˆ2 = [cˆ1, σ
+
1 σ
−
2 ] = [σ
−
1 , σ
+
1 σ
−
2 ] = −σz1σ−2 ). This is nothing else than
the Jordan-Wigner transformation. In particular, the fermion number operator ni
transforms as
ni = c
†
i ci
Φd−→ cˆ†i cˆi =
1+ σzi
2
. (443)
The fact that the dual variables cˆ†i , cˆi satisfy the fermionic algebra of Equation
(433) confirms that the mapping Φd of Equations (444) and (440) defines an iso-
morphism of (extended) bond algebras. We see that fermionization is a process
local in the bonds, and that the non-local structure of the Jordan-Wigner trans-
formation has the same origin as that of other dual variables. Notice that one can
define the inverse duality isomorphism
σ+1
Φ−1d−→ c†1, σ+i+1σ−i
Φ−1d−→ c†i+1ci, (444)
by inspection of Equation (442), and express spin variables in terms of fermions
σ−i
Φ−1d−→ σˆ−i =
i−1∏
j=1
(1− 2nj) ci = eiπ
∑
i−1
j=1 nj ci, (445)
with the corresponding Hermitian-conjugate relation.
There is some flexibility in the definition of the Jordan-Wigner transformation
that reflects two independent facts. First, we could have extended the bond algebra
by adding the boundary bonds cN , c
†
N (and σ
−
N , σ
+
N ), with the resulting string
operator running from site i + 1 to site N in Equations (442) and (445). Second,
the boundary term mapping is only defined up to a phase term η. We could have set
c†1
Φd−→ η σ+1 , where ηη∗ = 1, with the corresponding dual variables displaying this
overall phase. Moreover, one can extend these ideas to establish a duality-based
derivation of generalized Jordan-Wigner transformations [23].
8.3.2. Non-locality and fermionization in d ≥ 2 dimensions
We next ask whether nearest-neighbor spin and fermion models can be related
on arbitrary lattices. On general lattices on which closed loops may be drawn, the
bond algebras become richer and, in general, prohibit such a mapping between
the simplest choice of elementary bonds involving two nearest-neighbor spins and
two nearest-neighbor fermions. The natural extension of the mapping of Equation
(444) reads
c†rcr′
Φd(?)−→ σ+r σ−r′ , (446)
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where the vectors r, r′ now label the endpoints of links on an arbitrary d-
dimensional lattice. As we will show below, Equation (446) generally fails to define
a bond algebra isomorphism whenever the lattice contains at least two closed loops
C, C ′ that share a link. To see this, let r1, r2, · · · , rN ≡ r1 label the sites in C,
and r′1, r
′
2, · · · , r′M ≡ r′1 the sites in C ′, listed in order of appearance (for some
orientation of the loops), and let
r1 = r
′
1, rN−1 = r
′
M−1, (447)
denote the endpoints of the shared link. Then, on one hand, we can compute the
following nested anti-commutator along C,
Sr1,rN−1 ≡ {{{· · · {{σ+r1σ−r2 , σ+r2σ−r3}, σ+r3σ−r4} · · · }, σ+rN−2σ−rN−1}, σ+rN−1σ−r1}
=
1
2
(1− σzr1σzrN−1), (448)
and the outcome is in fact independent of the loop (the same computation along
C ′ would have returned the same result). In contrast, the corresponding nested
anti-commutator in terms of fermionic bonds does depend on the loop,
FC ≡ {{{· · · {{c†r1cr2 , c†r2cr3}, c†r3cr4} · · · }, c†rN−2crN−1}, c†rN−1cr1}
= (nrN−1 − nr1)2
N−2∏
m=2
(2nrm − 1) (449)
with nr = c
†
rcr. If we compute the same quantity along C
′, the result reads
FC′ = (nr′M−1 − nr′1)2
M−2∏
m=2
(2nr′m − 1) = (nrN−1 − nr1)2
M−2∏
m=2
(2nr′m − 1), (450)
so that FC 6= FC′ . On the other hand, it follows from Equations (446) and (448)
that
FC , FC′
Φd(?)−→ Sr1,rN−1. (451)
This shows that the mapping of Equation (446) cannot define a bond algebra
isomorphism (a fermionization of the XY model in d ≥ 2), since it defines a many-
to-one mapping. It is a good illustration of the type of problems that arise in
attempts at fermionizing spin models in more than one dimension, while preserving
locality [121] and the dimension of the state space [122]. Thus, our circle of ideas
has closed on itself. We see how a common (and slightly imprecise) lore, relating the
existence of closed loops with the impossibility of transmutation of statistics in a
direct physical way, is mathematically realized within the bond algebraic approach
in the above case.
One cannot exclude the existence of other mappings between systems having
longer range interactions and/or being of a simpler form in other representations.
For example, examples in which more complicated spin interactions (i.e., not those
involving S = 1/2 spins on nearest-neighbor sites) may admit a transmutation
of statistics. Each proposed isomorphism that may replace Equation (446) can
be verified (and more generally excluded) by examining the bond algebras of the
candidate dual systems. This is the subject of the next section. In particular, we
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will describe a different kind of fermionization scheme that exploits gauge-reducing
dualities, thus relating two systems with different number of degrees of freedom.
8.3.3. Dualities and fermionization in d ≥ 2 dimensions
The result of the last section is a rigorous manifestation of a general obstruc-
tion to mapping nearest-neighbor spin Hamiltonians to local fermionic models, and
viceversa, in more than one spatial dimension [121], while preserving the dimen-
sion of the (Hilbert) state space. There are some interesting exceptions, however,
where the obstructions to higher dimensional fermionization have been overcome.
These include the fermionization of (i) the POC model [123] of Section 5.2, (ii)
the d = 2 dimensional Kitaev’s honeycomb spin S = 1/2 model [47, 48] (and ex-
tensions thereof) of Section 3.5, and (iii) some general related models discussed in
Reference [124]. A mapping between local fermionic models and local spin models is
important in practice. Some treatments [122, 124] invoke the need to add auxiliary
fermions (spins) to map any local fermionic (spin) model to a sector of a local spin
(fermionic) model, that acts in general on a larger state space.
Bond-algebraic dualities, that are always local transformations, afford practical
alternative (and more general) approaches to the problem of fermionization in
higher dimensions, that may or may not involve a change in the number of degrees
of freedom. First there is the basic approach of looking directly for a bond-algebraic
duality that connects the fermion/spin model of interest to a dual spin/fermion
model, as we did at the beginning of this section. At times it is more convenient
to look for a duality of the model of interest to a dual model that features the
same type of degrees of freedom, but displays interaction terms that are amenable
to standard fermion/spin or spin/fermion transformations. In either case, a change
in the number of degrees of freedom may occur naturally as a consequence of a
gauge-reducing duality. This affords a natural picture where local fermionization
becomes possible, perhaps at the cost of introducing gauge symmetries. We next
illustrate this idea in d = 2 dimensions.
The quantum Ising model in d = 2 (see Equation (55)) has a large, flexible bond
algebra generated by
σzrσ
z
r+e1 , σ
z
rσ
z
r+e2, σ
x
r . (452)
This bond algebra contains the bonds of most other d = 2 dimensional spin models
of interest (we already exploited this fact in Section 3.5 to find new dualities for
the Heisenberg model). It follows that if we can fermionize the Ising model, we can
translate that fermionization to many other spin models, including the Heisenberg
model, but it is well known that any attempt to rewrite it in terms of fermionic
operators (while preserving the dimension of the state space) returns a non-local
fermionic Hamiltonian (this is to be expected in the light of the discussion of the
previous section). As explained in Section 3.11, the d = 2 dimensional Ising model
is dual to the d = 2 dimensional Z2 gauge theory defined in Equation (143). Seen
in reverse, the mapping of Equation (146) that establishes this duality,
σzr−e2σ
z
r
Φd−→ σx(r,1), σzr−e1σzr
Φd−→ σx(r,2), σxr
Φd−→ B(r,3), (453)
can be understood as a prescription to turn the Ising model (and any other model
whose bonds can be written in terms of Ising bonds) into a model with gauge
symmetries, that is identical to the Ising model if projected onto the sector of
gauge invariant states. From a different perspective, the duality of Equation (453)
introduces in a natural way one extra auxiliary spin (in the language of References
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[122, 124]) for each spin in the original model.
The advantage of this approach is that the dual Z2 gauge theory can be fermion-
ized straightforwardly by a Jordan-Wigner transformation, to read
HG =
∑
r
[
n¯(r,1) + n¯(r,2) (454)
+ λ(c†(r,1) − c(r,1)) (c†(r+e1,2) + c(r+e1,2))(c
†
(r+e2,1)
+ c(r+e2,1))(c
†
(r,2) − c(r,2))
]
,
where we have introduced n¯(r,ν) = 1− 2c†(r,ν)c(r,ν), that has the simple properties
n¯2(r,ν) = 1, n¯(r,ν)c(r′,µ)n¯(r,ν) = (1− 2δr,r′δν,µ)c(r′,µ). (455)
In terms of fermions, the gauge symmetries (constraints) read
Gr = n¯(r,1)n¯(r,2)n¯(r−e1,1)n¯(r−e2,2). (456)
We can combine this result with the results of Section 3.5 to obtain a fermionization
of the d = 2 quantum Heisenberg model.
Let us close this section with two additional examples of fermionization. The
fermionization of Kitaev’s honeycomb model [47, 48], discussed briefly near the end
of Section 3.5, can be achieved by (i) bond-algebraic techniques [84], while taking
note of local symmetries or (ii) via a special projective method from an extended
Hilbert space (Kitaev’s original solution [47]) or, alternatively, via a brute force
high dimensional Jordan-Wigner transformation that leads to a local Hamiltonian
due to the presence of the local symmetries of the model [49]. Another new example
is afforded by the XM model of Section 4.3, that can be fermionized to read
HXM = −
∑
r
[h n¯r (457)
+ J(cr−e1 + c
†
r−e1)(cr−e1+e2 − c†r−e1+e2)(cr + c†r)(cr+e2 − c†r+e2)
]
.
8.4. Self-dualities and quantum integrability
Two self-dual models known to any physicist, electromagnetism without sources
and the quantum Ising chain, happen to be integrable as well. Since the presence of
an exact self-duality is a rather unusual property in itself, one is naturally tempted
to conjecture a connection between quantum integrability and self-duality.
We have seen by now more than enough examples of self-dual models that are
(most likely) not integrable to grant that the previous argument is without force.
That is not, however, quite the end of the story. As it turns out, one of the few
known criteria for quantum integrability, the Dolan-Grady relations [125], is some-
what connected to self-duality, in that those relations may in principle be more
easily satisfied by self-dual models. In fact, of the very few (all one-dimensional)
models known to satisfy these relations, the most relevant one is the quantum Ising
chain. Closer scrutiny, however, seems to make very clear that the Dolan-Grady
relations are essentially unrelated to self-duality. Let us explain this more clearly.
Assume that a Hamiltonian can be partitioned into two pieces A and B,
H = A+ λB, (458)
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such that A and B satisfy the Dolan-Grady relations
[A, [A, [A,B]]] = c[A,B], [B, [B, [B,A]]] = c[B,A], (459)
with c some c-number. It was shown in [125], in a remarkable tour-de-force, that
the constraints (459) alone suffice to guarantee that H is a member of a family
with an infinite number of conserved charges (which can furthermore be explicitly
written down in terms of A and B). Clearly, if H is self-dual under an exchange of
A and B, so that A = UdB U†d , then either Dolan-Grady relation implies the other.
In this sense, relations (459) may be in principle more easily satisfied by self-
dual models. But other than that, there is no reason to believe that self-duality is
related to quantum integrability in any deeper way. First and foremost, the infinite
set of conserved charges exist whenever (459) holds, independently of the presence
or absence of self-duality [126]. Moreover, a chain of coupled harmonic oscillators
(d = 1 phonons) afford an example of a model which is both exactly solvable
and self-dual, and yet it does not satisfy neither relation in (459), which shows
that the latter do not constitute a necessary condition for integrability either. It is
important to notice also that the Ising chain has two finite, self-dual renditions,
A =
N−1∑
i=1
σzi σ
z
i+1 + σ
z
N , B =
N∑
i=1
σxi ;
A =
N−1∑
i=1
σzi σ
z
i+1, B =
N−1∑
i=1
σxi , (460)
but only the latter satisfies the Dolan-Grady relations.
It seems safe to conclude that self-duality and quantum integrability are quite
independent properties, a fact that highlights once again the importance of self-
dualities as non-perturbative probes of strongly-coupled models.
8.5. Duality, topological quantum order, and dimensional reduction
In recent years there has been much interest in topological quantum order
[20, 83, 127]. In topologically ordered systems, the state of the system cannot be
characterized by local measurements but rather by topological quantities [83, 127].
One of the main hopes further driving interest in those systems has been that sys-
tems characterized by non-local order will be immune to local perturbations and
thus quantum information may be protected for sufficiently long times. One of the
most important properties of low temperature topological quantum order is indeed
its robustness to local perturbations [83, 128]. As demonstrated in [20], several mod-
els harboring that order reduce, via a bond algebraic duality, to one-dimensional
Ising chains with short-range interaction. This suggested the possibility of short
autocorrelation times in these particular models, and several new ones that have
been devised and investigated since. One of the consequences of this dimensional
reduction borne by bond-algebraic dualities is that these systems possess memory
times that are finite (i.e., system size independent) at all temperatures. This is
so as the memory times τ gleaned from (time t) autocorrelation functions such as
〈Z(0)Z(t)〉 ∼ exp(−|t|/τ) with Z(t) a quantum bit (qubit) operator are reduced,
via a bond algebraic duality, to the autocorrelation function of a local quantity
in a lower dimensional system. As the dual lower dimensional system remains er-
godic at all non-zero temperatures (and thus harbors a finite autocorrelation time),
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the memory time in the higher dimensional topologically ordered system always
remains finite as well. This phenomenon is known as thermal fragility [84].
There have been further suggestions that measurement of non-local entanglement
may detect (and, possibly, even quantify) topological order [129, 130]. These ideas
seem exciting and some results have recently appeared in one dimensional systems
[131]. We would like to point out, however, that in general, there is no single
measure of entanglement that uniquely characterizes the quantum state of a system
as exemplified by discussions of generalized entanglement [132]. In systems that
exhibit conventional “Landau orders”, global symmetries link degenerate states to
one another (and, in particular, link the degenerate ground states to one another).
Let us label any such orthonormal ground states by {|gα〉}. It was suggested in a
series of works [20, 133] that what differentiates such topologically ordered states
from conventional states is the existence of “d-dimensional gauge-like symmetries”
[19, 20]. We briefly comment on particular aspects of these [20, 133]. Symmetry
operators (Tαβ) may connect topologically ordered ground states to one another,
Tαβ|gα〉 = |gβ〉. (461)
The operators {Tαβ} realize a group that characterizes classes of topologically or-
dered states. (Moreover, these symmetries ensure that topological order exists at
non-zero temperatures [20, 133].) In the jargon of generalized entanglement [132],
the topologically ordered states are entangled relative to local observables. Mea-
sures of entanglement such as topological entanglement entropy [129, 130] are, on
their own, insufficient for the determination of topological quantum order [20, 133].
The group theoretical classification of d-dimensional gauge-like symmetries, how-
ever, does enable a natural framework for the analysis of systems with topological
order. One would like, of course, to have a generalized order parameter that may
ascertain the existence of phase transitions in topologically ordered systems.
Dualities are of paramount importance in such systems as they enable the con-
struction of precisely such order parameters when they exist. In those cases its
determination is based on the following maxim: “Given a Hamiltonian (or cor-
responding classical action) that displays a phase transition, there exists a dual
Hamiltonian (or action) for which the phase transition is made evident by the ex-
istence of an order parameter. That is, there exists a duality that maps systems
with topological quantum orders into systems with standard (Landau type) order
parameters that signal the breaking of a global symmetry when transitions are
present. In the original language, the dual variable (the order parameter of the
dual theory) may be non-local. As illustrated in [20], the correlations between lo-
cal quantities in one such dual basis can become, in the original basis, non-local
correlation functions (that lead to “string” or “brane” orders). In prominent ex-
amples of topologically ordered systems such as Kitaev’s toric code model [83] and
three-dimensional extensions [84] such a duality can be constructed as discussed
earlier (see also [20, 84, 133]). The system is no longer entangled in the dual basis.
To make the discussion concrete, we will first consider the XXYYZZ model
[134, 135], then briefly comment on another spin S = 1/2 model on a honey-
comb lattice [136], and finally discuss the three-dimensional Kitaev’s TC model.
Details concerning the bond algebraic mappings leading to the results given below
will be presented in a forthcoming publication [18].
The XXYYZZ model is a spin S = 1/2 system on a face centered cubic (FCC)
lattice. As is well known, an FCC lattice can be viewed as comprised of all of the
odd (or even) sites of a cubic lattice. By even sites, we allude here to sites for which
the sum of the x, y, and z coordinates (in units of the lattice constant which we
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set to unity) is even. The basis vectors along the Cartesian directions are eˆx,y,z.
The Hamiltonian [134, 135] is of the form
H = −J
∑
u∈even
hu, (462)
with interaction terms given by
hu = S
x
u−eˆxS
x
u+eˆxS
y
u−eˆy
Syu+eˆyS
z
u−eˆzS
z
u+eˆz . (463)
That is, the interaction terms are given by the product of spins over all sites
surrounding an even sublattice site with the product being of the form “XXYYZZ”,
wherein the component of the spin appearing in the product is determined by
its relative location relative to the center of the octahedron formed by the six
sites. By a bond algebraic mapping [18] the d = 3 dimensional XXYYZZ model
can be mapped into four decoupled (D = 1) Ising spin chains. That is, the bond
algebra satisfied by the interaction terms hu of Equation (463) is identical to that
of the bonds in four decoupled classical Ising chains. Thus, a duality transformation
implements an exact dimensional reduction. A consequence of this mapping is that
the system remains ergodic at all temperatures T > 0.
We next briefly comment on the honeycomb lattice model of Reference [136]. In
our language, that Hamiltonian is composed of a sum of two types of mutually
commuting bond operators for each minimal hexagonal plaquette. The square of
each of the bond operators, as well as the product of all bond operators (of each
of the two types) over the entire lattice is constrained to be one. Replicating the
analysis of [15, 20, 84, 133], this system can be exactly mapped onto two decoupled
classical Ising chains. As in the system of [134], this model exhibits finite, system
size independent, autocorrelation times at all temperatures.
Finally, we focus on the d = 3 Kitaev’s TC model defined in Reference [84],
which corresponds to Equation (270) with Jx = Jz and hx = hz = 0. As discussed
in [20, 84], the finite temperature partition function of this system is given by the
product of the partition functions of a D = 1 Ising chain and a D = 3 Ising gauge
model: ZKitaev,d=3 = ZI,D=1 ×ZIG,D=3. Specifically, [Ar, B(r,νµ)] = 0 and the bond
algebras formed by the two sets of operators are decoupled. Moreover, the bond
algebra formed by the vertex operators Ar alone is isomorphic to that of bonds in
a classical nearest-neighbor Ising chain. The bond algebra formed by the operators
B(r,νµ) alone is identical to that of bonds (plaquette terms) in the classical D = 3
Ising gauge theory (which is dual to the D = 3 dimensional Ising model).
We now discuss how order in this topologically ordered system can be ascer-
tained by non-local measures. Below the critical temperature of the Ising gauge
theory (which is dual to that of the Ising model), the system exhibits non-trivial
order as ascertained by the non-local asymptotic character of the Wilson loop
WR =
∏
(r,νµ)∈R B(r,νµ) where the region R is taken to be arbitrarily large.
In the limit of large R, in the ordered low temperature phase, WR scales as
WR ∼ exp(−c1|∂R|) where |∂R| is the perimeter of the region R with c1 a positive
constant. (This asymptotic behavior of WR is known as a “perimeter law”.) By
contrast, at high temperatures, WR satisfies for large R an “area law” and scales
as exp(−c2|R|), where |R| denotes the number of plaquettes in R (the area of R)
and c2 is also a positive constant. These non-local measures delineating the high
and low temperature phases of the Ising gauge theory formed by the bonds B(r,νµ)
(fleshed out by the Wilson loops, or an equivalent kink operator formed in the
quantum version of the model) can be mapped onto local measures in the dual
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theory (a local on-site magnetization in the D = 3 classical Ising model or the
d = 2 quantum version, respectively).
Appendix A. Duality by Fourier transformation
As explained in Section 3.12, the bond-algebraic approach to dualities covers both
quantum and classical dualities in a unified fashion [15]. Here we summarize the
authors elaboration of the standard approach to classical dualities [6, 7, 30, 31], for
ease of reference and comparison to our new approach. We also take the opportunity
to point out the difficulties in extending the standard approach to produce non-
Abelian dualities, difficulties that may perhaps be overcome eventually with the
help of bond-algebraic techniques (see Section 3.12). With these goals in mind, we
keep the group structure of the models we are going to consider fairly general, but
restricted to nearest-neighbors interactions on a hyper-cubic lattice with periodic
BCs. Basic ideas work the same in any lattice, and can be generalized to include
gauge interactions [6, 7].
Standard techniques for classical dualities can only be applied to partition func-
tions that meet certain requirements. First, it should be possible to represent the
elementary degrees of freedom gr on each site r of a lattice by the elements of some
group G, gr ∈ G (the work of Wilson on lattice field theory [80], see Appendix C,
is an example of such a setting). Groups can be Abelian or non-Abelian; examples
of Abelian groups are Zp,Z, U(1),R, while SU(2) or SO(5) constitute non-Abelian
instances. Second, the partition function should be of the form
Z =
∑
{gr}
∏
r
∏
ν=1,··· ,D
exp
[−u(gr+eνg−1r )] , (A1)
where the sum over configurations
∑
{gr}
could represent a multiple integral, de-
pending on the group. (Notice that we have absorbed the temperature factor in the
definition of the interaction energy u(gr+eνg
−1
r ).) The crucial point is that the in-
teraction depends on the state gr and its neighbor gr+eν through the combination
gr+eνg
−1
r . It is standard practice for Abelian groups to write gr+eν − gr instead of
gr+eνg
−1
r . For example, in the U(1) case gr+eν −g−1r stands for θr+eν −θr, and the
actual interaction is eiθr+eν e−iθr . We will often write u(gr+eν − gr) when the group
underlying the partition function of Equation (A1) is Abelian, and u(gr+eνg
−1
r ) if
we want to discuss Abelian and non-Abelian groups on an equal footing.
Next we review basic facts about Fourier analysis on groups [137]. A key idea is
to use a set of distinguished functions χα : G→ C (a generalization of plane waves
eikx to arbitrary groups) to write down Fourier-like expansions. The distinguished
functions are the characters of the group G whose irreducible representations we
label with the letter ρ. One can always write the character expansion
u(g) =
∑
ρ
uˆ(ρ)χρ(g), (A2)
provided u : G → C is a class function, u(g1g2) = u(g2g1), and where the coeffi-
cients uˆ(ρ) are unique. (If G is Abelian every function can be expanded in terms
of characters.) Physical interactions fall within this category since the potential
u(gr+eνg
−1
r ) is always a symmetric (u(g
−1) = u(g)) class function, so that
u(gr+eνg
−1
r ) = u(grg
−1
r+eν ), (A3)
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which for Abelian groups takes the more familiar form u(gr+eν − gr) = u(gr −
gr+eν ). It then follows that the Boltzmann weights can expanded as
e−u(gr+eν g
−1
r
) =
∑
ρ
e−u
D(ρ)χρ(gr+eνg
−1
r ). (A4)
The dual Boltzmann weights e−u
D(ρ) are not necessarily real and positive.
We want next to rewrite the partition function in terms of the dual Boltzmann
weights. To this end, we need to associate a new degree of freedom ρ(r,ν), to the
links of the lattice, that is labelled by the irreducible representations ρ of the
group G that represents the degrees of freedom gr ∈ G on the sites. We can then
use Equation (A4) to rewrite Equation (A1) as
Z =
∑
{ρ(r,ν)}
I({ρ(r,ν)}) e−
∑
r,ν u
D(ρ(r,ν)), (A5)
where
I({ρ(r,ν)}) =
∑
{gr}
∏
r
∏
ν=1,··· ,D
χρ(r,ν)(gr+eνg
−1
r ). (A6)
The fundamental difference between Abelian and non-Abelian dualities manifests
in the behavior of I({ρ(r,ν)}).
Assume first that G is Abelian (we now write g1+g2 instead of g1g2). In this case
the irreducible representations can be labelled by the elements of another Abelian
group Gˆ (the Pontryagin dual of G [138]), in such a way that if kˆ1, kˆ2 ∈ Gˆ label
two irreducible representations of G with characters χkˆ1 and χkˆ2 , then
χkˆ1(g)χkˆ2(g) = χkˆ1+kˆ2(g), χ−kˆ(g) = χ
∗
kˆ
(g),
χkˆ(g1)χkˆ(g2) = χkˆ(g1 + g2), χkˆ(−g) = χ∗kˆ(g), (A7)
with ∗ indicating complex conjugation. These are essential relations for deriving
classical dualities. Let us list the Pontryagin duals of the groups most often used
Ẑp = Zp, Ẑ = U(1), Û(1) = Z, R̂ = R, (A8)
with characters given by
χm(n) = e
i 2pimn
p , n,m ∈ Zp,
χeiθ(m) ≡ χθ(m) = eimθ, m ∈ Z, θ ∈ [0, 2π),
χm(e
iθ) ≡ χm(θ) = eimθ, θ ∈ [0, 2π), m ∈ Z,
χk(x) = e
ikx, x, k ∈ R. (A9)
In general, characters of Abelian groups satisfy the completeness relations∑
g∈G
χ(kˆ−kˆ′)(g) = AG δGˆ(kˆ − kˆ′),
∑
kˆ∈Gˆ
χkˆ(g − g′) = AGˆ δG(g − g′), (A10)
where δ is the Kronecker or Dirac delta depending on the group, and A is a nor-
malization constant that is also group dependent.
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r
gr
r
∗
hˆr∗
hˆr∗−e2
hˆr∗−e1
kˆ(r,2)
kˆ(r,1)
x
Figure A1. The partition function Z of Equation (A1) features degrees of freedom gr placed on the sites
(marked with crosses) of one of the square lattices. The other dual square lattice (with sites marked by
heavy dots) supports the degrees of freedom hˆr∗ of the dual partition function Z
D of Equation (A14).
The arrows specify the standard orientation on both lattices, determined by the basis vectors e1,e2. The
configurations of link variables kˆ(r,ν) that satisfy the divergenceless condition of equation (A11) can be
parametrized in terms of configuration of dual variables hˆr∗ , as in Equation (A13), that reflects the choice
of orientation for links.
We next exploit these properties to simplify the expression for I({kˆ(r,ν)}), Equa-
tion (A6), in the D = 2 dimensional case
I({kˆ(r,ν)}) =
∑
{gr}
∏
r
∏
ν=1,2
χkˆ(r,ν)(gr+eν − gr)
=
∏
r
(
∑
{gr}
χ−kˆ(r,1)−kˆ(r,2)+kˆ(r−e1,1)+kˆ(r−e2,2)
(gr))
=
∏
r
AG δGˆ(−kˆ(r,1) − kˆ(r,2) + kˆ(r−e1,1) + kˆ(r−e2,2)), (A11)
where we have used Equations (A7), and (A10). The partition function for an N
sites lattice is
Z = ANG
∑
{kˆ(r,ν)}
∏
r
e−u
D(kˆ(r,ν))δGˆ(−kˆ(r,1) − kˆ(r,2) + kˆ(r−e1,1) + kˆ(r−e2,2)), (A12)
and one needs to resolve the constraints embodied in the delta function. This is
where the concept of a dual lattice (formally defined at the end of this appendix)
enters the scene. Since every site r is surrounded by a square of the dual lattice
(see Figure A1), one can parametrize those configurations of kˆ(r,ν)s that satisfy the
constraints in terms of degrees of freedom on the sites r∗ of the dual lattice,
kˆ(r,1) = hˆr∗ − hˆr∗−e2 , kˆ(r,2) = hˆr∗−e1 − hˆr∗ , (A13)
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so that
Z = ANG
∑
{hˆr∗}
exp
−∑
r
∑
ν=1,2
uD(hˆr∗+eν − hˆr∗)
 ≡ ANG ZD. (A14)
The role of the dimension D manifests in the resolution of the constraints. For
instance, in a D = 3 dimensional cubic lattice, we need to parametrize kˆ(r,ν) in
terms of a combination of four degrees of freedom hˆr∗ on the corners of the square
plaquette in the dual (cubic) lattice that is pierced by the link (r, ν). This is why
in D = 3, the duals of models with nearest-neighbor interactions show four-body
interactions and gauge symmetries [46]. The reader can find worked out examples
in the reviews listed at the beginning of this section, and in the book [21].
In the non-Abelian case the relation χkˆ(g1− g2) = χkˆ(g1)χ∗kˆ(g2) does not hold in
general, since
χρ(g1g
−1
2 ) = Tr Dρ(g1)D
†
ρ(g1) 6= χρ(g1)χ∗ρ(g2), (A15)
(Dρ are the operators of the representation ρ) unless ρ happens to be a scalar
representation. This prevents the key simplification in Equation (A11) that allows
to perform the sums
∑
{gr}
to obtain only δ constraints. More specifically, the sums∑
{gr}
can still be performed in the non-Abelian case, but the resulting I({ρ(r,ν)})
has a complicated structure that prevents reinterpreting the dual representation
of Z of Equation (A5) as a dual partition function. It is in this sense that the
standard approach to classical dualities based on Fourier analysis fails for non-
Abelian models. It has been argued recently [139] that the dual form of Equation
(A5) can be understood as a spin foam model in the non-Abelian case.
Let us finally recall the formal definition of dual lattice, borrowed from simplicial
topology [27]. A D-dimensional lattice (or more precisely, simplicial complex) Λ is
characterized by a set of vertices (lattice sites, D = 0 objects), edges (links, D = 1
objects), elementary faces (D = 2), and so on, up to the elementary D-dimensional
volumes, and incidence relations. The dual lattice Λ∗ is obtained by placing a vertex
at the center of each D-dimensional volume, and connecting any two dual vertices
that share an (D − 1)-dimensional face with a link piercing that face. Similarly,
the construction of the dual lattice assigns to each (D − 2)-dimensional simplex
in the initial lattice one, and only one, (D = 2)-dimensional face in the dual
lattice, and so on. Hence a lattice duality maps D = s-dimensional elementary
simplices of the lattice to (D − s)-dimensional simplices of its dual, in such a way
that whenever two D = s-dimensional simplices share an (D = s− 1)-dimensional
face, the corresponding (D − s)-dimensional dual simplices are connected by an
(D − s + 1)-dimensional simplex of the dual lattice that pierces that connecting
D = (s − 1)-dimensional simplex (face). For example, a D = 2 triangular lattice
is dual to an hexagonal lattice, and a square lattice is dual to itself (i.e., it is
self-dual). It is well known, though not necessarily obvious, that a lattice duality
transformation is its own inverse. That is, the lattice Λ∗ dual to a lattice Λ∗∗, which
is itself a dual lattice, is just the original lattice Λ, i.e., Λ∗∗ = Λ.
Appendix B. Conditions for spectral equivalence
In this appendix we analyze general conditions any two physical systems must
satisfy in order to share identical energy spectra.
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It is a basic postulate of quantum mechanics that observables should be rep-
resented by Hermitian operators [2, 140]. Hermiticity guarantees that observables
always admit an spectral decomposition, and, in particular, if the spectral decom-
position of a Hamiltonian is known,
H =
∫
dE E PE , (B1)
where PE = P
2
E = P
†
E is the projector onto the Hilbert space sector of energy E.
Then both the thermodynamics and quantum dynamics it determines are known
as well. This follows because thermodynamic quantities can be computed from the
(canonical) partition function
Z(β) =
∫
dE e−βEρ(E), (B2)
where ρ(E) = Tr PE is the density of states at energy E; and the dynamics of any
observable is determined by Heisenberg’s equation of motion,
dOt
dt
=
i
~
[H,Ot], (B3)
that can be solved explicitly as
Ot =
∫
dEdE′ PE′O0PE e i~ (E′−E)t. (B4)
Suppose now that the Hamiltonian H is defined on a Hilbert space H of finite
dimension dim(H). Then the energy levels Ei are determined as the roots of the
eigenvalue (or secular) equation
det(H − E) = 0. (B5)
On the other hand, the secular equation can be written solely in terms of the
powers Tr(Hk), k = 1, 2, · · · , dim(H),
0 =
dim(H)∏
i=1
(E − Ei)
= Edim(H) − (Tr(H))Edim(H)−1 + 1
2
[(Tr(H))2 − Tr(H2)]Edim(H)−2
− 1
6
[(Tr(H))3 − 3Tr(H)Tr(H2) + 2Tr(H3)]Edim(H)−3+ 1
24
[(Tr(H))4+3(Tr(H2))2
+ 8(Tr(H))(Tr(H3))− 6Tr(H2)(Tr(H))2 − 6Tr(H4)]Edim(H)−4 + · · · . (B6)
We see that the energy levels are uniquely determined by the traces {Tr(Hk)}dimHk=1 .
It follows that two Hamiltonians H1, H2 can have identical energy levels only if
Tr (Hk1 ) = Tr (H
k
2 ), k = 0, 1, · · · , dimH. (B7)
From an algebraic perspective, one can argue that energy levels are determined by
the algebra {1,H,H2, · · · } generated by H and 1 (see Reference [141], Theorem
3.30, for a precise statement of this idea).
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Next we review well known relations concerning the one-to-one correspondence
between the density of states ρ(E) and the partition function Z(β). Equation (B2)
expresses the partition function Z(β) as a Laplace transform of the density of states
ρ(E). The inverse Laplace transform
ρ(E) =
1
2πi
lim
W→∞
∫ γ+iW
γ−iW
eβE Z(β) dE, (B8)
(with the real number γ chosen such that it is greater than the real part of all the
zeroes of Z(β)) uniquely defines the density of states ρ(E). Thus, if two systems
share the same partition function Z(β) then they will have the same density of
states. In systems with bounded Hamiltonians H defined on arbitrarily large yet
finite size lattices Λ (or arbitrarily large yet finite continuum volumes), the partition
function is analytic for all β and the expansion
Z(β) = Tr e−βH =
∞∑
n=0
(−1)n
n!
βnTr(Hn) (B9)
converges for all β. It follows that if for two Hamiltonians H1 and H2, describing
two different systems, we have that
Tr(Hn1 ) = N Tr(Hn2 ) (B10)
for all natural numbers n with N a constant, then H1 and H2 lead to identical
partition functions (up to an overall multiplicative constant), thus encapsulating
identical physics. (If both Hamiltonians act on Hilbert spaces of the same dimen-
sionality dimH then, from Equation (B6), it will suffice to verify Equation (B10)
for n = 1, 2, · · · , dimH).
Appendix C. Lattice quantum field theory
We review the basics of lattice quantum field theory (LQFT) [142, 143] to clarify
the connection between the lattice models studied in this paper and QFT.
LQFT regularizes field theories by approximating fields taking values in the
continuum space-time xµ = (x0, x1, · · · , xd) (x0 is the time axis) with fields defined
on a hyper-cubic space lattice of spacing a, i.e., r = (am1, · · · , amd) with mi an
integer. We thus sample fields φ by retaining only their values at lattice sites r
φ(x0, x1, · · · , xd) −→ φr(x0), (C1)
or links, if we are dealing with a vector field, or plaquettes, etc. Suppose next that
the field’s dynamics is specified by the action (L is the Lagrangian density)
S =
∫
dx0ddx L(φ, ∂µφ, · · · ). (C2)
Then we can specify the dynamics of the lattice field by a suitable discretization
of the action S,
S =
∫
dx0ddx L −→
∫
dx0
∑
r
adLr = SL. (C3)
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The so called ultraviolet regulator a reduces the number of degrees of freedom from
an uncountable infinity in the continuum to a countable one in the lattice, and it
is formally removed by taking the limit a→ 0.
The lattice action SL describes a mechanical model that can be quantized ac-
cording to well understood schemes of quantization. The resulting quantum theory,
known as lattice Hamiltonian approach, represents a lattice approximation to the
QFT. It was used repeatedly in Section 6, for instance Sections 6.1 and 6.3. Let
us consider here another example relevant to this paper, a simple non-linear sigma
model in D = d+ 1 = 2 dimensions,
SXY =
1
2
∫
d2x (∂0φ
∗∂0φ− λ∂1φ∗∂1φ− η(φ∗φ− 1)) , (C4)
where η is a Lagrange multiplier that forces the complex scalar field φ to take
values on the unit circle. The corresponding classical lattice field theory
SLXY =
∫
dx0 a
∑
i
(
1
2
(∂0θi)
2 − λ
a2
(1− cos(θi+1 − θi))), (C5)
where we have parametrized the field as φi = e
iθi , describes a set of planar rigid
rotators that has to be quantized according to Dirac’s quantization scheme [106].
The resulting quantum model is described by the Hamiltonian (Li = −i∂/∂θi)
HLXY =
1
a
∑
i
(
1
2
L2i + λ(1 − cos(θi+1 − θi))), (C6)
which is nothing but the XY model of Section 5.2.
This scheme to regularize QFTs can be exploited directly [22, 81]. However, the
standard approach to study non-perturbative properties amounts to combining this
lattice regularization with Feynman’s path integral method. The resulting formal-
ism discretizes both space and time, recasting quantum field theoretic problems in
the language of classical statistical mechanics, and is ideally suited for numerical
simulations. We describe it next.
Let us start with the simple case of a single particle in an external potential
V (x). Consider Feynman’s expression for transition amplitudes (Feynman’s path
integral [56]),
〈xf , tf |xi, ti〉 = 〈xf |e−iH(tf−ti)|xi〉 (C7)
= lim
N→∞
( m
2πiδt
)N
2
∫
dx1 · · · dxN−1 eiδt
∑
N−1
j=0 (
1
2
m(xj+1−xj)2δt−2−V (xj)),
where x0 ≡ xi, xN ≡ xf , δt ≡ (tf − ti)/N , and
H = − 1
2m
d2
dx2
+ V (x) (C8)
the Hamiltonian operator of a particle moving in one dimension. Equation (C7)
reduces the evaluation of transition amplitudes to the evaluation of a multiple
integral, by means of an approximation that discretizes time (notice for future
reference, that the argument of the exponential is the (discrete form of the) classical
action of the particle).
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Our goal, however, is to use Feynman’s formula to study ground state properties.
So consider the quantum partition function Z(β) of Equation (B2). We can expect
that at very low temperatures Z(β) will be dominated by the ground energy level,
lim
β→∞
Z(β) ≈ e−βEΩρ(EΩ), (C9)
or more precisely,
EΩ = lim
β→∞
− 1
β
lnZ(β). (C10)
On the other hand, the partition function corresponding to the Hamiltonian (C8)
Z(β) = Tr e−βH =
∫
dx 〈x|e−βH |x〉 =
∫
dx 〈x,−iβ|x, 0〉 (C11)
= lim
N→∞
(
mN
2πβ
)N
2
∫
dx1 · · · dxN e−
β
N
∑
N−1
j=0 (
1
2
m(xj+1−xj)2(β/N)−2+V (xj)),
where now x0 ≡ xN , and the last integral expression can be interpreted as a
classical partition function for N oscillators.
Let us apply these ideas to a bosonic scalar field φ in D = 2 dimensions,
SB =
∫
d2x(
1
2
ηµν∂µφ∂νφ− V (φ)), (C12)
that for special forms of V (φ) was studied in Section 6.1. We start by discretizing
the model in space and quantize it canonically. We then apply the formulas just
derived for one particle
ZB(β) =
(
N
2πβ
)NM
2
∫ M−1∏
i=0
dφi(N − 1) · · · dφi(0)
× e−
β
N
∑
N−1
j=0
∑
M
i=1 a
(
N2
2β2
(φi(j+1)−φi(j))2+
1
2a2
(φi+1(j)−φi(j))2+V (φi(j))
)
,(C13)
from which we can compute, for instance, quantum ground state properties (M =
L/a, where L is the length in the space direction). It is standard practice to fine-
tune the spacing in the “time” direction β/N equal to the lattice spacing a, so that
aN = β. Then we can write
ZB(a) =
(
1
2πa
)NM
2
∫ N−1∏
r0=0
M−1∏
r1=0
dφr e
−a2
∑
r(
1
2a2
∑
ν=0,1 (φr+eν−φr)
2+V (φr)) ,(C14)
where now r = (ar0, ar1) includes the “time” coordinate.
Another important example is that of gauge fields. The problem of finding a
convenient discretization for the Yang-Mills action
SYM = − 1
4g2
∫
d0xddx Tr FµνF
µν , (C15)
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was solved by Wilson [80]. Wilson’s action reads
SW = − 1
2g2
∑
r
∑
µ<ν
(
ℜ Tr
(
U(r,ν)U(r+eν ,µ)U
†
(r+eµ,ν)
U †(r,µ)
)
−N
)
, (C16)
where the Us, defined on the links of the lattice, are elements of the gauge group
(assumed for simplicity to be some unitary or special unitary group of dimension
N), and ℜ stands for the real part. If we take the gauge group to be U(1)
U(r,ν) = e
iθ(r,ν) , (C17)
and Wilson’s action reads
SW = − 1
2g2
∑
r
∑
µ<ν
(
cos(θ(r,ν) + θ(r+eν ,µ) − θ(r+eµ,ν) − θ(r,µ))− 1
)
, (C18)
which is the standard action for compact QED. Notice that if one expands the
cosine to lowest order one obtains
SW = − 1
4g2
∑
r
∑
µ<ν
(
θ(r,ν) + θ(r+eν ,µ) − θ(r+eµ,ν) − θ(r,µ)
)2
, (C19)
which is the standard discretization of Maxwell’s QED action.
In closing, let us notice that the quantum Hamiltonian for a lattice field theory
can be recovered in principle from Z ∝ ∫ e−SLE , by using the transfer matrix
formalism, see Section 3.12.
Appendix D. Bond-algebraic dualities in finite-size systems
From a practical point of view, our approach to dualities is specially attractive
because it permits to study dualities and self-dualities in finite-size systems, both
classical and quantum. In this appendix, we illustrate through example the power
of the bond-algebraic approach. One can simply check the duality mapping in a
finite system and then safely extrapolate to the thermodynamic limit. The role
boundary terms play in determining bulk properties is marginal.
Let us start with the Ising model. We would like to study both open and periodic
BCs, so we need at least three spins. Then we have the Hamiltonian
HI = h(σ
x
1 + σ
x
2 + σ
x
3 ) + J(σ
z
1σ
z
2 + σ
z
2σ
z
3) (D1)
with open BCs, that is not self-dual (its energy levels are not symmetric in J and
h), and commutes with Q = σx1σ
x
2σ
x
3 . To restore self-duality, we can either remove,
Hsd = HI − hσx3 (D2)
or add
Hsd = HI + Jσ
z
3 (D3)
a bond (see Figure D1). These options are not equivalent, because the first one
preserves the Z2 symmetry, while the second does not.
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z
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σz3
self-dual
non self-dual
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NON Z2-symmetric
Z2-symmetric
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x
Figure D1. Here the crosses represent the bonds σxi , i = 1, 2, 3, the links represent the bonds σ
z
i σ
z
i+1,
and the circle on the right end of the top chain represents the bond σz3 . A finite, open quantum Ising
chain (illustrated by the chain in the middle section of the figure) is not self-dual, but admits two different
self-dual BCs (illustrated by the top and bottom chains) that differ in their effect on the Z2 symmetry.
The picture is quite different if we consider periodic BCs
HI = h(σ
x
1 + σ
x
2 + σ
x
3 ) + J(σ
z
1σ
z
2 + σ
z
2σ
z
3 + σ
z
3σ
z
1). (D4)
Again, the model is not self-dual, but it is Z2-symmetric and translationally invari-
ant. Remarkably, we can restore self-duality just by “decorating” a bond, preserving
all the symmetries of the model
Hsd = h(σ
x
1 + σ
x
2 + σ
x
3 ) + J(σ
z
1σ
z
2 + σ
z
2σ
z
3 + σ
z
3Qσ
z
1). (D5)
This Hamiltonian is local in terms of fermionic degrees of freedom (i.e., after a
Jordan-Wigner transformation [23]) and its spectrum is self-dual.
The bonds of the O(3)-symmetric Heisenberg model
HH = Jx(σ
x
1σ
x
2 + σ
x
2σ
x
3 ) + Jy(σ
y
1σ
y
2 + σ
y
2σ
y
3) + +Jz(σ
z
1σ
z
2 + σ
z
2σ
z
3), (D6)
can be written in terms of the bonds of the self-dual Ising model of Equation (D3).
Hence we can use the Ising model self-duality mapping to generate a duality for
the Heisenberg model. The dual Hamiltonian reads
HDH = Jx(σ
z
2 + σ
z
3σ
z
1)− Jy(σx3σz2 + σz3σx2σz1) + Jz(σx3 + σx2 ), (D7)
and a simple calculation confirms that it shares the energy levels of HH. Notice
though that the non-Abelian symmetry of HH is hidden in H
D
H .
Next we consider gauge-reducing dualities as described in Section 3.11. Dualities
that eliminate gauge symmetries connect models with state spaces of different
dimensions, and so the unitaries Ud that represent them are projective, meaning
that they either map a state to another state with the same norm, or to zero.
In other words, unlike symmetries and ordinary dualities that are represented by
square matrices, gauge-reducing dualities are represented by rectangular matrices.
Let us consider an elementary example, the d = 2-dimensional Z2 gauge model
of Section 3.11 restricted to just two lattice sites,
H¯G = Jσ
z
1σ
z
2 + h(σ
x
1 + σ
x
2 ), (D8)
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so that the model features just one gauge symmetry, G = σx1σ
x
2 . As discussed in
Section 3.11, gauge symmetries are actually constraints. The state space of H¯G
above has dimension, 22, but contains states that are not physical, because they
are not invariant under the gauge transformation G.
The fact that the state space of a gauge model contains non-physical states has an
impact on its energy levels. In general, three things could happen to any specific
level: i) Its energy eigenstates are all gauge-invariant and so physical; ii) some
eigenstates are gauge-invariant and some are not, so that the gauge constraints
reduce the level’s degeneracy; iii) none of its energy eigenstates are gauge-invariant,
and so the energy level is not physical (not realizable in experiments). Notice on
the other hand that the energy eigenstates cannot be all gauge invariant, so either
ii) and/or iii) must actually occur for any gauge system. H¯G in particular shows
a combination of i) and iii), as one can check explicitly. On the other hand, it is
more convenient to use dualities to solve the gauge constraints.
The point is that we can find a different representation of the bond algebra of H¯G
that affords a dual Hamiltonian H¯DG that captures only the gauge-invariant physics
of H¯G. Since there is only one gauge symmetry, the space of gauge invariant states
has dimension 22/2 = 2, so that we should be looking for a duality to a model with
a two-dimensional state space. With this in mind, we find right away
σz1σ
z
2
Φd−→ σx, σx1 Φd−→ σz, σx2 Φd−→ σz, (D9)
so that Φd(G) = σ
xσx = 1, and the dual Hamiltonian reads
H¯DG = Jσ
x + 2hσz. (D10)
It is easy to check that H¯G displays four non-degenerate energy levels, two of them
identical to the two levels of H¯DG . It follows (and this can be checked explicitly)
that the energy eigenstates of H¯G that belong to the levels not present in H¯
D
G are
not gauge-invariant.
The projective unitary that implements the mapping of Equation (D9) is a 2× 4
matrix that can be constructed as follows. The bond σz1σ
z
2 and the symmetry σ
x
1σ
x
2
taken together form a complete commuting set, with simultaneous eigenstates
√
2 |1,±1〉 =
[
1
0
]
⊗
[
1
0
]
±
[
0
1
]
⊗
[
0
1
]
, (D11)
√
2 | − 1,±1〉 =
[
1
0
]
⊗
[
0
1
]
±
[
0
1
]
⊗
[
1
0
]
. (D12)
On the other hand, σz1σ
z
2 is itself dual to a complete commuting set for the target
space, σz1σ
z
2
Φd−→ σz. Thus Ud must map the ± eigenstates of σz1σz2 to the corre-
sponding ± eigenstates of σz, and simultaneously map the − eigenstates of σx1σx2 to
the zero vector (this is so because σx1σ
x
2 must act as the identity in the space of the
dual model, and the identity has only the eigenvalue 1). This defines Ud uniquely
Ud = |1〉〈1, 1| + | − 1〉〈−1, 1| = 1√
2
[
1 0 0 1
0 1 1 0
]
. (D13)
Now it is easy to check that
Udσ
x
1U
†
d = Udσ
x
2U
†
d = σ
x. (D14)
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Furthermore,
UdU
†
d =
[
1 0
0 1
]
, U †dUd =
1
2

1 0 0 1
0 1 1 0
0 1 1 0
1 0 0 1
 , (D15)
that is, both UdU
†
d and U
†
dUd are projectors,
(
UdU
†
d
)2
= UdU
†
d ,
(
U †dUd
)2
= U †dUd.
This is the trademark of a partial isometry. Notice also that U †dUd is the projector
onto the space of gauge invariant states (that is, in this example, the space of states
invariant under G = σx1σ
x
2 ).
Now that we understand the most elementary example in detail, let us consider
the slightly more challenging one, the Z2 Higgs field of Section 5.5, restricted to
four lattice sites,
HAH = HG + κ(σ
z
1′σ
z
1σ
z
2′ + σ
z
2′σ
z
2σ
z
3′ + σ
z
3′σ
z
3σ
z
4′ + σ
z
4′σ
z
4σ
z
1′)
+ λ(σx1′ + σ
x
2′ + σ
x
3′ + σ
x
4′), (D16)
with HG = Jσ
z
1σ
z
2σ
z
3σ
z
4 + h(σ
x
1 + σ
x
2 + σ
x
3 + σ
x
4 ), and gauge symmetries
σx1σ
x
2′σ
x
2 , σ
x
2σ
x
3′σ
x
3 , σ
x
3σ
x
4′σ
x
4 , σ
x
4σ
x
1′σ
x
1 . (D17)
Here 1′, 2′, 3′ and 4′ denote the vertices of the square with sides 1, 2, 3, 4, see Figure
D2.
4
′
3
′
1
′
2
′
1
3
4 2
x
Figure D2. The labeling of sites and links used to define several models in this appendix. Depending on
the model, we place (or not) a quantum or classical spin on the sites/links of this square.
In the presence of matter fields, all four gauge symmetries of Equation (D17) are
independent. Hence the space of gauge invariant states has dimension 28/24 = 24.
This means that the dual model without gauge symmetries must feature only four
spins. This suggest the bond algebra mapping,
σz1′σ
z
1σ
z
2′
Φd−→ σz1 , σz2′σz2σz3′ Φd−→ σz2 ,
σz3′σ
z
3σ
z
4′
Φd−→ σz3 , σz4′σz4σz1′ Φd−→ σz4 , (D18)
σx1′
Φd−→ σx4σx1 , σx2′ Φd−→ σx1σx2 , σx3′ Φd−→ σx2σx3 , σx4′ Φd−→ σx3σx4 ,
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that leaves the two bonds corresponding to the gauge field fixed, and maps the
gauge symmetries of Equation (D17) to 1. The dual Hamiltonian HAH
Φd−→ HDAH
reads
HDAH = HG + κ(σ
z
1 + σ
z
2 + σ
z
3 + σ
z
4) + λ(σ
x
4σ
x
1 + σ
x
1σ
x
2 + σ
x
2σ
x
3 + σ
x
3σ
x
4 ), (D19)
that as expected features only four spins and shows no local (nor global) sym-
metries. One can check explicitly that every energy level of HDAH is also present
in the spectrum of HAH, but HAH has other levels in addition to the physical,
gauge-invariant, ones.
Next we consider the exact self-duality of the classical Ising model on the Utiyama
lattice for just four classical spins. The model was described in Section 7.1, Equa-
tions (355), (354), and (357), for a 2M × 2N lattice. If we set M = N = 1, we get
the partition function (and its dual from Equation (359))
Z˜U =
∑
{σi′}
eK4(σ1′σ2′+σ3′ )+K2(σ3′σ4′+σ2′ )+(K1+K3)(σ1′σ4′+σ2′σ3′ ) (D20)
= A
∑
{σi′}
eK
∗
4 (σ1′σ2′+σ3′ )+K
∗
2 (σ3′σ4′+σ2′ )+(K
∗
1+K
∗
3 )(σ1′σ4′+σ2′σ3′ ) = A Z˜DU ,
where A = sinh(2K1) sinh(2K3)/ sinh(2K
∗
1 ) sinh(2K
∗
3 ), with sites i
′ = 1, · · · , 4
shown in Figure D2, and the dual couplings K∗i , i = 1, · · · , 4 can be read from
Equation (360). With all these elements in place, one can check the identity relation
of Equation (D20). Notice the essential role played by the new classical self-dual
BCs embodied in the terms K2σ2′ and K4σ3′ .
Appendix E. Classical Poisson dualities
Appendix A describes an algorithm to compute dual forms of classical partition
functions that is typically connected to bond-algebraic dualities for models that
admit a transfer matrix formulation (see Sections 3.12 and 7). In this section we
describe a quite different algorithm whose connection to bond algebras is unknown.
The resulting type of duality, that we call Poisson duality, exploits the identity
∑
m
δ(x −m) =
∑
m
e2πimx, (E1)
that follows from the Poisson summation formula. Poisson dualities work specifi-
cally for models that have integer-valued degrees of freedom. We have managed to
generalize Poisson dualities to general Abelian groups through the corresponding
generalized Poisson formulas, but we will not report these results here.
Let {mr} denote integer-valued configurations (mr ∈ Z), and E{mr} the cost
function of the configuration, so that the partition function of interest reads
Z =
∑
{mr}
e−E{mr}. (E2)
October 22, 2018 20:26 Advances in Physics Duality˙AdvPhys˙jul23˙nofigsext
Advances in Physics 127
We can use Equation (E1) to rewrite Z as
Z =
∑
{mr}
∫ [∏
r
dxr δ(xr −mr)
]
e−E{xr} (E3)
=
∑
{mr}
∫ ∏
r
dxr e
2πi
∑
r
mrxre−E{xr}.
Defining the dual cost functional ED through the Fourier transform
e−E
D{yr} =
∫ ∏
r
dxr e
2πi
∑
r
yrxre−E{xr}, yr ∈ R, (E4)
we have the duality relation
ZD ≡
∑
{mr}
e−E
D{mr} = Z. (E5)
The usefulness of this duality is dictated by the difficulty to compute the Fourier
transform of Equation (E4). For Gaussian models, like the D = 2 SoS model,
ESS{mr} = −
∑
r
∑
ν=1,2
Kν(mr+eν −mr)2, (E6)
ED can be computed in closed form, and the dual model represents a lattice
Coulomb gas [21]. But in general, we need to resort to approximations and/or
numerics.
Appendix F. Exponential of operators in the Weyl group algebra
This appendix presents closed-form expressions for the exponentials and logarithms
of operators in the Weyl group algebra defined in Section 4.1. As discussed in
Section 7.2, these expressions allow us to establish exact connections between a
large class of classical and quantum p-states models, and to our knowledge are not
available in the literature.
As mentioned in Section 4.1.1, the operator V generates an algebra of circulant
matrices [65]. It follows that
e
∑
p−1
m=0 amV
m
=
p−1∑
m=0
bmV
m. (F1)
Our goal is to find closed-form expressions for the coefficients am in terms of bm
(useful for performing classical-to-quantum mappings), and for the coefficients bm
in terms of am (useful for performing quantum-to-classical mappings). To achieve
this we have to recall that the discrete Fourier transform F puts V in diagonal
form, FV F † = U (see Equation (195)), and that Tr (Um†Un)/p = δm,n. It follows
that
bm =
1
p
Tr
[
Up−m e
∑p−1
l=0 alU
l
]
, am =
1
p
Tr
[
Up−m ln
(
p−1∑
l=0
blU
l
)]
. (F2)
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In physical applications, the am are Hermitian-symmetric, ap−m = a
∗
m (to guaran-
tee that
∑p−1
m=0 amV
m is a Hermitian operator), and the bm are real and positive.
Thus it is convenient to assume that both set of coefficients satisfy ap−m = am,
bp−m = bm, and the relations between them simplify to
bm =
1
p
p−1∑
s=0
cos(
2πms
p
) e
∑p−1
l=0 al cos(
2pils
p
), (F3)
am =
1
p
p−1∑
s=0
cos(
2πms
p
) ln
(
p−1∑
l=0
bl cos(
2πls
p
)
)
. (F4)
These are the expressions that are most useful in physical applications.
Suppose next that bm = e
K u(m), where K is a positive constant, and u(m) is a
real function of m = 0, · · · , p − 1 (for example, u(m) = cos(2πmp ) for the classical
VP model of Section 7.2). We would like to study the behavior of the am to next-
to-leading order in K, in the limit that K grows very large (this could happen at
low temperature, or in the context of a STL decomposition [21], see Section 7).
Notice that in this limit
p−1∑
l=0
bl cos(
2πls
p
) ≈ eKu(0)
(
1 + 2eK(u(1)−u(0)) cos(
2πs
p
)
)
(F5)
to next-to-leading order, assuming that the inequalities
0 > (u(1)− u(0)) > (u(2) − u(0)) > · · · (F6)
hold. The factor two in Equation (F5) is due to the symmetry u(p − l) = u(l).
Replacing expansion (F5) into Equation (F3) leads to
am ≈ Ku(0)δm,0 + eK(u(1)−u(0))(δm,1 + δm,p−1), K →∞, (F7)
where we have used ln(1 + x) ≈ x and the identity
1
p
p−1∑
l=0
cos(
2πls
p
) cos(
2πlm
p
) =
1
2
(δs,m + δs,p−m) . (F8)
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