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1 引言













摘要：本文给出了一种基于 Crossbar 的多通道 DMA 控制器的设计方案，它能有效地提高 DMA 数据传输
的效率和减少系统 CPU 的中断次数，保证多核 SOC 系统的任务执行效率及传输接口的通信实时性。经
FPGA验证表明，所设计的多通道 DMA 控制器比传统的 DMA 有更好的效能及性价比。
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Abstract: This paper gives a design scheme of multichannel DMA controller. It can improve the efficiency of DMA
data transmission efficiently and interrupts the CPU as few as possible. It ensures the task implementation efficiency
and the communication real-time of multi-core SOC systems. The result of FPGA verification shows this multichannel
DMA controller has better performance than a traditional DMA.
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2 多通道 DMA 控制器
传统 DMA 控制器是采用共享总线方式来实现
数据传输的，系统实现数据传输的过程为：（1）首先




















要，本文引入了 Crossbar 互联结构，用 Crossbar 总线
来代替共享总线。Crossbar 被称为交叉开关矩阵或
纵横式交换矩阵，不会因为带宽资源不够而产生阻
塞 [8]。图 2 所示是全 Crossbar 总线拓扑结构的原理
图。由于全 Crossbar 总线所需连接线数量较多, 在实
际中经常简化为部分 Crossbar 总线拓扑结构, 即将
不需要通信的模块间的连接去掉，以节省面积[9]。
Crossbar 的互联结构实现在 MDMAC 的接口模






MDMAC 的接口模块实现了全 Crossbar 的互联结
图 1 一种典型多媒体应用系统
图 2 3×4 full crossbar topology
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以按如图 4 结构来设计实现该多通道 DMA 控制
器，其组成模块可以分为 4 部分：寄存器模块



























MDMAC 可以用 CPU 通过总线来配置，传输开始后
















图 3 DMAC 和设备的连接
图 4 DMAC 原理框图
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取，不需要 CPU 的参与，直到整个描述符链表执行
完再产生中断通知 CPU，而传统的 CPU 配置模式每
执行完一个任务都要产生中断，让 CPU 对下一个任
务进行配置。每次传输的发起可以有两种模式，一种
是软件使能方式，即只要将寄存器的 start 位置 1 就
开始脱离 Idle 状态；另一种是硬件握手方式，寄存
























Interface 接口模块内部结构框图如图 6 所示，
实现接口的 Crossbar 互联结构，向外界输出多路源
和目的设备的地址、数据和读写控制等信号，这些信
号由图中的 Inputsignals 部分输入。mux 部分根据控




现了一个可以同时处理 3 个通道的控制器，3 个源
连接端口和 3 个目的连接端口，默认连接是源端口
0 连接目的端口 0，源端口 1 连接目的端口 1，源端
口 2 连接目的端口 2。在使用过程中可以通过寄存
器设置任意的源端口连接任意的目的端口，即是一









框图如图 7 所示，采用 Xilinx 的 virtex5 开发板。图
中的 USB 模块是一个 USB1.1 主机控制器，里面包
含一个 64 字节的缓存器 FIFO。USB 主机控制器和
存储器 Memory3 连接在 MDMAC 的源端口，存储器
Memory1 和存储器 Memory2 连接在目的端口。USB
图 5 控制单元状态转换图
图 6 Interface 模块内部结构
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主机控制器从 U 盘读取数据到其内部的 FIFO，然后
使 能 MDMAC 把 FIFO 中 的 数 据 搬 移 到 Memory1
中，与此同时，另一个通道把 Memory2 中的数据复
制搬移到 Memory3 中，然后通过串口把搬移后的数
据输出到 PC 机上的超级终端显示出来。图 8 上显
示的是从 U 盘第 0 扇区读出的内容，由于编程直接
使用 keil 软件提供的打印函数，该函数显示的数据
是 16 位的，故图中每个数据的后两个数字都是无效
的。用 winhex 软件读取 U 盘里面的内容，传输前后
的内容一致。
图 9 是 3 个通道同时操作的仿真波形图，其中
源端口 0 连接目的端口 1，源端口 1 连接目的端口
2，源端口 2 连接目的端口 0，图中的 m 表示源端口，





本文设计的 MDMAC 在 Xilinx 的 xc5vlx110t 上
实现的最大频率是 232MHZ，每两个时钟周期可以
传输一个字节的数据，若 3 个通道同时工作，则最大
的 数 据 吞 吐 率 可 达 348MB/s， 表 1 给 出 了 几 种










本 文 采 用 标 准 的 180nmCMOS 工 艺 库 ，在
Design Compiler 中 对 MDMAC 进 行 了 综 合 ，在












图 7 FPGA 演示系统
图 8 读取到的 U 盘的内容
图 9 3 个通道同时传输
表 1 几种 DMAC 吞吐率的对比
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数据吞吐率，功耗和面积都为 1，则ηt=1，ζt=1，其
中下标 t 表示传统 DMAC。本 MDMAC 当 3 个通道
同时工作时其数据吞吐率达到最大，为 3，面积为
104322.6 /46037.4 = 2.3，则其 ηc = 3/2.266 = 1.3，下
标 c 表示本文设计的 MDMAC，功耗为 13.1/6.5 =
2.0，则其ζc = 3/2.0 = 1.5，两种 DMAC 的比较结果










控制器的 1.3 倍，吞吐率和功耗比达到 1.5 倍。
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表 2 Crossbar DMAC 与传统 DMAC 的比较
C IC
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