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ABSTRACT 
A numerical method programmed for a high-speed computer was 
developed for determining the drawdown around an artesian well. A salient 
feature of the program ls that It can be used for both fully and partially 
penetrating wells in either lnfl_nlte or finite aquifers. The method Involves 
the application of finite difference equations to the well-known heat equation 
using a graded network. A comparison of the finite difference solutions with 
those obtained from the close-form formulas of Muskat, Theis, and Hantush 
indicates the validity of the method. A comparison between the finite difference 
solutions and the drawdowns measured on a sand model, consisting of a 
circular aquifer 8 feet In diameter and 4 feet thick with a well at the center, 
shows that the drawdowns In the well are in fairly good agreement, although 
some discrepancy exists at points outside the well. The discrepancy Is 
believed due to the time lag caused by the use of small tubes as plezometers. 
If a correction for the time lag Is made, the agreement between numerical 
solutions and experimental measurements ls considered satisfactory within 
the range of experimental errors. 
KEY WORDS: aquifers; artesian well; axlsymmetry; computers; drawdown; 
finite difference; full penetration; groundwater; sand models; numerical 
method, partial penetration, unsteady flow. 
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CHAPTER I 
INTRODUCTION 
The problem of unsteady flow toward a fully penetrating artesian well 
was first Investigated by Theis (!), who made an analogy with the conductive 
flow of heat to a sink in a plate. Based on the same assumptions, Hantush (g. 
_:1) later developed equations for the drawdown around a partially penetrating 
well. Among these assumptions are that the aquifer is elastic, homogeneous, 
Isotropic, horizontal In position, uniform in thickness, and infinite In a real 
extent. As these assumptions may not be fully fulfilled In an actual aquifer, 
a resort to numerical methods by taking the complex field conditions Into 
account may be needed. 
In order to check the validity of a theory, experimental Investigations 
conducted either in the field or In the laboratory are required. The field test 
is not only expensive but also difficult to control due to the many uncertainties 
involved in a natural aquifer. However, the use of model tests in the labo-
ratory also presents a difficulty because most of the theoretical solutions now 
available are for an aquifer of Infinite extent and a well of infinitesimal radius, 
both of which cannot be reproduced in the laboratory. To verify theoretical 
solutions by small-scale models, solutions for an aquifer of finite extent and 
a well of finite radius must be obtained. 
The objectives of this research, as oi.tllned In the original proposal, 
were twofold: (a) to develop a numerical procedure using a high-speed 
computer for the analysis of unsteady flow toward partially penetrating arte-
sian wells so that solutions for cases other than those ideally assumed (such 
as finite aquifer and finite well) may be obtained, and (b) to construct a sand 
model having the same dimensions as those assumed in the theoretical analysis, 
• 
and check the validity of the theory. As will be described in this report, 
these two objectives have been accomplished. 
Although this research was concerned mainly with partially penetrating 
well, the fully penetrating well, which ls a special case of partial penetration, 
was also investigated. The various solutions avallable for fully penetrating 
wells were employed to check the accuracy of the finite difference solutions . 
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CHAPTER II 
REVIEW OF AVAILABLE SOLUTIONS 
Based on the conservation of mass (i), It can be shown that the flow 
of groundwater In an aquifer having no recharge from surrounding water 
bodies must satisfy the equation 
2 
v s = 
Sos 
T ot (1) 
In which J = Laplace operator; s = drawdown; S = storage coefficient, 
which may be Interpreted as the amount of water In storage released from a 
column of aquifer with unit cross section under a unit decline of head; T = 
transmlssibllity of the aquifer, which Is defined as the product of perme-
ability and aquifer thickness; and t = time since pumping started. Eq. 1 
is analogous to the well-known heat equation. 
THEIS SOLUTION 
Theis (!) presented a method for determining the drawdown around a 
fully penetrating artesian well. Due to axisymmetry and pure radial flow, 
Eq. 1 was written as 
(2) 
In which r Is the radial distance from the well center. Eq. 2 was solved by 
assuming that the aquifer be Infinite in a real extent and the well be 
infinitesimal In radius with the following boundary and Initial conditions. 
s-Oasr-co 
os 
llm ( r -) = r- 0 or 
- 3 -
Q 
2 1T T 
whent>O (3) 
s = 0 when t < 0 
Th.e solution of Eqs. 2 th.rough 4 Is 
- Q ) s(r, t) - 4 " T W(u 
where Q = discharge per unit tlmA 
W(u) 
u 
= well function = J "' 
u 
r
2 
S 
4 T t 
-x 
~ dx 
x 
Values of W(u) for values of u was tabulated by Wenzel and 
reproduced by Dewiest (1). 
(4) 
(5) 
Eq. 5 was employed to ch.eek the accuracy of the numerical solution 
for a well fully penetrating an Infinite aquifer. In the numerical solution, both 
th.e drawdown and the time are expressed as dimensionless factors 
CJ = drawdown factor = 
T = time factor = Tt 
2 
Sr 
w 
Ts 
Q 
so Eq. 5 can be written as 
in which u = 
r 
r 
w 
2 
4T 
CJ = 
1 
41T 
W(u) 
and r = radius of well. • w 
(6) 
(7) 
(8) 
For any given time factor, T, the corresponding drawdown factor, 
CJ, at any given radial distance, r, can be determined from Eq. 8. 
MUSKAT SOLUTION 
Muskat @) presented solutions for the drawdown In a circular aquifer 
h.avlng an Impervious boundary at th.e circumference and a fully penetrating 
well at th.e center. Two cases, one Involving an lnflnlteslmnl well and the 
0th.er a finite well, were considered. The solution for an Infinitesimal well 
is simpler and can be presented In the following form. 
-4-
s = 
Tt 
s 
'1n 
r Tt 2 1 - Exp ( - - Cl ) S n I 
2 2 
a; J
0 
(a; r ) 
n n e 
J(a;r)J 
o n } (9) 
in which r = radius of aquifer, a; = roots of the equation, J
1
(a; r ) = 0, 
e n n e 
and J
O 
and J
1 
= Bessel functions of the first kind, order zero and one 
respectively. 
The solution for a finite well of radius r Is 
w 
s = t { Tt 2 2 
,rS ( r - r ) 
e w 
1 
2r 
w 
In which a; = roots of the equation Y
1 
(a. r ) J
1 
( a; r ) 
n n e n w 
- J
1 
(a r ) Y
1 
(Cl r ) = o, and 
n e n w 
Y 
1 
= Bessel function of the second kind of order one. 
Eqs. 9 and 10 were programmed for the IBM 360 computer and the results 
compared with the numerical solutions. 
HANTUSH SOLUTION 
Hantush @,.:!) presented solutions for the unsteady drawdown around 
a partially penetrating well. By assuming the aquifer to be infinite In extent 
and the well to be Infinitesimal in radius, he derived the equation for 
determining the drawdown in the well. 
"' Q [ ( ) 2 b !, 1 Sin n b'lT ,r, 
sw = 4,r T w u + TT t n=l n w (u, n 
in which ,I, = well penetration, and 
n 1T r 
"' ( n,rr 
~ b w (u, w ) 
Ju [- y -
= exp 
n b y 4y 
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nlTr 
-b~w-) J 
w ) 2 
J = well 
(11) 
function for leaky aquifers, for which tables are available (!!). 
The drawdown at a given point (r, z) Is 
s = ..R_ [w(u) + 1 .!?. !: 
4!1'1' !I' -t n=l 
1 n !l'z n !I' -t 
- Cos -Sin b 
n b 
Wn (u, n;r) J (12) 
Eqs. 11 and 12 were used to check the numerical solution for a well partially 
penetrating an Infinite aquifer. 
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CHAPTER III 
DEVELOPMENT OF NUMERICAL SOLUTIONS 
Due to axial symmetry, the governing differential equation, Eq. 1, 
for a partially penetrating well can be written as 
2 
~ 1 M!. 
2 + r 
or or 
?,2 s + __ S = 
2 T 
?,Z 
cs 
?,t 
(13) 
Eq. 13 can be converted to a finite difference equation using an 
implicit formula. The aquifer may be divided into a network of lattice points, 
as shown in Fig. 1, using the finest mesh adjacent to the well, where the 
change In hydraulic gradients is the greatest, and the coarsest mesh at the 
outside region, where the change is the smallest. The use of graded network 
is necessary, because this Is the only way by which the circumferential 
boundary can be placed at a considerable distance from the well without 
overtaxing the storage capacity of a computer. 
-2 
IMPERVK)US TOI\ B:JUl>O>RY r,.-
T 
t 
b 
--
~. 
MPER\IIOJS EIOl10M OC!.N)>,RV..--AXIS OF SYMl,£TRV 
1. 
r 
' i 
a 
! 
0 
I 
FIG. 1 DIVISION OF AQUIFER INTO GRADED NETWORK 
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FINITE DIFFERENCE EQUATIONS 
At a general node with unequal mesh sizes In both radial and vertical 
directions, as Indicated by point O in Fig. 2a, tho following three-point 
formulas can be used ('.!), 
2 a s 1 __ o = 
2 2 
ar c 
as 
0 
a r = 
2 a s __ o_ = 
2 az 
1 
c 
t 
c 
J 
2 [ {3 ( 1 + {3) ~ 82 - ( 1 + {3) BO+ 83 J 
1 [ 2 2 8 ( 1 + .B) - 8 s2 - ( 1 - B ) so + s3 j 
as 
0 
at 
= 
S S 
o,t + t:.t- o,t 
ti. t 
-c-
2 
1 
i-- ~c 
0 
4 
(a) 
ac 
3 
FIG. 2a LOCATION OF NODES IN FINITE DIFFERENCE 
FORMULATION 
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(1411) 
(14b) 
(14c) 
(14d) 
in which subscripts 0, 1, 2, 3 and 4 refer to the nodal points, l:i t = time 
increments, c = the smaller mesh size, and a. and ,8 = ratios of the 
larger to the smaller mesh size in the vertical and radial directions 
respectively. By applying Eq. 13 to nodal point 0, and considering the 
derivatives as the average at t and t+ l:i t, 
s 
0, t + /:it 
in which 
2 
= I T /:it 
L 2 S c 2 
F +Fs +F's 
( 1 8 1, t + ~t 2 2, t + 4.t 3 3, t + ~ t 
2 c 2 1 
(15) 
F = 
1 1 + a. • 1 + f3 
/3 
1 + f3 r 
+ 
,8(1+8) f:l(l +~)' 
0 
2 2 R- 1 
F = - (- + - - ..!:!...--=... 
O a. 8 f3 
.£.. ) , and r = radial coordinate for point O. 
r o 
0 
TAt Tl:it 
Note that 2 or 2 
Sr Sc 
Is the dimensionless time increment, 
w 
and that a. and ,8 equal to 1 when point O is at an equal distance from the four 
adjacent nodes, but equal to 2 when It Is at the boundary between two different 
mesh sizes. 
Eq. 15 can also be applied to a discontinuous node, as shown in 
Fig. 2b, by considering s 
4 
as the average of s
5 
and s
6
. At an Impervious 
boundary, as shown In Fig. 2c, an Imaginary node may be placed at point 1, 
the head of which Is equal to s
4 
because of no fl.ow through the Impervious 
boundary. 
It can be seen that Eq. 15 can be applied to each of the nodes except 
those on the periphery of the well. By considering the discharge of the well, 
an additional equation can be obtained for determining the drawdown In the 
- 9 -
IQ 
I 
2 
I 
I 
I 
I 
I 
I 
5 4-
( b) 
3 2 
6 
h1 = h4 
1 
' I I 
I 
.•• J ,,, ••• - 3 
0 
4 
( c) 
FIG. 2b, c LOCATION OF NODES IN FINITE DIFFERENCE 
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well or at its periphery. 
2 ITT 
b 
os 
- dz or 
r 
+ Io w ~ dr ) = - Q oz (16) 
The first term on the left of Eq. 16 is the discharge through the 
side of the well and the second term Is that through the bottom. Eq. 16 can 
also be converted to a finite difference equation by using a 5-point formula 
for the hydraulic gradient and then Integrating numerically. The finite 
difference equation, shown later as Eq. 17, gives the drawdown in the ve 11 
in terms of that at the four successive nodes surrounding the well, which 
include all the nodes In the finest mesh shown in Fig. 1. Eq. 15 and 1 7 were 
solved by the well-known Gauss-Seidel Iteration process. Starting from 
t = 0 when the drawdown ls everywhere zero, the drawdown at a subsequent 
time t + /', t is obtained from the drawdown at the previous time t by 
applications of Eqs. 15 and 17. 
COMPUTER PROGRAM 
A computer program was developed and written in such a general 
way that It can be used for both fully and partially penetrating wells in either 
infinite or finite aquifers. The number of mesh sizes and their arrangements 
can also be varied at will by changing the nodal numbers M and N where 
changes in grid size occur. For wells penetrating 22. 5% of the aquifer as 
shown in Fig. 3, the values of M used In the numerical analysis were 19, 23, 
29, 33, and 39; those of N were 3, 7, 13, 17 and 27. In the case of 60% 
penetration, the same values of N were used but the values of M were 
changed to 49, 53, 57, 65 and 67. 
Each of the nodal points is denoted by a pair of integers (i, J), the 
first referring to the number in the vertical direction and the second to that In 
the radial direction. For example, the numbers for points A, B, and C are 
respectively (11, 13), (37, 9), and (35, 21). Eq. 15 was applied to each of 
the nodes, except those on the periphery of the well, to determine the draw-
down at point (i, j) in terms of the drawdown at the four surrounding nodes. 
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BOT TOM BOUNDA.RY 
NUMBERING OF NODES 
The drawdown in the well was obtained. by converting Eq. 16 Into a finite 
difference equation. Replacing M(l) by m and N(l) by n, it can be shown 
that tlie equation for the drawdown In the well Is 
s = , 12 Q b + r J 48 ( s + 2 If- l s + s ) -36 (s 
w l1rT w· 1,n+l !=2 l,n+l m,n+l 1,n+2 
m-1 m-1 
+ 
2 
1~2 6 1,n+2 + sm,n+2) + l 5 (sl,n+3 + 2 (=2 6 t,n+3 + sm' n+ 3) 
m-1 n-1 
- 3 ( 6 + 2 !; S + S ) J + .!_ !; { ( 2 z ) [ 48 ( 
1,n+4 1=2 1,n+4 m,n+4 2c J=l rJ+l - rl sm+l,j 
+ 6 ) - 36 (S S ) + 16 (s 
m+l, j+l m+2, j + m+2,j+l m+3,J + 
S ) 
m+3, J+l 
r1 
7 ]} (17) -3 (sm+4, l + sm+4, j+l)]}} I { 50 [ (m-1) rw + ~ 
In which s = drawdown In the well, c = grid width, and the subscripts of B 
w 
indicating the nodal number. The drawdown can be expressed as a dimension-
less quantity by multiplying both sides of Eq. 18 with T/Q. 
- 12 -
' 
' 
Fig. 4 Is a simplified flow chart. Because or the wide range of 
pumping time desired, which covered several logarithmic cycles, Increasing 
time Increments based on logarithmic scales were used. Each cycle 
consisted of nlnteen dimensionless time Increments. For example, In the 
cycle from 1 to 10 the following Increments were used: 1. 0, 1. 2, 1. 4, 1. 6, 
1.8, 2.0, 2.2, 2.4, 2.6, 2.8, 3.0, 3.5, 4.0, 4.5, 5.0, 6,0, 7.0, 8.0, 9.0. 
COMPARISON WITH AVAILABLE SOLUTIONS 
In the numerical results presented, four different mesh sizes were 
used with the finest mesh increasing rapidly to the coarsest as shown In Fig. 3. 
In the case of full penetration, each horizontal plane may be considered as an 
impervious boundary, so only the drawdown on the top boundary needs be 
considered. Thus the computer time required for full penetration is much Jess 
than that for partial penetration. 
Fig, 5 gives a comparison of numerical and exact solutions for a 
fully penetrating well. The well has a radius r and the aquifer a radius 
w 
48 r • The exact solution, as indicated by the solid curves, was obtained 
w 
from Eq. 10 of Muskat. It can be seen that the finite difference solution, as 
shown by the small circles, checks quite closely with the exact solution. Also 
shown but in dotted curves Is the exact solution for an infinitesimal well 
obtained from Eq. 9. It ls interesting to note that for a finite and small 
aquifer the drawdown in the well based on an infinitesimal well Is greater than 
that based on a finite well. However, the difference ls lnslgnlflcant at large 
radial distances, say r > 4 r . - w 
Fig. 6 Is a comparison of numerical solutions with those obtained 
from Eq. 8 of Theis for full penetration and Eq. 11 of Hantush for partial 
penetration. Both equations are based on the assumption that the aquifer Is 
infinite In areal extent and the well is Infinitesimal In radius. The Infinite 
aquifer can be approximated in the finite difference analysis by placing the 
circumferential boundary at a sufficient distance from the well; however, the 
infinitesimal well can not be properly simulated. In the numerical procedure, 
the drawdown in the well was determined first, and the computation proceeded 
- 13 -
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10 
-- ' 
outward. When the drawdown determined from Eq. 15 nt a certain radial 
distance became very small, It was no longer necessary to proceed further, 
and a return to the well by starting a new time Increment was In order. This 
technique saved a lot of computer time. The computer time required for 
full penetration was about 3 minutes and that for partial penetration about 
10 minutes, 
Fig. 6 shows that In the case of full penetration the finite difference 
solution, as Indicated by the small circles, checks quite well with Theis 
solution, as Indicated by the solid curves, even though the former Is based on 
a finite well and the latter on an Infinitesimal well. However, when the well 
penetrates 50 percent of the aquifer, the drawdown ln the well determined by 
the finite difference method, as Indicated by the small triangles, ls slightly 
smaller than that determined by Hantush formula, as indicated by the dotted 
curves. This decrepancy Is believed due to the difference In well boundary. 
For an infinitely large aquifer, the assumption of a finite or an Infinitesimal 
well has practically no effect on the drawdown In a fully penetrating well but 
a noticeable effect on the drawdown In a partially penetrating well. The 
figure also shows that at a large distance from the well, the numerical 
solutions based on full and partial penetrations are nearly the same and check 
with Theis solution. 
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CHAPTER IV 
EXPERIMENTAL INVESTIGATION 
To check the validity of numerical solutions, a sand model, shown 
In Fig. 7, was constructed In the Structural Laboratory at the University of 
Kentucky. 
SAND MODEL 
The model consisted of a steel tank 8 feet In diameter and 4 feet 
high. A 3-inch angle was welded to the top of the tank to form a rim, so that 
a cover plate could be placed on the tank and bolted to the rim. A rubber tube 
was used as a gasket between the cover plate and the rim to make the tank 
completely watertight. A continuous-slot well screen, 2 Inch In Inside 
diameter manufactured by Edward E. Johnson, Inc., was placed at the center 
to serve as a fully penetrating well, and the tank was filled with sand to a 
height of 40 In. to form an aquifer. A set of plastic tubes, about 3/16 Inch In 
inside diameter and screened at one end, were embedded In the sand and 
extended ten feet above the tank to serve as plezometers for measuring the 
drawdown at several points In the aquifer. A plexlglass tube having an Inside 
diameter of 1/2 Inch was attached to the well screen through a tapering 
adaptor so that water level In the well could be observed. Water In the well 
sould be withdrawn by opening a drainage valve connected to the adaptor. 
Partial penetration was obtained by filling the well with sand to the desired 
e~evatlon. 
An overburden pressure was applied to the sand through a water bag 
formed by vulcanizing two pieces of rubber. Water was supplied continuously 
to the bag and allowed to overflow through a vertical tube. By raising or 
lowering the overflow end of the tube, any desired over-burden pressure could 
be maintained. Steel I-beams were placed on top of the tank and anchored to 
- 17 -
FIG. 7 GENERAL VIEW OF TEST MODEL 
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the floor to serve as a back support for the overburden pressure. Fig. 8 
shows schematically the construction of the sand modal. 
A clean river sand with a grain size distribution shown In Fig. 9 
was used. The sand has an effective size of 0. 23 mm and a uniformity 
coefficient of 2. 1. To minimize the well loss resulting from the presence of 
the screen, a no. 25 screen with a slot of 0, 025 Inch, which Is rather large 
and greater than 76 percent of the sand particles, was employed. The 
experimental data showed that the use of such a large slot resulted In a direct 
proportionality between discharge and drawdown, Indicating that the well loss 
was practically negligible. The negllgible effect of the well screen thus led 
to the expediency by which partial penetrations were obtained simply by 
filling the well with sand rather than changing the elevation of the screen bottom. 
TEST PROCEDURE 
The sand was saturated by feeding water through the water Inlet, and 
the overburden pressure was applled by filling the rubber bag with water. If 
the water level In the overflow tube during filling was at about the same 
elevation as that In the well, free water on top of the sand was Indicated. 
More water should be drained from the well until the water level In the well 
was a few feet below that In the overflow tube. During the test, water was 
supplied continuously to the rubber bag but not to the aquifer. Prellminary 
tests showed that the magnitude of oberburden pressure had very little effect 
on the test results, so a pressure of O. 3 ton per square feet, or equivalent to 
10 feet of water, was used for all tests. 
After the given overburden pressure had been applied and the water 
level In the well had become stabllzed, the test was started by opening the 
drainage valve. The water levels in the well and In the plezometers were 
marked on the tubes at regular time Intervals and the drawdown was then 
measured with a tape. The discharge per unit time was determined by a 
graduate cycllnder, and the temperature of water was measured. 
Three different penetrations, viz. 100, 60 and 22. 5 percent, were 
employed. For each penetration, ten or twelve successive tests were made. 
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The water level in the well was the highest during the first test, about 8 feet 
above the top of the sand, and the lowest during the last test, about 3 or 4 
feet above the sand. Each test lasted for two minutes. It was found that 
after the first twenty seconds, the drawdown Increased with time at a constant 
rate. Thus two time Intervals were used for measuring the discharge; one 
from O to 20 second for determining the curvilinear portion of the drawdown-
tlme curve, and the other from 1 to 2 minute for determining the steady-
state slope of the curve. The discharge per unit time during the Initial time 
period was slightly greater than that during the final stage. 
DATA AND ANALYSIS 
In the Appendix are tabulated the drawdown data at five different 
locations. Each location ls denoted by four digits, the first two lndlcil.tlng 
the vertical distance in inch from the top of aquifer and the last two Indicating 
the radial distance from the center of well. Location 0000 is a point in the 
well. For 100 percent well penetration, the drawdowna at two locations (!. e. 
0000 and 1603) were observed; whereas for 60 and 22. 5 percent well 
penetrations, in addition to these two locations, the drawdowns at 0809, 2412, 
and 3204 were also measured. 
In the Appendix, Q
1 
Is the average discharge during the first 20 sec-
onds and Q
2 
is the discharge from 1 to 2 minutes. The drawdown-dlscharge 
ratio, s/Q
1
, at various times and the time rate of drawdown during the 
period from 1 to 2 minutes, ~ ~ ~ , were determined and their mean, 
2 
standard deviation, and coefficient of variation were computed. The data 
show that the drawdown-dtscharge ratio at location 0000, or In the well, have 
much smaller coefficients of variation compared with that at other locations. 
This is expected because the drawdown In the well was read on a 1/2 Inch 
tube, whereas that at other locations on a 3/16 Inch tube. Consequently, air 
bubbles might cause some fluctuation of water level In the small tube but not 
in the large tube. The data also show that at a given time the drawdown ts 
practically proportional to the discharge, thus Indicating that well loss ts 
negligible. The very large coefficients of variation for some data were due to 
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the extreme small drawdown, say 1 or 2 mm, which was difficult to measure 
with accuracy. 
The storage coefficient and the transmlsslblllty of the aquifer were 
determined from the drawdown dutn for 100 percent penetration at location 
0000. The storage coefficient can be obtained from Eq. 10 by talclng the first 
derivative with respect to time t and then setting t = 00 • 
s = 1 (18) 
Since r = 48 In. = 121. 92 cm, r = 1 Inch = 2. 64 cm, 
e -2 w -3 
and ! A!.. = 
Q 6. t 
O. 00304 cm as sh.own In the Appendix, S = 7. 0 x 10 . 
The storage coefficient can also be determined from tb.e numerical 
solution. The constant slope obtained from the numerical solution is 1. 28 x 
-4 
10 or 
..!::& = S r 2 ! ~ = 0. 000128 19 t::.r wQt:;.t () 
1 Jll. -2 -3 
Using the experimental value of Q !::,. t = 0. 00304 cm , S = 6. 6 x 10 , 
-3 
which. is about 6 percent smaller th.an the value of 7. 0 x 10 determined 
-3 
from Eq. (18). In the following analysis, a storage coefficient of 6. 6 x 10 
will be used. 
-3 
A storage coefficient of 6. 6 x 10 for an aquifer of 40 inch thick 
seems ratb.er large. It was suspected that the contraction of the steel tank 
during drawdown might release much additional water, thus cause a 
tremendous increase in the storage coefficient. However, calculations showed 
that th.is was not true. The thickness of steel wall Is 1/ 8 inch. and tb.e volume 
change of the tank due to the cb.ange in pressure Is very small compared with 
the discharge from the well. The large storage coefficient Is probably due to 
the loose nature of the sand and the small overburden pressure exployed in the 
test. 
t 
Sr 
2 
w 
Tb.e transmlssibility of the aquifer was determined by plotting t vs. 
and matching the theoretical curve with the experimental data. In Fig. 10, 
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,, 
the small circles are the experimental points, and the curves are the 
numerical solutions for various assumed values of transmissibility. It can 
be seen that the use of T = 3. 3 cm 
2 I sec gives the best fit. The large 
discrepancy in the theoretical and experimental drawdowns at 2 second is due 
to the time lag between the draining of water and the lowering of water level 
in the well. It is well-known that the transmissibility of an aquifer changes 
with the change in temperature. Since the temperature of water during the 
test was quite uniform and sta,,ed around 24 ° C, no temperature correction 
was made. 
After the storage coefficient and the transmissibility were determined, 
the experimental drawdown and time were expressed as dimensionless factors 
according to Eqs. 6 and 7. Table 1 is a summary of all tests. The steady-
state slopes l:!..a / 1::.. T were computed from Eq. 19. 
COMPARISON WITH NUMERICAL RESULTS 
Table 1 shows that the experimental steady-state slopes have average 
-4 -4 -4 
values of 1. 29 x 10 , 1. 32 x 10 , and 1. 37 x 10 for 100, 60 and 22. 5 per-
cent penetrations respectively. The theoretical steady-state slopes obtained 
from the numerical method and based on the drawdown from T= 5, 000 to 9, 000 
-4 -4 . -4 
were 1. 29 x 10 , 1. 31 x 10 , and 1. 36 x 10 respectively. The same 
slope obtained from the numerical solution and the experimental data was 
expected in the case of full penetration, because the storage coefficient was 
chosen such that the same slope could be obtained. However, the close 
agreement in the case of partial penetrations indicates that the study-state 
drawdown can be accurately predicted by theory. 
Fig. 11 provides a comparison of the drawdowns in the well, or 
Tube 0000, obtained from the numerical solution and the experimental data. 
The numerical solution is indicated by smooth curves, which the experimental 
results are plotted as individual points. For all three penetrations, both data 
check very well, although during the initial stage of the test the experimental 
drawdown is slightly smaller than that computed from the theory due to the 
effect of time lag. 
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I 
TABLE 1 
SUMMARY OF DRAWDOWN FACTOR 
• Well Penetration 100% 
Location 
Time Factor Slope 
155 465 775 1085 1395 x 10-
4 
0000 0.409 0. 535 0.591 0. 634 0.673 1. 29 
1603 0.181 0.317 o. 373 0.422 0.465 1. 29 
Well Penetration 60% 
Location 
Time Factor Slope 
310 620 930 1240 1550 x 10-
4 
0000 o. 713 0.795 0.842 0.894 0. 947 1.32 
0809 0.178 0.267 o. 320 0.356 0.409 1. 33 
1603 0. 386 0.465 0.521 0. 571 0. 634 1. 31 
2412 0.086 0.142 0.182 0.221 0. 271 1. 31 
3204 0.063 0.112 0.162 0.208 0.248 1. 34 
Well Penetration 22. 5% 
Location 
Time Factor Slope 
388 775 1163 1550 x 10-
4 
0000 1. 614 1. 713 1. 766 1. 818 1. 35 
0809 0.244 0.380 0.432 0.485 1. 39 
1603 0.241 0.310 0.363 0. 413 1. 36 
• 2412 0.059 0.132 0.182 0.228 1. 38 
3204 o. 046 0.102 0.155 0.208 1. 37 
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• 
Fig. 12 gives a comparison for Tube 1603. Because of the long and 
small tube used, the effect of time lag is very significant as indicated by the 
fact that all experimental points lie well above the theoretical curves. If the 
.experimental time factor is reduced by 200, all points will move to the left 
and lie close to the theoretical curves. The corrected experimental points 
are indicated by the black dots. 
Figs. 13 and 14 show the drawdown in Tubes 0809, 2412, and 3204 
for well penetrations of 60 and 22. 5 percent respectively. The same as Tube 
1603, all experimental points lie well above the theoretical curves. Much 
better agreements between theory and experiment are obtained, when the 
experimental time factors are reduced by 200. The relatively large discrepancy 
for tubes 2412 and 3204 in the case of 60 percent penetration is due to the 
relatively large coefficients of variation inherent in the test. 
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CHAPTER V 
SUMMARY AND CONCLUSIONS 
A computer program was developed for the numerical analysis of 
unsteady flow toward a partially penetrating artesian well located at the 
center of a circular aquifer, using a finite difference method. A salient 
feature of the method is that a graded network was employed, thus making 
possible the application of the method to an aquifer of infinite extent. A 
comparison between the finite difference and other closed-form solutions by 
Muskat, Theis, and Hantush clearly indicates the validity of the method. 
Although axisymetry, elasticity, homogeneity and isotropy were assumed in 
the analysis, a major advantage of the numerical method is that it can be 
extended to cases involving asymmetric, inelastic, nonhomogeneous, and 
anisotropic aquifers as well. 
A sand model consisting of a circular aquifer, 8 feet in diameter and 
4 feet thick with a 2-inch well at the center, was constructed in the laboratory. 
The transmissibility and the storage coefficients of the aquifer were determined, 
and the drawdowns in the well and at various points in the aquifer were 
measured at given time intervals. A comparison between the finite difference 
solutions and the experimental measurements shows that the drawdowns in the 
well are in fairly good agreement, although those measured experimentally at 
various points in the aquifer are somewhat smaller than the numerical 
solutions. The discrepancy is believed due to the time lag caused by the use 
of the small tubes of considerable length as piezometers. If a correction for 
the time lag ls made, the agreement is considered satisfactory within the range 
of experimental errors. 
The two most significant conclusions drawn from this investigation 
are (1) the finite difference method with a graded network can be used to 
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determine theoretically the drawdown around a partially penetrating artesian 
well, and (2) the governing differentjal equation based on Darcy's law and the 
concept of storage is valid and checks well with experimental measurements. 
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APPENDlX TEST DATA 
(A) Well Pc1wt1·:1t1on l 00% 
- ------------·----------·~" '. ·-·····- - ··-
Ql s/Ql 
I ., 
Q~ l /:,.::~ sec en1· ... -- -1~ Q2 L, t Loe a- 'fest cc 2 G 10 14 18 cc - -· -3 2 tion No. sec Sec Sec ~- Sec ___ Sec -·-- bt~C Rec 10 /era 
.----~'-----·--
A-1 17.5 0.131 O. lGO 0. 1 [l3 0.194 0.206 lG.8 3. 17 
A-2 35.5 0.130 0.169 0.183 0. 194 o. ~081 33.0 2. 88 
A-3 29.0 0.12'1 0.166 0.179 0.19;; 0. 20:l 27.4 2.92 
A-4 38.5 0.127 0. 164 0.179 0.1D5 0.208 :JG. 2 3.03 
0000 A-5 25.5 0.121 0.157 0.172 0.188 0.2001 2:J. 7 3.02 
A-6 17.5 0.114 0.160 0.177 0.189 0. 200 16. 9 3.15 
A-7 29.5 0.119 0.159 0.176 0.190 0.203 27. 9 3.05 
A-8 38.0 0.131 0.160 0.182 0.192 o. 203 35.6 3.05 
A-9 38.8 0.126 0.162 0.178 0.191 0.204, 36.0 3. 10 
A-10 22.0 0.118 0.159 0.177 0.191 0.205 21.1 3.00 
Mean 0.124 0.162 0.179 0.192 0.2°'1 3. 04 
Stand. Dev. 0.006 0.004 0.003 0.002 0.003 0.09 
Coeff. of Var 0,048 0.025 0.017 0. 010 0.015 0.030 
J\-1 17.5 0. 068 0.103 0.126 0.137 0.154 16.8 2.88 
A-2 35.5 0.062 0.104 0.121 0.132 0.144 33.0 2.98 
A-3 29.0 0.041 0.076 0.090 0.107 0.121 27.4 2. 92 
A-4 38. 5 - 0.049 0.088 0.104 0.119 0.135 36.2 3.00 
1603 A-5 25.5 0.059 0.102 0.118 0.129 0.145 23.7 29.5 
A-6 17.5 0.034 0.074 0.103 0.120 0.131 16.9 3.35 
A-7 29.5 0.054 0.098 0.119 0.136 0.146 27.9 3.05 
A-8 38.0 0.053 0.100 0.116 0.129 0.139 35.6 3. 00 
A-9 38.8 o. 067 0.106 0.118 0.134 0.147 36. 0 3.20 
A-10 22.0 0. 064 0.104 0.123 0.136 0.150 21.1 3.00 
Mean 0. 055 0.096 0.113 0.128 0.141 3. 03 
Stand Dev. 0.011 0. 012 0.011 0.010 0.010 0.14 
Coe ff. of Var. 0. 200 0.125 0. 097 0.078 0. 071 0. 046 
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(B) VV:ell Penetration 60% 
Ql s/Ql sec/cm2 Q2 1 .0. B 
Q2 "irt 
Loca- Test cc 4 8 12 16 20 cc 
10-8/cm 2 tlon No. sec Sec Sec Sec Sec Sec sec 
B-1 17.5 0.223 0.240 0.257 0.274 0. 291 16. 5 · 3. 03 
B-2 28.2 0,230 0.248 0.266 0.280 0.298 26.8 2.98 
l 
B-3 9.5 0.200 0.232 0.242 0.263 0.274 8. 6 3.10 
B-4 11.5 0.217 0.248 0.261 0.274 0. 287 10.5 3.02 
0000 B-5 22.0 0.218 0.241 0.250 0.268 0.282 20.1
1 3.15 
', 
B-6 8.5 0.200 0.235 0.247 0.265 0.282 7.4 3.15 
B-7 7.2 0.236 0.257 0. 271 0.285 0.299 6. 8 3.18 
B-8 14.0 0.229 0.257 0. 264 0.279 0.300 13.1 3.18 
B-9 28.5 0.228 0.249 0.267 0. 281 0.291 26. 9' 3.28 
' 
B-10 10.5 0.219 0. 229 0.252 0.267 0.286 9.7 3.10 
B-11 10,5 0, 190 0,219 0.229 0,248 0.267 9.4 3.18 
B-12 14,0 0.207 0.236 0.250 0.264 0.286 12.5 2. 93 
Mean 0.216 0.241 0.255 o. 271 0.287 3.11 
Stand. Dev. 0,014 o. 011 0.012 0.010 0.010 0.10 
Coeff. of Var. 0.065 0.046 0.047 0.037 0.035 0. 032 
B-2 28. 2 0. 057 0.082 0.103 0.113 0.128 26.8 3.12 
B-4 11.5 0.061 0.087 0.104 0.113 0.130 10.5 3.02 
B-6 8.5 0.047 0. 082 0. 094 0.106 0.129 7. 4 3.15 
0809 B-8 14.0 0.057 0.086 0.100 0.114 0.129 13.1 3.18 
B-10 10.5 0.047 0. 067 0.086 0. 095 0.105 9.7 3.10 
B-12 14.0 0.057 0.079 0. 093 0.107 0.121 12.5 3.20 
. 
Mean 0.054 o. 081 0.097 0.108 0.124 3.13 
Stand. Dev. 0.006 0.007 0.007 0.007 0.010 0.06 
Coeff. of Var. 0.111 0.086 0.072 0. 065 0. 081 0.019 
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(B) Well Penetration 60% (Continued) 
Ql s/Ql sec/cm2 Q2 1 6s 
Q2 6 t 
Tube Test cc 4 8 12 16 20 .££. 
10-3/cm2 -No. No._ sec sec sec sec sec sec sec 
B-2 28.2 0.128 0.149 0.167 0.177 0.195 26.8 2.87 
B-4, 11. 5 0.113 0.157 0.174 0.191 0.209 10. 5 2.85 
B-6· 8.5 0.106 0.118 0.135 0.153 0.176 7.4 3.15 
1603 B-8· 14.0 0.121 0.143 0.157 0.171 0.193 13.1 3.18 
B-10. 10.5 0.105 0.124 0.143 0.157 0.181 9.7 3.43 
B-12 14.0 0.129 0.157 0.171 0.186 0.200 12.5 2.93 
Mean 0.117 0.141 0.158 0.173 0.192 3.07 
Stand Dev. 0. 011 0.017 0.016 0.015 0.012 0.23 
Coe ff of Var 0.094 0.121 0.101 0.087 0.063 0.075 
B-1 17.5 0. 011 0.023 0.034 0.046 0.057 16. 5 3.23 
B-3 9.5 0.032 0.042 0.053 0.074 0.105 8.6 2.90 
B-5 22.0 0.023 0.041 0.055 0.068 0.082 20.1 3.15 
B-7 7.2 0.028 0.056" 0.063 0.069 0.083 6.8 2.93 
2412 B-9 28.5 0.021 0.039 0.056 0.070 0. 081 26.9 3.22 
B-11 10.5 0,038 0. 057 0.067 0.076 0.086 9.4 3.02 
Mean 0.026 0.043 0.055 0.067 o. 082 3.08 
Stand. Dev. 0.009 0.013 0. 011 0. 011 0.015 0.15 
Coeff. of Var. 0.346 0.302 0.200 0.164 0.183 0. 049 
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(B) Well Penetration 60% (Continued) 
Ql s/Ql sec/cm2 Q2 1 .6. s 
Q2 .6. t 
Tube Test cc 4 8 12 16 20 .££. -3 2 -
No. No. sec sec sec sec sec sec sec 10 /cm 
B-2 28.2 0.018 0.039 0. 057 0.067 0.078 26.8 3.17 
B-4 11. 5 0.017 0.026 0,043 0.061 0.070 10.5 3.17 
B-6 8.5 0.012 0.023 0,035 0. 0 47 0.059 7.4 3.15 
3204 B-8 14.0 0.036 0.050 0.064 0.079 0. 093 13. l 3.05 
B-10 10. 5 0.019 0.038 0.052 0.067 0.076 9.7 3.27 
B-12 14.0 0.014 0.029 0. 043 0.057 o. 071 12.5 3,07 
Mean 0.019 0.034 0.049 0.063 0. 075 3.15 
Stand. Dev. 0.009 0.010 0. 011 0.011 0. 011 0.08 
Coeff. of Var 0.474 0.294 0,224 0.175 0.147 0.025 
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(C) Well Penetration 22. 5% 
Ql s/Ql sec/cm
2 
Q2 ! 6. 8 
Q2 6. t 
Loca- Test cc 5 10 15 20 cc - 10-3 /cm 2 tlon No. sec sec sec sec sec sec 
C-1 17.5 0. 526 0,548 0.566 0,583 16.2 :1. 08 
C-2 11. 5 0.504 0,530 0.548 0.565 10.5 3. 17 
C-3 12.8 0. 516 0,555 0, 571 0.586 11. 9 3.22 
C-4 11. 0 0.500 0.527 o. 546 0.564 9.8 3.23 
C-5 11. 5 0.496 0.522 0, 535 0.548 9.8 3.07 
C-6 8.2 0.476 0.500 0.518 0.536 7.1 3.28 
0000 I C-7 9.5 0.495 0.537 0.548 0.558 
8.5 3.33 
C-8 I 10.5 0.476 0.514 0.529 0. 543 9.1 3. 12 
C-9 I 10.5 
0.428 0. 467 0.477 0.486 8.5 3.13 
C-10 8.2 0.488 0.512 0.537 0. 561 7.3 3.42 
C-11 7.5 0.480 o. 507 0.520 0.533 6.6 3. 03 
C-12 48.8 0.486 0,512 0.529 0.545 43.5 2. 80 
Mean 0.489 0.519 0.535 0. 551 3.16 
Stand. Dev. 0.025 0.023 0.025 0.026 0.16 
Coeff. of Var. 0.051 0.044 0. 047 0.047 0.051 
C-2 11.5 0.078 0.122 0.139 0.157 10.5 3.17 
C-4 11. 0 0.073 0.109 0.127 0.145 9.8 3.40 
C-6 8.2 0.073 0.110 0,122 0,134 7.1 3.28 
0809 C-8 10.5 0.076 0.124 0.138 0.152 9.1 3.30 
C-10 8.2 0.073 0.110 0.128 0.146 7.3 3.20 
C-12 48,8 0. 071 0.113 0.130 0.147 43.5 3.25 
Mean 0.074 0.115 0,131 0.147 3.27 
I • Stand. Dev. 0.003 0,007 0.007 0.008 0.08 
Coeff. of Var. 0.041 0. 061 0. 053 0.054 0.024 
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(C) Well Penetration 22. 5% (Continued) 
Ql s/Ql sec/cm
2 
Q2 1 Al!_ 
Q2 ~t 
Loca- Test cc 5 10 15 20 cc 
10-3 /cm 2 tion No. sec sec sec sec sec sec 
C-2 11. 5 0. 078 0.096 0.113 0.130 10.5 :l. 02 
C-4 11. 0 0.073 0.100 o. 1.14 0.127 9.8 3. 23 
C-6 8.2 0. 049 0.073 0.086 0.098 7.1 :i. 52 
1603 C-8 10. 5 0.076 0,095 0.114 0.133 9.1 3.30 
C-10 8.2 0.073 0.098 0.116 0.134 7.3 3. 20 
C-12 48.8 0.086 0.104 0.115 0.125 43.5 2. 95 
Mean 0.073 0. 094 0.110 0.125 3.20 
I 
l' stand. Dev. 0. 012 o. 011 0.012 0.013 0.20 
Coe ff. of Var. 0.164 0.117 0.109 0.104 0.063 
\ 
I C-1 17.5 0.023 0.040 0.057 0.074 16.2 3.18 C-3 12.8 0.016 0.039 0.055 0.070 11. 9 3.22 • 
I C-5 11. 5 0.017 0.043 0.057 0.070 9.8 3. 07 
2412 C-7 9.5 0.021 0.042 0.058 0.073 8.5 3. 53 
C-9 10.5 0.019 0.038 0.048 0,057 8.5 3. 33 
C-11 7.5 0.013 0.040 0.053 0.067 6.6 3. 03 
Mean 0.018 0.040 0.055 0.069 3. 23 
Stand. Dev. 0.004 0.002 0.004 0. 006 0.18 
Coeff. of Var. 0.222 0.050 0.073 0. 087 0.056 
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I 
I 
I 
I 
• 
• 
• 
Locn-
tion 
3204 
l 
I 
(C) Well Penetration 22. 5% (Continued) 
Ql s/Ql sec/cm 
2 
Test cc 5 10 15 20 
No sec sec sec sec sec 
C-2 11. 5 0,009 0.026 0.039 0.052 
C-4 11. 0 0. 018 0.027 0.045 0.064 
C-6 I 8.2 0.012 0.024 0.043 0.061 
C-8 10. 5 0. 019 0.038 0.057 0.076 
C-10 8.2 0. 012 0.037 0.049 0.061 
C-12 48.8 0.014 0.035 0.051 0.066 
Mean o. 014 0.031 0.047 0.063 
Stand. Dev. 0.004 0.006 0.006 0.008 
Coeff. of Var. 0.286 0.194 0.128 0.127 
- 40 -
.0. s Q2 1 
Q2 .0. t 
cc 
sec l0-
3/cm 2 
10.5 :J. 1 7 
9.8 3.40 
7.1 3. 28 
9.1 3.30 
7.3 3.20 
43.5 2. 92 
3.21 
0.16 
0.050 
