Relational databases are well suited for vertical scaling; however, specialized hardware can be expensive. Conversely, NewSQL and NoSQL data stores are designed to scale horizontally. NewSQL databases provide ACID transaction support; however, joins are limited to the partition keys, resulting in restricted query expressiveness. On the other hand, NoSQL databases are designed to scale out on commodity hardware; however, they are limited by slow join performance. Hence, we consider if the NoSQL join performance can be improved while ensuring ACID semantics and without drastically sacrificing write performance, disk utilization and query expressiveness.
I. INTRODUCTION
Application development with relational databases as the storage backend is prevalent; however, as an application gains popularity and the database system reaches its resource limits, the architecture must scale up to ensure an end-to-end response time (RT) specified as the service level objective. Although relational databases are well suited for vertical scaling, it has known limitations and requires expensive hardware. On the contrary, the NewSQL and NoSQL databases are designed to scale out linearly [1] , [2] , [3] . Hence, as the data size and the resource demands increase, application designers can consider transitioning from their relational database to a NewSQL/NoSQL database.
NewSQL architectures enable a database to scale out linearly while providing ACID transaction guarantees. However, their schema design requires careful consideration when choosing partition keys, since joins are restricted to partition keys only [4] , resulting in limited query expressiveness. Similarly, NoSQL databases can also scale out linearly, but are limited by slow join performance due to the distribution of data across the cluster and data transfer latency, which has also been identified in previous work [5] . Thus, while NewSQL and NoSQL systems allow data stores to scale, their designs sacrifice query expressiveness and join performance, respectively. More generally, there exists a design space that makes trade-offs between performance, ACID guarantees, query expressiveness and disk utilization.
This paper considers if NoSQL join performance can be improved while ensuring ACID semantics and without drastically sacrificing write performance, disk utilization and query expressiveness. One option for improving the performance of NoSQL workloads is materialized views (MVs), which precompute expensive joins [6] , [7] . However, deploying MVs on top of a NoSQL store does not guarantee consistency as key-based atomic operations allow for the MV's data to be stale relative to the base table [8] , [9] , [10] . Hence, additional concurrency controls such as locking or multi-versioning are required to ensure data consistency.
Standard concurrency control methods, such as locking or multi-versioning, can provide ACID semantics for NoSQL stores with materialized views, but induce performance degradation (i.e., by grabbing many locks or checking multiple versions, respectively) because the concurrency control and MVs selection mechanisms are not designed in tandem. Instead, this paper considers a synergistic design space in which the concurrency control mechanism and MV's selection mechanism operate together such that only a single lock is held per transaction. The proposed system relies on the hierarchical structure of relational data and the workload to inform the views selection mechanism, which can then be leveraged to grab a single lock across both MVs and base tables.
In this work, we present the Synergy system that leverages MVs and a light-weight concurrency control on top of a NoSQL database to provide for scalable data management with familiar relational conventions and more robust query expressiveness. Synergy harnesses databases' hierarchical schemas to generate candidate MVs, and then uses a workload driven selection mechanism to select views for materialization. To provide ACID semantics in the presence of views, the system implements concurrency controls on top of the NoSQL database using a hierarchical locking mechanism that only requires a single lock to be held per transaction. The Synergy system provides ACID semantics with the read-committed transaction isolation level. Our contributions in this work are,
• We present the design of the Synergy system that trades slight write performance degradation and increased disk utilization for faster join performance (compared to standard NoSQL databases) and improved query expressiveness (compared to NewSQL databases). • We propose a novel, schema-based, workload driven materialized views selection mechanism. • We evaluate the proposed system on an Amazon EC2 cluster using the TPC-W benchmark and compare its performance with four complementary systems.
II. BACKGROUND
In this section, we provide an overview of the data store used and its associated SQL skin.
A. HBase Overview
We use HBase [8] for the purpose of exposition and experimentation in this work. The HBase data manipulation API comprises of five primitive operations: Get, Put, Scan, Delete and Increment. HBase provides ACID transaction semantics with read-committed isolation level for single keys.
B. Phoenix Overview
Apache Phoenix [11] is a SQL skin on top of HBase. The default transaction semantics in Phoenix with base tables only is same as the HBase; however, recent integration with Tephra [12] enables multi-statement transactions in Phoenix through multi-versioning concurrency control (MVCC). Next, we describe the mechanism to perform a baseline transformation from a relational to a NoSQL database.
Baseline Schema Transformation. A table from the relational schema is mapped to the NoSQL schema by assigning all attributes to a single column family. The row-key of a NoSQL table is a delimited concatenation of the value of attributes in the primary-key of the relational table.
Baseline Workload Transformation. Each read statement from the relational workload is added to the NoSQL workload. Each write statement for a relation R that specifies each key attribute in the where clause is added to the NoSQL workload.
III. CHALLENGES AND DESIGN CHOICES
Joins are expensive in a NoSQL database due to the distribution of data items across the cluster. MVs represent a standard mechanism to improve join performance through precomputation [6] , [13] . Hence, we consider how to incorporate MVs into a NoSQL store, while ensuring consistency.
Implication of Materialized Views. NoSQL databases are generally limited to key-based single row operations [8] , [10] . Hence, to ensure the ACID semantics in the presence of MVs, view maintenance and concurrency controls are required. The design choices for concurrency control mechanisms include multi-versioning, locking and timestamp ordering. While multi-versioning may seem like a nature fit given the temporal key component of NoSQL systems [9] , [10] , getting and checking additional rows' timestamps decreases performance. This motivates a lock-based concurrency control mechanism.
Row level locks and database locks represent two ends of the locking mechanism spectrum. Database locks degrade system throughput whereas the row level locks can be expensive in the presence of MVs in a NoSQL database, since the system may need to acquire a large number of locks for complex queries. Hence, the number of locks required per transaction needs to be minimized while ensuring high system throughput.
View Selection Challenges. Although purely workload based MVs selection [14] can result in optimal read performance by allowing for the materialization of a maximum number of joins in the workload, it can degrade write performance, increase disk utilization, and increase transaction management costs for the OLTP workloads, especially in a distributed database. In contrast, schema aware-workload driven MVs selection limits the type of views allowed, resulting in suboptimal read performance. However, this approach prevents high storage costs and shifts of bottleneck from the read to the write performance.
Design Decisions. For the Synergy system, we make the following design decisions. First, we develop a concurrency control mechanism that leverages the schema's relational hierarchy, grabs one lock per transaction and provides the readcommitted isolation level. Second, in cooperation with our concurrency control mechanism, the system only materializes key/foreign-key equi-joins, does not materialize joins across many-many relationships, and each base relation may only be assigned to a single relational hierarchy for materialization (so that a single lock must be held per transaction). We believe the synergistic design decisions between the concurrency control and view selection mechanism provides for a novel architecture and substantially differentiates this work from previous works on MV selection.
IV. SYSTEM OVERVIEW
In this section we provide an overview of the Synergy system. We first perform a baseline transformation of the input relational database to a NoSQL database using the mechanism described in Section II-B. Due to the slow join performance in the baseline transformed database system, we decide to use MVs. We use the candidate views generation mechanism to create a list of potential views to materialize based on the database's hierarchical structure. Next, we use a workload driven view selection mechanism to select views from the candidate set. Then, we re-write the workload using selected views as needed. To ensure ACID semantics in the presence of views, we implement a concurrency control layer on top of HBase, which is able to grab a single lock per transaction, while providing the read-committed transaction isolation level.
V. GENERATING CANDIDATE VIEWS
In this section we present a mechanism to create candidate views for the materialization of equi joins in the workload. We harness the schema's structure to identify the candidate views, in particular the key/foreign-key relationships. We model the relationships in input schema S as a directed graph G. The vertices in G denote the relations in S and edges encode the key/foreign-key relationship between relations. An edge exists between relations R i and R j , iff the foreign key of R i references the primary key of R j . Database schemas have a hierarchical structure; hence, we can choose a set of relations in G as roots to create rooted trees. In this work, we assume that the database designer provides the roots set. During the different steps of the mechanism, we use a heuristic-based approach to select a candidate from a set of candidates.
We first transform the input schema graph into a directed acyclic graph (DAG) using our heuristic to ensure at most one direct path between any pair of relations in the graph. Thereafter, we identify a topological ordering of the relations in the schema DAG. Next, we use the topological order to iteratively examine and assign each non-root relation to a root by selecting a path from the root to the nonroot relation using our heuristic. Following the assignment of schema relations to roots, a rooted graph is created for each root relation. Finally, we transform each rooted graph into a rooted tree using our heuristic to ensure a single path between the root and each non-root relation. The output of the mechanism is a set of rooted trees and each unique path in a rooted tree represents a candidate view. Note, a path in a rooted tree is an alternating sequence of relations and directed edges between the relations. The alternating sequence begins and ends in a relation.
VI. VIEWS SELECTION MECHANISM
In this section we describe our procedures for views selection from the candidate set and query re-writing.
A. Views Selection
We use a workload driven approach to select views. We iteratively examine each equi join query in the workload and select views for it. Next, we describe our procedure to select views for a given query.
Views selection for a Query-We harness the rooted trees and the query syntax to select views for a query. We begin the procedure with un-marked rooted trees. Then, we use the join conditions in the query to mark the relevant edges and participating relations in the rooted trees. Next, we examine each rooted tree to identify views to be selected for the query.
For a given rooted tree, we iteratively choose a path until no new path can be chosen. During each iteration, path selection is done using two rules: 1) all the nodes and edges in the path are marked, and 2) the path starts with a marked node that has no incoming marked edge and ends with either a leaf node or a node that has no outgoing marked edge. Then, we select the chosen path as a view. Next, we un-mark the participating relations of the path and outgoing edges of the participating relations, in the rooted tree. Thereafter, we continue with the next iteration. After processing the entire workload, we add the set of all selected views to the schema.
B. Query Re-writing
We iteratively examine each equi join query in the workload and re-write it using the views selected for it. To re-write a query, we replace the constituent relations of a view with the view. We also remove the join conditions for which both participating relations belong to a single view.
VII. VIEW MAINTENANCE MECHANISM
In this section, we describe the mechanism for view maintenance as the underlying base tables are updated.
A. Insert and Delete Statements 1) Applicability Test: A base table insert/delete for a relation R i applies to a view V i iff R i is last relation in V i .
2) Insert Tuple Construction: For a base table insert that applies to a view with k relations, we utilize the key/foreignkey relationships between view relations to sequentially read the base table tuples, starting with relation R k−1 and ending in relation R 1 . Then, we construct the view tuple using previously read tuples and the insert statement.
3) Delete Key Construction: To delete a view tuple upon a base table delete, we use the base table key provided with the delete statement. To delete the view index tuple, we construct the key to issue a delete upon by reading the tuple from the view using the base table key in the delete statement.
B. Update Statement

1) Applicability Test: A base table update for a relation R i applies to a view
2) Tuple Construction: Unfortunately, updating the view upon a base table update can be expensive if the view is not indexed on the key of the update statement. To efficiently prepare view updates, we supplement the schema with additional indexes based on the workload. Due to space concerns, we exclude the details.
VIII. SYSTEM ARCHITECTURE
The Synergy system architecture comprises of HBase layer, clients and the Transaction layer. The Synergy system utilizes the HBase layer as the distributed data storage substrate. The clients use the Phoenix API to execute statements in the workload. A client sends a read request directly to the HBase layer, while a write request is sent to the Transaction layer. The Synergy system employs the Transaction layer for implementing ACID transaction support on top of the HBase layer. The Transaction layer comprises of a Master node and one or more Slave nodes. Each slave node has a transaction manager that implements a write ahead log (WAL) for recovery and durability. The WAL is stored in the HDFS.
Lock Implementation. Logically, to insert, delete, or update a row for a relation in a rooted tree, we acquire the lock on the key of the associated row in the root relation. Physically, we implement our locking mechanism through lock tables stored in HBase, one lock table per root relation. The lock table key has same set of attributes as the root relation's key and it includes a single boolean column that identifies if lock is in use or not.
Write Transaction Procedures. For an insert or delete, the transaction procedure first acquires the lock on the root key. Then, base table, applicable views and corresponding indexes Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Join Query ID are updated using the tuple/key construction procedures (see Section VII). Lastly, the lock is released. A base table update may require multi-row updates on a view. Now, while a view is being updated, a concurrent read may read dirty data. Hence, to facilitate the detection of a dirty read, we mark the data in views and view-indexes before update and un-mark after update. If dirty data is read in a transaction, then the read is restarted. The update transaction is a 6-step procedure: 1) We first acquire a lock on the root key. 2) Then, we read all the rows that need to be updated. 3) Next, we mark all the rows that need to be updated. 4) Then, we issue a sequence of updates. 5) Next, we un-mark all the updated rows. 6) Finally, we release the lock.
Transaction Isolation Level. The Synergy system provides ACID semantics with read-committed transaction isolation level. A single row is inserted-into/deleted-from the base table, applicable views and corresponding indexes upon a base table insert/delete. Also, to answer a query, either a table is used or a view involving the table is used, but not both. Hence, a reader either reads the entire row or the row is absent from the read result-set. This enables read-committed behavior for insert and delete statements.
Recall that the system marks the rows to be updated in a view as dirty before issuing updates, and if a concurrent scan reads a dirty row, the scan is restarted. Hence we modify the scan behavior to check for marked rows in the scanned resultset and re-scan if a marked row is present. This ensures that the update statement preserves the read-committed semantics.
IX. EXPERIMENTAL EVALUATION
In this section we evaluate the join performance of Synergy system and compare it with four other systems using the TPC-W benchmark database populated with 1 million customers.
A. Experiment Environment
Our experiment testbed is a eight node Amazon EC2 cluster comprising of five "worker" VMs, a "client" VM, a "master" VM and a "transaction-layer" VM. Each VM is a m4.4xlarge instance. We deploy HBase, Phoenix, Synergy, and VoltDB frameworks on the cluster. We include VoltDB to compare Synergy with a NewSQL database. We host control and worker processes from each framework on the master VM and the worker VMs respectively. We reserve client VM to drive workload in each system. We host Synergy transaction layer slave and Phoenix-Tephra server on the transaction-layer VM.
B. Benchmark Evaluation
1) Evaluated Systems: Synergy. We use Q T PC−W = {Author, Customer, Country} as the roots set to generate views and the specialized transaction support (Hierarchical locking).
MVCC-UA. To compare our views generation and selection mechanism with [14] , we use the SQL Server's database engine tuning advisor to generate views. Also, we use the Phoenix-Tephra transaction support (MVCC).
MVCC-A. We use views generated by the Synergy system and the Phoenix-Tephra transaction support (MVCC).
Baseline. We only use base tables and corresponding indexes and the Phoenix-Tephra transaction support (MVCC).
VoltDB. To profile the performance of maximum number of joins in the TPC-W benchmark we use three different partitioning schemes in VoltDB.
2) Performance Evaluation of Joins in the TPC-W Benchmark: We compare the join performance across evaluated systems using the TPC-W join queries. We evaluate each query 10 times and present the mean and the standard error of the recorded response times. On an average the join queries in Synergy are 19.5x, 6.2x and 28.2x faster as compared to the MVCC-UA, MVCC-A and Baseline systems, respectively. The view selection mechanism in the Synergy system selects more MVs as compared to MVCC-UA, resulting in a significantly larger join performance benefit. Although, the join queries that used views in Synergy are on an average 11x slower than VoltDB, VoltDB can use only one partitioning scheme in practice and none of the partitioning schemes could execute more than 50% of the TPC-W queries.
X. RELATED WORK Materialized Views. MVs have been studied from multiple standpoints in the SQL domain: view maintenance, view matching, automated views selection etc. In [15] , [16] , [17] , [5] authors study efficient view maintenance. In [14] , authors propose a workload-driven automated views and indexes selection mechanism for OLAP applications.
Transactions. Transaction support in the first generation of NoSQL stores [8] , [10] is limited to single-keys. G-Store [18] extends HBase to support multi-key transactions. Megastore [19] introduces entity groups and supports ACID transactions with in an entity group. F1 [20] is built on top of Spanner [21] and supports global ACID transactions for Google AdWords business. In contrast with Spanner, Synergy is limited to single data center use; however, Synergy enables enhanced SQL query expressiveness and does not require sophisticated infrastructure including atomic clocks, GPS etc.
XI. CONCLUSION
In this work we present the Synergy system that leverages MVs and a light-weight concurrency control on top of a NoSQL database to provide for scalable data management with familiar relational conventions.
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