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© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we investigate the nonlinear matrix equation
X − A∗X−pA = Q , (1.1)
where A, Q and X ∈ Cn×n (set of all n × n complex matrices), Q is positive definite, X is an unknown
matrix and 0 < p 1. This type of nonlinearmatrix equations arise in the analysis of ladder networks,
the dynamic programming, control theory, stochastic ﬁltering, statistics and many applications.
For the equation X ± A∗X−1A = I, there are many contributions in the literature to the theory,
applications and numerical solutions [1–6]. Several authors [7–10] have studied the equation X ±
A∗X−2A = I and they have obtained theoretical properties of the equation. Liu and Gao [11] have
studied the equations Xs ± ATX−tA = In, where A is an n × n invertible real matrix, s and t are natural
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numbers. The perturbation analysis of the solution for the equation X ± A∗X−1A = P is discussed
in [12–15]. The investigations of the above-mentioned authors are for speciﬁc values of p. In [16]
a sufﬁcient condition for the equation X − A∗X−pA = Q with 0 < p 1 to have a unique positive
definite solution is provided.
This paper present a new method to prove that there exits a unique positive definite solution
without any restrictions on A and Q for the equation X − A∗X−pA = Q with 0 < p 1. We generalize
the known results to arbitrary p ∈ (0, 1] and obtain some new properties of the solution. In the next
three sectionswemake detailed analysis of (1.1). A sharper perturbation bound for the unique solution
to (1.1) is derived, the backward error of an approximate solution for the unique solution is evaluated,
and the explicit expressions of the condition number for the unique solution are obtained. The results
are illustrated by using numerical examples.
We denote byHn×n the set of n × nHermitianmatrices. For A = (a1, . . . , an) = (aij) ∈ Cn×n and a
matrix B, A ⊗ B = (aijB) is a Kronecker product, and vecA is a vector deﬁned by vecA = (aT1, . . . , aTn)T .
The symbol ‖ · ‖ stands for the spectral norm, ‖ · ‖F is the Frobenius norm. We denote by λi(M)
the eigenvalues of M, by λmax(M) and λmin(M) the maximal and minimal eigenvalues of M, respec-
tively. Let κ¯ = λmax(A∗A), κ = λmin(A∗A), q¯ = λmax(Q) and q = λmin(Q). For X , Y ∈ Hn×n, wewrite
X  Y(X > Y) if X − Y is an Hermitian positive semi-definite (definite) matrix.
2. Existence of the unique solution
In this section, wewill give a theorem on the existence of a unique positive definite solution of (1.1).
The next theorem is similar of Theorem 2.1 in [17] with p = 1.
Theorem 2.1. If F(X) = Q + A∗X−pA(p > 0), then F([Q ,Q + A∗Q−pA]) ⊆ [Q ,Q + A∗Q−pA].
Proof. Let Ω = [Q ,Q + A∗Q−pA]. For every X Q , we have 0 < X−p Q−p and Q  F(X)Q +
A∗Q−pA. Therefore F([Q ,+∞)) ⊆ Ω implies F(Ω) ⊆ Ω . 
Lemma 2.2 [16, Corollary 3.2]. Eq. (1.1) has a positive definite solution X , and the positive definite solution
is in Q  X Q + A∗Q−pA.
Lemma 2.3 [16, Theorem 3.3]. Every positive definite solution X of (1.1) is in [αI,βI], where the pair
(α, β) is a solution of the system α = q + κβ−p,β = q¯ + κ¯α−p.
The next theorem improves Lemma 2.2.
Theorem 2.4. If X is a solution of (1.1), then
Q + 1
βp
A∗A X Q + 1
αp
A∗A. (2.1)
Proof. Since X = Q + A∗X−pA implies X = Q + A∗(Q + A∗X−pA)−pA. Therefore Q + 1
λ
p
max(X)
A∗A
X Q + 1
λ
p
min(X)
A∗A. According to Lemma 2.3, it follows that Q + 1
βp
A∗A X Q + 1
αp
A∗A. 
In what follows, we develop a newmethod for the proof of the theoremwhich has been studied by
Reurings [18]. The next theorem generalizes Theorem 2.2 in [17].
Theorem 2.5. There exists a unique positive definite solution X of (1.1) and the iteration
X0 > 0, Xn = Q + A∗X−pn−1A, n = 1, 2, . . . (2.2)
converges to X.
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To prove the above theorem, we ﬁrst verify the following lemma.
Lemma 2.6. If 0 < t < 1, then
F2(tX) t(1 + η(t))F2(X),
where F(X) = Q + A∗X−pA, X ∈ [Q ,Q + A∗Q−1A] and η(t) = (1−t)q
t(q¯+q−pκ¯) .
Proof. According to Theorem 2.1, for all ∀X ∈ [Q ,Q + A∗Q−pA], we have F(X) ∈ [Q ,Q + A∗Q−pA]
and F2(X) ∈ [Q ,Q + A∗Q−pA]. Hence we have
F2(tX) − t(1 + η(t))F2(X)
= (1 − t)Q + tp2A∗(tpQ + A∗X−pA)−pA − tA∗(Q + A∗X−pA)−pA − (1 − t)q
q¯ + q−pκ¯ F
2(X)
(1 − t)qI − (1 − t)q
q¯ + q−pκ¯
(
q¯ + q−pκ¯
)
I = 0, 0 < t < 1. 
Proof of Theorem2.5. Let F(X) = Q + A∗X−pA andΩ = [Q ,Q + A∗Q−pA]. The provewill be divided
into two steps.
(1) We prove the special case of Theorem 2.5 when X0 = Q . Let F(X) = Q + A∗X−pA and Ω =[Q ,Q + A∗Q−pA]. Then
Q  X1 = Q + A∗X−p0 A = F(Q) = Q + A∗Q−pA,
Q  X2 = Q + A∗X−p1 A = F2(Q) F(Q),
F2(Q) X3 = Q + A∗X−p2 A = F3(Q) F(Q),
F2(Q) X4 = Q + A∗X−p3 A = F4(Q) F3(Q).
By induction, we have
Q  F2k(Q) F2k+2(Q) F2k+1(Q) F2k−1(Q)Q + A∗Q−pA, k ∈ Z+.
Hence the sequences {F2k(Q)} and {F2k+1(Q)} are convergent. Let limk→∞ F2k(Q) = X(1), limk→∞
F2k+1(Q) = X(2). It is clear that X(1) and X(2) are positive ﬁxed points of F2(X).
We ﬁrst prove that X(1) = X(2). Suppose that Y1, Y2 are two positive ﬁxed points of F2 in Ω . We
compute
Y1 = F2(Y1)Q  1
1 + q−p−1κ¯ (Q + A
∗Q−pA)

1
1 + q−p−1κ¯ F
2(Y2) = t Y2, t = 1
1 + q−p−1κ¯ .
Let t0 = sup{t|Y1  tY2}. Then0 < t0 < +∞.On thecontrary, suppose that0 < t0 < 1.ThenY1  t0Y2.
According to Lemma 2.6 and monotonicity of F2(X), we have
Y1 = F2(Y1) F2(t0Y2)(1 + η(t0))t0F2(Y2).
By definition of η(t), we obtain (1 + η(t0)) t0 > t0, a contradiction to the definition of t0. Hence we
have t0  1 and Y1  Y2. Similarly, we get Y1  Y2. Therefore Y1 = Y2, i.e., the equation X = F2(X) has
only one positive definite solution. Hence X(1) = X(2).
Second, we prove that limn→∞ Xn is the unique ﬁxed point of F inΩ . By X(1) = X(2). It follows that
limn→∞ Fn(Q) is a ﬁxed point of F2. Moreover, the positive definite solution of equation F(X) = X
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solves X = F2(X), therefore F(X) = X has only one positive definite solution and limn→∞ Fn(Q) =
limn→∞ Xn is the unique ﬁxed point of F .
(2) We prove the case of Theorem 2.5 when X0 > 0. From (2.2), we obtain
X1 Q and Q  X2 = Q + A∗X−p1 AQ + A∗Q−pA = F(Q).
By induction, we have
F2k(Q) X2k+1  F2k−1(Q) and F2k−2(Q) X2k  F2k−1(Q).
Therefore
lim
k→∞ Xk = limn→∞ F
n(Q).
It follows that limk→∞ Xk is the unique positive definite solution of (1.1).
3. Perturbation bound
Here we consider the perturbed equation
X˜ − A˜∗X˜−pA˜ = Q˜ , (3.1)
where A˜ and Q˜ are small perturbations of A and Q in (1.1), respectively. We assume that X and X˜ are
the solutions of (1.1) and (3.1), respectively. Let X = X˜ − X , Q = Q˜ − Q and A = A˜ − A.
In this sectionwedevelop aperturbationbound for the solutionof (1.1). Thebounddepends increas-
ingly less on the data of the problem. For example, the relative perturbation bound of Theorem 3.1
does not use any knowledge of the actual solution X of (1.1). The next theorem generalizes Theorem
3.2 in [17] with p = 1 to arbitrary p ∈ (0, 1].
Theorem 3.1. Assume that A, A˜, Q , Q˜ ∈Cn×n with Q and Q˜ positive definite. Let 	=(β + p q − pβ)
α1+p + β2αp−1‖Q‖, ζ = 	2
4β3αp
− αp‖Q‖. If ‖A‖
√
‖A‖2 + ζ − ‖A‖, then
‖X˜ − X‖
‖X‖   ‖A‖ + ω ‖Q‖ ≡ ξ∗, (3.2)
where
 = 2(2‖A‖ + ‖A‖)β
	 +
√
	2 − 4 αpβ3((2‖A‖ + ‖A‖)‖A‖ + αp‖Q‖)
and
ω = 2α
pβ
	 +
√
	2 − 4 αpβ3((2‖A‖ + ‖A‖)‖A‖ + αp‖Q‖)
.
To prove the above theorem, we ﬁrst verify the following lemma.
Lemma 3.2. For every positive definite matrix X ∈ Hn×n, 0 < p < 1
(i) X−p = sin pπ
π
∫∞
0 (λ I + X)−1λ−p dλ.
(ii) X−p = sin pπ
pπ
∫∞
0 (λ I + X)−1X(λ I + X)−1λ−p dλ.
(iii) if X + X (1/ν)I > 0, then∥∥∥∥X− 12 A∗((X + X)−p − X−p)AX− 12 ∥∥∥∥
 p
(∥∥∥∥X− 12 XX− 12 ∥∥∥∥+ ν‖X‖ ∥∥∥∥X− 12 XX− 12 ∥∥∥∥2
) ∥∥∥∥X− p2 AX− 12 ∥∥∥∥2 . (3.3)
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Proof. For every X ∈ Hn×n and X > 0, there exists a unitary matrix U and a diagonal matrix  =
diag(μ1,μ2, . . . ,μn) such that X = U∗U. We proceed in three steps.
(i) If 0 < p < 1, then
sin pπ
π
∫ ∞
0
(λ I + X)−1λ−p dλ = sin pπ
π
U∗
(∫ ∞
0
(λ I + )−1λ−p dλ
)
U
= sin pπ
π
U∗ diag
(∫ ∞
0
λ−p
λ + μ1 dλ,
∫ ∞
0
λ−p
λ + μ2 dλ, . . . ,
∫ ∞
0
λ−p
λ + μn dλ
)
U
= U∗ diag
(
μ
−p
1 ,μ
−p
2 , . . . ,μ
−p
n
)
U = X−p.
(ii) In a similar manner mentioned above, we have
X−p = sin pπ
pπ
∫ ∞
0
(λ I + X)−1X(λ I + X)−1λ−p dλ.
(iii) If X + X (1/ν)I > 0, then∥∥∥∥X− 12 A∗((X + X)−p − X−p)AX− 12 ∥∥∥∥
=
∥∥∥∥X− 12 A∗ ( sin pπ
π
∫ ∞
0
((λ I + X + X)−1 − (λ I + X)−1)λ−p dλ
)
AX−
1
2
∥∥∥∥

sin pπ
π
(∥∥∥∥X− 12 A∗ ∫ ∞
0
(λ I + X)−1X(λ I + X)−1λ−pdλ AX− 12
∥∥∥∥
+
∥∥∥∥X− 12 A∗ ∫ ∞
0
(λ I + X)−1X(λ I + X + X)−1X(λ I + X)−1λ−pdλ AX− 12
∥∥∥∥)
 p
∥∥∥∥X− 12 A∗X−pAX− 12 ∥∥∥∥ ∥∥∥∥X− 12 XX− 12 ∥∥∥∥+ ν‖X−1/2XX−1/2‖2‖X‖
· sin pπ
π
∥∥∥∥X− 12 A∗ ∫ ∞
0
(λ I + X)−1X(λ I + X)−1λ−pdλ AX− 12
∥∥∥∥
 p
(∥∥∥∥X− 12 XX− 12 ∥∥∥∥+ ν‖X‖ ∥∥∥∥X− 12 XX− 12 ∥∥∥∥2
) ∥∥∥∥X− p2 AX− 12 ∥∥∥∥2 . 
Proof of Theorem 3.1.The proof of the case p = 1 can be found in Theorem 3.2 in [17]. The following
is the proof of the case p ∈ (0, 1). Let
Ω = {X ∈ Hn×n : ‖X−1/2XX−1/2‖  ‖A‖ + ω‖Q‖}.
Obviously, Ω is a nonempty bounded convex closed set. Let f (X) = A˜∗(X + X)−pA˜ − A∗X−pA +
Q˜ − Q ,X ∈ Ω . Evidently, f : Ω → Hn×n is continuous.Wewill prove that f (Ω) ⊆ Ω . According to
αI  X βI, one sees that ‖X−p/2AX−1/2‖ = ‖I − X−1/2QX−1/2‖1/2 √1 − q/β . For everyX ∈ Ω ,
we have ‖X‖  ‖A‖ ‖X‖ + ω ‖Q‖ ‖X‖ and
X + X (α − β(‖A‖ + ω ‖Q‖))I > 0.
From inequality (3.3), it follows that∥∥∥∥X− 12 A∗((X + X)−p − X−p)AX− 12 ∥∥∥∥
 p (1 − q/β)
∥∥∥∥X− 12 XX− 12 ∥∥∥∥+ p (β − q)
α − β(‖A‖ + ω ‖Q‖)
∥∥∥∥X− 12 XX− 12 ∥∥∥∥2 .
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Therefore∥∥∥∥X− 12 f (X)X− 12 ∥∥∥∥ = ∥∥∥∥X− 12 (˜A∗X˜−pA˜ − A∗X−pA + Q)X− 12 ∥∥∥∥

∥∥∥∥X− 12 A∗((X + X)−p − X−p)AX− 12 ∥∥∥∥+ ∥∥∥∥X− 12 ((A)∗(X + X)−p
×(A + A) + A∗(X + X)−pA + Q)X− 12
∥∥∥∥
 p(1 − q/β)
∥∥∥∥X− 12 XX− 12 ∥∥∥∥+ p (β − q)
α − β(‖A‖ + ω ‖Q‖)
∥∥∥∥X− 12 XX− 12 ∥∥∥∥2
+ ‖A‖(2‖A‖ + ‖A‖)
α(α − β( ‖A‖ + ω ‖Q‖))p +
1
α
‖Q‖

p (β − q)
β
(‖A‖ + ω ‖Q‖) + p(β − q)(‖A‖ + ω ‖Q‖)
2
α − β(‖A‖ + ω ‖Q‖)
+ 1
α(α − β(‖A‖ + ω ‖Q‖))p ‖A‖(2‖A‖ + ‖A‖) +
1
α
‖Q‖
  ‖A‖ + ω ‖Q‖.
By Brouwer’s ﬁxed point theorem, there exists a X ∈ Ω such that f (X) = X . Moreover, by The-
orem 2.5, we know that X and X˜ are the unique solutions to (1.1) and (3.1), respectively. Then
‖X˜ − X‖
‖X‖ =
‖X‖
‖X‖ =
‖X1/2(X−1/2XX−1/2)X1/2‖
‖X‖
 ‖X−1/2XX−1/2‖ ‖A‖ + ω‖Q‖. 
4. Backward error
In this section we evaluate the backward error of an approximate solution to the unique solution.
Theorem 4.1. Let X˜ > 0 be an approximation to the solution X of (1.1). If the residual R(X˜) ≡ Q +
A∗X˜−pA − X˜ satisﬁes
‖R(X˜)‖ 1 − p‖X˜
−p/2AX˜−1/2‖2
8‖X˜‖‖X˜−1‖‖Q−1‖ min
{
1,
1 − p ‖X˜−p/2AX˜−1/2‖2
p‖X˜−p/2AX˜−1/2‖2
}
,
then
‖X − X˜‖ 2‖X˜‖‖X˜
−1‖‖R(X˜)‖
1 − p‖X˜−p/2AX˜−1/2‖2 .
Proof. Since R(X˜) ≡ Q + A∗X˜−pA − X˜ implies
I − X˜−1/2(Q − R(X˜))X˜−1/2 = X˜−1/2A∗X˜−pAX˜−1/2 and ‖R(X˜)‖ 1
8‖Q−1‖ ,
we have 7I
8‖Q−1‖ Q − R(X˜) X˜ . Hence ‖X˜−1/2A∗X˜−pAX˜−1/2‖ = ‖X˜−p/2AX˜−1/2‖2 < 1. Let
Ψ =
{
X ∈ Hn×n : ‖X˜−1/2XX˜−1/2‖ 2‖X˜
−1‖‖R(X˜)‖
1 − p‖X˜−p/2AX˜−1/2‖2
}
.
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Obviously, Ψ is a nonempty bounded convex closed set. Let
g(X) = A∗(X˜ + X)−pA − A∗X˜−pA + R(X˜).
Evidently g : Ψ → Hn×n is continuous. We will prove that g(Ψ ) ⊆ Ψ . For every X ∈ Ψ , we have
‖X‖ 2‖X˜‖‖X˜−1‖‖R(X˜)‖
1−p ‖X˜−p/2AX˜−1/2‖2 
1
4‖Q−1‖ and X + X  12‖Q−1‖ I. Using (3.3), one sees that∥∥∥∥X˜− 12 g(X)X˜− 12 ∥∥∥∥
 p
(∥∥∥∥X˜− 12 XX˜− 12 ∥∥∥∥+ 2 ‖Q−1‖‖X˜‖ ∥∥∥∥X˜− 12 XX˜− 12 ∥∥∥∥2
) ∥∥∥∥X˜− p2 AX˜− 12 ∥∥∥∥2 ∥∥∥∥X˜− 12 R(X˜)X˜− 12 ∥∥∥∥

2p
∥∥∥X˜− p2 AX˜− 12 ∥∥∥2 ‖X˜−1‖‖R(X˜)‖
1 − p
∥∥∥X˜− p2 AX˜− 12 ∥∥∥2 +
8p ‖X˜−1‖2‖X˜‖
∥∥∥X˜− p2 AX˜− 12 ∥∥∥2 ‖R(X˜)‖2
‖Q−1‖−1(1 − p
∥∥∥X˜− p2 AX˜− 12 ∥∥∥2)2 + ‖X˜−1‖‖R(X˜)‖

2‖X˜−1‖‖R(X˜)‖
1 − p ‖X˜−p/2AX˜−1/2‖2 .
By Brouwer’s ﬁxed point theorem, there exists a X ∈ Ψ such that g(X) = X. Hence X˜ + X is a
solution of (1.1). Moreover, by Theorem 2.5, we know that the solution X of (1.1) is unique. Then
‖X − X˜‖ ‖X˜‖
∥∥∥∥X˜− 12 XX˜− 12 ∥∥∥∥ = 2‖X˜−1‖‖X˜‖‖R(X˜)‖
1 − p ‖X˜−p/2AX˜−1/2‖2 . 
5. Condition number
We now apply the theory of condition developed by Rice [19] to study condition numbers of the
unique Hermitian positive definite solution X to (1.1).
5.1. The complex case
Suppose that X and X˜ are the solutions of the matrix equations (1.1) and (3.1), respectively. Let
A = A˜ − A, Q = Q˜ − Q and X = X˜ − X . Using Lemma 3.2, we have
X + sin pπ
π
∫ ∞
0
[(λI + X)−1A]∗X[(λI + X)−1A]λ−pdλ = E + h(X), (5.1)
where
B = X−pA,
E = Q + (B∗A + AB∗) + A∗X−pA, (5.2)
h(X) = sin pπ
π
A∗
∫ ∞
0
(λI + X)−1X(λI + X + X)−1X(λI + X)−1λ−pdλA,
− sin pπ
π
A˜∗
∫ ∞
0
(λI + X)−1X(λI + X + X)−1λ−pdλA,
− sin pπ
π
A∗
∫ ∞
0
(λI + X)−1X(λI + X + X)−1λ−pdλA.
Lemma 5.1. The linear operator L : Hn×n → Hn×n deﬁned by
LW = W + sin pπ
π
∫ ∞
0
[(λI + X)−1A]∗W[(λI + X)−1A]λ−pdλ, W ∈ Hn×n (5.3)
is invertible.
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Proof. It is necessary to prove that the following equation
LW = V (5.4)
has a unique solution for every V ∈ Hn×n. Deﬁne the operatorM : Hn×n → Hn×n by
MZ = sin pπ
π
∫ ∞
0
X−
1
2 A∗(λI + X)−1X 12 ZX 12 (λI + X)−1AX− 12 λ−pdλ, Z ∈ Hn×n.
Let Y = X−1/2WX−1/2. Thus (5.4) is equivalent to
Y + MY = X−1/2VX−1/2.
According to Lemma 3.2, we have
‖MY‖ 
∥∥∥∥ sin pπ
π
∫ ∞
0
X−
1
2 A∗(λI + X)−1X(λI + X)−1AX− 12 λ−pdλ
∥∥∥∥ Y‖

∥∥∥∥X− 12 A∗X− p2 ∥∥∥∥2 ‖Y‖√1 − q/β‖Y‖ < ‖Y‖,
which implies that ‖M‖ < 1 and I + M is invertible. Therefore, the operator L is invertible. 
We can rewrite (5.1) as
X = L−1(Q + B∗A + AB∗) + L−1(A∗X−pA) + L−1(h(X)). (5.5)
Obviously,
X = L−1(Q + B∗A + AB∗) + O(‖(A,Q)‖2F), (A,P) → 0. (5.6)
By the theory of condition developed by Rice [19], we deﬁne the condition number of the Hermitian
positive definite solution X to (1.1) by
c(X) = lim
δ→0 sup∥∥∥(A
η
,
Q
ρ
)∥∥∥
F
 δ
‖X‖F
ξδ
, (5.7)
where ξ , η and ρ are positive parameters. Taking ξ = η = ρ = 1 in (5.7) gives the absolute condition
number cabs(X), and taking ξ = ‖X‖F , η = ‖A‖F and ρ = ‖Q‖F in (5.7) gives the relative condition
number crel(X).
Substituting (5.6) into (5.7), we get
c(X) = 1
ξ
max(
A
η ,
Q
ρ
)
/=0
A∈Cn×n ,Q∈Hn×n
‖L−1(Q + B∗A + AB∗)‖F∥∥∥(A
η
, Q
ρ
)∥∥∥
F
= 1
ξ
max
(E,H) /=0
E∈Cn×n ,H∈Hn×n
‖L−1(ρH + η(B∗E + EB∗))‖F
‖(E,H)‖F . (5.8)
Let L be the matrix representation of the linear operator L. Then it is easy to see that
L = I + sin pπ
π
∫ ∞
0
[(λI + X)−1A]T ⊗ [(λI + X)−1A]∗λ−pdλ. (5.9)
Let
L−1 = S + iΣ ,
L−1(I ⊗ B∗) = L−1(I ⊗ (X−pA)∗) = U1 + iΩ1, (5.10)
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L−1(BT ⊗ I)Π = L−1((X−pA)T ⊗ I)Π = U2 + iΩ2,
Sc =
[
S −Σ
Σ S
]
, Uc =
[
U1 + U2 Ω2 − Ω1
Ω1 + Ω2 U1 − U2
]
, (5.11)
where Π is the vec-permutation matrix, i.e.,
vec AT = Π vec A.
Then we have the following theorem.
Theorem 5.2. The condition number c(X) deﬁned by (5.7) has the explicit expression
c(X) = 1
ξ
‖(ρSc , ηUc)‖, (5.12)
where the matrices Sc and Uc are deﬁned by (5.9)–(5.11).
The proof of this result is similar to the proof of Theorem 2.1 of [13] and so is omitted. See [13] for
the details.
Remark 1. From (5.11) we have the relative condition number
crel(X) = ‖(‖Q‖FSc , ‖A‖FUc)‖‖X‖F . (5.13)
5.2. The real case
In this subsection we consider the real case, i.e., all the coefﬁcient matrices A, Q of (1.1) are real.
In such a case the corresponding solution X is also real. Completely similar arguments as in [13] gives
the following theorem.
Theorem 5.3. Let A, Q be real, c(X) be the condition number deﬁned by (5.7). Then c(X) has the explicit
expression
c(X) = 1
ξ
‖(ρSr , ηUr)‖,
where
Sr =
(
I + sin pπ
π
∫ ∞
0
[(λI + X)−1A]T ⊗ [(λI + X)−1A]Tλ−pdλ
)−1
,
Ur = Sr[I ⊗ (ATX−p) + ((ATX−p) ⊗ I)Π].
Remark 2. In the real case the relative condition number is given by
crel(X) = ‖(‖Q‖FSr , ‖A‖FUr)‖‖X‖F .
6. Numerical examples
To illustrate the results of the precious sections, in this section ﬁve simple examples are given,
which were carried out using MATLAB.
We experiment with our perturbation bound and the corresponding bounds obtained by Hasanov
and Ivanov [14,15] for the equation (1.1) with p = 1. The estimates depend partly on knowledge of the
true solution X and possibly on an expression of X , such as X−1. See Table 1.
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Table 1
X − A∗X−1A = Q : Needed information to obtain estimates for the relative error ‖X‖/‖X‖.
Our estimate ξ∗ [15] Estimate Serr [14] Estimate ε˜err(k, j)/‖X‖ [14] Estimate errε(k, j) [14] Estimate
ε2err(k, j)/‖X‖
‖X‖ − + + − +
‖X−1‖ − + − − −
Here a + sign indicates a need for this information, while a − sign indicates no such need.
Table 2
Example 6.1: 50 runs with k = 1.
Average true error j = 2 j = 3 j = 4 j = 5
r1j 1.9317e − 04 3.8441e − 06 5.9148e − 08 1.8372e − 09
Error estimates Average gap factors
Our result
ξ∗/r1j 2.4347 2.2234 2.2177 2.0104
Hasanov and Ivanov in [14]
κ11j/r1j 2.4317 2.2234 2.2177 2.0104
κ21j/r1j 3.9905e + 03 2.6871e + 05 6.4632e + 06 7.8543e + 07
κ31j/r1j 9.9698e + 01 7.7405e + 02 3.7870e + 03 1.2567e + 04
Hasanov and Ivanov in [15]
f1j/r1j 2.4319 2.2234 2.2177 2.0104
We compute and compare our own result with the perturbation bounds proposed by Hasanov and
Ivanov [14,15] (Tables 2 and 3). We indicate the case by an asterisk ∗ when the particular estimation
formula does not apply.
The notation ε˜err(k, j), errε(k, j) and ε2err(k, j) are the same as in [14]. The notation Serr is the same
as in [15].
Example 6.1. We study the matrix equation
X − A∗kX−1Ak = I,
with
Ak = 1 − jδk
j5‖A‖ A, δk = 10
−k , A =
⎛⎜⎜⎜⎜⎝
2 1 0 0 0
1 2 1 0 0
0 1 2 1 0
0 0 1 2 1
0 0 0 1 2
⎞⎟⎟⎟⎟⎠ .
The exact maximal solution of the equation is given by
X(k) = I +
√
I + 4A∗kAk
2
since Ak is normal.
We consider perturbations of the solution X(k) when the coefﬁcient matrix Ak is perturbed to
Akj = Akj − Ak = δjkA0, where
A0 = 1‖CT + C‖ (C
T + C),
and C is a randommatrix generated by MATLAB function randn. We know the exact solution
X(kj) =
I + √I + 4A∗kjAkj
2
, Akj = Ak + δjkA0.
Note that Q = 0 since Q = Q˜ = I. Let
rkj = ‖X
(kj) − X(k)‖
‖X(k)‖ , κ
1
kj =
ε˜err(k, j)
‖X(k)‖ , κ
2
kj = errε(k, j),
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κ3kj =
ε2err(k, j)
‖X(k)‖ , fkj =
Serr
‖X(k)‖ .
We compute and list the ratios of the estimated error and the true error such as ξ∗/rkj in (3.2) for
example, averaged as the geometric mean of 50 randomly perturbed runs (Table 2).
The results listed in Table 2 show that the relative perturbation bounds ξ∗, ε˜err(k, j)/‖X(k)‖, and
Serr/‖X(k)‖ are fairly sharp, while the bounds errε(k, j), ε2err(k, j)/‖X(k)‖ are conservative.
Example 6.2. Consider the equation
X − A∗kX−1Ak = Qk
for
Ak =
(
0 0.95 + k/40
0 0
)
, X =
(
1 0
0 1.7083
)
and right-hand Qk := X − A∗kX−1Ak . Assume that the perturbations on A and Q are
A =
(
1 0
0 1
)
× 10−5, Q =
(
1 5
5 4
)
× 10−5.
We compute a unique positive definite solution to perturbed equation (3.1) with MATLAB’s function
dare. Let
rk = ‖X‖‖X‖ , κ
1
k =
ε˜err(k)
‖X‖ , κ
2
k = errε(k), κ3k =
ε2err(k)
‖X‖ , fk =
Serr
‖X‖ .
We compute and list the ratios of the estimated error and the true error such as ξ∗/rk in (3.2) for
example (Table 3).
The results listed in Table 3 show that the conditions of Theorem 3, Theorem 5 in [14] and Theorem
3.1 in [15] are violated in the case k > 1, ε˜err(k), errε(k), ε2err(k) and Serr becomenegative. Thus,we can
not use them as perturbation bounds. However, in such case, ξ∗ can still give quit sharp perturbation
bounds. Moreover, when our condition in Theorem 3.1 and conditions of Theorem 5 in [14], Theorem
3.1 in [15] are satisﬁed, our estimate ξ∗ is sharper than the estimates ε2err(k) and Serr .
Example 6.3. We study (1.1) with p = 1/2,
A =
(
0.2 −0.2
0.1 0.1
)
, Q =
(
1 1
0 1
)
.
We now consider perturbation bound for the solution X when the coefﬁcient matrices A and Q are
perturbed to A˜ = A + A and Q˜ = Q + Q , respectively.
A =
(
0.9501 0.4859
0.7620 0.8214
)
× 10−k , Q =
(−0.4326 −0.7701
0.7701 0.2877
)
× 10−k−1,
Table 3
Results for Example 6.2 with different values of k.
Average true error k = 1 k = 2 k = 3 k = 4
rk 4.7572e − 05 4.7586e − 05 4.7591e − 05 4.6809e − 05
Error estimates Average gap factors
Our result
ξ∗/rk 8.5213 10.7017 13.7908 18.6648
Hasanov and Ivanov in [14]
κ1k /rk ∗ ∗ ∗ ∗
κ2k /rk ∗ ∗ ∗ ∗
κ3k /rk 47.8425 ∗ ∗ ∗
Hasanov and Ivanov in [15]
fk/rk 25.0969 ∗ ∗ ∗
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Table 4
Results for Example 6.3 with different values of k.
k 3 4 5 6
‖X˜−X‖
‖X‖ 2.5826e − 04 2.5765e − 05 2.5759e − 06 2.5759e − 07
ξ∗ 9.8831e − 04 9.8535e − 05 9.8505e − 06 9.8502e − 07
Table 5
Results for Example 6.4 with different values of k.
k 4 5 6 7
‖X − X˜k‖ 6.0431e − 06 1.5724e − 07 9.3436e − 09 6.4242 − 10
θ‖R(X˜k)‖ 2.5252 − 05 6.6029 − 07 4.0481 − 08 2.6330 − 09
Table 6
Results for Example 6.5 with different values of k.
k 1 3 5 7 9
crel(X) 1.1530 1.0991 1.0986 1.0986 1.0986
where k 3. The matrix A satisﬁes the condition of Theorem 3.1. By Theorem 3.1, we can compute
perturbation bound
‖X˜ − X‖
‖X‖  ‖A‖ + ω‖Q‖ ≡ ξ∗.
Some results are listed in Table 4.
The results listed in Table 4 show that the perturbation bound given by Theorem 3.1 is relatively
sharp.
Example 6.4. Consider (1.1) with p = 3/4 and
A =
(
0.2 −0.2
0.1 0.1
)
, Q =
(
0.8939 0.2987
0.1991 0.6614
)
.
Choose X˜0 = 3I. Let the approximate solution X˜k of X be givenwith the iterativemethod (2.2), where k
is the iterative number. The residual R(X˜k) satisﬁes the condition of Theorem 4.1. Assume the solution
X of (1.1) is unknown. By Theorem 4.1, we can compute backward error bound for X˜k
‖X − X˜k‖ θ‖R(X˜k)‖,
where θ = 2‖X˜k‖‖X˜−1k ‖
1−p ‖X˜−p/2k AX˜−1/2k ‖2
and R(X˜k) ≡ Q + A∗X˜−pk A − X˜k . Some results are listed in Table 5.
From the results listed in Table 5, it can be seen that the backward error given by Theorem 4.1
decreases as the error ‖X − X˜‖ decreases. And moreover, the backward error θ‖R(X˜)‖ for an approx-
imate solution X˜ seems to be independent of the conditioning of the solution X .
Example 6.5. Consider (1.1) with
A =
(
0 a
0 0
)
, Q =
(
1 1
0 1
)
and p = 1/3, where a = 0.95 + 10−k . By Remark 2, we can compute the relative condition number
crel(X). Some results are listed in Table 6.
This example shows that the exact solution X is well-conditioned.
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