Abstract-We consider the canonical shared link caching network formed by a source node, hosting a library of m information messages (files), connected via a noiseless multicast link to n user nodes, each equipped with a cache of size M files. Users request files independently at random according to an a-priori known demand distribution q. A coding scheme for this network consists of two phases: cache placement and delivery. The cache placement is a mapping of the library files onto the user caches that can be optimized as a function of the demand statistics, but is agnostic of the actual demand realization. After the user demands are revealed, during the delivery phase the source sends a codeword (function of the library files, cache placement, and demands) to the users, such that each user retrieves its requested file with arbitrarily high probability. The goal is to minimize the average transmission length of the delivery phase, referred to as rate (expressed in channel symbols per file). In the case of deterministic demands, the optimal min-max rate has been characterized within a constant multiplicative factor, independent of the network parameters. The case of random demands was previously addressed by applying the order-optimal min-max scheme separately within groups of files requested with similar probability. However, no complete characterization of order-optimality was previously provided for random demands under the average rate performance criterion. In this paper, we consider the random demand setting and, for the special yet relevant case of a Zipf demand distribution, we provide a comprehensive characterization of the order-optimal rate for all regimes of the system parameters, as well as an explicit placement and delivery scheme achieving order-optimal rates. We present also numerical results that confirm the superiority of our scheme with respect to previously proposed schemes for the same setting.
I. INTRODUCTION

C
ONTENT distribution services such as video on demand (VoD), catch-up TV, and internet video streaming are premier drivers of the exponential traffic growth experienced in today's networks [1] . A key feature of this type of traffic is the time-shifted nature of user requests for the same content, also referred to as asynchronous content reuse: while there exists a relatively small number of popular files that account for most of the traffic, users access them at arbitrary times, such that naive multicasting 1 is not useful. In fact, because of the large asynchronism of the user demands, present technology (e.g., DASH, Dynamic Adaptive Streaming over HTTP [2] ) employs conventional unicasting, i.e., each user request is treated as an independent information message, thus missing the opportunity of exploiting the redundancy of the user demands.
Caching, i.e., storing popular files at memories distributed throughout the network, is a natural way to take advantage of asynchronous content reuse. Caching has been widely studied in several wireline contexts, primarily web proxy caching systems and content distribution networks (CDNs) [3] - [10] . The data placement problem was introduced in [3] , where the objective is to find the placement of data objects in an arbitrary network with capacity constrained caches, such that the total access cost is minimized. It was shown that this problem is a generalization of the metric uncapacitated facility location problem and hence is NP-Hard [4] . Tractable approaches in terms of LP relaxation [4] , [5] or greedy algorithms [6] , [7] have been proposed, by exploiting special assumptions such as network symmetry and hierarchical structures. On the other hand, an extensive line of work has addressed the content replacement problem, where the objective is to adaptively refresh the cache(s) content while a certain user data request process evolves in time [8] - [10] . The most common cache replacement/eviction algorithms are least frequently used (LFU) and least recently used (LRU), by which the least frequently/recently used content object is evicted upon arrival of a new object to a network cache.
In a more recent set of works (a non-exhaustive list of which includes [11] - [26] ), an information theoretic view of caching has provided insights into the fundamental limiting performance of caching networks of practical relevance. In this framework, the underlying assumption is that there exists a fixed library of m possible information messages (files) and a given network topology that includes nodes that host a subset of messages (sources), request a subset of messages (users), and/or have constrained cache capacity (helpers/caches). The placement phase is part of the code set-up, and consists of filling up the caches with (coding) functions of the messages whose entropy is constrained to be not larger than the corresponding cache capacity. After this set-up phase, the network is "used" for an arbitrary long time, referred to as the delivery phase. At each request round, a subset of the nodes (users) request subsets of the files in the library and the network must coordinate transmissions such that these requests are satisfied, i.e., at the end of each round all users must decode the requested set of files. The performance metric here is the number of time slots necessary to satisfy all the demands. In the case of symmetric links, the number of time slots can be normalized by the number of time slots necessary to send a single file across a point to point link. Therefore, the performance metric is rate measured in channel uses per message, as defined in the index coding setting [27] , [28] .
A. Related Work
Focusing on the subset of current works directly relevant to this paper, [13] , [14] introduced the shared link caching network model, formed by a single source node (e.g., a server or base station) with a library of m files, connected via a shared broadcast noiseless link to n user nodes, each with cache of size M files. Maddah-Ali and Niesen [13] , [14] addressed the min-max rate problem, i.e., minimizing (over the coding scheme) the worst-case rate (over the user demands). It was shown that caching packets of the library files uniformly at random during the placement phase, and employing a greedy linear index code (to serve user demands via coded multicast transmissions) during the delivery phase, is sufficient to provide approximately optimal min-max rate, i.e., within a multiplicative constant, independent of n, m, M, from an information theoretic bound. In particular, in the case where the total cache memory in the network is larger than the library size, i.e., for nM ≥ m, the optimal min-max rate is (m/M), independent of the number of users n. 2 In [18] , the coded multicast idea of [13] and [14] was applied to an ad-hoc network with device-to-device communication and no central server holding the entire library, showing the same approximately optimal min-max rate as in the case of the shared link caching network for nM ≥ m. These results show the remarkable fact that, both for shared link and adhoc topologies, caching in the user devices can turn memory into bandwidth: Moore's law (scaling of silicon integration) reflects directly in terms of a per-user throughput gain, in the sense that doubling the user device cache capacity M yields seamlessly a two-fold increase in the per-user throughput. It is 2 In this paper, we use the following standard order notation: given two functions f and g, we say that: 1) f (n) = O (g(n)) if there exists a constant c and integer N such that f (n) ≤ cg(n) for n > N ; 2)
important to note that this is not possible with conventional schemes based on local caching (e.g., LFU 3 ) and unicast (or naive multicast) delivery for which the min-max rate scales only additively with the local cache size.
In this work, we focus on the shared link caching network as in [13] and [14] , but under random demands, characterized by a file popularity distribution that determines the probability with which the users request each file from the library. The question of optimality under random demands and average rate performance criterion is significantly more complicated than for the min-max rate setting. In fact, local caching can yield very significant gains in terms of average rate for sufficiently skewed demand distributions. Therefore, understanding the optimal tradeoff between storing the same most popular files everywhere and storing different file portions among different network caches to create coded multicasting opportunities is a key aspect of the problem that we address in the present work.
The same setting has been treated in [15] , which considered a strategy based on partitioning the file library into groups of approximately uniform request probability, and applying to each group the "min-max" coding scheme of [14] . Due to the difficulty of finding the optimal file partitioning and corresponding cache memory allocation, [15] restricts its analysis to a scheme where, for any two files in the same group, the file popularities differ by at most a factor of two. This scheme, however, cannot guarantee rate order-optimality in all regimes of the system parameters. 4 On the other hand, in this paper we show that applying the min-max coding scheme of [14] to the firstm most popular files and optimizing the value ofm is sufficient for order-optimality under Zipf demands. 5 After our early work on this subject published in [20] , the work in [25] showed that a different choice ofm yields an average rate that is within a constant multiplicative-plus-additive gap from an information theoretic converse. While this result applies to any demand distribution, it does not guarantee rate orderoptimality. In fact, it can be shown that in certain parameter regimes, the ratio between the achievable rate of the scheme in [25] and the optimal rate is unbounded. 6 
B. Contributions
In this paper we provide a complete characterization of the order-optimal rate for the shared link caching network with random demands following a Zipf distribution. This demand distribution represents a very relevant case in practice since the popularity of Internet content has been shown, experimentally, 3 Note that the use of the LFU eviction policy in a stationary setting leads to the M most popular files being placed at each network cache. Hence, we directly use LFU to refer to the placement of the most popular files at each network cache. 4 Order-optimality means that as m, n → ∞, the ratio between achievable and optimal rates is bounded by a constant. 5 The Zipf demand distribution is described in Eq. (1). 6 Some of the regimes in which the scheme in [25] is not order-optimal are the regimes where LFU, a cache placement that cannot be captured by the scheme in [25] , is order-optimal. As shown in Section IV, one of such regimes is when α > 1, n = o(m α−1 ), and ω n
n , where α denotes the parameter of the Zipf demand distribution (see Eq. (1)). Roughly, this regime is characterized by a skewed demand distribution, not too large file library, and not to small cache size.
to follow a Zipf power law [10] , [29] , [30] , defined as follows: a file f = 1, . . . , m is requested with probability
where α ≥ 0 is the Zipf parameter. Our achievability proofs are constructive, i.e., for each system parameter scaling regime, we exhibit an explicit placement and delivery scheme that achieves order-optimal rate. Order-optimality is established by evaluating the asymptotic (in the system parameters) multiplicative gap between the achievable rate and an information theoretic lower bound, closely inspired by the general lower bound found in [15] , particularized to the case at hand. Our analysis provides interesting and useful guidelines for system design. In particular: 1) We recognize that the sub-optimality of the grouping scheme in [15] is due to the fact that files are partitioned according to their local popularity, without taking into account the remaining system parameters n, m, M.
In contrast, we show that the cache placement must be optimized as a function of all the system parameters, as they have an important effect on the aggregate demand distribution, or the probability that a file is requested by at least one user. 2) Another limitation of the approach of [15] is that index coding delivery (see details in Section III) is applied separately to each file group, resulting in missed coding opportunities between different groups. In contrast, in this work we consider index coding delivery applied to all requested packets. 3) We consider a novel optimized scheme that overcomes the above mentioned limitations. The new scheme is referred to as Random Aggregate Popularity (RAP) placement with Chromatic-number Index Coding (CIC) delivery. RAP-CIC is based on random fractional (packet level) placement according to a distribution obtained by minimizing a new upper bound on the average rate, and chromatic number index coding delivery applied to all requested packets. 4) We show the order-optimality of RAP-CIC by considering a simplified, analytically tractable, placement that uses a "truncated uniform" distribution over an optimized set ofm most popular files, referred to as Random LFU (RLFU), and a polynomial-time approximation of CIC, referred to as Greedy Constrained Coloring (GCC). RLFU-GCC is equivalent to using the scheme in [15] with only two file groups, partitioned according tom, and without caching the second group. The sufficiency of RLFU-GCC to achieve order-optimal rate in all system parameter regimes is shown by analyzing the multiplicative gap between the average rate achieved by RLFU-GCC and a new information theoretic converse. 5) Our analysis identifies the regions in which conventional schemes (e.g., LFU with naive multicasting) can still achieve order-optimality, as well as the regimes where coded caching (notably, RAP-CIC and its simplified yet order-optimal versions) yields order gains. We also show that for Zipf parameter 0 ≤ α < 1, the average rate with random demands and the min-max rate with arbitrary demands are order-equivalent. On the other hand, when α > 1, the average rate can exhibit order gains with the respect to the min-max rate. The understanding of these regimes has important consequences on the system design. For example, some emphasis has been devoted recently to "learning" the demand distribution from past user requests [31] - [33] . Our analysis shows when such knowledge yields effective gains in terms of the rate scaling law, with respect to treating the demands as uniformly distributed. The paper is organized as follows. In Section II, we present the network model and the problem formulation. The achievable scheme based on random fractional placement and index coding delivery is introduced in Section III. Its achievable rate is analyzed in Section IV. In Section V, we prove and discuss the order-optimality of the proposed scheme for the Zipf demand distribution. Further results, simulations, and concluding remarks are presented in Section VI and VII.
II. NETWORK MODEL AND PROBLEM FORMULATION
We consider a shared link caching network [13] - [15] with a single source node connected to n user nodes via a noiseless broadcast link. The source node has access to a file library F = {1, · · · , m} composed of m files (i.e., messages), each of entropy F bits. Each node in the user set U = {1, · · · , n} is equipped with a cache (i.e., memory) of size M F bits. Without loss of generality, the files are represented by binary vectors
The system setup is as follows: 1) At the beginning of time, a realization {W f : f ∈ F } of the library is revealed to the encoder at the source node. 2) In the cache placement phase, the encoder computes n cache encoding functions
: u ∈ U} and, for each u, it stores the corresponding codeword Z u ({W f : f ∈ F }) in the u-th user cache. The operation of computing {Z u : u ∈ U} and populating the caches does not cost any rate since it is performed only once. 3) After the placement phase, the network is repeatedly used. At each use of the network, a realization of the random request vector f = (f 1 , . . . , f n ) ∈ F n is generated with i.i.d. components distributed according to a probability mass function q = (q 1 , . . . , q m ), referred to as the demand distribution. This is known a priori and, without loss of generality up to index reodering, has non-increasing components q 1 ≥ · · · ≥ q m . 4) We let f = ( f 1 , . . . , f n ) denote the realization of the random request vector f. This is revealed to the encoder, which computes a multicast codeword as a function of the library files and the request vector. The multicast encoder is defined by a fixed-to-variable encoding func-
where F * 2 denotes the set of finite length binary sequences), such that X ({W f : f ∈ F }, f) is the transmitted codeword. We denote by L({W f : f ∈ F }, f) the length function (in binary symbols) associated to the encoding function X. 5) Each user receives X ({W f : f ∈ F }, f) through the noiseless shared link, and decodes its requested file W f u
denotes the decoding function of user u. 6) The concatenation of 1) demand vector generation, 2) multicast encoding and transmission over the shared link, and 3) decoding, is referred to as the delivery phase. The rate of a caching scheme (comprising of placement and delivery phases) is defined as
where the expectation is with respect to the random request vector. 7 This definition of rate has the following operational meaning. Assume that the download of a single file through the shared link takes one "unit of time". Then, (2) denotes the worst-case (over the library) average (over the demands) download time for the entire network, when the users place i.i.d. random requests according to the demand distribution q. The underlying assumption is that the content library (i.e., the realization of the files) changes very slowly in time, such that it is generated or refreshed at a time scale much slower than the time scale at which the users download the files. Hence, it is meaningful to focus only on the rate of the delivery phase, and disregard the cost of filling the caches (i.e., the cost of the cache placement phase), which is included in the code construction. Users make requests, and the network satisfies them by sending a variable length transmission until every user can successfully decode. After all users have decoded, a new round of requests is made. This forms a renewal process where the recurrent event is the event that all users have decoded their files. In the spirit of fixed-to-variable source coding, R (F ) is the coding rate (normalized coding length) expressed in file "units of time." Also, by the renewal theorem, it follows that 1/R (F ) yields (up to some fixed proportionality factor) the channel throughput in terms of per-user decoded bits per unit time. Finally, since the content library changes very slowly, averaging also over the realization of the files has little operational meaning. Instead, we take the worst-case over the file library realization.
Consider a sequence of caching schemes defined by cache encoding functions {Z u }, multicast coding function X, and decoding functions {λ u }, for increasing file size F = 1, 2, 3, . . . . For each F, the worst-case (over the file library) probability of error of the corresponding caching scheme is defined as
A sequence of caching schemes is called admissible if
e ({Z u }, X, {λ u }) = 0. Achievability for our system is defined as follows:
Definition 1: A rate R(n, m, M, q) is achievable for the shared link caching network with n users, library size m, 7 Throughout this paper, we directly use "rate" to refer to the average rate defined by (2) and explicitly use "average (expected) rate" if needed for clarity.
cache capacity M, and demand distribution q, if there exists a sequence of admissible caching schemes with rate R (F ) such that lim sup
♦ We let R * (n, m, M, q) denote the infimum (over all caching schemes) of the achievable rates. The notion of "orderoptimality" for our system is defined as follows:
Definition 2: Let n, M be functions of m, such that lim m→∞ n(m) = ∞. A sequence of caching schemes for the shared link caching network with n users, library size m, cache capacity M, and demand distribution q, is order-optimal if its rate R(n, m, M, q) satisfies
for some constant 1 ≤ ν < ∞, independent of m, n, M. ♦ Notice that in the definition of order-optimality we let first F → ∞ (required by the definition of achievable rate) and then we let m → ∞. In this second limit, we let n and M be functions of m, indicating that the notion of "order", throughout this paper, is with respect to the library size m. Depending on how n and/or M vary with respect to m, we can identify different system operating regimes.
III. RANDOM FRACTIONAL PLACEMENT AND LINEAR INDEX CODING DELIVERY
In this section we focus on a particular class of admissible schemes where the caching functions {Z u } are random and independent across the users [14] - [16] and the multicast encoder is based on linear index coding [27] , [34] . We shall consider the concentration of the rate conditioned on the random caching functions sowing that, in the limit of large file size F, the (random) rate is smaller than a given threshold with high probability. This implies achievability of such rate threshold by the caching scheme itself (not only in terms of a non-constructive existence argument based on random coding). Random independent cache placement is particularly appealing in practice, as it allows the encoder to compute the cache placement of a new user with little to no changes on the other users' placements.
A. Random Fractional Cache Placement
The cache placement phase works as follows: 9 It follows that, for each user u, For later use, a given cache configuration, i.e., a realization of C, will be denoted by C. Also, we shall denote by C u, f the vector of indices of the packets of file f cached at user u. Finally, for the sake of notation simplicity, we shall not distinguish between "vectors" (ordered lists of elements) and the corresponding "sets" (unordered lists of elements), such that we write b / ∈ C u, f (resp., b ∈ C u, f ) to indicate that the b-th packet of file f is not present (resp., present) in the cache of user u. In Section IV-A, we shall optimize the caching distribution p as a function of the system parameters.
B. Linear Index Coding Delivery
Under the cache placement defined before, each user u requesting file f u needs to obtain all the packets W f u ,b with b / ∈ C u, f u . It follows that a demand vector f, given the cache configuration C, can be translated into a packet-level demand vector Q, containing the packets needed by each user. Symmetrically with the notation introduced for the cache configuration, we denote by Q the corresponding packet-level demand random vector, and by Q u, f its restriction to user u and file f . In particular, if user u requests file f u , then Q u, f is empty for all f = f u and it contains the complement set of C u, f u for f = f u .
Given C = C and Q = Q, the problem of constructing a multicast codeword in order to satisfy all users demands is an instance of index coding (see for example [27] , [34] , [35] ). Following the vast literature on the subject, we define the conflict graph associated to (C, Q) as follows:
Definition 3: The conflict graph H C,Q corresponding to the index coding problem defined by (C, Q) is formed by:
• Vertex set: for each packet in Q (i.e., requested by some user), form all possible distinct labels of the form v = {packet identity, user requesting, users caching}, where "packet identity" is the pair ( f, b) of file-index and packet-index, "user requesting" is the index of some user u such that b ∈ Q u, f , and "users caching" is the set of all users u such that b ∈ C u , f . The set of vertices in H C,Q is the set of all such distinct labels (for simplicity of notation, we do not distinguish between label and vertex, and refer to "label v" or "vertex v" interchangeably, depending on the context).
• Edge set: let ρ(v), μ(v) and η(v) denote the three label fields "packet identity", "user requesting", and "users caching", of vertex v as defined before. There exists an edge (v 1 , v 2 ) connecting vertices v 1 and v 2 in H C,Q if and only if both the following conditions are satisfied: 1)
. In other words, two vertices v 1 and v 2 are in conflict (i.e., are joined by and edge in the conflict graph H C,Q ) if they do not correspond to the same packet and the user requesting the packet associated to one vertex is not in the list of users caching the packet associated to the other vertex.
♦ A well-known index coding scheme consists of coloring the vertices of the conflict graph H C,Q and transmitting the concatenation of the codewords obtained by EXOR-ing the packets corresponding to vertices with same color. For any vertex coloring of the conflict graph, vertices with the same color form (by definition) an independent set. Hence, the corresponding packets can be EXOR-ed together and sent over the shared link at the cost of the transmission of a single packet. By construction, any user requesting a given packet with a given color can retrieve such packet since it has all other EXOR-ed packets (same color) in its cache, such that it can cancel the interference caused by such packets using its own cache as "receiver side information".
Letting χ(H C,Q ) denote the chromatic number of H C,Q , the corresponding normalized code length is
We refer to this coding scheme as Chromatic-number Index Coding (CIC). By construction, any sequence of CIC schemes yields identically zero probability of error for all file lengths F. Hence, while in the problem definition we have considered a fixed-to-variable length "almost-lossless" coding framework, this class of coding schemes are fixed-to-variable length exactly lossless.
Example 1:
We consider a network with n = m = 3, M = 1, user set U = {1, 2, 3}, and library F = {A, B, C}. Consider the partition of each file into B = 3 packets (e.g.,
, 0}, indicating that two packets of A, one packet of B and none of C will be stored in each user's cache. We assume a cache configuration C given by
Suppose that the demand vector is f = (A, B, C), i.e., user 1 requests A, user 2 requests B and user 3 requests C. The corresponding packet-level demand is Q = {A 3 , B 1 , B 3 , C 1 , C 2 , C 3 }. The resulting conflict graph H C,Q is shown in Fig. 1 . This figure also shows a color assignment where the nodes belonging to the same independent set are given the same color. The independent sets are
♦ The graph coloring problem is NP-complete and hard to approximate in general [36] . However, it is clear from the above presentation that any coloring scheme (possibly using a larger number of colors), yields a lossless caching scheme with possibly larger coding length. In the following, exploiting the special structure of the conflict graph originated by the caching problem, we present an algorithm referred to as Greedy Constrained Coloring (GCC) that exhibits polynomialtime complexity in both n and B, and achieves the same rate of the greedy coloring scheme proposed in [14] , which requires exponential running time in n. The GCC scheme is the composition of two sub-schemes, referred to as GCC 1 and GCC 2 , given in Algorithms 1 and 2, respectively. Eventually, GCC chooses the coloring with the smallest number of colors between the outputs of GCC 1 and GCC 2 (i.e., the shortest codeword).
Pick any v ∈ V, and let I = {v}. 4: for all v ∈ V/I do 5: if {There is no edge between v and
I = I ∪ {v }. 
end if 8: end for 9: Color all the vertices of the resulting set I by an unused color. 10: Let V ← V \ I.
11: end while
Notice that {μ(v), η(v)} denotes the (unordered) set of the users either requesting or caching the packet corresponding to vertex v. Notice also that each set I produced by Algorithm 1 is an independent set containing vertices with the same set of users either requesting or caching the corresponding packets. In fact, starting from a "root" node v among those not yet selected by the algorithm, the corresponding set I is formed by all the independent vertices v such that
It is also worthwhile to notice that GCC 2 is nothing else than "naive multicasting", that we have included here, for the sake of completeness, in a form symmetric to that of GCC 1 . In fact, it produces a set I (and a color) for each requested packet, which is then transmitted (uncoded) and simultaneously received by all requesting users.
As far as complexity is concerned, it is easy to see that GCC runs in time O(n 2 B 2 ), quadratic in both n and B. This is because the "while-loop" starting at line 2 iterate at most n B times and each loop requires at most n B operations. It is also easy to see that this complexity dominates that of Algorithm 2. Therefore, the overall complexity of GCC is O(n 2 B 2 ).
Remark 1: As mentioned before, while GCC is polynomial in both n and B, the greedy coloring algorithm proposed in [14] runs in time exponential in n and linear in B. This is due to the fact that the algorithm goes through every subset of users, irrespective of whether a transmission involving packets for that subset of users actually happens. For more details regarding the complexity of these algorithms, we refer the reader to [37] . ♦
IV. ACHIEVABLE RATE ANALYSIS
As anticipated before, we shall consider the concentration of the (random) rate of the scheme described above, where the randomness follows from the fact that the caching functions, and therefore the conflict graph, are random. It is clear from the delivery phase construction that the output length of CIC or GCC does not depend on {W f : f ∈ F } but only on C and Q (see (6) ). Therefore, we can disregard the sup over {W f : f ∈ F } in the rate definition (see (2)). Given n, m, M, the demand distribution q, and the caching distribution p, we define the conditional average rate achieved by CIC, given given the cache configuration C, as
Similarly, we let R GCC (n, m, M, q, p) denote the conditional rate achieved by GCC, defined by (7) after replacing the chromatic number with the number of colors produced by GCC (the same definition applies to R GCC 1 (n, m, M, q, p) and R GCC 2 (n, m, M, q, p), respectively). In the following, we shall consider the limit of the CIC and GCC schemes for F, B → ∞ with fixed packet size F/B → constant. The performance of the caching scheme at hand is given by the following result. Theorem 1: For the shared link caching network with n users, library size m, cache capacity M, and demand distribution q, fix a caching distribution p. Then, for all > 0,
and where
with
where D is a random set of elements selected in an i.i.d. manner from F (with replacement) according to the demand distribution q.
Proof: See Appendix VII. The following remarks are in order:
As a corollary, we have that the rate min{ψ(q, p),m} is achievable by both CIC and GCC with caching distribution p.
2) The achievable rate in Theorem 1 is given by the minimum between two terms. The first term, ψ(q, p), follows from the analysis of GCC 1 given in Appendix VII. In particular, we show that
The second term,m, is simply the average number of distinct requested files, which is a natural upper bound on R GCC 2 . As will be shown later, after careful design of the caching distribution p, we have thatm < ψ(q, p) only for very small cache memory M. In these regimes, caching is shown to provide no order gains with respect to conventional unicasting or naive multicasting of all requested files. Moreover, in these regimes,m is a tight upper bound on R GCC 2 . 3) For the sake of clarity, the probability ρ f, defined in (11) is illustrated as follows. Let D be a random vector obtained by selecting, in an i.i.d. fashion, elements from F with probability q with replacement (i.e., D may have repeated entries). By construction, P(
is the probability that the element in D which maximizes the quantity 
Hence, it follows that
which can be easily computed by sorting the values
A. Random Placement Optimization
Driven by Theorem 1, we propose to use as caching distribution the one that minimizes the rate R GCC (n, m, M, q, p), i.e., p * = argmin
In the following, we refer to random fractional placement according to the distribution p * as Random Aggregate Popularity (RAP) cache placement. Consequently, the caching schemes with RAP placement and CIC or GCC delivery will be referred to as RAP-CIC and RAP-GCC, respectively. The distribution p * resulting from (14) may not have an analytically tractable expression in general. This makes a direct analysis of the performance of RAP-CIC and RAP-GCC difficult, if not impossible. For the sake of analytical tractability, we constrain the caching distribution to take the form of a truncated uniform distribution p defined by:
where the cut-off index m ≥ M is chosen to minimize ψ(q, p) subject to (15) . The form of p in (15) is intuitive: each user caches the same fraction of (randomly selected) packets from each of the m most popular files and does not cache any packet from the remaining m − m least popular files. If m = M, this cache placement coincides with the least frequently used (LFU) caching policy. For this reason, we refer to this cache placement as Random LFU (RLFU), and the corresponding caching schemes as RLFU-CIC and RLFU-GCC. For later analysis purposes, we shall use a simplified upper bound on the rate of RLFU-GCC given by the following corollary of Theorem 1:
Corollary 1: For any > 0, the rate achieved by RLFU-GCC satisfies
where
with G m = m f =1 q f , and wherem is defined in (9) . Proof: The proof of this corollary is straightforward by using the same techniques as in the achievability proof in [14] or by using (8) - (10) .
It follows that the rate min ψ(q, m),m is achievable. Since this provides an upper bound on the best possible achievable rate R * (n, m, M, q), we shall use the more intuitive notation:
We note that RLFU-GCC is equivalent to the scheme introduced in [15] with only two file groups. However, differently from [15] , RLFU provides a specific policy on (1) how to partition the files into two groups as a function of all the system parameters, and (2) how to allocate memory among the two file groups. In particular, RLFU allocates memory only to the files in the first group, and choses the file thresholdm as the minimizer of ψ(q,p).
While RLFU-GCC is generally inferior to RAP-GCC, we shall show in Section V that RLFU-GCC is sufficient to achieve order-optimal rate when q is a Zipf distribution. This is obtained by analyzing the ratio between R ub (n, m, M, q, m) and a lower bound developed in the next section. Furthermore, in order to shed light on the relative merits of the various approaches, in Section VI we shall compare them in terms of actual rates (not just scaling laws), obtained by simulation.
The intuition behind the sufficiency (for order-optimality) of two file groups for the cache placement, where only the most popular file group is cached can be seen as follows: caching uniformly only them most popular files allows assigning different cache memory to files with significantly different aggregate popularity, even if in a fairly coarse manner, while 1) preserving uniformity across the memory assigned to all files cached, which eases quantifying coding opportunities, and 2) allowing coding over all requested packets.
B. Rate Lower Bound
We have the following converse result: Theorem 2: The optimal achievable rate for the shared link caching network with n users, library size m, cache capacity M, and demand distribution q must satisfy (19) , as shown at the bottom of the next page, where ∈ {1, . . . , m}, r ∈ R + with r ≤ n q and z ∈ R + with z ≤ min r,
, and where
and
Proof: See Appendix VII.
V. ORDER-OPTIMALITY
In this section we prove the order-optimality of RLFU-GCC when q is a Zipf distribution (see (1) ). Using Corollary 1 and Theorem 2, we shall consider the ratio R ub (n, m, M, q, m)/R lb (n, m, M, q) for n, m → ∞, where m → ∞ and n, M are functions of m as in Definition 2. 10 According to Definition 2, RLFU-GCC is order-optimal if the ratio R ub (n, m, M, q, m)/R lb (n, m, M, q) is uniformly bounded for all sufficiently large m. Obviously, orderoptimality of RLFU-GCC implies order-optimality of all "better" schemes, employing the optimized RAP distribution and/or CIC coded delivery.
In general, we say that a scheme A has an order gain with respect to another scheme B if the rate achieved by A is o(·) of the rate achieved by B. We say that a scheme A has a constant gain with respect to another scheme B if the rate of A is (·) of the rate of B, and their ratio converges to some κ < 1 as m → ∞. In addition, we say that some scheme A exhibits a multiplicative caching gain if its rate is inversely proportional to an increasing function of M. Specifically 
We notice that the behavior of the Zipf distribution is fundamentally different in the two regions of the Zipf parameter 0 ≤ α < 1 and α > 1. 11 In fact, for α < 1, as m → ∞, the probability mass is "all in the tail", i.e., the probability m f =1 q f of the most probable m files vanishes, for any finite m. In contrast, for α > 1, the probability mass is "all in the head", i.e., for sufficiently large (finite) m, the set of most probable m files contain almost all the probability mass, irrespectively of how large the library size m is. In the following, we consider the two cases separately.
A. Case 0 ≤ α < 1 Theorem 3: For the shared link caching network with n users, library size m, cache capacity M, and Zipf demand distribution q with parameter 0 ≤ α < 1, RLFU-GCC with m = m yields order-optimal rate. The corresponding (order-optimal) achievable rate upper bound is given by
Proof: For the sake of space limitation, we do not provide here the details of the proof of Theorem 3, which can be found in the extended report [38] . However, we can provide an intuitive justification of the result as follows. Theorem 3 says that uniform random placement, i.e., placing in every user cache an independent random fraction M/m of packets from each file, achieves order-optimal average rate for the heavytail regime 0 ≤ α < 1. Notice that the same uniform random placement was shown to be approximately optimal (within 10 When M is not explicitly given in terms of m, it means that the corresponding scaling law holds for M equal to any arbitrary functions of m, including M constant, as a particular case. 11 The regime α = 1 requires not more difficult but somehow different analysis because of the bounding of the Zipf distribution (see [16, Lemma 1] ). For the sake of brevity, given the fact that the analysis is already quite heavy, also motivated by the fact that most experimental data on content demands show α = 1 [10] , in this paper, we omit this case. a multiplicative constant), and therefore order-optimal, for deterministic demands under the min-max rate criterion [14] . Intuitively, the order-optimality of uniform random placement is due to the heavy tail property of the Zipf distribution such that, for 0 ≤ α < 1, the random demands are approximately uniform over the entire library and, from Lemma 2 in Appendix VII, we know that the average rate under uniform random demands is order-equivalent to the min-max rate under arbitrary demands.
While uniform random placement is order-optimal for α < 1, exploiting the knowledge of the Zipf parameter may yield fairly large constant rate gains, especially for α close to 1. In particular, we can optimize the parameter m as follows. Define H (α, x, y) = y i=x i −α and consider the bounds on the tail of the Zipf distribution given by the following lemma, proved in [16] :
Notice that for the Zipf distribution with parameter α, the term G m in Corollary 1 is written explicitly as 1,m) . Then, using Lemma 1 in Corollary 1, we can write
where (a) follows from the fact that
and (26)) compared to uniform random placement for a network with m = 50000, n = 50 and α = 0.9. For example, given a target rate of 20, uniform random placement requires a cache capacity M ≈ 2000, whereas RLFU-GCC with optimized m requires only M ≈ 800.
B. Case α > 1
This case is more intricate and we need to consider different sub-cases depending on how the number of users scales with the library size. Namely, we distinguish three sub-cases:
The first sub-case is referred to as the "very large" number of users regime, since n grows faster than the polynomial m α . In this case, it is not difficult to show that uniform random placement with GCC delivery still achieves order-optimal rate. As a consequence, the optimal rate is (min{m/M,m}) as for the case of arbitrary demands and min-max rate (see [38] ).
The second sub-case is referred to as the "large" number of users regime, since n scales as m α with α > 1. In this case, the optimal scaling law of the rate is provided by the following result:
Theorem 4: For the shared link caching network with n users, library size m, cache capacity M, and Zipf demand Table I , for different sub-cases of the system parameters. The corresponding (order-optimal) achievable rate upper bound R ub (n, m, M, q, m) is also provided in Table I .
Proof: Theorem 4 can be proved by following the same machinery of the proof of Theorem 5, provided in Appendix VII. For the sake of brevity we do not provide the proof of Theorem 4 here. Interested readers can find the details in the extended report [38] .
For the sake of system design, it is important to identify the optimal multiplicative caching gain and the caching policy achieving it. To this end, since n = (m α ) we can write n = ρm α + o(m α ) for some ρ > 0, as m → ∞. In Table I , the following regimes are identified depending on ρ:
1) For ρ > 1, the network behaves similarly to the case of n = ω(m α ), and uniform random placement with GCC delivery achieves order-optimal rate with optimal scaling law given by Finally, the third sub-case is referred to as the "small-tomoderate" number of users, since n grows slower than m α . In this case, the optimal scaling law of the rate is provided by the following result: Table II , for different sub-cases of the system parameters. The corresponding (order-optimal) achievable rate upper bound R ub (n, m, M, q, m) is also provided in the Table II .
Proof: See Appendix VII. Remark 2: For the sake of brevity, we have omitted in Table II The order-optimal results and analysis of order-optimality of this region is considerably involved and, at the same time, this region captures just a small special case of the entire parameter space. Therefore, we have not included these results here. The full detailed results and analysis are given in [38] . ♦ Again, for the sake of system design, it is interesting to identify the different regimes of Theorem 5 and point out some noteworthy behaviors. We start by consider the case of n = o(m α−1 ), for which there are only two relevant regimes of M in Table II) , namely, 0 ≤ M < 1 and 1 ≤ M < m α n . 12 In particular: 1) If 0 ≤ M < 1, the achievable rate upper bound is 2n 1/α . This rate scaling can also be achieved by using naive multicasting for the requested files from the file set {1, · · · , n 1 α } and conventional unicasting for the requested files from the remaining set {n requested files from the respective sets require rate equal to n 1/α in the leading order, such that the concatenation of the two delivery schemes requires rate 2n 1/α . In order to achieve this (order-optimal) rate scaling, caching is not needed at all. We conclude that, in this regime of small cache capacity (M < 1), caching does not achieve any significant gain over the simple non-caching strategy described above, based on combining naive multicasting for the most popular files and conventional unicasting of the remaining less popular files. , which exhibits order gain with respect to the rate obtained by uniform random placement, given by min m M , m, n . This also shows that the optimal caching scheme in this regime yields an order gain with respect to the min-max order-optimal rate [13] , [14] . Hence, this is a case where the knowledge of the popularity distribution may yield very significant system throughput gains, if properly exploited. In the second case, ω n 1 α−1 = M ≤ m, the cache size M is large. In this case, the conventional caching approach consisting of LFU (obtained by letting m = M) combined with the naive multicasting of the uncached requested files achieves order-optimal rate, which scales as Table II ). Again, this rate exhibits an order gain with respect to the min-max order-optimal rate. Intuitively, this is due to the fact that, in this case, there is a small number of uncached files. Since the storage capacity is large, then LFU caching covers most of the requests and the source node only needs to serve the unpopular requests, which account for a vanishing rate (
Next, we examine the case of o(m α ) = n = ω m α−1 , 13 where the number of users is relatively large. The relevant regimes of M (see Table II This shows that, in this case, with the exception of the 13 We do not discuss the case of n = m α−1 for the sake of brevity and ease of presentation. The corresponding result can be found in Table II and [38] . "small storage capacity" regime M < 1, LFU with naive multicasting fails to achieve order-optimality. In addition, as the order of M in m increases, the scaling law of the rate varies from n 
VI. DISCUSSIONS AND SIMULATION RESULTS
While, for the sake of analytical tractability, the orderoptimality results in Section V are obtained by analyzing the RLFU-GCC scheme, it may be expected that significant improvements in terms of actual rate (instead of just scaling laws) can be achieved by using the optimized caching distribution in (14) (referred to in this paper as RAP), and using GCC or even some more efficient form of conflict graph coloring, able to approximate in polynomial time the actual graph chromatic number. While the minimization in (14) is a non- convex problem without an appealing structure, it is possible to use brute-force search or branch and bound methods [39] to search for good choices of the caching distribution p. Fig. 3 shows p * obtained by numerical minimization of (14) for a toy case with m = 3, M = 1, n = 3, 5, 10, 15 and demand distribution q = [0.7, 0.21, 0.09]. We observe how the caching distribution p * , which does not necessarily coincide with q, adjusts according to the system parameters to balance the local caching and coded multicasting gains. In particular, p * goes from caching the most popular files (as in LFU) for n = 3 to uniform random placement for n = 15. We notice that the optimized RLFU scheme obtained in the results of Section V follows this same trend, going from LFU ( m = M) to uniform random placement ( m = m) as n increases. This behavior arises from the fact that even if the "local" demand distribution q may be very skewed, when the number of users increases, the "aggregate" demand distribution, i.e., the probability that a file gets requested at least by one user, flattens. This effectively uniformizes the "multicast weight" of each file, requiring caching distributions that flatten accordingly.
The corresponding achievable rate, R GCC (n, m, M, q, p * ) with p * given by (14) , is shown in Fig. 4 , confirming the performance improvement provided by RAP-GCC. For comparison, Fig. 4 also shows the rates achieved by RLFU-GCC with m = 1, 2, and 3.
Another important observation is that, unlike uncoded delivery that transmits non-cached packet separately, or the scheme of [15] , where files are grouped into subsets and coding is performed separately within each subset, another key aspect of the order-optimal schemes presented in this paper is the fact that coding is performed within the entire set of requested packets. When treating different subsets of files separately, missed coding opportunities can significantly degrade efficiency of coded multicasting. For example, in the setting of Fig. 4 with M = 1.5 and n = 20, by following the recipe given in [15] , 14 each of the m = 3 files becomes a separate group, delivered independently of each other, yielding an expected rate of 1.5, which can also be achieved by conventional LFU with naive multicasting. On the other hand, for this same setting, RLFU-GCC uses a uniform caching distribution and GCC over all requested packets, yielding a rate of 0.5. 14 The achievable rate for the scheme proposed in [15] is computed based on a grouping of the files such that files in the same group have request probability differing by at most a factor of 2, an optimization of the memory assigned to each group, and a separate coded transmission scheme for each group, as described in [15] . Fig. 6 . Simulation results for α = 1.6. a) m = 5000, n = 50. b) m = 5000, n = 500. c) m = 5000, n = 5000. d) m = 500, n = 5000. RLFU in this figure corresponds to the RLFU with optimized m given by (27) . In Figs. 5 and 6 , we plot the rate achieved by RLFU-GCC, given by R GCC (n, m, M, q, p) with
which can be computed via simple one-dimensional search. For comparison, Figs. 5 and 6 also show the rate achieved by: 1) Uniform random placement (i.e., m = m) with GCC delivery (UP-GCC); 2) LFU with naive multicasting (LFU-NM), given by m f =M+1 1 − 1 − q f n ; and 3) the grouping scheme analyzed in [15] , which is referred to as "reference scheme" (RS). The expected rate is shown as a function of the per-user cache capacity M for n = {50, 500, 5000}, m = {500, 5000}, and α = {0.6, 1.6}. The simulation results agree with the scaling law analysis presented in Section V.
In particular, we observe that, for all scenarios simulated in Figs. 5 and 6, RLFU-GCC is able to significantly outperform both LFU-NM and RS. For example, when α = 1.6, m = 500 and n = 5000, Fig. 6(d) shows that for a cache size equal to just 4% of the library (M = 20), RLFU-GCC achieves a factor improvement in expected rate of 5× with respect to the reference scheme and 8× with respect to LFU-NM. Interestingly, we notice that the reference scheme (RS) of [15] often yields rate worse than UP-GCC, a scheme that does not even exploit the knowledge of the demand distribution. Finally, we remark that, as recently shown in [37] and [40] , especially when operating in finite-length regimes (B finite), one can design improved greedy coloring algorithms that, with the same polynomial-time complexity of GCC, further exploit the structure of the conflict graph and the optimized RAP caching distribution to provide significant rate improvements. This is confirmed by the simulation shown in Fig. 7 , where in addition to RLFU-GCC, UP-GCC, and LFU-NM, we also plot the rate achieved by RAP-HgC, where HgC is the Hierarchical greedy Coloring algorithm proposed in [40] , for a network with (a) m = n = 5, (b) m = n = 8, α = 0.6, and a finite number of packets per file B = 500.
VII. CONCLUSIONS
In this paper, we analyzed the shared link caching network for the case of random demands and the average rate criterion, first considered in [15] . We formally defined the problem in an information theoretic sense, giving an operational meaning to the per-user rate averaged over the random demands. We analyzed achievability schemes based on Random Aggregate Popularity (RAP) placement and Chromatic-number Index Coding (CIC) delivery, where the latter is defined on a properly constructed conflict graph that involves all requested uncached packets. In particular, any suboptimal (e.g., greedy) technique for coloring such conflict graph yields an achievable rate. Our achievability results (notably, Theorem 1) consider a delivery scheme, referred to as Greedy Constrained Coloring (GCC), which exhibits polynomial complexity in the system parameters. The RAP cache placement is obtained by minimizing the achievable rate expression with respect to the caching distribution. For analytical convenience, we constrain the caching distribution to be uniform over a set ofm most popular files. The resulting cache placement (with optimizedm) is referred to as Random Least Frequently Used (RLFU). We showed the sufficiency of RLFU-GCC to achieve order-optimal rate for the case of Zipf demand distributions, in all regimes of the system parameters.
Beyond the optimal rate scaling laws, we showed the effectiveness of the general Random Aggregate Popularity (RAP) placement with Chromatic-number Index Coding (CIC) delivery with respect to: 1) conventional non-caching approaches such as unicasting or naive multicasting; 2) local caching policies such as LFU with naive multicasting; and 3) the grouping scheme analyzed in [15] .
Our scaling results point out that the relation between the rate scaling and the various system parameters, even restricting to the case of Zipf demand distribution, can be rather intricate and non-trivial. In particular, we characterized the regimes in which caching is useless (i.e., it provides no order gain with respect to conventional non-caching approaches), as well as the regimes in which caching exhibits multiplicative gains, i.e., the rate decreases (throughput increases) proportionally to a function of the per-user cache size M. Specifically, we identified the regions where the multiplicative caching gain is either linear or non-linear in M, and how it depends on the Zipf parameter α. Finally, for the regimes in which caching provides multiplicative gains, we characterized 1) the regions in which the order-optimal RAP-CIC converges to conventional LFU with naive multicasting, showing when the additional coding complexity is not required, and 2) the regions in which a properly optimized random fractional placement and index coding delivery is required for order-optimality. The results of this paper may serve as guidelines to future caching networks design, and in particular to determine the relative importance (in terms of achievable gains) of the knowledge of the popularity distribution when designing a caching system.
APPENDIX A PROOF OF THEOREM 1
Let J (C, Q) denote the (random) number of independent sets found by Algorithm 1 applied to the conflict graph H C,Q defined in Section III, where C is the random cache configuration resulting from the random placement scheme with caching distribution p, and Q is the packet-level demand vector resulting from the random i.i.d. requests with demand distribution q.
Recall that we consider the limit for F, B → ∞ with fixed packet size F/B. Then, since the termm in (9) has been already shown to upper bound the average rate due to GCC 2 (see Remark 3 in Section IV), Theorem 1 follows by showing that
for any arbitrarily small > 0. By construction, the independent sets I generated by GCC 1 have the same (unordered) label of users requesting or caching the packets {ρ(v) : v ∈ I}. We shall refer to such unordered label of users as the user label of the independent set. Hence, we count the independent sets by enumerating all possible user labels, and upperbounding how many independent sets I Algorithm 1 generates for each user label.
Consider a user label U ⊆ U of size , and let J C,Q (U ) denote the number of independent sets generated by Algorithm 1 with label {μ(v), η(v)} = U . A necessary condition for the existence of an independent set with user label U is that, for any user u ∈ U , there exist a node v such that: 1) μ(v) = u (user u requests the packet corresponding to v), and 2) η(v) = U \ {u} (the packet corresponding to v is cached in all users U \{u} and not cached by any other user). Therefore, the following equality holds with probability 1 (pointwise dominance)
In (29), with a slight abuse of notation, we denote the condition that the packet ρ(v) associated to node v is requested by user u as ρ(v) f u , indicating that the "file" field in the packet identifier ρ(v) is equal to the u-th component of the (random) request vector f. The indicator function captures the necessary condition for the existence of an independent set with user label U expressed (in words) above, and the maximum over u ∈ U is necessary to obtain an upper bound. Notice that summing over u ∈ U instead of taking the maximum would overcount the number of independent sets and yield a loose bound.
Then, using (29) and the definition of J (C, Q), we can write (30)- (34), as shown at the top of the next page, where (31) follows by writing the conditional expectation with respect to the demand vector explicitly in terms of a sum over all possible files, after recognizing that the indicator function 1 {η(v) = U \ {u}} is a random variable only function of the cache placement C (in fact, this depends only on whether the − 1 users in U \ {u} have cached or not the packet associated to node v), and where (32) follows by noticing that the term
depends only on the (possibly repeated) indices { f u : u ∈ U }. Therefore, after switching the summation order and marginalizing with respect to all the file indices corresponding to the requests of the users not in U , due to the symmetry of the random cache placement and the demand distribution (i.i.d. across the users) we can focus on a generic user label of size , which without loss of generality can be set to be {1, . . . , }. At this point, the sum with respect to U ⊆ U reduces to enumerating all the subsets of size in the user set of size n, yielding the binomial coefficient n . Finally, (34) follows from replacing the max with a sum over all possible file indices, and multiplying by the indicator function that picks the maximum.
At this point, we need to study the behavior of the random variable
where u ∈ {1, . . . , } and where, by construction, the sum extends to the nodes corresponding to file f requested by user u, i.e., not present in its cache. By using the result from [14] , we can write
for any arbitrarily small > 0, where we define the function (already introduced in Remark 5 in Section IV),
It follows that we can replace the last line of (34) by the bound (holding with high probability) B(g ( f ) + ). In order to handle the indicator function in (33), we need to consider the concentration (36) of
Sorting the values {g ( f ) : f ∈ F } in increasing order, we obtain a grid of at most m discrete values. The limit in probability (36) states that the random variables Y , j /B concentrate around their corresponding values g ( j ), for any j ∈ F . Taking sufficiently small, the intervals [g ( j ) − , g ( j ) + ] for different j are mutually disjoint for different values of j , unless there are some j = j such that g ( j ) = g ( j ). For the moment we assume that all these values are distinct, and we handle the case of non-distinct values at the end (we will see that this does not cause any problem). Now, we re-write the indicator function in (33) as
and compare it with the indicator function
If f / ∈ d then both indicator functions are equal to 0. If f ∈ d, suppose that f = argmax j ∈d g ( j ) such that (39) is equal to 1. Then, (38) is equal to 0 only if for some j
with high probability, and, by construction, g ( j ) + < g ( f ) − , it follows that this event has vanishing probability as B → ∞. Similarly, suppose that f ∈ d and that f = argmax j ∈d g ( j ) such that (39) is equal to 0. Then, (38) is equal to 1 only if
with high probability, and, by construction, g ( f ) + < g ( j max ) − , it follows that this event has vanishing probability as B → ∞. We conclude that
Since convergence in probability implies convergence in the r -th mean for uniformly absolutely bounded random variables [41] and indicator functions are obviously bounded by 1, we conclude that
as B → ∞, where D is a random subset of elements sampled i.i.d. (with replacement) from F with probability mass function q. Now, replacing the last line of (34) with the deterministic bound B(g ( f ) + ) (which holds with high probability as explained before) and taking expectation of the indicator function using the convergence of the mean said above, we can continue the chain of inequalities after (34) and show that the bound
holds with high probability for B → ∞, for any arbitrary > 0. In the case where for some distinct j, j the corresponding values of g ( j ) and g ( j ) coincide, we notice that outcome of the indicator functions (38) and (39) are irrelevant to the value of the bound, as long as they pick different indices which yield the same maximum value of the function g (·). Hence, the argument can be extended to this case by defining "equivalent classes" of indices which yields the same value in the bound.
Theorem 1 now follows by using (37) and by noticing that the probabilities P( f = argmax j ∈D g ( j )) coincide with the terms ρ f, defined in (11).
APPENDIX B PROOF OF THEOREM 2
First, notice that since user decoders λ u (·) operate independently, the rate of the optimal scheme R * (n, m, M, q) is non-decreasing in n. In fact, an admissible scheme for n users is also admissible for any n < n users. 15 Our proof is based on a genie-aided system, first introduced in [15] . The first step of the proof consists of lower bounding the rate of any admissible scheme with the optimal rate of a genie-aided system that eliminates some users. By construction of the genie, we can lower bound the optimal rate of the genie-aided system by the optimal rate over an ensemble of reduced systems with binomially distributed number of users, reduced library size, and uniform demand distribution. Finally, we lower bound such ensemble average rate with a lower bound on the optimal rate in the case of arbitrary (non-random) 15 To see this, simply add n − n virtual users to the reduced system with n users, generate the corresponding random i.i.d. demands according to q, and use the code for the system of n users, to achieve the same rate, which is clearly larger or equal to the optimal rate for the system with n users.
demands, by using a result proven in [15] , which we state here for convenience, expressed in our notation, as Lemma 2.
Fix ∈ {1, · · · , m} and consider the following genie-aided system: given the request vector f, all users u ∈ U such that f u > are served by a genie at no transmission cost. For each u ∈ U such that f u ≤ , the genie flips an independent biased coin and serves user u at no transmission cost with probability 1 −fu , while the system has to serve user u by transmission on the shared link with probabilityfu . We let N denote the number of users that require service from the system (i.e., not handled by the genie). It is immediate to see that N ∼ Binomial(n, q ). In fact, any user u has probability of requiring service from the system with probability P(u requires service)
where (42) follows from the fact that, by construction, P(u requires service|f u = f ) = 0 for f > . Notice also that q ≤ 1, since we have assumed a monotonically nonincreasing demand distribution q, and if q > 1 then q f ≥ 1/ for all 1 ≤ f ≤ , such that f =1 q f > 1, which is impossible by the definition of probability mass function. Now, notice that the optimal achievable rate for the genie-aided scheme provides a lower-bound on the optimal achievable rate R * (n, m, M, q) of the original system. In fact, as argued before, the genie eliminates a random subset of users (which depends on the realization of the request vector and on the outcome of the independent coins flipped by the genie). We let R * genie (n, m, M, q, ) denote the optimal rate of the genie-aided scheme. Furthermore, we notice that in the genie-aided system the only requests that are handled by the system are made with uniform independent probability over the reduced library {1, . . . , }. In fact, we have P(f u = f |u requires service) = P(f u = f, u requires service) P(u requires service)
It follows that, for a given set of users requiring service, the optimal rate of a system restricted to those users, with library size equal to , and uniform demand distribution, is not larger than the optimal rate of the genie-aided original system. Moreover, by the symmetry of the system with respect to the users, this optimal rate does not depend on the specific set of users requesting service, but only on its size, which is given by N, as defined before. Consistently with the notation introduced in Section II, for any N = N this optimal rate is denoted by R * (N, , M, (1/ , . . . , 1/ )). Then, we can write:
where (45) holds for any 1 ≤ r ≤ n, since the summation contains non-negative terms, and where (46) follows again by the fact that the optimal rate is non-increasing in the number of users. A lower bound on R * (r, , M, (1/ , . . . , 1/ )) can be given in terms of the lower bound (converse) result on the optimum rate for a shared link caching network with arbitrary demands (see [15, Lemma 3] ). This is given by the following:
Lemma 2: Any admissible scheme achieving rate R(r, , M, {1/ , . . . , 1/ }) for the shared link caching network with r users, library size , cache capacity M, and uniform demand distribution {1/ , . . . , 1/ } must satisfy
for any z = {1, . . . , }, where Z is a random variable indicating the number of distinct files requested when the random demand vector is i.i.d. ∼Uniform{1, . . . , }.
Using Lemma 2 in (46) we have
Next, we further lower bound the two probabilities P (N ≥ r ) and P(Z ≥ z) and find the range of the corresponding parameters. To this purpose, we recall the definition of self-bounding function:
Definition 4: Let X ⊆ R and consider a nonnegative ν-variate function g : X ν → [0, ∞). We say that g has the self-bounding property if there exist functions g i :
♦ The following lemma (see [42, p. 182, Th. 6.12 ]) yields a concentration property of random variables expressed as selfbounding functions of random vectors.
Lemma 3:
Consider X ⊆ R and the random vector X = (X 1 , . . . , X ν ) ∈ X ν , where X i , i = 1, · · · , ν are mutually statistically independent. Let Y = g(X) where g(·) has the self-bounding property given in Definition 4. Then, for any
Next, we observe that the sum function g(x 1 , . . . ,
x i is self-bounding when its argument is a binary vector (i.e., for X = {0, 1}). Hence, N satisfies Lemma 3 and we can write 16
for 0 < r ≤ n q . Let's consider now the random variable Z in Lemma 2. This can be expressed as
Notice that while Z is given as the sum of indicator functions, these are not mutually statistically independent. Therefore, Lemma 3 cannot be applied directly as done before. Instead, we let X i , i = 1, · · · , r be the index of the file requested by user i , then we observe that X i , i = 1, · · · , r are independent. At this point, we can write Z in terms of the X i , i = 1, · · · , r and explicitly show that it satisfies the self-bounding property. In fact, letting Z = g(X 1 , · · · , X r ) and using (54), we have
Now letting
we have
where the last inequality comes from the fact that:
Therefore, Lemma 3 applies. In particular, we have
such that, operating as before, we arrive at the lower bound
Then, for some , r , by maximizing the obtained lower bound (48) with respect to the free parameter z, we obtain
, we consider two cases: z ≥ 1 and
where (a) is because z ≤ E[Z] and (b) is because that if z ≤ z then P(Z ≥ z) ≥ P(Z ≥ z). By using the lower bounds (53) and (59) in (48), we have
2) if 0 < z < 1, then let r = 1, z = 1 and, using (53) and (59) into (48), we have
where (a) follows from observing that Z is an integer, so
Therefore, taking the maximum of (63) and (64), we obtain (65), as shown at the bottom of the next page. Maximizing over , r , and z, we obtain (19) in Theorem 2.
APPENDIX C PROOF OF THEOREM 5
In Theorem 5 we assume n, m → ∞ and n = o (m α ). The results summarized in Table II α−1 } whose order-optimality is omitted here for the sake of brevity and is analyzed in [38] . We further omit some mechanical algebra derivations in the proof, again for the sake of space limitation. All details can also be found in [38] . Except for the region 0 ≤ M < 1, we further consider the subregions illustrated in Figs. 8 and 9 , treated separately in the following. n , where κ, κ 1 are some constants which will be given later. Fig. 9 . The sub-cases of the regimes of M when M ≥ m α n , where κ 1 , σ , δ are some constants which will be given later.
A. Region of
In this case, we want to prove that RLFU-GCC with m = n 1 α is order-optimal. From Corollary 1, we have that:
To this end, using (66) and Lemma 1 , we can write the rate for RLFU-GCC with m = n 1 α as:
Next, we evaluate the converse replacing in Theorem 2, the following parameters:
with 0 < δ < 1, and 0 < σ < 1 positive constants determined in the following and such that z ≤ r . After some algebraic manipulations, we obtain
which shows the order-optimality of the achievable expected rate. Eq. (68) proves that in this regime (0 ≤ M < 1 small enough), caching cannot provide large gain, or the gain of caching is at most additive so that M cannot affect the order of the expected rate.
B. Region of
In this regime of M, we have three cases to consider, which Fig. 8 ).
1) When
This case further splits in two scenarios: M = o(m) and M = (m) (see Fig. 8 ).
•
α , using (66) and Lemma 1 , after some algebraic manipulations, we obtain
Next, we prove the order-optimality of the expected rate achieved by the proposed scheme. Following the similar steps as before, we use Theorem 2 to compute the converse. The parameters required in Theorem 2 are summarized in the following.
with 0 < δ < 1, and 0 < σ < 1 positive constants determined in the following. Note that by definition z < r < m. Next we compute each term in (19) individually. To this end, using (70) and (71), we first find an expression for n q and 1 − 1 − 1 r in terms of δ, σ, m, n and α. Specifically, using (70) and Lemma 1, we have
from which
Next using (70) and (71) , we have
Then, by using (20) , (71), and (76), we obtain
while using (21) , (72) and (77), we have
where (a) follows from
with (80) derived from (77) using 1
for x > 0, and 1 − exp(−x) ≤ x for x > 0. Finally, replacing Eqs. (70)- (73), (78), and (79) in Theorem 2 and using footnote 17, we obtain
from which, using (69), we obtain
where σ, δ ∈ (0, 1) can be chosen accordingly (possibly a function of α) such that 
Following the similar steps as before, we use Theorem 2 to compute the converse. The parameters appeared in Theorem 2 are summarized in the following.
with 0 < δ < 1, and 0 < σ < 1 positive constants determined in the following. Note that by definition z < r . As before, we compute each term in (19) individually. To this end, using (84) and (85), we first find an expression for n q and 1 − 1 − 1 r in terms of δ, σ, m, n and α. Specifically, using (84) and Lemma 1, following similar steps as in (129) 
from which, using (20) and (85), we obtain 
On the other hand, using (84) and (85), via Taylor expansion, we obtain
from which, using (21) and (86), after some algebra, we have 
In the following, we distinguish between two cases: 
Using (20), (101), and (105), we obtain (106), as shown at the top of this page, while using (21) and (102) we have
Then, replacing (100)- (102), (106) , and (107) in the second term of (19), we obtain R lb (n, m, M, q)
from which using (99), we obtain (109), as shown at the top of the next page, which shows the order-optimality of the achievable expected rate for RLFU and RAP. 
To compute the converse, similar as before, we use the second term of (19) . The values of the parameters , r , and z in (19) will be different based on the fact that ≤ 2 (see Fig. 8 ).
-When 
which shows the order-optimality of the achievable expected rate for RLFU and RAP. ≤ 2, the parameters , r , and z in (19) are given by:
with 0 < δ < 1, and 0 < σ < 1 positive constants determined in the following. Next we compute each term in (19) individually. Specifically, using (112) and Lemma 1, recalling that m = M we have 
Thus, by using (115) and (116), we obtain
from which, using (113) we have: 
Furthermore using using (21) and (114), we have 
from which replacing (112)- (114), (118) and (119) in the second term of (19) we obtain from which, replacing (127), and (133) in (21), we have: 
where (a) is because that 
Replacing (138)- (141), (148), and (149) in the first term of (19) , and noticing, from (140), that, when 
