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Abstract. In bounded smooth domains Ω ⊂ RN , N ∈ {2, 3} considering the
chemotaxis–fluid system
nt + u · ∇n = ∆n− χ∇ · (
n
c
∇c)
ct + u · ∇c = ∆c− c+ n
ut + κ(u · ∇)u = ∆u+∇P + n∇φ
with singular sensitivity, we prove global existence of classical solutions for given
φ ∈ C2(Ω), for κ = 0 (Stokes-fluid) if N = 3 and κ ∈ {0, 1} (Stokes- or Navier–
Stokes fluid) if N = 2 and under the condition that
0 < χ <
√
2
N
.
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1 Introduction
1.1 Chemotaxis–fluid models
One of the assumptions underlying many mathematical models dealing with chemotaxis (i.e. the
partially directed movement of cells in the presence of a chemical signal substance) is that – apart
from response to or production of the signal – interaction with the environment can be neglected.
For transport effects in liquid surroundings this may be justified in the case of single bacteria,
but should no longer be assumed in presence of a larger number of cells, as experimentally shown
in [8]. Accordingly, inspired by the model suggested in [32] and starting from the construction of
weak solutions in [26, 25], over the past few years, the analysis of chemotaxis–fluid models has
begun to flourish, in which cells and signal substance are assumed to be transported by a fluid,
whose motion is driven by gravitational forces induced by density differences between bacteria
and the fluid, and whose velocity u and pressure P hence obey
ut + κ(u · ∇)u = ∆u+∇P + n∇φ, ∇ · u = 0,
where φ ∈ C2(Ω) is a given gravitational potential and the parameter κ ∈ {0, 1} distinguishes
between Stokes- and Navier–Stokes–governed fluid motion. The equations describing the time
evolution of the population density n and signal concentration c differ from their more classical
counterparts by a transport term only and are, in a general form, given by{
nt + u · ∇n = ∆n−∇ · (nχ(n, c)∇c),
ct + u · ∇c = ∆c+ g(n, c).
Bacteria of the species Bacillus subtilis that was used in the experiments in [8, 32] chemotactically
respond to oxygen which they consume. A prototypical and popular choice of the functions in
the above system is accordingly given by g(n, c) = −nc and the classical χ(n, c) = χ = const.
This choice was, for convex domains, first covered by the existence results in [39], also extension
to nonconvex domains ([16]), results on convergence of solutions ([40]) and its rate ([46]) are
available. The most advanced developments dealing with the full chemotaxis-Navier–Stokes
system in three-dimensional domains are constituted by the construction of global weak solutions
in [43] and the proof of their eventual regularization and convergence in [44]. Also model variants
involving logistic source terms ([5, 20]), several species ([13, 6]), rotational sensitivity functions
([42, 7, 24]) and/or nonlinear diffusion ([47, 15]) have been studied and the interested reader can
find additional information and references there or in [1, Section 4.1].
Chemotaxis-fluid systems describing a signal being produced by the cells themselves, as with the
Keller–Segel type choice g(n, c) = +n − c, up to now have been studied in much fewer works.
Global solutions were found to exist in a whole-space setting in the sense of mild solutions [19],
in systems with sensitivity functions that obey an estimate of the form χ(n, c) ≤ (1 + n)−α
for some α > 0 ([34, 36]), in the presence of additional logistic source terms ([31]), nonlinear
diffusion ([23]) or for sublinear signal production, that is, g generalizing g(n, c) = nα−c for some
α ∈ (0, 1) ([3]).
2
1.2 Singular sensitivity
Another important class of chemotaxis models is formed by those with a singular sensitivity
function, like χ(n, c) = χ
c
(χ being a positive constant). This form is suggested by the Weber–
Fechner law of stimulus perception (see [18]) and supported by experimental ([17]) and theoretical
([45]) evidence. Its characteristics are shaped by the chemotactic effects becoming very strong
at fast-varying small signal concentrations – and, indeed, for sufficiently large values of the
coefficient χ (namely, χ > 2N
N−2 ), radial solutions undergoing blow-up within finite time have
been found in the corresponding parabolic-elliptic fluid-free setting ([27]). On the other hand,
for small values of χ and in the absence of fluid, classical solutions are known to exist globally
in bounded domains of dimension two ([2, 28]) or arbitrary dimension ([38]) and to be bounded
([9]; for a generalization involving different diffusion coefficients see also [48]), where the precise
condition χ <
√
2
N
imposed on the chemotactic coefficient in these works is known to be not
strict: For two-dimensional domains, global existence and boundedness of classical solutions
were shown for any slightly larger χ in [21]. There is still a range of values for χ where it is
unknown whether blow-up can occur. Attempts at gaining insight here include the consideration
of system variants where either component is assumed to diffuse slowly (though not infinitely
slowly) if compared to the other ([10] and [11]) and the constructions of solutions within a weaker
framework ([38, 30, 22]) that at least cannot undergo blow-up in form of a persistent delta-type
singularity.
1.3 The combination of fluid and singular sensitivity. Results of this work
The study of chemotaxis systems accounting for both singular sensitivity functions and fluid has
only just begun. In a signal-consumptive setting, the existence of weak solutions ([33]) and their
eventual smoothness ([4]) have been shown as well as the existence of global classical solutions
under appropriate smallness conditions on the initial data ([4]).
To our knowledge, however, the corresponding system with production of the signal substance
has not been treated yet and we wish to initiate these investigations with the present work and
consider 

nt + u · ∇n = ∆n− χ∇ · (
n
c
∇c),
ct + u · ∇c = ∆c− c+ n,
ut + κ(u · ∇)u = ∆u+∇P + n∇φ, ∇ · u = 0 in Ω× (0, T )
(1.1)
in a bounded domain Ω ⊂ RN , N ∈ {2, 3}, with smooth boundary, and on the time interval
(0, T ), T ∈ (0,∞], supplemented with the usual boundary conditions
∂νn = ∂νc = 0, u = 0 in ∂Ω× (0, T ) (1.2)
and inital data
n(·, 0) = n0, c(·, 0) = c0, u(·, 0) = u0 in Ω, (1.3)
3
that satisfy
0 ≤ n0 ∈ C
0(Ω), (1.4)
c0 ∈W
1,ϑ(Ω), inf
x∈Ω
c0(x) > 0, (1.5)
u0 ∈ D(A
α) (1.6)
for some ϑ > N , α ∈
(
N
4 , 1
)
, with A := −P∆ denoting the Stokes operator in L2σ(Ω) under
homogeneous Dirichlet boundary conditions. Moreover, we will assume
φ ∈ C2(Ω). (1.7)
We shall ask ourselves the question to what extent results and methods of the fluid-free case
can be transferred to the present, more complex situation and will, indeed, recover the result on
global existence for the same range of parameters as known from [38] for the fluid-free case:
Theorem 1.1. For N ∈ {2, 3} let Ω ⊂ RN be a bounded domain with smooth boundary. Suppose
that n0, c0, u0, φ fulfil (1.4)–(1.7) and χ > 0 satisfies
χ <
√
2
N
.
Moreover assume that κ ∈ {0, 1} if N = 2 and that κ = 0 if N = 3. Then there exist functions
n ∈ C0(Ω × [0,∞)) ∩C2,1(Ω× (0,∞)),
c ∈ C0(Ω × [0,∞)) ∩C2,1(Ω× (0,∞)) ∩ L∞([0,∞);W 1,ϑ(Ω)),
u ∈ C0(Ω × [0,∞)) ∩C2,1(Ω× (0,∞)),
P ∈ C1,0(Ω × (0,∞))
which solve (1.1)–(1.3) classically in Ω× [0,∞). Moreover, the solution (n, c, u, P ) of (1.1)–(1.3)
is unique, up to addition of spatially constant functions to P .
1.4 Technical challenges and plan of the paper
While the main idea of deriving (local-in-time-)boundedness from the functional∫
Ω
npc−r
for suitable values of p and r (employed in [38] as well as [9]) remains applicable (see Lemma
2.3), the presence of the transport terms poses obstacles in several respects: Firstly, the starting
point for the iteration procedure underlying existence and boundedness proofs in [38] and [9],
respectively, was to consider the equation for c as inhomogeneous heat equation and to use the
apparent bound on ‖n(·, t)‖L1(Ω) together with semigroup estimates. Now, however, the source
term is not n anymore, but n − u · ∇c, and a priori little is known about bounds for u or even
∇c, so that the reasoning of [9, Lemma 2.4] or [38, Lemma 2.4] cannot be used here. We will
4
hence resort to a differential inequality for
∫
Ω c
q for q ∈ [1,∞) (Lemma 2.4) and estimate the
production term arising therein by means of∫
Ω
ncq−1 ≤
(∫
Ω
npc−r
) 1
p
(∫
Ω
c
pq−p+r
p−1
) p−1
p
,
where the first factor can be controlled according to the previously obtained bound of
∫
Ω n
pc−r
and the second is susceptible to an application of the Gagliardo–Nirenberg inequality and subse-
quent absorption by the diffusion term (see proof of Lemma 2.5). This will enable us to transform
the information on
∫
Ω n
pc−r into a boundedness assertion on ‖n‖Lp(Ω) for some suitably large
p (Lemma 2.6). Having derived (time-local) L∞(Ω)-bounds for the fluid velocity field in the
Stokes- and Navier–Stokes settings in Sections 3.1 and 3.2, respectively, in Section 4 we can,
mainly leaning on semigroup estimates, conclude global existence of solutions.
The second regard in which the fluid poses an obstacle concerns the crucial uniform-in-time lower
bound for c constituting the core of the boundedness proof in [9]. Again viewing the equation for
c as inhomogeneous heat equation with source term n, in [9, Lemma 2.2] estimates of the heat
kernel provide this uniform positive lower bound on c. These estimates rely on the nonnegativity
of n, whereas no information about the sign of u · ∇c (and hence of n− u · ∇c) seems available.
That we are hence lacking the corresponding time-global positive lower bound of c is the main
reason why we have to leave open the question of boundedness of the solutions obtained in
Theorem 1.1.
2 Basic properties and estimates
We first recall a local existence result. We also give some lower estimate for c, which plays an
important role to in avoiding the difficulty of the singular sensitivity function.
Lemma 2.1. Let N ∈ {2, 3}, χ > 0, κ ∈ {0, 1}, ϑ > N , α ∈ (N4 , 1) and let Ω ⊂ R
N be a
bounded domain with smooth boundary. Assume that n0, c0, u0, φ satisfy (1.4)–(1.7). Then there
exist Tmax ∈ (0,∞] and a classical solution (n, c, u, P ) of (1.1)–(1.3) in Ω× (0, Tmax) such that
n ∈ C0(Ω × [0, Tmax)) ∩ C
2,1(Ω× (0, Tmax)),
c ∈ C0(Ω× [0, Tmax)) ∩ C
2,1(Ω× (0, Tmax)) ∩ L
∞
loc([0, Tmax);W
1,ϑ(Ω)),
u ∈ C0(Ω× [0, Tmax)) ∩ C
2,1(Ω × (0, Tmax)),
P ∈ C1,0(Ω× (0, Tmax))
and
Tmax =∞ or lim
t→Tmax
(
‖n(·, t)‖L∞(Ω) + ‖c(·, t)‖W 1,ϑ(Ω) + ‖A
αu(·, t)‖L2(Ω)
)
=∞.
Also, the solution is unique, up to addition of spatially constant function to P and, moreover,
has the properties
n(x, t) ≥ 0 and
c(x, t) ≥
(
min
x∈Ω
c0(x)
)
e−t for all t ∈ (0, Tmax). (2.1)
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Proof. With adaptions akin to those used in [21, Thm. 2.3 i)] to deal with the singular sensitivity,
the usual reasoning (see [1, Thm. 3.1] and [39, L. 2.1]) based on Banach’s fixed point theorem
applied in a closed bounded set in L∞((0, T );C0(Ω) × W 1,ϑ(Ω) × D(Aα)) for suitably small
T > 0, followed by regularity arguments, proves this local existence and uniqueness result. The
estimates in (2.1) immediately follow from the comparison principle.
In the following, we will always assume N , Ω, κ, χ, n0, c0, u0, φ, ϑ, α to satisfy the conditions
of Lemma 2.1 and to be fixed. By (n, c, u, P ) we will denote the corresponding solution to
(1.1)–(1.3) given by Lemma 2.1 and by Tmax its maximal existence time.
Our study of these solutions begins with the following simple L1(Ω)-information:
Lemma 2.2. For all t ∈ (0, Tmax) the mass identity∫
Ω
n(·, t) =
∫
Ω
n0 (2.2)
is satisfied. Moreover, there exists C > 0 such that
‖c(·, t)‖L1(Ω) ≤ C for all t ∈ (0, Tmax).
Proof. This results from integration of the first and second equation of (1.1) due to ∇ · u = 0 in
Ω× (0, Tmax) and (1.2).
As in related situations (see [38, 9], but also [22]), the key for establishing estimates significantly
going beyond those of Lemma 2.2 lies in the following:
Lemma 2.3. If χ < 1, p ∈ (1, 1
χ2
) and r ∈ Ip, where
Ip :=
(
p− 1
2
(
1−
√
1− pχ2
)
,
p− 1
2
(
1 +
√
1− pχ2
))
,
then there are C1 > 0, C2 > 0 such that∫
Ω
n(·, t)pc(·, t)−r ≤ C1e
C2t for all t ∈ (0, Tmax) (2.3)
and, moreover, for any finite T ∈ (0, Tmax] there exists C(T ) > 0 such that∫ T
0
∫
Ω
|∇(n
p
2 c−
r
2 )|2 ≤ C(T ). (2.4)
Proof. Using (1.1) and integration by parts, we have that
d
dt
∫
Ω
npc−r = −p(p− 1)
∫
Ω
np−2c−r|∇n|2 + (2pr + χp(p− 1))
∫
Ω
np−1c−r−1∇n · ∇c
− (χpr + r(r + 1))
∫
Ω
npc−r−2|∇c|2 + r
∫
Ω
npc−r − r
∫
Ω
np+1c−r−1
−
∫
Ω
u · ∇
(
npc−r
)
on (0, Tmax). (2.5)
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The condition r ∈ Ip entails that
0 > 4p
(
r2 − (p− 1)r +
p(p− 1)2χ2
4
)
= (2pr + χp(p− 1))2 − 4p(p − 1)(χpr + r(r + 1))
and hence
(2pr + χp(p− 1))2 < 4p(p − 1)(χpr + r(r + 1)).
Therefore, we can apply Young’s inequality to the summand (2pr+χp(p−1))
∫
Ω n
p−1c−r∇n ·∇c
in (2.5) and with some small ε > 0 obtain
d
dt
∫
Ω
npc−r + ε
∫
Ω
np−2c−r|∇n|2 + ε
∫
Ω
npc−r−2|∇c|2 ≤ r
∫
Ω
npc−r in (0, Tmax), (2.6)
where we already have taken into account that
∫
Ω u · ∇(n
pc−r) = 0 and −r
∫
Ω n
p+1c−r−1 ≤ 0 in
(0, Tmax). Integration of (2.6) shows (2.3) and, since
p2
2
np−2c−r|∇n|2 +
r2
2
npc−r−2|∇c|2 ≥ |∇(n
p
2 c−
r
2 )|2 in Ω× (0, Tmax),
also results in (2.4).
In order to extract helpful boundedness information concerning n from (2.3), we first require
estimates for higher norms of c, whose source is the following lemma:
Lemma 2.4. For all q ≥ 1,
1
q
d
dt
∫
Ω
cq = −(q − 1)
∫
Ω
cq−2|∇c|2 −
∫
Ω
cq +
∫
Ω
ncq−1 (2.7)
holds on (0, Tmax).
Proof. From the second equation in (1.1) we obtain that
1
q
d
dt
∫
Ω
cq =
∫
Ω
cq−1∆c−
∫
Ω
cq +
∫
Ω
ncq−1 −
∫
Ω
cq−1u · ∇c (2.8)
on (0, Tmax). Here we note from ∇ · u = 0 in Ω× (0, Tmax) that∫
Ω
cq−1u · ∇c =
1
q
∫
Ω
u · ∇ (cq) = 0
on (0, Tmax) and therefore the last term in (2.8) vanishes, so that (2.7) holds.
We now turn our attention to the derivation of Lq(Ω)-estimates for c. In light of the differential
inequality from Lemma 2.4, our main objective will be the estimate of
∫
Ω nc
q−1.
Lemma 2.5. If χ <
√
2
N
, for all q ∈ (1,∞) and any finite T ∈ (0, Tmax] there exists a constant
C(q, T ) > 0 such that
‖c(·, t)‖Lq (Ω) ≤ C(q, T ) for all t ∈ (0, T ).
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Proof. Without loss of generality we may assume q ≥ 2. We put p ∈ (N2 ,min{
1
χ2
, 3}) and
r = p−12 , so that the inequality q > p − r holds and, clearly, r ∈ Ip. Therefore Lemma 2.3 is
applicable and asserts the existence of C1 > 0 and C2 > 0 such that, by Hölder’s inequality,
∫
Ω
ncq−1 ≤
(∫
Ω
npc−r
) 1
p
(∫
c
pq−p+r
p−1
) p−1
p
≤ C1e
C2T ‖c(·, t)
q
2‖a
L
2(pq−p+r)
q(p−1) (Ω)
(2.9)
in (0, T ), where a := 2(pq−p+r)
pq
. Due to the Gagliardo–Nirenberg inequality there is CGN > 0
such that
‖c(·, t)
q
2‖a
L
2(pq−p+r)
q(p−1) (Ω)
≤ CGN‖∇c(·, t)
q
2‖abL2(Ω)‖c(·, t)
q
2 ‖
a(1−b)
L2(Ω)
+ CGN‖c(·, t)
q
2‖a
L
2
q (Ω)
(2.10)
for all t ∈ (0, T ), where b := N(q−p+r)2(pq−p+r) . Noting from −N(p− r) < (2p −N)q that
ab =
2(pq − p+ r)
pq
·
N(q − p+ r)
2(pq − p+ r)
=
N(q − p+ r)
pq
< 2,
we infer from the Young inequality that with some C3(q, T ) > 0
‖∇c(·, t)
q
2‖abL2(Ω)‖c(·, t)
q
2 ‖
a(1−b)
L2(Ω)
≤
q − 1
2CGNC1eC2T
‖∇c(·, t)
q
2 ‖2L2(Ω) + C3(q, T )‖c(·, t)
q
2 ‖
2a(1−b)pq
2pq−N(q−p+r)
L2(Ω)
(2.11)
for all t ∈ (0, T ). Here since N ∈ {2, 3} implies (N − 1)r < p, we can confirm that
2a(1 − b)pq
2pq −N(q − p+ r)
=
2(2pq + (N − 2)p −Nq + (N − 2)r)
2pq −N(q − p+ r)
< 2.
Thus, relying once more on the Young inequality we can derive from (2.11) that there exists
C4(q, T ) > 0 such that
‖∇c(·, t)
q
2 ‖abL2(Ω)‖c(·, t)
q
2‖
a(1−b)
L2(Ω)
≤
q − 1
2a+1CGNC1eC2T
‖∇c(·, t)
q
2‖2L2(Ω) +
1
2a+1CGNC1eC2T
‖c(·, t)
q
2 ‖2L2(Ω) + C4(q, T ) (2.12)
is valid for all t ∈ (0, T ). Combination of (2.7), (2.9), (2.10) and (2.12) with Lemma 2.2 implies
that with some C5(q, T ) > 0
1
q
d
dt
∫
Ω
cq ≤ −
q − 1
2
∫
Ω
cq−2|∇c|2 −
1
2
∫
Ω
cq + C5(q, T )
on (0, T ), which means that there exists C6(q, T ) > 0 such that
‖c(·, t)‖Lq (Ω) ≤ C6(q, T ) for all t ∈ (0, T ).
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Now we have already prepared all tools to obtain an Lp(Ω)-estimate for n, for some p > N2 , which
is an important stopover on the route to the L∞(Ω)-estimate for n and will be of particular
importance in the proofs of Lemma 4.1 and Lemma 3.2.
Lemma 2.6. We assume χ <
√
2
N
. For any p ∈ [1, 1
χ2
) and any finite T ∈ (0, Tmax] there is
C(p, T ) > 0 such that
‖n(·, t)‖Lp(Ω) ≤ C(p, T ) for all t ∈ (0, T ). (2.13)
Proof. Without loss of generality we assume p ∈ (N2 ,
1
χ2
), let p0 ∈ (p,
1
χ2
) and set r0 :=
p0−1
2 ∈ Ip.
Then we can see from Hölder’s inequality that
∫
Ω
np =
∫
Ω
(
np0c−r0
) r0p
p0 ≤
(∫
Ω
np0c−r0
) p
p0
(∫
Ω
c
r0p
p0−p
) p0−p
p0
on (0, T ), which by Lemmata 2.3 and 2.5 implies (2.13).
3 Boundedness for u
Having obtained Lp(Ω)-bounds for n and hence for the driving force in the fluid equation, we
devote this section to the derivation of estimates for the fluid velocity. We begin with the following
L2(Ω)-information on u and L2(Ω × (0, T ))-estimate for ∇u, before we separately consider the
cases of Stokes- and Navier–Stokes–fluids in Subsections 3.1 and 3.2.
Lemma 3.1. If χ <
√
2
N
, for any finite T ∈ (0, Tmax] there exists C(T ) > 0 such that∫
Ω
|u(·, t)|2 ≤ C(T ) for all t ∈ (0, T ) (3.1)
and ∫ T
0
∫
Ω
|∇u(·, t)|2 ≤ C(T ). (3.2)
Proof. Testing the third equation in (1.1) by u and integrating by parts, we see that
1
2
d
dt
∫
Ω
|u|2 +
∫
Ω
|∇u|2 =
∫
Ω
nu · ∇φ on (0, T ), (3.3)
because κ
∫
Ω u · (u · ∇)u = −κ
∫
Ω(∇ · u)|u|
2 = 0. We let p ∈ (N+22N ,
1
χ2
) so that Lemma 2.6
provides us with C1 > 0 such that ‖n(·, t)‖Lp(Ω) ≤ C1 for all t ∈ (0, T ). Then setting p
′ := p
p−1
we have p′ ∈ [1, 2N
N−2) and may rely on the Sobolev embedding W
1,2(Ω) →֒ Lp
′
(Ω) to obtain
C2 > 0 satisfying ‖w‖Lp′ (Ω) ≤ C2 ‖∇w‖L2(Ω) for all w ∈W
1,2
0 (Ω). From Hölder’s inequality, this
embedding, and Young’s inequality, we can conclude that∫
Ω
nu · ∇φ ≤ C2‖∇φ‖L∞(Ω)‖n‖Lp(Ω)‖∇u‖L2(Ω) ≤
1
2
∫
Ω
|∇u|2 +
C21C
2
2‖∇φ‖
2
L∞(Ω)
2
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holds on (0, T ), which by (3.3) implies that there exists C3 > 0 such that
d
dt
∫
Ω
|u|2 +
∫
Ω
|∇u|2 ≤ C3 on (0, T ). (3.4)
Thus thanks to the Poincaré inequality we can find a constant such that (3.1) holds. The
combination of (3.4) and (3.1) then also entails (3.2) with some C(T ).
3.1 The case κ = 0
In the case κ = 0 the regularity properties for n and u already established in Lemma 2.6 and
Lemma 3.1, respectively, will be sufficient to prove the boundedness of u even in the case ofN = 3.
It is well known that the regularity of solutions to the Stokes subsystem ut + Au = P (n∇φ)
appearing in (1.1) is only contingent on the regularity of the forcing term P (n∇φ). Arguments
appearing in the proof of the lemma below have been previously used in e.g. [41] and [35] and
rely on semigroup estimates for the Stokes semigroup.
Lemma 3.2. If χ <
√
2
N
, for any finite T ∈ (0, Tmax] and any α0 ∈ (
N
4 , α] satisfying
α0 < 1−
N
2
χ2 +
N
4
,
there is C(T ) > 0 such that∥∥∥∥Aα0
(
e−tAu0 +
∫ t
0
e−(t−s)AP(n(·, s)∇φ)ds
)∥∥∥∥
L2(Ω)
≤ C(T ) for all t ∈ (0, T ). (3.5)
Proof. We pick p ∈ (N2 ,min{
1
χ2
, 2}) and δ ∈ (0, 1) sufficiently small such that
α0 + δ < 1−
N
2
(
1
p
−
1
2
)
holds. We then fix p0 > p satisfying
2δ −
N
p
> −
N
p0
and note that
α0 + δ +
N
2
(
1
p0
−
1
2
)
< 1. (3.6)
Since u0 ∈ D(A
α0) by α0 ≤ α, we can use that A
α0 and e−tA commute ([29, p. 206, (1.5.16)])
and thereby find C1 > 0 such that∥∥Aα0e−tAu0∥∥L2(Ω) = ∥∥e−tAAα0u0∥∥L2(Ω) ≤ ‖Aα0u0‖L2(Ω) ≤ C1 for all t ∈ (0, Tmax). (3.7)
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To treat the integrand in (3.5), we recall that by standard regularity estimates for the Stokes
semigroup (e.g. [41, Lemma 3.1], [7, Lemma 2.3]) there exist C2 > 0 and λ1 > 0 such that∥∥Aα0+δe−(t−s)AA−δP ((n(·, s)∇φ) ∥∥
L2(Ω)
≤ C2(t− s)
−α0−δ−
N
2
( 1
p0
− 1
2
)
e−λ1(t−s)
∥∥A−δP (n(·, s)∇φ) ∥∥
Lp0 (Ω)
(3.8)
for all s ∈ (0, t). Additionally, our choice of 2δ− N
p
> −N
p0
implies that for any s ∈ (0, t) we have
∥∥A−δP (n(·, s)∇φ) ∥∥
Lp0 (Ω)
≤ C3‖n(·, s)∇φ‖Lp(Ω) ≤ C3‖∇φ‖L∞(Ω)‖n(·, s)‖Lp(Ω), (3.9)
with some C3 > 0 (see also [41, Lemma 3.3] and [35, Lemma 2.3]). Due to the fact that
p ∈ (N2 ,
1
χ2
), Lemma 2.6 provides C4 > 0 such that ‖n(·, t)‖Lp(Ω) ≤ C4 for all t ∈ (0, T ) and
therefore a combination of (3.7)–(3.9) shows that∥∥∥∥Aα0
(
e−tAu0 +
∫ t
0
e−(t−s)AP(n(·, s)∇φ)ds
)∥∥∥∥
L2(Ω)
≤ C1 +C2C3C4‖∇φ‖L∞(Ω)
∫ t
0
(t− s)
−α0−δ−
N
2
( 1
p0
− 1
2
)
e−λ1(t−s)ds
holds for all t ∈ (0, T ), which in view of (3.6) and the fact that φ ∈ C2
(
Ω
)
implies (3.5).
Lemma 3.3. Assume χ <
√
2
N
and let α0 ∈ (
N
4 , α] satisfy α0 < 1 −
N
2 χ
2 + N4 . If κ = 0,
corresponding to any finite T ∈ (0, Tmax] there exists C(T ) > 0 such that
‖Aα0u(·, t)‖L2(Ω) ≤ C(T ) for all t ∈ (0, T ) (3.10)
and
‖u(·, t)‖L∞(Ω) ≤ C(T ) for all t ∈ (0, T ). (3.11)
Proof. Since for κ = 0 the solution u is given by
u(·, t) = e−tAu0 +
∫ t
0
e−(t−s)AP (n(·, s)∇φ) ds,
due to the compatibility of the choice of α0 with the requirements of Lemma 3.2, this lemma
immediately yields (3.10), whereupon (3.11) is a consequence of the embedding D(Aα0) →֒ Cγ(Ω)
for arbitrary γ ∈ (0, 2α0 −
N
2 ).
3.2 The case κ = 1 and N = 2
Here we will focus on the case that κ = 1 and N = 2. In this setting we can make use of
arguments previously employed in [39].
The proof of Lemma 3.5 will require some spatio-temporal integrability of n of higher order than
directly guaranteed by Lemma 2.6. We therefore prepare the following:
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Lemma 3.4. Assume that κ = 1 and N = 2. If χ <
√
2
N
, for any finite T ∈ (0, Tmax] there is
C(T ) > 0 such that ∫ T
0
∫
Ω
n2 ≤ C(T ).
Proof. Let p ∈ (1, 1
χ2
) and r := p−12 ∈ Ip. First we recall from (2.4) that there are C1 > 0 and
C2 > 0 such that ∫ T
0
∫
Ω
|∇(n
p
2 c−
r
2 )|2 ≤ C1 and sup
t∈(0,T )
∫
Ω
npc−r(·, t) ≤ C2
hold. The Gagliardo–Nirenberg inequality hence provides C3 > 0 such that∫ T
0
‖n(·, t)c(·, t)−
r
p ‖2p
L2p(Ω)
dt =
∫ T
0
‖n(·, t)
p
2 c(·, t)−
r
2 ‖4L4(Ω) dt
≤ C3
∫ T
0
‖∇(n(·, t)
p
2 c(·, t)−
r
2 )‖2L2(Ω)‖n(·, t)
p
2 c(·, t)−
r
2‖2L2(Ω) dt
+ C3
∫ T
0
‖n(·, t)
p
2 c(·, t)−
r
2 ‖L2(Ω) dt ≤ C3C2C1 + C3C2T,
which means that ∫ T
0
∫
Ω
n2pc−(p−1) ≤ C (3.12)
holds. Thanks to Young’s inequality, we can estimate∫ T
0
∫
Ω
n2 ≤
∫ T
0
∫
Ω
n2pc−(p−1) +
∫ T
0
∫
Ω
c,
so that (3.12) and the L1(Ω)-boundedness of c as asserted by Lemma 2.2 finish the proof.
Lemma 3.5. If χ <
√
2
N
, κ = 1, N = 2, then for any finite T ∈ (0, Tmax] there exists C(T ) > 0
such that ∫
Ω
|∇u(·, t)|2 ≤ C(T ) for all t ∈ (0, T )
and ∫ T
0
∫
Ω
|Au|2 ≤ C(T ). (3.13)
Proof. Testing the third equation in (1.1) by Au and using the Young inequality, we obtain that
1
2
d
dt
∫
Ω
|∇u|2 +
∫
Ω
|Au|2 =
∫
Ω
(n∇φ)Au−
∫
Ω
(u · ∇)uAu
≤
1
2
∫
Ω
|Au|2 + C1
∫
Ω
n2 +
∫
Ω
|u|2|∇u|2 on (0, T ) (3.14)
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with some C1 > 0. Concerning the last term herein, we follow [39, Proof (of Theorem 1.1)]
and employ the Gagliardo–Nirenberg inequality, Lemma 3.1 and Young’s inequality in obtaining
C2 > 0, C3 > 0 and C4 > 0 such that∫
Ω
|u|2|∇u|2 ≤ ‖u‖2L∞(Ω) ‖∇u‖
2
L2(Ω)
≤ C2 ‖u‖W 2,2(Ω) ‖u‖L2(Ω) ‖∇u‖
2
L2(Ω)
≤ C2C3 ‖u‖W 2,2(Ω) ‖∇u‖
2
L2(Ω)
≤
1
4
‖Au‖2L2(Ω) +C4 ‖∇u‖
4
L2(Ω) on (0, T ).
From (3.14) we can hence see that with C5 := max{C1, C4} > 0
d
dt
∫
Ω
|∇u|2 +
1
4
∫
Ω
|Au|2 ≤ C5
((∫
Ω
|∇u|2
)2
+
∫
Ω
n2
)
on (0, T ).
If we put y(t) :=
∫
Ω |∇u(·, t)|
2, t ∈ (0, T ), then y satisfies
y′(t) ≤ C5
((∫
Ω
|∇u(·, t)|2
)
y(t) +
∫
Ω
n2(·, t)
)
for all t ∈ (0, T ),
which implies
y(t) ≤ y(0)eC5
∫ t
0
∫
Ω |∇u(·,s)|
2 ds + C5
∫ t
0
eC5
∫ t
s
∫
Ω |∇u(·,σ)|
2 dσ
(∫
Ω
n2(x, s) dx
)
ds, t ∈ (0, T ).
Here noting from Lemmata 3.1 and 3.4 that both
∫ T
0
∫
Ω |∇u(·, σ)|
2dσ and
∫ T
0
∫
Ω n
2(·, s) ds are
finite, we find C6(T ) > 0 such that∫
Ω
|∇u|2 ≤ C6(T ) on (0, T ).
Thanks to this boundedness, we can establish (3.13).
Then the same argument as in [39, Proof (of Theorem 1.1)] leads to the L∞(Ω)-estimate for u:
Lemma 3.6. If χ <
√
2
N
, κ = 1, N = 2, then for any finite T ∈ (0, Tmax] and any α0 ∈ (
N
4 , α]
there exists C1(T ) > 0 such that
‖Aα0u(·, t)‖L2(Ω) ≤ C1(T ) for all t ∈ (0, T ). (3.15)
Moreover, there exists C2(T ) > 0 satisfying
‖u(·, t)‖L∞(Ω) ≤ C2(T ) for all t ∈ (0, T ). (3.16)
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Proof. Since α0 satisfies the condition of Lemma 3.2, we see that
‖Aα0u(·, t)‖L2(Ω) ≤
∥∥∥∥Aα0
(
e−tAu0 +
∫ t
0
e−(t−s)AP
(
n(·, s)∇φ
)
ds
)∥∥∥∥
L2(Ω)
+
∫ t
0
∥∥∥Aα0e−(t−s)AP((u · ∇)u)(·, s)∥∥∥
L2(Ω)
ds
≤ C3 +
∫ t
0
∥∥∥Aα0e−(t−s)AP((u · ∇)u)(·, s)∥∥∥
L2(Ω)
ds for all t ∈ (0, T ),
with C3 > 0 given by said lemma. Again following [39, Proof (of Theorem 1.1)], we choose
p > 2 so large that p′ := p
p−1 satisfies p
′α0 < 1. Then by a well-known estimate for the norm of
Aα0e−tA (see e.g. [7, Lemma 2.3i)]) and Hölder’s inequality, we find that with some C4 > 0∫ t
0
∥∥∥Aα0e−(t−s)AP((u · ∇)u)(·, s)∥∥∥
L2(Ω)
ds ≤ C4
∫ t
0
(t− s)−α0 ‖(u(·, s) · ∇)u(·, s)‖L2(Ω) ds
≤ C4y
(∫ t
0
(t− s)−p
′α0 ds
) 1
p′
(∫ t
0
‖(u(·, s) · ∇)u(·, s)‖p
L2(Ω)
ds
) 1
p
for all t ∈ (0, T ). Since W 1,2(Ω) →֒ Lp(Ω) due to N = 2, from this embedding and the
Gagliardo–Nirenberg inequality we obtain C5 > 0 and C6 > 0, respectively, such that from
Hölder’s inequality we can infer∫ t
0
‖(u(·, s) · ∇)u(·, s)‖p
L2(Ω)
ds ≤
∫ T
0
‖u(·, s)‖p
Lp(Ω)
‖∇u(·, s)‖p
L
2p
p−2 (Ω)
ds
≤ C5
∫ T
0
‖∇u(·, s)‖p
L2(Ω)
‖∇u(·, s)‖p
L
2p
p−2 (Ω)
ds
≤ C5C6
∫ T
0
‖∇u(·, s)‖p
L2(Ω)
‖∆u(·, s)‖2L2(Ω) ‖∇u(·, s)‖
p−2
L2(Ω)
ds
≤ C5C6
(
sup
t∈(0,T )
‖∇u(·, t)‖2p−2
L2(Ω)
)∫ T
0
‖∆u(·, s)‖2L2(Ω) ds.
Here an application of Lemma 3.5 finishes the proof of (3.15), which by the embedding of D(Aα0)
into L∞(Ω) entails (3.16), too.
4 Boundedness for n
The goal of this section will be to establish an L∞(Ω)-estimate for n by combination of previously
obtained estimates and to finally prove Theorem 1.1. Control of the cross-diffusion term in the
equation for n will be supplied by the following boundedness statement concerning ∇c.
Lemma 4.1. If κ = 1, assume that N = 2. Let 1 ≤ p ≤ q <∞ satisfy q < ϑ and 12+
N
2 (
1
p
− 1
q
) <
1. Then for any finite T ∈ (0, Tmax] there exists a constant C(T ) > 0 such that
‖∇c(·, t)‖Lq(Ω) ≤ C(T )
(
1 + sup
s∈(0,T )
‖n(·, s)‖Lp(Ω)
)
for all t ∈ (0, T ). (4.1)
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In particular, if χ <
√
2
N
, then for any q ∈ [1, 1
χ2− 1
N
) ∩ [1, ϑ) and any finite T ∈ (0, Tmax] there
is C(q, T ) > 0 such that
‖∇c(·, t)‖Lq(Ω) ≤ C(q, T ) for any t ∈ (0, T ). (4.2)
Proof. Applying the variation of constants formula for c, we have
c(·, t) = et(∆−1)c0 +
∫ t
0
e(t−s)(∆−1)
(
n(·, s) + u(·, s) · ∇c(·, s)
)
ds, t ∈ (0, Tmax). (4.3)
In light of standard semigroup estimates for the Neumann heat semigroup (e.g. [37, Lemma 1.3
(iii)]) we find C1 > 0 such that
‖∇et(∆−1)c0‖Lq(Ω) ≤ C1‖∇c0‖Lϑ(Ω) for all t ∈ (0, Tmax). (4.4)
Similarly, the semigroup estimates of [37, Lemma 1.3 (ii)] provide us with C2 > 0, for any
t ∈ (0, T ) fulfilling∫ t
0
‖e(t−s)(∆−1)n(·, s)‖Lq(Ω) ds ≤ C2
∫ t
0
(
1 + (t− s)−
1
2
−N
2
( 1
p
− 1
q
)
)
e−(t−s)‖n(·, s)‖Lp(Ω) ds
≤ C2 sup
s∈(0,T )
‖n(·, s)‖Lp(Ω)
∫ ∞
0
(
1 + σ
− 1
2
−N
2
( 1
p
− 1
q
)
)
e−σ dσ, (4.5)
wherein the last integral is finite since 12 +
N
2 (
1
p
− 1
q
) < 1. Now we put r ≥ q, η < 12 satisfying
1
2 +
N
2 (
1
r
− 1
q
) < η and δ ∈ (0, 12 − η). Since 2η −
N
r
> 1 − N
q
, the domain D((−∆ + 1)η) of
the fractional power of the operator −∆ + 1 is continuously embedded into W 1,q(Ω) (see [12,
Theorem 1.6.1]) and we can hence find C3 > 0 such that
‖w‖W 1,q(Ω) ≤ C3 ‖(−∆+ 1)
ηw‖Lr(Ω) for any w ∈ D((−∆+ 1)
η).
Aided by [14, Lemma 2.1], we moreover fix C4 > 0 such that∥∥∥(−∆+ 1)ηe−τ(−∆+1)∇ · w∥∥∥
Lr(Ω)
≤ C4τ
−η− 1
2
−δe−λτ ‖w‖Lr(Ω) for all τ > 0 and w ∈ L
r(Ω).
Additionally relying on ∇ · u = 0 in Ω× (0, Tmax) we then find∫ t
0
‖∇e(t−s)(∆−1)u(·, s) · ∇c(·, s)‖Lq(Ω) ds
≤
∫ t
0
‖e(t−s)(∆−1)∇ · (c(·, s)u(·, s))‖W 1,q (Ω) ds
≤ C3
∫ t
0
‖(−∆+ 1)ηe(t−s)(∆−1)∇ · (c(·, s)u(·, s))‖Lr (Ω) ds
≤ C3C4
∫ t
0
(t− s)−η−
1
2
−δ‖c(·, s)u(·, s)‖Lr(Ω) ds for all t ∈ (0, Tmax). (4.6)
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Since by Lemma 2.5, and Lemma 3.3 or Lemma 3.6 there is C5 > 0 such that
‖c(·, s)u(·, s)‖Lr (Ω) ≤ C5 for all s ∈ (0, T ),
we can conclude from η + 12 + δ < 1 and (4.6) that with C6 := C3C4C5
∫ T
0 σ
−η− 1
2
−δdσ ∈ (0,∞)
we have ∫ t
0
‖∇e(t−s)(∆−1)u(·, s) · ∇c(·, s)‖Lq(Ω) ds ≤ C6 for all t ∈ (0, T ). (4.7)
Combination of (4.3), (4.4), (4.5) and (4.7) establishes the asserted inequality (4.1).
If q < 1
χ2− 1
N
and hence 1 > 12 +
N
2 (χ
2− 1
q
), it is possible to choose p ∈ (N2 ,
1
χ2
)∩ (N2 , q] such that
still 1 > 12 +
N
2 (
1
p
− 1
q
) and (4.2) results from (4.1) and Lemma 2.6.
Now we shall establish a temporally local L∞(Ω)-estimate for n.
Lemma 4.2. Assume that χ <
√
2
N
. If κ = 1, additionally suppose that N = 2. Then for any
finite T ∈ (0, Tmax] there exists a constant C(T ) > 0 satisfying
‖n(·, t)‖L∞(Ω) ≤ C(T ) for all t ∈ (0, T ).
Proof. From (2.1) and (2.2) we obtain C1 > 0 and C2 > 0 such that
inf
x∈Ω
c(x, t) ≥
1
C1
and
∫
Ω
n(·, t) = C2 for all t ∈ (0, T ). (4.8)
We pick q, r ∈ (1, ϑ) such that
1
χ2 − 1
N
> q > r > N
and let C3 > 0 fulfil
‖∇c(·, t)‖Lq(Ω) ≤ C3 for all t ∈ (0, T ) (4.9)
by Lemma 4.1. Now for all T ′ ∈ (0, T ) we note that
M(T ′) := sup
t∈(0,T ′)
‖n(·, t)‖L∞(Ω)
is finite and that, furthermore, for any p ∈ [1,∞),
‖n(·, t)‖Lp(Ω) ≤ C
1
p
2
(
M(T ′)
)1− 1
p for all t ∈ (0, T ′). (4.10)
In order to obtain an estimate for M(T ′), for t ∈ (0, T ′), we set t0 := (t − 1)+ and represent n
according to
n(·, t) = e(t−t0)∆n(·, t0)−
∫ t
t0
e(t−s)∆∇ ·
(
χ
n(·, s)
c(·, s)
∇c(·, s) + n(·, s)u(·, s)
)
ds.
16
If t0 = 0 (that is, t ≤ 1), then∥∥∥e(t−t0)∆n(·, t0)∥∥∥
L∞(Ω)
=
∥∥et∆n0∥∥L∞(Ω) ≤ ‖n0‖L∞(Ω) ,
whereas, if t0 > 0 (i.e. t > 1), then with the constant C4 > 0 yielded by the semigroup estimate
[37, Lemma 1.3 i)] we have∥∥∥e(t−t0)∆n(·, t0)∥∥∥
L∞(Ω)
≤ C4
(
1 + (t− t0)
−N
2
)
‖n(·, t0)‖L1(Ω) = 2C2C4,
because t − t0 = 1. With C5 := max{‖n0‖L∞(Ω) , 2C2C4} and some C6 > 0 obtained from the
semigroup estimate in [7, Lemma 2.1 iv)], we have
‖n(·, t)‖L∞(Ω) ≤ C5 + C6
∫ 1
0
(
1 + (t− s)−
1
2
−N
2r
) ∥∥∥(n
c
∇c
)
(·, s)− (nu)(·, s)
∥∥∥
Lr(Ω)
ds (4.11)
for all t ∈ (0, Tmax). The definitions of C1 and C3 in (4.8) and (4.9) together with Hölder’s
inequality and (4.10) imply∥∥∥(n
c
∇c
)
(·, t)
∥∥∥
Lr(Ω)
≤ C1 ‖n(·, t)‖
L
rq
q−r (Ω)
‖∇c(·, t)‖Lq(Ω) ≤ C1C
1
r
− 1
q
2 C3(M(T
′))1+
1
q
− 1
r
for all t ∈ (0, T ′) and with C6 obtained from either Lemma 3.3 or Lemma 3.6
‖n(·, t)u(·, t)‖Lr(Ω) ≤ C
1
r
2 C6(M(T
′))1−
1
r , for t ∈ (0, T ′).
Estimate (4.11) is hence transformed into
‖n(·, t)‖L∞(Ω) ≤ C4 + C7(M(T
′))1+
1
q
− 1
r + C7(M(T
′))1−
1
r for all t ∈ (0, T ′),
where C7 = C5
∫ 1
0 σ
− 1
2
−N
2r dσmax{C1C
1
r
− 1
q
2 C3, C
1
r
2 C6} is finite due to r > N . Accordingly, for
any T ′ ∈ (0, T ) we have that
M(T ′) ≤ sup
{
ξ ∈ R | ξ ≤ C4 +C7ξ
1+ 1
q
− 1
r + C7ξ
1− 1
r
}
,
which is a finite number due to 1 + 1
q
− 1
r
< 1 and 1− 1
r
< 1. This concludes the proof.
Proof of Theorem 1.1. With α0 ∈ (
N
4 , α] satisfying α0 < 1 −
N
2 χ
2 + N4 , we may view u0 as
an element of D(Aα0) and apply Lemma 2.1 so as to obtain a solution that either exists globally
or satisfies
lim
t→Tmax
(
‖n(·, t)‖L∞(Ω) + ‖c(·, t)‖W 1,ϑ(Ω) + ‖A
α0u(·, t)‖L2(Ω)
)
=∞. (4.12)
If Tmax were finite, we could apply Lemma 3.3 or Lemma 3.6 and Lemma 4.2 with T = Tmax
so as to see that ‖n(·, t)‖L∞(Ω) + ‖A
α0u(·, t)‖L2(Ω) were bounded on (0, Tmax). Combining the
boundedness of n with Lemma 4.1 and invoking Lemma 2.5, again for T = Tmax, then would
give rise to a contradiction to (4.12). Therefore, Tmax =∞.
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