The general problem of brain mechanisms involved in perception can now be studied directly by means of new analysis-methods for the activity of large population of neurons. These methods range from indirect means of measuring changes in cerebral blood flow in local regions of the human cortex (functional magnetic resonance imaging, fMRI ), or changes in the electrical activity of the human brain with EEG-recording with topological distributed macroelectrodes, to the use of chronically implanted multiple microelectrodes in primates. f MRI has the disadvantage of low temporal resolution and with multiple microelectrodes long distance measurements cannot yet be properly performed. Accordingly, recording of macro-activity (EEG/ERP or MEG) with a time resolution of millisecond-range is the most possibly adequate method to measure the dynamic properties of memory and the integrative brain function.
The tutorial character of this report is aimed to bring together, possibly for the first time, the most basic conceptual approaches that opened the way to a large explosion of relevant papers toward understanding of cognitive processes by using the macrodynamics-approach to the brain. In order to be able to forecast new avenues of future research we have to be aware of historical events. Macrodynamics can be simply defined as the dynamics of brain's electrical activity (or magnetic fields) recorded from large amount of neural populations selectively distributed in the "whole brain", by using large scalp electrodes, or intracranial electrodes of approx. 100 micrometer diameter.
Nowadays, it seems clear that brain research using the scope of macrodynamics provides one of the fundamental approaches to understand the integrative brain functions. However, scientists working in the field of brain macrodynamics had a long way to go before the relevance of EEG/MEG studies became clear in order to elucidate brain functioning. Although the scalp EEG was measured by Hans Berger in 1920's, and Lord Adrian [1941] started the basic research with the EEG-oscillations, highly supporting Berger's scope, the research with functional EEG remained in the shadow of studies at the single cellular level from 1950's till 1980's. We will try to explain the pioneering ideas in 1960's and early 1970's in a narrative way by describing the concepts of Griffith, Rosen and Fessard, Lashley and Hayek in following sections.
The present report describes concepts and frameworks starting from 1920's, whereas the companion report [Başar et al., 2004] provides the empirical data obtained by application of these concepts. The new data, in turn, lead to new theories or principles: The paradigm change in cognitive sciences emphasizes more and more the analyses of macrodynamics, instead of microdynamics. Accordingly, the conjecture is now open to establish a new conceptual framework, or a theory of neural populations to extend or replace Sherrington's neuron doctrine. This step will also be tentatively introduced in this report.
Some important trends in neuroscience
In a recent report Albright et al. [2000] described that the decade of the brain has also been the decade of Cognitive Neuroscience: The combination of neural science and cognitive psychology is the most recent one in a series of scientific unifications that have brought together the disparate subfields of biology into one coherent discipline. The development of cognitive neuroscience is an effort to understand how the brain represents mental events. A more progressive and comprehensive analysis of mental events could also be realized in the last decade due to the developments of concepts of complex systems dynamics and by means of applications of new mathematical tools as chaos approach, wavelet analysis or entropy computations [Babloyantz, 1991; Başar, 1990; Lehnertz et al., 1999; Molnar, 1999; Rosso et al., 2001; beim Graben 2000 beim Graben , 2001 . Accordingly, it would be more comprehensive to state that in the last decade the alliance of neurophysiology, cognitive physiology and macroscopic brain dynamics mostly contributed to the understanding of how brain represents mental events.
In my opinion, in the twenty-year-period between 1980 and 2000, seven new achievements in neuroscience research have presented the most fruitful developments toward the understanding of brain dynamics and function:
(1) The discovery of oscillatory phenomena at the cellular level, such as the 40 Hz studies by the groups of Singer and Eckhorn [Gray & Singer, 1987; Eckhorn et al., 1988; Gray et al., 1989] , and measurements of 10 Hz and 5 Hz oscillatory behaviors as well at the membrane level and extracellular single recordings [Llinas, 1988; Dinse et al., 1997] . (2) The application of chaos theory to EEG signals demonstrating that the EEG is not just a noise signal (for reviews see [Babloyantz, 1991; Başar, 1990; Duke & Pritschard, 1996; Molnar, 1999; beim Graben, 2001; ). (3) Important developments based on the acceptance of cognitive function analysis by the use of EEG and event-related potentials (ERPs), and most recently event related oscillations [Başar et al., 2001a] . (4) The use of the magnetoencephalography and fMRI as a complementary tool to EEG [Hari, 1991] . (5) The development of fast laboratory computers and availability of sophisticated neurocomputing software has considerably accelerated all the above-mentioned fields of research.
(6) Copernican changes in memory research: Another important trend to describe the integrative brain activity and memory where functionally and selectively distributed neural networks are responsible, was started especially after publications by Goldman-Rakic [1997] , Fuster [1995 Fuster [ , 1997 , Mesulam [1990 Mesulam [ , 1994 and Başar et al. [1999] . (7) Emergence of new principles for understanding of Macrodynamics in the brain.
Why the EEG is important?
Our perceptional experiences are generated by the integration of central neural activity set in motion by sensory stimuli with the activation of neural images of past experience and those of the current brain state [Mountcastle, 1992] . Figure 1 illustrates the new approaches and strategies in functional neuroscience. The usefulness of "ensemble of methods" is emphasized, since the application of single methods has severe shortcomings for the understanding of integrative brain functions. The general problem of which brain mechanisms are involved in perception can now be studied directly. What is new is that perception experiments can now be executed with new methods for recording signs of the activity of large population of neurons.
The methods range from indirect means of measuring changes in cerebral blood flow in local regions of the human cortex (fMRI), or changes in the electrical activity of the human brain with EEGrecording with multiple electrodes, to the use of chronically implanted multiple electrodes in primates. According to Mountcastle [1998] the measurements with large populations of neurons is presently the most useful experimental paradigm used in perception experiments. However, fMRI has the disadvantage of low temporal resolution. Besides, with multiple microelectrodes long distance measurements cannot yet be performed. Therefore, measurements of macro-activity (EEG/ERP and MEG) activity seem to be the most adequate method to measure the dynamic properties of memory and the integrative brain function.
Since neuroscientists have come to the general conclusion that large numbers of different brain regions have to cooperate for any brain function the analysis of relationships between different regions of the brain is becoming more and more important. In the following we will briefly mention the outcomes of methods and strategies in Fig. 1 . With the expression strategy we mean here combined applications of several methods, sequential or parallel.
(1) Studies at the single-cells level have been of great importance in order to elucidate the basic physiological mechanisms of communication between cells [Mountcastle, 1984 [Mountcastle, , 1997 Eccles, 1957] . However, the importance of these studies for understanding integrative brain functions is questionable since during the integrative processes the whole brain is involved as Ross Adey [1989] merely underlined, and the new trends in neuroscience clearly emphasize (see also [Freeman, 1999] ). (2) Positron emission tomography is an invasive method applied to patients and has low temporal resolution in the range of 1/2 hour and offers no possibility for dynamic measurements at the level of microseconds. (3) The methods incorporating analyses of EEG/ERPs (and especially event related oscillations, EROs) and functional magnetic resonance imaging fMRI provide further excellent strategies to illuminate brain functions since they cover dynamic changes in the brain and the morphological structure. The magnetoencephalography and study of event related magnetic fields (MEF) highly increase the spatial resolution in comparison to EEG and ERP. Accordingly, these methods will have excellent applications in future. (4) The new strategies are interwoven with relevant use of mathematical and psychophysiological strategies. These are:
(i) Mathematical and theoretical approaches, including those in the last decades (a) the concepts of chaos, entropy, (b) modeling with neural networks, (c) interpretation of frequency domain approach (newly with wavelet analysis), (d) spatial coherence and temporal coherence [Bullock, 1989; Petsche, 1987; von Stein, 2000] . (ii) Psychological strategies with the use of behavioral paradigms and application of neuropsychological tests Utku et al., 2002; Galambos et al.,1981] . (iii) An important strategy, which is not included in Fig. 1 , is the recording with chronically implanted intracranial electrodes in the animal brain.
The general problem of which brain mechanisms are involved in perception can now be studied directly. What is new is that perception experiments can now be executed with new methods for recording signs of the activity of large population of neurons.
In order to achieve relevant progress in functional neuroscience it has become fundamental to apply several methods together [Freeman, 1999] . Application of all strategies in every laboratory is yet impossible. Figure 1 illustrates further, levels of basic CNSfunctions (right side) and the applied domains (left side). Functions as sensory detection, movement, and memory can be successfully analyzed by using the individual methods or strategies in several research domains as evolution, aging, pathology and pharmacology (use of drugs or pharmacological agents in pathology) [Başar-Eroglu et al., 1996] . Applications of combined strategies in all these fields and basic scientific level lead to new horizons for understanding of integrative functions of the brain, especially of memory function. The role of memory in the human mind and behavior cannot be overemphasized, since very few aspects of higher nervous function could operate successfully without some memory contribution. Perception, recognition, language, planning, problemsolving and decision-making all rely on memory [Damasio & Damasio, 1994] .
2. How the Concepts of "Macrodynamics of the Brain" and "The Whole Brain Approach" Have Been Pioneered
The domain of mechanics, which describes the motion of bodies, without reference to the causes of motion, is called kinematics; whereas the domain, which studies the resulting motions, is called kinetics. These two domains are combined under the expression "dynamics", which is known as Newtonian Dynamics: The dynamics of the brain also contain a relationship of mutual influences between bodies as reflected by kinetics. The trajectories reflecting the activity of neuronal populations can also be described as somewhat similar to the analysis of motion. Accordingly, by using the expression "brain dynamics", we intend to elucidate the causes or mechanisms that give rise to the trajectories manifested as electrical signals from the brain.
In the decade 1960-1971 leading biophysicists and neuroscientists, Fessard [1961] , Griffith [1971] , and Rosen [1969] have published relevant concepts in order to indicate the transition from single neuron dynamics to dynamics of neural populations. The realization of these transitions opened the new era in behavioral neuroscience, which is based on oscillatory dynamics of neural populations. Further, the principle of equipotentiality by Lashley and the principle of cooperativity by Hebb gave most important hits in the search of memory and integrative brain functions. The important outcome of oscillatory brain dynamics at the functional level is explained in the companion report [Başar et al., 2004] and in the following sections we will describe the views of these three scientists.
The theoretical implications of Cybernetics by Norbert Wiener [1946] , and of Synergetics by Hermann Haken [1977] have enormously contributed to neuroscience through multidisciplinary windows. The enormous importance of Norbert Wiener's endeavor to attack problems in multidisciplinary brain research was one of the basic factors to establish a biological systems analysis program (see Sec. 4), now being applied by several neuroscientists.
Statistical mechanics in biology
and physics. View of Griffith [1971] In the beginning of 20th century Newtonian Dynamics was extended to the theory of relativity and quantum mechanics. In this new era the orbits of electrons in an atom could be perfectly described only in a cloudy way. The configuration of atoms and molecules and also the structure of several planets could be determined by using atomic spectra. These data helped to explain the global dynamics at the atomic and also galactic levels. Griffith [1971] discussed concepts of statistical neuron-dynamics and tried to formulate the similarity between statistical mechanics and aerodynamics as follows:
"The situation is superficially very similar to that which obtains in statistical mechanics, as it applies to the relation between macroscopic thermodynamic quantities and the underlying microscopic description in terms of the complete specification of the states of all the individual atoms or molecules, . . . These are, firstly, that we could not, even if we knew all the necessary parameters, actually solve in detail the 10 10 or more coupled neuronal "equations of motion" necessary to follow the state of the system in detail as a function of time. Secondly, that there exists a simpler "macroscopic" level of description which is really our main ultimate object of interest so that we do not wish, even if we could, to follow the "microscopic" state in detail but merely wish to use it to understand the time development of the macroscopic state. One most important aspect of this is that we only wish to specify, at the macroscopic level, the initial conditions of any calculation we may make. This leads immediately to the problem of whether the fundamental assumptions of equal a priori probabilities and random a priori phases hold for nerve cell aggregates, and, if not, whether we can find anything to replace them."
Griffith's remarks are nowadays more important than the situation 30 years ago since new trends or new avenues in brain research clearly indicate the need to introduce new frameworks to analyze the integrative brain function by introducing cell aggregates instead of single cells.
Global neurodynamics. The view of Rosen [1969]
A statement similar to that of Griffith was achieved by Rosen [1969] by asking the following question:
What is the role of statistical mechanics in gas dynamics?. The gas laws that describe the gas dynamics are based on the ensemble of molecules in an isolated system. One does not describe gas dynamics with the dynamics of single molecules in the isolated system. However, after the laws are experimentally determined, one tries to correlate the macro-system laws with dynamics in the microlevel, i.e. with gas molecules. In other words, the laws of gas dynamics were determined before these laws were exactly correlated with molecular properties. This is a complementary explanation to Griffith's problem described above. Başar [1980 Başar [ , 1998 commented on the questions of Rosen and Griffith as follows: In the analysis of brain waves we are certainly interested to discover the particular properties of individual neurons and their relation to the gross activity. To further examine the problem of the correlation between single unit activity (micro-activity) and gross activity (macro-activity) Rosen [1969] explained the concepts of statistical mechanics and physics and their relation to Neurobiology in the following: ". . . What is the micro-description? We know that here the fundamental state variables are the displacements and momenta of the individual particles which make up our system. According to Newtonian dynamics, the kinetic properties of the system are given by the equations of motion of the system, which express the momenta as functions of the state variables.
The basic postulates of Newtonian dynamics is the following point: Knowing the state variables at one instant and the equations of motion, we are supposed to be able to answer any meaningful question that can be asked about the system at any level. Statistical mechanics however identifies a macro-state with a class of underlying micro-states, and then expresses the global state variables as averages of appropriately chosen micro-observables over the corresponding class of micro-states.
The unique role of statistical mechanics in physics has tempted a number of authors, working in a variety of biological areas, to try to mimic the statistical mechanical formalism in an attempt to acquire some insight into particular hierarchical structures in biology, including the central nervous system. These attempts have not been very successful, and it is of importance to inquire why this is so."
Rosen [1969] assumes that the fault does not lie in the formalism itself, which does not depend on the underlying dynamics, and should in principle work regardless of whether the dynamical equations are those of Lotka-Volterra populations, biochemical control systems, or model neurons. According to Rosen the difficulty becomes clear when we consider the historical order of ideas in the development of statistical mechanics in physics.
The development was as follows: (1) First came the gas laws; i.e. the phenomenological specification of macro-system behavior, and the determination of the state variables appropriate to this specification; (2) secondly came the specification of the microsystem dynamics and last came the statistical mechanical formalism connecting the two. This order is crucial, but Rosen assumes in asserting that if the gas laws had not been known first, they would never have been discovered through statistical mechanism alone. This is because the formalism will indeed enable you to form any averages you require, but it will not tell you what these averages mean, and which of these are useful and important in specifying and describing macro-system behavior.
"In all attempts to apply the statistical mechanical formalism to biology, however, this historical order has been permuted. First has come the microsystem description, and last comes the attempt to apply the formalism to the micro-system description to generate information about the macro-system." Rosen's comment on the permutation of the steps in the study of the micro-and macro-levels of the biological systems occurred especially in the description of brain dynamics. Because the concepts of brain modeling are usually based on the properties of neurons, i.e. of the micro-system, one usually tends to describe the macro-system by using equations of the individual neurons without asking the question "what are the equations or global dynamics of the macro-system? " In the schematic illustration of Fig. 1 one can clearly see that the measurements of macrodynamics of the brain has been now at the center of all studies related to cognitive functions. This means, the permuted historical order is partly restored.
Most general transfer
functions in the brain. View of Fessard [1961] Fessard [1961] emphasized that the brain must not be considered simply as a juxtaposition of private lines, leading to a mosaic of independent cortical territories, one for each sense modality, with internal subdivisions corresponding to topical differentiations. What are principles dominating the operations of heterosensory communications in the brain? This knowledge needs an extensive use of multiple microelectrode recordings, together with a systematic treatment of data by computers [Gray & Singer, 1989; Elkhorn et al., 1988] . Fessard [1961] indicated the necessity of discovering principles that govern the most general or transfer functions of multiunit homogeneous messages through neuronal networks. The transfer function describes the ability of a network to increase or impede transmission of signals in given frequency channels. The transfer function, represented mathematically by frequency characteristics or wavelets, [Başar, 1980; Başar-Eroglu et al., 1992] constitute the main framework for signal processing and communication. The existence of general transfer functions would then be interpreted as the existence of networks distributed in the brain having similar frequency characteristics facilitating or optimizing the signal transmission in resonant frequency channels [Başar, 1998 ]. In an electric system an optimal transmission of signals is reached when subsystems are tuned to the same frequency range. Does the brain have such subsystems tuned in similar frequency ranges, or do there exist common frequency modes in the brain?
The empirical results reviewed here imply a positive answer and provide a satisfactory framework to Fessard's question. Frequency selectivities in all brain tissues containing selectively distributed oscillatory networks (delta, theta, alpha, beta, gamma) constitute and govern mathematically the general transfer functions of the brain. To fulfill Fessard's prediction all brain tissues, both mammalian and invertebrates would have to react to sensitive and cognitive inputs with oscillatory activity or with similar transfer functions. The degree of synchrony, amplitudes, locations and durations or phase lags is continuously varying, but similar oscillations are most often present in the activated brain tissues [Başar, 1999] .
As to the process of coding explained in the previous section the general transfer functions of the brain manifested in oscillations strongly indicates that frequency coding is one of the major candidates in brain functioning.
Lashley's concept of equipotentiality
To study learning and memory in mammals, Karl Lashley [1929] , taught rats to successfully negotiate complex mazes. He then began incrementally removing thin slices of the rat's cerebral cortex in an effort to pinpoint the memory locus for this task. But no matter which sections of the brain Lashley removed, the rats were still able to run the maze. The rat performances diminished as progressively more brain was excised, but Lashley found no single region whose ablation completely erased the memory. In a landmark research paper Lashley proposed the theory of equipotentiality, which stated that memories are in fact scattered across the entire brain rather than being concentrated in specific regions.
Hebb's rules of cooperativity
Hebb's rule [1949] implies that information processing requires functional cooperation's of distributed neurons. More exactly, this rule postulates that groups of synapses converging on a single neuron and having the tendency to fire together will become strengthened as a group. This is known as "the principle of cooperativity".
Is there some kind of modification in neurons, or in connections between neurons, that takes place as a result of something being learned? For example, when we learn to associate two stimuli (e.g. an unconditioned stimulus and conditioned stimulus, as in classical conditioning), what exactly happens in the brain to support this process?
Early attempts to answer this question can be traced back to Donald Hebb, who in 1949 proposed that the coactivation of connected cells would result in a modification of weights so that when the presynaptic cell fires, the probability of the postsynaptic cell firing is increased. In Hebb's words: "When an axon of a cell A is near enough to excite cell B or repeatedly or persistently takes part in firing it, some growth or metabolic change takes place in both cells such that A's efficiency, as one of the cells firing B, is increased". This learning principle did not specify exactly what was meant by "growths" or "metabolic changes", but it served as a useful starting point, and it has become the widely cited heuristic for neurobiological investigations of learning and memory.
2.6. Perceiving is the classification of objects by activation of the associative nets [Hayek, 1952] Understanding of associative networks plays an important role in complex dynamics. Such networks are also considered as essential building blocks in modern memory research. Hayek's [1952] work is described in the most comprehensive and useful manner by Fuster [1995] who finds his work more important than the Hebb's one for the description of the memory function. Perceiving is the classification of objects by activation of the associative nets that represent them in memory. According to Fuster [1997] our thinking on the cortical organization of primate memory is undergoing a Copernican change, from a neurophysiology that localizes different memories in different areas as to one that views memory as a distributed property of cortical systems as stated. According to Fuster's empirically founded hypothesis, the same cortical systems that serve us to perceive the world serve us to remember it. Fuster [1997] states that memory reflects a distributed property of cortical systems. An important part of higher nervous function, as perception, recognition, language, planning, problem solving and decision-making, are interwoven with memory. Memory is a property of the neurobiological systems it serves and inseparable from their other functions.
Perceiving is the classification of objects by activation of the associative nets that represent them in memory. It is reasonable to assume, as Hayek [1952] did, that memory and perception share, to a large extent, the same cortical networks, neurons and connections. To understand the formation and topography of memory, it is useful to think of the primary and sensory motor areas of the cortex that we may call phyletic memory or memory of the species. The structure of primary sensory and motor cortices may be considered a fund of memory that the species has acquired in evolution. We can call it memory because, like personal memory, it is information that has been acquired and stored, and can be retrieved (recalled) by sensory stimuli or the need to act.
Preliminary Steps to Introduce
Macrodynamics of Brain's Electrical Activity: View of Freeman, Katschalsky and Haken
Mechanisms of self-organization
The mechanisms of self-organization through the genesis of oscillations through various kinds of interaction in physical, chemical, biological, psychological and social systems has been most deeply explored by Aharaon Katzir- Katchalsky [1974] and Nicolis and Prigogine [1977] in studies of dissipative structures and chaotic state transitions. According to the theory of Prigogine no system is structurally stable, fluctuations lead to instabilities and two new types of function and structure. The evolution of a dissipative structure is a self-determining sequence according to the scheme to instabilities and two new types of function and structure. The evolutio dissipative structure is a self determining sequence according to the scheme
Function Structure Fluctuations
This approach combines both deterministic and probabilistic elements in t evolution of the macroscopic system.
Freeman's viewpoint [1999] is that complex biochemical feed back pathways cells support the emergence of oscillations at cycle durations of minutes, hou days, and they underline the recurrence patterns of normal cyclical behavior, as
This approach combines both deterministic and probabilistic elements in the time evolution of the macroscopic system. Freeman's viewpoint [1999] is that complex biochemical feedback pathways within cells support the emergence of oscillations at cycle durations of minutes, hours and days, and they underline the recurrence patterns of normal cyclical behavior, as well as epilepsies, mood disorders and other pathologies. Further, large number of neurons form macroscopic populations under the influence of external and internal stimuli and endogenous neurohormons. Freeman's opinion is that these populations are more close to the nerve cell assemblies conceived by Hebb [1949] . In these assemblies, relationships of neurons to the mass are explained by Haken's synergetic theory [1977] whereby the microscopic neurons contribute to the macroscopic order and then are enslaved by that order, similarly to particles in lasers and soap bubbles.
What Freeman [1975] achieved was an important step in understanding of the dynamics of population of neurons (macro-system) and also finding correlations between the activity of single neurons and population responses by starting with the induced gamma activity in the olfactory bulb of the rabbit. In a similar manner our group tried to determine, firstly, the dynamics of brain responses in an abstract way, then tried to show, based on the existing neurophysiological data, what particular neural responses could give rise to the general transfer functions as discussed by Rosen and Fessard (see [Başar, 1980 [Başar, , 1999 ). Oscillatory responses and resonance phenomena in the alpha, beta, theta, delta and gamma frequency ranges govern the brain dynamics as analyzed in the macro-brain activity.
Resonance is the response that may be expected of underdamped systems when a periodic signal of a characteristic frequency is applied to the system. The response is characterized by means of a "surprisingly" large output amplitude for relatively small input amplitude (i.e. the gain is large).
We are looking for codes, related to general dynamical rules, and we are looking for links between macro-and micro-dynamics and between brain oscillations and brain functions. This research and experimental foundations are described in the companion paper [Başar et al., 2004] . Especially, the alliance of perception and memory with the concept of Hayek [1952] is described with electrophysiological measurements and systems-theory tools. The building of a general framework of macroscopic brain dynamics leads also to useful categorization of integrative brain functions. In order to find codes and general dynamics rules in this sense of Rosen [1969] and Fessard [1961] , a biological systems analysis program was applied. This will be explained in the next section. [Başar, 1976 [Başar, , 1980 [Başar, , 1998 ]. In the meantime, a large number of research groups partially or almost completely applied some of the steps or the global concept of this program. Besides the classical analysis tools of general systems theory, some supplementary experimental methods and methods of thought according to the special nature of the living systems are parts of this program. The program has three main classes of methods: (1) Abstract methods of general systems theory, (2) specific methods for living systems, (3) methods of thoughts and research principles. Figure 2 illustrates a more advanced version of the Biological Systems Analysis and Brain Dynamics Research Programs with the methods of thoughts or research principles being separately displayed.
Some Principles of
The rationale to develop a research program was based to elucidate the black box (the brain). The definition of the so-called black box indicates that there are three basic quantities involved in biological investigations: input (stimulus), the system and the output (response). If the stimulus and response are known or are measured variables, it should be possible to estimate the properties of the system (e.g. whole brain). The determination of the abstract frequency characteristics or the transfer function of the system under study usually causes experimental and sometimes also conceptual difficulties. This is partly due to the fact that parameters measured change rapidly. On the other hand, [Başar, 1998] ).
without determining the exact nature of these components. At this stage the researchers have to elucidate the black box. Since the determination of systems mathematical characteristics alone does not allow statements about the biophysical nature of the phenomenon, the difficult problem was to establish the biological systems analysis theory. The application of this program has been in the same line of thinking with Fessard, Griffith and Rosen to develop transfer functions and Hebb to look for long distance coherences in brain's macroscopic electrical activity.
For the concept of gray box it was noted that the investigators in the field of brain studies, usually deal with gray boxes (partially elucidated black boxes) and not with completely black boxes: we call an apparatus or a system a gray box that performs a defined operation and from which we have some information concerning the structure or processes making possible (realizing) the defined operation. In a gray box we have partial information concerning the structure and processes that realize the inputoutput relation. [Başar, 1998 ].
In the context of the general conceptual framework of the Brain Dynamics Research Program, some research principles or strategies that can provide for deepening our knowledge about brain functioning have been developed. In fact, neuroscientists have divided research into different classes, in which every neuroscientist has his own surroundings, his own definitions and his own classifications of the signal studied. However, this approach has helped to understand better the global brain dynamics and the global brain function as reflected by the EEG and oscillatory brain responses.
Steps of the program
The abstract methods of brain state analysis in Fig. 1 . are as follows: (a) power spectral density (b) cross correlation (c) cross spectrum and (d) coherence.
Besides these methods, the combined EEG-EP analysis, and wavelet analysis methods are some of the incorporated methods to analyze evoked brain activity. Başar and co-workers, firstly applied abstract methods to brain waves by using the conventional methods. But later this group performed studies on Event Related Oscillations with all of the abstract methods extending to long distance coherence, as well as new methods such as wavelet entropy Quiroga et al., 2001] . In the third part of the abstract methods, such new emerging methods to analyze event related oscillations are listed. The study of nonlinearities and chaos approach aim at understanding further the properties of the system.
Specific methods for analysis of the brain function included the application of pharmacological agents and the blocking of the system. But, most importantly the application of different paradigms enabled some very interesting results, forming the framework of studies for complex gestalts like grandmother cell and attention and similar methods (see companion report [Başar, 2004] ).
The consideration of the brain as a system means that the brain may be defined as a collection of components or subsystems arranged and interconnected in a definite way. One possible approach to understand the brain system as an entity is to isolate the subsystems and study their specific properties. As a next step, one should understand how the subsystems are interconnected and which specific relations determine their integrative functioning. By revealing subsystems and their interrelations one can try to model and reconstruct the whole entity. Both abstract methods and their analogues analyzing the living system aim at isolating distinct system components. This approach is informative and defines a research strategy that is generally named going into the system.
The conceptual framework provides us, however, another, much more important research strategy that cannot be simply realized by any of the analysis methods available, nor by their combined application. This strategy is called going out of the system and is defined as a method of thought. It is well known, for example, that the content of a word is an abstract representation extracting the most essential attributive features from an enormous entity of single concrete objects. In a similar manner, by using the method of thought one can approach the essential principles in brain functioning by removing specific concrete representations and by extracting from them at the same time common building units. This can be achieved by going out of the system. Thus, the principle going out of the system is not only important when comparing two systems or two brains completely different, such as the human brain, octopus brain or the brain of invertebrates, which includes in fact the comparative physiology and anatomy. This was the essential step undertaken by Darwin when establishing the comparative biology.
The expression going out of the system involves another important comparative level: Comparison of frequency response of the cortex, hippocampus, and other structures in the same brain also gives important information regarding parallel processing, thus contributing to revealing fundamental building blocks. Within this research strategy one should also consider interpretation of results obtained at different levels of investigation such as cellular, structural, system.
One of the most accepted consequences that were derived following application of this program by several research groups was as follows:
"The functional significance of oscillatory neural activity begins to emerge from the analysis of responses to well-defined events (event-related oscillations, phase-or time-locked to a sensory or cognitive event). Among other approaches, it is possible to investigate such oscillations by frequency domain analysis of event-related potential (ERP), basing on the following hypothesis.
The EEG consists of the activity of an ensemble of generators producing rhythmic activity in several frequency ranges. These oscillators are active usually in a random way. However, by application of sensory stimulation these generators are coupled and act together in a coherent way. This synchronization and enhancement of EEG activity gives rise to "evoked" or "induced rhythms". Evoked potentials representing ensembles of neural population responses were considered as a result of transition from a disordered to an ordered state. The compound ERP manifests a superposition of evoked oscillations in the EEG frequencies ranging from delta to gamma ("natural frequencies of the brain" such as alpha: 8-13 Hz, theta: 3.5-7 Hz, delta: 0.5-3.5 Hz and gamma: 30-70 Hz)." [Yordanova & Kolev, 1998 ].
The statement above clearly indicates that brain's macrodynamics is governed by oscillatory EEG dynamics providing an important key to understand brain function.
The concerted application of all three steps of the Brain Dynamics Research Program have led to the new framework, namely the Neurons-Brain Theory which will be explained in the next sections.
The developments and the achievements of Neurons-Brain Theory and the grandmother gestalt experiments are mainly based upon the implications of this program. This framework extends the Neuron doctrine to mainly consider the brain as a whole. In the companion report a summary of the most relevant results by application of the program have been described [Başar et al., 2004] .
During the studies related to the Brain Function, the Brain Dynamics Research Program's methods provided the conventional tools as well as continuously developed principles and new applications. The program also provided the wide spectrum approach of Başar and coworkers, not limiting the research field into (e.g. 40 Hz) a single frequency window, thus enabling the super-synergy concept. While new methods become available they are thus applicable within this framework e.g. the wavelet entropy studies [Quiroga et al., 1999 [Quiroga et al., , 2001 Rosso et al., 2001] .
In the last decades several new approaches with the scope of dynamical systems theory and statistical mechanics have been used to understand ERPs. One of them is the trend started by Graben et al. [2000, 2001] , who used symbolic dynamics techniques such as word statistics and measures of complexity to nonstationary and noisy multivariate time series of electroencephalograms in order to estimate event-related brain potentials. Their significance against surrogate data as well as between different experimental conditions was tested.
By using the very popular chaos approach the most important measure of order and disorder, i.e. entropy is usually neglected. Therefore, the approach by Graben et al. [2000] will probably be most useful to analyze the macroscopic brain dynamics, since most of the approaches do not bridge concepts of entropy, and information theory to the oscillatory dynamics (see also Quiroga et al., 2000 Quiroga et al., , 2001 Schütt et al., 2002] ).
Some Approaches to Brain
Functioning at the Macroscopic Level 5.1. Sherrington's Neuron Doctrine revisited at the end of the century Studies of Ramon Cajal at the turn of the century related to neuron morphology and the physiological approach of Sherrington [1948] opened the way to the single-neuron doctrine by introducing the notion of "one ultimate pontifical nerve-cell" which integrates CNS function. In this concept the integration was related to motor activity; the functional mapping was a type of movement mapping. Memory and cognitive functions were not interwoven in the physiological descriptions. In the beginning, the firing of a single neuron in a sensory cortex first became observable with a microelectrode. Jerry Lettvin [1959] and Horace Barlow [1953 Barlow [ , 1972 , however transformed and replaced the interpretation by specifying a feature of an object, such as a line, color or tone which was represented by the firing of the neuron.
The discovery of the EEG was followed by an explosion of publications related to brain function. The hope was renewed that a physical correlate of mental performances of the brain could now be tapped, a psychic energy in Berger's words [1929] . However, from 1960s the trend induced by Berger and experimentally supported by Adrian [1941] , remained in the shadow of neurophysiology research by using single neurons approach and the methodology initiated by Lord Adrian.
At the end of the Brain Decade the Neuroscience is ripe to change [Freeman, 1999] . Mountcastle [1992] states: Suddenly a paradigm change is upon us considering slow oscillations as active agents for signal transmission: . . . stimulus induced slow wave oscillations are related to/are signs of/generate such complex brain functions as perception, execution of movement patterns, or storage in memory -in short what is called Cognitive Neuroscience.
With the neuron doctrine alone, as originally proposed by Sherrington [1948] , it is not possible to interpret the functional contributions of alpha, theta and delta and gamma responses. The generators giving rise to these frequency responses are extremely sensitive to the modality of sensory and cognitive inputs. Tracking of properties of functionally related distant single neurons is not yet possible because of technical limitation. Goldman-Rakic [1988, 1997] , in search of a topography of cognition, concludes: "If subdivisions of limbic, motor, sensory, and associative cortex exist in developmentally linked and functionally unified networks, as the anatomical, physiological, and behavioral evidence suggests, it may be more useful to study the cortex in terms of information processing functions and systems rather than traditional but artificially segregated sensory, motor, or limbic components and individual neurons within only one of these components". These new developments are in the sense of the proposals of Griffith, Rosen, and the concept of unification of Networks by Hayek and supported the Renaissance of EEG in functional neuroscience.
Renaissance of EEG in search of integrative brain functions
A special issue of International Journal of Psychophysiology [Başar et al., 1997] and a new book dedicated to Hans Berger [Başar, 1999] describe a quiet revolution in Neuroscience: In the last decade an increasing number of brain scientists are employing the approach of oscillatory components of event-related potentials, electroencephalography and magnetoencephalography. When we also think of the important remark made by Mountcastle [1992, 1998 ] about a possible turn-around in the analysis of the brain field potentials and their importance, we can imagine that this field will grow in an astonishingly fast and fruitful way. In 2000s we may witness a new area in brain research where probably the EEG-oscillations together with complementary brain imaging techniques will be a focal point. An important step in the quiet revolution is that neuroscience experimenters have started to consider the brain as an integrative system, and not just to analyze the results from a special structure or application of a special paradigm only. This revolution was possibly started through the utilization of powerful computers and algorithms in the analysis of the EEG events with new systems-theory tools. A new and very important step can now be expected by the parallel use of the whole-cortex magnetoencephalography and functional magnetic resonance imaging. The experimenter, who chooses these algorithms to explore the higher nervous activity, should essentially accept the EEG components as the most important functional building blocks of the brain both at the cellular and neural assemblies level. Probably, we have more than a paradigm change in neuroscience as mentioned by Mountcastle [1992] . Neuroscientists finally attacked one of the core problems in the brain: The understanding of brain functioning by means of its natural frequencies, namely, the EEG oscillations.
The sudden paradigm change indicated by Mountcastle [1992] is also interwoven with the discoveries studying activity of neural populations with new brain imaging techniques. These new types of techniques opened the way towards new thoughts to renew or extend the single neuron doctrine: Freeman [1975] has named the theory of using dynamics of neural masses as the new Sherrington doctrine, in which neural populations played the significant functional role. John [1988] described a "hyperneuron" consisting, again, of neural populations as a functional important entity in the brain. Barlow [1972] and Mountcastle [1992] proposed modern views of this doctrine. Szenthágothai's [1983] well known illustration of a 300 µm diameter cortical module is one of the important examples of neural modules and local nerve circuits, an ensemble that plays a significant functional role. Mountcastle [1976] defined the basic function unit as a minicolumn approx. 30 µm in diameter containing 100-300 neurons. Larger processing units called macrocolumns contain up to several hundred minicolumns. In Mountcastle's words "prominent among them is the concept that the brain is a complex of widely and reciprocally interconnected systems and that the dynamic interplay of neural activity within and between these systems is the very essence of brain function". The large entities of the brain are themselves composed of replicated modules. The linked sets of modules of the various brain entities are defined as a distributed system.
Another important trend is to describe the integrative brain activity and memory where functionally and selectively distributed neural networks are started especially with publications of GoldmanRakic [1997 ], Fuster [1995 , Mesulam. Being in line with the scope of these authors Başar et al. [2004, companion report] surveyed results on functional oscillatory activity of more than 100 laboratories in the last 20 years, both at the cellular, field potentials and EEG/MEG level. Depending on regimes or states of the brain, the limbic system, brainstem, thalamus, and cortex are all involved with 2 Hz, 4 Hz, 10 Hz, and 40 Hz firing or with all of them. The new trends imply the following immediate thoughts:
(1) Not only single neurons, but neurons assemblies; (2) not only spikes of single neurons, but oscillatory activity of neurons and neural assemblies; (3) not only movements but cognitive processes and memory processes are interwoven in the integrative brain function.
These empirical results, that emerged in the last 20-30 years have not been included in Sherrington's [1948] description of integrative brain activity, and neuroscience needs a new framework or theories and possibly new rules of the integrative brain function.
6. Neurons-Brain Theory: An Approach Including "Whole Brain"-Organization 6.1. The topography of cognition and elements of the neurons-brain theory
In Mesulam's model of cognition the formation of specific templates belonging to objects and memories occurs as selectively distributed processing with considerable specialization. This functional selectivity exists in anatomically differentiated localizations. Fuster [1995 Fuster [ , 1997 stated that memory reflects a distributed property of cortical systems. Comparing this view, it can be hypothesized that a selectively distributed oscillatory system may provide a general communication framework to morphology and can be extremely useful for functional mapping of the brain as recently stated in references . Makeig [2002] confirmed the distributed nature of theta and alpha oscillations during sensory-cognitive processing. Klimesch [1999] introduced relevant data on the theta and alpha oscillations related to episodic and semantic memory. Neurons-brain theory was based on concepts mentioned above and empirical findings reviewed by [Gruzelier, 1996; Başar et al., 1999 Başar et al., , 2001 Başar et al., , 2003 Bressler & Kelso, 2001] . It aims to partly replace and extend Sherrington's Neuron Doctrine for exploring integrative brain functions manifested with the activity of neural populations. Accordingly, new rules were developed in order to describe brain functions by means of neural populations instead of single neurons:
(1) The neuron is the basic signaling element of the brain. Oscillatory activities of the brain, (gamma, alpha, beta, theta and delta) reflect natural frequencies and/or real responses of the brain .
(2) In this new frame neural assemblies replace the neuron in the description of integrative brain functions. This view diverges from Sherrington's neuron doctrine. (3) The EEG is a quasi-deterministic or a chaotic signal and not always noise. The EEGOscillatory activities govern the most general transfer functions in the brain. (4) Oscillatory neural populations that are selectively distributed are activated upon sensory stimulation or event related tasks by manifestation of
• enhancements, (or resonances)
• delay of oscillations • blocking or desynchronization of oscillations [Pfurtscheller, 1997] • prolongation of oscillations • increase or decrease of coherences • increase or decrease of entropy (5) According to published data, parallel processing is also selectively functioning. The oscillatory systems show varied degrees of coherences [Başar, 1980; Kocsis et al., 2001; Schürmann et al., 2000] . (6 Sokolov [2001] has proposed an alternative view to the scope of Başar presented in the previous section. "E. Başar on the basis of systematic study of brain oscillations using EEG and event-related potentials suggests "frequency encoding". Particular frequencies occurring at particular time intervals constitute "betters" of the code. Combinations of different frequencies build up "words". The distribution of such a "frequency code" in different brain areas is regarded as a basis of cognitive processes. Such an approach is supported by coincidence of spectra of background EEG and following event-related potentials. Distributed frequency encoding opposes "detector theory" and "gnostic unit concept". There is a bulk of evidences concerning specific to cortical neurons in different animals. In humans such a specificity refers to verbal encoding. At the same time neurons generate "bursts of spikes" and regular pacemaker potentials. I suggest a compromise between "frequency code" and "feature detector code". The compromise is based on unification of these aspects of neuronal activity. Specific features detectors and gnostic units are tuned according vector encoding applied to presynaptic inputs and synaptic contacts. From this stand point maximal response of a feature detector is achieved when presynaptic excitation vector and synaptic excitation weight vector of a detector coincide in orientation, so that scalar (inner) product of these vectors reaches maximum. Frequency code makes it possible to extended specificity in time domain producing "frequency and phase selective tuning" of feature detectors. The EEG is resulted from neuronal oscillations dominated under particular conditions. It means that frequencies are tools for more precise neuronal tuning.
An important role in such a tuning play endogenous pacemaker oscillations result in frequency and phase tuning of the feature detector. Thus feature detector becomes state-dependent tuned. The suggested compromise is a working hypothesis that has to be tested by intracellular recording to evaluate the relationship between stimulus specificity of neurons and frequency aspects of presynaptic spikes and postsynaptic pacemaker oscillations. Parallel recorded focal potentials will show intracellular contribution to extracellular phenomena evident as EEG oscillations.
The concept of superbinding in the whole brain
The new proposition is formed by numerous measured observations and can possibly give rise to further approaches aiming to establish a brain theory incorporating neural populations and feature detectors both, as mentioned by Sokolov [2001] . The combined model of future detectors and oscillatory neural populations could be developed after the new measurements mentioned by Sokolov [2001] are accomplished. Moreover, in order to establish experimental strategies to understand cognitive processes and integrative brain function, the consideration of the neurons-brain theory and the notion of "superbinding" introduced by Başar et al. [2001] instead of notion of cardinal pontine cell may play a major role (see also [Başar et al., 2004] ). The distributed nature of activations in cognitive tasks, that are described in this report, possibly explain why Karl Lashley could have thought that the brain operates as a whole. The cooperation in distributed structures of the brain is also partially acting since the coherences are selectively distributed. Analysis of oscillations in several neural populations of the brain in parallel and in various frequency windows brings therefore a new refinement to the descriptions of the expressions the whole brain and cooperativity: The whole brain is activated in all perceptual and memory related mechanisms. The intensity of electrical oscillatory responses is selective in neural populations. The links or cooperativity, measured by means of coherences and phase differences, show also varied degrees of intensities. Accordingly, we possibly may talk about new interpretations of Lashley and Hebb statements by using all these new tools to analyze the electrical activity of the brain during sensory-cognitive processes.
6.4. Does the super-synergy and superbinding concept build a bridge to interpret manifestations of integrative brain functions?
The super-synergy comprehends an ensemble of at least six mechanisms that act in synergy upon sensory-cognitive input. It is proposed that the coexistence and cooperative action of these interwoven and interacting sub-mechanisms is a manifestation of integrative brain functions. In several recent reports [Başar et al., 2001a [Başar et al., , 2001b Başar et al., 2002 Başar et al., , 2004 ] the concept of super-synergy and superbinding which is supported by a large amount of data in the animal and human brain is a consequence of neuron's brain theory outlined above. The sub-mechanisms and/or related processes of super-synergy are as follows:
(1) The superposition principle that includes the alpha, beta, gamma, theta and delta bands Karakaş et al., 2000; Klimesch et al., 2000; Chen & Hermann, 2001 ]. (2) Activation of more than one selectively distributed oscillations in gamma, alpha, theta and delta bands upon exogenous or endogenous input. These activities are manifested with a multifold occurrence of parameters such as enhancement, delay, blocking (desynchronization), and prolongation [Başar, 1980 [Başar, , 1999 Başar et al., 1999 Başar et al., , 2001 . The ensemble of oscillations and amplitude of oscillations usually increase as the complexity of the stimulation increases or the recognition of the stimulation becomes more difficult. (3) Temporal and spatial changes of entropy in the brain [Quiroga et al., 1999; Yordanova et al., 2002; beim Graben et al., 2000 beim Graben et al., , 2001 . (4) Temporal coherence between cells in cortical columns for simple binding [Eckhorn et al., 1988; Gray & Singer, 1989 ]. (5) Varying degrees of spatial coherence that occur over long-distances as parallel processing [Başar, 1980 [Başar, , 1983 Başar et al., 1999; Miltner, 1999; Schürmann et al., 2000; Kocsis et al., 2001] . (6) Inverse relation between EEG and Event Related Potentials, EEG being a control parameter for responsiveness of the brain.
We denote tentatively "superbinding" the combination of mechanisms of superposition, activation of selectively distributed oscillatory systems and the selectively distributed long distance coherence.
Suggestions and ideas by Fessard, Griffith and Rosen, and principles by Hebb, Lashley, and Hayek, the theory of Haken provided important tracks converging in the super-synergy and superbinding concept, the method provided by Hans Berger being the most important tool. Certainly, the cooperation between neural populations cannot elucidate the phenomena at the synaptic level as described by Hebb. However the presented concept may bridge or possibly unify all views as a new proposal for scientists working at the macroscopic level of brain dynamics.
Glossary
• ALPHA activity is an expression characterizing the ensemble of diverse 10 Hz oscillations in the brain • Phase-locked and non-phase-locked activity: Non-phase-locked activities contain evoked oscillations that are not rigidly time-locked to the moment of stimulus delivery. These are, for example, induced alpha, beta, gamma, etc. oscillations that may relate to specific aspects of information processing. In the framework of the additive model of evoked potentials, non-phaselocked activity includes the background EEG. For analysis of only non-phase-locked or both phaselocked and non-locked EEG responses, specific approaches have been used. Phase-locked activity is suggested to include all types of event-related brain potentials. For quantification of the phaselocked activity, the averaging procedure is usually applied whereby the phase-locked responses are enhanced, and the non-phase-locked ones are attenuated.
• Selectively distributed oscillatory systems in the brain: By means of the application of combined analysis procedure of EEG and EPs we recently emphasized the functional importance of oscillatory responses (in the framework of brain dynamics) related to association and ("long distance") communication in the brain. We assumed that alpha networks, theta networks and gamma networks (or systems) are selectively distributed in the brain. We also have tentatively assigned functional properties, namely sensory-cognitive functions, to alpha, theta, delta and gamma resonant responses. According to this theory a sensory stimulation evokes 10 Hz enhancements in several structures of the brain, both cortical (primary auditory cortex, primary visual cortex) and subcortical (hippocampus).
The synchronous occurrence of such responses in multiple brain areas hints at the existence of distributed oscillatory systems and parallel processing in the brain. Such diffusive networks would facilitate the information transfer in the brain according to the general theory of resonance phenomena. Although alpha responses are observable in multiple brain areas, they are markedly dependent on the site of recording. The dependence of the alpha response on whether or not the stimulus is adequate for the brain area under study thus hints at a special functional role of alpha responses in primary sensory processing.
• Theta response: Oscillatory component of an evoked potential in approx. 4-8 Hz frequency range.
