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Abstract
The design of the path-following controller is crucial for reliable autonomous vehicle
operation. This design problem is especially challenging for a general 2-trailer with a car-
like tractor due to the vehicle’s unstable joint-angle kinematics in backward motion. Addi-
tionally, advanced sensors placed in the rear of the tractor have been proposed to solve the
joint-angle estimation problem. Since these sensors typically have a limited field of view,
the estimation solution introduces restrictions on the joint-angle configurations that can be
estimated with high accuracy. To explicitly consider these constraints in the controller, a
model predictive path-following control approach is proposed. Two approaches with dif-
ferent computation complexity and performance are presented. In the first approach, the
joint-angle constraints are modeled as a union of convex polytopes, making it necessary to
incorporate binary decision variables. The second approach avoids binary variables at the
expense of a more conservative controller. In simulations and field experiments, the per-
formance of the proposed path-following control approach is compared with a previously
proposed control strategy.
1 Introduction
Autonomous transport solutions and advanced driver assistance systems are experiencing mas-
sive interest in order to increase efficiency and safety, and to reduce the environmental impact
related to freight transport. Today, autonomous driving in urban areas still faces many unsolved
problems and legislation changes are needed to drive autonomously on public roads. In contrast,
autonomous driving in closed areas such as mines and harbors are predicted to be more suitable
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for initial deployment of such systems. Within these sites, different tractor-trailer combina-
tions are frequently used for transportation of goods. These vehicles are composed of a car-like
tractor and several passive trailers that are interconnected though hitches that are of off-axle or
on-axle type. When the connections are of mixed hitching types, the tractor-trailer vehicle is
called a general N-trailer (GNT) and when only pure on-axle hitching is present, it is referred
to as a standard N-trailer (SNT). Due to the specific kinematic properties of tractor-trailer vehi-
cles [1, 35, 45], the feedback-control problem is in general very difficult. The feedback-control
problems that have been investigated in the literature for various tractor-trailer combinations are
mainly path following (see e.g., [2, 3, 5, 8, 25, 30, 34, 37, 40, 42, 43, 46]), and trajectory tracking
and set-point stabilization (see e.g., [10, 21, 22, 31, 36, 39]). Additionally, to aid human drivers
when reversing several advanced drivers-assistance systems concepts have been proposed (see
e.g., [7, 12, 18, 32, 33]).
Most of the control approaches presented in the literature address the problem of tracking a
geometric trajectory or path defined in the position and orientation of the last trailer’s axle. In
this work, the path-following control problem during low-speed maneuvers for a full-scale G2T
with a car-like tractor (see Figure 1) is considered for the case when the nominal path contains
full state and control information, i.e., it is designed to operate in series with a motion planner
as in [11,23,27]. In such an architecture, it is crucial that all nominal vehicle states are followed
to avoid collision with surrounding obstacles.
The feedback-control problem considered in this work is challenging due to the tractor-
trailer vehicle’s structurally unstable joint-angle kinematics in backward motion and the trac-
tor’s limited curvature and curvature rate. Thus, if the vehicle is not accurately steered, these
system properties can cause the vehicle segments to fold and enter a jackknife state. Addition-
ally, nonlinear observers together with advanced sensors such as cameras, LIDARs or RADARs
mounted in the rear of the car-like tractor have been proposed to solve the problem of estimat-
ing the trailer pose and the joint angles [4, 9, 27, 38, 44]. These solutions are promising because
the system becomes independent of any trailer sensor. However, because such sensors typically
have a limited field of view (FOV), it is important that the vehicle is controlled such that its
joint angles remain in the region where high-accuracy state estimates can be computed by the
used estimation solution.
The contribution of this work is a path-following control approach for a G2T with a car-
like tractor where the vehicle’s physical constraints and the rear-view sensor’s sensing limita-
tions are modeled and incorporated as constraints in the controller. It is done by proposing
a path-following control approach that is based on the framework of model predictive control
(MPC) [13, 14, 16, 24, 29].
A preliminary version of the framework has been presented in [26]. Although the controller
in [26] is shown to yield a significant performance enhancement compared to previous works,
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Figure 1: The test vehicle that is used as research platform. The tractor is a modified version of
a Scania R580 6x4, whereas the semitrailer nor the dolly is equipped with any sensor.
it is restricted to only use a single convex polytope to model the joint-angle constraints. On the
expense of a conservative controller, the resulting MPC formulation could in our preliminary
version be represented as a quadratic programming (QP) problem. However, due to the nonlin-
ear mapping from the rear-view sensor’s FOV to the joint-angle space, the allowed joint-angle
region may in many applications become non-convex [26]. To alleviate the controller’s conser-
vativeness and thus enhance its performance, our previously presented preliminary results are in
this work extended by a more complex modeling of the constraints on the joint angles as a union
of convex polytopes, where a single polytope as in our previous work is a special case. By incor-
porating binary decision variables together with big-M modeling strategies [47], the proposed
extension results in an MPC formulation that can be cast as a mixed-integer quadratic program-
ming (MIQP) problem. The extension significantly extends the usefulness of the method to
even more advanced sensors.
The performance and computation complexity of the proposed MPC approaches are eval-
uated in a simulation campaign. In the simulations and in field experiments on the full-scale
test vehicle shown in Fig. 1, the performance of the proposed predictive path-following control
approach in terms of suppressing disturbances and recovering from nontrivial initial states, is
compared to the proposed path-following controller in [27] where the vehicle’s physical con-
straints and the estimation solution’s sensing-limitations are neglected.
The remainder of the paper is organized as follows. In Section 2, the path-following er-
ror model is derived and in Section 3, the proposed MPC approach is presented. The control
design as well as the modeling of the vehicle’s physical and sensing limiting constraints are
presented in Section 4. Results from simulations and field experiments on a full-scale test vehi-
cle are presented in Section 5. Finally, the paper is concluded in Section 6 by summarizing the
contributions and a discussion of directions for future work.
3
2 Vehicle model
The G2T with a car-like tractor is schematically illustrated in Figure 2. The vehicle is composed
of three interconnected vehicle segments including a car-like tractor, a dolly and a semitrailer.
It is assumed that the vehicle has an off-axle hitch connection between the car-like tractor and
the dolly, and an on-axle connection between the dolly and the semitrailer. The state vector
x = [x3 y3 θ3 β3 β2]T is used to represent a configuration of the vehicle, where (x3,y3) is the
position of the center of the semitrailer’s axle, θ3 is the orientation of the semitrailer, β3 is the
joint angle between the semitrailer and the dolly, and β2 is the joint angle between the dolly
and the car-like tractor. The length L3 represents the distance between the semitrailer’s axle and
the dolly’s axle, L2 is the distance between the dolly’s axle and the off-axle hitching connection
at the car-like tractor, M1 is the signed hitching offset at the tractor (positive in Figure 2), and
L1 denotes the wheelbase of the car-like tractor. The car-like tractor is assumed to be front-
wheeled steered with perfect Ackermann steering geometry, where α denotes its steering angle.
The control inputs are the car-like tractor’s curvature u= tanαL1 and the longitudinal velocity v of
its rear axle. Since low-speed maneuvers are considered, a kinematic model is used to describe
the vehicle. The model has been presented in, e.g., [3, 27] and is derived based on various
assumptions including rolling without slipping of the wheels and that the vehicle is operating
on a flat surface. The kinematic vehicle model is given by
x˙3 = v3 cosθ3, (1a)
y˙3 = v3 sinθ3, (1b)
θ˙3 = v3
tanβ3
L3
, (1c)
β˙3 = v3
(
tanβ2−M1u
L2C1(β2,β3,u)
− tanβ3
L3
)
, (1d)
β˙2 = v3
 ucosβ2 − tanβ2L2 + M1L2 u
C1(β2,β3,u)
 , (1e)
where C1(β2,β3,u) is defined as
C1(β2,β3,u) = cosβ3 (cosβ2+M1 sinβ2u) , (2)
which describes the relationship, v3 = vC1(β2,β3,u), between the longitudinal velocity of the
semitrailer’s axle, v3, and the velocity of the car-like tractor’s rear axle, v. When C1(β2,β3,u) =
0, the system in (1) is singular [1] and therefore fundamentally difficult to control. It is therefore
further assumed that C1(β2,β3,u)> 0.
The model in (1) is compactly represented as x˙ = v3 f (x,u). Since v3 enters bilinear in (1),
time-scaling [27, 41] can be applied to eliminate the longitudinal speed dependence and it is
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Figure 2: A schematic description of the geometric lengths, states and control inputs that are of
relevance for modeling the G2T with a car-like tractor.
therefore without loss of generality further assumed that the velocity of the tractor is restricted
to v∈{−1,1}, where v= 1 denotes forward motion and v=−1 backward motion. The direction
of motion is essential for the stability of the system (1), where the joint-angle kinematics are
structurally unstable in backward motion (v < 0), where it risks to fold and enter a jack-knife
state [3]. In forward motion (v > 0), these modes are stable but in case of positive off-axle
hitching (M1 > 0), some of the system’s output channels poses non-minimum phase properties
(see, e.g., [35] for an analysis).
2.1 Constraints
The car-like tractor is assumed to have physical bounds on its curvature u and curvature rate u˙,
which are modeled as box constraints
|u| ≤ umax, |u˙| ≤ u˙max, (3)
where the positive constants umax and u˙max denote maximum curvature and curvature rate, re-
spectively. In practice, advanced sensors mounted in the rear of the car-like tractor have been
proposed as solutions to the joint-angle estimation problem [9, 27, 44]. Such sensors typically
have a limited FOV which enforce non-convex restrictions on the set of joint angles that can
be estimated with high accuracy. Additionally, constraints on the joint angles that prevent the
vehicle from entering a jack-knife state should also be considered. The above mentioned re-
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strictions on β2 and β3 are assumed to be described by a union of n ∈ Z+ convex polytopes Pi
in the form
X=
n⋃
i=1
Pi =
n⋃
i=1
{
(β3,β2) ∈ R2
∣∣∣Hi (β3 β2)T ≤ hi} , (4)
where Hi ∈ Rmi×2, hi ∈ Rmi and mi ∈ Z+ for i = 1, . . . ,n. The set X is assumed to be closed,
compact and contain the origin (β2,β3) = (0,0) in its interior. For compactness, the constraint
in (4) is represented as (β3,β2) ∈X. Note that if n≥ 2, the set in (4) is in general a non-convex
set and if n = 1, it is a set of linear inequality constraints.
Even though the constraints in (3) and (4) have been considered by the motion planner while
computing the motion plan, disturbances are always present during plan execution making it
important to also consider them in the controller.
2.2 Path-following error model
Given a nominal trajectory (xr(·),ur(·),v3r(·)) satisfying the model of the G2T with a car-like
tractor (1):
x˙r = v3r f (xr,ur), (5)
which is assumed to satisfy the constraints in (3) and (4). Except from satisfying the constraints,
the objective of the path-following controller is to control the tractor’s curvature u such that the
motion plan obtained from the motion planner is followed with a small and bounded path-
following error. Similar to [27], this is performed by first deriving a path-following error model
that describes the vehicle in terms of deviation from a nominal path. Given the vehicle’s current
state x(t), define s(t) as the distance traveled by the position of the semitrailer’s axle onto its
projection to its nominal path (x3r(·),y3r(·)) up to time t. Since dxrdt = dxrds |v3r|, the nominal
trajectory in (5) can instead be interpreted as a nominal path
dxr
ds
= v¯3r f (xr,ur), (6)
where v¯3r = sign(v3r)∈ {−1,1} represents the nominal motion direction, i.e., v¯3r = 1 represents
forward motion and v¯3r =−1 backward motion.
To exploit that a nominal path (6) is provided, the G2T with car-like tractor in (1) is first
modeled in terms of deviation from this nominal path, as illustrated in Figure 3. Denote z˜3(t)
as the signed lateral distance between the center of the semitrailer’s axle (x3(t),y3(t)) and its
projection to its nominal path in (x3r(·),y3r(·)). Define the orientation error of the semitrailer as
θ˜3(t) = θ3(t)−θ3r(s(t)), and define joint-angle errors as β˜3(t) = β3(t)−β3r(s(t)) and β˜2(t) =
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Figure 3: The G2T with a car-like tractor in the Frenet frame path coordinate system.
β2(t)− β2r(s(t)). Finally, define the controlled curvature deviation as u˜(t) = u(t)− ur(s(t)).
Using the Frenet-frame transformation together with the chain rule (see [27] for details), the
G2T with a car-like tractor (1) can be modeled in terms of deviation from the nominal path (6)
as
s˙ = v3
v¯3r cos θ˜3
1−κ3r z˜3 , (7a)
˙˜z3 = v3 sin θ˜3, (7b)
˙˜θ3 = v3
(
tan(β˜3+β3r)
L3
− κ3r cos θ˜3
1−κ3r z˜3
)
, (7c)
˙˜β3 = v3
(
tan(β˜2+β2r)−M1(u˜+ur)
L2C1(β˜2+β2r, β˜3+β3r, u˜+ur)
− tan(β˜3+β3r)
L3
− cos θ˜3
1−κ3r z˜3
[
tanβ2r−M1ur
L2C1(β2r,β3r,ur)
−κ3r
])
, (7d)
˙˜β2 = v3

 u˜+urcos(β˜2+β2r) − tan(β˜2+β2r)L2 + M1L2 (u˜+ur)
C1(β˜2+β2r,β3+β3r, u˜+ur)
− cos θ˜31−κ3r z˜3
 urcosβ2r − tanβ2rL2 + M1L2 ur
C1(β2r,β3r,ur)

 ,
(7e)
where
κ3r(s) =
dθ3r
ds
=
tanβ3r(s)
L3
, (8)
is the nominal curvature for the center of the semitrailer’s axle. The transformation to the Frenet
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frame path-coordinate system is valid as long as z˜3 and θ˜3 satisfy
κ3r(s)z˜3 < 1, |θ˜3|< pi/2. (9)
The former constraint can be approximated as |z˜3| ≤ z˜max3 , where the constant z˜max3 < 1/κmax3r ,
where κmax3r is the maximum curvature of the nominal path in (x3r(·),y3r(·)). Note that v¯3r is
included in (7a) to make s˙ > 0 as long as the constraints in (9) are satisfied, and the semitrailer’s
velocity v3 and its nominal motion direction v¯3r have the same sign. Since it is required that
C1(β2,β3,u)> 0 and the relationship v= v3C1(β2,β3,u) holds, this is equivalent to that tractor’s
velocity v is selected such that sign(v) = v¯3r.
Define the path-following error state x˜ = [z˜3 θ˜3 β˜3 β˜2]T , where its model is given by (7b)–
(7e). It is easily verified that the origin (x˜, u˜) = (0,0) to this system is an equilibrium point for
all s(t). Moreover, since the velocity of the car-like tractor v is selected such that s˙(t) > 0, it
is possible to perform time-scaling [41] and eliminate the time-dependency presented in (7b)–
(7e). Using the chain rule, it holds that dx˜ds =
dx˜
dt
1
s˙ , and the spatial version of the path-following
error model (7b)–(7e) becomes
dz˜3
ds
= v¯3r(1−κ3r z˜3) tan θ˜3, (10a)
dθ˜3
ds
= v¯3r
(
[1−κ3r z˜3] tan(β˜3+β3r)
L3 cos θ˜3
−κ3r
)
, (10b)
dβ˜3
ds
= v¯3r
(
1−κ3r z˜3
cos θ˜3
[
sin(β˜2+β2r)−M1 cos(β˜2+β2r)(u˜+ur)
L2C1(β2r + β˜2,β3r + β˜3,ur + u˜)
− tan(β˜3+β3r)
L3
]
−
[
sinβ2r−M1 cosβ2rur
L2C1(β2r,β3r,ur)
−κ3r
])
, (10c)
dβ˜2
ds
= v¯3r
(
1−κ3r z˜3
cos θ˜3
[
u˜+ur + M1L2 cos(β˜2+β2r)(u˜+ur)
C1(β2r + β˜2,β3r + β˜3,ur + u˜)
− sin(β˜2+β2r)
L2C1(β2r + β˜2,β3r + β˜3,ur + u˜)
]
−
[
ur− sinβ2rL2 +
M1
L2
cosβ2rur
C1(β2r,β3r,ur)
])
, (10d)
which can compactly be represented as dx˜ds = f˜ (s, x˜, u˜), where the origin (x˜, u˜) = (0,0) is an
equilibrium point for all s.
3 Model predictive path-following controller
The task of the MPC controller is to control the tractor’s curvature u such that the path-following
error is minimized while the vehicle’s constraints (3)–(4) are satisfied for all time instances.
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Since the vehicle’s joint angles are restricted to a union of convex polytopes (4), binary deci-
sion variables are in general needed to incorporate these constraints within the MPC controller.
Therefore, due to the combination of binary and continuous variables, the resulting MPC prob-
lem will be in the form of a mixed-integer programming (MIP) problem. To obtain an MIP
problem that has the potential of being solved at a sufficiently high rate, each subproblem when
the binary variables are fixed should be simple to solve. As a consequence, the aim is to derived
an MPC formulation that can be converted into the form of an MIQP problem, where efficient
state-of-the-art commercial MIQP solvers exist, such as Gurobi [17] and CPLEX [20].
First, the nonlinear path-following error model (10) is linearized around the origin (x˜, u˜) =
(0,0):
dx˜
ds
= A(s)x˜+B(s)u˜, (11)
where the distance-varying matrices A(s) and B(s) are presented in Appendix A. With the sam-
pling distance ∆s, Euler-forward discretization yields a discrete approximation of (11) in the
form
x˜k+1 = Fkx˜k +Gku˜k, (12)
where
Fk = I+∆sAk, Gk = ∆sBk. (13)
Since the tractor’s curvature is uk = u˜k +ur,k, the deviation in the curvature is bounded as
−umax ≤ u˜k +ur,k ≤ umax. (14)
Moreover, since s˙ > 0 the constraint on the tractor’s curvature rate |u˙| ≤ u˙max can be described
in s using the chain rule as∣∣∣∣duds
∣∣∣∣≤ u˙maxs˙ = 1−κ3r z˜3|v|C1(β2,β3,u)cos θ˜3 u˙max, (15)
since v3 = vC1(β2,β3,u). Locally around the nominal path (x˜, u˜)= (0,0), it holds that cos θ˜3≈ 1
and κ3r z˜3 ≈ 0. Thus, to avoid coupling between x˜ and u˜, the constraint in (15) is approximated
as ∣∣∣∣duds
∣∣∣∣≤ u˙max|v|C1(β2r(s),β3r(s),ur(s)) , cmax(s). (16)
By discretizing (16) using Euler forward, the rate limit on the controlled curvature deviation
can be described by the following slew-rate constraint
−cmax,k∆s ≤ u˜k− u˜k−1− u¯r,k ≤ cmax,k∆s, (17)
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where u¯r,k = ur,k− ur,k−1. Denote the linear inequality constraints in (14) and (17) as u˜k ∈ U˜k.
What remains is to describe the non-convex joint-angle constraint (4) as a function of x˜ and to
model it in an MIQP representable form. Since the joint angles are β j,k = β jr,k + β˜ j,k, j = 2,3,
each convex polytope Pi, i = 1, . . . ,n that is used to model the constraint on the joint angles (4)
can be written as
Hi
[
β˜3,k
β˜2,k
]
≤ hi−Hi
[
β3r,k
β2r,k
]
= h¯i,k, (18)
which is denoted as (β˜3,k, β˜2,k)∈ P˜i,k. Now, at each sample k along the future prediction horizon,
a binary decision variable is introduced δi,k = {0,1} to indicate if (β˜3,k, β˜2,k) ∈ P˜i,k. Using
logical implications, this can be enforced using hybrid logic on the constraint on the joint angles
with
δi,k→ (β˜3,k, β˜2,k) ∈ P˜i,k, i = 1, . . . ,n. (19)
Define δ¯k = [δ1,k δ2,k . . . δn,k]T ∈ {0,1}n as a binary vector and by adding the constraint
∑ni=1 δi,k = 1, the logical model ensures that the joint angles are in at least one of the convex
polytopes at sample k. The logical implications are easily converted to linear inequality con-
straints using big-M modeling strategies, but the details are omitted, as the employed modeling
tool YALMIP [28] will do this step automatically given the logical model.
Given the current path-following error state x˜(s(t)), the MPC problem with prediction hori-
zon N is defined as
minimize
x˜,u˜,δ
VN(x˜, u˜) =Vf (x˜N)+
N−1
∑
k=0
l(x˜k, u˜k) (20a)
subject to x˜k+1 = Fkx˜k +Gku˜k, k = 0,1, . . . ,N−1, (20b)
δi,k→ (β˜3,k, β˜2,k) ∈ P˜i,k, i = 1, . . . ,n, k = 0,1, . . . ,N−1, (20c)
n
∑
i=1
δi,k = 1, u˜k ∈ U˜k, k = 0,1, . . . ,N−1, (20d)
|z˜3,k| ≤ z˜max3 , |θ˜3,k| ≤ θ˜max3 , k = 0,1, . . . ,N−1, (20e)
x˜0 = x˜(s(t)) given, (20f)
where x˜T = [x˜T0 x˜
T
1 . . . x˜
T
N ] is the predicted path-following error state-vector sequence, u˜ =
[u˜0 u˜1 . . . u˜N−1]T is the curvature-deviation sequence and δ T = [δ¯T0 δ¯
T
1 . . . δ¯
T
N−1] is the binary-
vector sequence. In (20e), the constants z˜max3 and θ˜
max
3 < pi/2 are the semitrailer’s maximum
lateral and orientation error, respectively. The stage-cost is chosen as l(x˜k, u˜k) = x˜Tk Qx˜k+ u˜
2
k and
the terminal-cost Vf (x˜N) = x˜TNPN x˜N , where Q 0 and PN  0 are design matrices of appropriate
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dimensions. Since the cost function VN is quadratic and there are only linear equality and in-
equality constraints for a fixed binary-vector sequence, the MPC problem (20) can be converted
into an MIQP problem.
Remark 1. If the constraint on the joint angles (4) is modeled as a single polytope (n = 1),
binary variables are not needed and the MPC problem (20) simplifies to a QP problem.
At each sampling instance, the MPC problem (20) is solved to obtain the optimal open-loop
controlled curvature deviation sequence u˜∗. As in standard receding horizon control, only the
first control input u˜∗0 is used
u(t) = ur(s(t))+ u˜∗0, (21)
and the optimizing problem (20) is repeatedly solved at each sampling instance using new state
information. Note that the MPC controller only computes the feedback part of the control
signal, as the optimal feed forward ur(s(t)) already is provided by the motion planner.
4 Estimation-aware controller design
In this section, the control design of the proposed model predictive path-following controller (20)
is presented. It is tailored for the case when a rear-view LIDAR with a limited FOV is used as
part of the estimation solution [27]. However, note that similar techniques can also be used if a
rear-view camera or RADAR is used as sensor.
4.1 Design of cost function
Since a nominal path that satisfies the vehicle model (6) is provided, it is possible to calculate
the nominal paths for the position and orientation of the dolly as well as the car-like tractor
using the nominal state path xr(·) together with holonomic relationships [1]. To reduce the
risk of colliding with surrounding obstacles, it is desired that the MPC controller is tuned such
that the transient response of all path-following errors are prioritized. Denote z˜1 and z˜2 as the
signed lateral distances of the axle of the dolly and the car-like tractor onto their nominal paths,
see Figure 4. Moreover, define their corresponding orientation errors as θ˜1 = θ1− θ1r and
θ˜2 = θ2−θ2r, respectively. In general, it is not possible to derive a closed-form expression to
describe these additional path-following error states as a function of the modeled path-following
error states x˜ (see [2] for details). However, for the special case of a straight nominal path,
closed-form expressions exist and the signed lateral errors z˜2 and z˜1 can be described as
z˜2 = z˜3+L3 sin θ˜3, (22a)
z˜1 = z˜2+L2 sin(θ˜3+ β˜3)+M1 sin(θ˜3+ β˜3+ β˜2), (22b)
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Figure 4: Illustration of the additional path-following error states that are used in the design of
the MPC controller.
and their corresponding orientation errors θ˜2 and θ˜1 as
θ˜2 = θ˜3+ β˜3, (23a)
θ˜1 = θ˜3+ β˜3+ β˜2. (23b)
Using these approximate relationships also for arbitrary nominal paths the control-measure vec-
tor is defined as
z =
[
z˜1 θ˜1 z˜2 θ˜2 β˜2 z˜3 θ˜3 β˜3
]T , h(x˜). (24)
The function h(x˜) is nonlinear and its Jacobian linearization around the origin yields z= ∂h(0)∂ x˜ x˜,
Mx˜, where
M =

1 L3+L2+M1 L2+M1 M1
0 1 1 1
1 L3 0 0
0 1 1 0
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

. (25)
By selecting the weight matrix for the quadratic stage-cost as Q = MT Q¯M, where Q¯  0 is
a diagonal matrix, each diagonal element in Q¯ corresponds to penalizing a specific control
objective in z.
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After the weight matrix Q has been selected, the weight matrix PN  0 for the terminal cost
is selected as the solution to the discrete-time algebraic Riccati equation (DARE):
FT PNF−PN−FT PNGK+Q = 0, (26)
where K = (1+GT PNG)−1GT PNF is the LQ feedback gain, and the matrices F = I + ∆sA
and G = ∆sB are the discrete-time system matrices (13) for the linearized path-following error
model (12) around a straight nominal path. In this case, the matrices A and B are given by
A = v¯3r

0 1 0 0
0 0 1L3 0
0 0 − 1L3
1
L2
0 0 0 − 1L2
 , B = v¯3r

0
0
−M1
L2
L2+M1
L2
 , (27)
where v3r ∈ {−1,1} specifies the nominal motion direction. Thus, since the system’s stability
properties vary depending on the direction of motion, different terminal costs are used during
backward and forward motion tasks [27].
4.2 Modeling of the constraint on the joint angles
The constraint on the joint angles (4) is intended to be selected such that the system avoids
jackknifing, but also to restrict the joint angles to remain in the region where the used state-
estimation solution is able to compute reliable and accurate state estimates of the trailer pose
and the joint angles.
Since the tractor’s curvature is limited by (14) and (17), it is not possible to globally stabi-
lize the path-following error system (10) since for sufficiently large joint angles, jackknifing is
impossible to prevent by only driving backwards [3]. This limit is possible to calculate analyt-
ically for the single-trailer case, but approximate methods are most often utilized when more
than one trailer is present [3]. Given a straight nominal path, the vehicle parameters presented
in Table 1, the MPC controller in (20) with no joint-angle constraints and the design parameters
in Table 2. This system is simulated from different initial joint angles in backward motion with
v = −1 m/s and is checked for convergence onto the straight nominal path. Using this tech-
nique, it is possible to numerically evaluate from which joint angles the closed-loop system is
able to recover from and which will lead to jackknifing. The simulated stability region for the
system is illustrated by the blue and green dots in Figure 5.
The sensor placement used in [27] is illustrated in Figure 6 together with a definition of
relevant physical quantities that are also explained in Table 1. As long as the entire front of the
semitrailer’s body is visible from the LIDAR’s point cloud, the LIDAR-based estimation tech-
nique presented in [27] computes accurate estimates of the joint angles as well as the remaining
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Figure 5: The simulated stability region for different joint angles (blue and green dots) around a
straight nominal path and the region where the LIDAR-based estimation solution can compute
estimates of the joint angles (red and green dots). The union of the blue and green polytopes is
used to model the constraint for the joint angles (4).
states of the semitrailer. Geometrically, this is equivalent to the following two conditions. First,
the two corners, p1 and p2, of the semitrailer’s front are inside the LIDAR’s FOV. Second, the
placement of the LIDAR is inside the half-space ahead of the semitrailer’s front (green area in
Figure 6).
To model these conditions, a local coordinate system is introduced that is aligned with the
tractor’s orientation and has its origin at the tractor’s off-axle hitch connection. Using basic
trigonometry, the positions for the two corners of the semitrailer’s front p1 = (xp1,yp1) and
p2 = (xp2,yp2), can be expressed as a function of β2 and β3, and the vehicle parameters L2,
La and b. Define angle of the sensor’s horizontal scan field as φ , then the following inequality
constraints have to be satisfied for the two features1, p1 and p2, to lie within the LIDAR’s FOV:
cos
(
φ
2
)
ypi + sin
(
φ
2
)
xpi ≤ 0, (28a)
cos
(
φ
2
)
ypi− sin
(
φ
2
)
xpi ≥ 0, i = 1,2. (28b)
1Note that is it straightforward to use the proposed design strategy for other types of advanced sensors (e.g.,
camera or RADAR) and if other features on the semitrailer’s body are important to keep in the sensor’s FOV.
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Figure 6: Illustration of the placement of the rear-view LIDAR sensor, its FOV (blue dotted
lines) and relevant physical quantities.
Furthermore, the border of the half-space that is ahead of the semitrailer’s front (green dashed
line in Figure 6) can be expressed as
sin(β2+β3)y− cos(β2+β3)x = m¯, (29)
where m¯= L2 cosβ3−La. When β2+β3 6= 0, the line in (29) intersects the y-axis in the tractor’s
local coordinate system at m = m¯/sin(β2+β3). Hence, for the placement of the rear-view
LIDAR sensor to strictly lie inside the half-space ahead of the semitrailer’s front, one of the
following three conditions has to be satisfied
β2+β3 > 0 and m≤ ε, (30a)
β2+β3 < 0 and m≥−ε, (30b)
β2+β3 = 0 and La−L2 cosβ2 ≤−ε, (30c)
where ε > 0 is a constant that is used to enforce a certain robustness margin. Given the vehicle
parameters in Table 1 and the robustness margin ε = 1 m, the joint angles that satisfy the above
mentioned constraints are illustrated by the green and red dots in Figure 5. As can be seen, the
numerically computed stability region for the closed-loop system in backward motion (blue and
green dots in Figure 5) is almost completely covering the region where accurate state estimates
can be computed.
The constraint on the joint angles (4) is now modeled as an inner approximation of the
intersection of these two sets which is represented by the green dots in Figure 5. Based on
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the method used to represent this inner approximation, two alternative MPC controllers are
proposed:
• The union of two convex polytopes (The blue and green polytopes in Figure 5) is used as
inner approximation. Two binary decision variables (n = 2) are therefore introduced in
the MIQP-MPC controller (20).
• A single convex polytope (e.g. green polytope in Figure 5) is used to obtain an inner
approximation. In this case, no binary decision variables are needed in the QP-MPC
controller (20).
The computational complexity of these two MPC controllers differs substantially because the
MIQP-MPC controller requires that an MIQP problem is solved at each sampling instance,
whereas the QP-MPC controller only needs to solve a QP problem. However, since the QP-MPC
controller is restricted to use a single convex polytope to model the constraint on the joint angles,
its performance may become noticeably suboptimal unless the polytope is carefully selected.
To analyze the impact of this choice, different convex polytopes will be evaluated in the result
section. Finally, since the vehicle model used in the MPC controllers only is an approximation,
the hard constraints on the joint angles as well as the constraints on the semitrailer’s lateral and
orientation errors are replaced with soft constraints using standard techniques [13, 16, 29].
5 Results
The performance of the proposed estimation-aware MPC approach is first evaluated in a sim-
ulation study and then in field experiments using the full-scale tractor-trailer vehicle shown in
Figure 1. Due to the extensive work-load required to interface an MIQP solver on the test ve-
hicle, only the QP-MPC controller is experimentally validated in the field experiments. The
Table 1: The vehicle parameters for the full-scale G2T with a car-like tractor.
Vehicle parameter Value
The tractor’s wheelbase L1 4.62 m
Maximum curvature umax 0.18 m−1
Maximum curvature rate u˙max 0.13 m−1s−1
Length of the off-hitch M1 1.66 m
Length of the dolly L2 3.87 m
Length of the semitrailer L3 8.00 m
Length of the semitrailer’s overhang La 1.73 m
Width of the semitrailer’s front b 2.45 m
Angle of the horizontal scan field for the LIDAR φ 140×pi/180 rad
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Table 2: Design parameters for the MPC controllers.
Design parameter Value
Prediction horizon NQP 40
Prediction horizon NMIQP 30
Weight matrix Q¯ 1/35×diag([0.5,1,0.5,1,4,0.5,1,4])
Sampling distance ∆s 0.2 m
Controller frequency fs 10 Hz
implementation details for the simulations study and the field experiments are thoroughly ex-
plained in Section 5.1 and Section 5.3, respectively.
5.1 Simulation setup
The performance of the MIQP-MPC controller and the QP-MPC controller are evaluated in
a simulation study of backward and forward tracking a straight and a figure-eight nominal
path. To enable rapid prototyping, the MPC controllers have been implemented in Matlab using
YALMIP [28], where the state-of-the-art commercial MIQP solver Gurobi 8.1.1 [17] is used to
solve (20) at each sampling instance for both MPC controllers. All simulations have been per-
formed on a standard laptop computer with an Intel Core i7-4600U@2.1GHz CPU. The design
parameters for the MPC controllers are listed in Table 2 and the vehicle parameters in Table 1.
The vehicle parameters are selected to coincide with the full-scale test vehicle shown in Fig-
ure 1. As previously mentioned, since binary decision variables are not needed in the QP-MPC
formulation it can be represented as a QP problem. This enables the use of a longer prediction
horizon NQP = 40 for the QP-MPC controller compared to a prediction horizon NMIQP = 30 for
the MIQP-MPC controller. Moreover, default settings are used in Gurobi with the exceptions
that it is specified to perform warm starts and for MIQP-MPC to terminate once a solution with
a relative suboptimality gap δ = 0.02 is found.
The performance of the proposed MPC controllers are benchmarked with the LQ controller
presented in [27]. The weight matrix Q is tuned equivalently for all controllers and the LQ
feedback gains Kfwd and Krev are computed offline by solving the DARE in (26) in Matlab
with v3r =±1. It would be natural to compare the proposed approach with other path-following
approaches [3,8,34,37,40]. However, since these approaches are not designed to follow nominal
paths with full state and control-input information, a comparison is not included as the results
would become misleading.
5.2 Simulation results
The first set of simulations involve backward tracking of a straight nominal path aligned with
the x-axis (y3r = 0), where the longitudinal velocity of the tractor is selected as v =−1 m/s. In
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Figure 7: Convex envelope of the trajectories for the axle of the semitrailer (x3(·),y3(·)) during
backward tracking of a straight nominal path (black line), using MIQP-MPC (blue set) and QP-
MPC (red set). For the high-lighted initial state x˜is, the LQ controller leads to jackknifing (see
Figure 8a.).
this case, the nominal β3r = β2r = ur = 0 and therefore β˜3 = β3, β˜2 = β2 and u˜ = u. In the
simulations, the initial path-following error state x˜(0) is perturbed to compare how the different
controllers handle disturbance rejection while satisfying the constraint on the joint angles. The
initial state is x˜(0) = [0 0 β i3 β
i
2]
T , where the initial joint-angle errors β˜ i3 and β˜
i
2 are perturbed
to various degrees. In this set of simulations, the green polytope shown in Figure 5 is used as
the joint-angle constraint in the QP-MPC controller.
The results from the simulations are presented in Figure 7–8. The convex envelope of the
trajectories for the position of the semitrailer (x3(·),y3(·)) using MIQP-MPC and QP-MPC
from initial joint-angle errors β˜ i3, β˜
i
3 ∈ [−0.6,0.6] rad are presented in Figure 72. The results
show that the maximum transient in the lateral error of the semitrailer using the QP-MPC is
10.1 m in comparison to 5.7 m using the MIQP-MPC. The maximum convergence time to
the straight nominal path is also longer using the QP-MPC compared to the MIQP-MPC. The
reason why the MIQP-MPC outperforms the QP-MPC is because the MIQP-MPC exploits its
larger joint-angle region (blue and green polytope in Figure 8a) in comparison to the QP-MPC
controller’s more restrictive region (green polytope in Figure 8a). This can be observed in
Figure 8a where the trajectories for the joint angles are provided from initial state x˜is with initial
joint-angle errors (β˜ i3, β˜
i
2) = (0.6,−0.6) rad. The results show that MIQP-MPC improves the
convergence time and transient response by steering the vehicle such that the joint angles purely
enters into the blue polytope for a small portion of the maneuver. This additional feasible joint-
angle region is also used by the MIQP-MPC controller to reduce the maximum transient error
2The convex envelope for (x3(·),y3(·)) using the LQ controller is not presented in Figure 7 because the vehicle
enters a jack-knife state for some β˜ i3, β˜
i
3 ∈ [−0.6,0.6] rad, e.g., from initial state x˜is with (β i3,β i2) = (0.6,−0.6) rad.
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(a) The trajectories for the joint angles from
initial state x˜is in Figure 7. Initial (desired)
state denoted by a black (blue) star.
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Figure 8: Simulation results from path following of a straight nominal path (y3r = 0) in back-
ward motion from perturbed initial joint-angle errors β˜ i3, β˜
i
2 ∈ [−0.6, 0.6] rad, using MIQP-MPC
(blue lines), QP-MPC (red lines) and LQ (green lines). High-lighted initial state x˜is in Figure 7
is from (β˜ i3, β˜
i
2) = (0.6,−0.6) rad.
in the semitrailer’s orientation error from initial state x˜is (see Figure 8c) which is 0.57 rad in
comparison to 0.81 rad for the QP-MPC controller. Moreover, the LQ controller is not able to
stabilize the vehicle from x˜is. This is because the LQ controller saturates the tractor’s curvature
(green line in Figure 8b) and since the system is open-loop unstable jackknifing occurs almost
instantly (green line in Figure 8a).
The second set of simulations involve path following of a figure-eight nominal path in
(x3r(·),y3r(·)) in both forward (v = 1 m/s) and backward motion (v = −1 m/s). The figure-
eight nominal path has been computed following the steps presented in [27], which can be
executed in both forward and backward motion because the system is symmetric [27]. Based
on the results from the tracking of the straight nominal path, the convex polytope representing
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Figure 9: Simulation results from path following a figure-eight nominal path in (x3r(·),y3r(·))
(black line) using MIQP-MPC (blue lines), QP-MPC (red lines) and LQ (green lines) from
initial state x˜ir in backward motion and from x˜
i
f in forward motion. From x˜
i
r, the LQ controller
leads to jack-knifing (see Figure 10a). The red dotted and black dotted lines are the trajectories
from x˜ir using QP-MPC tuned as in the first set of simulations and using MIQP-MPC with
termination criterion δ = 0.2, respectively.
the joint-angle constraint in the QP-MPC controller is adjusted. The new constraint is illustrated
by the green polytope in Figure 10a–10b. That is, the convex polytope has been rotated to in-
crease the allowed joint-angle region where the joint angles have equal sign. Also in this set
of simulations, the initial state x˜(0) is perturbed to compare the performance of the controllers.
The initial state is chosen as x˜ir = [−4 m 0 0.9 rad 0.3 rad]T for the backward simulations and
x˜if = [3 m 0.4 rad −1 rad −0.7 rad]T for the forward simulations.
The simulation results are presented in Figure 9–10. For the backward simulations from
x˜ir, the LQ controller is not able to stabilize the system and jackknifing occurs already after 5
seconds (see Figure 10a). As previously mentioned, this is because the LQ controller saturates
the tractor’s curvature as it is not aware of its constraints (see Figure 10e). The QP-MPC
controller converges to the figure-eight nominal path but with overshoots in both lateral error
z˜3 and orientation error θ˜3 of the semitrailer (red solid lines in Figure 10d-10c). However, by
using the rotated polytope as constraint on the joint angles, the overshoots are decreased in
comparison to the tuning used for QP-MPC in the first set of simulations (red-dotted lines in
Figure 10). The MIQP-MPC controller is able to smoothly converge to the nominal path with
no overshoot in z˜3 nor in θ˜3 (blue lines in Figure 10d-10c). This performance enhancement
is because the MIQP-MPC controller exploits its larger feasibility region in the joint angles.
This can be seen in Figure 10a where the joint-angle trajectories (β2(·),β3(·)) are presented
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(a) The joint-angle trajectories from ini-
tial state x˜ir in Figure 9. The black line is
the nominal path in (β3r(·),β2r(·)).
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(b) The joint-angle trajectories from ini-
tial state x˜if in Figure 9. The black line is
the nominal path in (β3r(·),β2r(·)).
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(c) The orientation errors from initial state x˜ir.
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Figure 10: Simulation results from path following a figure-eight nominal path in (x3r(·),y3r(·))
using MIQP-MPC (blue lines), QP-MPC (red lines) and LQ (green lines) from initial state x˜ir
in backward motion and from x˜if in forward motion. In Figure 10a–10b, the initial states for
(β i3,β
i
2) are marked with black stars. The red dotted and black dotted lines are the trajectories
from x˜ir using QP-MPC tuned as in the first set of simulations and using MIQP-MPC with
termination criterion δ = 0.2, respectively.
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Figure 11: Computation time and relative suboptimality gap for the MIQP-MPC controller’s
first 200 iterations from x˜ir in Figure 9 using the suboptimality gaps: δ = 0.02 (blue crosses),
δ = 0.1 (green crosses) and δ = 0.2 (red crosses). In Figure 11b, the black crosses denote
the computation time of the QP-MPC controller and the black-dashed line is the controller’s
sampling time.
together with its nominal path (β3r(·),β2r(·)) (black solid line). For the forward cases, all
controllers are able to converge to the figure-eight nominal path from initial state x˜if , where the
LQ controller converges fastest with no overshoots in the lateral error nor the heading error of
the semitrailer (see Figure 9). However, in the LQ case the trajectories for the joint angles (green
line in Figure 10b) are exiting the LIDAR-based estimation solution’s sensing region which can
cause unsatisfactory behaviors in practice. This is because the used estimation solution is not
guaranteed to compute accurate estimates of the semitrailer’s pose nor the joint angles.
In the simulations, Gurobi’s average computation time for the MIQP-MPC controller is
40 ms (max: 181 ms) in comparison to 17 ms (max: 24 ms) for the QP-MPC controller. That is,
the found worst-case computation time for MIQP-MPC is larger than the controller’s specified
sampling time of 100 ms. However, global solvers use a fair amount of its computation time
only to prove that a found solution satisfies the specified relative suboptimality gap δ . Inspired
by the findings in [6], the backward tracking simulation from x˜ir in Figure 9 using MIQP-MPC
is repeated by relaxing the MIQP solver’s termination criterion. The computation times and
the actual suboptimality gaps for the first 200 MPC iterations (20 seconds) using termination
criteria for relative suboptimality gap as δ = 0.02 (blue), δ = 0.1 (green) and δ = 0.2 (red)
are presented in Figure 11. From Figure 11b it can be concluded that by selecting δ = 0.2
the worst-case computation time is reduced to 58 ms (mean: 26 ms), on the expense that the
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computed control-input sequence is suboptimal at some MPC iterations (see Figure 11a). It is
however guaranteed to never be worse than the specified suboptimality gap. Moreover, since
the MPC controller operates in a receding horizon fashion, a suboptimal control-input sequence
may only have a minor impact on the final trajectory taken by the vehicle. These arguments
have strong similarities to well established methods for approximate nonlinear MPC, such as
real-time iterations [19]. As an example, the trajectories taken by the vehicle using MIQP-MPC
with δ = 0.2 from x˜ir is shown in Figure 10 by black-dotted lines. The results show that the
resulting trajectory is almost identical to the one obtained using MIQP-MPC with termination
criterion δ = 0.02 (blue lines).
5.3 Field experiments
The QP-MPC controller has been implemented and experimentally validated on a modified
version of a Scania R580 6x4 tractor that is shown in Figure 1. The tractor is equipped with
additional computation power compared to its commercial version and a servo motor for auto-
mated control of its steering column. The tractor is also equipped with a localization system
(real-time kinematic GPS [RTK-GPS] and IMUs) and a rear-view LIDAR sensor that is aiming
at the semitrailer body (see Figure 6). Neither the semitrailer nor the dolly is equipped with any
sensor. Instead the joint angles and the pose of the semitrailer are estimated using an extended
Kalman filter (EKF) with the tractor’s pose and virtual measurements of the trailer states as
inputs. By running a random sample consensus algorithm [27], the virtual measurements are
computed by extracting features of the semitrailer body from the LIDAR’s point cloud. The
vehicle parameters are listed in Table 1 and coincide with the ones used in the simulation study.
For more details of the test platform, including the LIDAR-based estimation solution, the reader
is referred to [27].
The QP-MPC controller is implemented in C++ and qpOASES [15] is used as QP solver,
which is an open-source active-set solver with warm-starts. Based on the results from the track-
ing of the figure-eight nominal path, the rotated polytope is used to represent the constraint on
the joint angles. The controllers are operating in serial with the EKF, where the state estimate
xˆk is used to compute the path-following error x˜k at each sampling instance. The performance
of the QP-MPC controller is evaluated in a set of real-world experiments of backward tracking
a straight and a figure-eight nominal path, where it is also benchmarked with an LQ controller.
The design parameters for the controllers are presented in Table 2, which are equal to the ones
used in the simulations with the exception that the controller frequency is increased to 20 Hz to
meet system architectural constraints.
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(a) The trajectories taken by the axle of the semitrailer (x3(·),y3(·)) and the nominal path in
(x3r(·),y3r(·)) (black solid line).
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Figure 12: Experimental results from path following a straight nominal path (y3r = 0) from
the three different initial states x˜iA (red), x˜
i
B (blue) and x˜
i
C (green) using the QP-MPC controller
(solid lines) and the LQ controller (dashed lines).
5.4 Results from field experiments
The QP-MPC controller is first evaluated by tracking a straight nominal path in backward mo-
tion (v=−1 m/s). As in the simulation study, the initial state x˜(0) is perturbed (see Figure 12a)
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to evaluated how the controllers handle disturbance rejection while satisfying the constraint on
the joint angles. In Experiment A, the initial path-following error is x˜iA = [5.6 m 0 0 0]
T , in
Experiment B the initial error x˜iB = [−1.2 m −0.77 rad 0 0]T , and in Experiment C the initial
path-following error is x˜iC = [−4.1 m −0.42 rad 0 0]T .
The results from the experiments are presented in Figure 12. In Experiment A and B, the LQ
controller is not able to stabilize the tractor-trailer vehicle due to the constraints on the tractor’s
curvature and jackknifing occurs almost instantly. This can be seen in Figure 12b where the
joint-angle trajectories (β2(·),β3(·)) are plotted. In contrast to this behavior, the QP-MPC
controller is able to make the system converge to the straight nominal path while satisfying
the constraints on the joint angles. In experiment C, both controllers are able to stabilize the
vehicle around the nominal path. The reason for this can be seen in Figure 12c where the
tractor’s curvature is plotted. The results show that in Experiment C, the feedback computed by
the LQ controller (green dashed line) is not saturating the tractor’s curvature, which it does in
Experiment A and B.
The second set of experiments involve backward tracking of a figure-eight shaped nominal
path in (x3r(·),y3r(·)). Also in this set of experiments, the initial path-following error state x˜(0)
is perturbed (see Figure 13) to compare the performance of the controllers. In Experiment D,
the initial path-following error is x˜iD = [3.4 m −0.46 rad 0.46 rad 0.73 rad]T , in Experiment
E the initial error is x˜iE = [3 m 0 0.26 rad 0.27 rad]
T , and in Experiment F the initial error is
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Figure 13: Experimental results from backward tracking a figure-eight nominal path in
(x3r(·),y3r(·)) (black solid line) from three different initial states x˜iD (red), x˜iE (blue) and x˜iF
(green) using the QP-MPC controller (solid lines). The dashed-dotted lines are measured path
of the axle of the semitrailer by the external RTK-GPS.
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Figure 14: Experimental results from backward tracking a figure-eight nominal path in
(x3r(·),y3r(·)) from three different initial states x˜iD (red), x˜iE (blue) and x˜iF (green) using the
QP-MPC controller (solid lines) and the LQ controller (dashed lines). In Figure 14a, the black
line is the nominal path in (β3r(·),β2r(·)).
x˜iF = [1.2 m −0.8 rad 0.55 rad 0.44 rad]T .
The results from the experiments are presented in Figure 13–14. In all three experiments,
the LQ controller fails to stabilize the vehicle and jackknifing occurs almost instantly (see Fig-
ure 14a). In contrast to this behavior, the QP-MPC controller is able to stabilize the vehicle
around the figure-eight nominal path in all three experiments while satisfying the constraints
on the joint angles during the majority of the maneuvers. As can be seen in Figure 14a, the
joint-angle trajectories for QP-MPC are violating their soft constraints from x˜iD and x˜
i
F . Even
though there are only minor violations, the effect on the linear penalty on constraint violation
can be observed in Figure 14b where the tractor’s curvature is plotted. Between 25–50 s, there
are minor oscillations in the control input which is a result of model errors, small errors in the
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joint-angle estimates and the linear cost for violating the soft constraints on the joint angles.
To validate the performance of the used LIDAR-based estimation solution, an external RTK-
GPS is mounted on the semitrailer’s axle. As can be seen in Figure 13, even though the ma-
neuvers are advanced the observer is able to track the position of the semitrailer’s axle. One
important reason for this is that the QP-MPC controller is restricted to control the vehicle such
that its joint angles remain in the region where high-accuracy state estimates can be computed
by the used LIDAR-based estimation solution. As a final note, the average computation time for
the QP-MPC controller during the experiments was only 5 ms which is an order of magnitude
less than the controller’s sampling time of 50 ms.
6 Conclusions and future work
An estimation-aware model predictive path-following control approach for a G2T with a car-
like tractor is proposed. The approach targets low-speed maneuvers and is designed to follow
nominal paths in forward and backward motion that contain full state and control-input infor-
mation. The path-following controller is tailored to operate in series with an estimation solution
that uses an advanced sensor with a limited FOV to estimate the joint angles and the semitrailer’s
pose. To ensure that high-accuracy state estimates can be computed, the estimation solution’s
sensing region is modeled as constraints on the joint angles which are included in the MPC
formulation. Two modeling approaches are proposed with different computation complexity
and performance of the resulting MPC controller. In the first approach that is called MIQP-
MPC, the constraints on the joint angles are modeled as a union of convex polytopes, making
it necessary to incorporate binary decision variables in the MPC formulation. The second ap-
proach is called QP-MPC and avoids binary variables using a single convex polytope leading
to a more restrictive approximation of the estimation solution’s sensing region. The proposed
MPC approaches are first evaluated in simulations and the QP-MPC is also evaluated in field
experiments on a full-scale test vehicle. The computation complexity and performance of the
proposed MPC approaches in terms of suppressing disturbances and recovering from non-trivial
initial states is benchmarked, and shown to outperform, a previously proposed control strategy
where the joint-angle constraints are neglected.
As future work, we would like to investigate if it would be feasible to deploy a suboptimal
version of the MIQP-MPC controller on the full-scale test vehicle. This could be done either by
relaxing the MIQP solver’s termination criterion or by employing methods for approximate non-
linear MPC [19]. We would also like to investigate if there exist other systems with advanced
sensors with similar sensing limitations that need to be rigorously respected in the controller.
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Appendix A
The linearization of the path-following error model in (10) around the origin (x˜, u˜) = (0,0) is
dx˜
ds
= A(s)x˜+B(s)u˜, (31)
where the matrices A(s) and B(s) are given by
A(s) =
∂ f˜ (s,0,0)
∂ x˜
= v¯3r

0 1 0 0
a21(s) 0 a23(s) 0
a31(s) 0 a33(s) a34(s)
a41(s) 0 a43(s) a44(s)
 , (32)
and
B(s) =
∂ f˜ (s,0,0)
∂ u˜
= v¯3r

0
0
b3(s)
b4(s)
 , (33)
where
a21(s) =− tan
2β3r
L23
,
a23(s) =
1
L3 cos2β3r
,
a31(s) =
tanβ3r(urM1 cosβ2r− sinβ2r)
L3L2 cosβ3r(cosβ2r +urM1 sinβ2r)
+
tan2β3r
L23
,
a33(s) =
sinβ3r(sinβ2r−urM1 cosβ2r)
L2 cosβ 23r(cosβ2r +urM1 sinβ2r)
− 1
cos2β3rL3
,
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a34(s) =
1+u2r M
2
1
L2 cosβ3r(cosβ2r +urM1 sinβ2r)2
,
a41(s) =− tanβ3rL2L3
(
urL2− sinβ2r +M1 cosβ2rur
cosβ3r(cosβ2r +M1ur sinβ2r)
)
,
a43(s) =
tanβ3r
L2
(
urL2+urM1 cosβ2r− sinβ2r
cosβ3r(cosβ2r +urM1 sinβ2r)
)
,
a44(s) =
1+u2r M
2
1 +u
2
r L2M1 cosβ2r−urL2 sinβ2r
L2 cosβ3r(cosβ2r +urM1 sinβ2r)2
,
b3(s) =− M1L2 cosβ3r(cosβ2r +urM1 sinβ2r)2 ,
b4(s) =
M1+L2 cosβ2r
cosβ3rL2(cosβ2r +urM1 sinβ2r)2
.
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