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APPROXIMATING THE GROUND STATE OF GAPPED QUANTUM SPIN
SYSTEMS
EMAN HAMZA, SPYRIDON MICHALAKIS, BRUNO NACHTERGAELE, AND ROBERT SIMS
Abstract. We consider quantum spin systems defined on finite sets V equipped with a metric. In
typical examples, V is a large, but finite subset of Zd. For finite range Hamiltonians with uniformly
bounded interaction terms and a unique, gapped ground state, we demonstrate a locality property
of the corresponding ground state projector. In such systems, this ground state projector can be
approximated by the product of observables with quantifiable supports. In fact, given any subset
X ⊂ V the ground state projector can be approximated by the product of two projections, one
supported on X and one supported on X c, and a bounded observable supported on a boundary
region in such a way that as the boundary region increases, the approximation becomes better. Such
an approximation was useful in proving an area law in one dimension, and this result corresponds
to a multi-dimensional analogue.
1. Introduction
The intense interest in entangled states for purposes of quantum information and computation
during the past decade has stimulated new investigations in the structure of ground states of
quantum spin systems. It was soon found that the focus on entanglement, and the mathematical
structures related to this concept, also provide a new and useful way to investigate important
physical properties relevant for condensed matter physics [1, 10]. In particular, progress was made
in our understanding of constructive approximations of the ground states of quantum spin models,
and about the computational efficiency of numerical algorithms to compute ground state properties
and to simulate the time evolution of such systems [18, 19].
It is now understood that there is a relationship between the amount of entanglement in a state
and the degree of difficulty or the amount of resources needed to construct a good approximation
of it [17]. To make this more precise one has to use a quantitative measure of entanglement. For
pure states the entanglement entropy is a very natural such measure for bi-partite entanglement.
For a two-component system with components A and B (e.g., A and B label a partition of the spin
variables into two sets), the entanglement entropy of the system in a pure state ψ with respect to
this partition is defined as the von Neumann entropy of the density matrix describing the restriction
of ψ to subsystem A. Mathematically, this density matrix, ρA, is obtained as the partial trace of
the orthogonal projection onto the state ψ calculated by tracing out the degrees of freedom in B.
It was conjectured that under rather general assumptions, the entanglement entropy associated
with A satisfies an Area Law. By Area Law one means that if A is associated with a subvolume
of a fixed system in a ground state then, with a suitable definition of boundary, the entanglement
entropy of A should be bounded by a constant times the size of the boundary of A (e.g., the surface
area in the case of a three-dimensional volume).
One way to understand this conjecture is to observe that it holds almost trivially for the so-called
Matrix Product States (MPS), aka Finitely Correlated States [3] and their generalizations in higher
dimensions known as PEPS [16]. It is therefore plausible that to prove the Area Law it is key to
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have a good handle on MPS-like approximations of a general ground state. By using such a strategy
Hastings obtained a proof of the Area Law for one-dimensional systems [5].
The goal of this paper is to prove a generalization to arbitrary dimensions of the approximation
result Hastings used in his proof of the Area Law in one dimension. This is Theorem 2.2 below,
which demonstrates that the ground state projector of certain gapped quantum spin systems can
be approximated by a product of three projections with known supports. We describe this result
in detail in the next section.
2. A Ground State Approximation Theorem
We begin with a brief description of the quantum spin systems that will be considered in this
work. Let V be a countable, locally finite set equipped with a metric d. In most examples, V = Zν
and d is, for example, the Euclidean metric. Since our arguments do not make any use of the
structure of the underlying lattice, we present our models in this more general setting. Most of
our analysis applies on finite subsets V ⊂ V. More specifically, to each x ∈ V , we will associate a
finite-dimensional Hilbert space Hx; the dimension of Hx will be denoted by nx. Set Mnx to be
the complex nx × nx matrices defined over Hx. We denote by HV =
⊗
x∈V Hx the Hilbert space
of states over V , and similarly AV =
⊗
x∈V Mnx is the algebra of local observables. For any finite
subsets X ⊂ Y ⊂ V, the local algebra AX can be embedded in AY by using that any A ∈ AX
corresponds to A ⊗ 1I ∈ AY . Thus, the algebra of quasi-local observables, AV , can be defined as
the norm-closure of the union of all local algebras; the union taken over all finite subsets of V.
Moreover, we say that an observable A ∈ AV is supported in X ⊂ V, denoted by supp(A) = X, if
X is the minimal set for which A can be written as A = A˜⊗ 1I with A˜ ∈ AX .
A quantum spin model is then defined by its interaction and the corresponding local Hamilto-
nians. An interaction is function Φ from the set of finite subsets of V into AV with the property
that given any finite V ⊂ V, Φ(V ) = Φ(V )∗ ∈ AV . Given such an interaction, one can associate a
family of local Hamiltonians, parametrized by the finite subsets of V, defined by setting
(2.1) HV =
∑
X⊂V
Φ(X)
for finite V ⊂ V. Since each local Hamiltonian HV is self-adjoint, it generates a one parameter group
of automorphisms, which we will denote by τVt , that is often called the finite volume dynamics.
This dynamics is defined by setting
(2.2) τVt (A) = e
itHV Ae−itHV , A ∈ AV .
When the subset V on which the dynamics is defined has been fixed, we will often write τt to ease
the notation.
Theorem 2.2 below holds for certain quantum spin models. Our first assumption pertains to the
underlying set V. We must assume that there exists a number µ0 > 0 for which
(2.3) κµ0 = sup
x∈V
∑
y∈V
e−µ0d(x,y) <∞ .
Next, we make the assumptions on the interactions we consider precise.
A1: We consider interactions that are of finite range. Specifically, we assume that there exists
a number R > 0, called the range of the interactions, for which Φ(X) = 0 if the diameter of X
exceeds R. Here, for any finite X ⊂ V, the diameter of X is
(2.4) diam(X) = max{d(x, y) : x, y ∈ X}
where d is the metric on V.
A2: We will only consider uniformly bounded interactions. Hence, there is a number J > 0 such
that for any finite X ⊂ V, ‖Φ(X)‖ ≤ J .
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A3: Let χΦ be the characteristic function defined over the set of finite subsets of V, i.e. for any
finite X ⊂ V, χΦ(X) = 1 if Φ(X) 6= 0, and χΦ(X) = 0 otherwise. We assume the following quantity
is finite
(2.5) NΦ = sup
x∈V
∑
X⊂V:
x∈X
|X|χΦ(X) <∞
where the sum above is taken over finite subsets X ⊂ V and |X| is the cardinality of X. Another
relevant quantity, which often appears in our estimates, is
(2.6) CΦ = sup
x∈V
∑
X⊂V:
x∈X
χΦ(X) ≤ NΦ .
A4: We will assume that a given local Hamiltonian HV has a unique, normalized ground state
which we denote by ψ0. P0 will be the projection onto this ground state in HV , and we will label
by γ the length of the gap to the first excited state.
Much progress has been made recently in proving locality estimates for general quantum spin
systems, see e.g. [6, 11]. The following estimate was proven in [14].
Theorem 2.1 (Lieb-Robinson Bound). Let V be a countable, locally finite set equipped with a
metric d for which (2.3) holds. Let Φ be an interaction on V that satisfies assumptions A1, A2,
and A3. For every µ ≥ µ0, there exists numbers c and v such that given any finite V ⊂ V and any
observables A ∈ AX and B ∈ AY with X,Y ⊂ V and X ∩ Y = ∅, the bound
(2.7)
∥∥[τVt (A), B]∥∥ ≤ c ‖A‖ ‖B‖ min [|∂ΦX|, |∂ΦY |] e−µ(d(X,Y )−v|t|)
holds for all t ∈ R.
Here for any finite X ⊂ V, the set
(2.8) ∂ΦX = {x ∈ X : there exists Y ⊂ V with x ∈ Y, Y ∩ V \X 6= ∅, and,Φ(Y ) 6= 0} ,
the number d(X,Y ) = min{d(x, y) : x ∈ X, y ∈ Y }, and we stress that both c and v are independent
of V ⊂ V.
Before we state Theorem 2.2, some further notation is necessary. Let Φ be an interaction which
satisfies assumptions A1 - A4 above. Again, most of our analysis applies on finite sets V ⊂ V, and
often the particular finite set under consideration is the one whose existence is guaranteed by A4.
In general, for finite sets X ⊂ V ⊂ V, we will denote by ∂X the R-boundary of X in V , i.e.,
(2.9) ∂X = {x ∈ X : there exists y ∈ V \X,with d(x, y) ≤ R}.
We note that with X fixed, the set ∂X is independent of V , for V sufficiently large, and so we
suppress this in our notation. To state our main result, we fix an additional subset X ⊂ V . The
following sets, defined relative to this fixed set X and dependent on a length-scale ℓ > R, will also
play an important role. Set
(2.10) Xint = X Vint(ℓ) = {x ∈ X : for all y ∈ ∂X , d(x, y) ≥ ℓ} ,
(2.11) Xbd = X Vbd(ℓ) = {x ∈ V : there exists y ∈ ∂X , d(x, y) < ℓ} ,
and
(2.12) Xext = X Vext(ℓ) = {x ∈ V \ X : for all y ∈ ∂X , d(x, y) ≥ ℓ} .
The sets Xint, Xbd, and Xext correspond respectively to the ℓ-interior, the ℓ-border, and the
ℓ-exterior of X in V . We note that for any finite V ⊂ V and each X ⊂ V , the sets Xint, Xbd, and
Xext are disjoint, and moreover, V = Xint ∪ Xbd ∪ Xext. We caution that the notation ∂Xext here
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refers to the boundary of this set as a subset of V , as indicated above; not as a subset of V. It will
also be important for us that there exists a number C > 0, independent of both ℓ and V , for which
(2.13) max {|∂Xint|, |Xbd|, |∂Xext|} ≤ Cℓ|∂X| .
The above inequality constitutes the main structural assumption on the set V and the reference set
X ⊂ V . We may now state our main result.
Theorem 2.2. Let V be a countable, locally finite set equipped with a metric d for which (2.3) holds,
and moreover, let Φ be an interaction on V which satisfies assumptions A1 - A4, take V ⊂ V to
be the finite set from A4, and suppose X ⊂ V satisfies (2.13). For any ℓ > R, there exists two
projections PX ∈ AX and PX c ∈ AV \X and an observable PXbd ∈ AXbd(3ℓ) with ‖PXbd‖ ≤ 1 such
that
(2.14) ‖PXbdPXPX c − P0‖ ≤ KCΦNΦ|∂X|2ℓ7/2e−ℓ/2ξ.
Here ξ is defined by
(2.15)
2
ξ
=
µγ2
µ2v2 + γ2
,
for µ ≥ 2µ0.
In many situations, it is useful to have a non-negative approximation of the ground state pro-
jector. For this reason, we also state the following corollary.
Corollary 2.3. Under the assumptions of Theorem 2.2, the estimate
(2.16) ‖PX cPXP ∗XbdPXbdPXPX c − P0‖ ≤ KCΦNΦ|∂X|2ℓ7/2e−ℓ/2ξ
also holds.
Since all the observables involved have norm bounded by 1, Corollary 2.3 is an immediate con-
sequence of Theorem 2.2.
With the methods discussed in [14], Theorem 2.2 can easily be generalized to other types of
interactions. For example, the finite range condition A1 can be replaced with an exponentially
decaying analogue. Moreover, the uniform bound on the local interactions terms, i.e. A2, can also
be lifted. One could also consider systems where the underlying sets satisfied a bound of the form
(2.13) with a larger power of ℓ. This would increase the power of ℓ in the statement of Theorem 2.2,
but not effect the exponential decay. We give the argument in the context described above for
convenience of presentation. It would be very interesting to see that the methods developed here
can be used to prove an area law, similar to Hastings’ result [5], in dimensions greater than 1, but
this is beyond the scope of the present work.
3. Basic Set-Up
Before beginning the proof of this theorem, we will introduce the basic objects to be analyzed.
Let V ⊂ V be the finite set described in A4, take ℓ > R, and fix X ⊂ V satisfying (2.13). Note
that HV , as defined in (2.1), can be written as a sum of three local Hamiltonians
(3.1) HV = H
b
Xint
+HXbd +H
b
Xext ,
where HXbd is as in (2.1) with V = Xbd, and for Z ∈ {Xint,Xext},
(3.2) HbZ =
∑
X⊂V :
X∩Z 6=∅
Φ(X) ,
corresponds to local Hamiltonians that include boundary terms. Without loss of generality, we may
subtract a constant, namely 〈ψ0,HV ψ0〉, and thereby assume that the ground state energy of each
of these Hamiltonians is zero. In this case, each term in (3.1) has zero ground state expectation. It
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is not clear, however, that each of these terms, when applied to the ground state, have a quantifiably
small norm. To achieve small norms, we introduce non-local versions of these observables.
Generally, given any self-adjoint Hamiltonian H on HV , a local observable A ∈ AV , and α > 0,
we may define a new observable
(3.3) (A)α =
√
α
π
∫ ∞
−∞
τt(A)e
−αt2dt,
where here τt(A) = e
itHAe−itH . It is easy to see that for every α > 0, ‖(A)α‖ ≤ ‖A‖.
In the present context, we will define the (·)α operation with respect to the Hamiltonian HV
and its corresponding dynamics τVt . Observe that these non-local observables still sum to the total
Hamiltonian, i.e.,
(3.4) HV = (H
b
Xint)α + (HXbd)α + (H
b
Xext)α.
They also have zero ground state expectation, i.e.,
(3.5) 〈ψ0, (HbXint)αψ0〉 = 〈ψ0, (HXbd)αψ0〉 = 〈ψ0, (HbXext)αψ0〉 = 0.
We will prove, in Proposition 5.2, that each of these smeared-out Hamiltonians, when applied to
the ground state, has a norm bounded by an exponentially decaying quantity. The cost of this small
norm estimate is a loss of locality, which is expressed in terms of the support of these Hamiltonians.
Equipped with the Lieb-Robinson bound in Theorem 2.1, we begin the next step in the proof of
Theorem 2.2. Here we approximate each of (HbXint)α, (HXbd)α, and (H
b
Xext
)α with local observables
MX (α),MXbd(2ℓ)(α) and MX c(α) respectively. These observables will be constructed in such a way
that they not only have a quantifiable support but also a small vector norm, when applied to the
ground state.
To make these approximating Hamiltonians explicit, we introduce local evolutions. Define three
different dynamics, each acting on AV , by setting
(3.6)
τXt (A) = e
itHXAe−itHX ,
τ
Xbd(2ℓ)
t (A) = e
itHXbd(2ℓ)Ae−itHXbd(2ℓ) ,
τX
c
t (A) = e
itHV \XAe−itHV \X ,
for any local observable A ∈ AV and any t ∈ R. The set Xbd(2ℓ) is as defined in (2.11) with the
length scale doubled, and the local Hamiltonians used in the evolutions above are as in (2.1). The
approximating Hamiltonians are given by
(3.7)
MX (α) =
√
α
π
∫∞
−∞ τ
X
t
(
HbXint
)
e−αt
2
dt ,
MXbd(2ℓ)(α) =
√
α
π
∫∞
−∞ τ
Xbd(2ℓ)
t (HXbd) e
−αt2dt ,
MX c(α) =
√
α
π
∫∞
−∞ τ
X c
t
(
HbXext
)
e−αt
2
dt .
The observables defined above, i.e. in (3.7), have been chosen such that supp(MX (α)) = X ,
supp(MXbd(2ℓ)(α)) = Xbd(2ℓ), and supp(MX c(α)) = V \ X . To ease notation, we will often write
MXbd(α) =MXbd(2ℓ)(α) and suppress the exact size of the support.
The following technical estimate summarizes the results mentioned above.
Lemma 3.1. Let V be a countable, locally finite set equipped with a metric d for which (2.3) holds,
and let Φ be an interaction on V which satisfies assumptions A1 - A4. For the finite set V ⊂ V
from A4 and any set X ⊂ V satisfying (2.13) for all ℓ > R, the estimate
(3.8) ‖HV − (MX (α) +MXbd(α) +MX c(α))‖ ≤ K|∂X|ℓ3/2e−
ℓ
ξ ,
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holds along the parametrization 2αǫℓ = µv2 where µ ≥ 2µ0. The numbers ξ and ǫ are defined in
terms of the gap γ and the quantities µ and v from the Lieb-Robinson estimates as
(3.9) 0 <
2
ξ
= (1− ǫ)µ = γ
2
µ2v2 + γ2
µ .
Along the same parametrization, the bound
(3.10) max {‖MX (α)ψ0‖ , ‖MXbd(α)ψ0‖ , ‖MX c(α)ψ0‖} ≤ K|∂X|ℓ3/2e−
ℓ
ξ .
also holds.
These estimates play an important role in the proof of Theorem 2.2. We prove this lemma in
Section 5. For now, we use it to prove Theorem 2.2.
4. Proof of Theorem 2.2
The first step in verifying the bound claimed in (2.14) is to find an explicit approximation to the
ground state projector P0. With this in mind, define
(4.1) Pα =
√
α
π
∫ ∞
−∞
eiHV te−αt
2
dt,
for any α > 0. Clearly, Pα ∈ AV and for any vectors f, g ∈ HV , the spectral theorem implies
〈f, (Pα − P0)g〉 =
√
α
π
∫ ∞
−∞
e−αt
2
∫ ∞
0
eiλtd〈f,Eλg〉dt − 〈f, P0g〉
=
∫ ∞
γ
√
α
π
∫ ∞
−∞
eiλte−αt
2
dt d〈f,Eλg〉
=
∫ ∞
γ
e−
λ2
4α d〈f,Eλg〉,(4.2)
where we have denoted by Eλ the spectral projection corresponding to HV . This readily yields
that
(4.3) ‖Pα − P0‖ ≤ e−
γ2
4α ,
where γ is the gap of the Hamiltonian HV .
Using the operators introduced in (3.7), we define an analogous ground state approximate by
setting
(4.4) P˜α =
√
α
π
∫ ∞
−∞
ei(MX+MXbd+MXc)te−αt
2
dt.
Here we have dropped the dependence of MX , MXbd , and MX c on α. Clearly,
(4.5)
∥∥∥P˜α − P0∥∥∥ ≤ ∥∥∥P˜α − Pα∥∥∥ + ‖Pα − P0‖ .
The final term above we have bounded in (4.3). To bound the first term in (4.5), we introduce the
function
(4.6) Ft(λ) = e
iλ(MX+MXbd+MXc)t ei(1−λ)HV t.
One easily calculates that
(4.7) F ′t(λ) = − i t eiλ(MX+MXbd+MXc)t {HV − (MX +MXbd +MX c)} ei(1−λ)HV t.
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Using Lemma 3.1, we conclude that, if 2αǫℓ = µv2, then∥∥∥P˜α −Pα∥∥∥ ≤
√
α
π
∫ ∞
−∞
‖Ft(1)− Ft(0)‖ e−αt2 dt
≤
√
α
π
∫ ∞
−∞
‖HV − (MX +MXbd +MX c)‖ |t| e−αt
2
dt
≤ K|∂X|ℓ2e− ℓξ .(4.8)
In the bound above, and for the rest of this section, the number K which appears in our estimates
will depend on the parameters of the quantum spin models, but not on ℓ. It may change from line
to line, but we do not indicate this in our notation.
Inserting both (4.3) and (4.8) into (4.5) yields
(4.9)
∥∥∥P˜α − P0∥∥∥ ≤ K|∂X|ℓ2e− ℓξ ,
again along the parametrization 2αǫℓ = µv2.
Set
(4.10) δ = ℓ3/2e−
ℓ
2ξ .
The projections PX and PX c , which appear in the statement of Theorem 2.2, are defined to be the
spectral projection corresponding to the matrix MX , respectively MX c , onto those eigenvalues less
than δ. By definition, PX ∈ AX and PX c ∈ AX c as claimed. Moreover, using Lemma 3.1, it is easy
to see that
(4.11) max
Z∈{X ,X c}
‖(1− PZ)ψ0‖ ≤ max
Z∈{X ,X c}
1
δ
‖MZψ0‖ ≤ K|∂X|e−
ℓ
2ξ ,
by construction; hence this choice of δ.
With this bound, we can insert these projections into our previous estimates. In fact,
(4.12)
∥∥∥P˜αPXPX c − P0∥∥∥ ≤ ∥∥∥(P˜α − P0)PXPX c∥∥∥ + ‖P0 (1 − PXPX c)‖ .
The first term above is estimated using (4.9) above. Since
(4.13) (1− PXPX c) = 1
2
{(1− PX )(1 + PX c) + (1− PX c)(1 + PX )} ,
it is clear that
(4.14) ‖P0 (1 − PXPX c)‖ ≤ ‖P0(1− PX )‖ + ‖P0(1− PX c)‖ ≤ 2K|∂X|e−ℓ/2ξ ,
using (4.11). Therefore, we now have that
(4.15)
∥∥∥P˜αPXPX c − P0∥∥∥ ≤ K|∂X|ℓ2 e− ℓ2ξ ,
again along the parametrization 2αǫℓ = µv2.
In order to define the final observable PXbd , we write
(4.16) P˜αPXPX c =
√
α
π
∫ ∞
−∞
ei(MX+MXbd+MXc)te−i(MX+MXc)tei(MX+MXc)tPXPX ce
−αt2 dt.
Since the supports of MX and MX c are disjoint, it is clear that
ei(MX+MXc )tPXPX c −PXPX c =
1
2
(eiMX tPX − PX )(eiMXc tPX c + PX c) + 1
2
(eiMXc tPX c − PX c)(eiMX tPX + PX ) .
(4.17)
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Moreover, for Z ∈ {X ,X c}, we have that
∣∣〈f, (eiMZ t − 1)PZg〉∣∣ =
∣∣∣∣
∫ δ
0
(eiλt − 1) d〈f,EZλ PZg〉
∣∣∣∣
≤ δ |t| ‖f‖ ‖g‖,(4.18)
and therefore,
(4.19)
∥∥∥ei(MX+MXc)tPXPX c − PXPX c∥∥∥ ≤ 2δ|t| .
If we now define the operator,
(4.20) Pˆα =
√
α
π
∫ ∞
−∞
ei(MX+MXbd+MXc)te−i(MX+MXc)te−αt
2
dt,
then we have just demonstrated that
‖PˆαPXPX c − P0‖ ≤ ‖PˆαPXPX c − P˜αPXPX c‖ + ‖P˜αPXPX c − P0‖
≤ 2δ
√
α
π
∫ ∞
−∞
|t|e−αt2 dt + K|∂X|ℓ2 e− ℓ2ξ
≤ K|∂X|ℓ2 e− ℓ2ξ .(4.21)
The proof of Theorem 2.2 is complete if we show that the operator Pˆα, defined in (4.20) above, is
well approximated by a local observable. In fact, below we introduce an observable PXbd ∈ AXbd(3ℓ)
with ‖PXbd‖ ≤ 1 for which
(4.22)
∥∥∥PXbd − Pˆα∥∥∥ ≤ K|∂X|2ℓ7/2e− ℓξ .
From this estimate, Theorem 2.2 easily follows as
‖PXbdPXPX c − P0‖ ≤
∥∥∥(PXbd − Pˆα)PXPX c∥∥∥ + ‖PˆαPXPX c − P0‖
≤ K|∂X|2ℓ7/2e− ℓ2ξ .(4.23)
We need only prove that such an observable PXbd exists.
The existence of this observable is simple. We just take the normalized partial trace of Pˆα over
the complimentary Hilbert space, i.e., the one associated with Xbd(3ℓ)c ⊂ V . To prove the estimate
in (4.22), it is convenient to calculate this partial trace as an integral over the group of unitaries,
technical details on this may be found in [2] and also [14]. We recall that given an observable
A ∈ AV and a set Y ⊂ V , one may define an observable
(4.24) 〈A〉Y =
∫
U(Y c)
U∗AU µ(dU),
where U(Y c) denotes the group of unitary operators over the Hilbert space HY c and µ is the
associated, normalized Haar measure. It is easy to see that for any A ∈ AV , the observable 〈A〉Y
has been localized to Y in the sense of supports, i.e., 〈A〉Y ∈ AY .
Let us define
(4.25) PXbd = 〈Pˆα〉Xbd(3ℓ).
Clearly PXbd ∈ AXbd(3ℓ) and ‖PXbd‖ ≤ 1 as desired.
The difference between Pˆα and PXbd can be expressed in terms of a commutator, in fact,
(4.26) Pˆα − PXbd =
∫
U(Xbd(3ℓ)c)
U∗
[
Pˆα, U
]
µ(dU).
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Thus, to show that the difference between Pˆα and PXbd is small (in norm), we need only estimate
the commutator of Pˆα with an arbitrary unitary supported in Xbd(3ℓ)c.
This follows from a Lieb-Robinson estimate. Note that
(4.27)
[
Pˆα, U
]
=
√
α
π
∫ ∞
−∞
[
ei(MX+MXbd+MXc)te−i(MX+MXc)t, U
]
e−αt
2
dt.
To estimate the integrand, we define the function
(4.28) f(t) =
[
ei(MX+MXbd+MXc)te−i(MX+MXc)t, U
]
.
A short calculation demonstrates that
(4.29) f ′(t) = i
[
ei(MX+MXbd+MXc)tMXbde
−i(MX+MXc )t, U
]
.
The form of the derivative appearing in (4.29) suggests that we define the evolution
(4.30) αt(A) = e
i(MX+MXbd+MXc )tAe−i(MX+MXbd+MXc)t for any A ∈ AV .
With this in mind, we rewrite
f ′(t) = i
[
ei(MX+MXbd+MXc )tMXbde
−i(MX+MXc)t, U
]
= i
[
αt(MXbd)e
i(MX+MXbd+MXc)te−i(MX+MXc)t, U
]
= iαt(MXbd)f(t) + i [αt(MXbd), U ] e
i(MX+MXbd+MXc)te−i(MX+MXc)t.(4.31)
Written as above, the function f can be bounded using norm-preservation, see [11] and [14] for
details. For example, let V (t) be the unitary evolution that satisfies the time-dependent differential
equation
(4.32) i
d
dt
V (t) = V (t)αt(MXbd) with V (0) = 1l.
Explicitly, one has that
(4.33) V (t) = ei(MX+MXc)te−i(MX+MXbd+MXc)t.
Considering now the product
(4.34) g(s) = V (s)f(s)
it is easy to see that
(4.35) g′(s) = V ′(s)f(s) + V (s)f ′(s) = iV (s) [αs(MXbd), U ]V (s)
∗.
Thus
(4.36) V (t)f(t) = g(t) − g(0) =
∫ t
0
g′(s)ds,
and therefore,
(4.37) f(t) = iV (t)∗
∫ t
0
V (s) [αs(MXbd), U ]V (s)
∗ ds.
The bound
(4.38) ‖f(t)‖ ≤
∫ |t|
0
‖[αs(MXbd), U ]‖ ds.
readily follows.
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Unfortunately, the Lieb-Robinson velocity associated to the dynamics αt(·) grows with ℓ. For this
reason, we estimate (4.38) by comparing back to the original dynamics. Consider the interpolating
dynamics
(4.39) hs(r) = αr (τs−r(A)) ,
for any local observable A and 0 ≤ r ≤ s. Here τr(A) = eiHV rAe−iHV r. With s fixed, it is easy to
calculate
(4.40) h′s(r) = iαs−r ([(MX +MXbd +MX c)−HV , τr(A)]) .
We conclude then that
‖αs(MXbd)− τs(MXbd)‖ =
∥∥∥∥
∫ s
0
h′s(r) dr
∥∥∥∥
≤ 2 ‖MXbd‖ ‖HV − (MX +MXbd +MX c)‖ s
≤ 2 (JCΦ|Xbd|)
(
K|∂X|ℓ3/2e− ℓξ
)
s
≤ K|∂X|2ℓ5/2e− ℓξ s,(4.41)
where, for the second inequality above, we used Lemma 3.1 and the bound
‖MXbd‖ ≤
∑
x∈Xbd
∑
X⊂V :
x∈X
√
α
π
∫ ∞
−∞
∥∥∥τXbdt (Φ(X))∥∥∥ e−αt2 dt
≤ JCΦ|Xbd| .(4.42)
From (4.38), it is clear that
(4.43) ‖f(t)‖ ≤
∫ |t|
0
‖[τs(MXbd), U ]‖ ds +
∫ |t|
0
‖[αs(MXbd) − τs(MXbd), U ]‖ ds .
The first term above, we bound, using Theorem 2.1, as follows∫ |t|
0
‖[τs(MXbd), U ]‖ ds ≤ C|∂Xbd(2ℓ)| ‖MXbd‖
∫ |t|
0
e−µ(d(Xbd(2ℓ),U)−v|s|) ds
≤ K|∂X|2ℓ2e−µℓ 1
µv
(
eµv|t| − 1
)
.(4.44)
For the second, we apply (4.41). Thus, we have found that
‖[Pˆα, U ]‖ ≤
√
α
π
∫ ∞
−∞
‖f(t)‖e−αt2dt
≤ K|∂X|2ℓ2e−µℓ 1
µv
√
α
π
∫ ∞
−∞
eµv|t| e−αt
2
dt
+2K|∂X|2ℓ5/2e− ℓξ
√
α
π
∫ ∞
−∞
t2 e−αt
2
dt
≤ K‖∂X|2ℓ7/2e− ℓξ .(4.45)
Combining this with (4.26), we obtain that
(4.46)
∥∥∥PXbd − Pˆα∥∥∥ ≤ K|∂X|2ℓ7/2e− ℓξ ,
and the proof of Theorem 2.2 is now complete.
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5. A Technical Estimate
In this section, we will prove Lemma 3.1. For convenience, we restate the result.
Lemma 3.1. Let V be a countable, locally finite set equipped with a metric d for which (2.3) holds,
and let Φ be an interaction on V which satisfies assumptions A1 - A4. For the finite set V ⊂ V
from A4 and any set X ⊂ V satisfying (2.13) for all ℓ > R, the estimate
(5.1) ‖HV − (MX (α) +MXbd(α) +MX c(α))‖ ≤ K|∂X|ℓ3/2e−
ℓ
ξ ,
holds along the parametrization 2αǫℓ = µv2 when µ ≥ 2µ0. The numbers ξ and ǫ are defined in
terms of the gap γ and the quantities µ and v from the Lieb-Robinson estimates as
(5.2) 0 <
2
ξ
= (1− ǫ)µ = γ
2
µ2v2 + γ2
µ .
Our bounds on the prefactor K depend on various parameters, e.g. J2, CΦ, NΦ, µ, v, γ,R, κµ/2, but
it is independent of ℓ, V , and X . Along the same parametrization, the bound
(5.3) max {‖MX (α)ψ0‖ , ‖MXbd(α)ψ0‖ , ‖MX c(α)ψ0‖} ≤ K|∂X|ℓ3/2e−
ℓ
ξ .
also holds.
To prove Lemma 3.1, we begin with a few simple propositions. Let V ⊂ V be the finite set
described in A4, take ℓ > R, and fix X ⊂ V satisfying (2.13). As we demonstrates in Section 3,
see also Section 2, the local Hamiltonian corresponding to Φ in V can be written as
(5.4) HV = H
b
Xint
+HXbd +H
b
Xext
where the sets Xint, Xbd, and Xext, and the corresponding local Hamiltonians, each depend on a
length scale ℓ > R. We begin with a basic commutator estimate.
Proposition 5.1. Let Φ be an interaction on V which satisfies assumptions A1 - A4. Let V ⊂ V
be the finite set described in A4, take ℓ > R, and fix X ⊂ V satisfying (2.13). One has that
(5.5) max
{
‖[HV ,HbXint ]‖, ‖[HV ,HXbd]‖, ‖[HV ,HbXext ]‖
}
≤ 4CJ2CΦNΦ|∂X|ℓ ,
where the quantities CΦ and NΦ are as introduced in (2.6) and (2.5).
Proof. Define
(5.6) Cint =
[
HV ,H
b
Xint
]
, Cbd = [HV ,HXbd ] , and Cext =
[
HV ,H
b
Xext
]
.
From the definitions, (2.10), (2.11), and (2.12), and the fact that ℓ > R, it is clear that Cint =[
HXbd,H
b
Xint
]
, Cext =
[
HXbd,H
b
Xext
]
, and −Cbd = Cint + Cext. Clearly,
(5.7) Cint =
[
HXbd,H
b
Xint
]
=
∑
X⊂V :
X∩∂Xint 6=∅
[HXbd,Φ(X)] ,
and therefore,
‖Cint‖ ≤
∑
x∈∂Xint
∑
X⊂V :
x∈X
‖[HXbd,Φ(X)]‖
≤
∑
x∈∂Xint
∑
X⊂V :
x∈X
∑
z∈X
∑
Y⊂V :
z∈Y
‖[Φ(Y ),Φ(X)]‖
≤ 2J2
∑
x∈∂Xint
∑
X⊂V :
x∈X
∑
z∈X
∑
Y⊂V :
z∈Y
χΦ(Y )χΦ(X)
≤ 2J2CΦNΦ|∂Xint|.(5.8)
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A similar estimates applies to Cext. Using (2.13), the proof is complete. 
As is discussed in Section 3, the first step in the proof of Theorem 2.2 is to introduce the smearing
operation (·)α, see (3.3). One consequence of this definition is
(5.9) HV = (H
b
Xint)α + (HXbd)α + (H
b
Xext)α.
When applied to the ground state, each of the terms above can be estimated, in norm, in terms of
the system’s gap. This is the content of Proposition 5.2 below.
Proposition 5.2. Let Φ be an interaction on V which satisfies assumptions A1 - A4. For any
finite set X ⊂ V ⊂ V, α > 0, and A ∈ {HbXint ,HXbd ,HbXext},
(5.10) ‖(A)αψ0‖ ≤ ‖[HV , A]‖
γ
e−
γ2
4α .
Proof. Let A ∈ {HbXint ,HXbd ,HbXext}. As previously discussed, see (3.5), 0 = 〈ψ0, Aψ0〉 = 〈ψ0, (A)αψ0〉.
Setting CA = [HV , A], we find that
‖(A)αψ0‖ ≤ 1
γ
‖HV (A)αψ0‖
=
1
γ
‖[HV , (A)α]ψ0‖
=
1
γ
‖(CA)αψ0‖.(5.11)
The value of ‖(CA)αψ0‖ can be estimated using the spectral theorem. For any vector f , one has
that
〈f, (CA)αψ0〉 =
√
α
π
∫ ∞
−∞
e−αt
2〈f, τVt (CA)ψ0〉dt
=
√
α
π
∫ ∞
−∞
e−αt
2〈f, eitHV CAψ0〉dt
=
√
α
π
∫ ∞
−∞
e−αt
2
∫ ∞
γ
eitλd〈f,EλCAψ0〉dt
=
∫ ∞
γ
√
α
π
∫ ∞
−∞
e−αt
2
eitλ dt d〈f,EλCAψ0〉
=
∫ ∞
γ
e−
λ2
4α d〈f,EλCAψ0〉.(5.12)
In the third equality above we have introduced the notation Eλ for the spectral projection corre-
sponding to the self-adjoint operator HV , and we also used that 〈ψ0, CAψ0〉 = 0. The last equality
is a basic result concerning Fourier transforms of gaussians (and re-scaling), (see e.g.(5.59) in [13]).
We conclude then that
(5.13) |〈f, (CA)αψ0〉| ≤ e−
γ2
4α ‖f‖ ‖CA‖,
and with f = (CA)αψ0 we find that
(5.14) ‖(CA)αψ0‖ ≤ e−
γ2
4α ‖CA‖.
Putting everything together, we have shown that
(5.15) ‖(A)αψ0‖ ≤ 1
γ
‖(CA)αψ0‖ ≤ e
− γ
2
4α
γ
‖CA‖.

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The next step in the proof of Theorem 2.2 is to make a strictly local approximation of the
smeared terms appearing in (5.9) above. We defined these local approximations in Section 3, see
(3.7), and Proposition 5.3 below provides an explicit estimate.
Proposition 5.3. Let V be a countable, locally finite set equipped with a metric d for which (2.3)
holds, and let Φ be an interaction on V which satisfies assumptions A1 - A4. Let V ⊂ V be the
finite set described in A4, take ℓ > R, and fix X ⊂ V satisfying (2.13). The estimate
max
{∥∥∥(HbXint)α − MX (α)
∥∥∥ ,∥∥(HXbd(ℓ))α − MXbd(2ℓ)(α)∥∥ ,∥∥∥(HbXext)α − MX c(α)∥∥∥}
≤ 2CJ
2CΦNΦ
µv
|∂X|
(
4
√
2ǫµ
π
ℓ3/2 + cκµ/2e
3µR
)
e
− ℓ
ξ .
(5.16)
holds along the parametrization 2αǫℓ = µv2 where µ ≥ 2µ0. Here
(5.17) 0 <
2
ξ
= (1− ǫ)µ = γ
2
µ2v2 + γ2
µ .
Proof. We will prove the estimate for (HbXint)α −MX (α), the other bounds follow similarly. Note
that
(5.18)
∥∥∥(HbXint)α − MX (α)
∥∥∥ ≤
√
α
π
∫ ∞
−∞
∥∥∥τt(HbXint) − τXt (HbXint)
∥∥∥ e−αt2dt.
To bound the integral above, we introduce a parameter T > 0. For |t| > T , we use that∥∥∥τt (HbXint) − τXt (HbXint)
∥∥∥ ≤ ∫ |t|
0
∥∥∥∥ dds
(
τs(H
b
Xint) − τXs (HbXint)
)∥∥∥∥ ds
≤ 2‖[HV ,HbXint ]‖|t|.(5.19)
From this, it follows readily that
(5.20)
√
α
π
∫
|t|>T
∥∥∥τt(HbXint) − τXt (HbXint)
∥∥∥ e−αt2dt ≤ 8CJ2CΦNΦ|∂X|√
απ
ℓe−αT
2
,
where we used Proposition 5.1.
For |t| ≤ T , the estimate below is an immediate consequence of Lemma 3.1 in [14]:
(5.21)
∥∥∥τt(HbXint) − τXt (HbXint)
∥∥∥ ≤ ∫ |t|
0
∥∥∥[HV −HX , τXs (HbXint)]
∥∥∥ ds.
The above commutator may be written as
(5.22)
[
HV −HX , τXs
(
HbXint
)]
=
∑
X⊂V :
X∩X 6=∅,X∩V \X 6=∅
∑
Y⊂V :
Y ∩Xint 6=∅
[
Φ(X), τXs (Φ(Y ))
]
.
Estimating this, we find that∥∥∥[HV −HX , τXs (HbXint)]
∥∥∥ ≤ ∑
x∈∂X
∑
y∈Xint
∑
X⊂V :
x∈X
∑
Y⊂V :
y∈Y
∥∥[Φ(X), τXs (Φ(Y ))]∥∥
≤ cJ2
∑
x∈∂X
∑
y∈Xint
∑
X⊂V :
x∈X
∑
Y⊂V :
y∈Y
χΦ(X)χΦ(Y )min [|∂ΦX|, |∂ΦY |] e−µ(d(X,Y )−v|s|) ,(5.23)
where we have used the Lieb-Robinson bound, i.e. Theorem 2.1 with µ ≥ µ0 from (2.3). Since Φ
has a finite range R, it is clear that d(x, y)− 2R ≤ d(X,Y ). This implies that
(5.24)
∥∥∥[HV −HX , τXs (HbXint)]
∥∥∥ ≤ cJ2CΦNΦe2µR ∑
x∈∂X
∑
y∈Xint
e−µ(d(x,y)−v|s|) .
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Now, for each fixed x ∈ ∂X , d(x, y) ≥ ℓ− 2R. Summing on all y yields
(5.25)
∥∥∥[HV −HX , τXs (HbXint)]
∥∥∥ ≤ cκµ/2J2CΦNΦe3µR|∂X|e−µ(ℓ/2−v|s|) ,
for µ ≥ 2µ0. Comparing back to (5.21), this bound demonstrates that
(5.26)
∥∥∥τt(HbXint) − τXt (HbXint)
∥∥∥ ≤ cκµ/2J2CΦNΦe3µR|∂X|e−µℓ/2 (eµv|t| − 1)
µv
,
and hence, for any T > 0, we have that√
α
π
∫ T
−T
∥∥∥τt(HbXint) − τXt (HbXint)
∥∥∥ e−αt2dt ≤ cκµ/2e3µRJ2CΦNΦ
µv
|∂X|e−µℓ/2
√
α
π
∫ T
−T
eµv|t|e−αt
2
dt
≤ 2cκµ/2e3µR
J2CΦNΦ
µv
|∂X|e−µℓ/2 eµ
2v2
4α .(5.27)
Adding our results for large and small T , it is clear that∥∥∥(HbXint)α − MX (α)
∥∥∥ ≤
2
J2CΦNΦ
µv
|∂X|e−αT 2
(
4Cµvℓ√
απ
+ cκµ/2e
3µR · exp
[
αT 2 − µ
2
(
ℓ− µv
2
2α
)])
.
(5.28)
We now choose a parametrization which illustrates the decay. Let α satisfy
µv2
2α
= ǫℓ with 0 < ǫ =
(
1 +
γ2
µ2v2
)−1
< 1,
and choose T to satisfy the equation
(5.29) αT 2 − µ
2
(
ℓ− µv
2
2α
)
= 0.
In this case, 2αT 2 = (1− ǫ)µℓ, and thus
(5.30)
∥∥∥(HbXint)α − MX (α)
∥∥∥ ≤ 2J2CΦNΦ
µv
|∂X|e−(1−ǫ)µℓ/2
(
4C
√
2ǫµ
π
ℓ3/2 + cκµ/2e
3µR
)
.

Equipped with theses estimates, we are now ready to prove Lemma 3.1
Proof. (of Lemma 3.1:) Using (5.9) and Proposition 5.3, we find that
‖HV − (MX (α) +MXbd(α) +MX c(α))‖
≤ 6CJ
2CΦNΦ
µv
|∂X|
(
4
√
2ǫµ
π
ℓ3/2 + cκµ/2e
3µR
)
e
− ℓ
ξ ,
(5.31)
along the parametrization 2αǫℓ = µv2. This is the bound claimed in (5.1).
To see that (5.3) is true, note that, for example,
(5.32) ‖MX (α)ψ0‖ ≤ ‖(HbXint)αψ0‖ + ‖
(
(HbXint)α −MX (α)
)
ψ0‖ .
Using Propositions 5.1 and Proposition 5.2, it is clear that
‖(HbXint)αψ0‖ ≤
∥∥[HV ,HbXint]∥∥
γ
e−
γ2
4α
≤ 4CJ
2CΦNΦ
γ
|∂X|ℓe− ℓξ ,(5.33)
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along the parametrization 2αǫℓ = µv2. Combining this with Proposition 5.3, we have that
(5.34) ‖MX (α)ψ0‖ ≤ 2CJ2CΦNΦ|∂X|
(
2ℓ
γ
+
4
µv
√
2ǫµ
π
ℓ3/2 +
cκµ/2e
3µR
µv
)
e
− ℓ
ξ .
A similar bound applies to both ‖MXbd(α)ψ0‖ and ‖MX c(α)ψ0‖. This completes the proof of the
Lemma 3.1. 
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