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ABSTRACT: For climate risk management, cumulative distribution functions (CDFs) are an important source of
information. They are ideally suited to compare probabilistic forecasts of primary (e.g. rainfall) or secondary data (e.g.
crop yields). Summarised as CDFs, such forecasts allow an easy quantitative assessment of possible, alternative actions.
Although the degree of uncertainty associated with CDF estimation could influence decisions, such information is rarely
provided. Hence, we propose Cox-type regression models (CRMs) as a statistical framework for making inferences on
CDFs in climate science. CRMs were designed for modelling probability distributions rather than just mean or median
values. This makes the approach appealing for risk assessments where probabilities of extremes are often more informative
than central tendency measures. CRMs are semi-parametric approaches originally designed for modelling risks arising
from time-to-event data. Here we extend this original concept to other positive variables of interest beyond the time
domain. We also provide tools for estimating CDFs and surrounding uncertainty envelopes from empirical data. These
statistical techniques intrinsically account for non-stationarities in time series that might be the result of climate change.
This feature makes CRMs attractive candidates to investigate the feasibility of developing rigorous global circulation model
(GCM)–CRM interfaces for provision of user-relevant forecasts. To demonstrate the applicability of CRMs, we present two
examples for El Nin˜o/Southern Oscillation (ENSO)-based forecasts: the onset date of the wet season (Cairns, Australia)
and total wet season rainfall (Quixeramobim, Brazil). This study emphasises the methodological aspects of CRMs rather
than discussing merits or limitations of the ENSO-based predictors. Copyright  2009 Royal Meteorological Society
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1. Introduction
Managers of climate-sensitive industries can incorpo-
rate probabilistic forecasts into their decision-making as
long as the associated uncertainties are clearly spelled
out (Nelson et al., 2007). This is particularly true for
agriculture and related sectors where proactive adapta-
tion to climate risk is becoming increasingly important
(Hansen et al., 2006; Meinke et al., 2009). Such opera-
tional climate risk management requires knowledge about
the likely consequences of the future state of the climate
systems. Often variables of interest (Y ), such as time
of onset of the wet season (Lo et al., 2007), rainfall,
crop yields (Meinke et al., 1996) or return on invest-
ment (Twomlow et al., 2008) are provided as cumulative
distribution functions (CDFs) [P(Y ≤ y)] or probabil-
ity of exceedance functions (PEFs) [P(Y > y)]. Such
probabilistic representation of decision variables helps
risk managers to conduct rapid assessments of man-
agement options. CDFs/PEFs are particularly convenient
to summarise time series that are not or only weakly
* Correspondence to: Aline H. N. Maia, Embrapa Meio Ambiente, PO
Box 69, Jaguariu´na, CEP: 13.820-000, Sa˜o Paulo, Brazil.
E-mail: ahmaia@cnpma.embrapa.br
auto-correlated (if time series are moderately to strongly
auto-correlated, a CDF/PEF summary will result in the
loss of some information). The decision variables in our
examples (time to wet season onset and seasonal rain-
fall amounts) are at most weakly auto-correlated, thus
allowing the CDF/PEF representation to convey seasonal
climate information (Dunn, 2001; Maia et al., 2007). As
there is a biunivoque correspondence between PEFs and
CDFs, we use the terms interchangeably, depending on
the context.
A range of statistical methods are used for estimating
and comparing CDFs for climate risk assessment such
as nonparametric approaches (Maia and Meinke, 1999;
Stone et al., 2000; Hansen, 2005; Maia et al., 2007)
or methods based on logistic approach (Nicholls et al.,
1982; Nicholls, 1984) whereby smooth functions are
composed from estimates obtained via logistic regression,
a parametric method used for modelling probabilities of
exceeding single thresholds (Lo et al., 2007).
Perfectly accurate CDFs cannot be obtained for noisy
systems (Smith, 2000). Although it appears intuitively
obvious that the degree of uncertainty that is associated
with any estimated CDF could impact decision-making,
such information usually is not provided. Yet, omitting
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this uncertainty implies scientific precision that does not
exist. The economist, John Maynard Keynes, supposedly
captured this in his statement ‘It is more important
to be roughly right, than precisely wrong’ (Corazza,
1999). A colleague, therefore, often quips that probability
curves should be drawn with a thick felt pen (Hayman,
personal communication). Here we provide the statistical
equivalent to such a felt pen, a method that provides
confidence bands for probability estimates by accounting
for underlying uncertainties.
CDFs are often used to summarise information in
biomedical research, social sciences or engineering where
the objective is modelling the time until the occurrence
of a certain event (time-to-event variables) such as death
(Finkelstein et al., 1993), divorce (Mazur and Michalek,
1998) or equipment/component failure (Elfaki et al.,
2007).
Statistical approaches for making inferences about
PEFs and associated risk measures [relative risks, haz-
ard ratios (HRs)] are referred to as survival analysis,
reliability analysis or event history analysis in the fields
of medicine (Collett, 2003), engineering (Crowder et al.,
1994) and social sciences (Yamaguchi, 1991), respec-
tively. In spite of their wide use for biomedical risk
assessments, survival analysis is rarely applied to cli-
mate risks (e.g. Maia et al., 1999; Maia et al., 2007).
Recently, considerable improvements have been made
in both classical (e.g. Therneau and Grambsch, 2000)
and Bayesian survival analysis (Ibrahim et al., 2004),
allowing for a high degree of flexibility. The fam-
ily of survival analysis methods includes, for instance,
(1) nonparametric approaches for estimating (Kaplan and
Meier, 1958) and comparing PEFs (e.g. Log-rank test,
Mantel, 1966); (2) parametric survival models based on
theoretical underlying distributions (e.g. exponential, log-
normal, Weibull, gamma, also known as accelerate time-
to-failure models) and (3) semi-parametric models that
do not require specification about underlying distribu-
tions for the time-to-event variable, referred to as Cox-
type regression models (CRMs) (Kalbfleisch and Pren-
tice, 1980; Lawless, 1982). CRMs comprise the classic
CRM (Cox, 1972) and a wide range of generalisations,
including Bayesian approaches for CRM estimation with
potential application for construction of credibility inter-
vals for CDFs (Ibrahim et al., 2004). For reasons of clar-
ity, we restrict our examples to the simple, classical CRM
approach as this satisfies our key objectives (see below).
However, our analyses could easily be extended to
account for non-proportional hazards (NPHs) or covari-
ance structures in the data, should this be required.
For estimating risks and associated uncertainties in
environmental sciences, there are, of course, a wide range
of statistical techniques available that could be used
routinely (e.g. quantile regression or neural networks,
Koenker and Geling, 2001; Cawley et al., 2007; non-
parametric conditional CDF kernel estimation, Li and
Racine, 2008). We are not advocating the use of CRMs
as a replacement for conventional techniques. Instead,
we argue that they could value-add under certain circum-
stances. The adequacy of any statistical method always
depends on intrinsic characteristics of data structures, the
problem domain and the intended applications. A com-
parative analysis between the Cox approach and any of
these techniques is therefore extremely context specific
and probably not very useful. Instead, we aim to advance
the use of CRMs to estimate and compare CDFs as an
additional tool for risk assessments and scenario devel-
opment. Specifically, we
(1) introduce CRMs to climate scientists as a potential
alternative to commonly used approaches;
(2) demonstrate the applicability of CRMs for statistical,
PEF-based climate risk forecasting and suggest its
use for downscaling outputs of global circulation
models (GCMs,);
(3) provide methods for quantifying the degree of uncer-
tainty surrounding probabilistic forecasts and
(4) extend the use of CRMs by replacing time-to-
event variables with other quantities of interest (e.g.
rainfall).
It is particularly the last objective we regard as a
key innovation of our work. The principal tools that
form the family of ‘survival analysis methods’ were
developed for time-to-event data, yet they can equally
be applied to other variables of interest. However, due to
their heritage, extension beyond the time domain is still
rare (e.g. Pajek and Kubala-Kukus, 2004). Their so far
nearly exclusive use for time-to-event applications is one
of the key obstacles for a wider knowledge, acceptance
and application of this approach. Based on data from
two locations (Cairns, Australia and Quixeramobim,
Brazil), we outline the use and validity of CRMs as
risk assessment tools in climate research and demonstrate
an extension beyond the time domain by using CRM to
estimate rainfall probabilities.
2. Background
Operational seasonal forecast systems based on the ana-
logue years approach (AYA) are used globally to pro-
vide information for decision makers managing climate-
sensitive systems (e.g. Sivakumar et al., 2000; Ferreyra
et al., 2001; Selvaraju et al., 2004; Meinke and Stone,
2005). As long as AYA forecast systems are based on sci-
entifically well-understood mechanisms, time series can
be partitioned into ‘year or season types’ (analogue years)
based on prevailing ocean and/or atmospheric conditions,
resulting for instance, in Southern Oscillation Index (SOI)
or El Nin˜o/Southern Oscillation (ENSO) phases (e.g.
Meinke and Hammer, 1997; Adams et al., 2003; Travasso
et al.,2009). These time series are usually represented by
their respective PEFs: a conditional PEFK for each class
k and an unconditional PEF (the baseline, also referred
to as ‘climatology’). Prevailing oceanic and atmospheric
conditions can then be assigned to a particular category
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k. The correspondent PEFK is then adopted for provid-
ing the quantitative basis for probabilistic assessments
(Maia et al., 2007). In spite of its utility and robustness,
the use of AYA has limitations, particularly when time
series are short and/or there are many classes, which
can lead to poor estimates. Although AYA provides criti-
cally important information for climate risk management,
confidence bands for empirical PEFs arising from AYA
are rarely reported. Therefore, Dunn (2001) proposed
the use of bootstrap for providing confidence bands for
quantiles of seasonal rainfall distribution, for given fixed
probabilities of exceedance. However, analytical meth-
ods, based on nonparametric likelihood ratio, developed
specifically for assessing uncertainties of quantiles of sur-
vival distributions (Li et al., 1996) could also be applied
to rainfall or any other prognostic variable. The lack of
information on PEF or quantiles’ uncertainties in proba-
bilistic climate forecast assessments contrasts with other
domains (e.g. health care, maintenance and repair of com-
ponents/equipments), where such uncertainty assessments
are routinely provided (Finkelstein et al., 1993; De Lorg-
eril et al., 1999, Smith et al., 2001; Gibbons et al., 2002).
Most statistical software packages have special mod-
ules to perform survival analysis; for example, the
procedures LIFETEST, LIFEREG and PHREG of the
SAS/STAT Software (SAS Institute Inc., 2004a) and
the packages Survival, Survbayes and Coxrobust of the
free software R (Language and environment for statisti-
cal computing, R Development Core Team, 2006). This
greatly facilitates the operational assessment of risks and
uncertainties, especially for spatial studies.
Based on theoretically founded likelihood-based meth-
ods, CRMs allow for estimating PEFs and their uncer-
tainties, ranking and selecting multiple risk factors and
quantifying their impacts on probabilistic outputs. These
methods can also handle incomplete information, referred
to as censored data (in the context of survival analy-
sis, ‘censored data’ means that some units of observation
have incomplete information regarding time-to-event, e.g.
when the ‘event of interest’ such as death does not occur
before the pre-established end of a study). Recently, some
authors have proposed the use of Cox models as an
innovative tool for modelling time-to-event variables in
natural sciences. Anthony et al. (2007) used a CRM to
assess the risk of coral mortality in response to tem-
perature, light and sediment regime, whereas Angilletta
et al. (2007) used the same tools for modelling thermal
tolerance of leaf-cutter ants from Sa˜o Paulo city (Sa˜o
Paulo, Brazil). Gienapp et al. (2005) and Visser and Both
(2005) proposed the use of Cox approaches for predicting
phenology of various populations under climate change
scenarios. In the field of international relations, studies
on factors influencing time to signature of treaties on car-
bon emissions (Fredriksson and Gaston, 2000) or duration
of international conflicts (Box-Steffensmeier et al., 2003)
also employed CRMs as a methodological reference.
The original Cox model assumes proportional hazards
(PH), i.e. the absence of interaction between predictor and
predictand. This constitutes the simplest Cox-type model
and will be hereafter referred to as CoxPH model. In the
absence of an appropriate time-dependent covariate, Cox
models simply assume an average effect over the range of
observed data (Allison, 1995; Scheike and Zhang, 2003).
However, a wide range of generalisations of the CoxPH
model are available (Hess, 1994; Fisher and Lin, 1999;
Quantin et al., 1999; Van Houwelingen and Eilers, 2000;
Ahmed et al., 2007), allowing for adequate modelling of
NPHs, if necessary.
In summary CRMs have some attractive properties
for probabilistic seasonal climate forecasts such as the
following:
(1) CRMs are designed for modelling probabilities
instead of mean values. This makes the approach
appealing for risk assessments where probabilities of
extremes are often much more informative than cen-
tral tendency measures alone (e.g. mean, median).
(2) CRMs do not require assumptions regarding the type
of underlying probability distributions of the climate-
related response variable being modelled (in contrast
to, for instance, ordinary least squares multiple linear
regression, logistic regression or parametric survival
analysis).
(3) The validity of PHs assumption can be tested and, if
needed, CoxPH models can be generalised to more
flexible Cox-type NPH models.
(4) Estimates of probabilities of exceedance [P(Y > y)]
can be simultaneously obtained for multiple thresh-
olds (y), via PEF modelling approaches, an advan-
tage over the use of multiple logistic regressions (e.g.
Lo et al., 2007).
(5) Quantiles of the target distribution are jointly esti-
mated, in contrast to the quantile regression approach
where individual quantile estimation provides an use-
ful but only coarse approximation of the distribution
shape (Cawley et al., 2007).
(6) The influence of many predictors on climate risks can
be investigated simultaneously – the contribution of
each potential predictor can objectively be evaluated
via likelihood tests (Cox, 1975).
(7) Theoretically sound methods for assessing uncertain-
ties surrounding PEFs are readily available
(Kalbfleisch and Prentice, 1980).
(8) Censored data can be accommodated without the
need to balance the data set and discarding potentially
valuable information in the process (e.g. trimmed
measures for representing central tendency, calcu-
lated after exclusion of extreme censored values).
Therefore, the use of CRMs in climate studies should
be considered in line with other methods that are used
routinely.
To demonstrate some potential applications, we use
CRMs firstly for a probabilistic risk assessment of
time to wet season onset in the Northern Australia
(October–March) based on the state of well-established
oceanographic [large-scale patterns of sea surface tem-
perature (SST) anomalies] and atmospheric (average SOI)
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indices prior to the commencement of the wet season. We
then extend the method beyond its application to time-
to-event data by assessing the probabilities of exceeding
threshold values of rainfall amounts for the wet season
in Northeastern Brazil (March–June) based on similar
predictors (preceding average SOI values and tropical
Pacific SST anomalies). Further, we provide associated
uncertainties (confidence bands) for estimated PEFs that
might guide decision makers in their choice between
alternative decisions. To our knowledge, this study is
the first using the CRMs to analyse the linkage among
oceanic/atmospheric indexes and climate risks, thereby
extending the methods to the domain of seasonal climate
risk assessments.
3. Data and methods
The Cox-regression model, originally designed for mod-
elling survival functions under the hypothesis of PHs, is
given by
S(t; xi ) = [S0(t)]exp(xi ′. β) (1)
where t is the time-to-event, S(t, xi ) is the survival
function for a particular set of predictor values, S0(t)
is the baseline survival function, x ′ i is the transposed
vector of predictors (covariates) and β is the vector
of unknown model parameters corresponding to each
predictor variable. The derivative of S(t; x ′ i ) with
respect to t is the so-called hazard function h(t; x ′i )
that represents the instantaneous failure rate at each time
t , as function of the covariates.
For our examples, we use the simplest member of the
Cox-type family as an introduction to the nonparametric
survival analysis approaches. Such a simple model is
subject to restrictions as outlined by Koenker and Geling
(2001); in the CoxPH model the covariates exert a
pure location shift on the baseline hazard function,
which corresponds to the underlying assumption that
the covariates only affect the location and not the
shape of the distribution of transformed survival times.
However, these restrictions can be overcome by using
generalisations of Cox models, once diagnostics show
evidences against PHs assumption.
Here we investigate the influence of predictors based
on oceanic/atmospheric phenomena such as the Southern
Oscillation and warming/cooling of surface water in the
Pacific basin (ENSO-based predictors).
(1) For Cairns, Northern Australia (16.93 °S, 145.78 °E),
we quantify the influence of the state of the
ocean/atmosphere continuum on time to onset of the
monsoonal wet season, as suggested by Lo et al.
(2007). The chosen predictors were the SOI (mean of
JJA monthly SOI values) and the first rotated prin-
cipal component (SST1; mean of JJA monthly SST1
values) of large-scale SST anomalies (Drosdowsky
and Chambers, 2001).
(2) For Quixeramobim, Northeastern Brazil, we quantify
the influence of two potential predictors, namely,
SST anomalies (October–February) in the Nin˜o3.4
region (SST3.4, 5°N–5 °S; 170–120 °W) and mean
SOI (October–February) on wet season (MAMJ)
rainfall amounts at one location in the State of
Ceara´, Northeastern Brazil (Quixeramobim, 5.08 °S,
38.06 °W).
We quantify the influence of potential predictors on
PEFs for the respective climatological variables of inter-
est. Further, we quantify uncertainties associated with
PEF estimates for some specific predictor values. Finally,
we search for evidence of non-proportionality by includ-
ing an interaction term as proposed by Allison (1995).
For both the examples, we used the PHREG procedure
of the SAS/STAT Software (SAS Institute Inc., 2004a)
for fitting Cox models and estimating PEFs and associ-
ated uncertainties. To construct the graphs, we used the
GPLOT Procedure of the SAS/GRAPH Software (SAS
Institute Inc., 2004b).
3.1. Examples
3.1.1. Example I: onset of wet season at Cairns,
Northern Australia
For Cairns (16.93 °S, 145.78 °E), we used a high-quality,
daily rainfall data set (Haylock and Nicholls, 2000)
to calculate the time to wet season onset for each
year (1948–2004). Two oceanic/atmospheric indices as
described by Lo et al. (2007) were used as potential
predictors: JJA SOI and JJA SST1. Following Lo et al.
(2007), we defined the onset of wet season as the
date at which 15% of the long-term mean of total
summer rainfall (September–April) is first reached (after
1 September and before 31 March).
The SOI is calculated using the barometric pressure
difference between Tahiti and Darwin. It serves as a
useful atmospheric indicator of ENSO and can there-
fore be used to probabilistically forecast seasonal rainfall
amounts for all locations influenced by ENSO (Stone
et al., 1996). We have adopted the SOI version from the
Australian Bureau of Meteorology, where the commonly
used SOI index is multiplied by ten. SOI data are avail-
able at http://www.bom.gov.au/climate/current/soihtm1.
shtml.
The first rotated principal component of the large-
scale pattern of SST anomalies (SST1) was derived
from monthly Indo-Pacific SSTs (Drosdowsky and Cham-
bers, 2001). The spatial pattern shows strong load-
ings in the Pacific indicating the strong influence of
ENSO. The time series associated with SST1 cor-
relates well with other typical ENSO indexes such
as SSTs in the Nin˜o3.4 region. Data are available at
www.bom.gov.au/climate/ahead/sst data table.html.
3.1.2. Example II: monthly rainfall at Quixeramobim,
Ceara´, Northeastern Brazil
This part of Brazil is known to be strongly impacted
by ENSO (Rao and Hada, 1990; Coelho et al., 2002;
Souza et al., 2004). To investigate the impact of SST3.4
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and SOI on wet season rainfall, we used monthly
rainfall data (1951–2007) for Quixeramobim (5.2 °S,
39.5 °W) from Funceme (Ceara´’s state meteorological
agency; www.funceme.br), the SST anomaly data set
for Nino3.4 for the same period (available from NOAA
at www.cpc.noaa.gov/data/indices/sstoi.indices) and the
SOI series from BoM (www.bom.gov.au/climate/current/
soihtm1.shtml).
3.2. Summary description of the Cox-regression model
(CRM)
The term Cox regression refers to the combination of
(1) the PHs model itself and (2) a method for model
parameter estimation from empirical data known as the
Cox maximum partial likelihood (Allison, 1995). The
CRM assumes a parametric form for the effects of the
predictors, but allows for an unspecified form for the
underlying survivor function, i.e. a form that does not
require the underlying probability density function of
(in this case) the time-to-event to be specified (e.g.
normal or gamma). For the onset analysis at Cairns, the
time-to-event variable corresponds to time to onset (T
days) and the survival function (S(t) = P(T > t)|X =
x) corresponds to the probability of T exceeding a
particular threshold t (t > 0), in response to SOI or SST
anomalies. In the case of Quixeramobim, the survival
function describes the probability of the seasonal MAMJ
rainfall (Y ) exceeding a particular threshold amount (y,
y > 0) in response to SOI or SST3.4 anomalies.
Similar to the Cox model described in Equation (1)
for modelling survival functions, an extended CRM
version for modelling PEFs in the context of climate risk
assessments can be expressed as
PEF(y; xi ) = [PEF0(t)]exp(xi ′. β) (2)
where y is the response variable, PEF0(y) is the baseline
PEF (i.e. climatology), x ′ i = (xi1, xi2, . . . xij , . . . xik)
is a vector of climate indexes used as predictors (covari-
ates) and β = (β1, β2, . . . βi, . . . βk)′ is the vector of
unknown model parameters corresponding to each pre-
dictor variable (the baseline PEF, PEF0 corresponds to
the PEF in the absence of predictors; in climate science
this baseline is generally referred to as ‘climatology’).
Here we adopt a terminology more appropriate for cli-
mate studies, by using PEF(y, xi ) instead of the classical
notation previously described for S(t, xi ) (Equation (1)).
Replacing the time variable T = t by any other response
variable Y = y (as in the case of Quixeramobim, where
rainfall is the predicant), we can therefore use the CRM
for modelling PEFs for important climate-dependent vari-
ables like water stress, crop yields or even economic
measures like farm income. For such variables, the hazard
function [derivative of PEF(y; x ′i ) with respect to y] can-
not be interpreted as an instantaneous failure rate, but the
methods for estimating PEFs and associated uncertainties
remain valid.
To estimate β, Cox (1975) proposed a method based
on partial likelihood that accounts for incomplete or
censored data. In example I, y is time to onset (days),
the elements of x ′i correspond to oceanic/atmospheric
indexes used as candidate predictors (SOI and SST1) for
explaining variability of onset PEFs and the elements of
β are the model parameters that quantify the influence of
each individual predictor on the PEF.
3.3. Diagnostics of non-proportionality
The assumption of proportionality of hazards of the
CoxPH might not hold for climate-related CRMs. For
Northern Australia, for example, Power et al. (2006)
showed that the ENSO impacts on the rainfall amount
during wet season are stronger during La Nin˜a years,
characterizing a non-proportional pattern. Such cases
require more flexible CRMs that allow for adequate
modelling of non-proportionality. For this purpose, an
interaction term can be included into the model (e.g. the
interaction between SOI and time to onset). This provides
a simple method to generalise CPH models (Allison,
1995). Violation of the assumption of proportionality
can be tested using a likelihood test. Should such a
test reveal no evidence of interactions, we may conclude
that the assumption of proportionality is not violated and
disregard the covariate. If, on the other hand, the evidence
is strong, Allison (1995) suggests incorporation of the
interaction term into the model.
However, in many cases a simple interaction term
might not be sufficient to model the real nature of non-
proportionality; it might require more flexible survival
models (Therneau and Grambsch, 2000) such as the so-
called relative survival regression models (Giorgi et al.,
2003) and methods based on partition trees or polynomial
splines for estimating time-varying model parameters
(Hess, 1994; Intrator and Kooperberg, 1995; Xu and
Adak, 2002). A comparison of several NPH modelling
approaches can be found in Quantin et al. (1999); Van
Houwelingen and Eilers (2000) and Ahmed et al. (2007).
Beyond conducting likelihood tests for the interaction
terms, we also applied descriptive techniques for quanti-
fying evidences of NPH (Allison, 1995; Hess, 1995) as
follows.
(1) Plots of g(t) = log(− log(PEF(t)) versus time to
onset: the predictor was categorised into three
classes: C1 (SOI < −10), C2 (−10 < SOI < 10)
and C3 (SOI > 10). The corresponding g(t) val-
ues for each class were plotted against time to
onset (t). As explained in Allison (1995), under
PHs, ha(t) = k. hb (t) for any pair (a,b) of classes.
This is equivalent to PEFa(t) = [hb (t)]k. Taking
the logarithm, multiplying by −1 and taking the
logarithm again, we obtain log[− log(PEFa(t))] =
log(k) + log[−log(PEFb(t))], i.e. the lines g(t) ver-
sus t for any pair of classes. These should be parallel
if the assumption of proportionality holds.
(2) Plots of Schoenfeld (1982) residuals against time to
onset: a randomly scattered pattern indicates no vio-
lation of the PHs assumption; a linear regression of
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residuals on time to onset can be used for a descrip-
tive assessment of trends. Low p-values associated
with the t-test for the linear coefficient would then
constitute evidence against the PH assumption.
Further guidelines on quantifying evidences against
proportionality of hazards can be found in Hess (1994,
1995) and N’gandu (1997).
3.4. Confidence bands for probabilities of exceedance
curves
Following Kalbfleisch and Prentice (1980), we assess
uncertainties around PEFs using the following proce-
dures: let PEF(y; ε) correspond to the empirical cumu-
lative hazard function estimate of the P(Y > y|xi ) for
xi = ε. The standard error of log(PEF(y; ε)) is approxi-
mated by s0(y; ε) which is the square root of the vari-
ance estimate of the hazard function. Based on the delta
method, the standard error of PEF(y; ε) is approximated
by
s1(y; ε) ≈ PEF(y; ε) .s0(y; ε) (3)
Let zα/2 be the upper 100.(1 − α/2) percentile point
of the standard normal distribution. By using a normal
approximation, a 100(1 − α/2)% confidence interval for
the ‘true’ unknown P(Y > y|xi = ε) is then given by
PEF(y; ε) ± zα/2. s(y; ε) (4)
Alternative methods for calculating such confidence
bands for survival functions (PEF) based on likelihood
ratio are described by Murphy (1995) and Hollander et al.
(1997).
4. Results and discussion
Our motivation for this work is simple – we call it
‘interdisciplinarity in action’; we want to show that
CRMs, which are commonly used in other domains of
scientific risk assessment, can also play a useful role in
climate research; a comprehensive review of alternative
methods is not our goal. The examples discussed here
were chosen to highlight a multitude of features that
CRMs can account for. In the process, we extend
the use of CRMs beyond their traditional domains of
application. Although CRMs were initially designed for
modelling time-to-event variables (in our case, time to
wet season onset date at Cairns), they can readily be
applied to account for other types of positive response
variables (e.g. seasonal rainfall at Quixeramobim) of
interest in probabilistic risk assessments. For instance,
Pajek and Kubala-Kukus (2004) used survival analysis
to model CDFs of concentrations of trace elements in
human tissues. Such an approach allows assessments of
the so-called non-detected concentrations by using the
statistical concept of censoring. For operational climate
risk management, CRMs can be extended to any variable
of interest such as crop yields or economic value of a
commodity derived from production models or rainfall
from GCMs. Further, if the PH assumption does not hold,
NPH models can be applied. Once an adequate survival
model has been selected, PEF estimates can be provided
for any combination of predictors and PEF confidence
limits can be readily provided for any desired confidence
level.
4.1. Example I: time to onset of the wet season,
Cairns, Australia
We quantified the influence of SOI and SST on the time
to wet season onset for Cairns, Australia, using CoxPH
models (Figure 1). Estimated PEFs derived from models
using SOI (model A, Figure 1(a)) or SST1 (model B,
Figure 1(b)) as predictors clearly indicate the impact of
ENSO on this variable as shown by Lo et al. (2007).
We only show PEF estimates for some specific SOI
(−15, 0 and +15) or SST anomaly values (−1.5, 0 and
1.5), but estimates can be obtained for any predictor
value. Table I shows parameter estimates and respective
results of likelihood tests for the CoxPH models used
(a) (b)
Figure 1. PEFs for time to wet season onset at Cairns, estimated using CoxPH models for selected values of both predictors: (a) June–August
SOI and (b) June–August SST. Onset date was determined by accumulating 15% total, average wet season rainfall after 1 September. The
vertical dashed lines indicate median time to onset (111 days after 1 September, i.e. 20 December); the solid black lines indicate empirical
climatology (baseline PEF).
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Table I. Parameter estimates of CPH models fitted for testing the influence of atmospheric/oceanic predictors (JJA SOI, model
A1 and JJA SST1, model A2) on the PEFs for time to onset of the wet season at Cairns, Australia.
Models Predictor β Estimate (b) Standard error χ2 Estimate of the
hazard ratio (exp(b))
p-value∗
A1 SOI 0.0652 0.01742 14.02 1.067 0.0002
A2 SST1 −0.7570 0.19868 14.51 0.469 0.0001
∗ Nominal significance levels arising from the maximum likelihood chi-square (χ2) tests for the hypotheses βI = 0 (no predictor influence).
(a) (b)
(c) (d)
Figure 2. Diagnostics of non-proportionality. Parallelism of log(−log(PEF(t)) versus time to onset (t) for each class (C1, C2 and C3) of predictor
values: (a) SOI as predictor (model A1) and (b) SST1 as predictor (model A2). Schoenfeld residuals versus time to onset, showing estimated
linear trend (solid black line) (c) for model A1 and (d) for model A2.
to quantify the average (over time) influence of JJA
SOI and SST1 on the probability of late wet season
onset [PEF(t) = Prob(T > t)]. Results indicate that the
SST1 influence on time to onset, based on unitary
changes in predictors, is stronger than SOI influence,
with respective p-values of 0.0001 (model B) and 0.0002
(model A1).
Using the HR estimates (exp(b)) from Table I, we
objectively quantify the influence of predictors on PEFs
for the climate-related variables. When HR estimate is
greater than one (positive b), for each unitary increase in
the predictor, the baseline PEF, PEF0(y) is powered to
the corresponding HR, that is PEF(t) = [PEF0(t)]exp(b).
As PEF0(t) is a value between 0 and 1, it results in a
decrease in Prob(Y > y).
In model A1, for each unitary increase in SOI, the
baseline PEF, PEF0(t) is powered to 1.067 (Table I,
positive b = 0.0652), resulting in a decrease in the
probability of the time to onset exceeding a partic-
ular threshold t . Conversely, in model A2 (negative
b = −0.757), unitary increases in SST1 leads to an
increase in the PEF(t). These results are consistent
with the well-known influence of ENSO on North Aus-
tralia, where La Nin˜a conditions (indicated by positive
SOI and negative SST anomalies, respectively) favour
an earlier than normal start of wet season (Lo et al.,
2007).
In Figure 2, we show graphical diagnostics to investi-
gate possible violations of PH assumption for both pre-
dictors (SOI and SST1), as suggested by Allison (1995)
and Hess (1995). Tests based on the inclusion of inter-
action terms proposed in Allison (1995) (SOI∗time for
model A1 and SST1∗time for Model A2) did not reveal
strong evidence against the proportionality assumption
of hazards: p-values arising from likelihood tests for
the ‘no interaction’ hypothesis were 0.07 and 0.15 for
SOI and SST1, respectively. Also, graphical diagnostics
(Figure 2) also did not indicate strong violation of PH
assumption.
t-Test for linear trends in Schoenfeld (1982) residuals
resulted in p-values of 0.08 for SOI and 0.20 for SST1.
When we applied the function g(t) = log(−log(PEF(t))
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(a) (b)
(c)
Figure 3. PEFs for time to wet season onset (days after 1 September) at Cairns, Northern Australia, with respective 95% confidence limits, for
three selected JJA SST1 values: (a) SST1 = −1.5, (b) SST1 = 0 and (c) SST1 = 1.5. PEFs and associated uncertainties were estimated using
CoxPH model. The vertical dashed lines indicate median time to onset based on climatology.
to three different predictor values, results revealed a ten-
dency for higher predictor values exerting a stronger
influence on time to onset in the value range corre-
sponding to La Nin˜a years (classes C3 and C1 for
SOI and SST, respectively), a finding consistent with
known non-proportional patterns of ENSO influence on
rainfall (Power et al., 2006). However, for our objec-
tives (to demonstrate the value of the overall gen-
eral framework), in spite of moderate evidence against
the PH assumption, we applied CPH models for quan-
tifying an average multiplicative effect (over time)
of the respective predictors on the instantaneous fail-
ure rates (HRs) (Allison, 1995; Scheike and Zhang,
2003).
So far, the PEFs in Figure 1 have no uncertainty
estimates associated. In a final step we provide the 95%
confidence bands for PEFs arising from model A2, based
on Equations (3) and (4) (Figure 3). The width of the
confidence limits depends on the series length and the
signal strength of the predictor values at which the PEF
was evaluated.
4.2. Example II: seasonal rainfall at Quixeramobim,
Ceara´, Northeastern Brazil
Wet season rainfall in the northeast of Brazil is impacted
by ENSO, although other factors such as the gradient
mode of Atlantic SSTs are also important (Rao and Hada,
1990; Coelho et al., 2002; Souza et al., 2004). We use
a very simple approach to quantify ENSO impact in
this region by applying the Cox approach to model the
seasonal rainfall PEF as function of SOI (model B1) and
SST3.4 (model B2).
The likelihood test for non-proportionality did not
reveal any evidence for the violation of the propor-
tionality assumption for model B2 (p = 0.2858). For
model B1, some evidence was found (p = 0.0123), but as
already discussed, even when PH is violated, the CoxPH
model can be applied and the results then interpreted
as the average predictor’s influence over the range of
the response variable (Allison, 1985). Here we applied
the CPH model to estimate PEFs for some specific
SST3.4 values (Figure 4) and their associated uncertain-
ties (Figure 5).
For model B1, the HR estimate (exp(b) = 0.968)
is lower than 1 (Table II, b = −0.033). Thus, unitary
increases in SOI lead to higher probabilities of rain-
fall exceeding a threshold y. The opposite occurs for
SST3.4 where b is positive (Table II, b = 0.330) and con-
sequently, the HR estimate is higher than 1 (exp(b) =
1.391). Again, these results are fully consistent with the
well-known influences of ENSO on Northeastern Brazil,
where El Nin˜o-like conditions (positive SST3.4, negative
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(a) (b)
Figure 4. PEFs for seasonal rainfall (MAMJ) at Quixeramobim (Ceara´, Brazil) estimated via CoxPH model using two alternative predictors:
(a) October–February SOI or (b) October–February SST anomalies in Nino3.4 (SST3.4). The vertical dashed line indicates median the wet
season rainfall (482 mm), the solid grey line indicates the empirical climatology (baseline PEF). Data from 1951 to 2007.
(a) (b)
(c)
Figure 5. PEFs for seasonal rainfall (MAMJ) at Quixeramobim (Ceara´, Brazil) with respective 95% confidence limits (dashed grey step functions),
estimated via CPH models, for selected October–February SST3.4 values: (a) SST = −1.5, (b) SST = 0 and (c) SST = 1.5. The vertical dashed
line indicates median seasonal rainfall (482 mm).
SOI) leads to low probability of above median rainfall
during the wet season (Coelho et al., 2002; Grimm,
2003).
Our results (Figure 5) confirm the known patterns of
ENSO signal in the region, whereby at this particular
location (Quixeramobim), during the La Nin˜a event of
2008 (at the time of writing; March 2008) the probability
of exceeding median rainfall (450 mm MAMJ total
rainfall) is 0.7 based on five-monthly SST average of
−1.7 (October–February).
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Table II. Parameter estimates for CoxPH models used for quantifying the influence the October–February SOI (model B1) and
October–February SST3.4 (model B2) on the PEFs for wet season rainfall at Quixeramobim, Ceara´, Brazil.
Models Predictor β Estimate (b) Standard error Estimate of the
hazard ratio (exp(β))
χ2 p-value∗
B1 SOI −0.033 0.020 0.968 2.71 0.0999
B2 SST3.4 0.330 0.148 1.391 5.01 0.0253
∗ Nominal significance levels arising from chi-square (χ2) likelihood test for the hypothesis βI = 0 (no predictor influence).
Here we used the simplest model of the Cox-type fam-
ily (assuming proportionality of hazards), which might
not adequately reproduce the influence of some climate
predictors on risks (see Section 3). This limitation could
be overcome by using the more flexible NPH models that
are able to capture nonlinear and disproportional influ-
ences of predictors.
CRMs intrinsically account for trends in empirical
data. This means that non-stationarity in primary vari-
ables such as SSTs or SOI, which might be a conse-
quence of climate change, are accounted for. This feature
opens the possibility to develop GCM–CRM interfaces
that could seamlessly connect with existing risk man-
agement by providing the necessary inputs for GCM-
CRM connections could be achieved by using projections
of oceanic/atmospheric predictors as input into CRMs
resulting in estimated PEFs that link to biological models
(Meinke and Stone, 2005).
When applied to gridded data, CRMs allow objective
spatial assessment of either individual or joint influ-
ences of predictors on risks. Mapping the coefficients
of the Cox model (which express the magnitude of the
predictor’s influence) and p-values resulting from likeli-
hood tests provides a complete descriptive and inferen-
tial assessment of predictor influence on the risks under
investigation (Maia et al., 2007). Once the strongest pre-
dictors are selected, PEFs can be estimated for any
combination of predictor values. The resulting risk esti-
mates and their respective uncertainties can provide valu-
able information for decision-making in climate-sensitive
industries.
Our examples are not intended to serve as rigorous sea-
sonal climate forecasts; they were deliberately designed
to serve as an easy introduction of CRMs to the statis-
tical toolkit for climate research and applications. Yet,
in spite of this simplicity, our results confirm current
understanding of ENSO influences on rainfall and show
how through the use of CRMs valuable information can
be extracted from historical time series and provided to
decision makers.
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