Abstract. Motivated by applications in economics and finance, in particular to the modeling of limit order books, we study a class of stochastic secondorder PDEs with non-linear Stefan-type boundary interaction. To solve the equation we transform the problem from a moving boundary problem into a stochastic evolution equation with fixed boundary conditions. Using results from interpolation theory we obtain existence and uniqueness of local strong solutions, extending results of Kim, Zheng and Sowers. In addition, we formulate conditions for existence of global solutions and provide a refined analysis of possible blow-up behavior in finite time.
Moving boundary problems allow to model multi-phase systems with separating boundaries evolving in time. Typically, the evolution of the free interface is strongly coupled with the evolution of the whole system. A classical example is the so called Stefan problem introduced in 1888 by Josef Stefan [Ste88] , which describes the evolution of temperature v(t, x) in a system of water and ice. In one space where η w and η i are the thermal diffusivities of ice and water, and x * (t) is the position of the interface between the two phases. The evolution of the interface is governed by the so-called Stefan condition This problem and various extensions have been studied extensively in the second half of the 20th century, see [Vui93] for a review of the literature. For classical solutions of semi-linear extensions of (1.1) see e. g. [FP79] , [Lun04] . In addition to the theory of classical and weak solutions, the corresponding evolution equations have been studied in the framework of maximal L p -regularity, see [EPS03] , [PSS07] and references therein. Compared to the deterministic case, stochastic partial differential equations with free or moving interface have received much less attention. One exception is [BDP02] where Barbu and da Prato show existence of a solution and an invariant ergodic measure for the linear problem (1.1) with additive noise in multiple dimensions.
More recently, both deterministic and stochastic moving boundary problems have been applied in economics and finance to dynamic models of trading, in particular to models of so-called (electronic) limit order books where orders of buyers and sellers participating in stock exchanges are stored, see e.g. [LL07, Zhe12, MTB14, BHQ14] . In such models, the space coordinate x typically corresponds to price (usually on logarithmic scale), and the quantity v(t, x) to the density of buyers or sellers willing to commit to a transaction at time t for the price x. Buyers are recorded with positive sign and sellers with negative sign, such that the two phases of the system distinguish buyers from sellers. Of particular interest is the evolution of the separating boundary, which corresponds to the marginal price at which both sellers are currently willing to sell and buyers are willing to buy. Zheng [Zhe12] for example proposes the following stochastic moving boundary problem as a model for dynamic trading in a limit order book: ∂ ∂t v(t, x) = η s ∂ 2 ∂x 2 v(t, x) + σ s (|x − x * (t)|)dξ t (x), x > x * (t), ∂ ∂t v(t, x) = η b ∂ 2 ∂x 2 v(t, x) + σ b (|x − x * (t)|)dξ t (x), x < x * (t), v(t, x * (t)) = 0,
where the subscripts b and s correspond to buyer and seller respectively and dξ t (x) is Gaussian noise. The evolution of the interface is governed by the linear Stefan condition (1.2). The accompanying mathematical theory is developed in [KZS12, KMS10] and numerical analysis in [KS12] . Other examples can be found in Lasry and Lions [LL07] where a free boundary model for price formation under negotiation is introduced in a mean-field game setting. Another part of the literature derives SPDE models for limit order books as functional limits from discrete queuing models of orders that arrive and then are filled or cancelled. For examples of this approach see e. g. [BHQ14] where a parabolic SPDE as a model for the order book is obtained in the limit. In addition, there is a series of papers by Bouchaud et al. [MTB14] , [DBMB14] with PDE and SPDE models observed as limiting equations of particle models.
In this paper we study a Stefan-type stochastic moving boundary problem, which can be considered an extension of (1.3) and of the theory developed in [KZS12] with several important differences in scope and methodology:
⊲ ⊲ ⊲ Instead of the homogeneous linear stochastic Stefan problem, we allow for a more general drift coefficient and in particular a non-linear boundary condition replacing (1.2). Recent empirical studies of the dependency of price change on the imbalance of the order book (see [CKS14] and [LPS13] ) suggest linear behaviour for balanced order books and non-linear behaviour when imbalance is large. ⊲ ⊲ ⊲ In addition to mild and weak solutions as in [KZS12] we obtain solutions in the analytically strong sense and make the transformation from free to fixed boundary, that is introduced in a deterministic setting in [Lun04] and used in [KZS12] , rigorous in a stochastic setting. ⊲ ⊲ ⊲ We combine tools from the SPDE framework of da Prato and Zabczyk (cf. [DPZ14] ) with results from interpolation theory, which allows for greater generality and avoids direct computations using the heat kernel as in [KZS12] 2. A stochastic moving boundary problem 2.1. Problem formulation. Our goal is to establish a framework for solving stochastic moving boundary problems of the type dv(t, x) = η + ∂ 2 ∂x 2 v + µ + x − x * (t), v, ∂ ∂x v dt + σ + (x − x * (t), v) dξ t (x), x > x * (t), dv(t, x) = η − ∂ 2 ∂x 2 v + µ − x − x * (t), v, ∂ ∂x v dt + σ − (x − x * (t), v) dξ t (x), x < x * (t), with the moving boundary x * (t) governed by for t ≥ 0, x ∈ R, with Dirichlet boundary conditions at x * , i. e., v(t, x * (t)+) = 0, v(t, x * (t)−) = 0, (BC) for t ≥ 0. The coefficients are functions µ ± : R 3 → R, σ ± : R 2 → R, and real numbers η ± > 0. We denote by ξ the spatially colored noise given by (2.2) ξ t (x) :
for some integral kernel ζ : R 2 → R and a cylindrical Wiener process W on the Hilbert space U = L 2 (R) with covariance operator identity. As usual, W lives on a filtered probability space (Ω, F , (F t ) t≥0 , P). For each t ≥ 0 we require that x → v(t, x) is continuously differentiable on (−∞, x * (t)) as well as on (x * (t), ∞), such that all first derivatives appearing in (2.1) can be understood in the classical sense. The second derivative should be considered a weak derivative and a suitable function space for v as well as the precise notion of 'solution' to (2.1) will be defined below.
We now make precise what we understand by a solution to the stochastic moving boundary problem (2.1). In general, solutions to the moving boundary problem may be local, i.e. only exist up to a stopping time τ . To formalize this, it will be convenient to work with stochastic intervals. Given two stopping times ς ≤ τ the stochastic interval ς, τ is defined as
By using strict inequalities also the open stochastic interval ς, τ and half-open analogues can be defined. As usual in a probabilistic setting we will soon 'drop the omega' and say e.g. that for two stochastic processes X and Y the equality X t = Y t holds for all t ∈ 0, τ , when we mean that X t (ω) = Y t (ω) for P-almost all ω and all t such that (ω, t) ∈ 0, τ , i. e.
To formalize the moving frame for the moving boundary problem we define for x ∈ R the function space
, where H 1 0 and H 2 are the usual Sobolev spaces. Note that due to the Sobolev embeddings, any function v in Γ(x) can be identified with an element of L 2 (R). Finally, using the notation from (2.1) we introduce the functions µ :
Definition 2.1. A local solution of the stochastic moving boundary problem (2.1) on the stochastic interval 0, τ , with initial data v 0 and x 0 , is a couple (v, x * ) of stochastic processes, where
such that (v, x * ) is predictable as an L 2 (R) × R-valued process, and
holds on 0, τ . The first equality is an equality in L 2 (R); the first integral is a Bochner integral in L 2 (R), and the second one a stochastic integral in L 2 (R). The solution is called global, if τ = ∞ and the interval 0, τ is called maximal if there is no solution of (2.1) on a larger stochastic interval.
Assumptions and main results.
We introduce the following assumptions on the coefficients appearing in (2.1) Assumption 2.2. The functions µ ± are continuously differentiable and
, and ∂ ∂y µ ± (x, y, z) + ∂ ∂z µ ± (x, y, z) ≤b(y, z), (ii) µ ± and their partial derivatives (in x, y and z) are locally Lipschitz with Lipschitz constants independent of x ∈ R.
Assumption 2.3. The functions σ ± are twice continuously differentiable and
(ii) σ ± and their partial derivatives (in x, y and z) are locally Lipschitz with Lipschitz constants independent of x ∈ R. (iii) σ ± satisfy the boundary condition (2.5) σ ± (0, 0) = 0.
Remark 2.4. Later on, certain Nemytskii operators will be defined through µ ± and σ ± and the assumptions made above can be traced back to requirements on the regularity of these operators, see Appendix A and B. Also note that if σ + or σ − is independent of x ∈ R, then, in Assumption 2.3, part (iii) is a consequence of part (i).
Assumption 2.5. ̺ : R 2 → R is locally Lipschitz continuous. More precisely, for all N ∈ N there exists an L ̺,N such that
Assumption 2.6. ζ(., y) ∈ C 3 (R) for all y ∈ R and
For the rest of this paper, we use the notation
denotes the Sobolev space of order 3, then Assumption 2.6 is satisfied. In this case, the operator T ζ corresponds to spatial convolution with ζ.
Then, (2.1) is the two-phase Stefan problem with multiplicative colored noise. With η 2 = 0, µ − , σ − ≡ 0 and ζ(x, y) := ζ(x − z) we end up with the one-phase system discussed in [KZS12] . Even though our assumptions and proofs are formulated for the two-phase case, it is straight-forward to adapt them to a one-phase setting.
Example 2.9 (Two-Phase Burger's equation). The case
yields a stochastic version of a two-phase viscous Burger's equation in one dimension. Obviously, Assumption 2.2 on µ ± is satisfied.
, for some f ± ∈ C 1 (R) with locally Lipschitz derivative and f + (0) = f − (0) = 0. Also in this case it is easy to check that Assumption 2.2 is satisfied.
Let us also remark here that without substantial change in our proofs the constant Laplacian terms η ± ∂ 2 ∂x 2 v in (2.1) can be replaced by space-dependent Laplacians in the divergence form ∂ ∂x η ± (x − x * (t)) · ∂ ∂x v for some scalar functions η ± that are bounded by strictly positive constants.
Our first main result concerns the existence of a maximal local solution to the moving boundary problem (2.1).
Theorem 2.11 (Maximal Local solution). Let Assumptions 2.2, 2.3, 2.5, and 2.6 hold true and let x 0 ∈ R and v 0 ∈ Γ(x 0 ). Then there exists a predictable, strictly positive stopping time τ and a local solution (v, x * ) of (2.1) on the maximal interval 0, τ in the sense of Definition 2.1. For almost every ω ∈ Ω it holds that v(ω; .) ∈ C([0, τ (ω)); H 1 (R)) and
Remark 2.12. The continuity statement implies that for all x ∈ R, t → v(t, x) is almost surely.
Imposing some additional assumptions on σ ± and ρ the solution becomes global.
Assumption 2.13. The functions b andb in Assumption 2.2 are (globally) bounded, and there exist functions σ
, the space of all functions with bounded uniformly continuous second derivative. such that
Theorem 2.14 (Global Solution). If ρ is bounded and Assumption 2.13 holds in addition to the assumptions of Theorem 2.11, then τ = ∞ almost surely, i. e. (2.1) has a global solution.
In Theorem 4.5 we provide a refined analysis of the case of finite-time blow-up (τ < ∞). It turns out that under Assumption 2.13, but with ρ unbounded a finitetime blow-up of the system (2.1) must coincide with a blow-up of the boundary terms. u 1 (t, x) := v(t, x * (t) + x), and u 2 (t,
i.e. new coordinates are defined relative to the free boundary x * (t), which yields
for t ≥ 0 and x > 0 with Dirichlet boundary conditions,
Note that the classic chain rule is not sufficient to derive (2.8) from (2.1), since v is not differentiable in time. Rather a special case of Ito's formula (a 'stochastic chain rule') is needed to justify the computation. The transformation turns the moving boundary into a fixed boundary at x = 0, but introduces an additional non-linear and unbounded drift term involving the spatial derivatives
The second step is the abstract formulation of (2.8) in terms of the stochastic evolution equation
where X(t) := (u 1 (t, .), u 2 (t, .), x * (t)), t ≥ 0 and W is a cylindrical Wiener process with covariance operator Id on the separable Hilbert space U = L 2 (R). Introducing the shorthand (2.10)
for the boundary terms, the coefficients of (2.9) are given by
Here, ∆ is the Laplacian on R + with Dirichlet boundary conditions and c > 0 is an arbitrary constant, whose sole function is to move the spectrum of A into the negative half-line (−∞, 0).
Finally, the solution of (2.1) in Theorem 2.11 will be obtained from the unique strong solution X on 0, τ of the stochastic evolution equation (2.9) with initial data
In the remainder of the paper we will make the above steps rigorous, by traversing them in the reverse direction:
⊲ ⊲ ⊲ In section 3 we show that under certain assumptions the abstract stochastic evolution equation (2.9) has a unique strong solution. ⊲ ⊲ ⊲ In section 4 we show that the parameter assumptions made in Section 2.2 are sufficient for the assumptions of section 3 ⊲ ⊲ ⊲ In section 5 we show the stochastic chain rule that is necessary to make the transformation to fixed boundary rigorous and collect all pieces to complete the proof of our main results.
Remark 2.15. Considering carefully our proof of the existence result in the next section it can be seen that equation (2.9) can be solved also for homogeneous Neumann or even Robin boundary conditions. Of course the boundary conditions on σ ± in Assumption 2.3 (iii) have to be adapted accordingly. The main difference to the case of Dirichlet boundary conditions, is that a discontinuity at the boundary introduces a jump to the dynamics of v in equation (2.1) at any given point x ∈ R, every time the boundary x * (t) crosses x. In particular the 'stochastic chain rule' developed in Section 5 is no longer sufficient to pass from the moving boundary equation (2.1) to the fixed boundary equation (2.8) and back.
Remark 2.16. The existence result for the centered equations (2.9) can be extended to the case with Brownian noise in the boundary, without any problems. That is,
where D is any locally Lipschitz operator from D(A) into R, and σ * > 0. Here, B can be either independent of W , or a Hilbert-Schmidt transformation of W into R.
3. Solving a stochastic evolution equation 3.1. Preliminaries. In this section we concentrate on the evolution equation (2.9), i.e.
(3.1)
where W is a cylindrical Wiener process with covariance operator Id on a separable Hilbert space U . At this point it is sufficient to assume that X takes values in an arbitrary separable Hilbert space E with norm . . On the coefficients A, B, C we will impose assumptions that are milder (but also more abstract) than the assumptions made in section 2 on the coefficients of the free boundary problem. As will be shown in section 4 the assumptions below are implied by the assumptions from section 2.2 such that eventually the results on the evolution equation (2.9) can be used to solve the free boundary problem (2.1). Nevertheless, the results of this section may be of independent interest when generalizations of (2.1) are considered.
On the operator A in (3.1) we make the following assumption. 
Remark 3.2. This assumption is equivalent to each of the following statements ⊲ ⊲ ⊲ Equation (3.2) holds and the resolvent set of A contains 0 and a sector {λ ∈ C : | arg λ| < θ} for some θ ∈ (π/2, π). ⊲ ⊲ ⊲ The operator A is sectorial and −A is positive in the sense of [Lun09] . Assumption (3.1) ensures that A generates an analytic semigroup (S t ) t≥0 and that suitable interpolation spaces between E and D(A) can be defined through fractional powers of −A. They also imply that the semigroup S t is of strictly negative type, i.e. there exist δ, M > 0 such that
. Note, that if M = 1 then S t is a contraction semigroup, which we shall not assume a priori.
Using the semigroup S t that is generated by A we can introduce the important concept of mild solutions.
Definition 3.3. Let X = (X(t)) be a D(A)-valued predictable process and τ be a predictable stopping time.
⊲ ⊲ ⊲ X is called global mild solution to the stochastic evolution equation
holds for all t ≥ 0, P-a.s. ⊲ ⊲ ⊲ X is called mild solution on 0, τ , if (3.1) holds on the stochastic interval 0, τ . Finally we will be able to show that the mild solution is also a strong one in the following sense:
Definition 3.4. Given D(A)-valued initial data X 0 and a predictable stopping time τ , X is called strong solution of (2.9) on 0, τ , if X is a D(A)-valued predictable process and
holds on 0, τ . Global solutions and maximality are defined in the same way as for mild solutions.
3.2. Interpolation spaces. By taking fractional powers of −A we introduce interand extrapolation spaces for E. For α > 0 we define
It is known that also E α with the induced scalar product is a separable Hilbert space. In particular, . 1 is equivalent to the graph norm of A and the following continuous embedding relations hold for α ∈ [0, 1]:
Note that the restriction of A to any E α , α ∈ [0, 1] is again a densely defined and closed operator on E α . Moreover, it is the infinitesimal generator of the restriction of S t to E α , which is again an analytic (contraction) semigroup; see e.g. [EN00, Ch. II.5].
The following regularity property of S t between different interpolation spaces E α , α ∈ [0, 1] will be crucial in the proofs that follow. We derive it from results in [Lun09] on interpolation spaces.
Lemma 3.5. Let β ≥ 0 and α > β. Then, for all t > 0 and h ∈ E β ,
Note that the factor in front of h β is integrable at time t = 0, which is the key property used in the estimates concerning the mild formulation of (3.1) on E 1 .
Proof. Suppose first that α = β + n for some n ∈ N, then we get from [Paz92, Thm 1.5.2d and p. 70] that there exists K n > 0 such that
Now assume that α ∈ (β + n, β + n + 1) for some n ∈ N 0 and set
. Combining this fact with [Lun09, Cor. 1.7] we obtain that there exists K > 0 such that
Applying the above inequality and using boundedness of the semigroup S t we obtain
Finally, (3.7) for n and n + 1 yields
proving the result.
To deal with the singularity in 0 on the right hand side above, we will use an extended version of Gronwall's lemma, see [Lun95, Lem 7 
then exists a constant K α,b,T , depending only on α, b and T , such that,
3.3. Existence of global mild solutions. We start by discussing global solutions. Subsequently, the existence of local solutions under milder assumptions will be shown by localizing with appropriate stopping times. Denoting by HS(U, E 1 ) the (Hilbert) space of Hilbert-Schmidt operators from U to E 1 we introduce the following Lipschitz-type assumption, which will imply the existence of global mild solutions to (3.1).
Assumption 3.7. There exists α ∈ (0, 1] such that B : E 1 → E α and C : E 1 → HS(U, E 1 ) are Lipschitz continuous, i.e. there exists a constantL such that
Remark 3.8. Assumption 3.7 implies a linear growth bound on B and C in the sense that
Theorem 3.9 (Global Mild Solution of (3.1)). Let Assumption 3.1 and 3.7 hold true and let p > 1. Then, for every initial data X 0 ∈ L 2p (Ω; E 1 ) there exists a unique global mild solution X of (3.1) on E 1 . Moreover,
, for all T ≥ 0 and X is E 1 -continuous almost surely. If, in addition, S t is a contraction semigroup, then the statement is true even for p = 1.
Remark 3.10. Without much effort one can extend the theorem to time-and pathdependent predictable coefficients B :
, provided that (3.10) and (3.11) hold. The same is true for Theorem 3.17 below.
Proof. The theorem will be shown using a fixed-point argument. Using Lemma 3.5 we will be able to prove that the following mapping is a contraction. We define
for elements Y out of the Banach space
equipped with the norm defined by
To show the contraction property of K on H T,p for small enough T > 0, we first decompose
where K B is the convolution of S with B and K C is the stochastic convolution with C, respectively. The first term is easiest to handle. From the strong continuity and boundedness of S t we get (3.13)
, where the constant K 1,1 depends on the bound for the norm of the semigroup. The term K B (Y ) is more difficult to handle. Let Y ∈ H T,p , then by Bochner's inequality, Lemma 3.5, Jensen's inequality and the growth estimate (3.11)
(3.14)
with constant K changing from line to line, but depending only on p, α andM . Note that to apply Jensen's inequality we have used that (t − s) α−1 ds is a finite measure on (0, t) with mass t α /α, and that the inequality a + b 2p ≤ 2 p a 2p + b 2p has entered in the last step. Applying the Fubini-Tonelli theorem yields
Inserting into (3.14) we get that
Let now Y , Z ∈ H T,p , then with the same arguments as in (3.14), but with the Lipschitz estimate (3.10) instead of (3.11) we obtain
Applying again the Fubini-Tonelli theorem yields
T,2p . Here, the constants K To show similar properties for the stochastic convolution K C is exactly the same as in the proof of the classical result [DPZ14, Theorem 7.2, see pp.189]. Everything together yields constants K B and K C independent of X 0 , such that
. Hence, K is a contraction on H T,p and possesses a unique fixed point, which is a mild solution of (3.1) up to time T > 0. Concatenating solutions, we obtain a global solution. Finally, to show the the uniqueness claim, we consider two arbitrary solutions X 1 and X 2 and the stopping times
Using the standard procedure as in the proof of [DPZ14, Theorem 7.2], but using the estimates for K B from above and Lemma 3.6 we obtain that the solutions X 1 and X 2 must coincide up to the stopping time τ R . Passing to the limit R → ∞, global uniqueness follows. The remaining part, namely showing (3.12) and the continuity claim, is subject of Lemma 3.11 and 3.14 below.
Lemma 3.11. Let Assumption 3.1 and (3.11) hold true and let p > 1. Let X be a mild solution on [0, T ] of (3.1) with initial value X 0 ∈ L 2p (Ω; E 1 ) such that
Then,
If, in addition, S t is a contraction semigroup, then the statement is true even for p = 1.
Remark 3.12. We emphasize that the Lipschitz property (3.10) is not needed to show this Lemma.
Proof. We use the notation from the previous proof and write
First, note that the integrability assumption on X and the linear growth property (3.11) yield
HS(U;E1) . For the case p = 1 we may assume that S t is a contraction semigroup. Hence, we can apply [DPZ14, Theorem 6.10] which gives
For the case p > 1 we use that S t is a C 0 -semigroup and apply [DZ92, Theorem 1.1] which yields
In both cases the growth bound (3.11) yields
For the drift part we again use the linear growth bound (3.11), and proceeding similar to (3.14) we obtain
, for t ≤ T . Taking expectations, using the Fubini-Tonelli theorem and inserting the estimates concerning
Finally, Gronwall's lemma 3.6 finishes the proof.
E 1 -continuity of the stochastic convolution K C (X) t follows from standard results and the estimate (3.18). However, for the E 1 -continuity of K B (X) we provide a detailed proof, since we can in general not assume that B is E 1 -valued. To this end, we modify slightly the result [Lun95, Proposition 4.2.1] and its proof. 
Proof. Note that for 0 < t ≤ T and arbitrary 0 < ǫ < t,
where we use that S ǫ ϕ ∈ D(A) and
Hence, with Bochner's inequality and Lemma 3.5
For s = 0 we get directly with Bochner inequality and Lemma 3.5 for t ց 0,
Lemma 3.14. Under the assumptions of Lemma 3.11 the mild solution X of (3.1) is almost surely E 1 -continuous.
Proof. As above, we decompose
Continuity of the first summand in the decomposition is immediate, since S t is strongly continuous. From Lemma 3.11 we get that ψ(t) := B(X) t satisfies the conditions of Lemma 3.13 and hence continuity of K B (X) t follows. In the case p > 1, estimate (3.18) together with [DZ92, Theorem 1.1] yields continuity of K C (X). For p = 1 we may assume that S t is a contraction semigroup on E 1 and apply [DPZ14, Theorem 6.10] instead. Note that we are always using the continuous modifications of the stochastic integrals/convolutions.
Together, these Lemmas complete the proof of Theorem 3.9.
3.4. Existence of local mild solutions. To obtain only local solutions up to a stopping time τ , we can relax the assumptions on B and C made in the previous subsection.
Assumption 3.15. There exists α ∈ (0, 1] such that B : E 1 → E α and C : E 1 → HS(U, E 1 ) are Lipschitz continuous on bounded sets, i. e. for all N ∈ N there exists L N such that
Remark 3.16. Assumption 3.15 yields for all N ∈ N constants M N such that for all
Theorem 3.17 (Local Mild Solution of (3.1)). Let Assumption 3.1 and 3.15 hold true and let p > 1. Then, for every initial data X 0 ∈ L 2p (Ω; E 1 ) there exists a unique mild E 1 -solution X of (3.1) on a maximal stochastic interval 0, τ . Moreover, X is E 1 -continuous on 0, τ , τ > 0 and lim tրτ X(t) 1 = ∞ on {τ < ∞} almost surely. If, in addition, S t is a contraction semigroup, then the statement is true even for p = 1.
We use the following localization method, similar to the truncation in [KZS12] . For each N ∈ N fix a monotone decreasing function h N ∈ C ∞ (R ≥0 ) with
and for a constant c > 0,
Define the truncated coefficients
and consider the localized stochastic evolution equation
Lemma 3.18. Let B and C be such that the local Lipschitz assumption 3.15 holds. Then, B N and C N satisfy the global Lipschitz assumption 3.7 for all N ∈ N.
Proof. First, it is obvious to see that
For
The second term in (3.24) vanishes if
where we applied chain rule and mean value theorem for Fréchet derivatives. Of course, replacing B by C and . α by . HS(U,E1) changes nothing in the computation so that we get a global Lipschitz constantL, depending on c, M N and L N .
For the proof of theorem 3.17 we may assume X 0 ∈ L 2p (Ω : E 1 ), some p ≥ 1, to be given and Assumptions 3.1 and 3.15 to be true. For N ∈ N we then denote by X (N ) the unique mild solution to the localized equation (3.22), which exists due to Theorem 3.9. To relax the truncation, we introduce the stopping times We start with the following preparatory Lemma.
Lemma 3.19. The stopping times defined in (3.27) and (3.28) have the following properties:
(1) For all k ∈ N the equality X (N ) (t) = X (N +k) (t) holds a.s. for t ∈ 0, τ N . (2) The stopping time τ is strictly positive. 
Proof. By definition of h
on 0, τ N . Now, uniqueness of the truncated solutions yields X (N ) (t) = X (N +1) (t) almost surely on 0, τ N . For general k ∈ N the argument can be iterated.
To show that τ is strictly positive, note that it follows from path-wise continuity of X
From the first part of the proof, (τ N ) is increasing. Hence,
showing positivity of τ .
Proof of Theorem 3.17. For x ∈ R + and t ∈ 0, τ we set
The limit exists, since for almost every ω ∈ Ω the sequence (X (N )
Continuity of X then implies that the sequence τ N is in fact strictly increasing and hence that τ is predictable. Moreover, by definition of τ we have
We focus on the claim that X solves (3.1). By Lemma 3.19 it holds that X (N ) (t) = X(t) on t ∈ 0, τ N . Moreover, by construction of B N and C N we get B(X(t)) = B N (X(t)) and C(X(t)) = C N (X(t)) on 0, τ N . Thus,
holds, and X is a mild solution of (3.1) on 0, τ N . Since N was arbitrary X is a mild solution on 0, τ as claimed. To show uniqueness, let X be another local mild E 1 -solution of (3.1) on some stochastic interval 0, τ . For N ∈ N we introduce the stopping time
Clearly, it holds that
In addition, for t ∈ 0, τ N it holds that B( X(t)) = B N ( X(t)), and C( X(t)) = C N ( X(t)).
As above, we derive that X is a mild solution of the truncated equation on 0, τ N . The path-wise uniqueness claim of Theorem 3.9 implies X(t) = X(t) for all t ∈ 0, τ N and by arbitrariness of N also for t ∈ 0, τ ∧ τ . Assume now that τ < τ on a set of positive probability. Then lim tրτ X(t) 1 = ∞ on {τ < ∞} leads to a contradiction to the continuity of X. Hence X is unique and 0, τ is maximal.
3.5. More global solutions and strong solutions. The results from above can be easily extended in two directions: First, we show the existence of global solutions under more general conditions, second we show that all mild solutions obtained in this section are in fact strong solutions.
Corollary 3.20 (More global solutions). Let the assumptions of Theorem 3.17 hold true, but with the local growth condition (3.20) replaced by the global growth condition (3.11). Then the solution X is global, i.e. τ = ∞ a.s.
Proof. By Theorem 3.17 we know that a local solution X to (3.1) exists on a maximal stochastic interval 0, τ and that lim t→τ X(t) 1 = ∞ on {τ < ∞}. Moreover, we know that the stopping time τ is the limit of a sequence of stopping times τ N < τ , that X coincides with the (global) solution X 
with M independent of N . If {τ < ∞} has measure zero, then τ = ∞ a.s. and the proof is finished. Therefore assume, aiming for a contradiction, that P [τ < ∞] = 2ǫ > 0. By monotone convergence it follows that there exists T > 0 such that P [τ < T ] ≥ ǫ from which it follows that also
holds. On the other hand, applying the growth bound (3.31) and Lemma 3.11 to each X N it follows that
with the right hand side independent of N . Combining with (3.32) and choosing N large enough, the desired contradiction is obtained.
Corollary 3.21 (Strong solution).
Under the assumptions of Theorem 3.9 and Theorem 3.17 respectively, the processes X (N ) , N ∈ N and X are also the unique strong solution of respectively (3.22) and (3.1).
Proof. Let (X, τ ) be the unique mild solution from Theorem 3.17, and X (N ) , τ N and respectively B N and C N be the solution, stopping times and parameters of the truncated equation (3.22), corresponding to (3.1). By the natural embedding we can identify the E 1 -paths of X (N ) with paths in E. Further, Kuratowski's theorem (cf. [Kur66] ) implies for the corresponding Borel σ-algebras that B (E 1 ) = B (E) ∩ E 1 and hence that we can extend B N trivially to a Borel function on E without affecting the regularity properties that B N has on E 1 . Writing down the Hilbert-Schmidt norm one immediately observes that also
HS(U, E 1 ) ֒→ HS(U, E).
Both are seperable Hilbert spaces so that we can argue in the same way to extend C N to a Borel function from E into HS(U, E). The stochastic evolution equations now fit in the framework of [PR07, Appendix F], where sufficient conditions for obtaining weak and strong solutions from mild ones are given. Proving the corollary now simply amounts to showing that these conditions are satisfied.
First, recall (3.15) which yields for all T ≥ 0 that
HS(U;E)
ds < ∞, P-almost surely and from equivalence of the norms of E 1 and D(A) we get a. s.
For the step from mild to weak solutions we also need to verify for all g ∈ D(A * ) (3.33)
Recall that A generates a strongly continuous semigroup on E. Using CauchySchwarz inequality we then get for any complete orthonormal system (e k ) of U and
From (3.15) (or boundedness of C N ) it follows that (3.33) indeed holds true. As we have seen in the proof of the continuity part of Theorem 3.9, is also a weak and strong solution of the truncated equation (3.22). Applying the the same localization argument as above, but now on E, the result translates to X. is also an E-mild solution. Since B N and C N are bounded, we get that
is even an E 1 -mild solution. Hence, the uniqueness part of Theorem 3.9 yields
almost surely. Finally, for another local strong solution (Y, ς), truncating with respect to the E 1 -norm yields Y = X on 0, ς ∧ τ , almost surely. Since 0, τ is maximal for the E 1 -mild solution, we obtain that ς ≤ τ almost surely.
The fixed boundary problem as a stochastic evolution equation
The goal of this section is to reformulate the free boundary problem (2.1) as the abstract evolution equation (3.1). We start start by identifying the appropriate function spaces and introduce
where, as usual, L 2 denotes the Lebesgue space, H k the k-th order Sobolev space. Recall that ⊕ denotes the direct sum of Hilbert spaces, i.e. the scalar product on L 2 is defined through the scalar product on L 2 (R + ) by
and similarly for the space H k . Recall the definitions of the operators A, B, C that were given in equations (2.11), (2.12), (2.13) in terms of µ ± , σ ± , ρ and ζ. To define the domain D(A) of A we set
Finally, the space D(A) shall be equipped with the graph norm
Note that on D(A), the graph norm is equivalent to the H 2 -norm, as can be seen from integration by parts and the Cauchy-Schwarz inequality. Moreover, D(A) is a closed subset of H 2 .
To provide the connection with the results of section 3, we set
As the norms of D(A) and H Proof. The Dirichlet Laplacian on L 2 (R + ) is a self-adjoint operator. This property is inherited by A, which is hence a self-adjoint operator . Moreover,
for all u ∈ D(A) and hence −A is positive in the sense of [Lun09] . By [Lun09, Lem. 4 .31] it follows that (−c, ∞) is contained in the resolvent set of A and the resolvent satisfies
Choosing M > max(1, 1/c), the estimate (3.2) follows and Assumption 3.1 is satisfied.
Lemma 4.3. Suppose that µ ± , σ ± , ρ and ζ satisfy Assumptions 2.2,2.3, 2.5 and 2.6. Then the operators B(u) and C(u), defined in (2.12) and (2.13) satisfy the local Lipschitz Assumption 3.15.
Proof. We decompose B(u) into
where
Recall from (2.10) that I(u) is the vector of boundary values given by I(u) = ∂ ∂x u 1 (t, 0+), ∂ ∂x u 2 (t, 0+) . The trace operator is known to be continuous on H 2 (R + ), see [LM72] , and hence, by equivalence of norms we have that I ∈ L(H 2 , R 2 ) with operator norm K I , say. Denote by B N +1 the (closed) ball of radius N + 1 in H 2 . The image of B N +1 under I is closed and bounded, hence a compact subset of R 2 . By Assumption 2.5, the function ρ : R 2 → R is locally Lipschitz continuous and hence Lipschitz on any compact subset of R 2 . Thus, we find a constant L ρ,N such that
By a similar argument and using only continuity of ρ instead of the Lipschitz property, we find M ρ,N such that
Finally, for any u, w ∈ B N +1 and setting and the equivalence of norms on H 2 and D(A) we may find K α such that also
Recalling that H 2α = E α and D(A) = E 1 , this yields that B ρ is Lipschitz as a mapping from bounded subsets of E 1 to E α .
It remains to show the same properties for B µ and for C, which we delay to Appendix A and B, respectively.
In particular, with the results from section 3 we get a unique solution X = (u 1 , u 2 , x * ) of (2.9) on the maximal interval 0, τ . Applying the following lemma to Corollary 3.20 yields global existence, under global growth assumptions.
Lemma 4.4. Suppose that in addition to the assumptions of Lemma 4.3 also Assumption 2.13 holds and ρ is bounded. Then the operators B and C satisfy the global growth bound (3.11).
Proof. Decompose B into B µ and B ρ as in the proof of Lemma 4.3. Using Assumption 2.13 we get the point-wise estimate
For the first weak derivative we extract from the proof of Theorem A.6 (cf. Eq. (A.1).)
Whereas the first summand admits a bound similar to (4.2), part (b) of Assumption 2.13 yields for someb ∈ L ∞ (R 2 ; R),
Of course, the same holds for µ − and u 2 so that we can summarize
Collecting all the estimates and using H 2 ֒→ H 1 we get a constant M µ , depending on a, b andb only, such that
Using the assumption that ρ is bounded by a constant M ρ we easily estimate
Combining with (4.5) we obtain
Using the continuous embedding To show the analogous growth bound for C, observe that the following equalities hold for all x ∈ R + and u ∈ D(A) ⊂ H
Hence, there exists a constant K > 0 such that
We apply the same argument to σ − (−., u 2 (.)) to obtain (4.6)
for a constant K σ , depending on σ + and σ − only. By Assumption 2.3 σ ± (., u 1 (.)) satisfies Dirichlet boundary conditions at 0 and we may apply Lemma B.4 to obtain
which together with (4.6) yields the desired linear growth bound.
Finally, we prove a refined result on the blow-up behavior of the solution X(t) at the stopping time τ . We show that under Assumption 2.13 a finite-time blow-up of X(t) can only happen if the boundary values I(X(t)) themselves blow up. For N ∈ N we introduce the stopping times
Recall at this point the convention that inf ∅ = ∞. From Theorem 3.17 we know that (4.7) lim tրτ X(t) A = ∞, a. s. on {τ < ∞}.
Since a blow up of |I(X(t))| implies a blow-up of the norm X(t) H 2 , and hence also of X(t) A we obtain that τ ≤ τ • a.s. and hence only two events are possible: Either
.e. a blow-up of X(t) coincides with the blow up of the boundary values I(X(t)), or ⊲ ⊲ ⊲ τ < ∞, but τ • = +∞, i.e. a blow-up of X(t) occurs without simultaneous blow-up of its boundary values. The following theorem shows that Assumption 2.13 rules out the second case:
Theorem 4.5. If in addition to the assumptions of Lemma 4.3 also Assumption 2.13 holds, then
Proof. Because of τ • ≥ τ and maximality of τ , (4.7), it suffices to show
Indeed, this yields τ •,N < τ on {τ < ∞} and thus τ • ≤ τ almost surely. For N ∈ N, let h N : R → R be the truncation function defined in (3.21) and define
Then, due to Theorem 2.14, equation (2.9) with ρ replaced by ρ N admits a unique global solution denoted by X N . Since ρ = ρ N on the ball of radius N , we have
for all N ∈ N and the proof is complete.
Transformation from moving to fixed boundary
As the last step towards a complete proof of the main result Theorem 2.11 we make the transformation (2.7) to the fixed-boundary equation (2.8) rigorous. Since the equation is stochastic and its solution not differentiable in time, the classic chain rule cannot be applied. As an alternative we could use Ito's formula, which requires the transformation map to be C 2 . It turns out that the transformation is only C 1 , but linearity in its first argument and the bounded variation of x * (t) are in combination sufficient to make a stochastic version of the chain rule work. 5.1. Stochastic chain rule. For a given cylindrical Wiener process W on U we consider the H 1 (R)⊕R-continuous process (v, x) on 0, τ , for a predictable stopping time τ , such that,
where µ : 0, τ → L 2 (R) and σ : 0, τ → HS(U, L 2 (R)) are predictable processes, andẋ : 0, τ → R is continuous and adapted.
For x ∈ R we define the shift operator θ x acting on L 2 (R) as
Observe that the shift operator is a linear isometry and hence continuous. It is obvious that the shift operators (θ x ) x∈R form a group under composition, i.e. θ x θ ξ = θ x+ξ ; in fact this group is strongly continuous in L 2 (R), in the sense that
see e. g. [Wer07, Section VII.4]. The same properties hold true for the restriction of (θ x ) x∈R to the Sobolev space H 1 (R). Finally, consider the function
which formally transforms the solution (u, x * ) of the fixed boundary problem (2.8) into the solution (F (v, x * ), x * ) of the moving boundary problem (2.1).
We start with a Lemma on some uniform continuity estimates for the shift operator on L 2 (R).
Lemma 5.1. Let T > 0, s → f s and s → g s be continuous functions from [0, T ] to L 2 (R) and HS(U, L 2 (R)) respectively, and let θ x be the shift operator on L 2 (R). Then the following holds:
(a) For every ǫ > 0 there exists δ > 0 such that
for all |h| ≤ δ and s, t ∈ [0, T ] with |s − t| ≤ δ.
(b) For every ǫ > 0 there exists δ > 0 such that
Remark 5.2. Applying the lemma to the constant function g t ≡ g, θ can be considered as a strongly continuous group on HS(U ; L 2 (R)).
Proof. For claim (a), note that due to the continuity of s → f s there exists N := N (ǫ) ∈ N and t 1 , . .
i.e., we can find N balls in L 2 (R) around the points f ti of radius ǫ 3 , which cover the whole range of f s . Moreover, due to the strong continuity of the group (θ x ) x∈R there exists δ > 0 such that
The estimate
concludes the proof of the first claim. We show (b) in a similar way; to alleviate notation we denote by . HS the HilbertSchmidt norm . HS(U,L 2 (R)) . Due to the continuity of s → g s there exists N := N (ǫ) ∈ N and t 1 , . . . , t N ∈ [0, T ] such that
Denote by (e k ) k∈N an arbitrary orthonormal basis of the (separable) Hilbert space U . Since g s is a Hilbert-Schmidt-operator for every s ∈ [0, T ], the series g ti
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∀ i ∈ {1, . . . , N }.
Moreover, due to the strong continuity of the group (θ x ) x∈R there exists δ > 0 such that
Combining with the previous equation, we obtain
concludes the proof.
For notational simplicity, we denote by v ′ the weak derivative of v ∈ H 1 (R).
Lemma 5.3. The transformation F from (5.4), restricted to H 1 (R) ⊕ R, has the following properties:
(1) F is a continuous mapping from
for x, ξ ∈ R and v, h ∈ H 1 (R).
Proof. For (1), we estimate
where by the strong continuity of θ x on H 1 (R) the latter term vanishes as |ξ−x| → 0. To show (2), we first verify that (5.5) gives the Fréchet derivate of F , by estimating
Applying first the fundamental theorem of calculus and in the second step Jensen's inequality and Fubini's theorem we continue with
, showing Fréchet differentiability of F . To show continuous differentiability we estimate
Writing . op for the operator norm from
, this shows that Proof. Without loss of generality assume τ = ∞ almost surely. Else, take an announcing sequence of stopping times (τ N ) for τ . Then, multiplyẋ, µ t and σ t with the indicator function 1 0,τN and replace resp. x * and v by x .∧τN and v .∧τN . In this proof we use the shorthand notation
where DF is the Fréchet derivative of F from (5.5) and R is a remainder term. Using equation (5.1) and the explicit forms of F and DF we rewrite 
for all |h| ≤ δ, |s − r| ≤ δ. By continuity of x we can choose the mesh of P n fine enough such that |x r,s | ≤ δ for |s − r| ≤ |P n | and hence
for |P n | small enough. As ǫ ′ > 0 was arbitrary this shows (5.7) for any sequence of partitions with |P n | → 0. For (5.8) we estimate
The integrand converges to 0 for |P n | ց 0, due to strong continuity of θ and continuity of x. By dominated convergence, this carries over to the whole integral.
For (5.9) estimate
Again 
and we see that as |P n | → 0 the right hand side can be made arbitrarily small. Hence, Φ Pn (r) dW r → T 0 Φ(r) dW r in probability, as |P n | → 0. In particular any sequence of partitions with mesh tending to zero contains a subsequence (P n k ) k∈N such that the convergence of stochastic integrals takes place almost surely, completing the proof of (5.10).
5.2.
Completing the proof of the main result. Making use of the notation defined in section 2 and 4 we complete the proof of Theorem 2.11 by combining the relevant results.
Proof of Theorem 2.11. Given initial data x 0 ∈ R, v 0 ∈ Γ(x 0 ) we set
By application of the Lemmas in section 4 to Theorem 3.17 and Corollary 3.21 there exists a unique maximal strong solution of (2.9) X on L 2 with initial value X 0 . Note that X is H 2 continuous and denote its H 2 -explosion time by τ . Setting
we obtain a solution of the fixed boundary problem (2.8) on 0, τ . Next we paste together u 1 and u 2 by setting
and note that due to the Dirichlet boundary condition at 0 it holds that u t ∈ H 1 (R). Thus we may apply the stochastic chain rule of Theorem 5.4 to v t := F (u t , −x * (t)) = θ −x * (t) u t to obtain a local solution v t of the stochastic free boundary problem (2.1).
To show uniqueness we assume that there exists another local solution (v,x * ) of (2.1) on a stochastic interval 0, ς , which, by definition is a. s. H 1 (R)-continuous. Applying the stochastic chain rule of Theorem 5.4 toǔ t = F (v t , x * (t)) = θx * (t)v t we obtain a local solutionǔ t of the stochastic fixed boundary problem (2.1). Reversing the procedure from aboveǔ t can be rewritten as a solutionX(t) of the abstract stochastic evolution equation (2.9). The parts of Theorem 3.17 and Corollary 3.21 on uniqueness and maximality imply ς ≤ τ and thatX(t) is equal to the solution X(t) constructed previously. We conclude that also (v,x * ) = (v, x * ) and the proof is complete.
Appendix A. The Nemytskii operator on Sobolev spaces
In this section we prove some regularity results on the Nemytskii operator N ,
Note that these results are well-known, even for more general spaces, in the case of bounded domains, see e.g. [Val88] , [AZ90] . However, in the case of unbounded domains several additional conditions on µ are necessary to make them work. First, we state a result which guarantees, that under certain assumptions on µ, N maps H Lemma A.1. For each integer k ≥ 1 the space H k (R + ) is a Banach algebra. In particular, there exists a constant c such that for all u, v ∈ H k (R + ) it holds that uv ∈ H k (R + ) and
Next, we adapt [Val85, Theorem 2] to our setting. For notational reasons we also introduce the Nemytskii operators
again, we need certain growths restrictions, which is not the case on bounded domains.
For each multiindex α with α 1 = |α| ≤ m, the functions sup x∈R+ |D α µ(x, .)| are locally bounded.
) is locally Lipschitz for all multi-indices α, |α| ≤ m with Lipschitz constants uniform in x ∈ R ≥0 , i. e. we assume that for all r ≥ 0 there exists L r ≥ 0 such that 
Proof. We adapt the proof of [Val85, Theorem 2] for the domain R + and the spaces H k by incorporating the additional growths assumptions. We proceed by induction and consider m = 1, first. Since µ ∈ C 1 (R ≥0 × R d ) we get immediately that N (u), N x (u) and N yj (u), j = 1, ..., d are bounded and continuous functions for
. Then the convergence also takes place in . ∞ and by the chain rule we can write
By assumption,
Since u n → u uniformly and in L 2 we get for each estimate that b i (u n ) ∞ for i ∈ {0, 1} is bounded in n ∈ N such that both, N (u n ) and N x (u n ) are bounded by L 
For the remaining summands we get
which goes to 0 as n → ∞. Indeed, uniform convergence of (u n ) and dominated convergence yield L 2 -convergence of (N yj (u n )∇u). Hence,
By completeness of H 1 this implies N (u) ∈ H 1 (R + ) and also shows the continuity of N for the case m = 1.
For the induction step from m to m + 1 we may assume that the claim holds true for m ≥ 1 and that Assumption A.2 holds for (m + 1). Clearly, the assumption also holds for m and so N maps H Hence, by induction hypothesis the operators N x andÑ j are continuous from
, into H m (R + ), whereÑ j is the Nemytskii operator defined byμ j , j = 1, ..., d. Since also u → ∇u is continuous from H 
and for j = 1, ..., d,
for K j,cr := sup |y|≤cr sup x∈R ∂ ∂y j µ(x, y) < ∞. Chain rule (A.1) then yields the assertion for m = 1.
For the induction step we may assume that the theorem holds for fixed m and that Assumptions A. In this section we will study the operator-valued map C, defined in (2.13) by (C(u)w)(x) =   σ + (x, u 1 (x))(T ζ w)(u 3 + x) σ − (−x, u 2 (x))(T ζ w)(u 3 − x) 0   for u ∈ D(A), w ∈ U and x ∈ R. We can reduce the problem to the operator (B.1) (u, x * ) → σ(., u(.))T ζ (. + x * ) for σ satisfying Assumption 2.3 and ζ as in Assumption 2.6. Define the Nemytskii operator
which is Lipschitz on bounded sets by Theorem A.7.
Lemma B.1. Multiplication is bilinear continuous from H 2 (R + ) × BU C 2 (R ≥0 ) into H 2 (R + ).
Proof. By density of C n ∩ H n in H n , n ∈ N, one can check that Leibniz formula holds for multiplication on H n × BU C n , so that
which is clearly square integrable for u ∈ H n (R + ), f ∈ BU C n (R ≥0 ) and k ≤ n. In particular, for n = 2,
for some constant K, so that for someK, (B.2) uf H 2 (R+) ≤K f C 2 u H 2 .
Lemma B.2. T ζ maps U into BU C 2 (R). Moreover, T ζ w and its first two derivatives are Lipschitz continuous for all w ∈ U .
Proof. First note that for all x, y ∈ R it holds that w(x) = T ζ (i+1) w(x), x ∈ R, w ∈ U. Hence, it suffices to show that T ζ w ∈ BU C(R) provided that (2.6) holds for i = 0 and i = 1. For fixed w ∈ U and x 1 , x 2 ∈ R we directly get Remark B.3. From (B.5) we immediatly get T ζ ∈ L(U, BU C 2 (R)). However, in general T ζ itself is not Hilbert-Schmidt. To get the Hilbert-Schmidt property we need the multiplication with N σ as we will show in the next lemma. 
where we used Tonelli's theorem and Parseval's identity for the first equality. To bound the second sum we proceed on exactly the same way but first apply Leibnitz rule to get the second (weak) derivative (B.8)
By equivalence of . H 2 and . ∆ the result follows.
To show the main result of this appendix, we just need to combine the previous lemmas. Finally, we put everything together and use that on bounded sets N σ is Lipschitz, and thus bounded, to get the assertion.
