INTRODUCTION
Direct Simulation Monte Carlo (DSMC) is presently the most widely used numerical algorithm in kinetic theory 3]. The limiting kinetic equation for DSMC is the nonlinear Boltzmann equation 11] so its application is restricted to dilute gases. In DSMC, particle pairs are randomly chosen to collide according to the collision probability for the interparticle potential. For example, for the hard sphere potential this probability is proportional to the particles' relative speed. The post-collision velocities are determined by randomly selecting the collision angles and the number of collisions on each time step is computed from the local collision frequency. Note that in DSMC particles can be chosen to collide even if their actual trajectories do not overlap.
Recently, the Consistent Boltzmann Algorithm (CBA) was introduced as a simple variant of DSMC for dense gases 1]. Although CBA can be generalized to any equation of state 2] here we will only consider the hard sphere gas with particle diameter : In CBA the collision process is as in DSMC with two additions. First, when a pair collides the unit apse vector, e, that is, the unit vector parallel to the line connecting the centers at impact, is computed from the pre-and post-collision velocities of the particles. Each particle is displaced a distance , one in the direction e and the other in the direction ?e (see Figure 1) . Second, the dense hard sphere collision frequency, which contains the so-called Y -factor, is used. With these two simple additions CBA yields the hard sphere equation of state at all densities.
Frezzotti 5] and others 8] have proposed dense gas variants of DSMC based on the Enskog equation 9]. The main advantages of CBA over Enskog-based schemes are its simplicity in implementation and almost negligible e ect on computational e ciency for a standard DSMC program. The transport coe cients for CBA, obtained by Green-Kubo analysis, are similar to those of the Enskog equation 1]. As already mentioned, CBA can be extended to potentials other than hard spheres. Besides the standard problems in kinetic theory, CBA has proved useful in the study of granular materials 6] and nuclear physics 7] .
Until now the principal de ciency of the Consistent Boltzmann Algorithm was that it lacked a complete theoretical foundation. This paper establishes much of that foundation by deriving the limiting kinetic equation for CBA. This equation is distinct from the Enskog equation and in some respects is easier to manipulate. Besides its relation to CBA, this new equation thus serves as a useful alternative to the Enskog equation in the kinetic theory of dense gases. First, we give a description of the CBA by introducing the corresponding Markov process. Second, we present the limiting (when the number of particles tends to in nity) equation and outline the relationship between this equation and other kinetic equations. Finally, for a toy model, we solve the limiting partial di erential equation numerically and illustrate the convergence behaviour of the corresponding stochastic system.
In CBA the interaction of two particles (x; v) and (y; w) is determined by x , y , v , and w , the post-collision positions and velocities, respectively. 
KINETIC EQUATION
The derivation of the kinetic equation for CBA roughly follows that presented in 11] for DSMC. First one derives the equation satis ed by the limit (as n ! 1) of the empirical measures of the Markov process. Then the limiting equation for measure-valued functions is transformed into a form for densities. where p is the probability density. The molli er (4) is assumed to approach the delta-function, when the number of particles tends to in nity.
Note that in the case Y 1 ; =0 the kinetic equation (5) Equation (6) The revised Enskog equation 10] is the same as (7) with the Y -factor replaced with the local-equilibrium pair distribution function.
A TOY MODEL
Here we study an extremely simpli ed model. For this model the limiting partial di erential equation is solved numerically, which allows us to illustrate the convergence behaviour of the stochastic system.
Consider a system where the particles do not have velocities but change their positions during an interaction. The evolution of the system is determined by the generator A( )(x) = Compared with (1){(3), the function B is a constant, since particle velocities are absent. For simplicity we take Y =1 : The analogue of the kinetic equation (5) (10) In the one-dimensional case equation (10) where D = 2 D p(x; t) can be viewed as a nonlinear di usion coe cient.
The results from numerical simulations of the stochastic system (8), (9) and of the explicit di erence scheme for equation (11) are shown in Figures 2 and 3 . The stochastic system has 5000 particles. For both the stochastic system and the di erence scheme we take = 0:3, D = 1, and t = 10 ?2 . The initial distribution is a Gaussian with zero mean and unit variance. The distribution after a long time is bullet-shaped, as shown in Figure 2 . The second and fourth moments go as t 2=3 and t 4=3 , as shown in Figure 3 . These results may be obtained from (12) using scaling arguments. Note that the distribution spreads more slowly than in the standard random walk model for which these moments go as t and t 2 .
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