The behaviour of multiple stock markets can be described within the framework of complex dynamic systems (CDS). Using a global model with the Kalman Filter we are able to extract the dynamic interaction network (DIN) of these markets. The model was shown to successfully capture interactions between stock markets in the long term. In this study we investigate the effectiveness of two different personalised modelling approaches to multiple stock market prediction. Preliminary results from this study show that the personalised modelling approach when applied to the rate of change of the stock market index is better able to capture recurring trends that tend to occur with stock market data.
Introduction
Prediction of multiple time-series data is a challenging task. In this paper we study the interactions that occur within several stock markets within the Asia Pacific region. Previous research has shown that a given stock market index is influenced by movement in the indices of certain other markets (Antoniou 2003) , (Collins 2003) . With the use of techniques such as multiple linear regression a global model can be built that captures long-term trends to some degree of accuracy. However, such global models are not suitable for short-term predictions, particularly in the case of stock market index data. This task serves as a motivation for our work, and we apply methods adopted in the bioinformatics domain to this problem. Some recent studies in the bioinformatics domain used a personalised modelling approach to predict the behaviour of a patient by looking for similar conditions (by comparing features of the patient) from past patient data (Chan 2006) . In this study we associate the patient condition with a current stock market index value and then search for similar conditions based on selected features from historical stock market index data. The similar patterns found from the past are used to predict the movement of multiple stock market indexes.
In our previous work we revealed interactions between stock markets in Asia Pacific which captured the global trend of interdependence between stock markets on a long-term basis. In this study we apply a personalised model to multiple time-series financial data collected on a daily basis (shorter period). We analysed the performance of personalised modelling by using raw values of stock market indexes in Asia Pacific as well the velocity of change between stock market over a period of time.
The study is focused on markets in the Asia Pacific region and includes the stock indexes of Hong Kong, New Zealand, Australia, Japan, Indonesia, Malaysia, Singapore, Korea, Taiwan, and China. In section 2, we briefly describe global model and personalised models that can be used for multiple time-series prediction. Section 3 presents the results from the application of both global and personalised models. Finally, conclusions and directions for future research are outlined in section 4.
Global Model and Personalised Models
A Global model is an implementation of inductive reasoning approach, where the approach is concerned with the creation of a model from all available data, representing the entire problem space. Such models are effective in capturing global trends which can be used to provide generalized solutions over the whole problem space. Transductive inference, introduced by Vapnik (1998) and it used by Kasabov (2007a) is defined in contrast as a method used to estimate the value of a potential model only for a single point of space by utilizing additional information related to that point. This type of inference is suitable for building personalised models.
While the inductive approach is useful when a global solution of the problem is needed in an approximate form, the transductive approach is more appropriate for applications where the focus is not on the model, but rather on a specific case or vector. This is very relevant to the movement of stock market indexes value where the changes of values tend to be specific from time to time. Using a transductive approach fits the common sense principle which states that to solve a given problem one should avoid solving a more general problem as an intermediate step.
Dynamic Interaction Networks as Global Models
Existing research in bioinformatics (Chan, 2006 and D'haeseleer, 1999) outlines the steps in extracting gene regulatory networks from time-course gene expression data, and shows that genetic network inference can be used successfully to reverse engineer the underlying regulatory interactions from the gene expression data. In our previous work we extracted dynamic interaction networks from interrelated time-series data representing closing stock index values in markets form the Asia Pacific region. Through capturing dynamic influences among markets, we were be able to predict the behaviour of multiple stock indexes. The selected ten markets in the Asia Pacific region include Australia (AORD), China (SSE), Hong Kong (HSIX), Indonesia (JSX), Japan (N225), Malaysia (KLSE), New Zealand (NZ50), Singapore (STI), South Korea (KOSPI), and Taiwan (TSEC).
The algorithm to extract the interaction networks in our previous work is based on the Kalman
Filter. The algorithm targets the general problem of estimating the state n x ℜ ∈ of a discrete-time controlled process governed by the linear stochastic difference equation (1),
The n n × matrix A in equation (1) relates the state at time 1 t − to the state at time t , in the absence of either a driving function or process noise. The Kalman Filter (KF) estimates a process by using a form of feedback control (Welch, 2006) . Transition matrix A is used to extract the DIN model from the analysed interrelated time-series. The influence matrix is extracted from Matrix A by setting a threshold value that classifies interactions into three categories: positive (+), negative (-) or negligible (0). The dynamic interaction network extracted from the transition matrix is shown in Figure 1 In this study we implement an online learning process, whereby the transition matrix and the DIN model are updated at any time step. Each time step contains the average weekly stock market for each of the 10 markets that we selected. As shown in Figure 2 , a model is trained over a certain number of weeks, e.g. 50 weeks of data. This model is then used to predict the next week's index values. The model is then updated with the actual data, and the updated model is used to predict index values for the next week. This incremental process continues into the future, with training and testing takes being interleaved with each other on newly arriving data. 
K-Nearest Neighbour (K-NN) and Weighted K-Nearest Neighbour as Personalised Model
A personalised model is created on the fly for every new input vector and this individual model is based on the closest data samples to the new sample taken from a data set. One of the simplest and most widely used approaches to personalised modelling is the K-NN (K-nearest neighbour) method, where for every new sample, the nearest K samples are derived from a data set using a distance measure to define similarity, which is usually based on the Euclidean distance. In the K-NN method, the output value y i for a new vector x i is calculated as the average of the output values of k nearest samples from data set D i .
Another method that can be used to increase the performance is known as the weighted K-NN (WKNN), where the output y i is calculated based not only on the output values (e.g. class label) y j of the K-NN samples, but also on a weight w j , that depends on the distance of them to x i where y j is the output value for sample x j from D i and w j are their weights calculated based on the distance from the new input vector 
Experiments and Results
Our dataset consist of weekly averages for use with global modelling, and daily data for the personalised model and spans 70 weeks or 720 days from June 2005 to June 2007. We normalize the data to lie in the range [-1,1], and for personalised modelling we further pre-process the data by removing the linear trend. Figures 3 and 4 illustrate the trajectories produced from these two datasets. 
Dynamic Interaction Network Model Analysis
To extract a reliable model for Dynamic Interaction Network, we run 10 different trials on the training dataset and average each of the values in the transition matrix before constructing the dynamic interaction network. The results of the modelling process are: (1) the transition matrix, and (2) the DIN diagram of the interactive stock markets. Figure 5 presents the results of the DIN modelling process. We test the extracted DIN model to predict future values of multiple stock indexes. The test dataset covers twenty weeks, following on chronologically from the 50 weeks of training data. First, we consider the goodness of fit of the DIN model at all 20 points of the test dataset, plotting actual test trajectories and simulated trajectories. Second, we calculate the root mean squared error to evaluate the performance of DIN prediction. Table 1 clearly shows that the estimated trajectories, based on the extracted DIN, closely track the actual trajectories. We can thus infer that the first-order Kalman Filter difference equations are a good approximator for predicting long trends in stock market indexes.. 
Personalised Modelling with K-NN and WKNN
The first implementation of personalised modelling that we use is the basic K-Nearest Neighbour (K-NN) to daily data. We apply K-NN to data which has been normalized and detrended so that the values lie between -1 and 1. Using K-NN we try to predict the value of all stock market indexes at time step t+1 given the values from previous time steps 1, 2….,t. Results of the application of K-NN are shown in Figure 7 .
As we can see from the graphic and calculated RMSE (0.079), K-NN actually shows good predictive performance. However, a deeper analysis reveals that the nearest neighbours found are actually points which are close to current vector in terms of time. Based on this we can assume that the basic K-NN tends to be highly localised in its pattern extraction and does not take into consideration relevant patterns in the more distant past. Past trends are also important when deviations in behaviour occur that cannot be explained by recent events alone. This means that we cannot place absolute confidence in the basic form of the K-NN in this domain of stock market prediction.
This motivated us to use the rate of change in the indeed rather, then the value of the index itself. The rate of change has more potential to extract patterns that are outside the immediate time locality. Suppose that we have a state S i in the system which matches most closely to states S j , S k and S l from the immediate past. However if the rate of change of the current state S i is very different from S j , S k and S l then the next state from S i will likely be quite different from each of S i , S j or S k . Having obtained a prediction of the rate of change (hereinafter referred to as velocity) the actual stock index value can be obtained by a combination of the previous value (which is known at time t-1) and the predicted velocity at time t. We use 45 features which consist of differences of index values between pairs of stock markets. The results of the velocity prediction process are shown in Figure 8 . We can see from the results that the K-NN (RMSE=0.1057) performs quite well in predicting the velocity, and we could see that nearest neighbours found are not limited to those points that are close to the current point. Some of the nearest neighbours are points from older data points. Based on this we can assume that patterns of stock movement tend to recur over a period of time. However, it should be noted that the RMSE value is much higher than prediction with the raw index value. This motivated us to investigate the utility of the WKNN approach. We hypothesise that in stock market scenario some neighbours have much more importance then others in the prediction process and the WKNN approach is well suited to weigh the relative importance of each neighbour over the others. Note: Feature 1 is the velocity of changes in index difference between NZ50 and AORD, feature 2 is the velocity of changes in index difference between NZ50 and HSX, and so on and so forth.
Results of the WKNN approach can be seen in Figure 9 . We can see from Figure 9 and from the RMSE (RMSE=0.0367) value that WKNN performs much better when compared to the basic K-NN approach, thus supporting our hypothesis. Thus we can see that personalised modelling can be used not only for prediction of multiple time-series financial data but also could to reveal new knowledge, such as information that interactions between stock markets viewed from the velocity perspective tend to recur over time. 
Conclusion and Further Research
Our study shows that extraction of dynamic interaction networks reveals important and complex interdependencies between stock markets in the Asia Pacific region. These dynamic interaction networks have the potential to predict multiple stock market indexes movement in the long term. Preliminary results from this study using K-NN and WKNN show that personalised models predicts stock index values in the shorter term with a reasonable degree of accuracy.
As future work we would like to investigate the effectiveness of the WWKNN approach (Kasabov 2007a) since we believe that interactions between different stock markets have differing degrees of influence, so that more weight should be given to those markets that have a higher degree of interaction with each other. The challenge here is to identify a method that will rank the degree of influence between pairs from the stock markets. We would also like to extend the model to be able to capture global, local and personal trends into one single cohesive model for financial time-series data, and therefore improve prediction. The global model will be used to capture the trend in the whole problem space, the local model will extract local regression or specific behaviour from different subspaces of the whole problem space, and finally the personalised model will be used to cope with changes with current data or state of the system. Integrating the three models will provide a better framework for pattern recognition, adaptation and prediction for financial time-series data.
