We provide improved convergence rates for various non-smooth optimization problems via higherorder accelerated methods. In the case of ℓ∞ regression, we achieves an O(ε −4/5 ) iteration complexity, breaking the O(ε −1 ) barrier so far present for previous methods. We arrive at a similar rate for the problem of ℓ1-SVM, going beyond what is attainable by first-order methods with prox-oracle access for non-smooth non-strongly convex problems. We further show how to achieve even faster rates by introducing higher-order regularization.
Introduction
The benefit of smoothness for obtaining faster convergence has been well established in the optimization literature. Sadly, many machine learning tasks are inherently non-smooth, and thus do not inherit these favorable guarantees. In the non-smooth setting, it is known that one can achieve better than the black-box O(1/ε 2 ) rate for certain structured functions [25] , including several (such as hinge loss, ℓ 1 regression, etc.) that play a pivotal role in modern machine learning.
In this paper, we are interested in developing faster methods for these important non-smooth optimization problems, one such example being the classic problem of ℓ ∞ regression. As noted in [17] , even achieving a linear dependence in ε −1 has required careful handling of accelerated techniques for non-smooth optimization [25, 33, 34] . In this work, we show how to go beyond these rates to achieve an iteration complexity that is sublinear in ε −1 . We further extend these results to the setting of soft-margin SVM, under various choices of regularization, again achieving iteration complexities that are sublinear in ε −1 . Additionally, by making use of efficient tensor methods [28, 10] , we establish overall computational complexity in terms of (per-iteration) linear system solves, thus providing results that may be compared with [12, 11, 17] .
The key observation of this work is that the softmax approximation to the max function, which we denote as smax µ (·) (parameterized by µ > 0), is not only smooth (i.e., its gradient is Lipschitz), but also higherorder smooth. In particular, we establish Lipschitz continuity of its third derivative by ensuring a bound on its fourth derivative, with Lipschitz constant O(1/µ 3 ). By combining this observation with recent advances in higher-order acceleration [18, 19, 9, 10] , we achieve an improved iteration complexity of O(1/ε 4/5 ), thus going beyond the previous O(1/ε) dependence [25, 33, 34, 17] .
After bringing together the higher-order smoothness of softmax with near-optimal higher-order acceleration techniques, we arrive at the following results, beginning with ℓ ∞ regression.
There is a method, initialized with x 0 , that outputs x N such that
iterations, where each iteration requires O(log O(1) (Z/ε)) calls to a gradient oracle and solutions to linear systems of the form A ⊤ D x Aφ = w x , for diagonal matrix D x ∈ R m×m , w x ∈ R m , and for some problem-dependent parameter Z.
Our results are also applicable to soft-margin SVMs, and so in particular, we get the following for ℓ 1 -SVM [8, 37, 23] .
There is a method, initialized with
iterations, where each iteration requires O(log O(1) (Z/ε)) calls to a gradient oracle and linear system solver, for some problem-dependent parameter Z.
We emphasize that such rates were not known before, to the best of our knowledge. Furthermore, our stronger oracle model seems necessary for going beyond an O(1/ε) dependence due to tight upper and lower bounds known for first-order methods with prox-oracle access, when the convex function is neither smooth nor strongly convex [36] . In addition, it is well-known that some structured linear systems can be solved in nearly-linear time [35, 21] , making the per-iteration complexity competitive with first-order methods in such settings.
We also remark that determining the precise iteration complexities attainable under various higher-order oracle models and smoothness assumptions has been an incredibly active area of research [29, 26, 4, 24, 1, 18, 19, 9, 10] , and so our results complement these by extending their reach to non-smooth problems under higher-order oracle access.
Related work
Smooth approximation techniques: It was shown by Nesterov [25] that one can go beyond the blackbox convergence of O(1/ε 2 ) to achieve an O(1/ε) rate for certain classes of non-smooth functions. The main idea was to carefully smooth the well-structured function, and the work goes on to present several applications of the method, including ℓ ∞ and ℓ 1 regression, in addition to saddle-point games. However, the methods for all of these examples incur an O(1/ε) dependence which remains in several works that build upon these techniques [33, 34] . For a more comprehensive overview, we refer the reader to [6] .
Higher-order accelerated methods: Several works have considered accelerated variants of optimization methods based on access to higher-order derivative information. Nesterov [26] showed that one can accelerate cubic regularization, under a Lipschitz Hessian condition, to attain faster convergence, and these results were later generalized by Baes [4] to arbitrary higher-order oracle access under the appropriate notions of (higherorder) smoothness. The rate attained in [26] was further improved upon by Monteiro and Svaiter [24] , and lower bounds have established that the oracle complexity of this result is nearly tight (up to logarithmic factors) when the Hessian is Lipschitz [3] . Until recently, however, it was an open question whether these lower bounds are tight for general higher-order oracle access (and smoothness), though this question has been mostly resolved as a result of several works developed over the past year [18, 19, 9, 10] . ℓ ∞ regression: Various regression problems play a central role in numerous computational and machine learning tasks. Designing better methods for ℓ ∞ regression in particular has led to faster approximate max flow algorithms [12, 11, 20, 33, 34] . Recently, Ene and Vladu [17] presented a method for ℓ ∞ regression, based on iteratively reweighted least squares, that achieves an iteration complexity of O(m 1/3 log(1/ε)/ε + log(m/ε)/ε 2 ). We note that their rate of convergence has an O(m 1/3 ) dependence, whereas our result, in contrast, includes a diameter term, i.e., x 0 − x * 4/5 .
Soft-margin SVM: Support vector machines (SVMs) [14] have enjoyed widespread adoption for classification tasks in machine learning [15] . For the soft-margin version, several approaches have been proposed for dealing with the non-smooth nature of the hinge loss. The standard approach is to cast the (ℓ 2 -regularized) SVM problem as a quadratic programming problem [31, 7] . Stochastic sub-gradient methods have also been successful due to their advantage in per-iteration cost [32] . While ℓ 2 -SVM is arguably the most well-known variant, ℓ p -SVMs, for general p ≥ 1, have also been studied [8] . ℓ 1 -SVMs [37, 23] are appealing, in particular, due to their sparcity-inducing tendencies, though they forfeit the strong convexity guarantees that come with
Interior-point methods: It is well-known that both ℓ ∞ regression and ℓ 1 -SVM can be expressed as linear programs [7, 8] , and thus are amenable to fast LP solvers [22, 13] . In particular, this means that each can be solved in eitherÕ(d ω ) time (where ω ∼ 2.373 is the matrix multiplication constant) [13] , or inÕ( √ d) linear system solves [22] . We note that, while these methods dominate in the low-error regime, our method is competitive, under modest choices of ε and favorable linear system solves, when the diameter
Our contributions
The main contributions of this work are as follows:
1. We provide improved higher-order oracle complexity for several important non-smooth optimization problems, by combining near-optimal higher-order acceleration with the appropriate smooth approximations.
2. By leveraging efficient tensor methods [28, 10] , we go beyond the oracle model to establish overall computational complexity for these non-smooth problems that, for certain parameter regimes, improves upon previous results.
We further stress that the convergence guarantees presented in this work surpass the tight upper and lower bounds known under first-order and prox-oracle access, for non-smooth and non-strongly convex functions [36] . Thus, we observe that higher-order oracle access provides an advantage not only for functions that are sufficiently smooth, but also in the non-smooth setting.
In addition, we wish to note the importance of relying on more recent advances in near-optimal higherorder acceleration [18, 19, 9, 10] . We may recall in particular that the higher-order acceleration scheme in [4] 
, this approach would not improve upon the previous O(1/ε) dependence since, roughly speaking, we would only expect to recover a rate of
While one may also consider repeatedly applying Gaussian smoothing to induce higher-order smoothness, this approach suffers from two primary drawbacks: (1) a straightforward application would incur an additional O(poly(d)) term, and (2) it would become necessary to compute higher-order derivatives of the Gaussian-smoothed function.
Setup
Let u, v denote vectors in R d . Throughout, we let v i denote the i-th coordinate of v, and we let
Furthermore, we will define v
We let v p denote the standard ℓ p norm, and we drop the subscript to let · denote the ℓ 2 norm. Let B ∈ R d×d be a symmetric positive-definite matrix, i.e., B ≻ 0. Then, we may define the matrix-induced norm of v (w.
where we define
and where
Observe that, for p = 1, this recovers the usual notion of smoothness, and so our convention will be to refer to first-order smooth functions as simply smooth. A complementary notion is that of strong convexity, and its higher-order generalization known as uniform convexity [26] . In particular, f (·) is σ p -uniformly convex (of order p) with respect to
Again, we may see that this captures the typical σ 2 -strong convexity (w.r.t. · B ) by setting p = 2.
3 Softmax approximation and ℓ ∞ regression
We recall from [25, 34] the standard softmax approximation, for x ∈ R m :
It is straightforward to observe that (2) is 1 µ -smooth, and furthermore that it smoothly approximates the max function, i.e., max j∈[m] x j .
Note that this approximation can be used for x ∞ , since x ∞ = max
|x j |, and |x j | = max {x j , −x j }.
It follows that we may determine a smooth approximation of ℓ ∞ regression, i.e., Having now formalized the connection between smax µ (·) and · ∞ , we assume throughout the rest of the paper that A ∈ R m×d and b ∈ R m , as the difference in dimension betweenÃ,b and A, b only affects the final convergence by a constant factor. In addition, we will assume that A is such that A ⊤ A ≻ 0, and thus we consider the regime where m ≥ d.
Softmax calculus
To simplify notation, we let Z µ (x) = m i=1 e x i µ , and so smax µ (x) = µ log (Z µ (x)). Note that we have
Furthermore, since ∇ smax µ (x) ∈ ∆ m for all x ∈ R m , it follows that, for all p ≥ 1,
We may also see that
Since ∇ 2 smax µ (x) is a symmetric bilinear form for all x ∈ R m , it follows that, for all h 1 , h 2 ∈ R m ,
Higher-order smoothness
As mentioned previously, one of the key observations of this work is that softmax is equipped with favorable higher-order smoothness properties. We begin by showing a bound on its fourth derivative, as established by the following lemma, and we provide its proof in the appendix.
It will also be helpful to note the following standard result on how a bound on the fourth derivative implies Lipschitz-continuity of the third derivative. 
Then we have that, for all x, y ∈ R d ,
Having determined these bounds, we now provide smoothness guarantees for the softmax approximation to ℓ ∞ regression. 
Higher-order acceleration
We now rely on recent techniques for near-optimal higher-order acceleration [18, 19, 9, 10] . For these higherorder iterative methods, assuming f (·) is (order p) L p -smooth, the basic idea for each iteration is to determine a minimizer of the subproblem given by the p th -order Taylor expansion (p ≥ 1), centered around the current iterate x t , plus a (p + 1)
th -order regularization term, i.e.,
where, for all x, y ∈ R d ,
Given access to such an oracle, it is possible to combine it with a carefully-tuned accelerated scheme to achieve an improved iteration complexity when the p th derivative is Lipschitz. In contrast to the higher-order accelerated scheme of Nesterov [26] (later generalized by Baes [4] ), these near-optimal rates rely on a certain additional binary search procedure, as first observed by Monteiro and Svaiter [24] .
In particular, we are motivated by the FastQuartic method [10] , whereby we provide a sketch of the algorithm here. Note that, for the sake of clarity, various approximations found in the precise algorithm have been omitted, and we refer the reader to [10] for the complete presentation.
Algorithm 1 FastQuartic (Sketch)
Input:
, where:
(As defined in eq.(13).)
As established by Bullins [10] , FastQuartic provides us with the following guarantee.
iterations, where each iteration requires O(log O(1) (Z/ε)) calls to a gradient oracle and linear system solver, and where Z is a polynomial in various problem-dependent parameters.
Given this result, we have the following corollary which will be useful for our smoothed minimization problem.
iterations, where each iteration requires O(log O(1) (Z/ε)) calls to a gradient oracle and solutions to linear systems of the form
We are now equipped with the tools necessary for proving Theorem 1.1.
Proof of Theorem 1.1. The proof follows simply by combining Fact 3.1, for µ = ε 2 log(m) , with Corollary 4.2.
Soft-margin SVM
In this section we shift our focus to consider various instances of soft-margin SVM. It is known that in the ℓ 2 case, an improved rate of O(1/ε 1/2 ) is possible [30, 27, 2] , and so we give the first sub-O(1/ε) rate for variants of SVM that are both non-smooth and non-strongly convex. In Section 5.1, we handle ℓ 1 regularization, and in Section 5.2, we consider the case of higher-order regularizers.
ℓ 1 -regularized SVM
We begin with ℓ 1 -regularized soft-margin SVM (ℓ 1 -SVM), i.e.,
for
, and λ > 0. To simplify the notation, we define SVM(x)
we may then rewrite f (x) = λ x 1 + SVM(Qx). We now make the following observations concerning softmax-based approximations for · 1 and max {0, ·}. for x ∈ R m . Then, we have that
Lemma 5.2 (Smooth hinge loss approximation). Let shinge µ (c)
This gives us a natural smooth approximation to SVM(x), namely,
Taken together with these approximations, we arrive at the following lemma, the proof of which follows by combining Lemmas 5.1 and 5.2.
, and let f (x) be as in (14) . Then, for all
As was the case for ℓ ∞ regression, in order to make use of the guarantees provided by FastQuartic, we must first show higher-order smoothness, and so we have following theorem.
Corollary 5.5. Let f µ (x) = λ soft-ℓ1 µ (x)+softSVM µ (Qx) be the smooth approximation to f (x) (as in (14))
Proof. The corollary follows by Theorem 4.1, using the smoothness guarantee from Theorem 5.4.
The proof of Theorem 1.2 then follows by combining Lemma 5.3, for µ = ε 4λd , with Corollary 5.5.
Higher-order regularization
The soft-margin SVM model has been studied with various choices of regularization beyond ℓ 1 and ℓ 2 [8] .
Just as introducing strong convexity can lead to faster convergence for ℓ 2 -SVM [2] , we may see that a similar advantage may be obtained for an appropriately chosen regularizer that is uniformly convex. More concretely, if we consider the ℓ p -regularized soft-margin SVM for p = 4, we are able to use the following theorem from [10] which holds for functions that are both higher-order smooth and uniformly convex. 
Remark 5.7. While the choice of p = 4 may appear arbitrary, we note that the fourth-order regularized Taylor models (eq.(13), for p = 4) permit efficiently computable (approximate) solutions [28, 10] , and developing efficient tensor methods for subproblems beyond the fourth-order model remains an interesting open problem.
Thus, we may consider ℓ 4 -SVM, i.e., f (x) = λ x Proof. The proof follows immediately from Lemma 5.2, for µ = ε 4 , and Corollary 5.8. While we acknowledge that this result is limited to the (less common) case of ℓ 4 -SVM (see Remark 5.7), we include it here to illustrate the iteration complexity improvement, from O(1/ε 4/5 ) toÕ(1/ε 3/5 ), under additional uniform convexity guarantees, similar to the improvement gained for strongly convex non-smooth problems [5, 2] .
Conclusion
In this work, we have shown how to harness the power of higher-order acceleration for faster non-smooth optimization. While we have focused primarily on convex optimization, one potential direction would be to investigate if these techniques can extend to the non-smooth non-convex setting. Although it is not possible in general to guarantee convergence to a first-order critical point (i.e., ∇f (x) ≤ ε) for nonsmooth problems, recent work has consider a relaxed version of the non-convex problem with a Moreau envelope-based smoothing [16] . Improving max flow would be another interesting future direction, perhaps by connecting these higher-order techniques with the results in [33, 34] .
