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The self-energy embedding theory (SEET), in which the active space self-energy is embedded in the self-
energy obtained from a perturbative method treating the non-local correlation effects, was recently developed
in our group. In SEET the double counting problem does not appear and the accuracy can be improved either
by increasing the perturbation order or by enlarging the active space. This method was first calibrated for
the 2D Hubbard lattice showing promising results. In this paper, we report an extension of SEET to quantum
chemical ab initio Hamiltonians for applications to molecular systems. The self-consistent second-order Green’s
function (GF2) method is used to describe the non-local correlations, while the full configuration interaction
(FCI) method is carried out to capture strong correlation within the active space. Using few proof-of-concept
examples, we show that SEET yields results of comparable quality to n−electron valence state second-order
perturbation theory (NEVPT2) with the same active space, and furthermore, the full active space can be split
into smaller active spaces without further implementation. Moreover, SEET avoids intruder states and does not
require any high-order reduced density matrices. These advantages show that SEET is a promising method to
describe physical and chemical properties of challenging molecules requiring large active spaces.
Introduction. Strongly correlated systems such as materials
and molecules containing transition metal atoms present a sig-
nificant challenge for both quantum chemistry and condensed
matter physics. The quantitative description of these systems
is difficult since both the strong (static) and weak (dynamical)
correlations present between electrons have to be included.
In quantum chemistry, multi-reference perturbation theo-
ries, namely complete active space second-order perturba-
tion theory1,2 (CASPT2) and n−electron valence state second-
order perturbation theory3,4 (NEVPT2), are commonly em-
ployed to simultaneously handle both types of correlation
yielding quantitative accuracy without any adjustable parame-
ters. Nevertheless, these methods are prohibitively expensive
for any extended systems. Conventionally, the largest com-
putationally accessible active space has up to 16 electrons in
16 orbitals, thus treating only very few strongly correlated or-
bitals in the whole system. Recently, significant efforts have
been devoted to enlarge the active space using DMRG5–9,
RAS10,11, SplitCAS12,13, and GAS14,15 techniques. However,
in these methods evaluating and storing intermediates involv-
ing 3- and 4-body reduced density matrices (RDMs) is ex-
tremely demanding as the number of active orbitals increases.
A different class of quantum chemistry approaches that simul-
taneously treats static and dynamical correlations combines
multi-configurational methods and density functional theory
(MC-DFT)16–20. However, some of these methods suffer from
the double counting16 of correlation and lack of systematic
approaches to improve the DFT part.
In condensed matter, the dynamical mean-field theory
(DMFT), formulated in the language of many-body Green’s
function, has been extensively used to deal with the strongly
correlated systems21–24. In DMFT, only local correlations
are treated, whereas non-local correlations are neglected.
The combination of the DFT and DMFT methods called
LDA+DMFT was developed to include non-local correlation
between unit cells22,25, and it has been widely used to describe
the strongly correlated materials, for instance, see Refs. 25–
27. LDA+DMFT has been also applied to molecular systems,
such as H2 molecule28 and transition metal complexes29–33.
Similar to MC-DFT methods, LDA+DMFT suffers from the
double counting problem and the DFT part cannot be sys-
tematically improved. Moreover, in LDA+DMFT the im-
purity Hamiltonian is frequently parameterized using em-
pirical on-site Coulomb interactions that are freely adjusted
to fit experiments34. Other diagrammatic methods, such as
GW+DMFT35,36 and FLEX+DMFT (here, FLEX stands for
fluctuation exchange)37, were recently developed but their ap-
plication to molecular systems has not yet been established.
Moreover, it is fair to say that all these methods rely on map-
ping of the system of interest to the effective low energy
Hamiltonian that is then subsequently solved by the DMFT
method. If a high quantitative accuracy is desired such pro-
cedures may become problematic since the mapping onto an
effective model can introduce uncontrolled errors.
Recently, we have developed a general multi-scale frame-
work, called the self-energy embedding theory (SEET), in
which the self-energy describing strongly correlated orbitals
(active orbitals) is self-consistently embedded into the self-
energy obtained from a method able to treat the non-local
correlation effects38. SEET employing the full configura-
tion interaction (FCI) method to describe few strongly corre-
lated orbitals embedded in the self-energy obtained from the
self-consistent second-order Green’s function method (GF2)
was first illustrated and calibrated for the 2D Hubbard lattice
showing promising results.
In this paper, we generalize the SEET method to molecular
quantum chemical ab initio Hamiltonians. The GF2 method
is used to describe the non-local correlations, while strong
correlations within the active space are captured by the FCI
method. To maintain consistency with our previous work, we
denote the method as SEET(FCI/GF2), where FCI/GF2 stands
for the methods used to describe the strongly/weakly corre-
lated orbitals. In this paper, we demonstrate that the main
advantages of SEET are (i) Green’s function language giving
access to the energy as well as spectroscopic quantities such
as photoelectron spectrum, (ii) diagrammatic formulation al-
2lowing for the exact double counting removal, (iii) systematic
improvability, (iv) simultaneous treatment of multiple active
spaces (similarly to multiple impurities in condensed matter
problems), (v) no need for any high-order density matrix in
the active space.
Theory. In this section, we will present SEET generaliza-
tion to molecular ab initio Hamiltonians.
In the first step of SEET, starting either from the HF
or DFT Green’s function, we perform self-consistent GF2
calculation39,40 in the AO basis for the whole molecule. At
convergence, the second-order self-energy in the time domain
reads,
[
ΣGF2mol (iτ)
]
i j = −
∑
klmnpq
[
GGF2mol (iτ)
]
kl
[
GGF2mol (iτ)
]
mn
[
GGF2mol (−iτ)
]
pq
× vikmq
(
2vl jpn − vp jln
)
, (1)
where GGF2mol (iτ) is the Green’s function in the time domain
and vi jkl =
∫
dr1dr2φ∗i (r1)φ j(r1)v(r1 − r2)φ∗k(r2)φl(r2) are 2-
electron integrals in an AO basis. ΣGF2
mol (iτ) is then transformed
to the iω imaginary frequency domain using the Fourier trans-
formation. The 1-body density matrix P is directly evaluated
using the converged GF2 Green’s function, P = −2GGF2mol (iτ =
β) with β = 1/(kBT ) as inverse temperature. This density
matrix is then diagonalized to obtain natural orbitals (NOs)
and occupation numbers. Active orbitals are then chosen from
this set of NOs, as is done in traditional CAS type methods.
Thus, at the GF2 convergence, we obtain a set of active or-
bitals and ΣGF2
mol (iω) with a corresponding Green’s function
GGF2mol (iω) both transformed to the NO basis.
After choosing active orbitals, we set up an impurity prob-
lem for these orbitals as
[Gmol(iω)]act =
[
(iω + µ) 1 − f nodcact − ∆(iω) − Σmol(iω)
]
−1
,
(2)
where all the matrices are in the NO basis and subscript act
stands for a subset of active orbitals. In the first iteration of
SEET, [Gmol(iω)]act = [GGF2mol (iω)]act. µ is the chemical poten-
tial. The hybridization ∆(iω) describes coupling of the active
orbitals to the remaining weakly correlated ones and the im-
purity Hamiltonian made out of active and bath orbitals can
be written as
Hact+bath = Hact +
∑
ub
Vub
(
a+u ab + a
+
b au
)
+
∑
b
ǫba
+
b ab, (3)
where Hact is the full Hamiltonian within the active space,
Hact =
∑
uv
f nodcuv +
1
2
∑
uvtw
vuvtwa
+
u a
+
t avaw, (4)
where u, v, t,w, ... indices describe active orbitals and b index
is used for bath orbitals. f nodcuv is the molecular Fock matrix, in
which the local Fock matrix in the active space is exactly sub-
tracted to eliminates the double counting between the mean-
field and exact (FCI) treatment. The couplings V and the or-
bital energies ǫ are fitted to the hybridization ∆(iω) between
active space and non-interacting bath. For a given hybridiza-
tion ∆(iω), the active space Green’s function and self-energy,
GFCIact (iω) and ΣFCIact (iω), are evaluated using the FCI solver.
Subsequently, the hybridization is updated and SEET itera-
tions which are DMFT-like are performed until convergence,
for details see Refs. 38 and 41.
Let us focus now on the molecular self-energy from Eq. 2
that is constructed as
Σmol(iω) = ΣGF2non−local(iω) + ΣFCIact (iω), (5)
where the non-local weakly correlated part of the GF2 self-
energy ΣGF2
non−local(iω) is a difference between the GF2 self-
energy of the whole molecule and that of the active, strongly
correlated (local part), ΣGF2
non−local(iω) = ΣGF2mol (iω) − ΣGF2act (iω).
TheΣGF2
non−local(iω) term stands for an effective many-body field
experienced by the strongly correlated electrons in the active
space. The presence of this term eliminates the need for ef-
fective U integrals in the active space since all the non-local
interactions between the active and remaining orbitals are de-
scribed by the non-local self-energy term. In general, the
embedding self-energy ΣGF2
non−local(iω) that comes from GF2
should be updated after all the DMFT-like iterations involv-
ing FCI Green’s function solver are finished. In this paper,
however, we have chosen not to do so and we performed a
self-consistent GF2 procedure only once followed by the iter-
ations updating FCI Green’s function.
Generally, SEET(FCI/GF2) consists of two levels of theory:
perturbation and diagonalization. This is, from the theoretical
point of view, similar to multi-reference second-order pertur-
bation theories. It is therefore worth doing the comparison be-
tween SEET(FCI/GF2) and multi-reference second-order per-
turbation theories, namely CASPT2/NEVPT2, as summarized
in Table I.
Results. We report few proof-of-concept examples to show
that our SEET(FCI/GF2) theory is applicable to quantum
chemistry. Unless otherwise noted, the ORCA program42 was
used for all calculations using standard methods (e.g., MP2,
CASSCF, NEVPT2, and FCI). The local modified DALTON
code43 was used to generate RHF input necessary for GF2 and
to evaluate FCI active space Green’s functions44. We use dif-
ferent β and number of frequencies for different geometries to
converge (in frequency grid) the electronic energy to 10−4 a.u.
In Fig. 1, we present results for the H6 ring dissociation in
a TZ basis45. MP2 and GF2 appear identical around the equi-
librium in the single-reference regime. Upon bond stretch-
ing, the multi-reference character leads to a separation of
GF2 away from MP2. In the stretched regime, the full active
space requires 6 electrons in 6 σ-type orbitals, consequently,
NEVPT2(6e,6o) agrees very well with FCI. When smaller ac-
tive space is used, CASSCF(4e,4o) incorrectly describes the
dissociation and NEVPT2(4e,4o) diverges beyond the equilib-
rium due to missing static correlation. Interestingly, although
SEET(FCI/GF2)(4e,4o) is very close to NEVPT2(4e,4o) at
the equilibrium, it does not diverge and remains nearly parallel
to FCI at long distances. This is because GF2 itself partially
recovers the static correlation39 missed in NEVPT2 when the
small active space is used.
3TABLE I. Comparison between NEVPT2/CASPT2 and SEET(FCI/GF2) methods.
NEVPT2/CASPT2 SEET(FCI/GF2)
– Perturbation on top of diagonalization – Diagonalization (impurity solver) on top of perturbation
– Depends on the 0th-order ˆH and the 1st-order CI space – Independent of the 0th-order ˆH ,1st-order CI space not required
– Perturbation depends on the diagonalization step – Perturbation and diagonalization are implemented separately
– Single active space – Multiple active spaces
– Requires 1-, 2-, 3-, 4-RDMs for perturbation – Requires only 1-body Green’s function for perturbation
– Intruder states in CASPT2 – No intruder states
– PT2 only describes dynamical correlation – GF2 partially captures strong correlation
– Frequency independent – Frequency dependence (spectroscopic quantities)
– No convergence in frequency grid is required – Requires convergence in frequency grid
– No bath fitting procedure – Requires bath fitting procedure in impurity solver
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FIG. 1. Potential energy curve of H6 ring with TZ basis.
In Fig. 2, we consider the potential energy curve of
Li2 molecule in a TZ basis. Both CASSCF(2e,2o) and
NEVPT2(2e,2o) yield curves parallel to FCI. Although GF2
yields lower energies than CASSCF(2e,2o) around the mini-
mum, for stretched geometries GF2 is not parallel to the FCI
curve. When static correlation is properly treated by using
active space on top of GF2, i.e. SEET(FCI/GF2)(2e,2o), the
dissociation is correctly described and the curve falls between
NEVPT2(2e,2o) and FCI curves.
Let us show now that SEET allows us to split the full active
space into smaller active spaces composed of molecular or-
bitals (MOs) belonging to particular fragments. We consider
the Li4 cluster made from two parallel Li dimers as shown in
the inset of Fig. 3. The distance between these two dimers
is fixed and kept long enough to avoid any coupling between
them. The cluster is stretched following the parallel direction
as shown in the inset of Fig. 3. GF2 and MP2 yield too deep
dissociation curves and as expected both curves separate when
the distance is larger than 9.0 a.u. In this system, the full ac-
tive space comprises two pairs of σ-type MOs. Consequently,
both CASSCF(4e,4o) and NEVPT2(4e,4o) methods yield cor-
rect dissociation curves within a given basis set, whereas
NEVPT2(2e,2o) with only one pair of MOs in active space
diverges to −∞ at R > 10.0 a.u. The SEET(FCI/GF2)(4e,4o)
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FIG. 2. Potential energy curve of Li2 with TZ basis.
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FIG. 3. Potential energy curve of Li4 with TZ basis. The inset
shows the geometry of Li4 cluster that includes two Li dimers
separated by a fixed distance L = 30.0 a.u.
curve remains between NEVPT2(4e,4o) and FCI curves, sim-
ilarly to the case of Li2. At this stage, we cannot go beyond
R = 8.0 a.u. for SEET(FCI/GF2)(4e,4o) calculation due to
problems with convergence.
In SEET, the full active space of two pairs of MOs can be
4split into two smaller equivalent active spaces, where each ac-
tive space includes one pair of MOs. As shown in Fig. 3,
SEET(FCI/GF2)[(2e,2o)+(2e,2o)] dissociation curve does not
diverge and remains nearly parallel to the FCI one at long dis-
tances. While for the example of two parallel Li dimers, it is
possible to localize orbitals on each fragment before splitting
the full active space (similarly to the active space decomposi-
tion (ASD) developed by Parker and coworkers46), we avoid
doing so since we aim to demonstrate that despite missing
many CI configurations when the active space consisting of
MOs of the same symmetry (i.e. σ−type MO) is split, SEET
can avoid divergences and recover a dissociation limit parallel
to the FCI curve. Moreover, it is evident that the SEET de-
scription can be systematically improved when enlarging the
active space.
To further explore active space splitting, in Fig. 4, as a func-
tion of bond stretching in Li4 cluster, we plot orbital occupa-
tions of valence MOs obtained by FCI, CASSCF, GF2, and
SEET(FCI/GF2) methods. FCI occupations smoothly shift
from single-reference to multi-reference as the bond length
increases. CASSCF(4e,4o) and SEET(FCI/GF2)(4e,4o) oc-
cupations are in a very good agreement with FCI reference.
In GF2, occupations suddenly jump from single-reference to
multi-reference regime at R = 9.0 a.u. This is reflected
by a kink in the GF2 dissociation curve, see Fig. 3. Fur-
thermore, beyond this point, GF2 occupation numbers are
even closer to 1.0 than those of FCI, indicating that GF2
overestimates static correlation in the Li4 cluster. On the
other hand, when performing FCI in two active spaces on
top of GF2, namely SEET(FCI/GF2)[(2e,2o)+(2e,2o)], the
single-reference to multi-reference transition becomes much
smoother indicating that SEET(FCI/GF2)[(2e,2o)+(2e,2o)]
describes the correlations in a more balanced way than
GF2 by itself. Consequently, the active space splitting in
SEET(FCI/GF2) can be used to qualitatively describe the dis-
sociation regime.
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FIG. 4. Occupation numbers of Li4 with respect to Li-Li dis-
tance.
Finally, we show that the full active space in
SEET(FCI/GF2) can be split into smaller groups, where
each group consists of different symmetry MOs. To this
end, we consider NH3 molecule in the 6-31G basis47.
Fig. 5 displays the dissociation curves from FCI, CASSCF,
NEVPT2, GF2, and SEET(FCI/GF2) calculations. For
NH3 molecule, the full active space is composed of 4
π−type and 2 σ−type orbitals. Both CASSCF(6e,6o) and
NEVPT2(6e,6o) correctly reproduce the FCI dissociation
behavior. Although GF2 yields the energy that is comparable
to NEVPT2(6e,6o) energy at the equilibrium, it significantly
differs from NEVPT2(6e,6o) at longer distances. In the
SEET(FCI/GF2) method, the full active space is split into
two smaller active spaces with different orbital symmetries.
One group consists of 2 σ−type orbitals and 4 π−type
orbitals are included in the other one. It is evident that the
SEET(FCI/GF2)[(2e,2o)+(4e,4o)] curve is close to that of
NEVPT2(6e,6o) within the range of distances considered.
This stands in contrast to the GF2 behavior which has large
error for stretched geometries. Let us point out that in
conventional CAS methods, it is also possible to split the
full active space into smaller active spaces with the different
orbital symmetries12,13; however, such a procedure requires
a complicated implementation. In SEET, the active space
splitting does not require any additional implementation.
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FIG. 5. Potential energy curve of NH3 with 6-31G basis.
In conclusion, we have presented a generalization of the
SEET method to ab initio Hamiltonians for molecular sys-
tems. GF2 and FCI were used to treat correlations in non-
local (weakly correlated) and local (strongly correlated) sub-
spaces, respectively, in a perturb and diagonalize type of
scheme. The performance of SEET(FCI/GF2) was illustrated
using small molecules in small basis sets. We demonstrated
that SEET(FCI/GF2) provides results of comparable quality
to NEVPT2 with the same active space. Additionally, un-
like conventional multi-reference perturbation theories, SEET
avoids intruder states and does not require high-order RDMs,
and furthermore, the full active space can be split into smaller
active spaces without any additional implementation. In con-
trast to LDA+DMFT type schemes, the double counting prob-
lem does not appear in SEET and the accuracy can be im-
proved either by increasing the order of the perturbation or
by enlarging the active space. Since the non-local interac-
tions are described by the non-local self-energy, we do not
5require effective interactions U in the strongly correlated or-
bitals. These advantages show that SEET is a promising
method to describe physical and chemical properties of chal-
lenging strongly correlated, large molecules.
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