Purpose -Scalability is a fundamental problem in mobile ad hoc networks (MANETs), where network topology includes large number of nodes and demands a large number of packets in network that characterized by dynamic topologies, existence of bandwidth constrained, variable capacity links, energy constraint and nodes are highly prone to security threats. The key purpose of this paper is to overview the efficiency of the proposed clustering scheme for large-scale MANETs and its performance evaluation and especially in the case of a large number of nodes in the network. Design/methodology/approach -Designing clustering schemes for MANETs, which are efficient and scalable in the case of large number of mobile nodes, has received a great attention in the last few years. It is widely used to improve resources management, hierarchical routing protocol design, quality of service, network performance parameters such as routing delay, bandwidth consumption, throughput and security. MANETs are characterized by limited wireless bandwidth, nodes mobility that results in a high frequency of failure regarding wireless links, energy constraint and nodes are highly prone to security threats. Due to all these features, the design of a scalable and efficient clustering scheme is quite complex. Many clustering schemes have been proposed to divide nodes into clusters, focusing on different metrics and purposes. Findings -To the best of the author's knowledge, the different proposed clustering schemes are not scalable when the network size increases to a very large number. The paper presents the clustering scheme in detail and its performance evaluation by simulating MANETs composed of a large number of mobile nodes. The authors compare the performance of the scheme with a number of existing clustering schemes such as lowest-ID, highest degree, and weighted clustering algorithm, based on a number of performance metrics. Simulation results show that the scheme performs better than other clustering schemes, based on the performance metrics considered, for large-scale MANETs. Originality/value -This paper addresses the problem of scalability in MANETs when there are high numbers of node in the network. The paper analyses the performance of the proposed clustering scheme for large-scale MANETs. The obtained results show that the different proposed clustering schemes do not allow the scalability when the network size is very large. The scheme supports scalability efficiently when the number of nodes increases in the network (more than 2,000 nodes).
I. Introduction
In wired networks, computers are connected by cables and are characterized by their power in terms of processing capability and storage. In addition, these networks provide a stable bandwidth and efficient performance. In the last years, with the evolution of wireless technologies, there has been an increasingly wide utilization of mobile devices. They provide a flexible mechanism of communication between users and access to all available services independently of the physical location and user mobility (Corson and Macker, 1999) .
Today, the most usual type of wireless networks based on fixed infrastructure, typically consisting of several mobile nodes connected to each other through these infrastructures. This type of networks is called "cellular networks". Consequently, connectivity between different network elements is centralized. On the other hand, mobile ad hoc networks (MANETs) are autonomous systems capable of self-organizing and self-configuring in multi-hop wireless networks without requiring any infrastructure support or centralized management for their operation. Each node in MANETs is free to move independently in any direction and will therefore change its links (wireless link) to other nodes frequently. So, nodes may join and leave the network at any time. Network topology construction, resource management, security and routing are among the main research issues in this area (Corson and Macker, 1999) . MANETs, despite their inherent difficulties, provide several advantages such as: flexibility and rapid deployment capabilities. Because of their characteristics, they can be utilized in many application domains with different objectives, particularly where there are no pre-existing infrastructures. For instance, they can be used for military operations in hostile environments, forest hazards, health applications, home and office applications, and natural disasters.
In the past few years, many routing protocols for MANETs have been proposed (Correa et al., 2007; Bentaleb et al., 2013a) . However, the development of feasible protocols and schemes to manage large MANETs is a very complex task. Most of the proposed routing protocols are flat routing structure (Ade and Tijare, 2010; Suman et al., 2009 ) that does not support the scalability when the number of nodes in the network increases. So, these solutions are still insufficient to deploy large-scale MANETs (Hong et al., 2002) . In large-scale MANETs, the flat routing protocols produce extravagant information flow which can saturate the network. So, these schemes are useful only for small network (Lee et al., 2005) . Hierarchical routing protocols (Maqbool and Peer, 2010) have been developed to solve the scalability issue. This approach consists of dividing the network into smaller groups called clusters, improving the performance and scalability of the network. Similarly to flat routing protocols, different clustering approaches were proposed (Bentaleb et al., 2013a) , with different objectives and cluster heads election criteria (Correa et al., 2007; Bentaleb et al., 2013a) . However, to the best of our knowledge none of the proposed clustering schemes are efficient for large-scale MANETs (large number of nodes). These schemes produce additional cost during clusters formation and maintenance of the structure.
In this paper, we show the efficiency of our proposed clustering scheme for large-scale MANETs (large number of nodes). In Bentaleb et al. (2013b) we proposed a weight based clustering scheme. It takes into consideration a combination of metrics (trust (T), density (D), mobility (M) and energy (E)) to choose locally the optimal cluster heads during cluster formation phase and maintains clusters locally. It aims to ensure an acceptable level of security, improve the usage of scarce resources (bandwidth), maintain stable clusters structure with a lowest number of clusters formed, decrease the total overhead during cluster formation and maintenance, maximize lifespan of mobile nodes in the network and reduce energy consumption. Simulation results show that our scheme performs generally better than the other clustering schemes (Ephremides et al., 1987; Gerla and Tsai, 1995; Basagni, 1999; Chatterjee et al., 2002) in term of the chosen performance metrics for different scenarios.
The rest of the paper is organized as follows: Section II discusses the related works of clustering schemes in MANETs. Section III describes the proposed clustering scheme. Performance evaluation and comparison are presented in Section IV. Section V concludes the paper and introduces future work.
II. Related work
In the past few years, a number of research papers about MANETs have been published and fall in various aspects such as: routing, clustering schemes, QoS and security (Correa et al., 2007; Bentaleb et al., 2013a; Anupama and Sathyanarayana, 2011) . Among those, clustering in large-scale MANETs is one of the key challenges. Therefore, some papers recently reveal a growing interest in this topic (Anupama and Sathyanarayana, 2011; Gupta et al., 2012; Chauhan et al., 2011; Wu et al., 2010) , among both industrial and academic communities.
Based the summary analysis, shown in Table I , of the characteristics and mechanisms of these clustering schemes (lowest-ID (LID) (Ephremides et al., 1987) , highest degree (Gerla and Tsai, 1995) , distributed clustering algorithm (DCA) (Basagni, 1999) , weighted clustering algorithm (WCA) (Chatterjee et al., 2002) , distributed weighted clustering algorithm (DWCA) (Choi and Woo, 2006) ), we designed a scheme that encapsulates their advantages and improves their limitations.
There are several schemes proposed to organize a network into clusters (Ephremides et al., 1987; Gerla and Tsai, 1995; Basagni, 1999; Chatterjee et al., 2002; Choi and Woo, 2006) . Every clustering scheme is composed of two phases: cluster formation and cluster maintenance. The majority of these clustering schemes build (Bentaleb et al., 2013a; Ephremides et al., 1987; Gerla and Tsai, 1995; Basagni, 1999; Chatterjee et al., 2002) . Other clustering schemes generate k-hop clusters (Bentaleb et al., 2013a; Mitton et al., 2004) . These algorithms differ on how they select cluster heads. These selection criteria might be based on a specific metric such as the node ID, the degree, the mobility, energy, etc. or a combination of metrics (Bentaleb et al., 2013a) . Combining the possible features, each proposed clustering scheme attempts to accomplish a specific objective. In Ephremides et al. (1987) the authors proposed the LID scheme which was the first proposed clustering scheme in MANETs. In this scheme each node in the network must have one of the following statuses: CH node, member node, or getaway node. Initially, all nodes have the status of ordinary nodes. In the first step, each node has a unique identifier that is used as a criterion for cluster heads election. Then, periodically each node in the network broadcasts its ID to its one hop neighbor nodes. Subsequently, the IDs are compared and the node v with the smallest ID is selected as cluster head in its one hop neighborhood. Otherwise the node v joins a neighbor cluster and changes its status to member node or gateway if it can hear two or more cluster heads. The process continues until all nodes in the network are attached to a cluster. This algorithm has several short comings such as: the number of cluster heads may become undesirably high, the packet delivery delay may become excessive, battery drainage, the cluster heads have to be frequently updated because of high nodes mobility, etc.
In Gerla and Tsai (1995) the authors proposed a scheme called highest connectivity degree clustering (HCC) which uses the degree of nodes instead of their IDs. Initially, each node broadcasts a cluster construction message to its one hop neighbors. This message contains its ID, its degree and the IDs of its neighbors. Upon reception of cluster construction messages, each node updates its neighborhood information and compares the received degree values of all its one hop neighbors with its own degree value. If its own degree value is the highest, it declares itself as cluster head. Otherwise, it joins to one of neighboring clusters as member node. In the case where more than one node has the same highest degree, the node with smallest ID is selected as cluster head. A node which can hear two or more cluster heads becomes gateway. The authors showed that the LID algorithm is more efficient than the HCC in terms of clusters stability. In fact the number of neighbors can change frequently depending on the nodes mobility. As a result, high number of nodes re-affiliation. However, the choice of the most connected nodes as cluster heads reduces the number of cluster heads compared with LID algorithm. Furthermore, it also reduces the packet delivery delay. Basagni (1999) has proposed the DCA, which is based on a modified LID algorithm. The author proposed a generic weight above zero that is assigned to each node in the network. This generic weight represents the stability of the node. After that, each node in the network broadcasts its generic weight to all its one hop neighbor nodes. The generic weight values are compared and the node with the highest generic weight value among its neighborhood is elected as a cluster head. If more than one neighbor node has the same weight value, the node with LID becomes the cluster head. A node which can hear two or more cluster heads is a gateway. Otherwise, a node is a member node. The process continues until all nodes in the network join a cluster. This algorithm has several short comings such as: the number of cluster heads that are elected may become undesirably highs, the packet delivery delay may become excessive, etc. Chatterjee et al. (2002) proposed a clustering scheme called WCA. In this scheme the election of cluster heads is based on the weight value of nodes, which is calculated according to their node degree, mobility and energy. Furthermore, it converts the clustering problem into an optimization problem since a weight function is formed. The weight value W of a node v, is defined as:
where w i are weight coefficients and Fact i are weight factors.
Initially, all nodes have the same status and periodically each node in the network broadcasts its weight value to its neighbor nodes. Subsequently, the node with the smallest weight value is selected as cluster head in its neighborhood. Although WCA has better performance than all the previous schemes (Chatterjee et al., 2002) . However, this scheme needs to collect the weights of all the nodes before starting the clustering process and it drains the CHs rapidly thus leading to more communication overhead.
In Choi and Woo (2006) the authors proposed an enhanced version of WCA called DWCA. This scheme was proposed with the objective to extend the lifetime of the network in order to achieve distributed clustering structure. DWCA chooses locally optimal cluster heads and incorporates power management at the cluster heads. The election of cluster heads is based on the weight value of nodes, which is calculated according to four metrics: node degree, distance difference, mobility and battery power of the mobile nodes.
III. Our proposed approach
In this section, we present our proposed clustering scheme that is suitable for large-scale MANETs exploiting the combination of metrics like trust, density, mobility and energy to choose locally the optimal cluster heads during cluster formation phase and maintain clusters locally. To organize the network topology in clusters, we define five states for a node: cluster head, core member, margin member, not-decided and gateway node. Initially all nodes are in the not-decided state. As time a progress, each node tries to join a cluster by being in one of the three states CH, member or gateway (Figure 1 ).
Our network topology is organized in clusters, and each node performs its duties depending on the states in which it is. Its state is among the following four (not-decided, CH, gateway, member (COM, CAM)) states depending on its roles. Figure 2 shows the state transition diagram of our scheme:
(1) Cluster head (CH). It is the local leader of the cluster. It has additional functions such as: channel access, routing data, bandwidth and channel allocation, forwarding inter-cluster packets, etc. (2) Gateway. Is a node which works as the common access point for two or more cluster heads, when a node is within the transmission range of two cluster heads. (3) Core member node (COM). Is an ordinary node. The cluster head is one of the core members of the cluster. All members of the core are one-hop neighbors to the cluster-head. (4) Margin member node (CAM). Is an ordinary node but it is the k-hop neighbors of the cluster-head with k $ 2.
Our scheme consists of cluster formation phase and cluster maintenance phase.
Scalable clustering scheme
A. Cluster formation phase Our cluster formation phase (algorithm 1) is divided into four major steps (Bentaleb et al., 2013b) :
.
Step 1. Neighbor nodes detection.
Step 2. Cluster heads election process.
Step 3. Cluster node join process.
Step 4. Gateway election.
(1) Neighbor nodes detection. Initially, all network nodes are in not-decided status. Each node in the network broadcasts periodically HELLO messages to notify its neighbor nodes of its presence. The HELLO message contains: the source node address, status of the node, the list of the neighbor nodes, the address of cluster head, the addresses of neighbor clusters and the weight value. This information allows each node to build and maintain its neighbors list (maintain local topology). After that, each node records the information about its neighbor nodes in its neighbors table.
(2) Cluster heads election process. After neighbor nodes detection step, the cluster head election process is invoked (Bentaleb et al., 2013b) . During this step, each node in General structure of our network topology IJPCC 10,1 the network calculates its weight value W and broadcasts it by sending a weight-val (my-id, my-weight) massage to its k-neighbors. In our scheme (Bentaleb et al., 2013b) each node v computes its weight value W v based on the following metrics:
Node trust (T).
Trust is fundamental element to maintain a certain level of security. The trust value (T v ) of node v is calculated in order to detect whether the selected node v is a normal or malicious node. As well as, trust value defines the level of confidence of a node v i has its neighbor node v j depending on the performance evaluation of the assigned task (Gambetta, 1989) . So, we compute the trust value based on the information that one node can gather about the other nodes. In our algorithm we used the method described in Babu et al. (2011) to calculate the trust node value (T).
Node density (D).
The density (D v ) of node v represents the ratio between the number of links and the number of nodes in a k-neighborhood. We used the model described in Mitton et al. (2004) to calculate the density metric (D).
Node mobility (M).
It is the average speed for every node. Each node v calculates its effective average relative speed based on the average speeds of its neighbors which gives the measure of the mobility (M v ). In our algorithm we used the method described in Ni et al. (2011) to calculate the node mobility (M).
.

Node energy (E).
The energy metric of node v represents the battery remaining power of node v. We used this metric in CHs election process node in order to extend the lifetime of the cluster structure.
After the calculation of four metrics (T, D, M, E), the weight value W v of a node v is calculated as:
where v i are the weighting factors for the corresponding metrics and P v i ¼ 1. On the reception of weight-val messages, each node updates its neighborhood table. The node v, with the highest weight value among all its k-neighbors, is elected as cluster head. In case of more than one node with the same highest weight, the node with highest trust value (T) is selected as cluster head. But if the conflict is not resolved, the node with highest density (D) is elected as a CH or highest ID is used. Furthermore, the node elected as CH announces its leadership to its k-neighbors by broadcasting a CH_elect (my-id, my-ch-id) message.
(3) Cluster node join process. Upon reception of the CH_elect messages each node joins its favorite cluster by sending a Join Request (my_id, my_trust_value) message to the corresponding cluster head. The cluster head sends an accept message and this node updates its status to either core member or margin member.
(4) Gateway election. Once Cluster heads are elected, each cluster head selects its gateway nodes to communicate with neighbor clusters. The nodes are candidate to be gateways if they have margin member status and they hear two or more cluster heads. Our gateways election algorithm (Bentaleb et al., 2013b ) is based on the trust value. For each neighbor cluster, the gateway node g with highest trust value T g among other gateway nodes candidates is selected. In the case of more than one candidate nodes with the same highest trust value, the gateway candidate with the highest weight is selected. But if the ambiguity is not solved by the weight than the gateway candidate with the LID is chosen. 
B. Cluster maintenance phase
The second phase is the cluster maintenance that tries to adapt the structure of clusters to all topology changes that can occur due to nodes mobility. In our scheme the cluster maintenance is invoked locally (algorithm 2) in three distinct types of events (Bentaleb et al., 2013b) , when:
(1) Node movement. Node moves to the outside of its cluster boundary or new node enter the boundary of new cluster. In the first case, node updates its status and tries to find an existing cluster to join. For the second case, the new node sends join message to the corresponding cluster head and waits for the response. (2) Trust threshold property. Interactions between nodes and mobility are two factors that make change in node trust value. Since we are dealing with a vulnerable network, each node could become malicious node. So, in our scheme, we verify periodically the trust value of each node. If the malicious node is the cluster head then the member nodes should change their cluster head. Otherwise (the malicious node is member node or gateway) the CH eliminates this node from its cluster (algorithm 3). (3) Weight value change. The dynamic topology affects the weight value of each node. So, in our scheme the weight value of each node is verified periodically (algorithm 4). If the weight value of a member node becomes higher than the weight value of its cluster head then re-election of new CH is invoked locally. The CH gives up its role and becomes a member node and the member node that has the highest weight value becomes the cluster head (Figure 3) . 
IV. Performance evaluation
In this section, we present the performance evaluation of our proposed scheme. In order to properly examine the effectiveness of our proposed scheme, a performance evaluation, featuring its main objectives, is done using the optimum network performance (OPNET) modeler (Opnet Technologies, 2009 ). Therefore, the main purpose of this simulation evaluation is to study the performance of our proposed clustering scheme when network size increases (large scale MANETs). To accomplish this objective, a set of different simulation environments with different performance metrics, featuring the network size and different simulation parameters, were defined. Moreover, we compare our scheme to previous clustering schemes (LID (Ephremides et al., 1987) , highest degree (Gerla and Tsai, 1995) , and WCA (Chatterjee et al., 2002) ) which have aimed to solve the scalability problem.
A. Simulation model and parameters
For the experiments results described in this paper, we use the input parameters shown in Table II .
The network model that we designed to simulate and evaluate our scheme may have from 500 to 3,000 mobile nodes (Figure 4 ) placed randomly in an area of 2,000 £ 2,000 meters. The mobility model used is the random way point (RWP). We assume IEEE 802.11 for both physical and MAC layers. We assume that the radio model uses data-rate of 2 Mbits/s, transmission range 250 meters, and packet size 128 bytes. The simulation time is 900 seconds.
B. Simulation results and discussions
The main goal of our clustering scheme is to provide scalability for large MANETs (large number of mobile nodes). So, to evaluate the performance of our clustering scheme in large-scale MANETs, we look at the common evaluation metrics used by previous works (Correa et al., 2007; Hong et al., 2002; Anupama and Sathyanarayana, 2011; Gupta et al., 2012; Chauhan et al., 2011; Mitton et al., 2004 Average number of CH. Represents the average number of clusters formed in the network during cluster formation phase.
Average number of CH changes.
Represents the average number of cluster head status changes to another status.
. Total number of re-affiliations. Represents the number of member nodes that have re-affiliated from their clusters and got associated to another cluster.
. Clusters stability. Represents the stability of clusters structure during network topology changes.
Total overheads.
Represents the total number of messages required by the clustering scheme to create the cluster network topology. Figure 5 illustrates the variation of average number of clusters formed during the clusters formation phase with respect to the total number of nodes in the network. We observe that when the number of nodes in the network increases, the average number of clusters increases in all schemes. However, our scheme produces constantly fewer clusters in comparison with other clustering schemes which results in low overhead. In addition, our scheme creates k-hop clusters that have the effect of spacing between the adjacent cluster heads in order to reduce the number of creation of new clusters and reduces the number of re-election of cluster heads. Figure 6 shows the variation of number of CH changes with respect to the total number of nodes in the network. In most cases, we observe that the CH changes in our proposed scheme are less than the other clustering schemes. This is due to both the cluster head selection criteria and the k-hop approach that results in a more stable network clusters and smaller number of CHs. Also, the distributed algorithms that are used in our scheme are invoked periodically to adapt the structure of network clusters to all topology changes. Furthermore, our scheme provides a stable clusters structure in large network size that results in a low CHs change. Figure 7 describes the total number of re-affiliations. Our proposed scheme constantly generates less number of nodes re-affiliations in comparison with other clustering schemes. When the number of nodes is high, our scheme produced 30 and 46.5 percent less re-affiliations than WCA for 1,500 and 3,000 nodes, respectively. This is due to the fact that our scheme produces a more stable clusters during cluster formation phase (choose the more stable node as CH based on the mobility metric estimation) and the strategy to maintain clusters locally. Figure 8 represents cluster stability with respect to the total number of nodes in the network. We observe that when the number of nodes is 500, clusters (generated by different schemes) are highly stable. But when the number of nodes increases to more than 1,000, our scheme provides better clusters stability in comparison to other clustering schemes. This outcome is due to the criteria used during CHs election process (mobility metric) which leads to choosing the most stable node as the CH. This results in more stable clusters even when the number of nodes in the network is high. Number of Nodes 2,250 2,500 2,750 3,000 Average Number of CHs Figure 9 shows the total overhead with respect to the simulation time when the number of nodes in the network is 3,000. We observe that our scheme outperforms other clustering schemes in large-scale MANETs. In all schemes the total overheads increases as the time of simulation increases. But in our scheme, after simulation time 10 minutes, our scheme produces a stable number of overhead. Moreover, our scheme provides a better stability of the cluster topology, a less number of CHs and a less number of cluster maintenance invocations which lead to low overhead.
We conclude that our scheme is more efficient than other clustering schemes in terms of the performance metrics considered, especially for large-scale MANETs (the number of nodes in the network is high).
V. Conclusion
In this paper, we have developed and analyzed the performance of our proposed clustering scheme for large-scale MANETs (high number of nodes in the network). Our proposed clustering scheme uses a combination of four metrics (trust, density, mobility and energy) to choose the cluster heads during the cluster formation phase and maintains clusters locally to reduce the maintenance cost. Simulation experiments have shown that our scheme performs generally better than the other clustering schemes (Ephremides et al., 1987; Gerla and Tsai, 1995; Basagni, 1999; Chatterjee et al., 2002) in terms of: average number of CHs, average number of CH changes, total number of re-affiliations, clusters stability, and total overhead. The experiment results show that the different proposed clustering schemes (Ephremides et al., 1987; Gerla and Tsai, 1995; Chatterjee et al., 2002) do not allow the scalability when the network size is very large. Our scheme supports scalability efficiently when the number of nodes increases in the network (more than 2,000 nodes). Moreover, our scheme ensures an acceptable level of security by using the trust metric in calculation of the weight value for CHs election process, improves the usage of scarce resources such as bandwidth, minimizes the CHs change, decreases the number of CHs re-affiliation, minimizes the number of clusters, and decreases the total overhead. As future work, we plan to complement our clustering scheme with a routing protocol that is efficient for large-scale MANETs. We will study the behavior of new proposed protocol for different scenarios, especially in very large networks. 
