Abstract. Agent interactions are frequently characterized as "coherent," "collaborative," "cooperative," "competitive," or "coordinated." These terms specialize the more foundational category of "correlation," which can be measured by the joint information of a system. "Congruence"is orthogonal to the others, reflecting the degree to which correlation and its specializations satisfy user requirements. A taxonomy of these mechanisms can guide the design of multi-agent interaction. Lack of correlation is sometimes necessary, and requires the use of formal stochasticity.
Introduction
Designers of multi-agent systems need to discuss agents' joint action in a disciplined way that current usage does not support. Some circles emphasize cooperation as the dominant theme (e.g., the title of [23] or the subtitle of [46] ), but often the system designer does not care whether the agents cooperate or contend, so long as their behavior is coordinated in a certain way. Market mechanisms achieve coordination through mechanisms that are at least competitive and sometimes contentious. Both contention and cooperation presume a cognitive model that some architectures do not satisfy. Other terms for agent interaction include "coherence" and "collaboration" Taking advantage of the pervasive use of the Latin co-and con-in the English lexicon, we refer to them collectively (including nominal, verbal, and adjectival forms) as "Co-X," and from this point capitalize them.
Paper titles from [6, 18] , ICMAS'95-00, Agents'97, 98, 00, and 01, and AAMAS'02 illustrate the proliferation of terms describing agent interactions. From 1981 through 1993,
Correlation: Behavioral Joint Information
The most generic description of what agents do together is their joint information, otherwise known as their correlation entropy, joint entropy, or mutual entropy [2] . This quantity can be determined empirically, without access either to the internal structure of the agents or to the broader system within which they are embedded. A set of agents with positive joint information is "Correlated." In some cases, such empirical observations may be sufficient to impute cognition to agents whose internal structure is unknown [8, 21, 34] .
Joint information can be computed for many aspects of the agents. We are interested in agent behaviors, so we compute it over agent actions. At each time step, each agent (in- . This standard definition makes no assumptions about the independence of the elements in the set that generates the p ij . It is simply an empirical characterization of their relative prevalence. (If k is small compared with agent lifetime, one can index p ij and thus H with time t, referencing the window of length k centered at t.) We can characterize the entropy of the overall system in terms of the various combinations of actions of individual agents. E.g.,, for two agents, the maximum total number of system actions is n 1 *n 2 , p is indexed over joint actions, and the system entropy is ( ) = ! = System entropy is subadditive, H(a 1 ,a 2 ) ≤ H(a 1 ) + H(a 2 ). Equality obtains when individual agent behaviors are statistically independent, and fails when they are dependent. a 2 ) is the correlation, mutual, or joint entropy, or the joint information. The latter term avoids connotations of disorder implicit in "entropy." Agent behaviors in a system with high joint information are more Correlated with one another, and in that sense more orderly, than when joint information is low.
Agents are Correlated when their actions depend statistically on those of other agents. It does not matter at this level whether this Correlation results from information flows among the agents or between them and a central controller, or whether its roots are cognitive or subcognitive. Correlation manifests itself in an increase of the system's joint information, and we propose using this quantity as a measure of system Correlation. (Thus, one system has a higher Correlation than another just when the joint information of the first is greater than that of the second.) This perspective permits us to distinguish the fact of Correlation from the mechanisms used to achieve it.
For example, suppose that each of two agents needs access to a widget to perform its duties; that there are two widgets available, and that each agent accesses each widget half of the time. Then the probability that agent a 1 is accessing widget 1 is p 1,1 = 0.5, as are p 1,2 , p 2,1 , and p 2,2 . Assume that a widget works better when only one agent is using it at a time. Each individual agent entropy H(a i ) is -2*0.5 log 2 (0.5) = 1.0. At the system level, there are four possible joint actions: both agents accessing widget 1, both accessing widget 2, a 1 accessing widget 1 and a 2 widget 2, and vice versa. If the agents do not Coordinate their activities, then each of these four possibilities is equally likely, with probability 0.25, and the system entropy H(a 1 ,a 2 ) is -4*0.25 log 2 (0.25) = 2 = ∑H(a i ), so the joint information is 0. Now assume the agents' behaviors are Correlated (by whatever means) so that they avoid the joint actions in which they both choose the same widget. Now there are only two system actions, each with probability 0.5, and the system entropy is 1, less than the sum of the agent entropies. The difference, 1, is the joint information between the agents.
We illustrate joint information in a model of multi-agent resource allocation, the minority game [36] . At each time step each of the N agents in the population (where N is odd) seeks to allocate itself to one of two resources. Each agent receives a point each time it reaches the less-occupied (minority) resource. The system goal is to maximize the total points awarded to the entire population (equivalently, to minimize the variance in the population of either resource). The agents have access to a time series identifying which resource was in the minority at each past cycle. In each turn of the game, the agents use the last m entries in this time series to choose the resource they will access on the next time step. The quantity z = 2 m /N reflects the normalized size of the strategy space available to the agents. high system-level payoff, so desirable behavior is at the minimum of this curve, where z ≈ 0.34. The dashed line shows the performance if all agents made random choices. The minimum is a spin-glass phase transition, discussed in more detail in [26, 38] . As z decreases below this point, the system performance degenerates until the agents are doing worse than with random choices. In this region, the time series of minority groups [25] show "herding" behavior. Relatively few distinct strategies are available for small m, with high probability that agents' decisions will overlap. Above the phase transition, the agents do better than random, but as z increases, performance approaches the random limit as an asymptote.
Consider a set of 61 agents. Each agent's entropy is computed from its probability of choosing resource 0 or 1 at each step. The entropy of the system is computed from the probability of a specific vector of 61 individual agent choices at a time step. Thus the size of the system's state space is 2 61 ≈ 10 18 . Reasonable experimental runs with this system are on the order of 10 4 to 10 6 steps, far too short to estimate probabilities over this state space. Instead, we focus on subsystems of six agents each. Such a subsystem has a state space of 2 6 , and we can reliably estimate probabilities with experiments of 10 4 ≈ 2 13 steps. Each run of 5001 steps lets us look at ten subsystems of six agents each, and we conduct thirty runs in all. Figure 2 shows the Correlation, measured by the joint information. This figure has three important features, corresponding to the three regions of Figure 1 . 1. The Correlation is highest for low m, consistent with the analysis in [25] showing herding behavior in this region. Within the low region, the mean value appears to increase from m = 1 to m = 2 before declining for m > 2, but given the size of the standard deviation in region, the most that can be said is that the Correlation is comparable for these two values. There are few distinguishable strategies available to the agents for low m, resulting in higher Correlation among their behaviors. 2. High m is associated with low Correlation, corresponding to the region where agent decisions approach the random limit. Thus the general shape of the curve is logistic: low slope for low and high m, and steep slope in between. 3. There is a deviation from this general shape between m = 4 and m = 5, the region that corresponds to the phase transition (which would be at m = 4.37, though our experiments do not sample this point). This illustration of joint information has several lessons for designers of multi-agent systems.
Joint information can be computed for a realistic system, offering a basis for metrics that will enable designers to specify degrees of Correlation. Since Correlation is the foundation on which the other members of Co-X are constructed, this formalism is an important tool for comparing different systems in terms of the degree of joint activity that their members achieve. When estimating joint information from observations of a system (as opposed to computing it analytically from a system specification), attention must be paid to sampling issues. Joint information is not the same as performance. Figure 1 , which estimates overall system performance, has a very different shape from Figure 2 , which shows Correlation. System designers must recognize this distinction, discussed in more detail in Section 5.
Coordination: Communication
Perhaps the most commonly used member of Co-X is "Coordination." It is prominent in the ACM computing classification system under I.2.11, "Distributed Artificial Intelligence" [1] (paired with "Coherence," discussed under "Congruence" below). "Correlation" describes simply the fact of statistical non-independence among agent behaviors, while "Coordination" implies a causal process. Correlation can emerge among randomly generated numbers as a statistical fluke, but when it arises from a causal process, that process involves communication, that is, information flow between an individual agent and its environment. The environment, in turn, is everything outside the individual agent's boundary. The options for this flow stem from the contents of this environment, which include both other agents and environmental state variables. (A side effect of this definition is to require redefinition of either "Coordination" or "communication" in paper titles of the form, "Coordination without communication" [3, 15, 16, 40] .)
The environment includes other agents, not only software agents but also human stakeholders, system designers, and conventional computer systems. The relationship between two such agents will be one of two types, depending on the state of the agents and the rules of the system (expressed, for example, in the agents' roles [35] and the protocols in which they participate). When the agents can say "No" to one another within the rules of the system, they are "peer agents." When one of them (say agent A) can say "No" to the other (B), but B cannot say "No" to A, we call A the "distinguished agent" and B the "subordinate." The relationship between two agents may be fairly fixed (for example, the relationship between a human programmer and her software agent). Or it may vary over time (as when peer agents negotiate a work plan that calls for one of them to supervise the other, resulting in a distinguished-subordinate relationship during execution). These concepts can be developed more formally through dependency and autonomy theory [10, 30] .
The environment has state variables that the agents can sense, and may support its own processes that couple its state variables and cause them to change over time. Environmental variables are of two types. The values of endogenous variables change over time depending on the actions of peer agents. The values of exogenous variables, such as sunspot frequency, change independent of the actions of peer agents, but may result from actions of the distinguished agent, and are often scripted by the system designer.
In such an environment, Correlation mechanisms can be either centralized or decentralized. In addition, the information flows involved may be either direct from agent to agent (ignoring those aspects of the environment that make up the communication system) or indirect (mediated through explicitly modeled environmental state variables). Table 1 reflects these categories, which offer a design template for agent interaction.
Centralized mechanisms for Correlation all involve communication between the distinguished agent and its subordinates. This flow may be direct (when the distinguished agent Constructs or Commands the subordinates) or indirect (when the distinguished agent Constrains the subordinates by manipulating exogenous environmental variables visible to the subordinates). In Correlation through Command, used commonly in robot soccer, holonic manufacturing, and some simulation applications, agents behave much like objects, executing methods invoked by incoming messages. The focal point algorithm advocated by [15] and the common utility functions implicit in [16] both rely on Construction (common programming). In indirect centralized mechanisms, subordinates jointly sense changes in a shared exogenous environmental variable. The variable's dynamics are independent of agent actions, so it cannot move information between subordinates. But it may serve as a synchronizing signal that Correlates the agents' actions. The experimenter who configures targets and obstacles in an experimental testbed is Constraining the subordinates, supporting Correlation through indirect centralized action.
Decentralized mechanisms for Correlation all involve communication among peers. Most negotiation research focuses on direct peer-to-peer information flows ("Conversation"). Indirect decentralized flows occur when peers make and sense changes to endoge- [17] , from the Greek words stigma "sign" and ergon "work": the work performed by agents in the environment guides their later actions. Such techniques are common in biological distributed decentralized systems such as insect colonies [32] . A common form of stigmergy is resource Competition, which occurs when agents seek access to limited resources. For example, if one agent consumes part of a shared resource, other agents accessing that resource will observe its reduced availability, and may modify their behavior accordingly. Even less directly, if one agent increases its use of resource A, thereby increasing its maintenance requirements, the loading on maintenance resource B may increase, decreasing its availability to other agents who would like to access B directly. In the latter case, environmental processes contribute to the dynamics of the state variables involved. (We reserve "Competition" for resource Competition as a subset of Stigmergy. For the more generic opposite of "Cooperation," we prefer "Contention," discussed below.)
We became aware of the active role that the environment plays in negotiation when experimenting with an instance of the contract net for manufacturing control [29] . After carefully proving that our protocol was deadlock-free, we ran it on a physical control system, and it promptly deadlocked. The negotiation in question concerned the movement of a physical part from one workstation to another. Our analysis of the protocol neglected the movement of the physical part itself. This movement conveyed information between the two workstations, and thus between the software agents that represented them. It represented an undocumented extension of our protocol, one that invalidated our proof and caused the system to deadlock. The arrival of the part at the receiving workstation gave that workstation information about the state of the system that it would not otherwise have had, namely, that the part had been delivered.
Traditionally, the study of negotiation focuses on Coordination by means of information flow directly from one agent to another. The mantra of situated robotics that "the world is its own best model" [7] suggests that the problem domain may deserve a more prominent role in the process. There are several motives for understanding the role of the environment in Coordination, and learning to exploit it where possible.
• It supports open, heterogeneous societies of agents. The environment is by definition accessible to the agents that are negotiating about it. Any agent that wishes to deal with the domain must be able to sense and manipulate it. Thus the physics of the environment define common standards for agent interaction, in contrast with the more arbitrary standards programmers can impose on direct agent-to-agent communication.
• It integrates and reflects the state and dynamics of the overall problem-solving process at a global level that is only imperfectly visible in any individual agent's internal model. In particular, it captures high-order interaction effects that may escape the notice of any individual agent or a priori model maintained by an individual agent. For instance, assume agents A, B, C, and D are all interested in resource , but A and B know only of each other, as do C and D. The load on resource integrates inform ation about the demands of all the agents that would otherwise not be available to them.
• It embeds domain constraints (e.g., resource limitations) directly in the reasoning process, without the need to identify and model them in advance. A stock market illustrates the importance of information flows mediated by endogenous environmental variables. It affects both stock traders and business executives, in different ways. Traders (at least those who obey SEC regulations) do not communicate directly to determine which shares each will buy and sell. But when a trader offers for sale a share in one company, the offer tends to depress that company's share price, making the company more attractive to potential buyers. Thus information flows between traders through the stock market without Conversation. In contrast, business executives rely extensively on Conversation in reaching contracts with their customers and suppliers. However, they must also pay attention to indirect information flows, including those through the same stock market. For example, if a supplier's stock price drops precipitously, the supplier may not be able to raise needed capital, and in spite of its explicit promises in a negotiation, it may not be able to fulfill its obligations.
The Minority Game is an excellent example of Stigmergy, and of Competition in particular, and we discuss its implication for indirect Coordination further in [36] .
These mechanisms reflect Coordination mechanisms recognized by sociologists in organizational design. One prominent discussion [27] distinguishes five such mechanisms: 1. Mutual adjustment, informal communication among workers, corresponds to the Direct Decentralized quadrant of Table 1 , which we call "Conversation." 2. Direct supervision is our "Command," which represents the real-time portion of our "Direct Centralized" quadrant. 3. Standardization of work processes (e.g., setting up a work station on an assembly line) is adjusting the environment to Constrain agents to behave in a certain way, and thus corresponds to our "Indirect Centralized" quadrant. 4. Standardization of outputs insures that intermediate outputs from one worker can be input to the next, enabling "stigmergy," our "Indirect Decentralized" quadrant. 5. Standardization of skills and knowledge trains workers to behave in Coordinated ways. This is our "Construction," in the "Direct Centralized" quadrant of the table.
Cooperation 3 and Contention: Intent
Correlation is an empirical concept that requires no knowledge about agents' internal structure or outward organization. The focus on communication emphasized by Coordination requires attention to inter-agent issues, but leaves agents' internal logic undefined. Cooperation and Contention involve the agents' intentions. For example, behaviors of traders in a commodity market are highly Correlated, resulting from information flows among them (thus Coordination). Are they Cooperating or Contending? Two traders bidding for the same commodity might be Contending (each seeking to wrest control from the other), Cooperating (pumping the price up to increase the value of their current holdings), or simply Competing (in the sense defined in Section 3). The difference can only be resolved by determining their intent (compare [24] ). A necessary condition for Cooperation is the existence across the Cooperating agents of joint intentions (e.g., [11] ). Similarly, contention suggests one agent's intention to frustrate another. To our knowledge, this notion of "antagonistic intent" has not been formalized, but could be along the same lines as joint intention. We do not require intention for Competition, respecting the common use of the term for agents seeking common limited resources without harboring malice toward one another.
The definition of Cooperation and Contention as Correlation driven by agent intent has two important implications.
First, imputing Cooperation and Contention to agents also requires imputing cognition to them. This requirement is easy for Cognitive architectures (e.g., SOAR [28] or BDI [37] ), which imitate human cognition. It is less direct for Behavioristic agents. Such agents, inspired by work in artificial life [33] , are "black boxes," defined only by their outward behavior, and their internal programming makes no claims to imitate cognition. It is possible to impute cognition to such agents in a disciplined way [34] , but doing so would require observing other behaviors beyond the specific actions to be classified as Cooperation or Contention, in order to deduce their intentions toward one another.
Second, neither Cooperation nor Contention requires direct decentralized communication ("Conversation," Table 1 ), but might result from centralized design-time information flows or interactions through the environment. The special case when agents both Converse and Cooperate is "Collaboration"; "Coalition" describes the resulting state of affairs.
None of the modes of interaction discussed thus far is necessarily desirable. Consider the simple problem of Correlated access by two agents to two widgets considered in Section 1. If the agents avoid choosing the same widget, they are Correlated, achieving a joint information of 1. They will be just as Correlated if they always choose the same widget, but in this case productivity would be lower in the Correlated system than in the random one. Similar examples can be constructed to illustrate that increased Coordination, Cooperation, and Competition do not always result in more productive systems.
The crucial insight here, and one of great importance for agent-oriented software engineers, is that systems can be associated with goals at two levels: the system, and the individual agents. (Cognitive agents reason explicitly about these goals, while in behavioristic agents they are imposed by the agent designer, but they are still agent-level goals.) Categories such as Contention and Cooperation take into account individual agent goals, but not system goals. We propose "Congruence" to characterize the degree to which the pattern of agent interactions (at any level from Correlation through Contention and Cooperation) satisfies ("is Congruent with") system-level goals. "System-level" is critical. For example, in an e-commerce system, each individual agent may have a different user with different goals (e.g., increased market share vs. short-term profit). Congruence deals, not with the conformity of individual agents to the goals of their respective users, but with the conformity of the system as a whole to its system-level goals (e.g., bounded transaction times, information availability, and transaction security). The relation among the agents that yields Congruence is "Coherence" (Figure  3) , a term that without definition in the ACM Computing Classification [1] . (Durfee et al. [14] define "Coherent" as "well-coordinated.") System-level goals can arise in two different ways. In an engineered system, they are defined by the system's creators [41] . We term these "top-down goals." In a cognitive multi-agent system, they can also emerge from agent interactions [42] , whether through democratic processes or by the imposition on other agents of the individual goals of an agent that has gained a controlling position in the society. These goals are thus "emergent goals." Several points need to be made. Congruence cannot be defined for systems that do not have system goals. Like intentions, emergent goals are most naturally associated with cognitive agents. Behavioristic agents can be congruent in three ways. First, their creator may define their system-level goal. Second, in a larger system that includes both non-cognitive and cognitive agents, the cognitive agents may define emergent system goals for the entire system, and do their best to impose them on the non-cognitive portion of the system. Third, such goals may be imputed to them per [34] . 3. A system may have conflicting goals, arising in populations of non-cognitive agents from inconsistency in the designer's goals, in populations of cognitive agents from tensions among different emergent processes, and in created systems of cognitive agents from a disjunction between the designer's goals and goals that emerge within the population. Congruence is defined only with respect to a specified goal or set of goals. System-level goals are needed to define Congruence, but whether or not they affect it depends on whether individual agents can sense and respond to them. Emergent goals that do change the behavior of the system exemplify "downward causation" [39] .
The minority game exemplifies a top-down system goal (maximum total points awarded across the population). This goal is not downwardly causative, because the agents do not know of it or reason about it, and the system is Congruent only in the vicinity of the phase transition. Changes in Correlation (Figure 2 ) reflect the coarse structure of system performance (Figure 1 ), but are not statistically correlated with them. In particular, the highest level of Correlation (and thus Coordination) occurs for low m, while the system is most Congruent and the agents most Coherent for intermediate levels of m.
System-level goals (e.g., "norms," "conventions," and "obligations") are the subject of considerable study ([13] and references). Whatever such theory one adopts will set a standard against which to assess Congruence.
Anticorrelation
The various members of Co-X are all refinements of Correlation. Our discussion of Congruence and Coherence suggests that more Correlation is not always good thing. 1. The agent system might be in Contention with an adversary that could exploit observed regularities in its performance. In such cases, the system should avoid regularities, and appear as though it were made up of statistically independent entities. 2. Due perhaps to similarities in their internal coding, the agents may tend to "run into" each other in the problem space, and need to spread out to do their job effectively.
3. The agent system may use some form of weak search (e.g., particle swarm optimization [22] or evolutionary computation [19] ) to search the space of system behaviors. Such mechanisms assume ergodicity: they depend on the system's dynamics to sample the state space, and Correlation leads to under-represented regions of the state space. Agents can anticorrelate if each makes its decisions via random processes (either at a central controller or in each agent). Can they be more deliberate, basing decisions on either peer-to-peer or master-slave information flows? We can make two observations. , and the entire system is Correlated. 2. Any set of more than one anticorrelating agents must use a random process in their decision-making to achieve anticorrelation. Assume otherwise. Then their actions are a deterministic function either of a non-random central signal or of observations (direct or indirect) of one another's behavior. But then each agent's behavior is not statistically independent of the actions of the other agents, and the system will be Correlated. Observation 1 makes it unlikely that MAS engineers will ever deal with perfectly anticorrelated systems. Correlation wants to happen. If agents are behaving in any way other than randomly, their aggregate behavior will reflect it. In other words, emergent behavior is ubiquitous. This behavior may not be Congruent (e.g., herding in financial markets), but it will be Correlated. Rather than viewing emergent behavior as a threat to be suppressed by constraining the behavior of individual agents so that the system exhibits only a subset of its total potential behavior [9, 20, 45] , software engineers should understand the mechanisms that drive emergence so that we can harness it for productive use.
Observation 2 emphasizes the importance of stochasticity as an element of multi-agent systems. If we want agents to spread out through their joint state space, we can do no better than to have them flip coins. In the parlance of statistical mechanics, such a device provides the "symmetry breaking" that avoids undesirable Correlation. A system's level of organization is inversely proportional to its level of symmetry [5] , and random variations among agents is a powerful way to introduce differences that can be amplified by agent interactions to yield self-organization. Many techniques of swarm intelligence [32] include a stochastic element, including random walks in ant path planning, Fermi functions in swarm sorting algorithms, and stochastic face-offs in the emergence of organization in Polistes wasps. Elsewhere [34] we exhibit a simple artificial agent whose performance is dramatically improved by addition of random noise.
Conclusion
Agents do things together. Clear discussions of what they do, and effective designs of how to do it, require precision in the terms we use to describe joint behavior. Such improved precision is particularly critical for software engineers responsible for specifying, designing, constructing, and deploying multi-agent systems.
The fundamental characteristic is Correlation, defined as nonzero joint information over a population of agents. Agent Correlation is a purely behavioral notion. It requires knowledge only of the observed actions of the agents. If we admit other sorts of knowledge, we can refine it in three orthogonal ways.
Coordination is Correlation with a focus on the information flow that enables it, and six different flavors can be distinguished: Conversation, Construction, Command, Constraint, Stigmergy, and Competition. The main distinctions are whether the information flow is centralized or peer-to-peer, and direct or indirect Thus Coordination implies a particular architecture between agents, but is silent about their internal processing.
Cooperation and contention modulate Correlation by the intent of individual agents. Cooperation requires joint intentions, while Contention requires an intention on the part of one agent to frustrate another. Both concepts impute cognition to the participating agents (thus requiring special care in the case of behavioristic agents), but they are silent regarding the inter-agent architecture, and thus independent of Coordination. A system with both Conversation (direct peer-peer communications) and Cooperation (joint intent on the part of the individual agents) exhibits Collaboration, which results in Coalitions of agents.
Congruence measures alignment of an agent system with a system-level goal, which may be defined either endogenously or exogenously. It is independent of both inter-agent and intra-agent architecture. Coherence is the relation among agents that yields Congruence. Congruence is not necessarily a monotonic function of Correlation. Sometimes increased Correlation (or Coordination, or Cooperation) may yield lower Congruence.
More disciplined attention to these distinctions will enable more effective specification, design, and deployment of multi-agent systems. This analysis suggests a number of directions for future work.
This preliminary taxonomy should be extended. For example, it is fruitful to consider temporal distinctions in the ways agents work together, such as synchrony vs. asynchrony [44] .
The taxonomy provides a basis on which to review current agent engineering models and modeling languages (e.g., AUML) for completeness and expressivity.
The next step after defining the members of Co-X is to discuss how to design agents that achieve them. Such a discussion could extend the preliminary suggestions in this paper (e.g., our taxonomy of communication types) with specific patterns and criteria for selecting among them.
