Introduction
In 1980 Bratteli, Elliott and Kishimoto proved a remarkable theorem concerning the structure of inverse temperatures and the corresponding simplexes of KMS states for a one-parameter group of automorphisms on a unital C * -algebra, [BEK] . Their result says that if a given structure of simplexes can be realised inside a metrizable compact convex set in such a way that the closure properties which the KMS states have inside the state space of a unital C * -algebra are satisfied, then the structure is in fact the structure of KMS states of a periodic one-parameter group of automorphisms acting on a unital and simple separable C * -algebra. In particular, it follows that any KMS structure which occurs with some unital separable C * -algebra, can also be realised with a unital and simple separable C * -algebra. This fact is in striking contrast to the observation that in practically all cases where it has been possible to determine the structure of inverse temperatures and simplexes of KMS states of an a priori given one-parameter action on a simple C * -algebra, the structure has been disappointingly poor; often with only one possible inverse temperature and a unique KMS state. The gauge action on graph C * -algebras is no exception if one sticks with finite graphs, [EFW] , but it is the purpose of the present paper to show how radically this changes when infinite graphs are considered.
We extend first the study of KMS weights on graph algebras which was initiated in [Th1] by allowing the graph to have sinks and infinite emitters. In most of the paper we work in the same generality as in [Th1] , dealing with generalised gauge actions, but in this introduction where only some of the results are described, attention is restricted to the gauge action on the C * -algebra of a strongly connected graph G. There are then no sinks to consider, but there may be plenty of infinite emitters. As in [Th1] the KMS weights are given by regular Borel measures on the path space of the graph, which besides the infinite paths now also contains finite paths terminating at an infinite emitter. This division of the path space leads to a similar division of the KMS weights, depending on the supports of the corresponding measures. If the measure is supported on the finite paths, we say that the KMS weight is a boundary KMS weight and if the finite paths is a null set for the measure, that it is a harmonic KMS weight.
In order to have any KMS weights at all the adjacency matrix of the graph must have 'finite powers of all orders'. This means that for a given vertex v and a given natural number n the number a(n) of paths of length n from v back to itself must be finite. In fact, the exponential growth rate of a(n) must be finite. The logarithm of this growth rate is the Gurevich entropy h(G) of the graph and there are no KMS weights when the Gurevich entropy is infinite, and when it is finite there are no β-KMS weights when β < h(G). The graphs for which this paper describes the structure of KMS weights completely are those with at most countably many exits. Here an exit is a tail-equivalence class of exit paths, and an exit path is a sequence (t i ) ∞ i=1 of vertexes in the graph such that there is an edge from t i to t i+1 for all i and such that t i goes to infinity in the natural sense. Each exit contributes an interval of inverse temperatures in [h(G), ∞); an interval which can be open, closed or half-open, and for each β in the interval there is an extremal ray of β-KMS weights, uniquely determined by the condition that the corresponding measures are supported on the exit. It is these KMS weights that are responsible for the rich structure of the KMS weights that may be realised with graphs of this kind, because it turns out that the intervals of inverse temperatures which the exits contribute are independent and can be almost arbitrary. To formulate this more precisely, we have to distinguish between when G is recurrent and when it is transient, [Ru] . In terms of the numbers a(n) introduced above, G is transient when the sum ∞ n=1 a(n)e −nh (G) is finite and recurrent when it is not. Furthermore, we have to distinguish between graphs that are row-finite, in the sense that the out-degree at every vertex is finite, and those that are not row-finite. Concerning the latter class of graphs we obtain the following theorems. Theorem 1.1. Let N ∈ {1, 2, 3, · · · } ∪ {∞} and let h ∈ 0, ∞ be a positive real number. Let I be a finite or countably infinite collection of intervals in h, ∞ .
There is a strongly connected recurrent graph G with Gurevich entropy h(G) = h, such that the set of exits in G is in bijective correspondence with I, and for β ≥ h there are the following extremal β-KMS weights for the gauge action on C * (G):
• For β > h there are N extremal rays of boundary β-KMS weights, in bijective correspondence with the infinite emitters in G, and the rays of extremal harmonic β-KMS weights are in bijective correspondence with the set {I ∈ I : β ∈ I} .
• For β = h there are no boundary h-KMS weights and a unique ray of extremal harmonic h-KMS weights.
Theorem 1.2. Let N ∈ {1, 2, 3, · · · } ∪ {∞} and let h ∈ 0, ∞ be a positive real number. Let I be a finite or countably infinite collection of intervals in h, ∞ . There is a strongly connected transient graph G with Gurevich entropy h(G) = h, such that the set of exits in G is in bijective correspondence with I, and for β ≥ h there are the following extremal β-KMS weights for the gauge action on C * (G): There are N extremal rays of boundary β-KMS weights, in bijective correspondence with the infinite emitters in G, and the rays of extremal harmonic β-KMS weights are in bijective correspondence with the set {I ∈ I : β ∈ I}.
Before we get to the construction of the graphs mentioned in the two theorems, we obtain results demonstrating that the structures described are the most general that can be obtained from strongly connected graphs with infinite emitters and at most countably many exits.
2.1. Theétale groupoid of a countable graph. Let G be a countable directed graph with vertex set V and edge set E. For an edge e ∈ E we denote by s(e) ∈ V its source and by r(e) ∈ V its range. An infinite path in G is an element p ∈ E N such that r(p i ) = s(p i+1 ) for all i. A finite path p = p 1 p 2 . . . p n is defined similarly. The number of edges in p is its length and we denote it by |p|. A vertex v ∈ V will be considered as a finite path of length 0.
We let P (G) denote the set of infinite paths in G and P f (G) the set of finite paths in G. We extend the source map to P (G) such that s(p) = s(p 1 ) when p = (p i )
, and the range and source maps to P f (G) such that s(p) = s(p 1 ) and r(p) = r(p n ) when |p| = n ≥ 1, and s(v) = r(v) = v when v ∈ V .
A vertex v which does not emit any edge is a sink, while a vertex v which emits infinitely many edges will be called an infinite emitter. The union V ∞ of sinks and infinite emitters will play a crucial role in the following.
The C * -algebra C * (G) of the graph G is the universal C * -algebra generated by a collection S e , e ∈ E, of partial isometries and a collection P v , v ∈ V , of orthogonal projections subject to the conditions that 1) S * e S e = P r(e) , ∀e ∈ E, 2) S e S * e ≤ P s(e), ∀e ∈ E, 3) P v ≥ e∈s −1 (v) S e S * e , ∀v ∈ V , and 4) P v = e∈s −1 (v) S e S * e , ∀v ∈ V \V ∞ . It will be crucial for our approach to the graph C * -algebra C * (G) that it can be realised as the (reduced) C * -algebra C * r (G) of anétale groupoid G through the construction introduced by J. Renault in [Re] . The relevant groupoid G was constructed by A. Paterson in [Pa] from where the reader can track the details missing in the following exposition. As a set the unit space Ω G of the groupoid G is the union
where
It is not difficult to prove the following Lemma 2.1. Ω G is a locally compact Hausdorff space in the topology for which the sets of the form Z F (ν) is a basis of compact and open sets.
Remark 2.2. The set P (G) is usually considered as a metric space, e.g. with the metric
where δ(e, e) = 1 and δ(e, f ) = 0 when e = f . It is easy to see that the topology on P (G) defined by such a metric is the same as the topology which P (G) inherits as a subset of Ω G . In particular, the two topologies define the same Borel subsets in P (G).
When µ ∈ P f (G) and x ∈ Ω G , we can define the concatenation µx ∈ Ω G in the obvious way when r(µ) = s(x). Then the elements of Ω G × Z × Ω G of the form
for some x ∈ Ω G and some µ, µ ′ ∈ P f (G), constitute a groupoid G with product
defined when µ ′ x = νy, and involution (µx, |µ| − |µ
Then G n is a closed subset of Ω G × Z × Ω G and hence a locally compact and totally disconnected Hausdorff space in the relative topology. Since G n is an open subset of G n+1 , the inductive limit topology on G = ∞ n=0 G n is locally compact, Hausdorff and totally disconnected. In the following we identify Ω G with the unit space of G via the embedding Ω G ∋ x → (x, 0, x). The C * -algebra C * r (G) is a completion of the * -algebra C c (G) of continuous compactly supported functions on G, cf. [Re] .
Lemma 2.3. (Corollary 3.9 in [Pa] .) There is an isomorphism C * (G) → C * r (G) which sends S e to 1 e , where 1 e is the characteristic function of the compact and open set {(ex, 1, r(e)x) : x ∈ Ω G } ⊆ G, and P v to 1 v , where 1 v is the characteristic function of the compact and open set
In the following we use the identification C * (G) = C * r (G).
2.2.
Generalised gauge actions on C * (G) and their gauge invariant KMS weights. Let F : E → R be a function. We extend F to a function
when p = p 1 p 2 · · · p n is a path of length n ≥ 1 in G, and F (v) = 0 when v ∈ V . We can then define a continuous function c F :
Since c F is a continuous homomorphism it gives rise to a continuous one-parameter automorphism group α F on C * r (G) defined such that α
when f ∈ C c (G), cf. [Re] . When F is constant 1 this action is known as the gauge action on C * (G).
Let β ∈ R. Following the terminology used in [Th1] we say that a regular Borel measure m on Ω G is (G, c F )-conformal with exponent β when
for every open bi-section W ⊆ G. Here r
−1
W denotes the inverse of r : W → r(W ). When the function F is fixed we shall often in the following refer to a (G, c F )-conformal measure with exponent β as a β-KMS measure. The connection to β-KMS weights is given by the following theorem which is a special case of Theorem 2.2 in [Th1] .
Theorem 2.4. There is a bijective correspondence m → ϕ m between the non-zero (G, c F )-conformal measures m with exponent β and the gauge invariant β-KMS weights ϕ m for the action α F on C * (G). The bijection is such that
In terms of the canonical generators, the β-KMS weight ϕ m is given by Z(v) ). Remark 2.5. To obtain Theorem 2.4 we apply Theorem 2.2 in [Th1] with c = c F and c 0 equal to the homomorphism that gives the gauge action, i.e. c 0 = c F with F = 1. However, when F is strictly positive everywhere or strictly negative everywhere we can apply Theorem 2.2 in [Th1] with c = c 0 = c F instead and obtain in that case a version of Theorem 2.4 with the words 'gauge invariant' deleted. This shows that when F is either strictly positive or strictly negative everywhere, all KMS weights for α F are gauge invariant, and consequently all the results we obtain about gauge invariant KMS weights hold with the words 'gauge invariant' deleted. This is not true in general when F is allowed to change signs; not even if we restrict the attention to KMS states. See [N] .
Before we restrict the attention entirely to KMS weights rather than states, we want to point out that there is a bijection from rays of gauge invariant KMS weights on C * (G) onto the gauge invariant KMS states of certain of its corners. By a ray of KMS weights we mean here a set of the form {λψ : λ > 0} for some KMS weight ψ.
Proposition 2.6. Let C * (G) be a simple graph C * -algebra and v a vertex in G. Consider the projection 1 v ∈ C * (G) from Lemma 2.3. The map
is a bijection from the rays of gauge invariant β-KMS weights for α F on C * (G) onto the gauge invariant β-KMS states for the restriction of α
Proof. It follows from Theorem 2.4 that ψ(1 v ) < ∞ for all gauge invariant KMS weights ψ. Assume for a contradiction that there is a gauge invariant β-KMS weight
and hence
By using the alternative formulation of the KMS condition given in Proposition 1.11 in [KV] , we find that
It follows that ψ(f 1 v gg * 1 v f * ) = 0. Since C * (G) is simple by assumption, elements of the form f 1 v g with f, g ∈ C c (G) span a dense subset of C * (G), and from what we have just shown it follows that ψ(xx * ) = 0 for all elements in this subset. The lower semi-continuity of ψ implies then that ψ = 0; a contradiction. Thus ψ(1 v ) > 0 for all gauge invariant KMS weights ψ and the map we consider is therefore well-defined. It follows from Remark 3.3 in [LN] that it is a bijection.
Note that the map in Proposition 2.6 takes the rays of extremal β-KMS weights onto the set of extremal β-KMS states.
2.3. KMS measures and super-harmonic functions. Given the function F : E → R and a real number β ∈ R we define the matrix A(β) = (A(β) uw ) over V by
When β = 0 the matrix A = A(0) is the adjacency matrix of G, i.e.
A vw = # {e ∈ E : s(e) = v, r(e) = w} .
(2.3)
Nonetheless we can define the powers A(β) n of A(β) in the usual recursive way:
where we use the convention that 0 · ∞ = ∞ · 0 = 0. We define A(β) 0 to be the identity matrix, i.e. A(β) 0 uw = 1 when u = w and A(β)
has the following two properties:
Proof. Consider a vertex v ∈ V and an edge e ∈ s −1 (v). Then {(ex, 1, x) : x ∈ Z(r(e))} is an open bi-section in G. As m is (G, c F )-conformal with exponent β this implies that m(Z(r(e)) = e βF (e) m(Z(e)).
This shows that 1) holds when v ∈ V ∞ . When v ∈ V \V ∞ the term m({v}) does not enter and we obtain 2) instead.
It follows from 1) by induction that
for all n ∈ N and all v ∈ V . In the following we shall say that ψ is A(β)-harmonic when
for all v ∈ V , and that ψ is almost A(β)-harmonic when conditions 1) and 2) in Lemma 2.7 both hold. This terminology is inspired by the notion of harmonic and super-harmonic functions used in the theory of Markov chains, cf. [Wo] . We aim to prove the following theorem.
Theorem 2.8. The map m → ψ given by (2.4) is a bijection from β-KMS measures on Ω G onto the set of almost A(β)-harmonic vectors on V .
The injectivity of the map m → ψ is a consequence of the following observation.
Lemma 2.9. Let m be a β-KMS measure on Ω G . Then
for all µ ∈ P f (G).
Proof. This follows from (2.2) applied to the open bisection
It follows from Lemma 2.9 that if two β-KMS measures define the same almost A(β)-harmonic vector, they must agree on all sets of the form Z(v) ∩ Z(µ), v ∈ V, µ ∈ P f (G). For each v ∈ V the class of such sets is closed under finite intersections and by definition of the topology of Ω G they generate the σ-algebra of Borel sets in Z(v) . It follows therefore that the two measures agree on all Borel subsets on Z(v), cf. e.g. Corollary 1.6.2 in [Co] . Since Z(v) , v ∈ V , is a countable Borel cover of Ω G it follows that the two measures are identical. This proves the injectivity part of the statement in Theorem 2.9.
For the proof of the surjectivity part in Theorem 2.8 we use the following lemma.
for all v ∈ V . The vector k is given by
Proof. The proof of Lemma 4.2 in [Sa] , given there for a stochastic matrix, works ad verbatim in the present case too. We note that the A(β)-harmonic vector h is given by the limits
We postpone the proof of the surjectivity part of Theorem 2.8. See the paragraph following Theorem 3.10 below. To obtain it we shall consider the two components in the decomposition (2.8) of an almost A(β)-harmonic vector separately. One virtue of this approach is that it shows how the decomposition of an almost A(β)-harmonic vector given by Lemma 2.10 corresponds to the decomposition of Ω G as the disjoint union of P (G) and Q(G). 
Boundary and harmonic KMS measures
agree on open sets. Note that they are both regular by Proposition 7.2.3 in [Co] , and identical by Corollary 1.6.3 in [Co] . It follows that
Lemma 3.2. Let m be a β-KMS measure on Ω G . There are unique β-KMS measures m 1 and m 2 such that m = m 1 + m 2 , and m 1 (Q(G)) = m 2 (P (G)) = 0.
Proof. This follows from Lemma 3.1 since
The decomposition in Lemma 3.2 is a version for weights of the decomposition of KMS states into finite and infinite type used by Carlsen and Larsen in [CL] . Since 'finite' and 'infinite' have other meanings in connection with measures and weights we prefer to alter the terminology. We will say that a β-KMS measure m is a boundary β-KMS measure when m(P (G)) = 0 and a harmonic β-KMS measure when m (Q(G)) = 0. This terminology is justified (or so the author hopes) by the fact that Ω G can be considered as a completion of P (G) in which Q(G) is the boundary, and by the description of the harmonic KMS measures we obtain in the following.
In the following we will tacitly identify a harmonic β-KMS measure with its restriction to P (G). The β-KMS weight defined by a non-zero boundary β-KMS measure or a non-zero harmonic β-KMS measure will be called a boundary β-KMS weight and a harmonic β-KMS weight, respectively.
3.1. Boundary KMS measures. Let β ∈ R. For any vertex v ∈ V ∞ we can consider the Borel measure
This shows that m v satisfies condition (2.2), and hence is a β-KMS measure if and only if it is regular. We say that a vertex v ∈ V ∞ is β-summable when Proof. m v is regular if and only m v (K) < ∞ for every compact subset K ⊆ Ω G , cf. e.g. Proposition 7.2.3 in [Co] . Since Z(w), w ∈ V , is a cover of Ω G by open and compact subsets it follows that m v is regular if and only if m v (Z(w)) < ∞ for all w ∈ V . The lemma follows therefore from the observation that
is a boundary β-KMS measure, and every non-zero boundary β-KMS measure arises in this way.
Proof. It is straightforward to see that m is a boundary β-KMS measure since each m v is. It remains therefore only to prove that every boundary β-KMS measure m arises like this. Consider an element u ∈ Q(G) and set v = r(u). Assume first that v is an infinite emitter. Let F 1 ⊆ F 2 ⊆ F 3 ⊆ · · · be finite subsets of edges such that
is an open bisection in G and it follows therefore that
If instead v is a sink, the point (u, |u|, v) is isolated in G, and it is an open bisection in itself. It follows therefore that
also when v is a sink. For each w ∈ V we find that
Set t v = m({v}, v ∈ S, and note that (3.1) follows from (3.3).
The decomposition (3.2) is unique since m v ({v The corresponding result for states is Corollary 5.18(1) and Proposition 5.8 in [CL] .
Harmonic KMS measures.
While the boundary KMS measures do not have an obvious relation to measures considered in dynamical systems, the harmonic ones do. The one-sided shift σ is a Borel map on P (G) and we can therefore invoke Definition 2.1 from [DU] . To formulate this definition in a suitable form, use first F to define a continuous map F : P (G) → R such that
for every Borel subset B ⊆ P (G) on which σ is injective.
Remark 3.7. Definition 2.1 in [DU] contains the condition that σ(B) should be measurable, which in our case means that it should be Borel. This is automatic here because Ω G is a Polish space by Lemma 2.1 and hence σ(B) is Borel when σ is injective on B by Theorem 8.3.7 in [Co] and Remark 2.2 above.
For each vertex v ∈ V we denote in the following by
Then m is a harmonic β-KMS measure on Ω G if and only if it is e βF -conformal.
Proof. The proof is basically identical to that of Lemma 3.2 in [Th1] but the details are slightly different. Assume first that m is e βF -conformal. Consider an open bisection W ⊆ G. By definition of G we can write W as a countable disjoint union W = i W i of Borel subsets W i ⊆ G such that for each i there are finite paths µ, µ
To show that
we may assume that |µ| ≥ 1, |µ
since m is e βF -conformal. Since r(W i ) = {µx : x ∈ B i } and r −1
we find in the same way that
Hence (3.5) holds and by summing over i it follows that (2.2) holds, proving that m is (G, c F )-conformal with exponent β. Assume then that m is a harmonic β-KMS measure on Ω G . To prove that the restriction of m to P (G) is e βF -conformal it suffices to establish (3.4) when B is a Borel subset of C v ∩ Z(e) for some vertex v ∈ V and some edge e ∈ s
showing that the two Borel measures B → m(σ(B)) and B → B e βF (x) dm(x) on C v ∩ Z(e) agree on open sets. Since they are both finite they agree on Borel sets, e.g. by Corollary 1.6.2 in [Co] .
Let m be a harmonic β-KMS measure on Ω G and consider the vector ψ given by (2.4). It follows from the proof of Lemma 2.7 that ψ is A(β)-harmonic. The next lemma shows that all A(β)-harmonic measures arise this way.
The sets C(µ), µ ∈ I n , are the atoms of an algebra A n of subsets in C v . In other words, A n consists of the sets of the form
is also an algebra of subsets in C v . To define a map m : A → [0, ∞[, note that for any n ∈ N and any µ ∈ I n we have that
and in particular,
because ψ is A(β)-harmonic. Proceeding by induction we can combine (3.7) and (3.8) to conclude that
when A = µ∈M C(µ) for some subset M ⊆ I n . The sum converges thanks to (3.9) and in fact m(A) ≤ m(C v ) = ψ v . It follows from (3.7) that we have defined a map m :
We proceed to show that it is also σ-additive. To this end we construct by induction a sequence of partitions C v = A n ⊔ B n such that i) A n is the union of finitely many atoms from
To construct A 1 and B 1 we choose a finite subset M ⊆ I 1 such that
and set A 1 = e∈M C(e), B 1 = C v \A 1 . Assume then that A n , B n , n ≤ k, have been constructed such that i), ii) and iii) hold for all n ≤ k, provided n + i ≤ k in iii). Let δ > 0. It follows from (3.7) that for each µ ∈ I k we can choose a finite subset
. Then i) clearly holds when n = k + 1 and it follows from (3.10) and (3.11) that ii) will hold with n = k + 1 if only δ > 0 is small enough. Similarly, it follows from (3.10) and the inductive assumption that iii) will hold when i ≥ 1, n + i ≤ k + 1, provided δ is sufficiently small. In this way we obtain the sequences A n , B n by induction. To show that m is σ-additive it suffices to show that
In the following argument we write B for the
for each i. We find therefore that
} is a decreasing sequence of compact sets, we conclude that there is an i 0 ≥ 1 such that
By using ii) and iii) we find now that
for all i ≥ i 0 . This shows that (3.12) holds, and we conclude that m is σ-additive. It follows from Caratheodory's extension theorem that m extends to a measure m v on the σ-algebra of subsets in C v generated by A. Since sets of the form (2.1) is a countable base for the topology of Ω G , we see that this is the algebra of Borel subsets of C v .
By dealing with all the vertexes v ∈ V in this way, we see that we can define a regular Borel measure m ψ on Ω G such that
By construction m ψ (C v ) = ψ v for all v, and it remains only to show that m ψ is a harmonic β-KMS measure. By Proposition 3.8 we must show that the restriction of m ψ to P (G) is e βF -conformal. It follows immediately from the definition of m ψ that
for all µ ∈ P f (G). It follows therefore from general principles, e.g. Corollary 1.6.2 in [Co] , that (3.4) holds for m ψ for every Borel set B ⊆ P (G). Proof. This follows from Lemma 3.9 and the argument in the paragraph after Lemma 2.9.
With Theorem 3.4 and Theorem 3.10 at hand we can now easily complete the proof of Theorem 2.8: It remains only to show that an almost A(β)-harmonic vector ψ arises from a β-KMS measure m via the recipe (2.4). To this end let h, k be the vectors arising from Lemma 2.10. Then
Hence m 2 = v∈V∞ k v m v is a boundary β-KMS measure by Theorem 3.4. It follows from Theorem 3.10 that there is a harmonic β-KMS measure m 1 such that m 1 (Z(v)) = h v . Hence m = m 1 + m 2 is a β-KMS measure, and by using (3.1) we find that
KMS weights on simple graph C * -algebras
Recall that a subset H ⊆ V is hereditary when e ∈ E, s(e) ∈ H ⇒ r(e) and saturated when v ∈ V \V ∞ , r(s
In the following we say that G is cofinal when the only non-empty subset of V which is both hereditary and saturated is V itself. This condition is fulfilled when C * (G) is simple, and it is a result of Szymanski that the converse is almost also true, cf. Theorem 12 in [Sz] . We note that when G is strongly connected, meaning that for every pair of vertexes v, w there is a finite path µ such that s(µ) = v and r(µ) = w, then V contains no proper non-empty hereditary subset and G is therefore also cofinal.
Lemma 4.1. Let G be cofinal and H ⊆ V a non-empty hereditary subset. Set H 0 = H and define H i , i ≥ 1, such that
The union is hereditary and saturated.
Since a sink is a hereditary subset of V , Lemma 4.1 has the following Corollary 4.2. Let G be a cofinal graph. Then 1) G contains at most one sink, 2) if P (G) = ∅ there is no sink in G, and 3) if V contains a sink, there is for each pair u, w ∈ V a natural number N such that A(β) n uw = 0 when n ≥ N. As in [Th1] we denote by NW G the (possibly empty) set of vertexes v in G with the property that there is a finite path (a loop) µ ∈ P f (G) such that |µ| ≥ 1 and s(µ) = r(µ) = v. When G is cofinal the vertexes in NW G together with the edges they emit constitute a strongly connected subgraph of G. This follows because the vertexes in G that can not reach a given loop in G is both hereditary and saturated and hence empty. This strongly connected subgraph of G will also be denoted by
Proof. Let v ∈ V be an infinite emitter. Set
Then v ∈ A, and since V \A is hereditary and saturated, it follows that A = V . In particular, r(s −1 (v)) ⊆ A, which implies that v ∈ NW G .
In the following we will say that all powers of A(β) are finite when A(β) n uw < ∞ for all n ∈ N and all u, w ∈ V .
Assume that ψ is not identical zero. Then ψ v > 0 for all v ∈ V and all powers of A(β) are finite.
Proof. That ψ must be strictly positive follows from the observation that {v ∈ V : ψ v = 0} is hereditary and saturated. It follows then from (2.6) that all powers of A(β) are finite. 2) The set
is hereditary and saturated. Cofinality of G therefore implies the first statement. To prove the second statement, consider two vertexes w, u ∈ V and a k ∈ N. It follows from Lemma 4.3 that v ∈ NW G . In particular, NW G is not empty and hence 2) of Corollary 4.2 implies that there are no sinks. Combining this fact with the fact that NW G is a strongly connected subgraph of G whose vertexes constitute a hereditary subset of V , it follows from Lemma 4.1 that there is an l ∈ N such that A(β)
Corollary 4.6. Assume that G is cofinal. There are no non-zero β-KMS measures unless all powers of A(β) are finite.
Proof. It follows from Lemma 4.4 and Theorem 3.10 that there are no non-zero harmonic β-KMS measures unless all powers of A(β) finite. By Lemma 4.5 and 3) of Lemma 4.2 there are no β-summable elements in V ∞ unless all powers of A(β) are finite.
No non-wandering vertexes.
We split now the considerations into three cases, depending of the size of NW G . We begin with the case where NW G = ∅. Then G has no infinite emitters by Lemma 4.3 and at most one sink by 1) in Lemma 4.2. In particular, G is row-finite and except for the possible presence of a sink, the case is covered by Corollary 7.3 in [Th2] .
Theorem 4.7. Assume that G is cofinal and that NW G is empty. a) Assume that G contains a sink. For every β ∈ R there is a gauge invariant β-KMS weight for α F . It is unique up multiplication by scalars, and is given by the boundary β-KMS measure of the sink. b) Assume that there is no sink in G. For any β ∈ R there are gauge invariant β-KMS weights, and they are all harmonic.
Proof. a) It follows from Corollary 4.2 that there is only one sink and that P (G) = ∅. In particular, there are no non-zero harmonic β-KMS measures. There are no infinite emitters in G by Lemma 4.3 and the sink is therefore the only element in V ∞ . Since the sink is β-summable by 1) of Lemma 4.5, the statements follow from Theorem 3.4. b) This case is covered by Corollary 7.3 in [Th2] .
In general, the β-KMS weights in case b) are not unique, not even up to multiplication by scalars.
Remark 4.8. In case a) of Theorem 4.7 the essentially unique β-KMS weight can be described explicitly, as follows. Let P be the set of finite paths with terminal vertex the sink v. Then C * (G) is * -isomorphic to the compact operators K (l 2 (P)) under an isomorphism π :
when ψ ∈ l 2 (P) and f ∈ C c (G). In this representation α F is implemented by the unitary group
for all t ∈ R and all a ∈ C * (G). When we turn π into an identification, the essentially unique β-KMS weight ϕ for α F is given by the formula
, when 1 µ ∈ l 2 (P) is the characteristic function at µ ∈ P.
4.2. A reduction. Let G be a cofinal graph and assume that NW G = ∅. Then
is a closed and open subset of Ω G which we can and will identify with Ω N W G . The reduction
is anétale locally compact groupoid and the corresponding convolution C * -algebra C * r (G| U ) is isomorphic to C * (NW G ). In this way we get an embedding
. It can be shown, for example by using the main result of [MRW] that C * (NW G ) is stably isomorphic to C * (G), but we will not need this here.
By Theorem 2.4 there is a map
which takes gauge invariant β-KMS weights on C * (G) to gauge invariant β-KMS weights on C * (NW G ). Clearly, this map corresponds to restriction
of β-KMS measures on Ω G to β-KMS measures on Ω N W G under the bijection of Theorem 2.4, and to restriction
Proposition 4.9. Assume that G is cofinal and that NW G = ∅. The restriction maps (4.2), (4.3) and (4.4) are all bijections.
Proof. By Theorem 2.4 and Theorem 2.8 we need only to show that (4.4) is a bijection. For this purpose it suffices to show that an almost A(β)| N W G -harmonic vector ϕ on NW G has a unique extension to an almost A(β)-harmonic vector on V . Set H 0 = NW G and consider the sets H i from Lemma 4.1. If ψ is a unique extension of ϕ to H i−1 , there is a unique extension of ψ to H i , given by the condition that
gives us a unique extension ψ of ϕ to V .
4.3.
A Hopf dichotomy. In [CL] Carlsen and Larsen introduced an interesting division of the KMS states on a general graph C * -algebra. It is this division we study in this section, but for KMS weights on cofinal graphs. We retain the assumption that G is cofinal and NW G = ∅. The goal is to show that harmonic β-KMS measures are always either dissipative or essentially conservative, in a sense we now make precise.
Set
s(x i ) = v for infinitely many i} ,
A Borel measure m on P (G) is essentially conservative when m(P (G)\P (G) rec ) = 0, and dissipative when m(P (G)\P (G) wan ) = 0. When NW G is empty, P (G) = P (G) wan and any measure on P (G) is therefore automatically dissipative. We consider therefore in the following only cases where NW G = ∅.
Lemma 4.10. Assume that G is cofinal and
Proof. The proof is basically the same as the proof of Lemma 4.5: If ∞ n=0 A(β) n vv < ∞ for some v ∈ NW G the set (4.1) is non-empty, hereditary and saturated and hence equal to all of V . When w, u ∈ V it follows from Lemma 4.1 that A(β)
In the following we will say that A(β) is 1-recurrent when ∞ n=0 A(β) n vv = ∞ for one (and hence all) v ∈ NW G and 1-transient when ∞ n=0 A(β) n vv < ∞ for one (and hence all) v ∈ NW G . This type of terminology was used by Vere-Jones in [V] and is very convenient in the present context. 
It is then a standard fact that there is a probability measure µ on
cf. e.g. Theorem 1.12 in [Wo] . Note that µ is defined on the σ-algebra in P (V ) generated by these cylinder sets. Define π :
where A(v, w 2 , · · · , w n ) is the set of paths p of length n in G such that s(p 1 ) = v and s(p i ) = w i , i = 2, · · · , n. By using (2.7) this implies that
on V v , e.g. by Corollary 1.6.2 in [Co] . We can then read the stated conclusions out of Theorem 3.2 and Theorem 3.4 in [Wo] as follows: Assume first that m is essentially conservative. Then (4.5) implies that
and we conclude from (a) in Theorem 3.4 in [Wo] that
is 1-recurrent, it follows from (a) and (b) in Theorem 3.4 in [Wo] that
As the vertex v ∈ V is arbitrary here, it follows then from (4.5) that m is essentially conservative.
Assume that m is dissipative. Then (4.5) implies that
for infinitely many i}) = 0, which by (b) of Theorem 3.2 and (a) of Theorem 3.4 in [Wo] implies that
Note that Theorem 4.11 describes a dichotomy: For any β either all non-zero harmonic β-KMS measures are dissipative or they are all essentially conservative. Another consequence of Theorem 4.11 is that the complement of P (G) rec ∪ P (G) wan in P (G), which is generally a quite large set, is a null-set for all β-KMS measures.
Remark 4.12. This remark compares the notions of dissipativity and (essential) conservatism with similar notions appearing in measurable dynamics. Since the shift σ is null-preserving with respect to any harmonic β-KMS measure m on P (G) (see the proof of Lemma 5.1 in [Th2] ), it follows that there is a Hopf decomposition P (G) = C ⊔ D into Borel sets, modulo m-null sets, such that D is an at most countable union of sets that are wandering under σ while σ is conservative on C, cf. Theorem 3.1 on page 16 in [Kr] . Since P (G) wan is a countable union of open wandering sets, it follows that P (G) wan ⊆ D, modulo an m-null set. Hence a harmonic β-KMS measure which is dissipative as defined above is also dissipative in the usual sense with respect to σ. If instead m is essentially conservative, it follows that m is conservative when restricted to P (NW G ). To see this consider a wandering Borel subset W of P (NW G ). For any vertex v ∈ NW G we have then that
It follows from Lemma 2.9 that m(
k vv = ∞ by Theorem 4.11. As v ∈ NW G was arbitrary we conclude that m(W ) = 0.
Note, however, that any non-zero harmonic β-KMS measure will give positive measure to C v when v ∈ V \NW G . These sets are wandering so we see that an essentially conservative harmonic β-KMS measure can never be (strictly) conservative in the usual sense. Hence the diminutive 'essential'.
Finitely many non-wandering vertexes. To handle the last cases where
where v is an element in NW G . This is a version of what O. Sarig calls the Gurevich pressure of −βF in [S] . Note that P(−βF ) does not depend on which vertex v ∈ NW G we use in (4.6) since NW G is strongly connected.
Lemma 4.13. Assume that G is cofinal and that NW G = ∅. Let β ∈ R. There are no gauge invariant β-KMS weights unless P(−βF ) ≤ 0.
Proof. It follows from Theorem 3.4 and 2) of Lemma 4.5 that there are no boundary β-KMS weights when P(−βF ) > 0. If there is a harmonic β-KMS weight it follows from Theorem 3.10 that there is a non-zero A(β)-harmonic vector ψ. Note that
In this section we now assume that G is cofinal, and NW G is non-empty with finitely many vertexes. It follows from 2) of Corollary 4.2 that there are no sinks in G, and from Lemma 4.3 that V \NW G contains no infinite emitter. However, there may be infinite emitters in NW G . Nonetheless, since A(β)| N W G is a finite irreducible matrix the number P(−βF ) is the logarithm of its spectral radius.
Theorem 4.14. Assume that G is cofinal, and that NW G is non-empty with only finitely many vertexes. Let β ∈ R. There are no gauge invariant β-KMS weights unless A(β) vw < ∞ for all v, w ∈ NW G . Assume therefore that this is the case. a) Assume that A(β) is 1-recurrent. There are no boundary β-KMS weights and there is a harmonic β-KMS weight if and only if P(−βF ) = 0. It is then unique up to multiplication by scalars, and it is essentially conservative. b) Assume that A(β) is 1-transient. The rays of extremal boundary β-KMS weights are in bijective correspondence with the infinite emitters in NW G . There are no harmonic β-KMS weights.
Proof. It follows from Corollary 4.6 that there are no β-KMS weights unless A(β) vw < ∞ for all v, w ∈ NW G . a) By Theorem 3.4 and 2) of Lemma 4.5 there are no boundary β-KMS weights in this case. Since 1-recurrence of A(β) implies that P(−βF ) ≥ 0 it follows from Lemma 4.13 that there are no harmonic β-KMS weights unless P(−βF ) = 0. If P(−βF ) = 0 it follows from Perron-Frobenius theory that there is an essentially unique positive A(β)| N W G -harmonic vector. It follows therefore from Proposition 4.9 and Theorem 3.10 that there is a harmonic β-KMS weight in this case, and that it is unique up to multiplication by scalars. It should be noted that the dichotomy between a) and b) in Theorem 4.14 is determined by P(−βF ) because NW G only contains finitely many vertexes. Indeed, A(β) is 1-recurrent if and only if P(−βF ) ≥ 0. This is no longer true when NW G contains infinitely many vertexes.
When NW G does not contain an infinite emitter it is a finite strongly connected graph and by Proposition 4.9 the rays of KMS weights on C * (G) are in one to one correspondence with KMS states on C * (NW G ). Hence Theorem 4.14 presents no news in that case, except perhaps because F is allowed to change sign. When NW G is finite and F is either strictly positive or strictly negative it follows from the work of Exel and Laca, cf. Theorem 18.5 in [EL] , that there is a unique KMS state on C * (NW G ). It has been suggested in Proposition 4.3 in [Z] and Example 3.8 in [KR] that there are no β-KMS states on C * (NW G ) (for β = 0) when the function F defining the action is everywhere non-zero but changes sign. To show by example that this is not true, consider the graph H with two vertexes v and w and three edges e 1 , e 2 , e 3 such that r(e 1 ) = s(e 1 ) = v, s(e 2 ) = v, r(e 2 ) = w, s(e 3 ) = w, r(e 3 ) = v. Let a, b ∈ R such that a > 0, b < 0 and a + b > 0 and define F : {e 1 , e 2 , e 3 } → R such that F (e 1 ) = F (e 2 ) = a and F (e 3 ) = b. Then P(−βF ) is the logarithm of the spectral radius of the matrix
Let β be the unique real number with e −β(a+b) + e −βa = 1. Then β > 0 and the eigenvalues of A β are 1 and −e −β(a+b) . Hence P(−βF ) = 0 and it follows therefore from Theorem 4.14 that there is a gauge invariant β-KMS state for the action α Proposition 4.15. Assume that G is cofinal and that NW G is a finite strongly connected graph with M vertexes and positive Gurevich entropy, viz.
There is a gauge invariant KMS weight for α F on C * (G) if and only if a > 0 or b < 0. When it exists the gauge invariant KMS weight is unique up to multiplication by scalars, and the corresponding inverse temperature β is positive when a > 0 and negative when b < 0.
Proof. Assume first that a > 0. Since any path in NW G of length ≥ M must visit at least one vertex twice, it follows that for any path µ ∈ P f (NW G ) of length n there is a finite collection
and a path ν ∈ P f (NW G ) such that N ≥ n M − 1, |ν| < M and
Let β > 0 and v ∈ NW G . It follows that
proving that lim β→∞ P(−βF ) = −∞. Now observe that the map β → P(−βF ) is continuous because NW G is a finite graph. Since P(0) = h(NW G ) > 0 we conclude therefore that there is a β > 0 with P(−βF ) = 0. For this β there is a gauge invariant β-KMS weight by Theorem 4.14, unique up to multiplication by scalars. The case b < 0 is handled the same way; in that case there is a β < 0 for which there is a gauge invariant β-KMS weight. It follows from Theorem 4.14 that we can complete the proof by showing that P(−βF ) > 0 for all β ∈ R if there is a path µ ∈ P f (NW G ) with |µ| > 0, s(µ) = r(µ) and F (µ) = 0, or if a < 0 < b. To handle the first case note that since we assume that h(NW G ) > 0 there is a path ν such that |ν| = m|µ| for some m ∈ N, s(ν) = r(ν) = s(µ) and ν is not the composition of m copies of µ. It follows that, with v = s(µ),
Estimates similar to the preceding show that
Note that the condition h(NW G ) > 0 in Proposition 4.15 only rules out the case where NW G is just a single loop.
Infinitely many non-wandering vertexes.
Proposition 4.16. Assume that G is cofinal and that NW G has infinitely many vertexes. Let β ∈ R. There are no gauge-invariant β-KMS weights unless all powers of A(β) are finite and P(−βF ) ≤ 0. In the following we assume therefore that these conditions are met. a) Assume that A(β) is 1-recurrent. There are no boundary β-KMS weights and there is a harmonic β-KMS weight if and only if P(−βF ) = 0. It is then unique up to multiplication by scalars, and it is essentially conservative. b) Assume that A(β) is 1-transient. The rays of extremal boundary β-KMS weights are in bijective correspondence with the infinite emitters in NW G .
Proof. By Corollary 4.6 there are no β-KMS weights unless all powers of A(β) are finite, and by Lemma 4.13 it is also necessary that P(−βF ) ≤ 0. In the following we assume that this is the case. The arguments that proved a) and b) in Theorem 4.14 work also in the present case, except that Perron-Frobenius theory is replaced by the work of Vere-Jones; more precisely by Corollary 2 on page 371 in [V] , and that the argument that rules out the existence of harmonic β-KMS weights in case b) fails.
Which of two cases in Proposition 4.16 occur is to a large extend, but not entirely, determined by the value of P(−βF ). Indeed, it follows from its definition that A(β) is 1-transient when P(−βF ) < 0 and 1-recurrent when P(−βF ) > 0. In the latter case there are no β-KMS weights by a) in Proposition 4.16. In the limiting case where P(−βF ) = 0 both of two possibilities are possible.
In case b) of Proposition 4.16 there are no mentioning of harmonic β-KMS weights. This is because the presence of these weights depends on further properties of G. In some cases they exist and in others they don't. If G has finite out-degree at each vertex, it follows from work of Pruitt, [Pr] , that there are harmonic β-KMS weights in this case, while Theorem 4.11 implies that there are none when P (G) wan = ∅, as it can happen when G has infinite emitters. The remaining part of the paper is motivated by this shortcoming in Proposition 4.16.
KMS weights from exits in G
In this section we assume that G is cofinal and NW G = ∅. Set
∈ P (V ) will be called an exit path when lim i→∞ t i = ∞, in the sense that for every finite subset M ⊆ V there is an N ∈ N such that t i / ∈ M when i ≥ N. When we consider the natural surjection π : P (G) → P (V ), introduced in the proof of Theorem 4.11, the exit paths are the elements of π (P (G) wan ) .
Let β ∈ R and consider an exit path t = (t i )
< ∞ for all i by Lemma 4.10 and
for all i and all v ∈ V . Hence the limit
exists, although it may of course be +∞. Since
is both hereditary and saturated, it follows that the limit (5.1) is finite for all v ∈ V if it is finite for one. When this holds we say that t is β-summable.
Lemma 5.1. Let β ∈ R and assume that t is a β-summable exit path in G. It follows that the vector ψ ∈]0, ∞[ V defined such that
never decreases when i increases, we find that
Since t is an exit path, it follows that A(β)
for all large i. Hence
It follows from Lemma 5.1 and Theorem 3.10 that a β-summable exit path t gives rise to a unique harmonic β-KMS measure m t determined by the requirement that
for all v ∈ V . We call this an exit measure. To learn more about this measure, we consider the left shift on P (V ), i.e.
Recall that the left shift also acts on P (G) and note that σ • π = π • σ. Set
This is the pre-image under π of the full orbit of t under σ. Note that it is a countable union of closed subsets of P (G).
Lemma 5.2. Let t ∈ P (V ) be an exit path, and let m be a harmonic β-KMS measure on P (G). It follows that
Because t is not pre-periodic under the shift,
Note that it follows from (2.7) that
Inserted into (5.4) and (5.3) this yields (5.2).
Lemma 5.3. Let t be a β-summable exit path in P (V ), and let m t be the corresponding exit measure. Then
and m t is supported on Gπ −1 (t); that is,
It follows from Lemma 2.9 that
it follows that m t (U j ) ≥ 1 for all j. Combined with the observation that m t (U j ) ≤ m t (C t 1 ) < ∞ for all j, we find that 1 ≤ m t (π −1 (t)) < ∞. Define a Borel measure m on P (G) such that
Note that m (π −1 (t)) = 1 and that m is supported on Gπ −1 (t). Since Gπ −1 (t) is G-invariant it follows from Lemma 3.1 that m is a harmonic β-KMS measure. It follows therefore from Lemma 5.2 that
for all v ∈ V . Hence m = m t by Theorem 3.10.
Observe that m t is the unique β-KMS measure with the two properties described in Lemma 5.3. This follows by combining Lemma 5.2 with Theorem 3.10. In this way we obtain the following Corollary 5.4. Let t be a β-summable exit path in P (V ), and let m t be the corresponding exit measure. Then m t is extremal; that is, when µ is a β-KMS measure such that µ ≤ m t , then µ = sm t where s = µ(π −1 (t)). V ) are tail equivalent when there is a k ∈ Z such that t i+k = t ′ i for all large i, and tail inequivalent otherwise. Note that if t and t ′ are tail equivalent and one is an exit path, then so is the other. A tail equivalence class of exit paths will be called an exit. For β ∈ R we say that an exit is β-summable when one of its exit paths is β-summable (and then they all are).
Proposition 5.5. Assume that G is cofinal and that NW G = ∅. For every dissipative harmonic β-KMS measure m there is a decomposition m = m 1 + m 2 such that i) m 1 , m 2 are both harmonic β-KMS measures, ii) m 2 • π −1 is a continuous measure on P (V ), i.e has no atoms, iii) there are a N ∈ N∪{0, ∞}, tail inequivalent β-summable exit paths t 1 , t 2 , · · · , t N and positive real numbers λ 1 , λ 2 , · · · , λ N such that
Proof. Let m • π −1 = n 1 + n 2 be the decomposition of m • π −1 into a purely atomic part n 1 and a continuous part n 2 . Write the set of atoms of n 1 as the disjoint union
of tail-equivalence classes. Note that by Theorem 4.11 all atoms of n 1 are exit rays because m is dissipative. Choose t i ∈ A i . Then
Combined with Lemma 5.2 this shows that t i is β-summable, and we can then consider the exit measures
Note that m 2 is a harmonic β-KMS measure because m and m t 1 , m t 2 , · · · , m t N all are. By construction m 2 • π −1 can not have any atoms: Indeed, such an atom s would also be an atom for m • π −1 , and hence belong to A i for some i. Then m 2 (Gπ −1 (t i )) = m 2 (Gπ −1 (s)) ≥ m 2 (π −1 (s)) > 0, and hence m 2 (π −1 (t i )) > 0 by Lemma 5.2, which is impossible by definition of m 2 .
Theorem 5.6. Assume that G is cofinal, that NW G is not empty and that there are at most countably many exits in G. There are no gauge invariant β-KMS weights unless all powers of A(β) are finite and P(−βF ) ≤ 0. Assume therefore that these conditions are met.
1) Assume that A(β) is 1-recurrent. There is a β-KMS weight, unique up to multiplication by scalars. It is harmonic and the associated measure on P (G) is essentially conservative. 2) Assume that A(β) is 1-transient. The rays of extremal boundary β-KMS weights are in bijective correspondence with the infinite emitters in NW G , and the rays of extremal harmonic β-KMS weights arise from exit measures of the β-summable exits in G.
Proof. That all powers of A(β) must be finite and P(−βF ) ≤ 0 if there are any gauge invariant β-KMS weights follows from Corollary 4.6 and Lemma 4.13. 1) follows from Theorem 4.14 and Proposition 4.16, and holds also when there are uncountably many exits. Concerning 2) the first statement follows from Theorem 3.4 and Lemma 4.5. Regarding the harmonic KMS weights the point is that when there are at most countably many exits there are also at most countably many exit paths. It follows then from Theorem 4.11 that m • π −1 is purely atomic for any harmonic KMS measure m. In this way Proposition 5.5 and Corollary 5.4 complete the proof.
It follows from Theorem 5.6 that for a cofinal graph with at most countably many exits, the extremal β-KMS measures can be divided into the following three types:
• An essentially conservative measure, • boundary measures coming from infinite emitters in NW G , and • exit measures of β-summable exits. Furthermore, Theorem 5.6 tells us when there are some of the first two types and how many. It remains to study the exit measures, and in the following we do that for the gauge action.
6. Constructing graphs with prescribed structure of KMS weights for the gauge action
We assume now that the function F is constant 1 so that α F is the gauge action on C * (G). For simplicity of exposition we assume also that G is strongly connected. By Proposition 4.9 this is not a serious restriction. Let A be the adjacency matrix of G, cf. (2.3). Then A(β) = e −β A and
is independent of which vertex v ∈ V we consider. It follows from Theorem 5.6 that there are no KMS weights at all unless all powers of A are finite, and generally no β-KMS weights when β < h(G). The number h(G) is known as the Gurevich entropy of G. Following standard terminology, cf. e.g. [Ru] , we will say that G is recurrent when
is infinite for some and hence all v ∈ V , and that G is transient when it is not. In the terminology we use here, G is recurrent or transient exactly when the matrix e −h(G) A is 1-recurrent or 1-transient, respectively. When G has finite out-degree at all vertexes, there are harmonic β-KMS weights for all β > h(G), cf. [Th1] , but the presence of an infinite emitter can alter this completely. For example it can happen that there are no harmonic KMS weights at all. To see this consider a graph of the type introduced by Ruette in Example 2.9 in [Ru] ; see the picture on page 374 in [Ru] . For graphs of this kind P (G) wan = ∅, and it follows therefore from Theorem 4.11 and Lemma 4.13 that there are no harmonic KMS weights, for any β, if G is transient. As shown by Ruette, transience of G can be arranged by an appropriate choice of the number and lengths of the loops in the graph, after deletion of the unique edge e with r(e) = s(e). This construction of Ruette suggested much of the approach in the following.
6.1. Summability of exits. Let t = (t i ) ∞ i=1 be an exit path in G. Since we are considering the gauge action we have that
where t(k) = A t 1 t 2 A t 2 t 3 · · · A t k−1 t k , and
for all β ∈ R and all v ∈ V . Note that the involved sums are finite only if β > h(G), or if G is transient and β = h(G). For a given β ∈ R the exit path t is β-summable if and only if
The convexity of the exponential function implies therefore that the β-values for which an exit path is β-summable constitutes an interval. When there are L exits, the possible inverse temperatures which the exit measures and their KMS weights can contribute is a set of the form
where each
I i the number of extremal rays of β-KMS weights arising from the exits is the number
We aim now to show that all these possibilities can actually be realised when there is at least a single infinite emitter. Consider the following graph. The labels show the multiplicity of the edge; unlabelled black edges have multiplicity 1. The length of the shortest path from t i to t 1 , consisting of black arrows, is m i ∈ N and the length of the path from t 1 to t i which begins with the blue edge labelled b i−1 is c i ∈ N, i ≥ 2. We shall later take c i = 2i, but for starters it can be anything.
Let K be the graph (6.2). Let H be a strongly connected graph containing K in such a way that t 1 is the only vertex in K which emits or receives an edge ending or starting at a vertex in H\K. Let A be the adjacency matrix of H and let β ∈ R be a number such that
i.e. we assume that β > h(H) or that H is transient and β = h(H). A simple path from v to w in H is a finite path µ = e 1 e 2 · · · e n ∈ E n in P f (H) such that s(e 1 ) = v, r(e n ) = w, s(e j ) = v ∀j ∈ {2, 3, · · · , n}. Let L k (n) denote the set of simple paths from t 1 to t k of length n, and set
Let A k be the set of all finite paths µ ∈ P f (H) such that s(µ) = t 1 , r(µ) = t k . Finally, we let B be the set of all finite paths (loops) µ ∈ P f (H) such that s(µ) = r(µ) = t 1 . Then
It follows that
If we assume that c k > k for all k we find that
Hence
We see that the limit lim k→∞ x k is finite if and only if
Similarly we find that
It follows that
If we set c k = 2k we see that lim k→∞ y k is finite if and only
Note that
Hence t will be β-summable if and only if (6.3) and (6.4) both hold. We shall use this to prove the following Lemma 6.1. Let 0 < r < R be real numbers, and let I be one of the intervals r, R , r, R , r, R , r, R , r, ∞ , r, ∞ .
There is a choice of sequences {j i }, {a i } and {b i } such that t is a β-summable exit path in H if and only if ∞ n=0 A n t 1 t 1 e −nβ < ∞ and β ∈ I.
Note that the sequence {m i }, which determines the lengths of the shortest path from t i to t 1 in the graph H, as well as other properties of the graph H, only enter through the condition that 
of natural numbers such that
Proof. Left to the reader.
Proof of Lemma 6.1: We must show that we can choose the sequences {a i }, {b i } and {j i } occurring in (6.2) such that (6.3) and (6.4) hold if and only if β ∈ I. We consider here only the cases I =]r, R[ and I =]r, R]. The remaining four cases can be handled in a similar way.
Set S = e R and s = e −r . Let {ǫ n } and {ǫ ′ n } be sequences of positive real numbers and {q n }, {q ′ n } sequences of positive rational numbers such that
for all n. The radii of convergence of the powers series 
Hence, if we were considering the case I = ]r, R[ we could complete the proof by appealing to Lemma 6.2 directly. If instead I =]r, R] we proceed as follows: Using Lemma 6.2 we choose the sequences {b n } and {j n } such that
and q ′ n n 2 = j n a 1 a 2 · · · a n .
The series ∞ n=1 q ′ n n 2 z n still has S as its radius of convergence, but note that
It follows that (6.4) holds if and only e −β < s while (6.3) holds if and only if e β ≤ S;
is β-summable if and only if ∞ n=0 A n t 1 t 1 e −nβ < ∞ and β ∈]r, R].
6.2. Gluing infinite emitters and exits while controlling the entropy and securing recurrence/transience. A simple loop in G is a simple path µ with r(µ) = s(µ). The number of simple loops of length n ∈ N starting and ending at v ∈ V will be denoted by l n vv (G). Since a loop from v to v is composed of simple loops we have the identity
when β > h(G). By taking the limit β ↓ h(G) we see that G is recurrent if and only if ∞ n=1 l n vv (G)e −nh(G) = 1; a well known fact, cf. e.g. [K] . The following lemma is a generalisation of Example 2.9 in [Ru] .
Lemma 6.3. Let G be a strongly connected graph and v a vertex in G. Assume that l 1 vv (G) = 1 and
n . It follows that G is recurrent, e h(G) = L and the subgraph G ′ obtained from G by removing the unique edge e ∈ G with r(e) = s(e) = v is transient and G) it follows from (6.6) that there is a t > e −h(G) such that s :
This is absurd since e −h(G) is the radius of convergence of G) , and then (6.5) and (6.6) imply that G is recurrent.
Concerning the graph G ′ note that lim sup n (l
and the same argument as above, with G replaced by
we conclude that G ′ is transient.
We can now give the proofs of Theorem 1.1 and Theorem 1.2: By using Lemma 6.3 we can prove the two theorems simultaneously as follows. Set L = e h > 1. Choose a sequence 0 < s 1 < s 2 < s 3 < · · · of real numbers such that
Choose n i , k i ∈ N, n i ≥ 2, such that n i+1 > n i + 3i, and
for all m. In addition we shall require that (6.10) and that lim
This is all possible because L −1 < 1. For each I ∈ I, choose the sequences {a 
Let G 00 be the graph consisting of a(n) simple loops of length n, for all n ≥ 1, sharing only a central vertex v. (See page 374 in [Ru] for a picture of such a graph.) Amalgamate G 00 with the K I 's in such a way that v is identified with the initial vertex t 1 in the exit ray t = (t i ) ∞ i=1 from each of the K I -graphs, and no other identifications are made. By construction the resulting graph G 0 is strongly connected and
. Now add N − 1 vertexes, w i , i = 1, 2, · · · , N − 1, and an edge from v to each w i for all i. Take a partition N = N −1 j=1 N(j) of N into infinite subsets and when i ∈ N(j) add a path of length n i − 1 from w j to v, and let G be the resulting graph. Then
(6.13)
By construction G is strongly connected, has N infinite emitters (namely v and w j , j = 1, 2, · · · , N − 1) and exactly #I exits, given by the unique exits in
by construction, cf. (6.8) and (6.7). It follows from (6.9) that
when m ≥ 2. In combination with (6.10) this shows that lim sup
It follows now from Lemma 6.3 that G is recurrent with Gurevich entropy h(G) = h. That the structure of β-KMS weights is as described follows from the properties of the construction, Lemma 6.1 and Theorem 5.6. To obtain the graph required for the proof of Theorem 1.2, repeat the construction above with the new intervals that are now allowed to contain h. From the resulting graph remove the single edge e with r(e) = s(e) = v and appeal to Lemma 6.3.
The row-finite case
We retain in this section the assumption that G is strongly connected, and add the condition that G is row-finite in the sense that it has finite out-degree at each vertex. That is, we assume #s
7.1. Restrictions. In this section we identify the condition which a collection of intervals must satisfy in order to be the intervals of summability of the exits in a strongly connected graph without infinite emitters and with at most countably many exits. When µ = µ 1 µ 2 · · · µ n ∈ E n is a finite path in G and t is an exit path, we write µ t when at least one of the edges µ i can not occur in t in the sense that
Proof. Let v ∈ F 1 ⊆ F 2 ⊆ F 3 ⊆ · · · be an increasing sequence of finite subsets F i ⊆ V such that n F n = V . Since lim k→∞ t k = ∞ and since G has finite out-degree, infinitely many of the µ i 's will eventually leave F 1 for good. We can therefore find an infinite subset subset N 1 ⊆ N and a non-empty finite path ν 1 with s(ν 1 ) = v and for all i ∈ N 1 a path µ ′ i with the same last edge as µ i such that r(µ
Similarly, we find an infinite subset N 2 ⊆ N 1 and a finite path ν 2 with s(ν 2 ) = r(ν 1 ) and ν 2 ∩ F 1 = ∅, and for each i ∈ N 2 a finite path µ ′′ i with the same last edge as in µ i and such that t(µ
Continuing by induction we obtain the exit ray t ′ = ν 1 ν 2 ν 3 · · · and for each i there is a path ξ i from r(ν i ) to some t n j such that ξ i ∩ F i−1 = ∅ and the last edge in ξ i is not in
An exit path t = (t i ) ∞ i=1 is bare when s (r −1 (t k+1 )) = {t k } for all k ∈ N, and eventually bare when (t i ) ∞ i=N is bare for some N ∈ N. An exit is bare when one of its representing exit paths is bare, in which case they are all eventually bare.
Lemma 7.3. Assume that G has at most countably many exits. Let t be an exit path in G which is not eventually bare. There is a exit path t ′ in G such that t is that for each k ∈ N we now have that
By compactness of C v there is a sequence m 1 < m 2 < · · · in N and an element
|ξ n |. This shows that t ′ is an exit path. It suffices to show that t ′ t m l for all l. So fix l, and let k, N ∈ N. Set 
to t m l r ′ with ν ∩ F k = ∅ and ν t m l . Since k and N were arbitrary, this shows that t ′ t m l .
Lemma 7.5. Assume that G is strongly connected and row-finite, and that G is not a finite graph. Then G contains an exit path.
Proof. This was proved by Van Cyr in his thesis, cf. page 94 in [Cy] . Here is the argument: Let v 0 , v 1 , v 2 , v 3 , · · · be a numbering of the vertexes in V . For each n choose a finite path µ i from v 0 to v i of minimal length. Since s −1 (v 0 ) is finite there are infinitely many i's that share the first edge, e 1 say. Among them there are infinitely many that share the second edge, e 2 , and so on. This results in an infinite path p = e 1 e 2 e 3 e 4 · · · in which the vertexes only occur once. It follows that π(p) is an exit path.
Lemma 7.6. Assume that G is strongly connected with adjacency matrix A. An eventually bare exit path t = (t i ) A n t 1 t 1 e −nβ < ∞ for all k, and t is β-summable. The converse is trivial.
It follows from Lemma 7.6, Lemma 7.5 and Proposition 7.4 that an infinite strongly connected row-finite graph with at most countably many exits must contain a bare exit and hence an exit which is β-summable for all β in the largest possible interval, namely ]h(G), ∞[ when G is recurrent and [h(G), ∞[ when G is transient. The next goal will be to show that the presence of such an exit presents the only restriction on the collection of intervals of inverse temperatures arising from exit measures which can be realised with such graphs. 7.2. Constructions. In this section we describe the construction of graphs leading to the following conclusions.
Theorem 7.7. Let h ∈]0, ∞[ be a positive real number. Let I be a finite or countably infinite collection of intervals in h, ∞ . Assume that I = h, ∞ for at least one I ∈ I.
There is a strongly connected recurrent row-finite graph G with Gurevich entropy h(G) = h such that the set of exits in G is in bijective correspondence with I. Furthermore, for β ≥ h there are the following extremal β-KMS weights for the gauge action on C * (G):
• For β > h the rays of extremal β-KMS weights are in bijective correspondence with the set {I ∈ I : β ∈ I} .
• For β = h there is a unique ray of extremal harmonic h-KMS weights. There is a strongly connected transient row-finite graph G with Gurevich entropy h(G) = h such that the set of exits in G is in bijective correspondence with I. Furthermore, for β ≥ h the rays of extremal β-KMS weights for the gauge action on C * (G) are in bijective correspondence with the set {I ∈ I : β ∈ I} .
The two theorems are proved in much the same way as Theorem 1.1 and Theorem 1.2 were proved. As will become clear, there are many possibilities for variations of the construction, and choices are made here to reuse as much as possible from the proof of Theorem 1.1. First of all, set L = e h and choose a sequence 0 < s 1 < s 2 < · · · such that (6.7) holds. We distinguish between the cases where I only contains one interval and the cases where it contains more.
Assume that there is only one interval I in I, so that I =]h, ∞[ in Theorem 7.7 and I = [h, ∞[ in Theorem 7.8. Choose sequences {n i } and {k i } in N such that n i < n i+1 , k m L −nm ≥ s m − s m−1 and
for all m ≥ 2. In addition we arrange also that (6.10) and (6.11) hold. Then we construct an irreducible row-finite graph G with exactly one exit represented by an exit path (t i ) ∞ i=1 which is bare, and such that the number and lenghts of the simple loops at t 1 is given by l n t 1 t 1 (G) =      1, n = 1, k i , n = n i , 0, n / ∈ ∞ i=1 {n i }. Arguments from the conclusion of the proof of Theorem 1.1 and Theorem 1.2, based on Lemma 6.3 and for this case also Lemma 7.6, show that the graph G will have the properties described in Theorem 7.7 and that we obtain a graph with the properties described in Theorem 7.8 by removing from G the edge e with r(e) = s(e) = t 1 .
In the same way as the graphs of the form (6.2) were key ingredients above, the following graph, called K, presents the building blocks in the construction we shall use when I contains more than one interval. The labels show the multiplicity of the edge; unlabelled black edges have multiplicity 1. The length of the shortest path from t i to t 1 , consisting of black arrows, is m i ∈ N. Similarly to what we did in Section 6.1 we let L k (n) denote the set of simple paths from t 1 to t k of length n and set It is important to observe that this conclusion remains true when the graph K is a subgraph of a bigger graph H in such a way that the only vertexes in K which emit an edge in H ending outside of K are the vertexes v 2 , v 3 , v 4 , · · · and the only vertex in K which receives an arrow in H coming from H\K are t −1 and t 1 . By assumption there is an interval I ′ ∈ I such that I ′ =]h, ∞[ in the recurrent case and I ′ = [h, ∞[ in the transient case. Let I r , r = 2, 3, 4, · · · , be a numbering of I\{I ′ }. We use then Lemma 6.2 to prove a version of Lemma 6.1 which allows us choose, for each r ≥ 2, a graph K r as in (7.3) such that the exit path (t i ) ∞ i=1 in K r will be β-summable in any strongly connected graph H with adjacency matrix A which contains K r in the way stipulated above if and only if ∞ n=0 A n t 1 t 1 e −nβ < ∞ and β ∈ I r . We let {a r i }, {j r i } and {b r i } be the multiplicities occurring in K r . Set L = e h and choose the sequences {s i }, {n i } and {k i } as in the proof of Theorem 1.1. In particular, n i+1 > n i + 3i and (6.7)-(6.11) all hold. To determine the lengths m r i of the shortest path in K r from t i to t 1 we choose a partition N = r≥2 N r
