We derive rates of contraction of posterior distributions on nonparametric models resulting from sieve priors. The aim of the paper is to provide general conditions to get posterior rates when the parameter space has a general structure, and rate adaptation when the parameter space is, e.g., a Sobolev class. The conditions employed, although standard in the literature, are combined in a different way. The results are applied to density, regression, nonlinear autoregression and Gaussian white noise models. In the latter we have also considered a loss function which is different from the usual l 2 norm, namely the pointwise loss. In this case it is possible to prove that the adaptive Bayesian approach for the l 2 loss is strongly suboptimal and we provide a lower bound on the rate.
Many different models have been considered, ranging from the problem of density estimation in i.i.d. models (Barron et al., 1999; Ghosal et al., 2000) , to sophisticated dependent models (Rousseau et al., 2012) . For these models, different families of priors have also been considered, where the most common are Dirichlet process mixtures (or related priors), Gaussian processes (van der Vaart and van Zanten, 2008) , or series expansions on a basis (such as wavelets, see Abramovich et al., 1998) .
In this paper we focus on a family of priors called sieve priors, introduced as compound priors and discussed by Zhao (1993 Zhao ( , 2000 , and further studied by Shen and Wasserman (2001) . It is defined for models (X (n) , A (n) , P (n) θ : θ ∈ Θ), n ∈ N\{0}, where Θ ⊆ R N , the set of sequences. Let A be a σ-field associated to Θ. The observations are denoted X n , where the asymptotics are driven by n. The probability measures P (n) θ are dominated by some reference measure µ, with density p (n)
θ . Remark that such an infinite-dimensional parameter θ can often characterize a functional parameter, or a curve, f = f θ . For instance, in regression, density or spectral density models, f represents a regression function, a log density or a log spectral density respectively, and θ represents its coordinates in an appropriate basis ψ = (ψ j ) j≥1 (e.g., a Fourier, a wavelet, a log spline, or an orthonormal basis in general). In this paper we study frequentist properties of the posterior distributions as n tends to infinity, assuming that data X n are generated by a measure P (n) θ0 , θ 0 ∈ Θ. We study in particular rates of contraction of the posterior distribution and rates of convergence of the risk.
A sieve prior Π is expressed as
where k π(k) = 1, π(k) ≥ 0, and the Π k 's are prior distributions on so-called sieve spaces Θ k = R k . Set θ k = (θ 1 , . . . , θ k ) the finite-dimensional vector of the first k entries of θ. Essentially, the whole prior Π is seen as a hierarchical prior, see Figure 1 . The hierarchical parameter k, called threshold parameter,
has prior π. Conditionally on k, the prior on θ is Π k which is supposed to have mass only on Θ k (this amounts to say that the priors on the remaining entries θ j , j > k, are point masses at 0). We assume that Π k is an independent prior on the coordinates θ j , j = 1, . . . , k, of θ k with a unique probability density g once rescaled by positive τ = (τ j ) j≥1 . Using the same notation Π k for probability Fig. 1 : Graphical representation of the hierarchical structure of the sieve prior given by Equation (1) and density with Lebesgue measure or R k , we have
Note that the quantities Π, Π k , π, τ and g could depend on n. Although not purely Bayesian, data dependent priors are quite common in the literature. For instance, Ghosal and van der Vaart (2007) use a similar prior with a deterministic cutoff k = n 1/(2α+1) in application 7.6.
We will also consider the case where the prior is truncated to an l 1 ball of radius r 1 > 0 (see the nonlinear AR(1) model application in Section 2.3.3)
|θ j | ≤ r 1 ).
The posterior distribution Π( · |X n ) is defined by, for all measurable sets B of Θ,
Given the sieve prior Π, we study the rate of contraction of the posterior distribution in P (n) θ0 −probability with respect to a semimetric d n on Θ. This rate is defined as the best possible (i.e. the smallest) sequence ( n ) n≥1 such that
in P (n) θ0 probability, for some θ 0 ∈ Θ and a positive constant M , which can be chosen as large as needed. We also derive convergence rates for the posterior
θ0 −probability.
The posterior concentration rate is optimal when it coincides with the minimax rates of convergence, when θ 0 belongs to a given functional class, associated to the same semimetric d n . Typically these minimax rates of convergence are defined for functional classes indexed by a smoothness parameter Sobolev, Hölder, or more generally Besov spaces.
The objective of this paper is to find mild generic assumptions on the sieve prior Π of the form (1), on models P (n) θ and on d n , such that the procedure adapts to the optimal rate in the minimax sense, both for the posterior distribution and for the risk. Results in Bayesian nonparametrics literature about contraction rates are usually of two kinds. Firstly, general assumptions on priors and models allow to derive rates, see for example Shen and Wasserman (2001) ; Ghosal et al. (2000) ; Ghosal and van der Vaart (2007) . Secondly, other papers focus on a particular prior and obtain contraction rates in a particular model, see for instance Belitser and Ghosal (2003) in the white noise model, De Jonge and van Zanten (2010) in regression, and Scricciolo (2006) in density. The novelty of this paper is that our results hold for a family of priors (sieve priors) without a specific underlying model, and can be applied to different models.
An additional interesting property that is sought at the same time as convergence rates is adaptation. This means that, once specified a loss function (a semimetric d n on Θ), and a collection of classes of different smoothnesses for the parameter, one constructs a procedure which is independent of the smoothness, but which is rate optimal (under the given loss d n ), within each class.
Indeed, the optimal rate naturally depends on the smoothness of the parameter, and standard straightforward estimation techniques usually use it as an input. This is all the more an important issue that relatively few instances in the Bayesian literature are available in this area. That property is often obtained when the unknown parameter is assumed to belong to a discrete set, see for example Belitser and Ghosal (2003) . There exist some results in the context of density estimation by Huang (2004) , Scricciolo (2006) , Ghosal et al. (2008) , van der Vaart and van Zanten (2009), Rivoirard and Rousseau (2012a) , Rousseau (2010) and Kruijer et al. (2010) , in regression by De Jonge and van Zanten (2010) , and in spectral density estimation by Rousseau and Kruijer (2011) . What enables adaptation in our results is the thresholding induced by the prior on k: the posterior distribution of parameter k concentrates around values that are the typical efficient size of models of the true smoothness.
As seen from our assumptions in Section 2.1 and from the general results (The-orem 1 and Corollary 1), adaptation is relatively straightforward under sieve priors defined by (1) when the semimetric is a global loss function which acts like the Kullback-Leibler divergence, the l 2 norm on θ in the regression problem, or the Hellinger distance in the density problem. If the loss function (or the semimetric) d n acts differently, then the posterior distribution (or the risk)
can be quite different (suboptimal). This is illustrated in Section 3.2 for the white noise model (16) when the loss is a local loss function as in the case of the estimation of f (t), for a given t, where
2 . This phenomenon has been encountered also by Rousseau and Kruijer (2011) . It is not merely a Bayesian issue: Cai et al. (2007) show that an optimal estimator under global loss cannot be locally optimal at each point f (t) in the white noise model. The penalty between global and local rates is at least a log n term. Abramovich et al. (2004) and Abramovich et al. (2007a) obtain similar results
with Bayesian wavelet estimators in the same model.
The paper is organized as follows. Section 2 first provides a general result on rates of contraction for the posterior distribution in the setting of sieve priors. We also derive a result in terms of posterior loss, and show that the rates are adaptive optimal for Sobolev smoothness classes. The section ends up with applications to the density, the regression function and the nonlinear autoregression function estimation. In Section 3, we study more precisely the case of the white noise model, which is a benchmark model. We study in detail the difference between global or pointwise losses in this model, and provide a lower bound for the latter loss, showing that sieve priors lead to suboptimal contraction rates. Proofs are deferred to the Appendix.
Notations
We use the following notations. Vectors are written in bold letters, for example θ or θ 0 , while light-face is used for their entries, like θ j or θ 0j . We denote by θ 0k the projection of θ 0 on its first k coordinates, and by p 
, where the mention of θ 0 might be omitted (cf. Robert, 2007, Section 2.3) . We denote by ϕ the standard Gaussian probability density.
Let K denote the Kullback-Leibler divergence K(f, g) = f log(f /g)dµ, and
Define two additional divergences K and V m,0 , which are expectations with respect to p
We denote by C a generic constant whose value is of no importance and we use for inequalities up to a multiple constant.
General case
In this section we give a general theorem which provides an upper bound on posterior contraction rates n . Throughout the section, we assume that the sequence of positive numbers ( n ) n≥1 , or ( n (β)) n≥1 when we point to a specific value of smoothness β, is such that n −→ n→∞ 0 and n 2 n / log n −→ n→∞ ∞.
We introduce the following numbers
We use k n to define the following approximation subsets of Θ
for Q > 0. Note that the prior actually charges a union of spaces of dimension k, k ≥ 1, so that Θ kn (Q) can be seen as a union of spaces of dimension k ≤ k n . Lemma 2 provides an upper bound on the prior mass of Θ kn (Q).
It has been shown (Ghosal et al., 2000; Ghosal and van der Vaart, 2007; Shen and Wasserman, 2001 ) that an efficient way to derive rates of contraction of posterior distributions is to bound from above the numerator of (4) using tests (and k n for the increasing sequence Θ kn (Q)), and to bound from below its denominator using an approximation of p (n) 0 based on a value θ ∈ Θ jn close to θ. The latter is done in Lemma 3 where we use j n to define the finite component approximation θ 0jn of θ 0 , and we show that the prior mass of the following Kullback-Leibler neighbourhoods of θ 0 , B n (m), n ∈ N * , are lower bounded by an exponential term:
Define two neighbourhoods of θ 0 in the sieve space Θ jn , B n (m), similar to B n (m) but using K and V m,0 , and A n (H 1 ), an l 2 ball of radius n −H1 , H 1 > 0:
Assumptions
The following technical assumptions are involved in the subsequent analysis, and are discussed at the end of this section. Recall that the true parameter is θ 0 , under which the observations have density p
and n . For n large enough and for some m > 0,
A 2 Comparison between norms. The following inclusion holds in Θ jn
A 3 Comparison between d n and l 2 . There exist three non negative constants
A 4 Test Condition. There exist two positive constants c 1 and ζ < 1 such that, for every
and
2 n (θ0,θ1) .
A 5 On the prior Π. There exist positive constants a, b, G 1 , G 2 , G 3 , G 4 , H 2 , α and τ 0 such that π satisfy
where the function L is a slow varying function introduced in Equation (5); g
The scales τ defined in Equation (2) satisfy the following conditions
Remark 1.
• Conditions A 1 and A 2 are local in that they need to be checked at the true parameter θ 0 only. They are useful to prove that the prior puts sufficient mass around Kullback-Leibler neighbourhoods of the true probability. Condition A 1 is a limiting factor to the rate: it characterizes n through the capacity of approximation of p
and p (n) 0jn , and the faster n . In many models, they are ensured because K(p
) can be written locally (meaning around θ 0 ) in terms of the l 2 norm θ 0 − θ jn 2 directly.
Smoothness assumptions are then typically required to control θ 0 −θ jn 2 .
It is the case for instance for Sobolev and Besov smoothnesses (cf. Equation (12)). The control is expressed with a power of j n , whose comparison to 2 n provides in turn a tight way to tune the rate (cf. the proof of Proposition 1).
Note that the constant H 1 in Condition A 2 can be chosen as large as needed: if A 2 holds for a specified positive constant H 0 , then it does for any H 1 > H 0 . This makes the condition quite loose. A more stringent version of A 2 , if simpler, is the following.
2,jn and
This is satisfied in the Gaussian white noise model (see Section 3).
• Condition A 3 is generally mild. The reverse is more stringent since d n may be bounded, as is the case with the Hellinger distance. A 3 is satisfied in many common situations, see for example the applications later on.
Technically, this condition allows to switch from a covering number (or entropy) in terms of the l 2 norm to a covering number in terms of the semimetric d n .
• Condition A 4 is common in the Bayesian nonparametric literature. A review of different models and their corresponding tests is given in Ghosal and van der Vaart (2007) for example. The tests strongly depend on the semimetric d n .
• Condition A 5 concerns the prior. Equations (6) and (7) state that the tails of π and g have to be at least exponential or of exponential type.
For instance, if π is the geometric distribution, L = 1, and if it is the Poisson distribution, L(k) = log(k) (both are slow varying functions).
Laplace and Gaussian distributions are covered by g, with α = 1 and α = 2 respectively. These equations aim at controlling the prior mass of
The case where the scale τ depends on n is considered in Belitser (2009, 2010) in the white noise model. Here the constraints on τ are rather mild since they are allowed to go to zero polynomially as a function of n, and must be upper bounded. Rivoirard and Rousseau (2012a) study a family of scales τ = (τ j ) j≥1 that are decreasing polynomially with j. Here the prior is more general and encompasses both frameworks. Equations (6) -(10) are needed in Lemmas 2 and 3 for bounding respectively Π(B n (m)) from below and Π(Θ c kn (Q)) from above. A smoothness assumption on θ 0 is usually required for Equation (10).
Results

Concentration and posterior loss
The following theorem provides an upper bound for the rate of contraction of the posterior distribution. Theorem 1. If Conditions A 1 -A 5 hold, then for M large enough and for L introduced in Equation (5),
Proof. See the Appendix.
The convergence of the posterior distribution at the rate n implies that the expected posterior risk converges (at least) at the same rate n , when d n is bounded. Corollary 1. Under the assumptions of Theorem 1, with a value of m in Conditions A 1 and A 2 such that (n
, and if d n is bounded on Θ, then the expected posterior risk given θ 0 and Π converges at least at the same
by Theorem 1 and the assumption on m.
Remark 2. The condition on m in Corollary 1 requires n 2 n to grow as a power of n. When θ 0 has Sobolev smoothness β, this is the case since 2 n is typically of order (n/ log n) −2β/(2β+1) . The condition on m boils down to m ≥ 4β. When θ 0 is smoother, e.g. in a Sobolev space with exponential weights, the rate is typically of order log n/ √ n. Then a common way to proceed is to resort to an exponential inequality for controlling the denominator of the posterior distribution of Equation (4) (see e.g. Rivoirard and Rousseau, 2012b) .
Remark 3. We can note that this result is meaningful from a non Bayesian point of view as well. Indeed, let θ be the posterior mean estimate of θ with respect
so the frequentist risk converges at the same rate n
Note that we have no result for general pointwise estimates θ, for instance for the MAP. This latter was studied in Abramovich et al. (2007b Abramovich et al. ( , 2010 .
Adaptation
When considering a given class of smoothness for the parameter θ 0 , the minimax criterion implies an optimal rate of convergence. Posterior (resp. risk) adaptation means that the posterior distribution (resp. the risk) concentrates at the optimal rate for a class of possible smoothness values.
We consider here Sobolev classes Θ β (L 0 ) for univariate problems defined by
with smoothness parameter β and radius
, then one has the following bound Donoho and Johnstone (1998) give the global (i.e. under the l 2 loss) minimax rate n −β/(2β+1) attached to the Sobolev class of smoothness β. We show that under an additional condition between K, V m,0 and l 2 , the upper bound n on the rate of contraction can be chosen equal to the optimal rate, up to a log n term.
Proposition 1. Let L 0 denote a positive fixed radius, and β 2 ≥ β 1 > 1/2. If for n large enough, there exists a positive constant C 0 such that
, and
and if Conditions A 2 -A 5 hold with constants independent of θ 0 in the set
, and 0 depending on L 0 , C 0 and the constants involved in the assumptions, but not depending on β.
Remark 4. In the standard case where d n is the l 2 norm, n is the optimal rate of contraction, up to a log n term (which is quite common in Bayesian nonparametric computations).
Proof. Let β ∈ [β 1 , β 2 ] and θ 0 ∈ Θ β (L 0 ). Then θ 0 satisfies Equation (12), and Condition (13) implies that
For given θ 0 and β, the result of Theorem 1 holds if Condition A 1 is satisfied.
This is the case if we choose n (β,
n , provided that the bounds in Conditions A 2 -A 5 and in Equation (13) are uniform. Combined with j n = j 0 n 2 n / log n , it gives as a tight choice n (β, θ 0 ) = 0 (β, θ 0 )(log n/n)
. So there exists a bound 0 > 0 such that sup β1≤β≤β2 sup θ0∈Θ β (L0) 0 (β, θ 0 ) = 0 < ∞, which concludes the proof.
Examples
In this section, we apply our results of contraction of Sections 2.2.1 and 2.2.2 to a series of models. The Gaussian white noise example is studied in detail in Section 3. We suppose in each model that
Throughout, we consider the following prior Π on Θ (or on a curve space F through the coefficients of the functions in a basis). Let the prior distribution π on k be Poisson with parameter λ, and given k, the prior distribution on θ j /τ j , j = 1, . . . , k be standard Gaussian,
It satisfies Equation (6) with function L(k) = log(k) and Equation (7) with
It is decreasing and bounded from above by τ 0 so Equation (8) is satisfied. Additionally,
for H 2 large enough, so Equation (9) is checked.
as soon as 2q −2β ≤ 1. Hence by choosing 1/2 < q ≤ 1, Equation (10) is verified for all β > 1/2. The prior Π thus satisfies Condition A 5 .
Since Condition A 5 is satisfied, we will show in the three examples that Conditions A 2 -A 4 and Condition (13) hold, thus Proposition 1 applies: the posterior distribution attains the optimal rate of contraction, up to a log n term, that is n = 0 (log n/n) β/(2β+1) , for a distance d n which is specific to each model. This rate is adaptive in a range of smoothness [β 1 , β 2 ].
Density
Let us consider the density model in which the density p is unknown, and we observe i.i.d. data
where p belongs to F,
Equality p(0) = p(1) is mainly used for ease of computation. We define the parameter θ of such a function p, and write p = p θ , as the coefficients of log p θ in the Fourier basis ψ = (ψ j ) j≥1 , i.e. it can be represented as
where c(θ) is a normalizing constant. We assign a prior to p θ by assigning the sieve prior Π of Equation (14) to θ.
A natural choice of metric d n in this model is the Hellinger distance
. Lemma 2 in Ghosal and van der Vaart 
Regression
Consider now the following nonparametric regression model with variance σ 2 . The unknown σ case is studied in an unpublished paper by Rousseau and Sun. They endow σ with an Inverse Gamma (conjugate) prior.
They show that this one dimensional parameter adds an n log(σ/σ 0 ) term in the Kullback-Leibler divergence but does not alter the rates by considering three different cases for σ, either σ < σ 0 /2, σ > 3σ 0 /2, or σ ∈ [σ 0 /2, 3σ 0 /2].
We consider now in more detail the σ known case. Denote θ the coefficients of a regression function f in the Fourier basis ψ = (ψ j ) j≥1 . So for all t ∈ [0, 1], f can be represented as f (t) = ∞ j=1 θ j ψ j (t). We assign a prior to f by assigning the sieve prior Π of Equation (14) to θ.
Let P n t = n −1 n i=1 δ ti be the empirical measure of the covariates t i 's, and define the square of the empirical norm by f
Let θ ∈ Θ and f the corresponding regression. Basic algebra (see for example Lemma 1.7 in Tsybakov, 2009) provides, for any two j and k,
where δ jk stands for Kronecker delta. Hence The densities N (f (t i ), σ 2 ) of X i 's are denoted p f ,i , i = 1, . . . , n, and their product p
f . The quantity f 0jn denotes the truncated version of f 0 to its first j n terms in the Fourier basis.
where σ m is the (non centered) m th −moment of a standard Gaussian variable. So using Equation (15) we get
which proves Condition (13).
Additionally, both 2 K(p
. Let θ ∈ A n (H 1 ), for a certain H 1 > 0. Then, using (15) again, the bound is less than
for H 1 > 2β/(2β + 1), which ensures Condition A 2 .
Ghosal and van der Vaart (2007) state in Section 7.7 that tests satisfying A 4 exist with d n = · P n t .
Nonlinear AR(1) model
As a nonindependent illustration, we consider the following Markov chain: the nonlinear autoregression model whose observations X n = (X 1 , . . . , X n ) come from a stationary time series X t , t ∈ Z, such that
where the function f is unknown and the residuals ξ i are standard Gaussian and independent of (X 1 , . . . , X i−1 ). We suppose that X 0 is drawn in the stationary distribution.
Suppose that regression functions f are in L 2 (R), and uniformly bounded by a constant M 1 (a bound growing with n could also be considered here). We use Hermite functions ψ = (ψ j ) j≥1 as an orthonormal basis of R, such that for all
. This basis is uniformly bounded (by Cramér's inequality). Consider the sieve prior Π in its truncated version (3) for θ, with radius r 1 a (possibly large) constant independent of k and n.
We show that Conditions A 1 -A 4 are satisfied, along the lines of Ghosal and van der Vaart (2007) Sections 4 and 7.4. Denote p θ (y|x) = ϕ(y − f θ (x)) the transition density of the chain, where ϕ( · ) is the standard normal density distribution, and where reference measures relative to x and y are denoted respectively by ν and µ. Define r(y) = 1 2 (ϕ(y − M 1 ) + ϕ(y + M 1 )), and set dν = rdµ. Then Ghosal and van der Vaart (2007) show that the chain (X i ) 1≤i≤n has a unique stationary distribution and prove the existence of tests satisfying A 4 relative to the Hellinger semidistance d whose square is given by
They show that d is bounded by · 2 (which proves Condition A 3 ) and that
Thus Equation (13) 
Application to the white noise model
Consider the Gaussian white noise model
in which we observe processes X n (t), where f 0 is the unknown function of interest belonging to L 2 (0, 1), W (t) is a standard Brownian motion, and n is the sample size. We assume that f 0 lies in a Sobolev ball, Θ β (L 0 ), see (11). Brown and Low (1996) show that this model is asymptotically equivalent to the nonparametric regression (assuming β > 1/2). It can be written as the equivalent infinite normal mean model using the decomposition in a Fourier
where In addition to results in concentration, we are interested in comparing the risk of an estimatef n corresponding to basis coefficientsθ n , under two different losses: the global L 2 loss (if expressed on curves f , or l 2 loss if expressed on θ),
and the local loss at point t ∈ [0, 1],
with a j = ψ j (t). Note that the difference between global and local risks expres-sions in basis coefficients comes from the parenthesis position with respect to the square: respectively the sum of squares and the square of a sum.
We show that sieve priors allow to construct adaptive estimate in global risk.
However, the same estimate does not perform as well under the pointwise loss, which illustrates the result of Cai et al. (2007) . We provide a lower bound for the pointwise rate.
Adaptation under global loss
Consider the global l 2 loss on θ 0 . The likelihood ratio is given by
where ., . denotes the l 2 scalar product. We choose here the l 2 distance as Moreover, following Lemma 6 of Ghosal and van der Vaart (2007) we have
Let us check that Conditions
For m ≥ 2, we have
The centered m th −moment of the Gaussian variable X n is proportional to
, and Condition (13) is satisfied.
The same calculation shows that Condition A 2 is satisfied: for all θ ∈ Θ jn ,
Conditions A 2 -A 4 and Condition (13) hold, if moreover A 4 is satisfied, then by Proposition 1, the procedure is adaptive, which is expressed in the following proposition.
Proposition 2. Under the prior Π defined in Equations (14), the global l 2 rate of posterior contraction is optimal adaptive for the Gaussian white noise model, i.e. for M large enough and
The distance here is not bounded, so Corollary 1 does not hold. For deriving a risk rate, we need a more subtle result than Theorem 1 that we can obtain when
n . Then the bound of the expected posterior mass of S n,j (M ) becomes
for a fixed constant c 7 . Hence we obtain the following rate of convergence in risk.
Proposition 3. Under Condition (13) with m ≥ 5, the expected posterior risk given θ 0 and Π converges at least at the same rate n
for any θ 0 . So the procedure is risk adaptive as well (up to a log(n) term).
Proof. We have
Due to (18), the last sum in j converges as soon as m ≥ 5. This is possible in the white noise setting because the conditions are satisfied whatever m. So
We have shown that conditional to the existence of a sieve prior for the white noise model satisfying A 5 (cf. Section 2.3), the procedure has minimax rates (up to a log(n) term) both in contraction and in risk. We now study the asymptotic behaviour of the posterior under the local loss function.
Lower bound under pointwise loss
The previous section derives rates of convergence under the global loss. Here, under the pointwise loss, we show that the risk deteriorates as a power n factor compared to the benchmark minimax pointwise risk n −(2β−1)/2β (note the difference with the global minimax rate n −2β/(2β+1) , both given for risks on squares).
We use the sieve prior defined as a conditional Gaussian prior in Equation (14).
Denote byθ n the Bayes estimate of θ (the posterior mean). Then the following proposition gives a lower bound on the risk (pointwise square error) under a pointwise loss:
Proposition 4. If the point t is such that a j = ψ j (t) = 1 for all j (t = 0), then for all β ≥ q, for all L 0 > 0, a lower bound on the risk rate under pointwise loss is given by
Proof. See the Appendix. Cai et al. (2007) show that a global optimal estimator cannot be pointwise optimal. The sieve prior leads to an (almost up to a log n term) optimal global risk and Proposition 4 shows that the pointwise risk associated to the posterior meanθ n is suboptimal with a power of n penalty, whose exponent is
.
The maximal penalty is for β = (1 + √ 2)/2, and it vanishes as β tends to 1/2 and +∞ (see the Figure 2 ). Abramovich et al. (2007a) also derive such a power n penalty on the maximum local risk of a globally optimal Bayesian estimate, as well as on the reverse case (maximum global risk of a locally optimal Bayesian estimate).
Remark 5. This result is not anecdotal and illustrates the fact that the Bayesian approach is well suited for loss functions that are related to the Kullback-Leibler divergence (i.e. often the l 2 loss). The pointwise loss does not satisfy this since it corresponds to an unsmooth linear functional of θ. This possible suboptimality of the posterior distribution of some unsmooth functional of the parameter has already been noticed in various other cases, see for instance Rivoirard and Rousseau (2012b) or Rousseau and Kruijer (2011) . The question of the existence of a fully Bayesian adaptive procedure to estimate f 0 (t) = ∞ j=1 a j θ 0j remains an open question.
. The set S n (M ) ∩ Θ kn (Q) is compact relative to the l 2 norm. Let a covering of this set by l 2 balls of radius r n and centre θ (i) . Its number of elements is η n (Cn
for M large enough and a constant c 2 .
Here, Condition A 3 allows to switch from the coverage in term of the l 2 distance to a covering expressed in term of d n : each θ ∈ S n (M ) ∩ Θ kn (Q) which lies in a l 2 ball of centre θ (i) and of radius r n in the covering of size η n also lies in a d n ball of adequate radius
Then there exists a constant c 2 (the minimum with the previous one)
hence the result follows.
Lemma 2. Under Condition A 5 , for any constant c 6 > 0, there exist positive constants Q, C and M 0 such that
where M 0 is introduced in the definition (5) of k n , and Θ c kn (Q), the complementary of Θ kn (Q), is taken in Θ.
, where the last sum is less than Π kn (θ ∈ Θ kn : θ 2,kn > n Q )
because its terms are increasing.
The prior mass of sieves that exceed k n is controlled by Equation (6). We have
Since L is a slow varying function, we have
2 n for a constant c 6 as large as needed since it is determined by constant M 0 in Equation (5).
Then by the second part of Condition (7),
by using the lower bound on the τ j 's of Equation (9). If α ≥ 2, then applying Hölder inequality, one obtains
If α < 2, then a classical result states that the l α norm . α is larger than the
Eventually the upper bound τ 0 on the τ j 's of Equation (8) provides
The integral in the right-hand side of (20) is bounded by
The last integral is bounded by C kn , so
The right-hand side of the last inequality can be made smaller than Ce
−c6n
2 n for any constant C and c 6 provided that Q is chosen large enough. This entails result (19).
In the truncated case (3), we note that if
, and the rest of the proof is similar.
Lemma 3. Under Conditions A 1 , A 2 and A 5 , there exists c 4 > 0 such that
Proof. Let θ ∈ A n (H 1 ). For n large enough, Conditions A 1 and A 2 imply that
We have
By the first part of Condition (6) we have
for c 4 large enough. Now by the first part of Condition (7) and by Condition (8)
We can bound above τ −α j
by n αH2 by Equation (9) as j ≤ j n ≤ k n . We write
, and if α < 2 then Hölder's inequality provides
In both cases we have
so choosing H 2 ≤ H 1 ensures to bound the latter by j n log n. Last, the integral of the ball in dimension j n , centered around θ 0jn , and of radius n −H1 , is at least equal to e −Cjn log n , for some given positive constant C.
Noting that j n = j 0 n 2 n / log(n) and choosing H 1 large enough, which is possible by Equation (21), ensures the existence of c 4 > 0 such that Π jn (A n (H 1 )) ≥ In the truncated case (3), we can first choose r 1 larger than 2
for n and H 1 large enough. So the expression of integral (23) is still valid.
A.2 Theorem 1
Proof. (of Theorem 1)
Express the quantity of interest Π (S n (M )|X n ) in terms of N n , N n and D n defined as follows
Introduce φ n the test statistic of Lemma 1, and take the expectation of the posterior mass of S n (M )
as follows
Lemma 10 in Ghosal and van der Vaart (2007) gives P 
A.3 Proposition 4
The proof of the lower bound in the local risk case uses the next lemma, whose proof follows from Cauchy-Schwarz' inequality.
Lemma 4. If E(B 2 n ) = o(E(A 2 n )), then E((A n + B n ) 2 ) = E(A 2 n )(1 + o (1)).
Proof. (of Proposition 4)
The coordinates ofθ n areθ nj = Π (θ j |X n ) = ∞ k=1 π(k|X n ) θ nj (k), with θ nj (k) = τ 2 j /(τ 2 j + 1 /n)X n j if k ≥ j, and θ nj (k) = 0 otherwise (see Zhao, 2000) .
Denote u j (X n ) = k≥j π(k|X n ) = π(k ≥ j|X n ), so thatθ nj = u j (X n )τ 2 j /(τ 2 j + 1 /n)X n j . Denote K n = n 1/(2β+1) and J n = n 1/2β . Most of the posterior mass on k is concentrated before K n , in the sense that there exists a constant c such that
This follows from the exponential inequality
which is obtained by classic arguments in line with Theorem 1: writing the posterior quantity u Kn (X n ) as a ratio N n /D n , and then using Fubini's theorem, Chebyshev's inequality and an upper bound on π(k > K n ).
Due to Relation (17), we split in three the sum in the risk
because the a i 's are bounded. If 2β − 4q > 1, then we can write
1 n 2 , and if 2β − 4q ≤ 1, then comparing to an integral provides where the last inequality holds because q is chosen such that q ≤ β. Then R 1 = O(n −(2β−1)/2β ).
For k = 2, 3, denote R k (b n , c n ) the partial sum of R k from j = b n to c n . Then R 2 (1, J n ) is the larger term in the decomposition, and is treated at the end of the section. The upper part R 2 (J n , ∞) is easily bounded by
We split R 3 (1, J n ) in two parts R 3,1 (1, J n ) and R 3,2 (1, J n ) by writing u i (X n ) = u Jn (X n ) + π(i ≤ k < J n |X n ) for all i ≤ J n :
τ 2 i + 1 /n ξ i 2 := R 3,1 (1, J n ) + R 3,2 (1, J n ).
τ 2 i + 1 /n ξ i . We have Jn j=1 π(j|X n ) ≤ 1 so we can apply Jensen's inequality,
Noting that (Γ jn (X n )) 1≤j≤Jn is a martingale, we get using Doob's inequality
