Abstract-The task of approximation of points with circular arcs is performed in many applications, such as polyline compression, noise filtering, and feature recognition. However, development of algorithms that perform a significant amount of circular arcs fitting require an efficient way of fitting circular arcs with complexity O(1). The elegant solution to this task based on an eigenvector problem for a square nonsymmetrical matrix is described in [1] . For the compression algorithm described in [2] , it is necessary to solve this task when two points on the arc are known. This paper describes a different approach to efficiently fitting the arcs and solves the task when one or two points are known.
I. INTRODUCTION
The purpose of this paper is to solve the task of fitting a circular arc to a set of points (or segments) with complexity O(1) when two points on the arc and moments up to the fourth order are known.
In papers [3] and [4] , fitting a circle is done by finding such circle with center (x c , y c ) and radius r, which minimizes the next equation
where (x i , y i ) are i-th point, i = 1..n. This formula is minimizing square differences between square distances from the circle center to the points and square of the radius. The solution is found by using only the moments of (x i , y i ) with complexity O(1). However, this leads to bias in the estimation of parameters [3, see pp. 368-370] . Suppose that each point has been fitted with i error. Substituting it in (1) gives
After simplifying this equation
Assuming that i are small compared to radius r and neglecting higher orders
From this formula, it is clear that the fitting is trying to decrease the radius to minimize the equation (1) . When the points cover only a small part of a circle, the estimated center of the circle can move toward the arc to reduce the radius. Despite that, the errors are increased, while overall penalty (1) is decreased. The smaller the angle of the arc, the worse the effect. Fig. 1 shows the case when fitting by moments produces a circle with too small a radius. Comparison of fitting an arc using different approaches. The comparison is performed for the arc with 72°, and uniform noise in the circle is proportional to 10 percent of the arc radius. A total of 1, 000 random points were simulated along the arc with uniform steps. The black arc is a ground truth arc. The black dots are source points. The red circle is a solution based on fitting squares of distances (see (1) ). The green circle is solution based on fitting distances (see (3) ). The blue circle is a solution described in this paper (approximate solution of (5) found by one iteration of the algorithm described in Appendix B: Minimization of Multidimensional Function f (x), x ∈ R n ).
Minimization of the next equation was suggested in [5] :
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It has this error formula:
This doesn't have a problem like in (2) . However, minimizing (3) requires an iterative approach, which analyzes all points (x i , y i ) leading to an algorithm with complexity O(n). The efficient algorithm to find the minimum of (3) is described in [6] .
II. ALGORITHM
The solution to remove the square root from (3) was developed in [7] , [8, see p. 675 ], [9] , and [1] . From (2), there comes an idea that dividing (1) by 4r 2 and minimizing it will produce a result closer to (3) because it is close to (4). The approximation based on the Taylor expansion of the square root by the first two terms gives exactly this solution. Approximation of √ x at x = 1:
Applying this approximation to (3)
Unlike (3), this formula can be minimized using only moments. The direct solution, based on conformal geometric algebra, is described in [1] . The solution is based on finding eigenvalues of a square nonsymmetric matrix [1, see (24) ]. This can be done by Schur factorization. The eigenvector corresponding to the minimal non-negative eigenvalue is the solution. Care needs to be taken for the cases when there is a solution with close to zero eigenvalue due to round-off error.
In this paper, another approach to minimization of (5) will be considered.
III. MINIMIZATION OF (5)
Suppose we have a good estimate (x e , y e , r e ). Let's optimize it in the next form:
x e + ∆x, y e + ∆y, r 2 e + ∆x 2 + ∆y 2 + ∆r .
This covers all possible values of (x c , y c , r) and gives a significant advantage for finding the minimum by removing the third and fourth order variables in the numerator of (5):
e + ∆x 2 + ∆y 2 + ∆r)
.
Writing it from moments
where
Minimization of (6) can be done using the approach described in Appendix B: Minimization of Multidimensional Function f (x), x ∈ R n . To use that approach, it is sufficient to know the matrix of second derivatives up to the constant
e . and the equation for directional search by direction
Looking at the numerator of (5), it would be reasonable to take a solution of (1), described in [3] , as a starting point.
Only a few iterations are needed to converge beyond machine precision. However, this approach is only approximate, and there is no need for such precision. In practice, one iteration is sufficient to get a good approximation.
When estimation of the center is known, the best estimation of the radius can be easily found. However, it does not give any improvement in speed.
An approximation of the sum of square deviations from the polyline to an arc with the center (x e , y e ) and radius r e (see (3) ) is found from (6) by setting ∆x, ∆y, and ∆r to zero and multiplying by n. n v 4r 2 e
The algorithm described in [1] has an advantage for finding the global optimum, while the algorithm described in this paper can go to the local optimum. This is likely to happen when the arc is close to the line. Otherwise, the results are identical.
The advantage of the approach described in this paper is the ability to reduce the amount of calculation by approximating the solution.
I have implemented both approaches. Intel Math Kernel Library 11.2 was used to solve the nonsymmetric eigenvector problem in [1] . The approach described in this paper is several times faster. However, it is difficult to make a fair comparison due to the different ways of implementing and optimizing the code. When speed is not a concern, the approach described in [1] is preferred.
IV. OPTIMAL ARC WHEN ONE POINT IS KNOWN
For some tasks, one point on the arc is known in advance. The arc should pass through that point. Knowing the position of the center determines the radius: r = (x c − x a ) 2 + (y c − y a ) 2 , where (x a , y a ) is a point on the arc. Substituting this into (5)
The solution described in section III: Minimization of (5) can be applied. The differences are that the optimization is performed in two-dimensional space and the initial solution can be found from the least squares approach.
Multiplying the numerator and denominator of (8) 
where 
where L A and L B are eigenvalue matrices of A and B, respectively; X A and X B are eigenvector matrices of A and B, respectively. From generalized singular value decomposition for
where U , V , and Q are orthogonal matrices; R is an upper triangular matrix. From (10) and (11) follows
The smallest ratio of squares of eigenvalues is the solution. The center of the arc is recovered from v as v x s , v y s .
V. OPTIMAL ARC WHEN TWO POINTS ARE KNOWN
There are tasks when the starting and ending points of the arc are known (or any two points lying on the arc). Therefore, the center of the arc should lie on some line of (x c , y c ) = (x p + α · t, y p + β · t), where (x p , y p ) is a point on the line, (α, β) is the direction of the line (α 2 + β 2 = 1), and t is any value. Knowing the position of the center determines the radius: r = ((
where (x a , y a ) is one of the points on the arc. Substituting this in (5)
(12) It is easy to see that the minimum of (12) can be easily found because it has the form of (13) in Appendix A: Finding the Global Minimum of the Ratio of Quadratic Equations. An iterative algorithm is not needed to solve this problem.
The algorithm described in [2] finds an optimal polyline within the tolerance of the source polyline, with the minimum number of vertices, and among them, with the minimum sum of the square deviations from the optimal polyline. Extending this algorithm to support arcs requires efficient fitting of the arc from the known start and end points and evaluation of the sum of the square deviations from the source polyline to an arc. An approximate solution (7) can be used instead of direct evaluation (3).
VI. EXAMPLE: RECOVERING ARCS IN A CADASTRAL DATASET
The approach described in this paper for efficiently fitting circular arcs is used in a compression algorithm, when vertices of the source polylines are not allowed to move. The algorithm minimizes the weighted number of segments (with penalty 2) and arcs (with penalty 3) while satisfying tolerance restrictions. Among all possible solutions, the solution with the minimum sum of square deviations is chosen. A dynamic programming approach was used to find the optimal solution [2] .
Algorithms with a very similar framework were described in [10] , [11] .
Fitting of arcs in [10] was performed by checking tolerance when starting and ending vertices are fixed. It has the advantage of always finding an arc within tolerance; however, the computational complexity for each fitting is O(n). This paper uses approximation to least squares fitting with complexity O(1) described in section V: Optimal Arc when Two Points are Known. Although checking for the tolerance and proper sequence (zigzag) [2] , [6] , [10] has complexity O(n), it is only performed for optimal fits.
The penalty function in [11] is a combination of perceptual and fitting errors. The perceptual error is
where δ is the segmentation penalty and α is the angle between adjacent segments. This gives preference to solutions with acute angles. An example is shown in Fig. 2 . The original arcs were lost due to digitalization, limitations of the format, projection, and so forth. The restoration of arcs is an important task because it is the original representation. Restoring original arcs creates cleaner databases and simplifies future editing. The optimizations used for fitting segments are described in [2] . Initial fitting of circular arcs to different parts of the polyline was performed to reduce searching for arcs in a dynamic programming approach. The processing speed is about 0.03 seconds per 100 points on an Intel Xeon CPU E5-2670.
VII. FUTURE WORK
Described at the end of section VI: Example: Recovering Arcs in a Cadastral Dataset, reducing the search for arcs is only approximate and in some cases might skip possible solutions. There is an exact solution to check if an arc exists that covers all vertices within the specified tolerance described in [12, section 7.4 ]. The solution is found using the closest and the farthest point Voronoi diagrams. The center of an arc corresponding to the minimum width covering all vertices is either a vertex of the closest or the farthest point Voronoi diagram or a point on the edge of the closest and the farthest point Voronoi diagrams [12, p. 167] . The closest and the farthest point Voronoi diagrams are dual with the closest and the farthest point Delaunay triangulations, respectively [13] . Note that the farthest point Voronoi diagram includes only vertices on the convex hull. The algorithm to construct the farthest point Delaunay triangulation is similar to the algorithm for the closest point Delaunay triangulation and can be found in [14] . Another algorithm to construct the closest and the farthest point Delaunay triangulations for vertices on the convex hull is by mapping each vertex (x, y) to a vertex in three dimensional space x, y, x 2 + y 2 and constructing a convex hull for them [13] .
VIII. CONCLUSION
This paper describes an efficient approximation for fitting circular arcs. While all formulas are for a two-dimensional case, the algorithm can be generalized for higher dimensions (for example, fitting a sphere to points).
The direct solution to fit arcs is described in [1] . This paper extends the solution to cases when one or two points on the arc are known.
Because the solution is based on fourth orders, it has a negative impact on the precision of calculations. This can be solved by shifting data to the origin of a coordinate system and/or using floating point numbers with a larger mantissa.
There is no evaluation of how well the fit is done. An additional algorithm is necessary to perform this check, as described in [6, 
where a i and b i are known coefficients i = 0..2.
Coefficients should satisfy
Two cases will be analyzed separately:
The domain will be restricted to
Notice, limits (13) when x → −∞ and x → +∞ are the same.
The first derivative of (13) equals
From (15), it follows that the denominator (16) is always positive in Q. Therefore, it is sufficient to work with the numerator:
From (14), it follows that (13) is not negative in Q. If the denominator of (13) has real roots, then (13) , when x is approaching any root, goes to +∞ in Q and −∞ in the complement of Q excluding roots (see example in Fig. 3 ). Local extrema are found from roots of (17) (Fig. 4) . There is a special case, when in (13) the numerator is equal to zero at one of the roots of the denominator. In this case, (13) simplifies to the ratio of linear equations and doesn't have any global minimum. Fig. 3 . Example of (13) . The area outside domain Q is shown in gray. Local extrema are shown by red circles, found as the solution of (17) (see Fig. 4 ). Example of (17) corresponding to the function shown in Fig. 3 . Roots are shown by red circles.
The global minimum can be found from roots of the quadratic equation (17): a. If c 2 > 0 and the largest root of (17) belongs to Q, then it is a global minimum. b. If c 2 < 0 and the smallest root of (17) belongs to Q, then it is a global minimum.
c. If c 2 = 0, c 1 > 0 and the single root of (17) belongs to Q, then it is a global minimum. d. Otherwise, no global minimum exists. To summarize, the global minimum of (13) 
Notice that solution (19) is equal to solution (18). Therefore, it is sufficient to use (18) for both cases. Another way to prove that the solution for the case 1 gives the proper solution (when b 2 = 0) is to consider lim b2→0 of (18).
APPENDIX B: MINIMIZATION OF MULTIDIMENSIONAL FUNCTION f (x), x ∈ R n Suppose that the minimum of f (x) along any direction can be easily found as well as second derivatives.
The next algorithm is suggested: a. Let i = 0. Define the starting point x 0 . b. Find the second derivative matrix at x i and find all eigenvectors. c. For each eigenvector, from x i point, search along the eigenvector direction for minimum x i+1 . Set i = i + 1.
Because the number of eigenvectors is n, this step increases the index of x by n. d. If x i is close to the minimum with enough precision (for example, by comparing with the previous estimate x i−n ), then stop; otherwise, go to step b.
In the case of quadratic functions, this algorithm converges to the minimum in one iteration consisting of searching from any starting point by n direction.
