Abstract: This paper is concerned with the regional firm-size structure of housebuilding in Canada based on a case study of the province of Ontario. Using an innovative database of builders in Ontario and geographic information systems, measures of regional firm-size structure are developed and are modeled with data from the Canadian census. The results corroborate established models in the city systems and industrial organization literatures in that industrial concentration is negatively associated with regional population size, economic diversity, and economic performance. Small housebuilding firms abound in large, diverse and economically vibrant regions, especially large urban regions, and thereby maintain industrial deconcentration.
INTRODUCTION
Research on city systems and industrial organization have produced well-established models of regional economic structure and urban hierarchies (Marshall, 1989; Hayter, 1997) . Recent research has focused on firm-size segments and systematic variations in industrial structure across urban regions (Hayter et al., 1999; Krmenec and Esparza, 1999) . However, these approaches have not been applied in any sustained manner to the North American housebuilding industry. In fact this neglect reflects a more general dearth of research on housebuilding in North America despite the importance of the industry to economic spinoffs, consumers, resources, and the production of space. The purpose of this paper is to explore and model the regional firm-size structure of the housebuilding industry using a case study of regions in the Canadian province of Ontario.
Housebuilders are distinct agents, often working alongside, but separate from, land developers. While the latter have received a great deal of attention in the housing literature, housebuilders in North America are virtually absent. Yet they provide the majority of new housing to North Americans, making them important agents for study. Might concentrated regional firm-size structures in housebuilding provide less affordable housing to consumers? On the other hand, do deconcentrated regions, with many smaller firms, experience higher firm failure rates, perhaps during swings in demand for new housing? If so, are there uneven impacts on regional employment, resource use, and flow-on effects? More generally, does housebuilding respond to regional economic influences in the same way that other activities have been shown to adapt? The answers to these questions have serious implications for public and housing policy. To begin to answer them, we need to develop a body of empirical evidence and substantive explanations of this industry's regional firm-size structure.
This study forms part of a larger research program concerned with the organization, operation, and strategies of North American housebuilding. In contrast to well-established research in the United Kingdom, for example, the North American literature is far less developed. Earlier results have shown that the firm-size structure of housebuilding in Ontario is much like that of the rest of Canada and the United States (Buzzelli, 2001) . At these aggregate scales, small firms dominate, and industrial deconcentration is the persistent structure. Is this true at the urban regional scale within Ontario? What are the regional characteristics associated with differing firm-size structure? This case study of Ontario supplies an answer. Builder data are drawn from the Ontario New Home Warranty Program (ONHWP), an industry regulatory body with mandatory membership for builders. The ONHWP provides a comprehensive annual census of builders, including the location of their new homes. A geographical information system was constructed by geocoding the homes of all builders to regions, calculating measures of firm-size structure for each region, and combining these with sociodemographic and housing data from the Canadian census to model regional firm-size structure.
Results of this exploration and modeling of industrial structure show a clear association with regional characteristics. Ordinary least squares (OLS) regression models provide robust explanations of the variation in firm-size structure based on regional population size, economic structure, and economic performance. Specifically, industrial deconcentration is associated with larger, more diversified, and better-performing regions. Following research on other activities, small builders likely find greater support in larger markets with established industry infrastructure, such as subcontracting networks. Economic diversity also permits firm functional flexibility, whereby builders can diversify into related and unrelated activities when demand for new housing slows. And better performing regions are likely seedbeds for start-up builders, especially in an industry with few (sunk) costs to entry (and exit). In supporting small firms, large, diversified, and economically healthy regions are less concentrated, on the whole.
The following two sections discuss general approaches to the study of firm-size structure and the application of city systems and industrial organization concepts to housebuilding. This is primarily a conceptual discussion given the dearth of housebuilding research, although some common themes are drawn out. The data and methods section discusses the builder database, geocoding, hypotheses and modeling techniques, followed by the results. The paper concludes with a discussion of further research and of the broader implications of the present findings.
APPROACHES TO FIRM-SIZE STRUCTURE
In an earlier paper on housebuilding in North America (Buzzelli, 2001) , it was shown that the industry contrasts sharply with the typically higher industrial concentration of manufacturing activities. However, while concentration has long been a main theme of industrial research, the focus on corporate giants and market dominance has until recently FIRM-SIZE STRUCTURE IN CANADIAN HOUSEBUILDING   243 overshadowed the persistence of small-and medium-sized firms and the full range of firm-size structures that may exist.
Interest in industrial concentration has followed successive waves of corporate mergers, acquisitions, and firm growth over the Past century (Berle and Means, 1932; Averitt, 1968; Scherer and Ross, 1990; Roy, 1997; c.f. Loveman and Sengenberger, 1991) . Such interest prompted the United States Census Bureau to begin publishing concentration ratios by the 1970s-measures of the output of the largest firms within industries-which showed that at least in the United States a handful of firms had come to dominate in selected industries. The North American automobile industry is an exemplar, in which three domestic multinationals had come to dominate by the 1960s. Neither foreign trade, direct investment, nor massive restructuring in the 1980s could seriously diminish high concentration in the industry (Holmes, 1997) . The trend has continued in selected industries as the reach of multinational and transactional corporations has made national measures of concentration obsolete in several of them, especially manufacturing (Dicken, 1998; Hannah, 1998) .
If concentration has been a main theme of industrial research, it should not eclipse the persistence of a full range of firm sizes, particularly the presence and in some cases the re-emergence of small-firm-dominated industries and regions (Davidsson et al., 1993; Loveman and Sengenberger, 1991) . The log-normal firm-size distribution remains the rule rather than the exception for aggregate, economy-wide, and industry firm-size distributions, even in countries where corporate gigantism and concentration are prevalent (Ray, 1996; Hayter, 1997; Axtell, 2002) . Whereas scholars debate the role of small firms (Birch, 1987; Harrison, 1997) , there is strong support for the view that industrial firm-size structure does, and should, contain small firms if industries and regions are to succeed (Piore and Sabel, 1984; Scott, 1988; Storper, 1997) . Indeed, the duality of "small versus large" has also been challenged; it is no longer sufficient to speak of these polar opposites without recognizing the full range of firm-size distributions (Hayter et al., 1999) . As firmsize structures within industries and across economies continue to evolve, how can we understand the presence of alternative size distributions?
We can identify four general approaches to the study of firm-size structure (You, 1995; Sturgeon, 2002) . The traditional microeconomic approach, the theory of the firm, explains firm growth and dominance with technological innovation. Leading firms out-compete and grow with investments into entities that bring increasing returns to scale while reducing minimum efficient scale and long-run average costs. From this perspective, industrial concentration reflects how effectively firms are able to allocate resources. The theory of the firm is arguably the most popular of all approaches, expounded in Chandler's (1990 Chandler's ( , 1997 explanation of American corporate gigantism. The institutional approach, by contrast, focuses on interfirm transactions and identifies bundles of processes that are either internalized or exchanged in the market. However, in confronting the "make or buy" decision, the firm is not only allocating resources but is also an institution subject to historical contingency and local production culture. From this perspective, firm-size distribution reflects path dependency and local embeddedness, factors that can vary between industries and places (Barnes, 1999) . A third perspective, industrial organization, emphasizes market power. Market structure is presumed to facilitate firm conduct, such as predatory pricing by leading firms to inhibit new firm entry. That conduct, in turn, influences industry structure. With an explicit focus on market share, the firms' strategy in this perspective is best channeled toward product differentiation, broadly defined to include price competition, quality, and niche submarkets. The trade-off between market structure and product differentiation therefore determines how many firms may be present and how an industry is structured. Finally, a fourth and less influential approach acknowledges that industrial structure may be influenced by chance in the competitive process (Panzar, 1989) . Random assignment of growth rates across all firms will result in higher-than-average growth for some firms for a period of time. These "leading firms" could, in turn, be propelled by some strategy or simply be sustained long enough to bring market dominance.
Taken together, innovation, historical contingency, market power, and chance aid our understanding of how industrial structure may evolve. But how is this further complicated by the regional scale of analysis? Aggregate data, at the national scale, for instance, can mask significant differences in firm-size structure and concentration of economic activities at the regional level (Arbia, 2001b) . Even global industries have variable regional inflections and impacts (Clark, 1998) due to such considerations as submarket cycles, local regulations (such as labor, environmental), and local materials supply. These sorts of considerations are best represented in city systems and business segmentation and location research (Marshall, 1989; Dicken and Lloyd, 1990 ). For our purposes, these literatures converge at regional economic structure and in particular industrial firm-size structure. Recently, Hayter et al. (1999) have argued for a more nuanced understanding of the scale of firm operations, firm size, and segmentation of firm-size distribution within industries. Large firms, they argue, mediate both small/medium and multinational firm segments, highlight the permeability of segments, and thereby the fluidity of spatial scales and constraints of operation. Similarly, Krmenec and Esparza (1999) have underscored the relationship between urban systemic and market structures, in which larger regions tend to support more diversified economies and competitive markets. Dynamic externalities and fewer barriers to entry and exit aid firm formation in larger places, and thereby the production of higher industrial deconcentration. Friedman (1995) found the same city-size relationship in research on the "incubation" of leading small firms, adding that regional industrial diversity and economic growth were also important.
REGIONAL FIRM-SIZE STRUCTURE IN HOUSEBUILDING
How can these factors help us to understand housebuilding? Research on housebuilding in North America, where the firm-size structure, production methods, and products are broadly similar, is seriously lacking. Existing research suggests that a regional perspective is necessary to fully comprehend the organization and operation of this industry. Evidence from various sources has shown that housebuilding has long been deconcentrated, with many small firms supplying a substantial share of new housing. At the Ontario provincial scale, for example, small firms (those producing up to 25 dwellings per year) constituted an annual average of 90% of all builders and just over one-third of all output. Together with medium-sized builders constructing up to 100 units a year, they produced over two-thirds of all new housing (Buzzelli, 2001) . At this scale, housebuilding conforms to the persistent log-normal distribution of firms in industries and economies. Can we say the same at the urban regional scale? Is there systematic variation in the Ontario regional firm-size distribution in housebuilding?
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The answers are unclear. The issue has rarely been addressed directly and must be approached by comparison with research on housebuilding outside of North America as well as other activities. Substantial housebuilding research has been undertaken in the United Kingdom and Japan, where the industry is dominated by high-volume builders operating at a national scale, albeit quite differently in each country. In the United Kingdom, recent government interventions have brought about centralization within the industry, facilitated in part by product standardization (Nicol and Hooper, 1999) . Builder-developers provide the lion's share of new housing. While national builders also dominate in Japan, they are not land developers and have not pursued product standardization. Instead, they have adopted elements of both mass production and customization, or "mass customization," via new production technologies and marketing techniques (Barlow and Ozaki, 2001; Patchell, 2002) . Housebuilding is therefore quite varied, with national contexts of production, regulation, and market competition.
New single-family housing in North America is provided by the on-site builder using standard production methods and materials. Balloon-framing was established long before World War II, and apart from the application of new on-site tools, this basic method has not changed (Warner, 1978; Doucet and Weaver, 1988; Canada Mortgage and Housing Corporation, 1989; McKellar, 1993; Hise, 1996) . Innovation has occurred, but has been evolutionary rather than revolutionary. An increasing proportion of the production of the single-family house has moved off-site and into the factory though basic assembly remains an on-site affair. Moreover, production work is generally subcontracted. Builders must adapt to daily, seasonal, and cyclical variations in production, in addition to a bewildering array of house styles. And they must do so while moving production from site to site, where housing is both produced and consumed. The need to add and shed productive capacity, and coordinate its spatial allocation, has led to intensive production subcontracting of rote building methods (Buzzelli and Harris, 2003b) . These are not the conditions for the creation of large, dominating firms. Firm survival does not hinge upon the use of in-house technology. Sunk costs are therefore not an issue in shaping industrial structure in housebuilding, as is commonly the case in other durable goods activities (Clark, 1994; Melachroinos et al., 2002) . Has this been borne out systematically at the regional scale?
Again, existing research provides only fragmented evidence. Research in the United Kingdom has shown that regional trends can be quite at odds with the national trends, specifically showing that concentration fell in Scotland and subregions while it rose in the United Kingdom as a whole (Gibb, 1999) . While this United Kingdom research underscores potential differences between spatial scales, comparisons with North America are again difficult. Somerville (1999) found wide and systematic variation in average builder size and market concentration measures at the United States urban regional level for 1987 and 1992. Although he interprets his results as indicating monopolistically competitive conditions, rather than a homogeneous and perfectly competitive market, his conclusions must be interpreted with caution: Two firm-size measures, average number of employees per firm, and value of output are poor measures of firm-size structure in this industry as discussed later in this article. His third measure, the concentration ratio or CR 4 (proportion of housing units produced by the largest four firms), is a more appropriate measure since it speaks to how many households are actually housed by builders. Reported CR 4 in 48 United States urban regional markets averaged 18%-in fact, a competitive market, or low level of concentration. However, use of the CR 4 can bias the picture of firm-size structure because it captures only the largest builders at the top of the distribution.
3 Using a subset of the data employed in the present study, Carroll (1988) reported measures of firm-size structure for Ontario cities from 1978 to 1984 also using the CR 4 and related measures. Over this period, the CR 4 averaged 42%, suggestive of moderate concentration in the province's cities. Carroll did make use of an alternative measure that was highly correlated. The present study makes use of a similar data set for Ontario, but the GIS address-matching approach employed here allows for an accurate assignment of builders to Ontario's regions and the calculation of firm-size structure.
What is more significant about these two North American studies is their contradictory findings with regard to sociodemographic and housing market features that may explain firm-size structure, particularly market size-a feature commonly significant in city systems research. In terms of market size as measured by population, Carroll reports a negative correlation in keeping with established models that tells us that larger centers generally have more competitive market structures. On the other hand, Somerville reports a positive regression coefficient indicating rising concentration with larger urban size. Not only does this contradict established city-systems models, but more recent research has demonstrated that concentration in building services (including all construction) is negatively associated with regional population size (Krmenec and Esparza, 1999) . Figure  1 maps the CR 4 for Ontario's regions in 1991 and 1996, further corroborating the negative association. The densely populated, highly urbanized regions in the south of the province are generally less concentrated than those to the north. Somerville's findings notwithstanding, perhaps housebuilding responds as do other activities to influences at the regional scale, wherein larger, fast-growth, and more diversified markets are more supportive of small firms and thereby industrial deconcentration. A formal modeling approach can address this question.
DATA AND METHODS
The analysis relies on a housing and sociodemographic GIS database for 48 regions of the province of Ontario for 1991 and 1996. A 49th region, Rainy River, in the northwest of the province was removed from the analysis because of small numbers and missing data. The ONHWP data are based on legislated builder registrations and building permits, resulting in panel data that trace firms and their houses from year to year, including their locations. These data represent the most complete database on private market firms in the industry to be found in the literature (for a full description, see Buzzelli, 2001 ). The data were prepared and analyzed to test hypotheses of regional firm-size structure in housebuilding, specifically by use of best-subsets ordinary least squares (OLS) regression and spatial analytic techniques.
For each of the 48 Ontario regions, builders were geocoded into a relational database via the postal codes of the houses they built. The use of a GIS-assignment procedure to place builders in regions where they build, rather than where their offices are located, is significant. Since builders must produce their products at the site of final consumption, they could be located in several regions. As such, regional firm-size structure includes builders operating in multiple regions. Past research has assigned builders to a region or municipality based on their office address/location. Here, a more accurate picture is obtained by including all builders undertaking new housing provision in the region, rather than simply including builders of the region.
In a minority of cases (386 [5.1%]) cases in 1991; 641 ([7.6%] in 1996) postal codes were missing or could not be found in the postal code conversion file. For these cases, homes were assigned postal codes belonging to the home region of the builder (which is possible because builders are identified by the municipality of their office location) and/ or other homes produced by that builder. While this could potentially raise or decrease the number of builders in a given region, uncoded builders were mainly small firms constructing one or two homes per year. A mis-assignment of some of these is unlikely to influence the industry's firm-size structure for any given region.
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Having geocoded builders and their houses, measures of firm-size structure were computed for each region. Three classes of firm-size measures are: value of output, employment, and quantity/units output. The last is used here because of the problems associated with value and employment measures in construction. Specifically, the high level of production subcontracting would seriously distort the measure of firm size as many builders simply do not employ a production staff. Because many are entrepreneurial capitalists, they are self-employed and undertake all administrative work while outsourcing most or all construction work. Value of construction is similarly problematical since it does not represent the number of households that come to be housed by a firm-the ultimate measure of firm size. A firm producing one housing unit equal to the value of the five units of its competitor can hardly be considered equal in size. Number of housing units produced is therefore the most appropriate and meaningful measure of firm size.
The total number of homes for each builder was aggregated by region and two measures of size structure were used: the concentration ratio (CR 4 ) and the Herfindahl-Hirschman Index (HHI; Table 1 and Fig. 2) . The CR 4 measures the proportion of total output produced by the largest four builders. As a guideline, an industry is considered deconcentrated if its CR 4 falls below 25%; concentrated if above 50%. The HHI measures the sum of the squared proportion of total output produced by each firm. A HHI index below 1000 is considered deconcentrated; above 1800, concentrated. The purpose of using both measures is that they trade off each others' weaknesses: the CR 4 focuses on the upper end of the firm-size distribution, a useful approach especially to gain a simple and intuitive look at concentrated industries. On the other hand, the CR 4 neglects the rest of the firm-size distribution and can therefore misrepresent moderate concentration levels. The HHI includes the entire firm-size distribution and provides a composite picture of all firms. 6 5 It should also be noted that builders operating in Ontario between 1991 and 1998 travel an average of only 32 km (20 mi) between their homes' municipalities (smaller than the regions used in this analysis) and their construction sites. 6 There exist other measures of firm-size structure (Curry and George, 1984 ). An initial strategy was to include the inverse ration IR 80 -the number of firms required to produce 80% of all output-in the modeling framework but it was excluded because it is a count statistic and is highly correlated with the CR 4 (thereby not countering the CR 4 's weaknesses, as does the HHI). The CR 4 has been used in past studies of housebuilding (Carroll, 1988; Buzzelli, 2001 ) and the HHI should be used to balance its focus on the largest firms. See Gibb (1999) for an application of the HHI to U.K. housebuilding. a Y 1 , a variable representing the proportion of output produced by the largest four housebuilding firms; Y 2 , a variable measuring the proportional contribution of all firms to output (see Fig. 2 for details); X 1 , total population of a region; X 2 , percentage change in total population of a region over the last five years; X 3 , a coefficient representing the level of economic specialization in a region; X 4 , a region's unemployment rate; X 5 , proportion of all dwellings constructed before 1971; X 6 , percentage of dwellings constructed over the last five years; X 7 , population density of a region, expressed as people per square kilometer; X 8 , total number of households in a region; X 9 , percentage change in number of households in a region over the last five years; X 10 , a region's median household income (indexed to 1991 = 100 for the pooled regression analysis); X 11 , percentage of a region's population that is foreign born. Having produced regional firm-size structure measures, the next step was to combine these with sociodemographic and housing data from the Canadian censuses of 1991 and 1996. As noted earlier, the purpose of this study is to flesh out explanations for the variation in the regional firm-size structure of housebuilding. A search strategy was employed to obtain the best set of predictors. In the first instance, this involved the identification of classes or types of influence that can be expected to shape industrial structure, as found in earlier research on housebuilding and city systems: (1) size of the market (total population; percentage population change over the preceding five years; population density; number of households: percentage change in number of households over the preceding five years; (2) socioeconomic status (median income; percentage of population composed of immigrants); (3) economic performance, as measured by the region's unemployment rate; (4) housing market (total dwellings; percent of dwellings built before 1970; percent of dwellings built in the preceding five years); and (5) economic structure, as measured by the coefficient of specialization (COS). This yields a total of 11 variables that represent social processes and housing market features which can be expected to influence the structure of housebuilding.
Having identified classes of influence, we can explore hypotheses regarding their effect on firm-size structure in housebuilding. First, we can expect to find that larger markets sustain the presence of many entrepreneurial capitalists, small builders who perhaps tap substantial market niches and sustain industry deconcentration. Note, however, that Somerville (1999) found the opposite, and we can surmise a situation in which large markets also sustain larger builders, on average, and perhaps higher concentration. The same can be said about population growth or decline, where the growth trajectory either results in market share gains (or losses) among incumbent firms or permits entry and contestability for start-ups. Second, socioeconomic status variables allow us to examine whether firm-size segments are associated with different status levels. For example, high incomes plausibly encourage small firms to cater to upscale custom contract markets whereas volume builders could cater to areas of middle income. The immigration variable allows us to test whether the building industry-which has traditionally absorbed immigrant employment-is structured differently according to immigrant population. 
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Perhaps areas with proportionately more immigrants exhibit a higher share of small entrepreneurial capitalists. Third, as with population/household change, based on past research we might expect that vibrant regional economies promote successful small start-up firms. On the other hand, incumbents in housebuilding might be more adept at growth during high times, perhaps because of their ability to subcontract productive capacity so easily. And fourth, measures of the housing market allow us to explore associations between existing housing stock and firm-size segments. We can imagine that small firms, for instance, engage related renovation and maintenance markets where the existing stock requires constant upkeep. On the other hand, perhaps systematic variation in recent construction across regions is more closely tied to large builders catering to larger developments.
The use of a COS represents a further exploratory hypothesis, and one that is important in many of the final models. The COS classifies how specialized an economy is according to the distribution of its labor force among industries. The purpose of utilizing a measure of each region's overall industrial structure is to explore firm functional flexibility. For instance, we might expect that more diverse economies allow for builders to tap into related and unrelated activities such as home renovation, a strategy that could maintain small firms especially during slowdowns in the new housing market. Specialized regional economies leave firms with fewer opportunities to "switch" between activities to survive and may therefore be associated with large builders instead. In terms of the COS, a value of zero indicates complete diversification, a regional economy that exactly resembles the "average profile" of the province. The higher the coefficient, the more specialized the region (see Marshall, 1989 for further details). For example, Toronto resembled the average coefficients shown in Table 1 . Ottawa, despite being a large urban region, produced a specialized employment profile given its function as national capital with heavy employment in the public services sector.
Selected variables were log-transformed to their closest approximation of the normal (Gaussian) distribution to avoid possible outliers, influence, and heteroscedasticity. This was required particularly because of the presence of variables that measure various components of regional population size. With all variables prepared for analysis, a best-subsets search was used to select predictors for each model. For each model, standard diagnostics were used to check for normality of residuals, heteroscedasticity, and influence. The models were also tested for spatial dependence with Moran's I statistic, based on a first order adjacency matrix of the regions. 
RESULTS
We may glean insights into the firm-size structure of Ontario's housebuilding industry by examining the CR 4 and HHI, as these vary between 1991 and 1996 as well as across regions. As shown in Figure 2 , regional concentration in Ontario housebuilding scarcely differs from the provincial picture previously discussed. Whether the CR 4 or the HHI, most regions fall within the low-to-moderate concentration categories; only a handful are highly concentrated and these are relatively small regions in terms of population and firm numbers. We also see a moderate trend toward greater concentration in 1996, confirming the creeping averages of our firm-size structure measures in Table 1 .
While Figure 2 groups regions by their firm-size structure, Figure 3 sheds light on their relative standing. In Figure 3 , regional concentration measures are sorted from lowest to highest according to their 1996 values; the York region is the least concentrated in both years and on both measures, while the more sparsely populated regions are clustered around higher values. When sorted by their 1996 values, the 1991 distributions follow the same general trend, albeit slightly more erratic, suggesting little movement in the relative standing of regions. Indeed, significant Spearman correlations of regional rankings by concentration measure confirm that regions tended to maintain their relative standing between 1991 and 1996 (CR 4 = .74, p < .01; HHI = .79, p < .01). Thus, amid a moderate rise in concentration-though still within a very competitive structure, Ontario's regions did not trade places in their relative levels of concentration in housebuilding. There appears to be a systematic variation in firm-size structure among regions that may be explained by regional characteristics.
To begin to explore this variation in firm-size structure, we turn first to the bivariate correlations among the variables used in the analysis (Table 2) . We find a number of very strong correlations between our firm-size structure measures and several regional characteristics: high negative correlations with market size and socioeconomic status; moderate correlations among regional economic characteristics; and only weak correlations with measures of past housing production. Not shown in Table 2 are the strong intercorrelations among CR 4 and HHI in 1991 and 1996, r = .92 and .86, respectively . Both, moreover, display the same pattern of correlations with all predictors, suggesting that modeling results will also be uniform despite the emphasis each measure places on different parts of the firm-size distribution.
Turning to the modeling results, Table 3 shows the OLS regressions for the CR 4 . The individual models for 1991 and 1996 return quite high adjusted R 2 values with only two predictors each. In both models, total regional population is by far the most significant predictor while COS and unemployment rate (as noted earlier, a proxy for regional economic performance) enter the models as significant in 1991 and 1996, respectively. From these models, population is the most consistent predictor of firm-size structure and, given its transformation, it produces a log-log or elasticity interpretation when holding all other terms constant. For example, in 1991, a 1% rise in regional population size is associated with a 0.25% drop in output produced by the largest four builders (for 1996, the equivalent figure is a 0.37% drop in CR 4 ). More generally, a rise of one standard deviation above mean regional population, or 348,724 people in 1991 (a 150% increase, see Table  1 ), predicts a 37% drop in regional CR 4 net of other variables.
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In the pooled analysis, we again see regional population driving a strong model fit as both COS and unemployment rate are significant. Treating 1991 as the base year, the negative coefficient on the indicator reflects the rise in concentration in 1996. Since the intercept indicator speaks to average change in concentration across all predictors, the rise is nonsignificant. As such, the indicator also confirms that both regional economic specialization and performance, in addition to population size, are significant predictors of firm-size structure.
As noted earlier, all models were tested for spatial dependence using a Moran's I correlation test of regression residuals. Given the high coefficients of determination, all correlations were non-significant, including a pseudo-I computed for averaged residuals of the pooled analysis. That is to say, the models are parsimonious predictors of firm-size structure and a visualization of the residuals of the individual models shows the absence of any clear pattern vis-à-vis regional values (Fig. 4) . Table 4 shows the HHI regression models, which largely repeat the results of the CR 4 . Regional population size is the main driver of very high adjusted R 2 values, while COS and unemployment rate are again the only remaining variables from the original set to enter as significant. The pooled HHI analysis also repeats that for CR 4 , whereby the nonsignificant negative coefficient on the 1991 indicator reflects a moderate rise in concentration in 1996. Moran's I correlation tests of all models returned non-significant and the mapped residuals exhibit no clear clustering among regions (Fig. 5) .
If the HHI models confirm what had been found for the CR 4 , there is one major difference: the magnitude of the effect among predictors, especially the main variable, total regional population. A 1% change in total population could bring about as much as a 0.51% change in HHI. In this case, a rise of one standard deviation above 1991 mean regional population predicts a 47% drop in HHI, net of other variables. Thus, whereas the models present the same predictors from the original set, the magnitude of the effect depends largely on the measure of firm-size structure. Choice of a measure of industrial structure is often guided by past research on individual industries, as was the case here, and measures are often highly correlated (see Curry and George, 1984) . The utility of using both here is to compensate for any weaknesses each might introduce and to underscore the substantive results across all models. Given the city-systems and industrial organization literatures, it may not be surprising that the final predictors in both the individual and pooled models are predominantly those capturing market size and economic performance and structure. A region's level of concentration in housebuilding, whether measured with the CR 4 or HHI, is negatively associated with population size and positively associated with economic specialization and performance. What is surprising, however, is that the variables one might expect to be significant for housing, such as past construction activity, whether recent or distant, did not enter the models. In this respect, the regional firm-size structure of housebuilding is conditioned by the same sorts of pressures faced by other activities.
DISCUSSION AND CONCLUSION
By use of alternative firm-size structure measures, the geocoding of builders and the construction of a geodatabase with sociodemographic, economic, and housing data, we can provide evidence of the systematic variation of regional industrial structure in housebuilding. Although the body of evidence is small at this point, we may explore the wider implications of these insights for understanding regional economies and suggest avenues for further research.
A geographical approach to understanding the firm-size structure of housebuilding sheds light on localized patterns that may be hidden by more aggregated statistics. The systematic variation in industrial structure leads us to consider the implications for understanding regional economies, including how these vary from trends at provincial/state or national scales. Thus we may ask whether more populated regions with deconcentrated housebuilding industries and many small firms experience a greater amplitude of employment gain and loss through the business cycle. How does this affect immigrant labor, for example? We may also ask questions about the significance of this industry in connecting primary resources with final consumer demand in the production of space. Are regions with concentrated housebuilding presumably less competitive and more wasteful of resources? On the other hand, do large regions facilitate firms to "cut corners" as they vie for consumers in a geographically more competitive market? Similarly, we know that construction is an indicator of the business cycle, and is often used to stimulate the economy. Does a systematic variation in industrial structure mean that housing is a better indicator, and primer, in some regions as opposed to others? Is it more of a lead industry where entrepreneurial capitalists are more likely to flood the market when the economy picks up (Buzzelli and Harris, 2003a) ? Between urban and rural areas? What are the differential multipliers of this across regions, in terms of related consumption of household goods? More questions could certainly be posed. But before these can be answered, we need a basic understanding of this under-researched, explicitly spatial activity. Prior city systems research has shown that region/market size influences firm-size structure, specifically that larger regions tend to produce less concentration within industries. Larger markets permit contestability, perhaps by allowing smaller builders to pursue niche housing markets which may themselves be substantial. At the same time, regional economic diversity allows small builders to tap into related and unrelated activities, perhaps to soften the impact of very cyclical housing demand. Fast growth areas also tend to be "seedbeds" for small firms led by entrepreneurial capitalist builders. The strength of relationships among both measures of firm-size structure, for both years and in the pooled analysis suggest that we ought to find systematic variation in housebuilding across other regions where building methods are similar.
Whereas further research can confirm these substantive conclusions, it is important also to note the set of predictors tested but found to be nonsignificant. Although housebuilding often plays host to immigrant labor, this variable produced only weak effects. Existing housing stock, whether young or old, was similarly equivocal. In light of the intuitive appeal of these variables, their nonsignificance underscores the strength of the results in the final models. It would seem housebuilding responds to regional characteristics exogenous to its internal features of immigrant occupational niches and past building activity. Larger, more diversified, and healthy regional economies provide the externalities, or agglomeration economies, and low barriers to entry and exit to permit small firm survival and industrial deconcentration (Krmenec and Esparza, 1999; Feldman, 2000) . At the same time, the prevalence of deconcentration across most regions suggests a common industrial organizational theme: given the heavy use of subcontracting and the lack of innovation in building methods in the industry, North American housebuilding would appear to conform to the evolutionary/institutional perspective on firm-size structure (Buzzelli and Harris, 2003b) . Industry structure reflects the conditions of production and the nature of the housing market, an accumulation matrix that sees systematic regional variations but also the persistence of small firms and deconcentration across space.
For further research to augment these results, an analysis is required that includes alternative spatial scales. Testing multiple scales will shed light on whether these results are sensitive to scale and/or aggregation effects in the configuration of Ontario's counties. 8 We may also determine whether there is a specifically urban influence inherent in the processes that underlie the models. We can also build on this work with additional information. Relevant regulations (such as building codes, health and safety, labor) and financing conditions (particularly lending rates) do not vary across the province. However, where additional information is likely to yield further insights is at the level of the modus operandi of the builder, especially interactions with other agents along the supply chain-a microeconomic approach to understanding agglomeration within the industry (Arbia, 2001b) . If sunk costs do not influence industry firm-size structure, then perhaps the diffuse social system of production does. An ideal data set would include builders' transactions with suppliers, contractors, and land developers. Variable unionization rates and access to landholdings of developers may be associated with different firm-size segments and manifested systematically across regions. Given the dearth of research and data available, questionnaire surveys and corporate interviews are likely needed to address these sorts of issues.
This leads to an area of future research that also targets the spatial expression of North American housebuilding. The spatially distributed nature of production requires builders to coordinate construction among building sites. There is a geography of movement, a spatial interaction that may also vary by region, as well as firm-size, business cycle, size of project, and a host of other factors that push and pull production across space. Spatial interaction might take the form of geographic market entry and withdrawal, perhaps in combination with, or instead of, industry entry and exit. Here, housebuilding research can extend the regional studies literature by examining both temporary (regional) and permanent industry entry and exit (Johnson and Parker, 1996 ; c.f. van Dijk and Pellenbarg, 1999) . In this respect, housebuilding could provide unique insights into geographic market strategies given its spatially distributed production process. Cross-sectional and dynamic space-time models can further our insights into the operation of this industry as well as spatial interaction and the geography of movement among economic agents (Arbia, 2001a) . Having modeled the regional firm-size structure of the industry, we have a basis to take this next step to examine what sorts of factors attract and repel production across space.
