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Un comélateur optique produit énormément d'informations en temps réel. La principale 
difficulté vient de l'analyse du résultat de la comélation, soit de sortir les données du cor- 
relateur optique. Les plans de corrélation (images), principalement composés de pics lu- 
mineux, doivent êîre analysés à la même vitesse que le traitement du corrélateur afin 
d'éviter une accumulation des données du pst-traitement Le traitement doit se faire à un 
débit de 30 images par seconde. De plus, le système doit être capable de décider de la 
présence ou de l'absence de l'objet recherché dans l'image d'entrée en temps réel. 
Ce mémoire propose un algorithme de pst-traitement des informations provenant d'un 
corrélateur optique basé sur la comparaison de mesures de pics de corrélation afin que la 
prise de décision soit la plus efficace possible. De plus, trois mises en oeuvre sont 
présentées : une en langage C, une en assembleur et une logicielle/matérielle. Une analyse 
des performances de ces mises en oeuvre nous a permis de conclure que même un proces- 
seur DSP, le TMS320C40, programmé en assembleur est incapable à lui seul d'effectuer le 
post-traitement d'un corrélateur optique. Une partition de l'algorithme nous a permis de 
concevoir une mise en oeuvre logiciellefmatérielle dont la partie logicielle est exécutée sur 
le TMS320C40 et la partie matérielle réalisée sur deux FPGA. Cette version codesign. qui 
économise temps et argent, exécute l'algorithme deux fois plus vite que le corrélateur peut 
produire des données. 
ABSTRACT 
Optical correlators produce a large amount of informations in real time. The main problem 
is caused by the pst-processing of the correlation's result. The correlation planes (images). 
mainly composed of light spots must be processed at the sarne spced the optical correlator 
produces new fmes  to avoid the accumulation of pst-processing data The pst-piocess- 
ing must be designed to support a h e  rate of 30 per seconds. Furthemore, this system 
must take the decisions in real time regarding the presence or absence of objects of interest 
in the image. 
This thesis proposes an algorithm for the post-processing of an optical correlator based on 
the cornparison of correlation peak's measure to fixed parameters in order to reach the best 
effective decision. Three implementations are exposed : one in C language, one in assembly 
and one hardwardsoftware. A pe~ormance analysis of those t h e  realizations allowed us 
to conclude that even using assembly language, a DSP processor, the TMS32K40 alone 
cannot accomplish in real time the pst-processing of an optical correlator output. The par- 
tition of this algorithm enabies us to realize an hardwadsoftware implementation where 
the software part runs on a TMS320C40 and the hardware part was synthesized on two FP- 
GAs. This codesign version did not requüe very long development efforts and it executes 
Our algorithm two tïmes faster than the optical correlator can produce new data. 
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INTRODUCTION 
De tous les systèmes de vision existants, c'est celui des êtres vivants qui est sans aucun 
doute le plus développé. Le but fondamental de la vision est de produire, à partir d'images, 
une description de la forme et de la position des objets d'une scène. Pour cela, notre 
système se base sur plusieurs indices visuels comme les arrêtes, les textures, les ombrages. 
la stéréoscopie, le mouvement ,... C'est la performance de la paire cerveau-oeil humain que 
les chercheurs ont tant essayé d'approcher avec des sytèmes synthétiques afin de reproduire 
la vision. De toutes les méthodes que l'on peut retrouver dans la littérature, la plus utilisée 
est celle de la reconnaissance de formes à partir d'arêtes (Hildreth, 1985; Canny, 1986; Law 
et al., 1996). Une arrête est un changement brusque d'intensité dans une image, qui peut 
être causée par la limite entre deux objets différents d'une scène. Cette technique demande 
énormément de temps de calcul. Dans certains cas. la détection d'arêtes doit être précédée 
de plusieurs convolutions (filtrage du bruit, amélioration de contraste,...). La vision 
artificielle exige ensuite d'assembler les arêtes pour finalement tenter une reconnaissance 
de la structure. Il est évident que ce type d'algorithme peut essoufler la plupart des 
processeurs que l'on peut retrouver sur le marché. 
La corrélation est une technique qui permet de mesurer le taux de similitude existant entre 
deux signaux. C'est grâce aux récents développements de plusieurs nouvelles technologies 
que les corrélateurs optiques peuvent ainsi détecter la présence d'un objet à rechercher dans 
une image d'entrée et résoudre ce problème de façon presque instantannée. La 
reconnaissance d'objets par les corrélateurs optiques repose sur un jeu de transformée de 
Fourier optique en deux dimensions combinée à l'introduction d'un filtre dans le domaine 
des fréquences spatiales qui représente L'objet 2 reconnaître- À la sortie d'un tel traitement, 
le plan de corrélation comporte un pic intense et  étroit à l'emplacement de l'objet lorsqu'il 
est présent en entrée. 
Un corrélateur optique produit énormément d'informations en temps réel. La principale 
difficulté vient de l'analyse du résultat de la corrélation afin de produire le résultat désiré. 
Les plans de corrélation (image), principalement composés de pics lumineux, doivent être 
analysés à la même vitesse que le traitement du corrélateur, afin d'éviter une accumulation 
des résultats intermédiaires au post-traitement. Dans le cas qui nous préaxù-+, le 
traitement doit se faire à un débit de 30 images par seconde. De plus, le système doit être 
capable de décider de la présence ou de l'absence de l'objet recherché dans l'image 
d'entrée. La proposition d'un algorithme basé sur la comparaison de mesures à des 
paramètres devra être réalisée afin que la prÏse de décision soit la plus efficace possible. 
Le développement récent des circuits intégrés reprogrammables (FPGA) a ouvert de 
notlveaux horizons pour l'intégration d'applications. L'augmentation de leur complexité et 
de leur vitesse, couplée à une réduction des coûts, rend possibie leur utilisation dans des 
systèmes mixtes où les circuits reprogrammables sont des coprocesseurs dédiés à un 
microprocesseur. Ces plates-formes reconfigurables permettent une partition logiciellel 
matérielle d'une application. Ceci permet une utillisation du parallélisme qui ksulte en une 
accélération de L'application. Des chercheurs (Aibaharna et al., 1994) ont investigué les 
gains en accélération d'applications exécutées sur des plates-formes reconfigurables- Avec 
les plus récents FPGA et microprocesseurs, la plupart des facteurs d'accélération sont entre 
10 et 1 0 .  De plus, les auteurs ont mis en évidence l'avantage d'utiliser du matériel dédié 
réalisé à l'aide d'un FPGA plutôt que d'ajouter un microprocesseur additionnel : l'ajout 
d'un microprocesseur additionnel ne pourra qu'omr une accélératÏon maximale de 2. Par 
la création dc fonctions spécifiques, la partie matérielle dédiée peut o f i r  un éventail de 
facteurs d'accélération en fonction du pourcentage de l'application ainsi accélérée et de 
l'accélération réalisée sur cette panie. 
Un circuit intégré dédié supportant la partie matérielle d'une application partitionnée offre 
une plus grande accélération qu'un circuit reprogrammable. Par contre, lorsque le volume 
n'y est pas, chaque circuit intégré peut coûter très cher. Les frais non-récurents associés à 
la conception et à la production d'un circuit intégré doivent être réparti sur le nombre 
d'exemplaires utilisés. De plus, un circuit intégré offre une solution figée. Quant à lui, un 
circuit reprogrammable offre une très grande flexibilité par la reconfiguration possible de 
ses blocs logiques. Ceci est un avantage majeur lorsqu'un algorithme est sujet à évoluer 
dans le temps et que l'utilisateur peut conserver la même plate-forme et le même 
environnement, réduisant le temps d'apprentissage. Ainsi, un changement dans 
l'algorithme n'entraînera pas la création d'un nouveau circuit imprimé pour un nouveau 
circuit intégré. De plus, l'écart entre la performance des circuits reprogrammables 
d'aujourd'hui et les circuits intégrés est de plus en plus petit dans certaines classes 
d'applications. La famille XC4000XL-08 du manufacniner Xilinx offre des FEGA 
possédant une complexité allant jusqu'à 180 000 portes logiques et ils peuvent supporter 
une horloge système de 100 MHz, 
Lorsque l'on considère d'intégrer une solution matérielle pour répondre aux besoins d'une 
application, une des premières questions à se poser est : est-ce qu'un microprocesseur 
général ou un processeur de traitement des signaux @SP) peut répondre à la demande? 
Cette avenue est la moins coûteuse en ce qui a trait aux coûts de développement et elle est 
la plus flexible de toutes. L'exploration de cette avenue conduit à son tour à d'autres 
options. En premier lieu, l'application peut être codée dans un langage de haut niveau 
comme par exemple le langage C, qui sera compilé dans le langage machine du processeur 
choisi. Une autre option, pIus Iongue à réaiiser, consiste à coder directement dans le 
langage assembleur du processeur. Ce temps additionnel de conception résulte parfois en 
un gain de performance considérable par rapport au compilateur de langage haut niveau. 
Lorsqu'une solution entièrement logicielle ne peut offrir les performances souhaitées, il est 
de mise d'envisager une solution mixte logiciellelmaténelle (codesign) avant de se lancer 
dans la conception d'un circuit intégré dédié. 
- coûts (temps et argent) 
- performances 









Le premier chapitre de ce mémoire consiste en une revue de littérature. Cette revue de 
littérature à pour but de donner au lecteur toutes les connaissances générales nécessaires à 
la compréhension du mémoire. Il débute par la théorie mathématique sur la transformée de 
Fourier et sur la corrélation, Ensuite, il décrit le fonctionnement du comélateur optique de 
Vander Lugt et de certaines composantes de ce dernier. De plus, nous traiterons de quelques 
systèmes hybrides (optique et digital) que l'on peut retrouver dans la littérature. Le chapitre 
se termine par une comparaison entre les filtres optiques adaptés et de phase et par une 
discussion de certaines mesures de performance des corrélateurs optiques. 
Le deuxième chapitre montre les résultats obtenus par l'application de différentes mesures 
d'évaluation de pic de corrélation sur une banque d'image. Ces mesures d'évaluation 
servent à discerner les vrais pics de corrélation des faux. Ceite banque représente un 






0) à Québec, avec qui nous collaborons dans la réalisation de ces travaux- Finalement, 
ce chapitre présente l'algorithme de pst-traitement retenu à la lumière de ces résultats. 
Le troisième chapitre présente trois différentes mises en oeuvre de l'algorithme de post- 
traitement. Une plate-forme composée d'un processeur DSP et de FPGA sert de support à 
ces implantations. Deux versions logicielles de l'algorithme, une en langage C et une en 
assembleur, fixent réalisées et implantées sur le DSP. Une dernière mise en oeuvre 
logicielle/matérielIe qui utilise le DSP et les FPGA en parallèle y est présentée en détail. 
CHAPITRE 1 
REVUE DE LITTÉRATURE 
Ce chapitre regroupe les éléments essentiels pour la compréhension générale des 
corrélateurs optiques. Les premières sections donnent au lecteur des notions théoriques sur 
la transformée de Fourier 2D, la comélation de signaux et les lentilles sphériques 
convergentes. Les dernières sections. plus appliquées, décrivent les corrélateurs optiques. 
comparent certains filtres utilisés, expliquent le fonctionnement des modulateurs spatiaux 
de lumière et décrient certaines mesures de performance des corrélateurs optiques. 
1.1 La transformée de Fourier en 2 dimensions 
La transformée de Fourier (TE) est un outil essentiel dans le domaine du traitement des 
signaux. Elle permet d'analyser le contenu fréquentiel de fonctions évoluant dans le temps. 
La T.F. pour des fonctions à une dimension est obtenue avec cene relation (1.1). où F(o) 
est la transformée de Fourier de f(t)- 
La transformée de Fourier peut s'appliquer aussi sur des foiictions à deux dimensions. par 
exemple des images. Dans ce cas. la TF. ne donnera pas des fréquences temporelles mais 
des fréquences spatiales. La transformée de Fourier S(u,v) d'un objet s(x,y) est donnée par 
cette équation. 
00 00 
S( ) = -  
Y ' II.( 18 )d dy (1.2) 
a- 
Une propriété intéressante de la TF. est son invariance en amplitude pour des translations 
de I'objet à l'entrée. Les translations de l'objet à l'entrée se répercutent en changements de 
phase sur la TE. de l'objet Cette variation de phase s'exprime ainsi : 
La propriété de mise à l'échelle peut être utile afin de comprendre les conséquences d'un 
changement de l'échelle de l'image d'entrée sur la T E  de celle-ci. Un agrandissement de 
l'image d'entrée donnera un patron de T.F. plus petit. À l'inverse, une version plus petite 
de l'image donnera un plus grand patron de la TI.. Cette propriété se formule ainsi : 
Une dernière propriété de la TI. qu'il serai-t bon de mentionner est celle dite de rotation. 
Elle stipule que si I'image d'entrée subit une rotation de 0, alors la TF. de cette image sera 
tournée de 0. 
Les propriétés de la T E  2-D n'ont pas toutes été énumérées (Braham et Horner, 1994), 
mais ces dernières peuvent donner au lecteur une idée très générale de la relation qui existe 
entre une fonction 2-D et sa TF.. 
1.2 La corrélation 
La corrélation est une technique fortement utilisée en reconnaissance de forme, car elle 
permet de mesurer le degré de similitude existant entre deux signaux. Par exemple, pour les 
signaux s(x.y) qui représentent l'image d'entrée si h(x,y) est une image de référence qui ne 
contient que l'objet à retrouver dans s(x,y), la corrélation se définit ainsi : 
Le point possédant la valeur maximale (pic de corrélation) dans le résultat de la corrélation 
c(x,y) correspond normalement à la coordonnée de l'objet qui était à retrouver dans 1' image 
d'entrée s(x,y). Supposons que S(u,v), H(u,v) et C(u,v) sont respectivement les T E  de 
s(x,y),h(x,y) et c(x,y), le théorème de la corrélation (1.6) démontre la relation qui existe 
entre S(u,v), H(u,v) et C(u,v) (Braharn et Homer, 1994). 
C(u, v )  = P ( u ,  v)S(u, v) ( 1-61 
Pour obtenir c(x,y), il suffit d'effectuer la transformée de Fourier inverse (TI.") de C(u,v). 
1.3 Les lentilles sphériques convergentes 
Les lentilles sphériques convergentes produisent à leur foyer amière la T E  d'une image 
située au foyer avant de la lentille (Mauldin, 1988). L'image d'entrée est présentée sous la 
fome d'un transparent illuminé par un faisceau uniforme de lumière cohérente- Cet 
arrangement peut être visualisé à la figure 1.1. Ce calcul optique parallèle (TE) est réalisé 
à la vitesse de la lumière, soit à une vitesse de 3 - 10% mls. Pour une image de 256 par 256 
pixels, ce traitement dans un système optique d'environ 30 cm de longueur représenterait 
un débit d'environ 4 - 1 0 ' ~  opérationds pour un ordinateur. Cet estimé (Flannery et Homer, 
1989) est basé sur ie nombre de multiplications et &additions nécessaires pour cette 
transformée en utilisant l'algorithme de la tranformée de Fourier rapide (FFI'). 




Figure 1.1 La T.F. d'une image par une lentille sphérique convergente 
1.4 Description du corrélateur optique 
Le traitement des signaux optique dans le plan de Fowïer est certainement une des plus 
anciennes technique de traitement de signaux optiques, Ses racines remontent aux travaux 
(1893) d'un industriel allemand du nom de Ernst Abbe qui perfectionna les lentilles 
optiques et le microscope. Le traitement des signaux optiques dans le plan de Fourier est 
une modification intentionnelle du spectre spatial d'une image dans le but de modifier cette 
dernière (restauration d'images) ou d'y remniver un objet que l'on recherche (Flannery et 
Homer, 1989). Un corrélateur optique effectue de la reconnaissance de formes. La 
reconnaissance de formes n'est pas un problème entièrement résolu, tant par un traitement 
optique que par un traitement digital. Mais avec la venue de nouveaux algorithmes et avec 
la constante amélioration de certains constituants, tout porte à croire qu'un système hybride 
optiqueldigital serait une solution qui profiterai-t du meilleur des deux mondes, 
d'obtenir un progrès significatif dans la résolution de ce problème, 
Un système de reconnaissance d'objets incluant un corrélateur optique et une partie de 
traitement digital a été réalisé pour tirer profit du traitement parallèle et instantanné des 
corrélateurs optiques et des techniques digitales pour et l'enregistrement des 
images et des filtres (Scholl, 1995). Ce système effectue la reconnaissance en 3 grandes 
étapes : la détection, la classification et l'identification de l'objet La détection informe de 
la présence d'un objet dans la sche. la classification associe l'objet à une classe d'objets 
similaires et 1' identification précise exactement le type de 1' objet. Premièrement, la 
caractérisation et la suppresion de l'arrière plan dans l'image d'entrée est réaIisée par des 
filtres de convolution. Cette étape améliore les pefiormances du corrélateur optique. 
Ensuite, l'orientation et la mise à I'échelle de I'objet sont estimées. Cette étape est 
importante car le corrélateur optique ne tolère que des différences d'environ 5% sur 
['orientation et la grosseur de L'objet. Un pst-traitement sur le plan de corrélation est 
appliqué afin de rehausser les pics de correlation par un filtre de convolution. De plus, cette 
étape supprime le bruit en arrière plan. Une architecture très semblable B cette dernière fut 
proposée pour un système robotique d'exploration extra-terrestre (Scholl et Eberlein, 
1993). Ce système analyse de l'imagerie visible et rnultibande. afin d'extraire la 
composition minérale et l'information sur la texture pour la caractérisation de sites 
géologiques. 
En 1964, A. Vander Lugt a proposé un corrélateur utilisant un masque dans le plan de 
Fourier (Vander Lugt, 1964). Ce masque (filtre) représente la fonction complexe, 
amplitude et phase, d'un objet à retrouver. La percée réalisée par Vander Lugt fut de 
proposer une méthode pour la réaiisation d'une fonction complexe sur un support physique. 
II utilisa l'holographie pour enregistrer ce filtre. Le corrélateur optique tel que développé 
par Vander Lugt est celui que l'on peut voir à la figure 1.2. L a  puissance du corrélateur 
optique repose sur la propriété des lentilles sphériques convergentes à effectuer la T.F. 
d'une image en parallèle et ce à la vitesse de la lumière. C'est cette imrnence puissance de 
calcut qui a stimulé bon nombre de chercheurs dans ce domaine. 
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Figure 1-2 Le corrélateur optique Vander Lugt 
Premièrement, la lumière cohérente issue du laser passe par un collimateur afin d'obtenir 
une onde plane. Le faisceau est par la suite modulé spatialement par I'image d'entrée. La 
première lentille réaiise la T E  de l'image d'entrée à son foyer. Ce plan où le filtrage est 
effectué est nommé dans la littérature plan de Fourier. En se référant à (1.6). le filtre 
H*(u,v) est inséré dans le plan de Fourier et est multiplié avec la T E  de l'image d'entrée 
S(u.v). Le filtre H*(u,v) est simplement réalisé avec le complexe conjugué de la TE. de 
l'objet à reconnaître. Si I'on omettait de prendre le complexe conjugué de H(u,v) pour la 
réalisation du filtre, le système effectuerait une convolution (Shulman, 1970). Le résultat 
de la multiplication est transmis à la seconde lentille qui effectue la TF? et donne à son 
foyer le résultat de la corrélation. Les lentilles utilisées causent une inversion des axes de 
référence dans le plan de sortie (Casasent et Abramson, 1978). La figure 1.3 montre le plan 
de sortie du corrélateur où le pic de corrélation représente les coordonnées de l'objet 
reconnu par le système. 
Figure 1.3 Un pic de corrélation 
1.5 Filtres spatiaux 
La sélection d'un filtre spatial est principalement influencée par I'application que I'on fera 
du corrélateur. Deux types de filtres seront traités: Le filtre adapté (matched filter) et le filtre 
de phase (phase only filter). 
Le filtre adapté est simplement réalisé en effectuant la T E  de l'objet à identifer. Tout le 
contenu de la T.F. de I'objet est conservé. soit l'amplitude et la phase: 
Une seule opération reste à effectuer afin de réaliser une corrélation et c'est de prendre le 
complexe conjugué de la TE. de I'objet à reconnaître: 
-ih( 1 
Ha*( ) = A h (  le (1-8) 
Le filtre de phase, comme son nom l'indique, ne conserve que la phase de la T E  de I'objet 
à identifier, l'amplitude dans le pian de Fourier reste intouchée. Afin de kaliser une 
corrélation le filtre possède la phase conjuguée de la T E  de L'objet à reconnaitre: 
-iW 1 H*J )= e (1-9) 
Ces deux types de filtres ont été comparés dans la littérature (Flannery et Homer, 1989) où 
certaines caractéristiques sont mises en évidence. L'immunité au bruit est généralement 
plus élevée avec le filtre adapté qu'avec le filtre de phase: dans une scène d'entrée 
hautement bruitée, le filtre adapté est meilleur que le filtre de phase afin d'identifier un 
objet. 
Le rapport signal à bruit dans le plan de corrélation est plus petit pour le filtre de phase que 
pour le filtre adapté lorsqu'ils sont soumis à la même entrée. Cette preuve mathématique 
(Yu et Gregory, 1996) a été réalisée en additionnant à l'image d'entrée du bruit gaussien de 
moyenne nulle. 
Par contre, tes pics de corrélation obtenus à la sortie d'un même système sont plus étroits 
et plus intenses avec le filtre de phase qu'avec le filtre adapté (Flannery et Homer, 1989; 
Cohn et Homer, 1994). Une simulation par ordinateur (Flannery et Homer, 1989) a 
démontré que le filtre de phase donnait un pic de corrélation environ 300 fois plus élevé 
qu'avec le filtre adapté pour des images d'entrée avec un fond constant. A première vue, 
cette performance peut s'expliquer simplement. Le filtre de phase possède une haute 
transmission énergétique comparativement au filtre adapté, car le filtre de phase laisse 
passer les fréquences spatiales sans aucune atténuation. Ainsi, le filtre de phase démontre 
une plus grande efficacité énergétique pour l'image d'entrée acheminant un maximum 
d'énergie au pic de corrélation: simple conservation d'énergie. 
De plus, le filtre de phase offre une plus grande discrimination contre les autres formes. Ce 
qui peut être très pratique lorsque l'objet à reconnaître possède des similitudes par rapport 
à un autre objet tout en comportant des différences- Cet avantage fait ressortir un 
compromis entre la selectivité et la tolérance du corrélateur optique auquel I'utilisateur est 
confronté. Plus un filtre est sélectif, plus il est sensible aux légères différences de l'objet, 
donc pius il est sensible au bruit. 
Un autre avantage des filtres de phase est la réduction de l'espace mémoire nécessaire pour 
la conservation des filtres. Pour un même canal de communication, il est clair qu'un filtre 
de phase peut être chargé plus rapidement dans un corrélateur optique, ce qui est un 
avantage indéniable pour des applications en temps réel. 
Des travaux antérieurs (Homer et Gianino, 1984) en traitement d'images ont démontré que 
1' information véhiculée par la phase. dans le plan de Fourier, est beaucoup plus importante 
que l'information contenue dans l'amplitude, dans la reconstruction d'images. 
1.6 Les modulateurs spatiaux de lumière (MSL) 
C'est sur un MSL que le filtre spatial d'un corrélateur optique est enregistré. Un MSL a la 
faculté de tranformer l'amplitude, la polarisation ou la phase de rayons lumineux cohérents. 
Plusieurs catégories de MSL existent. Ils sont basés sur différents matériaux et utilise divers 
phénomènes physiques comme: 1'éiectrooptique, I'acousto-optique, la magnéto-optique, ... 
À titre d'exemple, un MSL de la catégorie électro-optique composé de cristaux liquides 
(CL.) est m - t é  dans cette section. 
Un MSL à CL. est composé de plusieurs cellules ou pixels. Chaque cellule est constituée 
de CL. allignés qui sont emprisonnés entre deux plaques de verre. Un champ électrique 
appliqué à travers une cellule modifie l'orientation des molécules de CL. et de ce fait 
change les propriétés du matériau. Comparés aux autres matériau, ce sont les C.L. qui 
produisent le plus grand changement électro-optique pour un même voltage (Braham et 
Homer, 1994). L'asymétrie de la périodicité cristalline des CL. cause une anisotropie de 
l'indice de réfraction de la lumi-ère. la modification de l'alignement des CL. permet 
d'obtenir une cellule à biréfringence variable en fonction du voltage appliqué. La 
biréfringence est le nom que l'on donne à la propriété des matériaux de posséder des indices 
de réfraction différents selon l'axe (Hecht, 1988): un indice de réfraction ordinaire (no) et 
un indice de réfraction extraordinaire (ne). Ainsi, il existe un axe de polarisation de la 
lumière incidente sur les CL. pour lequel la variation de phase est maximale et la variation 
de polarisation est minimale pour une plage de tension donnée. Inversement, il existe un 
axe pour lequel la variation de polarisation est maximale et la variation de phase est 
minimale pour une plage de  tension différente. 
La modulation d'amplitude atténue ou laisse passer des rayons Iumineux sans changer leur 
phase. Il est clair que le MSL ne peut pas amplifier la lumière. Un montage illustrant la 
modulation d'amplitude est présentée à la figure 1.4. La lumière cohérente en provenance 
du laser n'est pas polarisée. Dans cet exemple, le premier polariseur ne laisse passer que la 
lumière polarisée verticalement Les CL., selon la tension appliquée. changent la 
polarisation de la lumière incidente en de la lumière polarisée elliptiquement. Le dernier 
polariseur ne laisse passer que les composantes de la lumière qui ont été engendrées par les 
CL., soit de la lumière polarisée horizontalement. Ainsi, le MSL peut moduler en 
amplitude sans moduler la phase car n r 1 selon l'axe choisi. 
Tension de 
contrôle 
Figure 1.4 Modulation d'amplitude par un M . S L  
La modulation de phase est possible grâce à des changements de l'indice de réfraction (n) 
des CL.. Une modification de n provoque un changement de vitesse de propagation des 
ondes dans les C L  selon (1.10), où v est la vitesse de l'onde dans le mi-lieu, c est la vitesse 
de la lumière et n est I'indice de réfraction du milieu (Hecht, 1988). Le montage nécessaire 
pour la modulation de phase est identique à celui de la figure 1.4, mais une autre 
configuration des polariseurs sera utilisée: les polariseurs sont parallèles et permettent la 
propagation d'un axe de polarisation pour lequel on obtient une van-ation maximale de n et 
une variation négligeable de la poiarisation. 
Avec la technologie actuelle, les MSL représentent le goulot d'étranglement pour les 
performances d'un codlateur optique. La principale mesure de performance des MSL est 
le contraste R, (1.1 1) exprimée comme le rapport de la transmission maximale de la 
lumière T,, à la transmission minimale T, u r n e r  et al., 1993). 
T 
R, = - ' min 
Un R, d'environ 80 est typique des MSL réalisés avec des CL. (Bergeron et al., 1995). Des 
simulations ont démontré (Gianino et al., 1995) qu'un abaissement de R, pour le MSL 
donnait des pics de corrélation moins intenses, une augmentation du bruit en arrière-plan 
(Nekrasov et al., 1992) et une baisse dans les mesures de performance. De ce fait, un 
corrélateur de qualité possède un MSL dont le R, est le plus élevé possible. 
Une autre unité de comparakon entre différents MSL est le produit du taux de 
rafraîchissement des images par la résolution du MSL. Un débit de 10" pixeldsec semble 
être présentement la norme (Braham et Homer, 1994), mais ce chiffre évolue constament- 
1.7 Mesures de performances des corrélateurs optiques 
Considérons le signal r(x) composé du signai s(x) que nous désirons détecter et du bruit 
n(x)  de moyenne nuiie et distribué selon une gaussienne. 
r( )=s( )+n( 1 (1.12) 
Le corrélateur aura en entrée le signal r(x). Le but premier de la détection est de décider si 
le signal s(x) est présent dans le signal r(x), de sone qu'il est possible de fixer un seuil pour 
le pic de corrélation selon lequel le signal recherché est inclus dans le signal d'entrée. Pour 
cela, il faut faire un bon choix de filtre à inclure dans le corrélateur- Seuls les critères de 
performance les plus utilisés permettant la comparakon de filtres seront énumérés. 
La nature aléatoire du bruit peut provoquer une non-ditection du signal à détecter lorsqu'il 
est présent, causée par un abaissement aléatoire du pic. L'inverse est aussi possible, soit une 
forte augmentation aléatoire d'un pixel causant un faux pic et par conséquent une fausse 
détection. Un bon critère pour caractériser cette possibilité d'erreur avec les différents 
filtres disponibles est le rapport du signal à bruit (SNR) (1.13). Un filtre qui minimisera les 
erreurs causées par le bruit aura un SNR élevé. 
Dans cette équation y(0) est la valeur du pic de corrélation, E( ...} signifie la moyenne de 
l'ensemble et var{ ..} représente la variance du même ensemble. Ce critère demande 
plusieurs événements statistiquement indépendants pour être appliqué : typiquement de 
100 à 500 corrélations (Horner, 1992). 
L'efficacité d7Homer (qH) est une mesure directe de la fraction de l'énergie lumineuse 
mise à l'entrée du corrélateur qui participe réellement au traitement (Homer, 1992; 
Caulfield, 1982). 
L'équation (1.14) décrit L'efficacité d'Homercomme étant le rapport de I'énergie du pic de 
corrélation à l'énergie dans l'image d'entrée. Le numérateur est obtenu en effectuant le 
carré de la valeur du pic de corrélation (y(0)) et le dénominateur représente la somme du 
carré de chaque pixel dans I'image d'entrée (s(x)). Si I'on se rapporte à la figure 1.2, 
l'image d'entrée serait le plan à la droite du collimateur, soit "Image". De plus, ce 
paramètre donne un indice sur l'étroitesse du pic de corrélation : un pic étroit est toujours 
préférable car sa localisation sera plus précise. Des simulations par ordinateur comparant 
un filtre de phase à un filtre adapté, ont donné un q~ 83 fois plus grand pour le filtre de 
phase (Homer et Gianino, 1984). 
L'étroitesse d'un pic peut aussi être quantifiée selon un autre critère : le PCE (Peak to 
Correlation Energy) (Vijaya Kumar et Hassebrook, 1990; Horner, 1992)- Le PCE est décrit 
comme étant le rapport de I'énergie du pic de corrélation à l'énergie du plan de corrélation. 
Le PCE avoisine O pour des pics très larges. Pour des pics étroits le PCE peut valoir jusqu'à 
1 au maximum. De plus, le PCE est un résultat facile à obtenir, car il nécessite seulement 
le plan de corrélation pour être calculé. Si I'on se rapporte encore à la figure 1.2, seul le 
plan "Corrélation" serait nécessaire. Cette mesure peut être appliquée à deux différents 
corrélateurs soumis à la même entrée afin de comparer leurs performances quant à Ia 
production d'un pic étroit. Plus de détails seront donnés sur le PCE dans le chapitre traitant 
de I'algonthme de pst-traitement du comélateur optique. 
Un autre critère pour mesurer l'étroitesse d'un pic est le ratio de la valeur du pic de 
corrélation à la valeur du second pic. Ce second pic ou pic secondaire est défini comme 
étant la plus grande valeur à I'extérieur d'une région autour du pic principal. Cette région 
s'étend jusqu'à ce que la valeur tombe. pour la première fois, en dessous de la moitié de la 
valeur du pic de corrélation. Deux problèmes se posent avec cette mesure (Vijaya Kumar 
et Hassebrook, 1990). Le premier est l'identification de la région autour du pic principal, 
afin de trouver le pic secondaire, ce qui est difficilement traduisible en une expression 
analytique. Le deuxième est que le pic secondaire peut être l'unique résultat du bruit qui ne 
possède aucun lien avec l'étroitesse du pic de corrélation. Des chercheurs ont trouvé une 
méthode pour synthétiser un filtre de phase qui ne produit pas de pic secondaire et qui 
donne un pic de corrélation plus étroit (Roberge et Sheng, 1996). 
CHAPITRE 2 
L'ALGORITHME DE POST-TRAITEMENT DU 
CORRÉLATEUR OPTIQUE 
Ce chapitre traite de L'investigation effectuée afin de proposer un algorithme basé sur la 
comparaison de mesures d'évaluation de pics de corrélation. Le but premier de cet 
algorithme est de départager les pics de corrélation des corrélations croisées. Tout au long 
de ce chapitxe, nous appelons un pic de codlation, un intense et étroit pic lumineux dans 
le plan de corrélation qui est la conséquence de la détection de I'objet recherché dans la 
scène. De la même façon, une corrélation croisée est un amas évasé de pixels de faible ou 
de moyenne intensité dans le plan de corrélation qui est la conséquence de la présence d'un 
objet ressemblant à I'objet recherché. L'algorithme de pst-traitement du corrélateur 
optique pourra signaler la présence ou l'absence de l'objet à détecter grâce à cette 
discrimination faite sur chaque pic de plan de corrélation. L'algorithme s'applique 
seulement sur le pic le plus intense dans l'éventualité où plusieurs pics seraient présents 
dans le plan de corrélation. Nous donnerons les résultats de cinq différentes mesures qui 
ont été appliquées sur la banque originale, sur la banque filtrée avec un filtre de moyenne 
3 par 3, avec un filtre médian 3 par 3 et avec un filtre de moyenne 5 par 5. Ces mesures sont 
la valeur du pic de corrélation, le PCE, le P m ,  la pente et le moment du pic de comélation. 
Tous ces résultats ont été obtenus avec Matlab suite à une traduction par un script de chaque 
image en matrice. 
2.1 La banque des plans de corrélation 
Une banque de 16 images de plan de corrélation nous a été fournie par l'Institut National 
d'optique pour 1 'application de mesures d'évaluation. Cette banque, très représentative de 
la réalité, comporte des pics de corrélation et des corrélations croisées de diverses qualités: 
une corrélation croisée intense, un faible pic de corrélation.-. Les premières images 
représentent des plans de corrélation lorsque le corrélateur optique n'est soumis qu'à un 
seul objet en entrée: une image comportant un pic de corrélation de reconnaissance de 
qualité (imagela) et six images de corrélation croisée (image2a-7a). Les dernières images 
(irnage8a-16a) illustrent un plan de corrélation avec plusieurs pics de reconnaissance. 
Toutes ces images sont en noir et bianc et ont une résolution de 640 pixels par 480 lignes. 
Les pixels sont quantifiés sur 8 bits. En tout, l'ensemble des plans de corrélation est 
constitué de 10 images comportant des pics de corrélation et 6 images ne possédant que des 
corrélations croisées. La figure 2.1 montre un aperçu ai-dimensionnel et la figure 2.2 une 
coupe en deux dimensions de la région d'un pic de corrélation de qualité. La figure 2.3 et 
la figure 2.4 iilustre la même chose mais pour une corrélation croisée. 
position y 320 position x 
Figure 2.1 Graphique ni-dimensionnel de la région d'un pic de corrélation (imagela) 
Pic avec pos Y cst (imagel a-ras) Pic avec pos X est (imagel a.ras) 
Figure 2.2 Coupe en 2 dimensions de la région d'un pic de comélation (imagela) 
position y position x 
Figure 2.3 Graphique tn-dimensionnel de la région d'une corrélation croisée (irnage7a) 
Pic avec pos Y cst (image7a.ras) Pic avec pos X cst (image7a.ras) 
I I ï 
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Figure 2.4 Coupe en 2 dimensions de la région d'une corrélation croisée (imageTa) 
2.2 Le bruit dans les plans de corrélation 
Le bruit présent dans les plans de corrélation peut être la conséquence de plusieurs causes: 
de faibles irrégularités des lentilles sphériques convergentes, le contraste du modulateur 
spatial de lumière qui n'approche pas L'infini, les capteurs de la caméra CCD de sortie, 
['écran à cristaux liquides qui affiche la scène observée, ... Ce bruit de faible intensité à une 
moyenne d'environ 5 sur une échelle de 256. Comme le montre les dernières figures, ce 
bruit est peu apparant dans la région d'un pic de corrélation. La forte intensité du pic de 
corrélation masque le bruit À l'inverse, les pics du bruit peuvent représenter de 30% à 50% 
de la valeur du pixel le plus intense d'une corrélation croisée. L'objectif de I'algori thme est 
d'identifier un changement significatif d'intensité dans le plan de corrélation correspondant 
à une reconnaissance. Atténuer ce bruit pourrait correspondre à affaiblir les correlations 
croisées et de ce fait réduire les chances d'une fausse détection du système. L'énergie d'un 
pic de corrélation est située principalement dans une plage fréquentielle plus basse que 
l'énergie du bruit. L'application d'un filtre spatial passe-bas sur les plans de corrélation 
aurait pour effet de réduire le bruit composé de hautes fréquences et d'avoir peu d'impact 
sur un pic de reconnaissance. Le choix d'un tel filtre doit avoir un support spatial 
suffisamment grand pour éliminer le bruit, mais il doit être assez petit pour ne pas détériorer 
le pic de corrélation et pour ne pas changer sa localisation. 
Filtrer une image revient à effectuer une convolution en deux dimensions de cette dernière 
avec une fenêtre décrivant le filtre. Un exemple de convolution en deux dimensions entre 
une fenêtre de 3 par 3 pixels et une image est donné à la figure 2.5. La fenêtre de 
convolution courante de l'image originale est en gris et le pixel produit par cette même 
fenêtre est en noir dans l'image filtrée. Les pixels hachurés de l'image originale n'auront 
plus à servir pour cette convolution et les pixels en gris représentent les pixels filtrés. Ainsi. 
chaque pixel filtré est une fonction du même pixel dans l'image originale et ses 8 pixels 
avoisinants. Les pixels situés sur la Limite de L'image filtrée sont discartés. Ainsi, l'image 
filtrée est plus petite d'une lisière d'un pixel sur sa périphérie par rapport à l'image 





Figure 2.5 Convolution en deux dimensions 
Deux types de filtre passe-bas ont été appliqués sur la banque de plan de corrélation : le 
filtre de moyenne et le filtre médian. Dans le cas du filtre de moyenne 3 par 3, le calcul qui 
est appliqué pour chaque fenêtre est le suivant soit une moyenne du pixel courant avec ses 
8 plus proches voisins. 
m = l  n = l  f 
image filtrée(i& = 9 
Comme le résultat peut être fractionnaire, un arrondissement est effectué afin d'obtenir une 
valeur entière, Le filtre de moyenne 5 par 5 a aussi été apptîqué. 
Une autre manière de filtrer consiste à prendre la médiane d'une fenêtre de convolution. 
Plus spécifiquement, le filtre médian 3 par 3 classe en ordre croissant les pixels faisant 
partie de la fenêtre de convolution et choisit pour pixel résultant le pixel des 9, soit le 
pixel médian. Ces deux filtres passe-bas ont le rôle d'atténuer les courtes variations 
d' intensité dans l'image- 
Le corrélateur optique de l'Institut National d'Optique possède un filtre de phase. Te1 que 
discuté au chapitre précédent, ce filtre produit un niveau de sortie plus grand mais il produit 
aussi un niveau de bruit plus grand dans le plan de corrélation que lorsque le corrélateur 
utilise un filtre adapté. Ainsi, l'application de ces filtres passe-bas sur les plans de 
corrélation contribue à nous débarasser de ce désavantage des filtres de phase, tout en 
conservant la plus grande discrimination offerte par ce type de filtre. 
2.3 La discrimination 
Parce que chaque mesure d'évaluation de pic de corréiation donne des plages de valeurs 
différentes, une métrique est nécessaire afin de pouvoir comparer les performances des 
différentes mesures d'évaluation appliquées sur les pics. Nous définissons la discrimination 
comme étant le rapport entre une mesure appliquée sur un pic de reconnaissance à la même 
mesure appliquée à une corrélation croisée. Ainsi, la meilleure discn-mination d'une mesure 
pour une banque d' images est le q p X t  entre la plus grande valeur obtenue pour un pic de 
corrélation et la plus faible valeur produite pour une corrélation croisée- À I'inverse, la pire 
discrimination d'une mesure appliquée à un ensemble de plans de corrélation est le rapport 
entre la plus faible valeur trouvée pour un pic de corrélation et la plus grande valeur obtenue 
pour une corre5on croisée. La discrimination moyenne d'une mesure est le rapport entre 
la moyenne des valeurs obtenues pour les pics de corrélation et la moyenne des valeurs 
produites pour les cor~élations croisées. De cette façon, la pire discrimi-nation représente 
l'extrémité inférieure de la performance d'une mesure et la meilleure dism-mination sa 
borne supérieure. La discrimination moyenne nous renseigne sur la performance typique 
d'une mesure. Ces concepts de meilleure discrimination, pire discrimination et 
discrimination moyenne sont appliqués de façon identique pour toutes les mesures. 
2.4 La valeur du pic de corréIation 
La valeur du pic de corrélation est la mesure la plus importante et la plus facile à obtenir. 
Elle donne une mesure directe de l'intensité d'un possible pic de corrélation. L'algorithme 
permettant d'obtenir cette valeur compare les pixels un à un et conserve, pour chaque 
image, le plus intense avec ses coordonnées en x et y. Ce pixel représente le centre d'un pic 
de corrélation qui est toujours constitué de plusieurs pixels. Ses coordonnées et sa valeur 
servent de référence pour &autres mesures. Le tableau 2.1 montre les résultats de la valeur 
du pic de corrélation trouvés pour les quatre banques d'images. Les trois banques d'images 
filtrées ont été obtenues à parti-r de la banque originale. Les noms d'images en gras 
représentent celles comportant un pic de corrélation de reconnaissance. 
Tableau 2.1 Valeurs et positions du pic pour les images de chaque banque 
position position 
I X I Y l  
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Le tableau 2-2 montre Ies différentes discriminations obtenues avec les quatre banques- Les 
performances sont très semblables pour chaque banque, le filtrage a eu peu d'influence. 
Tableau 2.2 Comparaison des diseriminitions pour la valeur du pic de corrélation 
Banque meilleure / pire ( ciiscxïrnination discrimination discrimination moyenne 
I Originale I 11,364 1 3.353 1 7,215 1 
Il serait risqué de se baser uniquement sur cette mesure de pst-traitement de corrélateur 
optique afin de tirer des conclusions quant à la présence ou à l'absence de l'objet recherché 
dans une scène. Cette mesure est fortement dépendante du niveau de biais dans I'image 
donc de l'énergie à I'entrée du système- Par exemple, selon cette mesure des résultats 
semblables pourraient être obtenus pour un pic de corrélation lorsque le système a peu 
d'énergie en entrée et pour une corrélation croisée lorsque le corrélateur est soumis à plus 
d'énergie. 
Filtre de moyenne 3x3 
Filtre médian 3x3 
Filtre de moyenne 5x5 
2.5 Le PCE 
Le PCE (Peak to Comlation Energy) est le rapport du pixel le plus intense du pic sur la 
somme de tous les pixels du plan de corrélation. L'algorithme pour le PCE est identique à 











en plus. Les résultats obtenus avec les quatre banques peuvent être visualisés au tableau 2.3. 








filtre de filtre 
filtre de 
moyenne moyenne 
3x3 médian 3x3 5x5 
Le tableau 2.4 compare les ciifErentes discriminations obtenues avec le PCE. Ces résultats 
sont presque identiques aux discriminations obtenues avec la mesure du pic de corrélation. 
Ceci s'explique par la grande constance retrouvée avec la somme des pixels des plans de 
corrélation pour toutes les images. La somme des pixels pour une image est en moyenne 
égale à 1 250 000, peu importe la présence d'un pic de corrélation. 
Tableau 2.4 Comparaison des discriminations pour le PCE 
Banque meilleure ( pire ( discrimination discrimination discrimination moyenne 
1 Filtre de moyenne 3x3 1 12,983 1 3209 1 8,074 1 
Originale 
1 Filtre médian 3x3 1 13,129 1 3,006 1 8,009 1 
2.6 Le PRR 
Le PRR (Peak to Radius Ratio) est le rapport de la valeur du pic de corrélation sur la 
12,266 
moyenne des longueurs des rayons du pic. Un rayon est constitué des pixels situés entre 
celui qui est le plus intense et le premier rencontré dont La valeur est inférieure à un certain 
pourcentage du plus intense. En théorie, cette mesure devrait être faite en coordonnée 
polaire, mais les images étant constituées de pixels, il est beaucoup plus pratique de 
travaiiler en coordonnées cartésiennes. De plus, un compromis est proposé ici tenant 
compte de coordonnées cartésiennes et d'un système temps réel qui n'aurait pas &conserver 
toute l'image. L'algorithme pour le PRR trouve le pic de corrélation, il calcule la valeur 
limite selon un pourcentage du pixel le plus intense et finaiement il trouve les rayons en x 
et en y avec seulement le quart inférieur droit du pic de corrélation, voir figure 2.6. Le 
dénominateur servant au calcul du PRR est la moyenne des rayons en x et en y. Cette 
3,007 7,405 
approximation de la caractérisation du pic de corrélation avec seulement le quart inférieur 
droit est rendue possible grâce à sa grande symétrie (figure 2.1 et fi,we 2.2). 
Figure 2.6 Les rayons d'un pic 
Des mesures du PRR furent prises à 50, 30 et 20% du pixel le plus intense. Le tableau 2.5 
montre les valeurs du PRR à 20%- La valeur moyenne des rayons est environ égale à 8 pour 
les pics de comélation et 275 pour les corrélations croisées. À maintes reprises, le rayon 
d' une corrélation croisée atteint les limites de 1' image. 









Le tableau 2.6 compare les discriminations du PRR trouvées sur les quatre banques. C'est 
le PRR à 20% qui donne les meilleures performances avec les banques filtrées par les filtres 




considérablement la discrimination : tous les rayons des corrélations croisées calculés pour 
le PRR à 20% atteignent les limites de l'image. Lorsqu'appiiqué, le filtre de moyenne 3x3 
offre une pire discrimination 10.1 fois plus élevée qu'avec la banque originale et une 
discrim~nation moyenne 3.8 fois supérieure. Le filtre médian 3x3 a eu pour impact 
d'améliorer de 10.1 fois la pire discrimination et 4.0 fois la discrimination moyenne. Ces 
deux filtres offrent des performances presque semblables. 
Ces grandes améliorations des pires discriminations sur les images non filtrées s'expliquent 
facilement. Pour les pires discriminations. l'amélioration est causée par le débordement de 
tous les rayons des corrélations croisées sans exceptions. Cette tendance générale au 
débordement des rayons d'une corrélation croisée est causée par l'affaiblissement du pixel 
le plus intense et par le rehaussement des pixels de faible intensité causés par l'application 
de ces fiitres. Avec un pixel le plus intense plus petit après filtrage, il en résulte une valeur 
limite plus petite ce qui cause une condition d'arrêt plus sévère. Cette condition d'arrêt est 
plus difficile à rencontrer à cause de l'augmentation de la valeur des pixels les plus faibles. 
Ainsi, avec des rayons plus grands, le PRR s'en retrouve plus petit. Le filtre de moyenne 
5x5 donne de moins bons résultats que le 3x3. Ceci s'explique par le fait que le 5x5 atténue 
plus fortement le pixel le plus intense d'un pic de corrélation, ce qui lui donne un PRR plus 
petit. Si on analyse les données du tableau 2.5, on peut voir qu'il n'y a presque aucun 
changement. entre les filtres de moyenne 3x3 et 5x5, pour le PRR à 20% des corrélations 
croisées. Mais pour celui des pics de corrélation, il subit une baisse avec le 5x5. 
Tableau 2.6 Cornparnison des discriminations pour le PRR 
I originale 
- -  - 
Banque 
1 Filtre médian 3x3 
P R .  à50% 
~ -- -- 
meilleure 
discrimination 
Filtre de moyenne 3x3 
/ Filtre de moyenne 5x5 
21,805 3,912 1 1,OOI 








1 Filtre de moyenne 3x3 ( 439,649 ( 21,818 1 
1 Filtre médian 3x3 1 447,950 1 24,150 1 
1 Filtre de moyenne 5x5 1 565,778 1 29,524 1 
I PRR à 20% 
I Originale 
1 Filtre de moyenne 3x3 
Filtre médian 3x3 
- 1 Filtre de moyenne 5x5 
2.7 La pente du pic de corrélation 
La pente du pic de corrélation est le rapport entre la différence de deux pixels et la distance 
qui les sépare. Le même compromis appliqué au PRR est fait ici. La pente du pic est la 
moyenne de la pente mesurée en x et en y pour le quart inférieur droit du pic. La pente n'est 
pas évaluée à partir d'un pourcentage de la valeur du pic, elle est mesurée avec des fenêtres 
fixes en référence au pic de corrélation. Des fenêtres de 3 et 4 pixels ont été choisies lors 
des mesures. Une fenêtre de 2 pixels est jugée trop petite car sa sensibilité au bruit est plus 
grande. Une fenêtre de 5 pixels et plus est jugée trop grande, car elle excèderait la région 
du pic de corrélation. Les indices de pixels utilisés dans ces tableaux sont définis en 
référence au pic de corrt5lation: le pixel O est le pic de corrélation lui même. Les fenêtres 
commencent à partir du pixel 2 car la valeur de la pente autour du pic est faible. Le tableau 
2.7 donne les discriminations obtenues avec cette mesure pour les meilleures fenêtres. Les 
fenêtres 4 à 7,5 à 8'4 à 8 et 5 à 9 ont aussi été mesurées, mais elles ont données de moins 
bons résultats : l'absence de ces résultats allège la lecture de cette section- Les nombreux 
tableaux donnant les valeurs de pente ont été omis pour la même raison. Pour la pente du 
pic de corrélation, le filtrage des plans de corrélation a eu peu d'influence et même dans 
certain cas il a abaissé les performances de la mesure, Aucune fenêtre ne s'est démarquée 
des autres. 
Tableau 2.7 Comparaison des discriminations pour la pente du pic 
Banque meilleure 1 pire 1 discrimination discrimination discrimination moyenne 
I I I 
pixel 2 à 5 
1 Filtre médian 3x3 1 40,667 1 4,231 1 13,730 
Originale 
Filtre de moyenne 3x3 
pixel 3 à 6 
124,754 
26,736 
Filtre de moyenne 5x5 
Originale 
21,000 4,875 1 15,107 
-- . 1 Filtre de moyenne 3x3 
4,538 
3,7 14 
1 Filtre médian 3x3 
15,152 
11,800 
1 Filtre de moyenne 5x5 1 30,333 1 3,778 1 13,060 
1 pixel 2 à 6 
1 Originale 1 46,667 1 4,0043 1 13,908 
1 Filtre de moyenne 3x3 1 32,750 1 3,688 
1 Filtre médian 3x3 1 27,600 1 4,286 
Filtre de moyenne 5x5 1 28,500 1 
- 
pixel 3 à 7 
Originale 
:tre de moyenne 3x3 1 
4,222 13,705 
3,167 12,55 1 
- -  
Filtre médian 3x3 




2.8 Le moment du pic de corrélation 
Le moment du pic de corrélation est le rapport de la somme des pixels appartenant aux 
rayons multiplié par leur distance au pixel le plus intense sur la somme de ces pixels. Le 
pixel le plus intense est considéré comme le centre du pic de corrélation pour le calcul du 
moment, 
moment = 
En théorie, le calcul du moment se fait facilement en coordonnées polaires, mais en 
pratique, mesurer le mome<it sur une matrice représentant une image se fait naturellement 
en coordonnées cartésiennes. Le même compromis appliqué au calcul du PRR et à la pente 
du  pic est réalisé pour le calcul du moment. Le calcul du moment du pic est seulement 
effectué avec les pixels situés sur le rayon en x et le rayon en y, voir figure 2.6. 
Les limites mises à l'essai pour le calcul du moment sont de 50,30 et 20% de la valeur du 
pixel le plus intense. Le moment d'une corrélation croisée étant plus élevé que le moment 
d'une corrélation, l'inverse des moments est utilisé pour les calculs de discri-mination. Les 
résultats de discrimination obtenus pour la mesure du moment sont disponibles au tableau 
2.8. La limite à 50% offre une performance médiocre, avec dans le pire cas une 
discrimination à 0,780. Une discrimination inférieure à 1 signifie que la mesure appliquée 
a une corrélation croisée a donnée une plus grande valeur que pour un pic de corrélation. 
Ce qui signifie que la mesure ainsi appliquée ne peut départager un vrai pic de corrélation 
d'un faux. La limite à 20% est celle qui a donné les meilleurs résultats pour le calcul du 
moment. Le filtrage des images a eu un impact positif sur les résultats- Les filtres de 
moyenne et médian donnent les mêmes performances. 
Tableau 2.8 Cornparoison des discriminations pour le moment 
Banque 
1 Filue de moyenne 3x3 1 2,359 1 06 1 1,503 1 
Originale 
moment à 50% 
meilleure 
discrimination 
2,332 0,780 . 
Filtre médian 3x3 









1 Filme de moyenne 3x3 ( 
4,199 
- - 
Filtre médian 3x3 
0,688 












Filtre de moyenne 3x3 
Filtre médian 3x3 









2.9 Analyse des performances des mesures d'évaluation 
Des discriminations Fresques identiques ont été obtenues avec la valeur du pic de 
corrélation et le PCE. Cette ressemblance est causée par la constance retrouvée avec la 
somme des pixels de chaque image. Le filtrage des images a très peu changé la valeur de 
ces deux mesures. Même avec le filtrage des plans de corrélation, ces deux mesures 
demeurent peu discriminantes. Par contre, la mesure du PCE est indépendante de la 
quantité d'énergie dans le plan de corrélation donc de I'illumination à l'entrée du 
comélateur optique. Supposons I'image Il et l'image I2 où i2 a été obtenue en multipliant 
tous les pixels de II par 2. Dans cette équation, pix-mm représente le pixel le plus intense 
et somme_pix Ia somme de tous les pixels de cette image. 
pix-max - 2 - pix-max 
PCEI, = PCEI, = - - sornme_pïx 2 - somme-pix 
De plus, le PCE mesure la proportion de l'énergie d'entrée qui se retrouve dans le pic de 
corrélation. Ceci peut donner un indice de la distorsion d'un objet lors de sa reconnaissance. 
Une opération de contrôle de la qualité lorsque de petits défauts doivent être détectés peut 
tirer avantage de cette mesure. Ainsi, le PCE peut être conservé afin de nous informer sur 
le niveau de distorsion d'un objet lorsque d'autres mesures s'occupent de la détection de ce 
dernier. 
Les dernières sections nous indiquent clairement que la mesure du PRR à 20% est celle qui 
offre la plus grande discrimination sur tous les points, dans le pire cas. la mesure donnait 
une valeur 130 fois plus grande pour un pic de corrélation que pour une coméIation croisée 
avec l'application des filtres 3x3. Les filtres 3x3 de moyenne et médian donnent les mêmes 
résultats. La discrimination moyenne du PRR à 20% est 9% plus petite avec l'application 
du filtre de moyenne 5x5 qu'avec le 3x3. 
La mesure de la pente du pic a été dans certain cas peu améliorée et dans d'autres empirée 
avec l'application des différents filtres. La mesure de la pente du pic demeure peu 
discriminante même avec l'application des filtres. 
Le filtrage des images a eu un effet positif sur la discrimination du moment à 20%. Le 
filtrage avec les filtres 3x3 affecte très peu les résultats sur les pics de corrélation mais a eu 
plus d'impact sur les corrélations croisées. Le bruit dans les images a plus d'influence sur 
les mesures appliquées aux corrélations croisées, ce qui est causé par les plus faibles 
niveaux d'intensité rencontrés. Le filtrage a eu pour impact de réduire ce bruit et par 
consequent d'allonger les rayons résultant des corrélations croisées. Le filtrage a aussi eu 
pour effet d'homogénéiser les valeurs obtenues dans chaque groupe : pic de corrélation et 
corrélation croisée. Le filtrage a eu des conséquences très positives sur cette mesure en 
augmentant de 7'8 fois la pire discrimination et de 1,4 fois la discrimination moyenne avec 
le filtre de moyenne 3x3. Le filtre médian a amélioré de 8,2 fois la pire discrimination et de 
1'5 fois la discrimination moyenne. Les deux filtres 3x3 offrent des performances très 
semblabks. Le filtre de moyenne 5x5 donne de moins bonnes performances que le 3x3. 
2.10 L'algorithme de post-traitement 
À la lumière de ces résultats, il est maintenant possible de choisir judicieusement les 
mesures qui répondent à l'objectif visé, soit de discriminer les vrais pics de corrélation des 
faux. Les gains en performance de certaines mesures rencontrés dans les dernières sections 
justifient l'utilisation d'un filtre sur les plans de corrélation. Les meilleures mesures sont le 
PRR et le moment à 20% avec l'application d'un filtre 3x3. Même si le PCE offre une faible 
discrimination, il est conservé afin de donner un indice sur la distorsion d'un objet. Comme 
le filtre de moyenne 3x3 offre les mêmes performances que le médian, le filtre de moyenne 
est choisi à cause de sa plus faible complexité d'implantation. Le filtre médian serait 
compos6 de plusieurs paires de comparateurs-multiplexeurs, le tout agencé en un arbre de 
tri afin d'obtenir un classement croissant ou décroissant des pixels de la fenêtre de 
convolution. Le filtre de moyenne n'est constitué que d'additionneurs formant un arbre de 
sommation, 
La figure 2.7 montre l'algorithme choisi pour le post-traitement du corrélateur optique. Une 
caméra achemine les plans de corrélation digitalisés au système qui les filtre avec le filtre 
de moyenne 3x3. Ensuite, la prise de mesures s'effectue sur chaque image. Dans une 
première approche, ce ne sont que les valeurs entières des mesures qui sont retenues. Ceci 
diminu la complexité du traitement en temps réel en ne calculant pas les résultats en virgule 
flottante pendant l'analyse de l'image. Ces valeurs entières sont celles permettant le calcul 
des mesures du PRR, du moment et du PCE. Un compromis nous permet de diminuer la 
complexité du traitement Il s'agit de calculer le PRR et le moment à 2 5 2  du pixel le plus 
intense. Ceci est obtenu en effectuant un décalage de 2 bits vers la droite ce qui revient à 
faire une division entière par 4. De plus, la position du pixel le plus intense de l'image est 
conservée. Lorsque toute I'image est reçue, le calcul des mesures est finalisé avec une 
précision virgule flottante. 
plan de corrélation 
3 q - L P ,  
I 
Application sur l'image du filtre de moyenne avec une 
fenêtre de 3 par 3 pixels. 
Application des mesures en temps réel sur l'image filtrée:> 
- La valeur du pic de corrélation 
l (piLmax) 
- Les positions en x et en y du pic de corrélation 
(~0s-x'pos-y) 
- La somme des pixels de l'image 
(somme-pix) 
- Les rayons à 2 5 8  du pic en x et en y 
(ray_x my-y) 
- La somme de chaque pixel appartenant aux rayons multiplié 
par sa distance au pic 
(somme-mult) 
- La somme des pixels appartenant aux rayons 
Calcul des mesures en virgule flottante: 
PCE = pix-max/somme-pix 
PRR = pix-max/((ray_x + ray_y)/2) 
moment = somme_muit/somme_pix-ray 
Figure 2.7 L'algorithme de pst-traitement du corrélateur optique 
CHAPITRE 3 
LES MISES EN OEUVRE 
Ce chapitre présente en détail les différentes mises en oeuvre de I'algorithme de pst-  
nai-tement du corrélatetu optique défini dans Ie dernier chapitre. Trois implantations 
effectuant exactement ie même traitement ont été réalisées. La première a été écrite en 
langage C, la deuxième dans le langage assembleur du TMS320C40 et la troisième est une 
version logicielle/matérieile réaiisée avec un mélange de langages C et VHDL. Ces trois 
mkes en oeuvre constituent une étude qui nous permettra de faire des relations entre les 
performances, les coûts et le temps de réalisation des différentes implantations. 
3.1 La plate-forme reconfigurable 
La plate-forme reconfigurable est un support qui permet la réalisation d'applications 
partitionnées en une partie logicielle et en une partie matérielle dédiée. Cette plate-forme 
est reliQ à un PC, système hôte, par une carte mère de la compagnie Speccnim, la carte 
QPC40. Cette carte mère possède 4 sites TIM (Texas Instrument Module), sur lesquels 
deux modules TI' viennent s'attacher : une carte DSP pour l'exécution de la partie 
logicielle et une carte coprocesseur DSP reconfigurable pour l'implantation de la partie 
matérielle dédiée. Ces 2 modules T M  sont reliés entre eux par 3 ports asynchrones. 
3 A 1  La carte DSP 
La carte DSP (MDC40S) de la compagnie Spectrum est composée d'un processeur DSP 
virgule flottante, le TMS320C40, et de 3 banques de mémoire vive de 128K mots de 32 bits 
sans aucun état d'attente. Le TMS320C40 est un processeur parallèle qui à la base a une 
fréquence d'opération de 25 MHz et qui est capable d'effectuer une multiplication virgule 
flottante ou entière en un cycle. Il possède 6 ports de communication bidirectionnels 
pouvant faire des échanges de données à un rythme de 20Moctetdsec et 6 coprocesseurs 
DMA pour effectuer des transferts de données sans la supervision du CPU. 
3.1.2 La carte coprocesseur DSP reconfiprable 
La carte X-CIM de la compagnie MiroTech permet l'implantation de la partie matérielle 
dédiée d'un algon thme partitionné. L'utilisateur dispose de deux processeurs virtuels, 
VPEl et VPE2, pour réaliser la fonction qu'il désire. Ces deux VPE sont des FPGA 
XC4013E-3 du manufacturier Xilinx, ce qui permet la réalisation de circuits ayant une 
complexité maximale de 26 000 portes. Chaque VPE est connecté à une paire de FIFO 
d'entrée et de sortie afin de réaliser des communications asynchrones entrc le DSP et les 
processeurs virtuels. Ces FIFOs sont situés dans le module de communication (CPM), voir 
figure 3.1. Les deux VPE peuvent accéder entièrement aux 4 banques de mémoire vive de 
la carte, soit 128K mots de 64 bits. De plus, ces banques sont divisées en deux espaces 
d'adressage indépendants, banque O et 1 et banque 2 et 3. Le module du filtre de moyenne 
de 1' algorithme de pst-traitement du corrélateur optique a utilisé avec avantage cette 
architecture mémoire. Le module de configuration (CSU) est principalement responsable 
de fournir deux horloges configurables aux processeurs virtuels. 
Figure 3.1 L'architecture du coprocesseur DSP reconfigurable 
(reproduit avec la permission de MiroTech) 
3.2 La mise en oeuvre C 
Cette mise en oeuvre traduit directement en langage C l'algorithme de pst-traitement du 
corrélateur optique et fut implantée sur la carte DSP. 
3.2.1 L'algorithme de pst-traitement du corrélateur optique 
Cette section présente plus en détail l'algorithme de pst-traitement du corrélateur optique 
tel qu'il a été programmé dans les deux mises en oeuvre logicielles. La variable PD(-MAX 
représente le pixel de plus grande valeur, VAL-LIM vaut 25% de la valeur de PM-MAX 
et représente la condition d'arrét de traitement en x et en y. POS-X et POS-Y sont 
respectivement la position en x et la position en y du pixel le plus intense. SOMME-PIX 
représente la somme totale de tous les pixels de L'image, W - X  et TRAIT-Y sont des 
drapeaux pour signaler s'il y a un traitement actif en x ou en y pour les mesures s'appliquant 
aux rayons du pic de corrélation comme le PRR et le moment, RAY-X et RAY-Y 
représentent les rayons en n et en y à 25% de la valeur du pic de corrélation (VAL-LM). 
SOMME-MULT est la somme des pixels appartenant aux rayons multipliés par leur 
distance au pic détecté et SOMME-PIX-RAY est la somme de ces pixels- Les calculs sont 
effectués pour les pixels appartenant aux rayons à la droite et au dessous du pic détecté. Le 
rapport de ces deux dernières mesures donne la valeur du moment du pic de corrélation- 
IMAGE est un tableau contenant le plan de coirélation dans lequel les pixels sont groupés 
selon les lignes en paquets de 4 sur des mots de 32 bits, TAMPON est un tableau contenant 
les pixels séparés des 3 lignes actives servar.t à la formation des pixels filtrés d'une ligne, 
PIX-COURANT conserve la valeur du pixel filtré courant, PIXEL et LIGNE indiquent 
respectivement la position en x et en y du pixel filtré courant. Sachant que le C40 ne peut 
effectuer directement une division en virgule flottante la stratégie proposée par Texas 
Instrument fut appliquée. Elle consiste à calculer l'inverse du diviseur en virgule flottante 
et de multiplier cet inverse au numérateur de la division. La sous-routine d'inversion 
proposée par T.I. prend 7 cycles et la multiplication un seul cycle, Cette routine d'inversion 
fait appel à une instruction, RCPF, qui calcule directement une approximation sur 16 bits 
de la mantisse du nombre en virgule flottante à inverser. Des divisions avec une précison 
en virgule flottante sont nécessairps pour le calcul du PRR, du moment et du PCE. 
- PIX-MAX=POS-X=POS-Y=SOMME-PIX=TRAfl-X=TlPAff-Y=O 
- sépare paquets de 4 pir de I~~~ ligne de IMAGE er met d m  I''~ ligne de TAMPON[][] 
- sépare paquets de 4 p h  de 2ème ligne de IMAGE er met dans 2è'ne @ne de TAMPON[][] 
- Pour LIGNE=3 à 480 
1-  sépare paquets de 4 pùr de LiGNE de IMAGE et mer dans (LIGNE 5% 3) de TAMPON[][] 
1- Pour PIXEL=2 à 639 
1 -  1-  P Ix~couRANT=o 
1- 1-Pourm=Ià3 
1- 1- 1- Pourri=-l à I 
1- 1 - 1- 1- PIX-COL/RANT=PiXIXCOURANT + TAMPON[~z][PIXEL+n 
1 -  1- 1-FUIPour 
1- 1-Finpour 
1- 1- PIX_COURANT= PIX_COURAIVT/8 
[- 1- SOMME-PIX = SOMME-PIX + PIX_COURANT 
1-  1-  Si PK-COURANT > PiXIXMAXalors 
1- 1 -  1-  PIX-MAX = PIX-COURANT 
1- 1 -  1-POS-X=PIXEL 
1- 1-  1- POS-Y = LIGNE-I 
1- 1- 1-RAY-X=RA.Y-Y=-I 
1- 1- 1-VAL-LIM=PIX-MAXI4 
1- 1-  1 - SOMME-PIX-RA Y = SOMME-MULT = O 
1- 1- 1- TRAIT_X = T R A K Y  = I 
1 -  [ -F inS i  
1- 1- SI' TM-= I et que POS-Y=f.fGNE- I alors 
1-  1- 1-  Si PIX_COURANT > VAL-UM alors 
1- 1- 1- 1-RAY-X=RAY-X+I 
1- 1- 1- 1-SiRAY-X!=OaZ.rs 
1- 1- 1- 1- [- SOMME-PIX-RAY = SOMME-Pa-RAY + PIX-COURANT 
1 -  1 -  1-  1 -  1- SOMME-MULT = SOMME-MULT + (RAY-X * PIX-COURANI) 
1- 1- 1-  1 -  Fin Si 
1- 1- 1-  Autre 
1- 1 -  1- 1- TRAIT-X = O 
1- 1 -  1- Fin S i  
1- 1-FinSi 
1- 1- Si TRAIT-Y=I et que POS-X=PIXEL alors 
1- 1 -  1-  Si PIX-COURANT > VAL-UM alors 
1- 1- 1- 1-RAY-Y= RAY-Y + I  
1 -  1-  1- I -S~RAY-Y!=O~OTS 
1 -  1- 1 -  1- 1-  SOMME-PIX-RAY = SOMME-PIX-RAY + PR-COURANT 
1- 1- 1- 1- 1- SOMME-MULT = SOMME-MULT + (RA Y-Y * PIX-COURANT) 
1 -  1-  1- 1- F i n  Si 
1- 1- 1- Autre 
1 -  1-  1- 1- TRAIT-Y = O  
1- 1 -  [ - F i n S i  
1- 1-FinSi 
1- Fin Pour 
- Fin Pour 
- RA YOM-IW = I /((RA Y-X + RA Y-Y) * 0.5) 
- PRR = PM-MAX * RAYON-IW 
- MOMENT = SOMME-MULT * (1 /SOMME-PIX-RAY) 
- PCE = Pa-MAX * ( I  /SOMME-PIX) 
L'image filtrée est de taille réduite par rapport à l'image originale (voir section 2.2). La 
valeur du pixel filtré (Pm-COURANT) est limitée à la valeur maximale d'un pixel, soit 
255. Cette limitation est nécessaire car il serait possible d'obtenir une valeur plus gran& 
que 255 à cause de la division par huit. 
3.3 La mise en oeuvre assembleur 
L'assembleur est le langage machine d'un processeur. Par ses mnémoniques, il fait appel 
directement aux différentes instructions implantées sur un processeur : le chargement d'un 
registre, une addition, une écriture mémoire, un branchement, ... Ainsi, I 'assembleur étant 
un language de plus bas niveau que le C, il est possible de réaliser une mise en oeuvre plus 
performante d'un algorithme au prix d'un temps de réaiisation plus long. L'algorithme de 
post-traitement du corrélateur optique décrit à la section précédente a été réalisé avec 
l'assembleur du TMS320C40 et cette réalisation a été exécutée sur la carte DSP. 
3.4 La mise en oeuvre logicieiie/matérielle 
Le but de cette mise en oeuvre est de caractériser les avantages d'une implantation mixte 
logicielle/maténelle. Cette réalisation mixte effectue exactement le même traitement que 
les deux mises en oeuvre logicielles. Ceci a été rendu possible par le fait que nous avons 
défini l'algorithme en prévision d'une implantation mixte en évitant d'y introduire des 
traitements iméalisables de façon causale ou trop coûteux. 
3.4.1 Partition de I'algorithme de post-traitement 
La séparation des opérations logiques entre les parties logicielle et matérielle fut accomplie 
avec l'objectif de minimi-ser les communications entre elles, tout en équilibrant leun temps 
d'exécution respectifs. La partie matérielle dédiée tire sa performance de l'exécution en 
parallèle d'opérations faites sur des unités de traitement réalisées sur mesure. Ainsi, les 
modules de I'algorithme permettant une telle expIoitation du parallelisme se retrouvent. 
lorsque les ressources le permettent, sur la carte coprocesseur DSP reconfigurable. De plus, 
le système de pst-traitement logiciellmatériel peut tirer ûvantage de la flexibilité et du 
faible coût d'une implantation logicielle pour les opérations moins couramment utilisées. 
Par ailleurs, toutes les opérations avec une précision en virgule flottante comme la 
multiplication sont avantageusement déléguées au DSP car il possède des unités de 
traitement dédiées à cette tâche, 
de sortie "1 1 
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Figure 3.2 Partition de l'algorithme de pst-uai-tement sur la plate-forme reconfigurable. 
La partition de l'algorithme de pst-trai tement du corrélateur optique est illustrée à la figure 
3.2. L'image du plan de corrélation est acheminée de la mémoire du C40 au FIFO d'entrée 
du VPE2 contenant le module du filtre de moyenne par un canai DMA. L'envoi de l'image 
est non-entrelacé par paquets de 4 pixels : les pixels ont une résolution de 8 bits et les 
communications entre les parties logicielle et matérielle se font sur 32 bits. Le VPEZ filtre 
l'image reçue et envoie le premier pixel filtré au VPEl quelques cycles après qu'il ait 
obtenu du C40 le premier paquet de pixels de la troisième ligne de l'image. Cette dernière 
condition permet la formation de la première fenêtre de 3 par 3 pixels de l'image. Ensuite, 
le VPEl applique ses mesures au fur et à mesure que les pixels filtrés lui sont acheminés. 
L'échange des pixels fihés du VPE2 au VPEl se fait sur 8 bits avec en plus, un bit servant 
de drapeau afin d'indiquer la validité de la donnée. Cette méthode de communication inter- 
VPE fut choisi de réduire la complexité de la logique étant donnée la nature asynchrone 
des communications avec le C40- 
Le VPEl envoie au C40 les mesures appliquées sur l'image filtrée tout de suite après avoir 
reçu le dernier pixel filtré de l'image courante. Finalement, le C40 calcule le PCE, le PRR 
et le moment du plan de corrélation filtré avec une précision virgule flottante à partir des 
mesures obtenues du WEI. 
Afin de vérifier la faisabilité de cette partition, une étude a dû être faite quant au coût des 
communications lors de l'envoi de L'image au VPE2. Les différentes images de la banque 
des plans de corrélation ont une résolution de 640 par480 pixels. Le système doit traiter 30 
images par seconde, ce qui fixe un taux d'échange minimal de : 
Les ports du C40 peuvent effectuer des transferts jusqu'à 20M Octetdsec. Les pixels étant 
codés sur 8 bits, l'envoi des images n'introduira donc aucun retard. Le port de 
communication permettrait même des images comportant 2 fois plus de pixels ou un 
traitement au double du débit actuel- 
3.4.2 La méthodologie de conception de la partition matérielle 
Les deux modules, VPEl et VPE2, de l'algorithme de pst-traitement ont été conçus selon 
une méthodologie de conception haut niveau (Figure 3.3). Ces deux FPGA ont été 
programmés à partir d'une description VHDL comportementale. Une simulation 
fonctionnelle du VHDL a été exxécute avec CoreSpex. CoreSpex est un modèle VHDL qui 
contient le comportement temporel de la carte X-CIM. La synthèse a été effectuée avec 
Synopsys et le placementlroutage avec Xilinx M1.3. Une description VHDL svucturelle 
décrivant les modules fut créée par les outils de Xilinx afin de faire une simulation après 
placement+routage avec CoreSpex pour la validation finale des modules. 
Le principal problème fut le manque de documentation de la compagnie MiroTech sur la 
démarche complète et en détail pour le fonctionnement de la carte. De plus, 
l'environnement CoreSpex n'était pas adapté au simulateur de Synopsys iorsque nous 
avons commencé le projet. Beaucoup de déverminage a du être fait en ce sens lors de 
plusieurs essais infmctueux. Il nous aurait été impossible de réaliser ce projet avec 
seulement la documentation fournie. C'est un lien direct avec cette compagnie qui nous a 
permis d'obtenir le fonctionnement de la carte X-CM. 
Conception du module en i
dans CoreSpex 
-l--' 
et routage dans CoreSpex 
Figure 3 3  Méthodologie de conception de la partition matérielle 
3.43 Le module du fütre de moyenne 
Ce module est responsable de l'application d'un filtre de moyenne avec une fenêtre de 3 
par 3 pixels sur les plans de corrélation obtenus à la sortie du corrélateur optique afin 
d'augmenter la discrimination des mesures entre les vrais et les faux pics de corrélation. Ce 
module, illustré à la figure 3.4, est composé de plusieurs sous-modules. Une machine à états 
gère les communications avec le FIFO d'entrée et une autre avec celles de la mémoire vive 
(RAM), une dernière machine à états, le contrôleur, régit l'interaction des différents sous- 
modules lors du traitement d'une image complète. Le compteur de lignes assure le 
déclenchement du processus de fin de traitement d'une image et le compteur d'adresses 
produit la bonne séquence d'adresses mémoire pour la formation des fenêtres du filtre. Le 
registre à décalage forme les fenêtres de 9 pixels à partir du chargement des paquets de 
pixels courants et les achemine à l'unité de sommation qui envoie le résultat à une unité qui 
effectue une division entière par 8. La sortie de ce  dernier module donne un pixel filtré. 
En provenance du C40 
mot de 32 bits 
contenant 4 ~ixeIs 
9 pixels Y 
RAM R A .  
Figure 3.4 Architecture du filtre de moyenne avec une fenêtre de 3 par 3 pixels. 
3.4.3.1 Le contrôleur du Eütre de moyenne 
La séquence de contrôle présentée à la figure 3.5 demeure peu complexe. Tout d'abord, il 
s'agit d'écrire en mémoire les deux premières lignes de I'image dans leurs espaces 
d'adressage respectifs : Iigne paire et ligne impaire. Ces deux lignes sont essentielles à la 
formation des premières fenêtres du filtre. La réception du premier paquet de 4 pixels de la 
troisième ligne vidéo fait basculer le contrôleur dans une boucle de 2 états qui prendra fin 
lors de la création du dernier pixel filtré de I'image. Le premier état de cette boucle attend 
I'arrîvée d'un nouveau paquet de 4 pixels en provenance du F E 0  et lorsque ces données 
sont disponibles, il les charge avec les 2 paquets (lignes paire et impaire) venant de la 
mémoire vive de la carte. Ensuite. le dernier état effectue 4 décalages du registre, ce qui 
produit 4 pixels filtrés. Ce chargement du premier mot d'une ligne produit seulement 2 
pixels filtrés. Finalement, lorsque toute I'image a été filtrée, tout le module se remet en état 
d'attente de la réception d'une nouvelle image. 
Mise sous tension 
w 
f Écriture en mémoire de la \ 
première ligne de L'image. 
f Écriture en mémoire de la \ 
deuxième Ligne de l'image. 
I - 
f 4 décalages du registre. 
Si le' chargement de la ligne 
génération de 2 pixels filtrés, 
autres 4 pixels filtrés. 
I = 
l'image ? llCb 
Figure 3 -5 Diagramme d'états du contrôleur du filtre de moyenne. 
3.4.3.2 Le registre à décalage 
L'existence et l'architecture du registre à décalage sont une conséquence de deux facteurs: 
le recouvrement entre les paquets adjacents de 4 pixels pour la formation des fenêtres lors 
du filtrage et le nombre de pixels par paquet. Dans l'équation: 
profondeur,, = largeurf, + ( 
r -L- 
1 
profondeur,, représente la profondeur minimale du registre, largeurr,, la largeur de la 
fenêtre du filtre, pixelsmt le nombre de pixels par paquet lors du chargement et le -1 prend 
en considération le recouvrement minimal entre la fenêtre du filtre et le nouveau paquet de 
pixels. Dans ce projet, la profondeur mi-nimale du registre à décalage est de 3 + (4 - 1) = 6. 
La figure 3.6 présente l'architecture du registre à décalage avec profondeur minimale telle 
que réalisée pour la partition matérielle. L'utilisation de multiplexeurs est nécessaire afin 
de faire circuler Les données précédemment chargées ou de charger le nouveau paquet de 
pixels en provenance du FIFû d'entrée et ceux de la mémoire vive. La sélection de ces 
multiplexeurs est opérée par le contrôleur. La sortie du registre à décalage est acheminée à 
l'unité de sommation. 
pixeIs du FIFO d'entrée 
pixels ligne paire I 
pixels ligne impaire 
4 unité de 
sommation 
Figure 3.6 Architecture du registre à décaiage. 
3.4.3.3 L'interface du filtre de moyenne avec la RAM 
La figure 3.7 illustre l'interface du module du filtre de moyenne avec la mémoire vive de 
la carte. Cette mémoire possède, tout au long du filtrage, l'équivalent de 2 lignes vidéo qui 
précèdent le nouveau paquet de 4 pixels en provenance du FIFû d'entrée. Cette quantité de 
pixels emmagasinés correspond au minimum requis pour la création des fenêtres de 3 par 
3 pixels. Une partition de la mémoire a été effectuée afin d'accéder indépendamment en 
écriture soit à une ligne paire ou à une ligne impaim. Il y a 2 types de fenêtres lors du 
filtrage: une configuration lignes paire-impaire-paire et impaire-paire-impaire. Ainsi peu 
importe la catégorie, ligne paire ou impaire, des nouveaux pixels, la configuration de la 
fenêtre nécessite toujours d'ajouter deux paquets venant d'une ligne paire et d'une ligne 
impaire- En plus d'être chargé immt5diatement dans le registre à décalage, chaque nouveau 
paquet de 4 pixels en provenance du FiFO d'entrée est M t  dans l'espace mémoire de sa 
catégorie. Après avoir commandé l'écriture en mémoire des 2 premières lignes de l'image, 
le contrôleur permet à la machine à états de la RAM de parcourir 4 états tout au long du 
filtrage. Le premier lit e t  charge dans des registres interméiliaires les deux paquets de 4 
pixels, lignes paire et impaire, qui coïncideront avec le prochain paquet venant du FIFO 
d'entrée. Deuxièmement, la machine à états attend ces 4 nouveaux pixels pour les charger 
dans le registre d'écriture de la ligne paire ou impaire. La figure 3-7 montre un cas où les 4 
pixels en provenance du C40 appartiennent à une ligne impaire. À ce moment, le contrôleur 
charge le registre à décalage. Le troisième état permet l'écriture du nouveau paquet dans un 
des deux espaces d'adressage. Le dernier état incrémente le compteur circulaire d'adresse 
et à fa fin de chaque cycle, O à 159, l'espace mémoire d'écriture est interverti. 
La figure 3.8 illustre le fonctionnement des trois machines à états du module du filtre de 
moyenne. 
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Figure 3.7 Fonctionnement de l'interface du filtre de moyenne avec la RAM. 
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Figure 3.8 Diagramme temporel des trois machines à états. 
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3.4.4 Le module de post-traitement des images filtrées 
Ce module est responsable de la prise de mesures d'évaluation de pic de conx5lation sur les 
plans de corrélation précédemment filtrés. Plusieurs petits sous-modules et deux machines 
à états composent ce processeur virtuel : une machine à états pour le FIFO de sortie et une 
autre pour le contrôleur. La figure 3.9 p6sente un schéma complet de l'architecture de ce 
module qui a pour entrée pïx-nt, le pixeI filtré et pix-en le signal de contrôle. À la fin du 
plan de corrélation filtré, ce module envoie au C40 les mesures obtenues sur l'image. Tous 
les noms des signaux de la figure 3.9 sont les mêmes que ceux des variables de 
l'implantation en C (section 3.2.1), sauf pour les nouveaux signaux. 
Deux regroupements de 3 sous-modules identiques servent aux positions en x et en y. 
Chacun est composé d'un compteur, d'un registre et d'un comparateur d'égalité. Les deux 
compteun possèdent les positions du pixel filtré courant, pix-flt. et indiquent au contrôleur 
la fin de l'image. Les registres, position x et y du pic, capturent la localisation du pixel filtré 
le plus intense : pix-max. Cette capture est commandée par le signal nouv-max. Le 
comparateur d'égalité pour la position en x signale au module si le pixel filtré courant est 
situé sur la même colonne vidéo que le pixel le plus intense par le signal colonne-pic. À 
son tour, le comparateur d'égalité pour la position en y signale si pix-flt est sur la même 
ligne vidéo que pix-max par le signal ligne-pic. 
Les valeurs des rayons sont obtenues par des compteurs. Par exemple, le compteur du rayon 
en x du pic de corrélation peut s'incrémenter s'il y a eu un nouveau pixel filtré maximal. 
nouv-ma, si le pixel filtré courant, pix-flt. est positionné sur la ligne de pix-max et si 
aucun pix-flt de la ligne n'a eu une valeur inférieure à pix-max divisé par 4, petit-pix- Le 
même processus est appliqué pour le rayon en y. 
Un regroupement de 2 sous-moduies s'occupe de la capture de pix-max : un registre qui 
conserve cette valeur et un comparateur "plus grand que" qui génère le signal nouv-max. 
Le signal nouv-max est actif lorsque pix-flt est plus grand que pix-max et il contrôle la 
capture des nouvelles valeurs de pix-max, pos-x et pas-y- De plus, nouv-max réinitialise 
ray-x, r a y j ,  somme-muit et somme-pix-ray- Ce signal est celui qui a le plus de 
répercussions sur le fonctionnement de ce circuit car il indique aux différentes unités qui 
calculent les mesures qu'un nouveau pixel filtré maximal a été rencontré dans le plan de 
corrélation filtré, 
Deux sous-modules, un diviseur par 4 et un comparateur "plus grand que" génèrent le 
signal petitpix. Ce signal est actif lorsque le présent pix-flt est plus petit que pix-max 
divisé par 4. Ceci représente une condition d'arrêt pour les mesures qui s'appliquent aux 
rayons du pic de corrélation. 
- Un regroupement de 3 sous-modules s'occupe du calcul de somme-mult. Ce 
regroupement, le plus complexe du module. est composé d'un multiplexeur, d'une unité de 
multiplication et d'un accumulateur. Le multiplexeur permet la sélection entre les deux 
rayons, ray-x et r a y j ,  et il est contrôlé par les signaux ligne-pic et colonne-pic. Cette 
sélection, rayon, est multipliée par pix-flt dans l'unité de multiplication. L'unité de 
multiplication est pipelinée et peut effectuer toutes les multiplications entières non-signées 
de 8 bits par 9 bits. Finalement, I'accumulateur conserve et additionne les différentes 
multiplications des pixels des rayons du pic afin d'obtenir le résultat somme-mult. Un 
simple accumulateur contrôlé par ligne@ et colonne-pic, est nécessaire pour la 
génération de la somme des pixels filtrés appartenant aux rayons : somme-pix-ray. Un 
dernier accumulateur effectue la somme de tous les pixels de l'iniage, somme-pix.- 
3.4.4.1 Le contrôleur du module de post-traitement 
Tout ce qui a été décrit dans la section 3.4.4 représente le premier état du contrôleur du 
module de pst-traitement dont le diagramme de transition d'états est illustré à la figure 
3.10. Lorsque le demier pixel filtré de l'image a été reçu, le contrôleur passe à son 
deuxième état. Cet état permet à L'unité de multiplication, qui est pipelinée. de terminer son 
traitement sur les dernières multiplications, afin d'obtenir la valeur finale de la somme de 
chaque pixel appartenant aux rayons multipliés par sa distance au pixel maximal : 
somme-muit. Au troisième état, les rnesilres sont prêtes à être envoyées au C40. Cinq mots 
de 32 bits sont nécessaires pour communiquer les mesures résultantes. La bulle du 
diagramme d'états montre l'organisation spatiale et temporelle de ces mesures. C'est le 
contrôleur qui dirige le multiplexeur qui est responsable de présenter au FIFO de sortie les 
résultats obtenus. Finalement, le demier état réinitialise tout le module afh qu'il soit prêt à 
recevoir un nouveau plan de corrélation filué. 
Compteur " 
rayon en y 
Figure 3.9 Architectw du module de pst-traitement- 
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Figure 3.10 Diagramme d'états du contrôleur du module de pst-traitement- 
3.4.4.2 L'unité de multiplication 
Une unité de multiplication de 8 par 9 bits est nécessaire pour le calcul du moment dans le 
module de post-traitement. Les rayons d'un pic de corrélation sont sur 9 bits chacun et le 
pixel filtré est sur 8 bits. Le du présent processeur virtuel étant en temps réel, le 
multiplicateur doit être capable de prendre une nouvelle multiplication à chaque cycle. 
L'opération à effectuer, une multiplication entière non-signée, est SC hématisée dans 
l'exemple qui suit. 
s i  B ,=l sinon 
A 4  
si B y I  sinon 
A d  
si  B3=L sinon 
A 4  
si B4=l sinon 
A* 
si BS=l sinon 
A=O 
si B6=i sinon 
A=O 
si B7=l sinon 
A 4  
si B8=l sinon 
A 4  
s i  B F ~  sinon 
A=O 
Le résultat de la multiplication. R. est obtenu en additionnant Ml  à Mg. Chaque Mx est 
généré par un multiplexeur contrôlé par Bx. Par exemple, si BI = 1 alors M l  
=A8A7A6A5A4A3bAL sinon Ml = OOûûûûûû. Ces multiplexeun ne sont pas illustrés dans 
la figure 3.11. L'architecture du multiplieur tire profit des additionneurs à propagation 
rapide de la retenue que l'on peut programmer sur les FPGA de la famille 4000 de Xilinx. 
somme-mult 
Figure 3.1 1 Architecture de l'unité de multiplication 
Ainsi, en séparant les étages d'additionneurs rapides avec des registres, le multiplicateur ne 
deviendra pas un chemin critique pour l'obtention d'une fréquence d'opération élevée. De 
plus, les zéros à la droite des Mx étant le résultat de la multiplication ne sont pas traduit en 
noeuds dans le circuit. L'architecture tient compte de l'effet d'imbrication des 
additionneurs. Ainsi, lorsque dans le premier étage M8 et LW sont additionnés ensemble 
c'est un additionneur de 8 bits qui est synthétisé et non un additionneur de 16 bits : en effet 
il est inutile d'additionner les zéros. 
3.5 Résultats de synthèse 
Le tableau 3.1 présente les résultats de synthèse obtenus avec Synopsys pour les principales 
unités des deux processeurs virtuels. Les FPGA , des XC4013E-3 du manufacturier Xi-linx, 
comportent 576 CLB chacuns- Les deux modules conçus pouvant être respectivement 
contenus dans ce type de FPGA, aucun effort n'a du être déployé de réduire 
l'utilisation des CLB : le VPEl est utilisé à 65% et le VPE2 à 56%- 
Les deux FPGA ont une fréquence d'opération maximale de 25 MHz. Il ne servirait à rien 
de pousser davantage cette limite car le port de communication reliant le C40 à la carte X- 
CIM échange les données à une fréquence maximale de 20 MEk. Augmenter la fréquence 
des VPE les ferait consommer plus vite des données qui ne peuvent arriver plus rapidement. 
Tableau 3.1 Complexité des dinétentes unités 
I Unité 1 Machine à états du RF0 
d'entrée 
- 1 Unité de sommation 
- 1 compteur d'adresse 
I Contrôleur + autres logiques 
1 Machine à états de la RAM 
1 Compteur de ligne 
1 total VPE2 
1 Multiplicateur 
I Machine à états du FIFO de sortie 
I 
- - 
Contrôleur + autres 
logiques et arithmétiques 
I total VPE~ 
CLB 
3.6 Comparaison des performances 
Pour chacune des trois mi-ses en oeuvre, les temps de traitement pour un plan de corrélation 
ont été mesurés sur la plate-forme reconfigurable. La mesure des temps d'exécution fut 
effectuée de la même façon pour les trois implantations. Deux points d'arrêt furent insérés 
dans la partie logicielle et grâce à l'émulateur du C40 il était possible d'obtenir le nombre 
de cycle du C40 entre ces deux points. Le tableau 3.2 présente ces résultats. Le gain de 
performance obtenu en codant en assembleur I'algonthme de pst-traitement est de 3,s par 
rapport à l'implantation logicielle en langage C. La mise en oeuvre logiciellelmatérielle 
traite un plan de corrélation 35 fois plus vite que celle en assembleur et 121 fois plus vite 
que celle en langage C. Les deux implantations l~gicielles ne peuvent pas traiter un débit 
d'images en temps réel de 30 images par seconde. La mise en oeuvre logicielle/matérîelle 
traite les images à une cadence deux fois plus rapide que nécessaire pour un flot d'images 
en temps réel. De plus, la performance de la version codesign est Limitée par la vitesse à 
laquelle le C40 peut fournir les pixels à la parti-e matérielle, car les FPGA consomment les 
données dès qu'elles ont été reçues. Une limitation d'outils ne nous a pas permis de trouver 
la source d'une erreur. La valeur du pixel maximal et la somme des pixels dans l'image 
diffèrent de quelques unités. Malheureusement, Synopsys ne permettait pas d'inclure le 
fichier contenant les délais des noeuds du circuit. 
Tableau 3.2 Les temps d'exécution des 3 Mses en oeuvre 







Dans ce mémoire, nous avons introduit les connaissances nécessaires pour une 
compréhension générale des correlateurs optiques. Nous avons exploré diverses mesures de 
pic de corrélation afin d'obtenir un algorithme de pst-traitement pour un cordateur 
optique. L'objectif de cet algorithme est de départager les pics de corrélation des 
corrélations croisées d'un flot d'images en temps réel. La réalisation de trois différentes 
mises en oeuvre du même algorithme de pst-traitement nous a permis de faire une étude 
comparative quant aux performances obtenues par ces dernières. 
Le premier chapitre débutait en traitant de la transformée de Fourier, de la corrélation de 
signaux et de la propriété des lentilles sphériques convergentes à effectuer une transformée 
de Fourier en deux dimensions. Toutes ces notions permettaient au lecteur de comprendre 
la description du fonctionnement d'un corrélateur optique Vander Lugt et certains types de 
filtres optiques utilisés par ces derniers. De plus, [es modulateurs spatiaux de lumière ont 
été décrits dans leur rôle de support physique des tiltres optiques. Finalement, une 
description de certaines mesures de performance des codlateurs optiques, retrouvées dans 
la littérature, a été réalisée. 
Le deuxième chapitre décrivait l'investigation réalisée dans l'objectif de proposer un 
algorithme pour départager les pics de corrélation des corrélations croisées. Il est basé sur 
la comparaison de mesures d'évaluation de pics de corrélation. Premièrement, la banque 
des plans de corrélation fournie par !'Institut national d'optique a été décrite et nous avons 
analysé l'impact du bruit que l'on y retrouve sur les pics de corrélation et les corrélations 
croisées. Nous avons prouvé que l'application de différents filtres passe-bas améliorait 
considérablement la discrimination de certaines mesures d'évaluation de pic de corrélation 
grâce à l'atténuation de ce bruit. Les filtres de moyenne et médian ont été comparés selon 
les différentes performances obtenues avec les mesures d'bvduation de pic de corrélation. 
Les mesures qui firent l'objet de l'étude comparative furent : la valeur du pic de corrélation, 
le PCE (Peak to Correlation Energy). le PRR (Peak to Radius Ratio), la pente du pic de 
corrélation et le moment- Selon les résultats de cette étude, nous avons été en mesure de 
concevoir un algorithme de pst-traitement d'un corrélateur optique performant. En 
premier lieu, cet algorithme traite l'image avec un filtre de moyenne de 3 par 3 pixels et par 
la suite il trouve sur cette image filtrée le pixel le plus intense, le PCE, le PRR et le moment 
à 25%. 
Le troisième chapitre présentait les trois mises en oeuvre de l'algorithme de pst-traitement 
qui ont été réalisées sur la plate-forme reconfigurable. Cette plate-forme est principalement 
composée d'une carte avec un processeur DSP et d'une carte avec deux FPGA. Elle permet 
la partition d'une application en une partie logicielle et une p m * e  matérielle. Des mises en 
oeuvre en langage C, en assembleur du C40 et une logiciellefmatérielle ont été réalisées sur 
la plate-forme reconfigurable. Les deux mi-ses en oeuvre logicie!les ont été décrites. Par la 
suite, la partition, la méthodologie de conception et les différents modules de la mise en 
oeuvre logicielle/maténelle furent exposés. La synthèse de la partie matérielle a donné 
d'excellents résultats : une horloge système maximale de 25 MHz et une occupation des 
CLB du premier FPGA à 651 et du deuxième à 56%. Ainsi, il serait inutile de synthétiser 
une horloge plus rapide pour les deux FPGA, car à 25 MHz le goulot d'étranglement pour 
le temps d'exécution selon cette partition est causé par le taux d'échange des données à 
travers les ports du C40. Ce chapitre concluait sur les performances respectives des 
différentes mises en oeuvre. Des trois implantations réalisées, c'est seulement 
l'implantation logiciellelmatérieUe qui a su résoudre le problème lié au pst-traitement 
d'un corrélateur optique. La mise en oeuvre en langage C est 56 fois trop lente et la version 
en assembleur est 16 fois trop lente. La version codesign est si performante qu'elle pourrait 
même traiter à elle seule deux comélateurs optiques en temps réel ou un flot de 60 images 
par seconde pour un corrélateur optique- 
L'algorithme de pst-traitement d'un comélateur optique du présent mémoire est limité à la 
détection d'un seul pic de corrélation par image. Une amélioration quant à cette limitation 
serait réalisable. Cet algorithme serait composé de N domaines où chaque domaine dans 
l'image serai-t propre à un pic de corrélation potentiel. La dimension d'une telle région 
serait dictée par l'espace occupé par un pic de corrélation. Une région trop grande pourrait 
à la limite inclure deux pics de corrélation et une région trop petite pourrait associer 
plusieurs domaines à un même pic de corrélation. Ainsi, cet algorithme serait composé de 
deux niveaux de compétition. 
À plus haut niveau, une compétition se ferait entre pics de corrélation potentiels dans 
l'image pour l'obtention d'un domaine. Chaque domaine en compétition serait représenté 
par son pixel le plus intense. Si un pixel rencontré dans I'image ne fait partie d'aucun 
domaine et qu'il est plus intense que celui du plus faible des domaines, il se verrait attribuer 
ce domaine. Ce qui implique que l'algorithme d o i ~  connaître en temps réel lequel de ses 
domaines est le plus faible. 
À plus bas niveau, la compétition se ferait à I'intérieur d'un même domaine. Le pixel 
courant le plus intense d'un domaine perdrait sa position si un pixel plus intense était 
rencontré à l'intérieur de ce domaine. Pour déterminer si le pixel courant fait partie du 
domaine, le système pourrait calculer sa distance au pixel le plus intense. Si cene distance 
est inférieure à une certaine limite représentant la dimension d'un domaine, le pixel courant 
serait identifié comme faisant partie de ce domaine. 
Ce qui différencie les deux niveaux de compétition, c'est l'appartenance, ou la non- 
appartenance, du pixel courant à un domaine existant. De plus, cet algorithme pourrait 
s'exécuter en temps réel, c e  qui éviterait d e  temporiser I'image en mémoire. 
En conclusion, ce mémoire a démontré que la partition d'un algorithme en une partie 
logicielle et en une partie matérielle peut accélérer énormément une application qui 
demande un debit de calcul très élevé comme l'algorithme décrit dans ce mémoire. Cette 
partition nous permet de profiter à la fois de la flexibité et  du faible coût des processeurs 
pour la partie logicielle et de la rapidité d'exécution de circuits dédiés pour la partie 
matérielle. De plus, cette partie matérielle a été implantée sur des FPGA, ce qui résulte en 
une économie importante de coût et en un temps de développement plus rapide lorsque 
comparé à la conception d'un circuit intégré. Parcette mise en oeuvre logiciellelmatérielle, 
nous avons dépassé les attentes par un facteur dedeux en ce qui concerne la performance 
requise- 
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ANNEXEA 
Les scdpts Matlab 
% 
% Cette fonction créé une matrice "hg" dans Matlab à partir d'une image 
8 de type Sun raster. "mapT' est la carte de couleur de l'image et "R", "G" et 73' '  
% sont les composantes rouge,verte et bleu si l'image est sur 24 bits. 
% 
magie = '59a66a95'; 
RAS-MAGIC = hex2dec(magic); 96 nombre magique 
RMT-NONE = 0; 
RMT-EQUAL-RGB = l;% red[ras_maplength/3],green 0, bluea 
error(nargc hk(1, i ,narpin)); 
if nargout < I 
error('0utput arguments are missing') ; 
elseif nargout > 5 
error(To0 many output argument'); 
end 
if(nargin < 1) 
error(Wot enough input arguments.');end 
fid = fopen(name,'rb'); 
if fid = -1 
error('Cannot open the file.'); end 
if (Fread(fid, 1 ,'int32')== RAS-MAGIC) 
ras-width = fread(fid, 1 ,'int32'); 
ras-height = fread(fid, l,'int32'); 
ras-depth = fiead(fid, 1 ,'int32'); 
ras-length = kad(fid, 1 ,'int32'); 
ras-type = fread(fid, l,'int32'); 
ras-rnaptype = fiead(fidT 1 ,'int32'); 
ras-maplength = fkad(fid, 1 ,'int32'); 
if ras-maptype = RMT-EQUAL-RGB 
red = zeros(1 ,ras-maplengtN3); 
green=zeros(l ,ms-maplengthn); 
blue = zeros(1,ras-maplengthn); 
red = fread(fid, [1 sds_maplength/3] ,'uc ha?); 
green = fread(fid,[l sas_mapIength/3],'uchar'); 
blue = fread(fid,[l ,ras-maplengthn] ,'uchar'); 
map = [re&n56,greenrJ2M,bIuerJ256]; 
A = zeros(1 sas_height"ras-width); 
evai(CA = fiead(fidinf.I)uintr JnQs~rasrasdepth),*");l); 
A = A'; 
if (( rem(ras_height,2) = 0) & (rem(rasraswidth,2) = 0)) 
img = res hape(A,ras-width,ras-height); 
img = img'; 
elseif (rem(rasraswidth,2) -= 0) 
img = reshape(A ,ras-width+ ,ras-height); 
img = img'; 
img = hg(:, 1 xas-width); 6 Remove excess column 
else 
img = reshape(A,ras-widthm-height); 
img = hg*; 
end 
elseif (ras-maptype = RMT-NONE) % noir et blanc ou image 24 bits. 
A = zeros(ras_height,ras-width); 
evai(rA = fread(fidinf,"uint*,inQ~tr(ras~depth).); 
img = zeros(ras_height,ras-width); 
if (ras-depth = 24) 
fseek(fid32,'bof ); 
tmp = fread(fid,inf,'uchar'); 
R = tmp(l:3 :length(tmp)); 
G = tmp(2: 3: length(tmp)) ; 
B = tmp(3:3:length(tmp)); 
end 
if (( rem(ras_height,2) = O) & (rem(rasraswidth,2) = 0)) 
img = reshape(A,ras-width,ras_height); 
img = hg'; 
if (ras-depth = 24) 
R = reshape(Rsas_width,ras-height); 
G = reshape(G,ras_w idth,ras-height) ; 
B = reshape(Bw-width,ras-height); 
R = R';G = G';B = B'; 
end 
elseif (rem(rasraswidth,2) -= 0) 
img = reshape(A,ras-width+ 1-height); 
img = img'; 
img = hg(:, 1:ras-width); % Enlève colonne en excès 
if (ras-depth = 24) 
R = reshape(R,rasSwidth+lsas_height); 
G = ~shape(Gsas_width+lsas_hei@); 
B = reshape(Bsas_widih+~,ras-height); 
R = R';G = G';B = B'; 
R = R(:, 1 ms-width);G = G(:, 1 :tas_width);B = B(:,l:ras-width); 
end 
el se 
img = reshape(Asas-width-height); 
img = img'; 
if (ras-depth = 24) 
R = reshap-m-width~-height); 
G = reshape(Gm-widtba-height); 
B = reshape(B ,ras-widthsas_height); 
R = W;G = G';B = B'; 
end 
end 
if (ras-depth = 1) 
img = img.*255; 
colomi~p(gray(2)) ; 
map = colormap; 
elseif (ras-depth <= 8) 
evaI(rmap = c010rmap(gfay(2~',int2str(ras~depth),'-~));~); 
map = colormap; 
else 









% Cette fonction enregistre dans un fichier une matnce decrivant une image 
% Sun raster. ccimg" représente la matrice, "narne" est le nom du fichier créé. 
% Si "map" n'est pas fourni le script assume que l'image est sur 256 tons de 
% This function saves the input image img in a SunRaster file format. 
% 
magie = '59a66a95'; 
RAS-MAGIC = hex2dec(magic); % Nombre magique 
m - N O N E  = O; 
RMT-EQUAL-RGB = 1; 
if nargin c 2 
error('At lest two input arguments-'); 
elseif nargin > 7 
emor(' Too many inputs'); 
elseif nargin < 3 
map = gray(256); 
Nbits = 8; 
elseif nargin < 4 
Nbits = 8; 
end 
if (rem(Nbits'8) -= O) 
message = [num2str(Nbits),' bits is not supported']; 
error(message); end 
fid = fopen(name,'wb'); 
if fid = -1 
error('Cannot create the file.'); 
end 
racdepth = Nbits; 
ras-type = 1; 
if (Nbits = 24) 
= size(R); 
if ( size(R) -= size(G) 1 size(G) -= size(B) 1 size(R) -= size(B)) 
error(R, G, B images must have the same dimensions!'); end 
ras-length = N*M*3; 
ras-maptype = RMT-NONE-, 
ras-maplength = O; 
else 
[Nw = size(img); 
[Nmap,M~nap] = size(map); 
ras-length = N*M; 
ras-maptype = RMT-EQU-B; 
ras-maplength = Nmap*Mmap; 
if (max(max(map)) e=l) 
map = map*(2Wbits-l); 
end 
end 
if (ras-maptype = RhiTTtYPeEQUALRGB) 
red = map(:, 1); green = map(:2); blue = map(:,3); 
fwrite(fid,red,'uchar'); fwrite(fid,green,'uc har'); f~te(fid3lue,'uc ha.); 
e~d(['fwrite(fi~img",~~~int',int2s~ras~depth),"~);~); 
else 
if (iength(img) -= 0 )  
evd(~fwrite(fid,img","uint',int2~tr(Nbits)~~');~]); 
else 
% Only the RGB have been provided 






% Cette fonction filtre une image avec un filtre de moyenne 
% de 3 par 3 pixels. L'image filtrée est la matrice "irng_fy. 
% name = nom du fichier de l'image raster a filtrer 
M = size(img,l); % M = nombre de range 
N = size(img,2); % N = nombre de colonne 
img_f= img; 
%%%%%%%%%%%%%%%%%%%%%%%%% 
% boucle pour le filtrage 
%%%%%%%%%%%%%%%%%%%%%%%%% 
for j=2:(M- 1), 
for i=S:(N-1), 
temp = floor((img(i-1 ,i- l)+irng(j-1 ,i)+img(j-1 j+ 1)+img(i ,i- 









% Cette fonction Ntre une image avec un filtre de moyenne 
% de 5 par Spixels. L'image filtrée est la matrice "imgf '. 
% name = nom du fichier de l'image raster a filtrer 
% 
M = size(imgJ);% M = nombre de range 
N = size(img,2);% N = nombre de colonne 
img-f= img; 
% boucle pour le Ntrage 
for j=3 : (M-2), 
for i-3 : (N-2), 
img_f(j,i) = round((img(j-2,L2)+img~-2,ï- l )+img(i-2, i)+img-1) ... 
+imgQ-2,ï+2) .. . 
+img(j-l ,i-2)+img(j-1,i-l)+img(j- 1 , i ) + i m )  --. 
+irng(i,i-2)+img(j,i- l)+img(j j)+ùng(j7i+l)+img,i+2) ... 
+img(i+l,i-2)+img(j+l ,iil)+img(j+l ,i)+img(j+l ,i+l)+img(j+l ,i+2) ... 





% Cette fonction filtre une image avec un filtre médian de 3 par 3 pixels. 
% Le pixel resultant est le 5 ieme pixel lorsque les 9 sont classes. 
% 
M = size(img,l);% M = nombre de range 
N = size(img2);% N = nombre de colonne 
imgf= img; 
t emp=[123456789] ;  
96 boucle pour le filtrage 
for j=S:(M-1), 
for i=2:(N-1), 






temp(7)=img(j+l ,i- 1); 
temp(8)=img(j+l ,i); 
temp(9)=img(j+l ,i+l); 




% Cette fonction donne la position et la valeur du pixel le plus 
% intense d'une image 
% 
M = size(irng,l);% M = nombre de range 




somme = 0; 




v a l g i o :  img(i,i); 
pos-x= i; 





% Cette fonction prend une image sun raster "name" et y applique la 
% mesure du prr selon le pourcentage foumi 'cpct". 
96 
img = ReadRaster(name); 
% les constantes 
M = size(img,l);% M = nombre de range 
N = size(img,2);% N = nombre de colonne 
vaiJm= pct*vai-pic 
b pour trouver le rayon x correspondant a pct*val-pic 
% pour trouver le rayon y comspondant a pct*val-pic 
j = pos-y; 
prr = valqicl((ray-x + ray-y)/2) 
function [pente-moyenne] = penteqic(name~l~2) 
% 
% Cette fonction donne la valeur de la pente du pic d'me image selon 
% les parameues. 
% name = 'nomdufichïerm' (sun raster file) 
% 1 = distance en pixel a partir du pic pour la prerniere valeur pour pente 
% R = distance en pixel a partir du pic pour la deuxieme valeur pour pente 
% Ce fichier donne la pente resultante en x et en y 
% 
XI= pos-x + rl;  
y1 = p o s j  + rl; 
x2 = pos-x t r2; 
y2 = p o s j  + r2; 
delta = r2 - rl; 
pente-x = (img(pos-y,xl) - img(pos_yx2))/delta 
pente3  = (img(y 1 ,ps-x) - img(y2,pos-x))/&lta 
pente-moyenne = (pentetex + pente_y)/2 
function [moment 1 ] = moment l(narne,pct) 
% 
% name = 'nomdufichier.rasf 
% pct = fraction du pic pour la valeur des rayons x et y 
% Ce fichier prend une image .ras en entree et une fraction 
% et donne la valeur du pic , sa position xy, et les rayons 
% les constantes 
M = size(img,l);% M = nombre de range 
N = size(img,2);% N = nombre de colonne 
val-hm= pct*vd-pic; 
somme-pix = O; 
somme-mult = 0; 
% pour traiter les valeurs sur le rayon x jusqu'a v&lim 
i = pos-x + 1; 
while ((irng(pos_y,i) > val-lim) & (i-=N)) 
somme-pix = somme-pix + img(pos_y,i); 
somme-rnult = somme_mult + ((i - pos-IL) * img(pos_y,i)); 
i = i + l ;  
end 
9% pour traiter les valeurs sur le rayon y jusqu'a val-Lim 
j = p o s j  + 1; 
while ((img(j,pos-x) > val-lim) & 0'-=M)) 
somme_pix = somme-pix + img(j,pos_x); 
somme-mult = somme-mult + (Q - p o s ~ )  * imgÿ,pos-x)); 
j = j + l ;  
end 
raLy = j - p o s ~ ;  
moment1 = somme-mdt / somme-pix 
% Cette fonction prend une image .ras en entxee et fait le graphique 3D 
% avec une fenetre de zoom modifiable autour du pic de L'image 
% parametres : 
96 name = 'fichier-ras' 
% fen= rnoitie de la fenetre mesuree en indice 
irng = ReadRaster(name); 
fen-x= [(pos-x - fen):(pos-x + feM ; 






%title([Region du pixel le plus intense (',name,')']) 
title(['Region du pixel le plus intense (ùnage7a-f.ras)l) 
xlabel('position x') 
ylabel('position y') 
zlabel('intensite du pixel') 
rotate3d 
% 
% Cette fonction fait afficher dei u graphiques chacun représentant une 
I coupe en deux dimensions du pic de corrélation selon la fenêtre (fen). 
% 
name='image7a-ras' 
img = ReadRaster(name); 
% pos-x constant et variation selon y avec fenetre 
fend= [ps_y:(posj  + fen)]; 
%fen-y= [ ( p o s j  - fen):(pos_y + fen)]; 
Y = img(fen-y,pos-x); 
% POSJ constant et variation selon x avec fenetre 
fen-x= [ps-x:(pos_x + €en)]; 
%fen-x= [(ps-x - fen):(pos_x + fen)]; 
X = img(p0sjfen-x); 
subplot(211) 
plot(fenxX) 
axis([330 370 3 131) 
%axis tight 
title([Tic avec pos Y cst (pas de filtrage)']) 
xlabel('position en X') 




axis([26l 301 3 181) 
%mis tight 
title(['Pic avec pos X cst (pas de fi1trage)I) 
xlabel('p0sition en Y') 
ylabel('intensite du pixel') 
grid 
% 
96 Cette fonction créé un fichier en langage C qui taduit une matrice matiab 
% "img" en un tableau dans le fichier C- 
96 
fid = fopen(narne,'wb'); 
if fid = -1 




if (mod(i, 10 1)- 
fpnntf(fid, ln'); 
end 
som = imgQ,i) + (256*img(j,i+l)) + (65536*img(j,i+2)) + (16777216*img(j7i+3)); 
fprintf(ficl,*%i,',som); 
end 




% Cette fonction créé un fichier COMP pou. I'environnement de 
% simulation CoreSpex. Le fichier COMP contient L'image a traiter. 
96 
fid = fopen(fi1e-out,'wb'); 
if fid = -1 





fprintf(fid,'O.O ns O c '); 
if img(j,i+3) = O 
f@ntf(fidfOO'); 





if imgÿ,i+2) = O 
fpnntf(fid,'ûû'); 





if img(i,i+l) = O 
@rintç(fid,'OO'); 





a Ung(ij) = O 
fpnntf(fid,'ûû'); 








Le programme en langage C de l'algorithme de post- 
traitement du corrélateur optique 
/* Algorithme du pst-traitement d'un correlateur optique *f 
l* */ 
/* L'image a traiter (imageou) est constituee de : */ 
/* 480 lignes et de 640 pixels par ligne. */ 
/* Les pixels (8 bits chacun) sont regn,upes en paquet de 4 */ 
/* car le C40 traite des mots de 32 bits. *f 
/************************************************************/ 
/********************--*-*****/ 
/* Déclaration des fonctions */ 




/* Déclaration des vanabIes */ 
unsigned int i,j,m,n; 
unsigned int pix-max; 
unsigned int pos-X; 
unsigned int p o s j ;  
unsigned int pix-courant; 
unsigned int sornme_pix; 
unsigned int val_llïm; 
unsigned int trait-X; 
unsigned int t ra i t j ;  
unsigned int somme-pix-ray; 






unsigned int tampon[3] 164; 
extem unsigned int image[480] [160]; 
/* Make sure 'C4x cache and interrupts are enabled */ 
a m (  " LDHT 0002Fh,RO " ); 
a m (  " OR OF800hRO " ); 
asm( " LDPE ROJVTP " ); 
asm( " LDPE ROTTVTP " ); 
asm( " AND OE3FFh,ST " ); 
a m (  " OR 03800h,ST " ); 









1* remplir les 2 premieres Lignes du tableau tampon */ 
/* j:lignei:pixel */ 
/* on applique la fenetre 3x3 qui fait un filtre de moyenne *I 
for(j=2;jc48O;ji+) 
m = j % 3 ;  
rempLligne(image ci], tampon [ml) ; 
pix-courant = pix-courant >> 3; /* approx division par 9 sans reste*/ 
sommeepïx += pix_courant; 
if(pix-courant > pi~rnax)  
{ 
trait-x = 1; l* flag */ 
ray-x = -1; 
ray-y = -1; 
val-lim = pix-courant >> 2;1* division par 4 sans reste (25% pïx-max)*/ 
moment = 0; 
if(trait-x && ( p o s j  = j)) 
if(pix-courant > val-hm) 
{ 
++ray-x; 
if(ray-x != O) 
{ 
somme_pix-ray += pix-courant; 





traitx = O; 
1 
1 
if(traitj && (pos-x = i)) 
{ 
if(pix-courant > v & h )  
{ 
++ray,Y; 
if(ray-y != 0) 
somme-pix-ray += pix-courant; 





trait-y = O; 
} 
l 
/* pour avoir l'indice pos-x comme dans matlab */ 
I* p o s j  L'est deja */ 
++pas-x; 
PRR = (float)pix-max I (((float)(ray-x + rayj)) 1 2.0); 
moment = ((float)somme-mult) / ((float)sommeepixixray); 
X E  = ((float)pix-max) / ((tloat)somme-pix); 




Le programme en assembleur du TMS320C40 de 
l'algorithme de post-traitement du corrélateur optique 
* 




* FONCTION PRINCIPALE : maino 
****************************************************** 
main: 
PUSHFP ;*** pousse AR3 sur le stack 
;*** met dans AR3 la valeur de SP 
LDISPJT ;*** FP (AR3 pointe sur adresse de base de tamponon 
ADDI1920,SP ;*** incremente SP de 1921 
.globl-image ;*** imageflo originale variable externe 
*** Rûnon-reserve (calcul temporaire) 
*** Rlnon-resewe (cdcui temporaire) 
*** R2assigned to variable somme-pix 
*** Wassigned to variable raLx 
*** R4assigned to variable j 
*** Rsassigned to variable pix-max 
*** R6assigned to variable r a y j  
*** R7utilise par REMPLGCE-LIGNE non-protege 
*** R8assigned to variable val-Lim 
*** Rgassigned to variable i 
*** Rl Oassigned to variable soxnmeepixixray 
*** Rl  lassigned to variable somme-mult 
*** AROassigned to pointeur element de IMAGE 
*** AR1 assigned to pointeur element de tampon 
*** Massigned to variable trait3 
*** ARSassigned to variable trait-x 
*** ARoassigned to variable p o s j  
*** AR7assigned to variable pos-x 
*** BKassigned to variable pix-courant 






;*** RO = 002F O h  
;*** RO = 002F F8OOh 
;*** IVTP pointe a 002F F8Wh 
;*** TVTP pointe a 002F F800h 
;*** force CF,CE et CC a O. 
;*** AR0 = û û l O  OOOOh 
-*** 
9 
;*** R1= FFFF FFOFh 
-*** 
7 
;*** cache not enabled 
;*** force CE,CC et GIE a 1. 
;*** (CE,CC) cache enabled but not frozen (cm wïte) 
;*** (GE) CIU respond to an enabled intempt 
;*** IR1 reserve pour index lors somme fenetre 
;*** ( A M  = FF' + 1) 
;*** appel fonction mettre nouvelle ligne dans tampon 
;*** appel fonction mettre nouveUe Ligne dans tampon 
****************************** 
* ARO = tampon + (2*64û) pinte sur 3e ligne 
* ARl=IMAGE+320 
****************************a* 
;*** Initialisation de variables 






ADDI3 AROJR 1 JRO ;*** IRO possede Iradresse fin tampon (tampon+(3*640)) 
L2: 
LDIl,R9 ;*** R9 indice du pixel sur ligne "ilr 
* A ce moment tampon(l0 est pret pour filtrage et c a i d  mesures * 
******************************************************* 
****************************************** 
* Additionne dans BK les 9 pixel de la fenetre * 
* A B C  * 
* D E F  ~r 
* G H I  Ir 
* BK est un accumulateur * 
****************************************** 
L4: ;*** INITLALISATfON 
ADDI3FP,R9,AR2 -*** v 
LDA0,BK .*** 9 
;*** La somme des 9 pixels est 18 sans reste (BK=BKb3) 
;*** somme-pix = somme-pix + pix-courant 
;*** pix-courant - pix-max(R5 = pix-max) 
;*** branche si (ph-courant > pix-mm) 
;*** branche si trait-x = O 
.*** 
9 
;*** branche si j != posj(AR6 - R4) = O 
CMPIR8,BK ;*** (pix-courant - val-limite) 
LDILS0,ARS ;*** Si (pix-courant - val-limite)<=O dors tr&x = O 
BLSLL4 -111 ? 
B LL4 ;*** branche toujours a LIA 
* Entre dans LI3 si pix-courant > pix-max* 
************************************* 
;*** pix-max = pîx-courant 
;*** pas-x = i 
;*** pj  = j 
;*** v&limite = pix_courant»3 ou 25%pix-courant 
;*** traitx = 1 
;*** t r a i t j  = 1 
;*** raLx = O 
;*** ray-y = O 
;*** sommeepixiXray = O 
;*** sommeemu1t = O 
-*** 
9 
;*** branche si (trait-y = 0) 
;*** branche si (i != pos-x) 
;*** pix-courant - val-iïmite 
;*** Si (ph-courant - val-limite)<=O alors aaity = O 
-*** 
9 
;*** rayy  = ray-y + 1 
;*** sommeepixixray = somme-pix-ray + piccourant 
;*** RO = r a y j  * pix-courant 
LL4: 
ADDI1 ,R9 ;*** ++i ou ++R9 
CMPI639JW .*** Y 
BLOL4 ;*** branche si (i - 639) c O 
CMPm0,ARo **** 
BNZMODULO ;*** Si (ARO = tmpon u (3*640)) alors 




BLOLS ;*+* branche si (R4 - 480) < O 
* Rendu ici le traitement est fini * 
*************************** 
ADDI3R3,R6,RO ;*** RO = ray_x + r a y j  
FLOATRO,Rl ;*** R1= float(R0) 
LDFO .S ,RO ;*** RO = 0.5 
MPYFR 1 ,RO ;*** RO = (ray-x + ray-y) / 2 
* ici c'est pour avoir i'inverse de RO 
*****+************************* 
RCPFR0,Rl O*** 9 
MPYF3R1 ,RO,R7 ;*** lere iteration 
SUBRF2.0,R7 ;*** (precision de 16 bits) 
MPYFR7,Rl -SS* 9 
MPYF3Rl,RO,R7 ;***2emeiteration 
SUBRF2.O,R7 ;*** (precision de 32 bits) 
MPYFR781 ;*** R1= 1 / RO 
FLOATR5,RO ;*** RO = float(pix,max) 
MPYF3RO,Rl,R3 ;*** R3 = floatPRR de l'image) 
FLOATR2,RO ;*** RO = float(sommeepix) 
RCPFR0,Rl .*** 9 













;*** Seme iteration 
;*** (precision de 32 bits) 
;*** R1= 1 / RO 
;*** RO = float(sommeepùrùrray) 
-*** 
7 
;*** lere Ïteration 
;*** (precision de 16 bits) 
-*** 
9 
;*** 2eme iteration 
;*** (precision de 32 bits) 
;*** R l  = 1 / RO 
;*** RO = float(somme~mult) 
;*** RI0 = MOMENT 
************************************************ 
* FONCTION : REMPL-LJGNE 
* le but de cette fonction est de sortir les pixels 
* de IMAGE et de les mettre dans tampon. 
* dans IMAGE les pixels @bits) sont en paquet de 4. 
* dans tampon les pixels sont seul sur 32 bits dans LSB. 
* 
* L a  fonction recoit deux valeur par des registres : 
* AR0 = dst (ligne courante de tampon) 




LD1159,R7 ;*** load 159 dans R7 
LDIooooOOFFh,RO ;*** (Oooo OOFmi) -> RO 
FRAGMENTE: 
ANDRO,*ARI,Rl ;*** RI = (0000 OOFFh AND irnage[j][i]) 
* * * * * * * * * * * * * * * * P R E M I E R  pixel 
STIR1 ,*AR&+ ;*** RI -> tampon+ 
LSH-8,*ARl,Rl ;*** R1= image[i] Ci] avec 8 bit shift vers la droite 
ANDR0,Rl ;*** R1= R1 AND (0000 OOFFh) 
* * * * * * * * * * * * * * * I c D ~  
STIRl,*ARO++ ;***RI->tampon++ 
LSH-16,*ARl,Rl ;***Rl=irnage~]~]avec16bitshiftversladroite 
ANDROJll ;*** RI = R1 AM) (0000 OFF) 
******+*********nOISIEME pixel 
STIRI ,*ARû++ ;*** RI-> tampon++ 
LSH3-24,*AR1,Rl ;*** R1 = image[i] u] avec 24 bit shift vers la droite 
*********a****** QUATREME p h 1  
STIRl,*ARW ;*** R l  -> tampon++ 
ADDI1,ARl ;*** prochain block de 4 pixels 
SUBIl,R7 ;*** R7 = R7 -1 
BGEFRAGMENTE ;*** tant que RC r O branche a FRAGMENTE 
POPRl 
B RI 
;*** Remet l'ancienne valeur dans AR4 
;*** retourne au main 




.word -image 9 
ANNEXE D 
Le VHDL du filtre de moyenne 
LIBRARY ieee; 
USE ieee-std-logic-ll64.AL.L; 
entity filtre-moy is 
port ( Reset : in std-logic; - Reset input 
GenClkl : in std-logic; - Clockl input 
ERCOSC : out std-logic; 
ECmdReq : out std-logic; 
CPMSync : in std-logic; 
- Input FIFO 
FID : in std-logic-vector(7 downto O); 
FïRdy : in std-logic; 
FEn  : out std-logic; 
- Memory banks O and 1 
XGate : in std-logic; 
XA : out std-logic-vector(l8 downto 8); 
XOA : out std-logiccvector(7 downto O); 
XIA : out std-logic-vector(7 downto O); 
XD : inout std-logicdvector(3 1 downto O); 
XOOE : out std-logic; 
XOWE : out std-logic; 
XlOE : out std-logic; 
X1WE : out std-logic; 
- Memory banks 2 and 3 
YGate : in std-logic; 
YA : out std-logic-vector(l8 downto 8); 
Y2A : out std-logicdvector(7 downto O); 
Y3A : out std-logic-vector(7 downto O); 
YD : inout std-logic-vector(3 1 downto O); 
Y20E : out std-logic; 
Y2WE : out std-logic; 
Y30E : out std-logic; 
Y3wE : out std,logic; 
- Inter-VPE link 
ILINK : out std-logic-vector(23 downto O) 
1; 
end filtre-moy ; 
architecture behave of filtre-moy is 




clk : in std-logic; 
rst : in std-logic; 
&-en : in std-logic; 
9 : out std-logic-vector(7 downto O); 
parite-out: out std-logic; 





Engclk : in std-logic; 
Framcout: out std-logic-vector(3 1 downto O); 
FrameAvail: out std-logic; 
FrameTaken: in std-logic; 
RESET,in: in std-logic; 
FifoEn : out std-logic; 
FifoRdy : in std-logic; 
FifoData: in std-logic-vector(7 downto O)); 
end component; 
component controlew 
ck: in stdJogic; 
rst : in std-iogic; 
parite-in: in std-logic; 
zero : in stci-logic; - ca vient de compt8re 
FrameAvail: in std-logic; - ca vient de fifo-in 
RamWordAvail: in std-logic; - ca vient de ram-fsm 
LoadReg : out std-logic; 
ShiftRecen: out std-logic; 




clk : in std-logic; 
rst : in std-logic; 
LoadReg : in std-logic; 
Add-ck-en: out std-logic; 
RamWordAva.1: out std-logic; 
RAM-WE : out std-logïc; 
RAM-OE : out std-Iogic; 





pix_fifo: in std-logic~ector(3 1 downto O); 
pbc-lign-impr. in std-Iogic-vector(3 1 downto O); 
pix-lign-pair: in std-logic-vector(3 1 downto O); 
. - 
clk : in stdJogic; 
rst : in std-logic; 
clken : in std-logic; 












: out std-logicCvector(7 downto O); 
: out std-logic-vector(7 downto O); 
: out std-logic-vector(7 downto O); 
: out std-logic-vector(7 downto O); 
: out std-logic-vector(7 downto O); 
: out std,logk~vector(7 downto O); 
: out std,logiccvector(7 downto O); 
: out std~Iogi~~vector(7 downto O); 
: out std~logi~~vector(7 downto O) 
component additiomeur 
PON 
clk: in std-logic; 
rst : in std-10gic; 
WindowOK: in std-logic; 
PI : in std-logic-vector(7 downto O); 
PZ : in stdJogic-vector(7 downto O); 
~3 : in std-logic-vector(7 downto O); 
P4 : in std-logic~ector(7 downto O); 
~5 : in std-logic-vector(7 downto O); 
P6 : in std-logic-vector(7 downto O); 
P7 : in std-logic-vector(7 downto O); 
P8 : in std-logic-vector(7 downtd O); 
~9 : in std-logic-vector(7 downto O); 
DatataIlinken: out std-Iogic; 
pix-flt : out std~logi~~vector(7 downto O) 
1; 
end component; 
signal Add-clk-en : std-logic; 
signai Adresse : std-logic~ector(7 downto O); 
signal parite : std-logic; 
signai zero : std-logic; 
signal Frarne-out : std-logic-vector(3 1 downto O); 
signal FrameAvail : std-logic; 
signal LoadReg : std-Iogic; 
signai RamWordAvail : std-logic; 
signal ShiftRe~en :std-logic; 
signal WindowOK : std-logic; 
signal RAM-WE : std-logic; 
signal RAM-OE : std-logic; 
signal p-ign-impr : std~logï~~vector(3 1 downto O); 
signal pix-lign-pair : std-logic-vector(3 1 downto O); 
signal p 1 : std-logic-vector(7 downto O); 
signal p2 : std-logic-vector(7 downto O); 
signal p3 : std-logic~vector('7 downto O); 
signal p4 : std-logic-vector(7 downto O); 
signal p5 : std-logic-vector(7 downto O); 
signd p6 : std~Iogic_vector(7 downto O); 
signal p7 : std-logic-vector(7 downto O); 
signal p8 : std-logic-vector(7 downto O); 
signai p9 : std-logic-vector(7 downto O); 
signal dirXD : std-logic; 
signal dirYD : std-Iogic; 
a signai Word-out : std~logi~~vector(3 1 downto O); signal pix-flt : std-logic-vector(7 downto O); 
signal Data-Ihk-en : std-logic; 
signal DATA-en : std-logic; 
begin 
ERCOSC c= 'Z'; 
ECmdReq <= CPMSync; 
Cpt-add : compt8report rnap (GenC1kl~eset-Pddt-P~kIke~Adresse,p~te,zero); 
FifoIn : fifo-in-vpeport map 
(GenClkl ~ramee_outErameAv~l~adReg+ResetJ.IEn~dy~); 
Cont : controleurport map 
(GenCLkl ~ e s e t , p a r i t e , z e r o , F r a m e A v a i i , R a m w o r ~  
on; 
READ-RAM-REGS : process(GenClkl,Rese~-OE$CD,YD) 
begin 
if @eset=' 1') then 
pic-iign-impr c= (others=>'O'); 
pix-iïgn-pair <= (others=>'O'); 
elsif @AM-OE ='Of) then 
if (GenClkl='L' and GenCikllevent) then 
pix-hgn-impr c= XD; 




WREE-RAM-REGS : process(GenClkl,Reset,LoadReg,Frarneeout) 
begîn 
if (Reset='lt) then 
Word-out <= (others=>'O'); 
elsif (LoadReg=' I ') then 
if (GenClkl='L' and GenClkllevent) then 





- LES SIGNAUX POUR LA RAM 
ID<= Word-out after 7 ns when dirXD='O' else (others=>'Z1) after 7 ns; 
YDc= Word-out after 7 ns when dirYD='O' else (others=>'Z') after 7 ns; 
dirXD<= 'O' when (DATA-en='ll and XGate='ll and parite='O1) else '1'; 
dirYD<= 'O' w hen (D ATA-en=' 1' and YGate=' 1' and paritez' 1') else ' 1'; 
- dirXD<= 'O' when (RAM-WE--'O' and XGate='ll and parite='O') else '1'; 
- dirYD<= 'O' w hen --WE='O' and YGate=' 1' and parite='ll) else ' 1'; 
XOA<= Adressewhen Xgate='ll else (others=>'Z'); 
XIA<= Adressewhen Xgate='lt else (others=>'Z'); 
XA<= (others=>'O')w hen Xgate=' 1' else (others=>'Z'); 
Y2Ac= Adressewhen Ygate='l' else (othersd2'); 
Y3Ac= Adressewhen Ygate=' 1' else (others92'); 
YA<= (others=>'O1)when Ygate=' 1' else (others=>'Z'); 
XOOE <= RAM-OE when Xgate='l' else 'Z'; 
XlOE <= RAM-OE when Xgate='L' else 'Z'; 
Y20E <= RAM-OE when Ygate='ll else '2'; 
Y30E c RAM-OE when Ygate='l' else 'Zr; 
XOWE <= .RAM-WE when (Xgate='l' and parïte='0') else '2'; 
X1WE c= RAM-WE when (Xgate=' 1' and parite='O') else '2'; 
Y2WE c= RAM-WE when (Ygate='ll and parite='l') else 'Z'; 




entity fifo-in-vpe is 
port ( 
_=_ Module Interfaçe -=- 
Engck : in std-logic; 
Fra-out: out std-IogicCvector(3 1 downto O); 
FrameAvail: out std-logic; 
FrarneTaken: in std-logic; 
RESET-in: in std-Iogic; - ** Dummy RESET for Synthesis 
,=- CPM Interface -=- 
FifoEn : out std-logic; 
FifoRdy : in std-logic; 
FifoData: in std-Iogic-vector(7 downto O)); 
end fifo-in-vpe; 
archirecture behaviord of fifo-in-vpe is 
type input-states-def is (PowerUp, WaitBytel, LoadByte2, LoadByte3, LoadByte4, 
Wai tForTake) ; 
attribute enum-encoding : string; 
amibute enum-encoding of input-states-def: type is "000001 000010 Oûû1OO 
001OOO 01OOOO 100000"; 
signal present-in-state, next-in-state: input-states-def; 
signai FrameBuf : std-logic-vector(3 1 downto O); 
signal byte-en : std-logic-vector(3 downto O); 
signal vdd : std-logic; 
component Framer 
port ( 
clk : in std-logic; 
rst : in std-logic; 
data-in: in std_logic-vector(7 downto O); 
store-en: in std-logic; 
byte-en: in std-logic-vector(3 downto O); 




- ++ - Basic Assignments - u -- 
Frame-out <= FrameBuf; 
vdd <= '1'; 
- a- -- 
- ++ - State Machine definitions - ++ - 
FSMdef: process(Engcik, RESET-in) 
begin 
if (RESETjn = '1') then 
present-in-state <= PowerUp; 
elsif (Engclk='l' and Engcik'event) then 
present-in-state <= next-in-state; 
end if; 
end process; 
- - -- - 
- ++ - State machine behavior - ++ - 
FSM1: process(present-in-state, FifoRdy, FrameTaken) 
begin 
case present-in-state is 
when PowerUp => 
next-in-state c= WaitB yte 1; 
when WaitBytel=> 
if (FifoRdy = ' 1') then 
next-in-state c= LoadByte2; 
else 
next-in-state c WaitB yte 1; 
end if; 
when LoadByte2 => 
nextjn-state c LoadByte3; 
when LoadByte3 => 
next-in-state c LoadByte4; 
when LoadByte4 => 
next-in-state <= WaitForTake; 
when WaitForTake => 
if (FrimeTaken = '1') then 
next-in-state c= WaitB yte 1; 
else 




-- - - 
- ++ - State Machine Dependant Signafs -- t+ - 
byte-en(0) c= '1' when (present-in-strite = WaitB ytel) else 0'; 
byte-en(1) c= '1' when (present-in-state = LoadByte2) else '0'; 
byte-en(2) c= '1' when (present-in-state = LoadByte3) else '0'; 
byte-en(3) c= '1' when (present-in-state = LoadByte4) else '0'; 
FifoEn C= O'  when ((present-in-state = WaitBytel) or 
(present-in-state = LoadByte2) or 
(present-in-state = LoadByte3) or 
(present-in-state = LoadByte4)) else '1'; 
FrameAvail c= '1' when (present-in-state = WaitForTake) else '0'; 











use 1EEE.s td-1og.i~-1 l64.all; 
use IEEE.std~logic~arltha11; 
use IEEE-std-logic-unsignedall; 
entity controleur is 
port (clk : in std-logic; 
rst : in stdJogic; 
pari te-in: in std-logic; 
zero : in std-logic; - Ca vient de compt8re 
FrameAvail: in std-logic; - ca vient de fifojn 
RamWordAvail: in stdJogic; - ca vient de ram-fsm 
LoadReg: out std-logic; 
ShiftRe~en: out std-lo,@c; 
WindowOK: out std-Iogic - signai une fen3x3 valide 
1; 
end controleur; 
architecture behave of conîroleur is 
type ctr-state is (PowerUp,WnteLinel,WnteLine2,.hadWords,ShiftReg); 
amibute enum-encoding : string; 
attrïbute enum-encoding of ctr-state : type is "00001 ûûû1O 00100 01000 10000"; 
signal present-ctr-state, next-ctr-state : ctr-state; 
signal Qout: std-logic-vectofll downto O); 
signai FirstPixLine : std-logic; 
signal comptxen: std-Iogic; 
signai posj:  std-logic-vector(8 downto O); 
FSMdef : process(cik,rst) 
kgin 
if (rst = ' 1') then 
present-ctr-state <= PowerUp; 
elsif (clk=' 1 'and clk'event) then 




process(present-ctr-state?pa teein ~zero~tameAvaïi,EZam WordAvaiI,Qout~pos~) 
begin 
case presenr-ccstate is 
when PowerUp => 
next-ctr-state <= WriteLinel ; 
when WriteLinel=> 
if (parite-in = '1') then 
next-CU-state <= WriteLine2; 
else 
next-ctr-state <= WrïteLïnel; 
end if; 
when WriteCine2 => 
if (parite-in = '09 then 
next-ctr-state <= LoaciWords; 
else 
next-ctcstate <= WnteLine2; 
end if; 
when LoadWords => 
if (FrameAvaii='l' and RamWordAvail='l ') then 
next-ctr-state c= ShiftReg; 
else 
next-ctr-state <= LoadWords; 
end if; 
when ShiftReg => 
if (Qout=3) then 
if (pos y=479 and zero=' 1') then 
next,ctr_state <= WriteLine 1 ; 
eIse 
nex t-c tr_s tate <= LoaciWorcis ; 
end if; 
else 




compt2e : process(clk~t,present-ctr-state) 
begin 
if (rs t=' 1') then 
Qout <= (others=>'O'); 
elsif (cIk=' 1 ' and ck'event) then 
if (present-ctr-state = S hiftReg) then 
Qout <= Qout + 1; 
end if; 
end if; 
end process compt2e; 
shift2 : process(cik,rst,Qout,zero) 
begin 
if (nt=' 1') then 
FirstPUcLine <= ' 1 '; 
elsif (Qoutd and zero='l') then 
FirstPUrLine <= '1'; 
elsif (Qout=2) then 
FirstPixLine c= '0'; 
end if; 
end process shift2; 
~ o m p t ~ p o s j  : process (ck,rst,compt_y_en,pos~) 
begin 
if (rst='13 then 
pos-y c= "000000010";--" 11 101 11 1 0 ;  
ekif (clk'event and clk='13 then 
if (cornpt_y_en=T) then 
p0S-y <= p0s-y + 1; 
if (pos-y=479) then 




end process compt-pos-y; 
LoadRegc= '1' when ((FrameAvail=' 
present-ctr,,state=LoadWords ) or 
1' and RamWordAvail='l' and 
(FrameAvail='l' and RamWordAvaiZ='l' and 
presen t-ctr-state=Writeline 1 ) or 
(FrameAvail=' 1 ' and RamWordAvail=' 1 'and 
S hiftReg,en <= ' 1' w hen (next-ctr-state=ShiftReg) el se '0'; 
WindowOKc= '1' when (present-ctr-state = ShiftReg and FirstPixLine = '0') else '0'; 
compty-en<= '1' when ((present-ctr-state = ShiftReg and next-ctr-state = 
LoadWords and zero = '1') or 






entity additionneur is 
port( 
clk: in std-logic; 
rst : in std-logic; 
WindowOK: in std-logic; 
p 1 : in std~logi~~vector(7 downto O); 
p2 : in std-IogicCvector(7 downto 0); 
p3 : in std-logic-vector(7 downto O); 
p4 : in std-logicCvector(7 downto O); 
p5 : in std-logi~~vector(7 downto O); 
p6 : in std-logï~~vector(7 downto O); 
p7 : in std_logiccvector(7 downto O); 
p8 : in std~logï~~vector(7 downto O); 
p9 : in std-logiccvector(7 downto O); 
Data-Ilinken: out std-logic; 
pix-fit : out std_Iogic_vector(7 downto O) 
1; 
end additionneur; 
architecture behave of additiomeur is 
signal s 1 : std-logic-vector(8 downto O); 
signal s2 : std-logic-vector(8 downto O); 
signal s3 : std-logic-vector(8 downto O); 
signal s 4  : std-logic-vec tor(8 downto O); 
signal sl-c : std-logic-vector(8 downto O); 
signal s2-c : std_IogicCvector(8 downto O); 
signal s 3 c  : std-logic_vector(8 downto O); 
signal s4-c : std-logicCvector(8 downto O); 
signal p9-cl : std-logic-vector(7 downto O); 
signai p 9 ~ 2  : std-logic-vector(7 downto O); 
signal p9-c3 : std-logic-vector(7 downto O); 
signal s5 : std-logic-vector(9 downto O); 
signal s6 : std-logic-vector(9 downto O); 
signal s5-c : std-IogicCvector(9 downto O); 
signal s6-c : std-IogicCvector(9 downto O); 
signal s7 : std~logic~v~tor(l0 downto O); 
signal s7-c : std-logic-vector( 10 downto O); 
signal temp : std-logic-vector(l1 downto O); 
signai WOK-cl : std-Iogic; 
signal WOK-c2 : std-Iogic; 
signal WOLc3 : std-logic; 
begin 
s l  c=('O'&pl)+@'&p2); 
s2 c= ('0' & p3) + ('O' & p4); 
s3 c= ('O' & p5) + ('O' & p6); 
s4 <= ('O' & p7) + ('O' & p8); 
s5 <= ('0' & s 1-c) + ('O' & s2-c); 
s6 c= ('O' & s3-c) + ('O' & s4-c); 
s7 <= ('O' & sS-c) + ('O' & s6-c); 
tempe= ('0' & s7-c) + ("0000" & p9-c3); 
arbre-somme : process (clk,rst) 
begin 
if (rst=' 1') then 







p9-c 1<= (others=>'û'); 
p9-c2c= (others=>'û'); 
p9-c3<= (others=>'û'); 
WOK-c lc= '1'; 
WOK,c2<= '1'; 
WOK-c3<= '1'; 
Data-Ilink-en <= '1'; 











Data-Iiink-en c= WOK-c3; 
p9_cl<= p9; 
p9-c2<= p9-cl ; 
p9c3<= p9,c2; 
end if; 
end process arbre-somme; 
divif? : process (clk,rsî,temp) 
begin 
if (rst='ll) then 
pix-flt <= (O thersz>'O'); 
eIsif (clk'event and c k  = '1') then 
if (temp(l1)='1') then 
pix-fit c= (others=>' 1'); 
else 
ph-fit c temp(l0 downto 3); 
end if; 
end if; 





use IEEE.s td - log i c_uns igned-a l l ;  
port (clk : in stci-logic; 
rst :instd-logic; 
clk-en : in std-logic; 
4 : out std-logic-vector(7 downto O); 
parite-out: out std-Iogic; 
zero : out std-logic 
1; 
end compt8re; 
architecture behave of compt8re is 
signal qin :std-logic-vector(7 downto O); 
signal parite-s : std-logic; 
begin 
compteur : process (clk.rst,c&-en,qin) 
begin 
if (rst='ll) then 
qin<=(others=>'O1); 
parite-s<='Of ; 
eIsif (clk='lf and clk'event) then 
if (clk-en='Lt) then 
qin c= qin + 1; 






end process compteur; 
q c=qin; 
parite-out<= parite-s; 
zero<= '1' when (qin = O) else '0'; 
end behave; 
library ieee; 
use ieee.std-logic-1 l64.all; 
entity framer is 
port ( 
-=- Module Interface -=-- 
CLIC : in std-logic; 
rst : in std-logic; 
data-in: in std-logic-vector(7 downto O); 
store-en: in stdJogic; 
byte-en: in std~logicCvector(3 downto O); 
frame-out: out std-logic-vector(3 1 downto O)); 
end fiamer, 
architecture behavioral of framer is 
signal frame-buf : std-logic-vector (3 1 downto O); 
begin 
-- - 
- ++ - Basic Assignments - tt - 
- -- - 
- ++ - Fifos Description -- ++ - 
FrameBuff : process(ck,rst) 
begin 
if (nt=' 1') then 
frame-buf <= (others=>'û'); 
elsif ( c k '  1' and clk'event) then 
if (store-en = '1') then 
if (byte_en(O) = '1') then 
frame-buf(7 downto O) <= Datain; 
end if; 
if (byte_en(l) = '1') then 
frame-buf(l5 downto 8) c= Datajn; 
end if; 
if (byte-n(2) = '1 ') then 
fiame-buf(23 downto 16) <= Data-in; 
end if; 
if ( b ~ e n ( 3 )  = '1') then 








entity ram-fsm is 
port ( 
clk : in std-logic; 
rst : in stdJogic; 
LoadReg: in std-logic; 
Add-cken: out std-logic; 
RamWordAvail: out std-Iogic; 
RAM-WE: out std_logic; 
RAM-OE: out std-logic; 
DATA-en: out std-logic 
1; 
end ram-fsm; 
architecture behave of ram-fsm is 
type ram-state is (PowerUp, Read, WaitLoad Wnte, IncAdd); 
attnbute en-encoding : smng; 
attnbute enurn-encoding of ram-state : type is "00001 00010 0010 01000 10000"; 
signal present-ram-state, next-ram-state : ram-state := Powerup; 




if (rst = '1') then 
present-ram-state o PowerUp; 
eIsif (clk'event and cik = '1') then 
present-ram-state <= next-ram-state; 
end if; 
end process; 
FSMl: process(present-ram-stateUadReg ) 
begin 
case present-ram-state is 
when PowerUp => 
next-ram-state <= R e d ;  
when Read => 
next-ram-state <= WaitLoad; 
when WaitLoad => 
if (L,oadReg='ll) then 
next-ram-state <= W t e ;  
else 
next-ram-state c= WaïtLoad; 
end if; 
when Write => 
next-iam-state c= IncAdd; 
when IncAdd => 
next-ram-state c= Read; 
end case; 
end process; 
RamWordAvail<= '1' when (present-ram-state = WaitLoad) else 'O; 
Add-clk-en<= '1' when (present-ram-state = IncAdd) else '0'; 
- ECR.ITURE RAM 
----- 
RAM-WE<= 'O' when (present-ram-state = Write) else '1'; 
RAM-OEc= 'O' when (present-ram-state = Read) else '1'; 







entity registres is 
port( pix-fifo: in std-logic-vector(3 1 downto O); 
pix-lign-impr : in std-logic-vecror(3 1 downto 0); 
pi~lign-pair : in std-1ogicCvector(3 1 downto O); 
cUc : in std-logic; 
rst : in std-Iogic; 
clic-en: in std-logic; 
sel : in std-1ogic;- select pour les multiplexeurs 
p l  : out std-logic-vector(7 downto O); 
p2 : out std-logic-vector(7 downto O); 
p3 : out std~logi~~vector(7 downto O); 
p4 : out std-logic-vector(7 downto O); 
p5 : out std~lo&c~vector(7 downto O); 
p6 : out std-io&c-vector(7 downto O); 
p7 : out std-logic-vector(7 downto O); 
p8 : out std-logic-vector(7 downto O); 
p9 : out std-logic-vector(7 downto O) 
1; 
end registres; 
architecture behave of registres is 
signal da1 : std-logic_vector(7 downto O); 
signai da2 : stdJogic-vector(7 downto O); 
signal da3 : std-10gic-vector(7 downto O); 
signal dbl : std-logic-vector(7 downto O); 
signal db2 : std-logic-vector(7 downto O); 
signal db3 : std-logic-vector(7 downto O); 
signal dc 1 : std-logic-vector(7 downto O); 
signal dc2 : std-logic-vector(7 downto O); 
signal dc3 : std-Iogic-vector(7 downto O); 
signal qal : std-logic-vector(7 downto O); 
signal qa2 : std~logi~~vector(7 downto O); 
signal qa3 : std-logic-vector(7 downto 0); 
signal qbl : std-logic-vector(7 downto O); 
signal qb2 : std-logic-vector(7 downto O); 
signal qb3 : std-logic-vector(7 downto O); 
signal qcl : std-logic-vector(7 downto O); 
signal qc2 : std~Iogi~~vector(7 downto O); 
signal qc3 : std-logic~ector(7 downto O); 
signal p 1s : std-logic-vector(7 downto O); 
signal p2s : std-logic-vector(7 downto O); 
signal p4s : std-logic-vector(7 downto O); 
signal p5s : std-Iogic-vector(7 downto O); 
signai p7s : std-logic-vector(7 downto O); 
signai p8s : std-logic~ector(7 downto O); 
begin 
reg : pmcess (clk,rst,clk_en,sel) 
begin 
if rst=' 1' then 
pls  <= (others=>'O'); 
p2s <= (others=>'O'); 
p3 <= (others=>'O'); 
p4s <= (others=>'O'); 
p5s c= (others=>'O'); 
p6 <= (others=>'O'); 
p7s <= (others=>'O'); 
p8s <= (othe-->IO'); 
p9 c= (others=>'O?; 
qal<= (others=>'O'); 
qa2 <= (others=>'O'); 
qa3 <= (others=>'O'); 
qb 1 c= (others=>'O ' ); 
qb2 <= (others=>'O'); 
qb3 <= (others=>'O1); 
qcl <= (others=>'o'); 
qc2 <= (others=>'O'); 
qc3 <= (others=>'O'); 
elsif (clk_en=' 1') then 
if (clk='l' and clk'event) then 
p3 <= p2s; 
p2s <= pls; 
p l s  <= dal; 
qal c= dbl; 
qblc= dcl; 
qcl <= pix-fifo(3 1 downto 24); 
p6 c= p5s; 
p5s <= p4s; 
p4s <= da2; 
qa2 <= db2; 
qb2 <= k 2 ;  
qc2 c= pix_lign_impr(3 1 downto 24); 
p9 <= p8s; 
p8s c p7s; 
p7s c= da3; 
qa3 <= d63; 
qb3 <= dc3; 








- si sel* alors le registre circule les pixels 
- les rnux sont ainsi fait pour utiliser les 3 States buffer du FPGA 
da1 <= qal when (sel='û') else (others=>Z'); 
da2 <= qa2 whm (seI='û') else (others=>'Z'); 
da3 <= qa3 when (sel='O') else (others-92'); 
db 1 <= qb 1 when (sel='()') else (others=>Z'); 
db2 <= qb2 when (sel='O) else ( o t h e d 2 ' ) ;  
db3 <= qb3 when (sel='Ot) else (others=>'Z'); 
dcl <= qcl when (sel='O') else (others=>'Z'); 
dc2 <= qc2 when (seI='û') else (others=>'Z'); 
dc3 <= qc3 when (sel='O') else ( o t h e d z ' ) ;  
- si sel=l alors le registre load les nouveaux pixels 
da1 <= pix-fifo(7 downto O) when (sel='l') else (others=>Z'); 
dbl <= pix-fifo(l5 downto 8) when (sel='l') else (others=>'Z'); 
dc 1 <= pixJifo(23 downto 16) when (sel=' 1') else (others=>'Z'); 
da2 <= pix-Iign-impr(7 downto O) when (sel='l3 else (others=>*Z'); 
db2 <= pix-lign-impr(l5 downto 8) when (sel='19) else (others9Z'); 
dc2 <= pix-lign-impr(23 downto 16) when (sel=ll) else (others=>Z'); 
da3 c= pïx-lign-pair(7 downto 0) when (sel=' 1') else (others=>Z'); 
db3 <= pix-lign-pair(l5 downto 8) when (sel='l') else (others=>'Z'); 
dc3 <= pix-lign-pair(23 downto 16) when (sel='l') else (others=>'Z); 
p l  <= pls; 
p2 c= p2s; 
p4 <= p4s; 
p5 <= p5s; 
p7 <= p7s; 
p8 c= p8s; 
end behave; 
ANNEXEE 





entity pst-trait is 
port ( Reset : in std-logic; 
GenCllcl : in std-logic; 
ECmdReq : out std-Iogic; 
CPMSync : in std-logic; 
FOD : out std-logic-vectov downto O); 
FORdy : in std-logic; 
FOEn : out std-logic; 
ILJNK : in std-Iogic-vector(23 downto O) 
1; 
end pst-trait; 
architecture behave of pst-trait is 
component pixelMAX 
port (clk : in std-logic; 
rst : in std-logic; 
cll-en : in std-logic; 
pix_flt : in std-logic-vector(7 downto O); 
colon-pos-x: in std-logic; 
Ligne-posj: in std-iogic; 
fin-data: in std-logic; 
pkmax:  out std-Iogic-vector(7 downto O); 
NewMax: out std-logic; 
somme-pix: out std-logic-vector(26 downto O); 
rayon : out std-logic-vector(8 downto O); 
ray-x : out std-logic-vector(8 downto O); 
ray-y : out std-logic-vector(8 downto O); 
somme-pix-ray: out std-logic-vector(l7 downto O); 
trait-x : out std-logic; 
trait-y : out std-logic; 




port (ctk : in std-logic; 
rst : in std-logic; 
clk-en : in std-logic; 
NewMax: in std-logic; 
pos-x : out std-logic-vector(9 downto O); 
p o s j  : out std-logic-vector(8 downto O); 
colon-pos-x: out std-logic; 
ligne-p0s-y: out stdJogic; 





clk: in std-logic; 
rst : in std-logic; 
NewMax: in std-logic; 
clk-en : in std-logic; 
pix-pic: in std-logic_vector(7 downto O); 
rayon : in std-logic-vector(8 downto O); 





Engck : in std-logic; 
Frarncin: in std-logic-vector(3 1 downto O); 
FrameAvail: in std-Iogic; 
FrameTaken: out std-logic; 
RESET-in: in std-logic; 
FifoEn : out std-logic; 
FifoRdy : in std-logic; 
FifoData: out std-logic-vectorçi downto O) 
1; 
end component; 
signal pix-flt : std-logic-vector(7 downto O); 
signal Data-Ilink-en : std-logic; 
signal colon-pos-x : std-logic; 
signal ligne-pos-y : std-logic; 
signal fin-fiame : std-logic; 
signal pix-max : std-logic-vector(7 downto O); 
signal NewMax : std-logic; 
signal somme-pix : std_logicCvecto~26 downto O); 
signal rayon : stdJogic_vector(8 downto O); 
signal ray-x : std-logic-vwtor(8 downto O); 
signal r a y j  : std-logic-vector(8 downto O); 
signal mult-regs-en : ~td~Iogic; 
signal sor~lme~pix-ray :std~logic~vector(l7 downto O); 
signal pos-x : std-logic~ector(9 downto O); 
signal p o s j  : std-logic-vector(8 downto O); 
signal somme-mult : std-logic-vector(24 downto O); 
signal Qout : std-logic-vector(1 downto O); 
signal fin-data : std-logic; 
signal Frame-in : std-logic-vector(3 1 downto O); 
signal FrameAvail : std-logic; 
signal FrimeTaken : std-logic; 
signal traitx : std-10gic; 
signal trait-y : std-logic; 
signal small-pix : std-logic; 
type pos-ate is 
(PowerUp,Traitement~tenceMult,SendWordl,SendWor~,Sen~or~,Sen~ord4,Sen 
dWordS ,FinFrame); 
attribue en-encoding : stnng; 
attribute enum-encoding of pst-state : type is "0001 O010 O100 1000"; 
signal present-pst-state, next-pst-state : pst-state; 
entree : process(GenClkl,Reset,lLINK) 
if (Reset='lV) then 
Data-Ili&-en <= 'O; 
pix-flt c= (others=~''O'); 
elsi f (GenClkl=' 1 ' and GenClkl'event) then 
pix-flt <= ILINK(7 downto O); 
Data-Erik-en <= not@ANK(8)); 
end if; 
end pmcess entree; 
FSMdef : process(GenCIk1 ,Reset,next-pst-s tate) 
begin 
if (Reset = '1') then 
present-pst-state <= PowerUp; 
elsif (GenClkl='lf and GenClkl'event) then 





case present-pst-state is 
when PowerUp => 
next-pst-state <= Traitement; 
when Traitement => 
if (f in-fiame=' 1 ') then 
next-pst-state c= LatenceMult; 
else 
next-pst-state c= Traitement; 
end if; 
- LatenceMult pour vider le pipeline du multiplicateur 3 coups d'horloge 
when LatenceMult => 
if (Qout=3) then 
next-pst-state c= SendWordl ; 
else 
next-pst-state c= LatenceMdt; 
end if; 
when SenciWordl=> 
if (FrameTaken='l') then 
next-pst-state c SendWord.2; 
else 
next-pst-suite <= SencWordl; 
end if; 
when SendWord2 => 
if (FrameTaken='I ') then 
next-pst-state <= SendWord3; 
else 
next-pst-state <= SendWord2; 
end if; 
when SendWord3 => 
if (FrarneTaken=' 1 ') then 
next-pst-s tate <= SendWord4; 
else 
next-pst-state <= SendWord3; 
end if; 
when SendWord4 => 
if (FrameTaken='l') then 
next-pst-state <= SendWordS; 
else 
next-pst-state <= SendWord4; 
end if; 
when SenciWord5 => 
if (FrameTaken=' 1 ') then 
next-pst-state <= FinFrame; 
else 
nextpst-state <= SendWordS; 
end if; 
when FinFrame => 
next-pst-state c= Traitement; 
end case; 
end process FSM-pst; 
m m :  
process(present-pos t_state,pixixmax,psS~,pos~,~~mmeepix,rayY~~ay~,~ommeem~1 t,s 
onme-pix-ray) 
begin 
case present-pst-state is 
when SendWordl=> 
Frame-in(26 downto O) c p o s j  & p o s ~  & pix-max; 
when SendWord2 => 
Framejn(26 downto O) <= somme-pix; 
when SendWord3 => 
Frame_in(17 downto O) <= ray-y & w x ;  
when SenMord4 => 
F r a . i n ( 2 4  downto O) <= somme-mult; 
when SenNord5 => 
Framejn(l7 downto O) c= somme-pkray; 
when others => 
Framejn <= (others=>X'); 
end case; 
end process muxxx; 
mult-regs-en <= ' 1' when ((trait-x=' 1' and ligne-pas-y=T and srnail-pix='O1 and 
Data-Ilink-en=' 1') or 
(trait-y='ll and colon-psSx='l' and sma~pix='Ot and Data-IIink-en=' 1') 
or 
presentpost-state=LatenceMult) else 'O1; 
fin-data<= '1' when (presentqost-stattcFinFrame) else '0'; 




present-pst-state=SenàPVordS) else 'O; 
cmpt-latence-mult : process (GenClkl &e~eset,present-pst-state,Qout) 
begin 
if (Reset='ll) then 
Qout <= (others =>IO'); 
elsif (present-pst-state=LatenceMult) then 
if (GenCUcl='l' and GenCkllevent) then 




U-pixelMAX : pixeLMAX port map 
(GenClkl TReset~ata_Ilink~en,pixixflt7colon~po~S~Tligneepo~~,finndata,pi~Xmax~e~ 
Max, 
U-compteurXY : compteurXY port map 
(GenClkl~ese~atataIlinknken~ewMax,po~S~,po~-y,~~1~nnpo~S~~gneepo~-ytfinnfram 
el; 
U-multiplicateur : multipiicateur port map 
(GenClkl 9Reset,NewMax,mult~reg~Sen7pix~flt,rayon~so~e~muLt); 







entity compteurXY is 
port (dk : in std_logic; 
rst : in std-logic; 
clken : in std-logic; 
NewMax: in std-logic; 
pos-x : out std-Iogic-vector(9 downto O); 
p o s j  : out std-logic-vector(8 downto O); 
colon-pos-x: out std-logic; 
ligne-posj: out std-logic; 
fin_frame:outsd_logicframe: out std-logic 
1; 
end compteurXY; 
architecture behave of compteurXY is 
signai cmpt-en3 : std-logic; 
signal cmpt-x: std-logic-vector(9 downto O); 
signal cmpt-y: std~logïc~vector(8 downto O); 
signal pos-x-s: std-logic-vector(9 downto O); 
signai posj-s: std_logic_vector(8 downto O); 
begin 
position-x : process (clk,rst,clk-en,cmpt-x) 
begin 
if (nt=' 1 ') then 
cmpt-x <= "0000000010"; 
elsif (clk_en=T) then 
if (cik='l' and clk'event) then 
if (cmpt-x=639) then 
cmpt-x <= '-0000000010; 
eise 




end process position-x; 
positionj : process (cik,rst,cmpt-en-y,cmpt-y) 
begin 
if (rst='l') then 
c m p t j  <= "000000010"; 
elsif (cmpt-en y='l') then 
if (clk=' 1' and clk'event) then 
if (crnpty=479) then 
cmpt-y <= "000000010"; 
eIse 




end process positionj; 
cmpt-en-= '1' when (cmpt-xd39 and cik-en='ll) else '0'; 
f i n - h e < =  '1' when (cmptj479  and cmpt-en_y='ll) else '0'; 
nouveau-max : process (clk,rst,cik-en,NewMax,cmptx.cmpt_y) 
begin 
if (rst='l') then 
p o s x s  <= (others =rlO'); 
posj-s <= (others =>'O'); 
elsif (NewMax='ll and clk_en='ll ) then 
if (clk='lV and clk'event) then 
pos-x-s <= cmpt-x; 
pos-y-s c= cmptj;  
end if; 
end if; 
end process nouveau-ma; 
pos-x <= pos-x-s; 
POSJ C= pOSJ-S; 
colon-pos-x <= '1' when (cmpt-x = pos-x-s) else '0'; 




entity f i h o u t  is 
port ( 
Engclk : in std-logic; 
Frame-in: in std-logic-vector(3 1 downto O); 
FrameAvail: in stdJogic; 
FrameTaken: out stdJogic; 
RESWn: in std-logic; 
FifoEn : out std-logic; 
FifoRdy : in std-logic; 
FifoData: out std-logic-vwtofl downto O)); 
end fifo-out; 
architecture behavioral of fifo-out is 
type output-states-def is (PowerUp, DummyWait, WaitForAvail, WaitForRdy, 
SendByte2, SendByte3, SendByte4 ); 
attrïbute enum-encoding : string; 
amibute enum-encoding of output-states-def: type is "0000001 0 0 0 0  10 0000100 
000~ooO 0 0 1 m  01OOOOO 1000000"; 
signal present-out-state, next-out-state: output-states-def; 
signal load-sig, shifisig: std-logic; 
component Shifter 
PO* ( 
clk : in std-logic; 
rst : in ski-logic; 
fiame-in: in std-logic-vector(3 1 downto O); 
load-en: in std-logic; 
shif~en: in std-logic; 
datkout: out std-logic-vator(7 downto O) 
1; 
end component; 
FSMdef: process(engclk, RESET_in) 
begin 
if (RESETjn = '1') then 
present-out-state <= PowerUp; 
elsif (engclk='l' AND engclk 'EVENT) then 
present-out-state <= next-out-state; 
end if; 
end process; 
FSMl r process(present_out-sute. FZoRdy, FrameAvail) 
begin 
case present-out-state is 
when PowerUp => 
ne-out-state <= DumrnyWait; 
when DummyWait => 
if (FmrneAvaiI=' 1') then 
next-out-state <= WaitForAvail; 
else 
next-out-state <= DurnmyWait; 
end if; 
when WaitForAvail=> 
if (FrameAvail = '1') then 
next-out-state c= WaitForRdy; 
else 
next-out-state <= WaitForAvd; 
end if; 
when WaitForRdy => 
if (FifoRdy = '1') then 
next-out-state <= SendByte2; 
else 
next-out-state c= WaitForRdy; 
end if; 
when SendByte2 => 
next-out-state o SendByte3; 
when SendByte3 => 
next-out-state <= SendByte4; 
when SendByte4 => 
next-out-state <= DummyWait; 
end case; 
end process; 
FifoEn c= O' when ((present-out-state = WaitFarRdy) or 
(present-out-state = SendByte2) or 
(present-out-state = SendByte3) or 
(present-out-state = SendByte4)) eIse '1'; 
- avant c'etait a present-out-state= WaitForAvail 
FrameTaken <= '1' when ( (FrameAvail = '1 ') and 
(present-out-state = WaitForRdy)) eise '0'; 
load-sig <= '1' w hen ( (FrameAvail = ' 1 ') and 
(present-out-state = WaitForAvail) ) else '0'; 
shift-sig <= ' 1' when ( (present-out-state = WaitForRdy and FifoRdy = ' 1') or 
(present-outstate = SendByte2) or 
(present-out-state = SendByte3) or 
(present-out-state = SendByte4) ) else '0'; 














entity multiplicateur is 
port( 
clk: in std-logic; 
rst : in std-logic; 
NewMax: in std-logic; 
clken : in std-logic; 
pix-pic: in std-Iogic-vector(7 downto O); 
rayon : in std-logic-vector(8 downto O); 
somme-mult: out std-logi~~vector(24 downto O) 
1; 
end multiplicateur; 










s l  : std-logic-vector(9 downto O); 
. s2 : std-logic-vector(9 downto O); 
s3 : std-logic-vector(9 downto O); 
s4 : std-logic-vector(9 downto O); 
s5 : std-logic-vector(l1 downto O); 
s6 : std~logic~vector(ll downto O); 
s7 : std-logic-vector(l5 downto O); 
s8 : std-logic-vector(24 downto O); 
sommeemult-s : std-Iogic-vector(24 downto O); 
signal s l c  :std-logic-vector(9 downto O); 
signal s2-c : std-logic-vector(9 downto O); 
signal s3-c : std-logic_vector(9 downto O); 
signal s4-c : std-logi-vector(9 downto O); 
signal s5-c : std-logic-vector(l1 downto O); 
signal s6-c : std-iogic-vector(l1 downto O); 
signai s7-c : std~logic~vector(l5 downto O); 
signai ml : std-logic-vector(7 downto O); 
signai m2 : std-logic-vector(7 downto O); 
signal m3 : std-logic-vector(7 downto O); 
signal m4 : std-logic-vector(7 downto O); 
signai m5 : std,logic_vector(7 downto O); 
signal m6 : std-logic-vector(7 downto O); 
signal m7 : std-Iogic-vector(7 downto O); 
signal m8 : std-logic-vector(7 downto O); 
signal m9 : s td-logic-vec tor(7 downto O); 
signal m9-c 1 : std-logic-vector(7 downto O); 
signal m9_c2 : std-logic-vector(7 downto O); 
signal m 9 ~ 3  : std-logic-vector(7 downto O); 
signal ray-pix : std-logic-vector(l6 downto O); 
signal ray-pix-c : std-logÏc-vector(l6 downto O); 
begin 
ml<= pix-pic when rayon(0)='lr e 
m2<= pix-pic when rayon(l)='lr e 
m k =  pix-pic when rayon(2)='lr e 
m4<= pix-pic when rayon(3)='lr e 
m5<r pix-pic when rayon(4)='l' e 
m6<= pix-pic when rayon(5)='lf e 
m7c= pix-pic when rayon(6)='lf e 
mg<= pix-pic when rayon(7)='lr e 










sl<=(("ûûW & m1(7 downto 1)) + ('0' & m2)) & ml(0); 
s2<=(("00" & m3(7 downto 1)) + ('O' & m4)) & m3(0); 
s3<=(("ûûW & m5(7 downto 1)) + ('O' & m6)) & &(O); 
sk=(("OO" & m7(7 downto 1)) + ('0' & mg)) & m7(0); 
s5<=(('üO" & s l ~ ( 9  downto 2)) + s2-c) & sl-c(I downto O); 
s6<=(("ûû" & s3-c(9 downto 2)) + e c )  & s3_c(l downto O); 
s7<=(("0000" & s5-c(1l downto 4)) + s6-c) & s5-c(3 downto O); 
ray-pix <=(('O' & s7_c(lS downto 8)) + ('0' & m 9 ~ 3 ) )  & s7-c(7 downto O); 
arbremult : process 
(clk,rst,cik-en,NewMax-s 1, s W  ,~4~~5,~6,~7,~8~1n9,m9~c 1 ,m9-c2~ay-pix) 
begin 
if (nt=' 1') then 
s 1-cc= (others=>'O'); 
s2-cc= (others=>'O'); 









somme-mult-s <= (others=>'O'); 
elsif (clk=' 1' and cik'event) then 
if (NewMax='l? then 







m9-c 1 <= (otheis=>*O?; 
rn9-c2<= (others=>'O1); 
mg-c3<= (others=>*O?; 
ray-pix-c <= (othersdo'); 
somme-mdt-s c= (others=>'O'); 
elsi f (clk_en=* 1 ') then 






mg-c le= mg; 
mg-c2<= m9-c 1; 
mg-c3<= &c2; 
ray-pix-c <= ray-ph; 
somme_mult,s c= s8; 
end if; 
end if; 
end process arbre-muIt; 
end behave; 
library EEE; 
use IEEE.std-logic-1 l64.all; 
use IE3ZE.rt.j-Iogic-arÏth.aU; 
use IEEE-std-10gic~unsigned.all; 
entity pixelMAX is 
port (clk : in std-logic; 
rst : in std-logic; 
clic-en : in std-logic; 
pix-fit : in std-Iogiccvector(7 downto O); 
colon-pos-x: in std_logÎc; 
Ligneepos-y: in std-logic; 
fin-data: in std-logic; 
pix-max: out std~logic~vector(7 downto O); 
NewMax: out std-logic; 
somme_pix: out stdJogic-vector(26 downto O); 
rayon : out std-logic~ector(8 downto O); 
raLx : out std-logic-vector(8 downto O); 
r a y j  : out std~logkC~ector(8 downto O); 
somrne_pix-ray: out std-logi~~vector(l7 downto O); 
trait-x : out std-logic; 
traity : out std-logic; 
small-pix: out std-logic 
1; 
end pixe1MA.X; 














i NewMax-s : std-logic; 
I small-pix-s : std-Iogic; 
I ray-x-s : std-logiccvector(8 downto O); 
i rayj-s : std-logicCvector(8 downto O); 
I inc-ra~x : std-logic; 
1 inc-ray-y : std-logic; 
trait_x_s : std-logic; 
trait- : std-10gic; 
val-lim : std-logic-vector(5 downto O); 
pix-max-s : std-logic_vector(7 downto O); 
sommeepixixrayYs : stdY1ogicCvector(17 downto O); 
sommeepixirayYen : std-logic; 
somme-pix-s : std-logi~~vector(26 downto O); 
begin 
nouveau-max : process (clk,rst,fin-&ta,ck-enSewMax-s,pix-flt) 
begin 
if (rst=' 1 ') then 
pix-max-s c (others =>'O1); 
elsif (clk='ll and clk'event) then 
if (fin-&ta='l') then 
pix-max-s c= (others =>IO'); 
elsif (clk_en='l' and NewMax-c~~ 1') then 
pix-max-s c pix-flt; 
end if; 
end if; 
end process nouveau-max; 
traitements : pmcess 
(ck~~fin~data,~k~en~ewMax_s,smal1~pix~~,~oI0n~po~~~,Iigne~p~~y,ray~x~s~ 
begin 
if (rst='ll) then 
trait-x-s <= '0'; 
t r a i t ~ s  <= '0'; 
elsif (clk=' 1' and cik'event) then 
if (fin-data='l') then 
trait-x-s <= '0'; 
t r a i t ~ s  <= '0'; 
elsi f (clk-en=' 1 ') then 
if (NewMax_s=' 1') then 
trai t-YC-s <= ' 1'; 
trait_y_s c= ' 1'; 
elsif ((small-pix-s=' 1' and ligne-posj=' 1 ') or ray-x-s=5 1 1) then 
trait-x-s <= '0'; 
elsif (small-ph-dl' and colon-pos-x=' 1') then 




end process traitements; 
val-hm<= pix-max-s(7 downto 2); 
NewMax-se= '1' when (ph-flt > pix-max-s) else '0'; 
NewMax<= NewMax-s; 
small-pix-SC= '1' when (("00" & val-lim) >= pix-flt) else '0'; 
rayons : process ( c U y s t ~ e w M a ~ s , c k ~ e n , i n c ~ r a y ~ x , i n c ~ ~ a y ~ ~ y ~ x ~ s ~ ~ ~ ~ s ~  
begin 
if (rs t=' 1 ') then 
ray-x-s <= " 00000000 1 " ; 
rayj-s <= "000000001"; 
elsif (clk-en='lf) then 
if (clk='l' and cllc'event) then 
if (NewMaxaxs='l') then 
ray-x-s e= "000000001"; 
ray-y-s <= "00000000 1"; 
elsif (inc-ray_x=' 1') then 
ray-x-s <= ray-x-s + 1; 
elsif (inc-rayYy='l ') then 




end process rayons; 
somme-pix-ray_enc= ' 1 ' w hen ((trait-x-s=' 1' and Ligne-pas* 1 ' and 
srnall~pix~s='O') or
(&aï t_y_s=' 1' and colon~posSx=' 1 ' and small-pix-s='O f)) else '0'; 
inc-ray_x<= '1' when (trait-x-s=' 1' and ligne-pos_y=' 1' and srnail-pix-='O' and 
rayYxXs/=5 1 1) else IO'; 
inc-rayj<= '1' when ( t r a i t ~ ~ s = '  1' and colongos-x='l' and small_pix-s='0') else '0'; 






if (nt=' 1 ') then 
somme-pix-ray-s <= (others =>'O1); 
elsif (cUc_en='lW) then 
if (clkd 1' and clk'event) then 
if (NewMax-~'1') then 
somme-pix-ray-s c= (others =>'O?; 
el si f (so~~~lle~pix-ray~en=' 1') then 




end process sommateurpix-ray; 
sommatew~pixels : process(c~t,clk~en,finndata,sommeepixixs,pixixfit) 
begin 
if (rst='ll) then 
somme-pix-s c= (others =>Il'); 
elsif (ck-en='lq) then 
if (clk='l ' and clk'event) then 
if (fin-&ta='l') then 
sommeepix-s c= (others =>Il'); 
el se 




end process sornmateur-pixe 1s; 
end behave; 
library ieee; 
use ieee-std-10- 164.all; 
entity shifter is 
port ( 
-=- Module Interface -=- 
clk : in std-logic; 
rst : in std-logic; 
fiame-in: in std~iogic~vector(3 1 downto O); 
load-en: in std-logic; 
shift-en: in std-logic; 
--- Data out -=- 
data-out: out std-logic-vector(7 downto O) 
1; 
end shifter; 
architecture behaviorai of shifter is 
- ++ - Basic Assignments - ++ - 
data-out <= hune-buf(7 downto O); 
- ++ - Fifos Description - ++ - 
FrameB uff : process(clk,nt) 
begin 
IF (rst = '1') THEN 
f'rarneebufc"00000000OOOOOOOOOOOOOOOOOOOO . " . 
elsif (clk='ll AND clk 'EVENT) then 
if (ioad-en = '1') then 
frame-buf c= frame-in; 
elsif (shif~en = '1') then 
frame-buf(23 downto O) <= fiame-buf(3 1 do- 8); 
end if; 
end if; 
end process; 
end behavioral; 
