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Abstrakt
Tato diplomova´ pra´ce se zaby´va´ problematikou konzistence operacı´ v distribuovany´ch
NO-SQL databa´zovy´ch syste´mech. NO-SQL databa´ze jsou novy´ koncept vyvinuty´ pro
nahrazenı´ relacˇnı´ch databa´zı´ v urcˇity´ch prˇı´padech uzˇitı´. V u´vodnı´ch kapitola´ch je po-
psa´no co je to NO-SQL databa´zovy´ syste´m a jake´ prˇina´sˇı´ vy´hody. Dalsˇı´ kapitoly popisujı´
principy a techniky, ktere´ NO-SQL databa´ze obecneˇ pouzˇı´vajı´. Da´le pak popisuje mozˇ-
nosti jak ovlivnit konzistenci operacı´ u NO-SQL databa´zı´ a za´verecˇne´ kapitoly se zaby´vajı´
testova´nı´m propustnosti NO-SQL databa´zı´ Cassandra a Riak.
Klı´cˇova´ slova: NO-SQL, MapReduce, ACID, CAP teore´m, BASE, key-value store, docu-
ment store, graph store, eventua´lnı´ konzistence, vektorove´ hodiny, DynamoDB, Cassan-
dra, Riak.
Abstract
This thesis dealswith the operation consistency inNO-SQLdistributed systems.NO-SQL
database is a new concept develeped to replace relational databases in particular use cases.
The first chapters describe what is NO-SQL database systemwhat benefits it brings. Next
chapters describe the principles and techniques that NO-SQL databases use in general.
Then it describes the possibilities to influence the consistency of the operations inNO-SQL
databases and final chapters are concernedwith testing throughput of NO-SQL databases
Cassandra and Riak.
Keywords: NO-SQL, MapReduce, ACID, CAP theorem, BASE, key-value store, docu-
ment store, graph store, eventual consistency, vector clock, DynamoDB, Cassandra, Riak.
Seznam pouzˇity´ch zkratek a symbolu˚
SQL – Structured Query Language
NO-SQL – Not Only SQL
SRˇBD – Syste´m Rˇı´zenı´ Ba´ze Dat
ACID – Atomicity,Consistency, Isolation, Durability
BASE – Basically available, Soft-state, Eventual consistency
CAP – Consistency, Availability, Partition tolerance
LDAP – Lightweight Directory Access Protocol
DNS – Domain Name System
RAC – Real Application Cluster
SAN – Storage Area Network
JSON – JavaScript Object Notation
XML – Extensible Markup Language
RDF – Resource Description Framework
PHP – Hypertext Preprocessor
EC2 – Elastic Compute Cloud
AWS – Amazon Web Services
CQL – Cassandra Query Language
MB – Mega Bajt
VPN – Virtual Private Network
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51 U´vod
Vdnesˇnı´ dobeˇ je te´meˇrˇ cely´ sveˇt propojen internetem. Kdyzˇ vezmeme v potaz socia´lnı´ sı´teˇ
je pouzˇitı´ internetu jesˇteˇ mnohem rozsa´hlejsˇı´. S postupny´m ru˚stem vyuzˇitı´ internetu se
take´ zveˇtsˇuje objem ulozˇeny´ch dat reprezentujı´cı´ch obsah. Tento ru˚st tak vede k neby´vale´
potrˇebeˇ sˇka´lovatelnosti platforem, ktere´ zpracova´vajı´ a uchova´vajı´ tato data. Tradicˇnı´m
postupem v situaci, kdy je nutne´ zvy´sˇit vy´kon syste´mu, je porˇı´zovanı´ sta´le vy´koneˇjsˇı´ho
hardwaru dokud nenı´ dosazˇeno potrˇebne´ho vy´konu. Tento postup se vsˇak sta´le cˇasteˇji
ukazuje jako nedostacˇujı´cı´ a proto byly vyvinuty tzv. NO-SQL distribuovane´ databa´zove´
syste´my.
1.1 Strucˇny´ obsah jednotlivy´ch kapitol
Kapitola 2 popisuje obecneˇ co je to NO-SQL databa´ze, jejı´ za´kladnı´ charakteristiky a
rozdı´ly mezi NO-SQL databa´zı´ a tradicˇnı´mi relacˇnı´mi databa´zemi. Kapitola 3 se zaby´va´
za´kladnı´mi principy a technikami pouzˇity´mi v NO-SQL databa´zı´ch. Kapitola 4 obsa-
huje resˇersˇi databa´zovy´ch syste´mu, ktere´ podporujı´ nastavenı´ ru˚zne´ u´rovneˇ konzistence
operacı´. Kapitoly 5 a 6 se zaby´va´jı´ testova´nı´m propustnosti databa´zı´ Cassandra a Riak.
Propustnost je zkouma´na na za´kladeˇ nastavenı´ u´rovneˇ konzistence pro jednotlive´ ope-
race. Kapitola 7 popisuje testova´nı´ rˇı´zene´ho vy´padku uzlu prˇi vytı´zˇenı´ databa´ze. Kapitola
8 obsahuje porovna´nı´ databa´zı´ Cassandra a Riak z pohledu propustnosti. V za´veˇrecˇne´
kapitole jsou shrnuty vy´sledky a cı´le, ktere´ byly dosazˇeny prˇi rˇesˇenı´ te´to diplomove´ pra´ce
a na´vrh dalsˇı´ho vy´voje te´to diplomove´ pra´ce.
62 Co je a procˇ nasadit NO-SQL databa´zi
Nejen vy´znamne´ spolecˇnosti se zaby´vajı´ problematikou sˇka´lovatelnosti prˇi pouzˇitı´ tra-
dicˇnı´ch relacˇnı´ch databa´zı´. Pouzˇitı´ relacˇnı´ch databa´zı´ vsˇak mu˚zˇe by´t neschu˚dny´m rˇesˇe-
nı´m jak po financˇnı´ tak provoznı´ stra´nce. Naprˇı´klad Google byl nucen pouzˇı´t cˇtyrˇicet
tisı´c MySQL instancı´ a Facebook dokonce musel utra´cet jeden milio´n americky´ch do-
laru˚ meˇsı´cˇneˇ za pouzˇitı´ specia´lnı´ho databa´zove´ho hardwaru [1]. Tento hardware slouzˇil
prˇedevsˇı´m ke zpracova´nı´ fotek uzˇivatelu˚. Tyto nezˇivotaschopna´ rˇesˇenı´ tak vedly k prˇe-
hodnocenı´ sta´vajı´cı´ch databa´zovy´ch technologiı´ a nasmeˇrovaly vy´voj kNO-SQL rˇesˇenı´m.
2.1 Co je NO-SQL databa´ze
Samotna´ zkratka NO-SQL skry´va´ pojem NotOnly SQL, tedy ne pouze SQL. Pojem NO-
SQL byl poprve´ zaveden v roce 1998 a oznacˇil tak relacˇnı´ databa´zi, kde nebyl pouzˇit SQL
jazyk [5]. V roce 2009 pak byla vyslovena mysˇlenka, zˇe vy´voj NO-SQL bude smyslem
pro zı´ska´va´nı´ alternativ a zˇe bude muset rˇesˇit proble´my, ktere´ relacˇnı´ databa´ze vyrˇesˇit
schopny nejsou [5]. Mnoho startup projektu˚ prˇedevsˇı´m pro aplikace Webu 2.0 pak bylo
odstartova´no bez nasazenı´ databa´ze Oracle cˇi MySQL, ktere´ byly do te´ doby hojneˇ vyu-
zˇı´va´ny. Oracle a MySQL byly nahrazeny novy´mi databa´zovy´mi syste´my, ktere´ konceptu-
a´lneˇ vycha´zely z DynamoDB a Google Bigtable. Tyto databa´zove´ servery a jejich projekty
se pak staly projekty pod open source licencı´. Naprˇı´klad databa´ze Cassandra (4.2) byla
pu˚vodneˇ vyvı´jena spolecˇnostı´ Facebook a nynı´ je open source rˇesˇenı´m v ra´mci Apace
Software Project. Nutno podotknout, zˇe velice u´speˇsˇny´m rˇesˇenı´m - Cassandra doka´zˇe
zapisovat 2500 kra´t rychleji do databa´ze o velikosti 50GB nezˇ MySQL [5].
2.2 Za´kladnı´ charakteristiky NO-SQL databa´zı´
Za´kladnı´ charakteristiky, ktere´ majı´ NO-SQL databa´ze jsou:
• Jsou spusˇteˇny a beˇzˇı´ na velke´m mnozˇstvı´ uzlu˚,
• data jsou rozdeˇleny a replikova´ny mezi uzly,
• NO-SQL databa´ze nedodrzˇujı´ striktnı´ konzistenci dat (vı´ce v pak v kapitole 2.4).
Z teˇchto charakteristik pak vyply´vajı´ dva hlavnı´ du˚vody k jejich nasazenı´ [1]:
• Automaticka´ replikace dat mezi vı´ce uzly, jiny´mi slovy distribuovany´ databa´zovy´
syste´m,
• vsˇechny uzly se podı´lejı´ na zpracova´va´nı´ pozˇadavku˚ - sˇka´lova´nı´ vy´konu.
Veˇtsˇina NO-SQL databa´zı´ pouzˇı´va´ pro ukla´da´nı´ dat vysoce vy´konny´ souborovy´ sys-
te´m a programovacı´ model MapReduce vyvinuty´ spolecˇnostı´ Google pro paralelnı´ zpra-
cova´nı´ objemny´ch dat. MapReduce je zjevneˇ slozˇen ze slov map a reduce, jiny´mi slovy
mapuj a redukuj. Kazˇde´ z teˇchto slov oznacˇuje hlavnı´ u´koly a principy MapReduce.
7Obecneˇ je u´kolem mapova´nı´ zpracovat mnozˇinu dat a prˇeve´st ji na novou mnozˇinu,
kde jsou data reprezentova´na dvojicemi klı´cˇ - hodnota. Vstupem redukce je tedy vy´stup
mapova´nı´ a vy´stupem je nova´, mensˇı´ mnozˇina dvojic. Porˇadı´ jednotlivy´ch kroku˚ nenı´
zameˇnitelne´. Du˚vodem takove´ho zpracova´nı´ veˇtsˇinou by´va´ snaha optimalizovat danou
mnozˇinu dat, poprˇı´padeˇ z nı´ zı´skat relevenatnı´ informace.
Pro zpracova´nı´ velke´ho mnozˇstvı´ dat vyuzˇı´va´ MapReduce velke´ mnozˇstvı´ uzlu˚ sou-
hrneˇ oznacˇeny´ch jako klastr (cluster), tedy mnozˇina uzlu˚. Oznacˇenı´ klastr se pouzˇı´va´
jestlizˇe jsou uzly umı´steˇny v mı´stnı´ sı´ti. Pro uzly rozmı´sˇteˇne´ v zemeˇpisneˇ odlisˇny´ch loka-
lita´ch je pak seskupenı´ uzlu˚ oznacˇova´no jako grid. V kazˇde´ z teˇchto mnozˇin je pak uzel
(mu˚zˇe jich vsˇak by´t vı´ce) v roli master a uzly v roli slave (3.8, ovsˇem u neˇktery´ch NO-SQL
rˇesˇenı´ tento fakt neplatı´, protozˇe nevyuzˇı´vajı´ architekturu master-slave.
2.3 Rozdı´ly mezi NO-SQL a tradicˇnı´mi relacˇnı´mi databa´zemi
NO-SQL rˇesˇenı´ se oproti tradicˇnı´m SQL databa´zı´m lisˇı´ dle konkre´tnı´ch potrˇeb pro ucho-
va´va´nı´ a zpracova´nı´ dat. Prˇedevsˇı´m pak nepouzˇı´va´ relacˇnı´ datovy´ model a ACID. Vı´ce o
ACID v kapitole 2.4.1. Za´kladnı´ rozdı´ly jsou na´sledujı´cı´[1]:
• V kazˇde´ aplikaci nenı´ nutne´ explicitneˇ ukla´dat vazby mezi daty,
• prˇenesenı´ vazeb mezi daty mimo databa´zovy´ syste´m umozˇnˇuje rozsˇı´rˇenı´ databa´ze
podle potrˇeby,
• dı´kyabsenci prˇeddefinovane´hodataba´zove´ho sche´matu jemozˇne´ jednodusˇe rozsˇı´rˇit
datovy´ model,
• jelikozˇ nejsou ukla´dany vazby mezi daty, zpracova´nı´ operacı´ cˇtenı´ a za´pisu je pak
mnohem jednodusˇsˇı´, pra´veˇ dı´ky absenci vazeb mezi daty.
Prˇenesenı´ zoodpoveˇdnosti za korelaci souvisejı´ch dat, rˇesˇenı´ konfliktu˚ a integritnı´ch
omezenı´ na programovou vrstvu umozˇnˇuje NO-SQL syste´mu˚m dosa´hnout pozˇadova-
ne´ho vy´konu a sˇka´lovatelnosti. Toto prˇenesenı´ vsˇak vyzˇaduje obrovske´ zkusˇenosti a u´silı´
prˇi na´vrhuNO-SQL rˇesˇenı´. Usı´lı´ pro prˇechod naNO-SQL databa´zi tak prˇedevsˇı´m spocˇı´va´
v tom, zˇe ne kazˇdy´ programa´tor je schopen prˇejı´t ze sveˇta relacˇnı´ch databa´zı´, ktere´ ma´
jizˇ zazˇite´. Realita ukazuje, zˇe prˇechod na NO-SQL databa´zi je uzˇitecˇny´ prˇedevsˇı´m pro
aplikace, jejichzˇ hlavnı´m u´kolem je zpracova´nı´ velke´ho objemu dat.
2.3.1 Sˇka´lovatelnost SQL databa´zı´
Sˇka´lovatelnostı´ se obecneˇ rozumı´ schopnost aplikace vyuzˇı´t efektivneˇ vı´ce zdroju˚ ke
zvy´sˇenı´ vy´konu aplikace. Pro prˇedstavu aplikace beˇzˇı´cı´ na jedno procesorove´m serveru
je schopna´ obslouzˇit cˇtyrˇi uzˇivatele. Pokud stejna´ aplikace doka´zˇe na cˇtyrˇ procesorove´m
syste´mu obslouzˇit patna´ct uzˇivatelu˚, pak se da´ povazˇovat za sˇka´lovatelnou [2]. Takova´
sˇka´lovatelnost se oznacˇuje jako vertika´lnı´. Sˇka´lovatelnost je obecneˇ u relacˇnı´ch databa´zı´
8omezena prˇedevsˇı´mmnozˇinou vlastnostı´ ACID, integritnı´mi omezenı´mi a vazbami mezi
daty.
2.3.1.1 SQL server nabı´zı´ neˇkolik alternativ k rˇesˇenı´ sˇka´lovatelnosti. Pro porovna´nı´
s NO-SQL rˇesˇenı´mi budou popsa´ny na´sledujı´cı´ dveˇ [2]:
1. Sdı´lene´ databa´ze
2. Peer to peer replikace
Obra´zek 1: Sche´ma sdı´lene´ databa´ze [2]
Sdı´lene´ databa´ze - je nejjednodusˇsˇı´ rˇesˇenı´ sˇka´lovatelnosti SQL serveru. Sche´ma takove´ho
rˇesˇenı´ obsahuje jedno centra´lnı´ u´lozˇisˇteˇ - ve veˇtsˇineˇ prˇı´padu˚ databa´zi a k nı´ prˇipojeny´ch azˇ
osm databa´zovy´ch serveru˚, ktere´ poskytujı´ data. Jedna´ se totizˇ pouze o read-only rˇesˇenı´,
to znamena´, zˇe centra´lnı´ u´lozˇisˇteˇ nenı´ za beˇhu aplikace aktualizova´no. Prˇipojene´ instance
tedy slouzˇı´ pouze k zobrazova´nı´ dat ulozˇeny´ch v centra´lnı´m u´lozˇisˇti a ta navı´c musı´ by´t
spusˇteˇna v prostrˇedı´ SAN sı´teˇ. Sche´ma takove´ sı´teˇ je zobrazeno na obra´zku 1.
Jasnou vy´hodou tohoto rˇesˇenı´ je rozdeˇlenı´ zatı´zˇenı´ mezi jednotlive´ servery. Nevy´hodou
je jisteˇ to, zˇe se jedna´ pouze o read-only rˇesˇenı´ a je tedy vhodne´ naprˇ. pro datove´ sklady cˇi
reportovacı´ u´cˇely [2]. Pokud je potrˇebadata v centra´lnı´m u´lozˇisˇti aktualizovat, tak je nutne´
ostatnı´ databa´ze odpojit a zvolit jednu, ktera´ data aktualizuje. Je nutne´ vsˇak bra´t v potaz,
zˇe tato aktualizace mu˚zˇe trvat dlouhou dobu pokud centra´lnı´ u´lozˇisˇteˇ uchova´va´ velke´
mnozˇstvı´ dat a je nutne´ take´ velke´ mnozˇstvı´ u´daju˚ aktualizovat, proto se v konkre´tnı´ch
prˇı´padech spousˇtı´ centra´lnı´ u´lozˇisˇteˇ dveˇ. Zatı´mco jedno je aktualizova´no, druhe´ slouzˇı´
da´le sve´mu u´cˇelu. Limit osmi databa´zı´ nenı´ technicky´ limit, ale limit testovany´ spolecˇnostı´
Microsoft. U dalsˇı´ch verzı´ SQL serveru bude tento limit vysˇsˇı´ [2].
9Peer to peer replikace - je relativneˇ novou technologiı´ SQL serveru a oproti sdı´lene´ da-
taba´zi nabı´zı´ rˇesˇenı´ sˇka´lovatelnosti u dat, ktera´ jsou v pru˚beˇhu cˇasu aktualizova´na, avsˇak
aktualizace nejsou tak cˇaste´ jako u beˇzˇny´ch aplikacı´. V tomto rˇesˇenı´ kazˇdy´ server spravuje
vlastnı´ kopii. Replikace je zde vyuzˇita k propagaci zmeˇn v datech. V tomto prˇı´padeˇ jsou
zmeˇny v jedne´ databa´zi sˇı´rˇeny do vsˇech ostatnı´ch databa´zı´. Proble´m vsˇak nasta´va´ prˇi
rˇesˇenı´ konfliktu˚, ktere´ toto rˇesˇenı´ nepodporuje. Tento proble´m byl vyrˇesˇen zavedenı´m
mnozˇiny pravidel zvane´ data stewardship, tedy jake´si spra´vcovstvı´ dat. Tyto pravidla
rˇı´kajı´, zˇe aktualizace databa´ze, tedy za´pis, mu˚zˇe prova´deˇt pouze server, ktery´ databa´zi
spravuje, cˇili vlastnı´k. Tato replikace je tedy pouzˇitelna´ pokud konflikty nenasta´vajı´. Dalsˇı´
nevy´hodou je, zˇe replikace dat databa´ze kazˇde´ho uzlu je replikova´na do vsˇech ostatnı´ch
uzlu˚. Cozˇ mu˚zˇe by´t proble´m pokud by bylo potrˇeba pouzˇı´t peer to peer replikaci mezi
veˇtsˇı´m mnozˇstvı´m uzlu˚. Sche´ma peer to peer replikace je zna´zorneˇno na obra´zku 2.
Obra´zek 2: Sche´ma peer to peer replikace [2]
2.3.1.2 Oracle RAC Rˇesˇenı´ sˇka´lovatelnosti pomocı´ Oralce RAC se prˇiblizˇuje rˇesˇenı´
sˇka´lovatelnosti u NO-SQL databa´zı´, vı´ce o sˇka´lovatelnosti NO-SQL databa´zı´ se nacha´zı´
v kapitole 2. Uzly v jednom klastru se pro aplikace cˇi klienty jevı´ jako jedna jedina´
databa´ze. Oracle RACmu˚zˇe obsahovat azˇ sto instancı´ Oracle databa´ze, ktere´ sdı´lejı´ jednu
databa´zi. Mezi jednotlivy´mi instancemi je pak rovnomeˇrneˇ rozdeˇlena za´teˇzˇ databa´ze.
RAC nepodporuje spusˇteˇnı´ klastru ve vı´ce datovy´ch centrech. Nabı´zı´ pouze extended
distance cluster, cozˇ je za´loha pu˚vodnı´ clusteru prˇi vyuzˇitı´ zrcadlenı´ diskovy´ch polı´.
Navı´c tato za´loha se musı´ nacha´zet v datove´m centru maxima´lneˇ v ra´mci meˇsta a tı´m
pa´dem nemusı´ pokry´t vsˇechny mozˇne´ prˇı´cˇiny vy´padku˚ datacentra jako jsou naprˇı´klad
povodneˇ cˇi torna´da, prˇi ktery´ch by mohly by´t vyrˇazeny obeˇ datacentra najednou.
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Nasazenı´ Oracle RAC vsˇak ma´ mnoho podmı´nek a omezenı´. Jedna z teˇchto podmı´nek
je, zˇe RACmusı´ by´t spusˇteˇn naOracle Clusterware, cozˇ je software, ktery´ umozˇnˇuje pra´veˇ
vytvorˇenı´ klastru slozˇene´ho z neza´visly´ch uzlu˚. RAC je tzv. Shared everything databa´ze.
Vsˇechny datove´ soubory, logy apod. musı´ by´t ulozˇeny´ na sdı´leny´ch clusterware discı´ch.
Hlavnı´ vy´hodou Oracle RAC je zvy´sˇenı´ dostupnosti aplikace, protozˇe se nemu˚zˇe sta´t, zˇe
jeden server se poty´ka´ s vy´padkem a aplikace nenı´ funkcˇnı´ [4]. Nevy´hodou je cena licence
Oracle RAC, ktera´ cˇinı´ 23 000 americky´ch dolaru˚ [3].
2.3.2 Sˇka´lovatelnost NO-SQL databa´zı´
Jak bylo zmı´neˇno vy´sˇe, zpracova´nı´ velke´ho objemu dat mu˚zˇe by´t proble´m pro relacˇnı´
databa´zi.
Oproti SQL databa´zı´m nabı´zı´ NO-SQL databa´ze jednoducha´, cˇasoveˇ nena´rocˇna´, levna´
rˇesˇenı´, ktera´ navı´c nejsouomezenavlastnostmiACID. Spusˇteˇnı´NO-SQLdataba´ze je nena´-
rocˇne´ na znalost prˇı´slusˇne´ databa´ze. Spusˇteˇnı´ klastru nevyzˇaduje te´meˇrˇ zˇa´dne´ prˇedchozı´
znalosti. Spolecˇnosti vyvı´jejı´cı´ tyto databa´ze nabı´zı´ strucˇne´ a dobrˇe zpracovane´ na´vody
ke spusˇteˇnı´ databa´ze a to at’uzˇ se jedna´ o spusˇteˇnı´ jedne´ instance, nebo cele´ho klastru.
Sˇka´lovatelnostı´ se v tomto prˇı´padeˇ rozumı´, zˇe je databa´ze sˇka´lovatelna´ horizonta´lneˇ.
To znamena´, zˇe nenı´ nutne´ fyzicky prˇidat hardware, aby bylomozˇne´ spustit dalsˇı´ instanci
databa´ze. Navı´c spusˇteˇnı´ nove´ instance NO-SQL databa´ze je ota´zkou i neˇkolika minut
(za´lezˇı´ na konkre´tnı´ databa´zi). Navı´c spusˇteˇnı´ nove´ instance (prˇida´nı´ nove´ho uzlu) mu˚zˇe
by´t provedeno anizˇ by byla databa´ze odstavena (neplatı´ vsˇak vzˇdy).
2.4 CAP teore´m
CAP teore´m v za´sadeˇ popisuje rozdı´ly prˇı´stupu k rozmı´steˇnı´ aplikacˇnı´ logiky u NO-SQL




Consistency - konzistence popisuje jestli a kdy je syste´m konzistentnı´ po provedenı´
databa´zove´ operace. Obecneˇ jsou NO-SQL databa´ze povazˇova´ny za konzistentnı´, jestlizˇe
po provedenı´ operace za´pis, vidı´ vy´sledek tohoto za´pisu vsˇichni, kdo provedou operaci
cˇtenı´.
Availability - dostupnost vyjadrˇuje, zˇe syste´m je navrzˇen a implementova´n tak, aby
umozˇnˇoval funkcˇnost (dotazova´nı´) i kdyzˇ uzly v clusteru zaznamenajı´ vy´padek, cˇi jsou
vypnuty naprˇı´klad prˇi vy´meˇneˇ hardwaru.
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Partition tolerance - tolerance vu˚cˇi vy´padku˚m symbolizuje odolnost databa´zove´ho
syste´mu v prˇı´padech, kdyzˇ nastanou vy´padky sı´teˇ, cˇi internetove´ho prˇipojenı´. Tento vy´-
padek tak znamena´ zamezenı´ v komunikaci jednotlivy´ch uzlu˚ syste´mu. Z jine´ho pohledu
se da´ take´ cha´pat jako schopnost syste´mu pracovat prˇi dynamicke´m prˇida´va´nı´ nebo ode-
bı´ra´nı´ uzlu˚ v klastru. Oproti SQL rˇesˇenı´m, take´ mu˚zˇe znamenat vy´padek cele´ datacentra.
V rea´lne´m sveˇteˇ vsˇak nelze dosa´hnout vsˇech trˇı´ vlastnostı´ najednou. Pro urcˇity´ prˇı´pad
pouzˇitı´ mu˚zˇe by´t du˚lezˇiteˇjsˇı´, aby byl syste´m konzistentnı´ a odolny´ vu˚cˇi vy´padku˚m. V
takove´m prˇı´padeˇ je vhodneˇjsˇı´ pouzˇı´t databa´zi splnˇujı´cı´ pravidla ACID. Jestlizˇe je du˚lezˇi-
teˇjsˇı´ dostupnost spolecˇneˇ s tolerancı´ vu˚cˇi vy´padku˚m pak je vhodneˇjsˇı´ pouzˇı´t databa´zi
charakterizovanou skupinou vlastnostı´ BASE - viz kapitola 2.4.1. Dalsˇı´m prˇı´padem pak je
kombinace vlastnostı´, kde je syste´m dostupny´ a odolny´ vu˚cˇi vy´padku˚m. Pro lepsˇı´ viditel-
nosti jsou tyto kombinace zobrazeny na obra´zku 3. Pı´smena C, A a P oznacˇujı´ jednotlive´
vlastnosti - Consistency, Availability a Partition tolerance.
Obra´zek 3: Sche´ma peer to peer replikace [6]
Pojmy ACID a BASE jsou vysveˇtleny v kapitole 2.4.1. Tabulka 1 zobrazuje jednotlive´
kombinace mozˇnostı´ a prˇı´klady vyuzˇitı´ [5].
2.4.1 ACID vs BASE
Relacˇnı´ SRˇBD jsou charakteristicke´ vyuzˇitı´m modelu ACID. ACID je mnozˇina vlastnostı´
popisujı´cı´ databa´zove´ transakce a jejich vlastnosti. Zkratka ACID znamena´:
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Kombinace Prˇı´klady
konzistence + dostupnost LDAP, jednoduchy´ web




Dostupnost + odolnost vu˚cˇi
vy´padku˚m
DNS, Coda, NO-SQL





Atomicity - atomicita popisuje databa´zovou transakci jako nedeˇlitelnou operaci.
Jiny´mi slovy se bud’provede cela´, nebo se neprovede vu˚bec.
Consistency - konzistence zarucˇuje, zˇe se databa´ze, po provedenı´ jake´koliv transakce,
prˇenese z jednoho korektnı´ho (konzistentnı´ho) stavu do druhe´ho. Konzistence take´ zaru-
cˇuje zapsa´nı´ validnı´ch dat do databa´ze take´ vzhledem k vazba´m a integritnı´m omezenı´m.
Isolation - izolovanost zarucˇuje, zˇe jsou transakce bezpecˇneˇ a neza´visle zpracova´ny
soucˇasneˇ a bez vza´jemny´ch konfliktu˚. Nezarucˇuje vsˇak porˇadı´ operacı´.
Durability- trvalost znamena´, zˇe jakmile je databa´zova´ transakce dokoncˇena, tak jejı´
vy´sledek je trvale ulozˇen v databa´zi a nemu˚zˇe by´t ztracen naprˇı´klad kvu˚li vy´padku
elektricke´ energie, nebo pa´du syste´mu.
Soubor vlastnostı´ ACID zarucˇuje silnou konzistenci. V rozsa´hlejsˇı´ch aplikacı´ch je vsˇak
konzistence dosazˇeno za cenu dostupnosti. V mnoha aplikacı´ch , jako naprˇı´klad na so-
cia´nı´ch sı´tı´ch, je vsˇak du˚lezˇiteˇjsˇı´ dostupnost nezˇ konzistence a to ve smyslu, zˇe je videˇt,
zˇe se neˇco deˇje, ale nenı´ to plneˇ konzistentnı´. Proto je zaveden soubor vlastnostı´ BASE




Basically available - v podstateˇ k dispozici znamena´, zˇe syste´m poskytuje dostupnost
z hlediska CAP teore´mu.
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Soft-state - naznacˇuje, zˇe stav syste´mu se mu˚zˇe meˇnit v pru˚beˇhu cˇasu a to i bez
vstupnı´ch dat. Je to zpu˚sobeno naprˇ. replikacı´ dat apod. V pru˚beˇhu tohoto cˇasu se data
prˇiblizˇujı´ ke konzistentnı´mu stavu.
Eventual consistency - eventua´lnı´ konzistence vyjadrˇuje, zˇe data postupneˇ konvergujı´
ke konzistetnı´mu stavu.
BASE model se da´ shrnout na´sledovneˇ, aplikace bezˇı´ v podstateˇ porˇa´d (basically avai-
lable), data nemusı´ by´t vzˇdy konzistentnı´ (soft state), ale je v eventue´lneˇ zna´me´m stavu
(eventual consistency) [5]. Vlastnosti ACID a BASE jsou porovna´ny v tabulce 2.
ACID BASE
Silna´ konzistence Nı´zka´ konzistence
Izolovanost transakcı´ Dostupnost na prvnı´m mı´steˇ
Soustrˇedeˇnost na ”commit” Best effort
Vnorˇene´ transakce Jednodusˇsˇı´
Dostupnost Rychlejsˇı´
Obtı´zˇny´ vy´voj (z pohledu
sche´matu)
Jednoduchy´ vy´voj (z pohledu
sche´matu)
Tabulka 2: Srovna´nı´ vlastnostı´ ACID a BASE
Model BASE nenı´ vhodny´ pro kazˇde´ rˇesˇenı´, ale je urcˇiteˇ vhodnou alternativou k rˇesˇenı´
modelem ACID, ktere´ nepotrˇebuje dodrzˇovat striktneˇ relacˇnı´ model.
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3 Za´kladnı´ principy NO-SQL databa´zı´
Kazˇda´ z NO-SQL databa´zı´ ma´ sva´ vlastnı´ specifika. Na´sledujı´cı´ kapitola popisuje obecne´
principy a rozdeˇlenı´ technologiı´ NO-SQL databa´zı´. Jednotlive´ databa´ze, prˇedevsˇı´m ty,
ktere´ podporujı´ nastavenı´ ru˚zne´ u´rovneˇ konzistence, budou popsa´ny detailneˇji v kapitole
4.
3.1 Za´kladnı´ rozdeˇlenı´ NO-SQL databa´zı´





Key-value store - data jsou zde reprezentova´na jako mnozˇina dvojice klı´cˇ hodnota
(mnozˇina hodnot) a hodnota mu˚zˇe mı´t libovolny´ forma´t cˇi de´lku, neza´lezˇı´ zde, jestli
hodnotabudeobsahovat jednoneboodesetpolı´. Touto reprezentacı´ prˇipomı´najı´ key-value
databa´ze tradicˇnı´ relacˇnı´ databa´ze. S tı´m rozdı´lem, zˇe nenı´ nutne´, aby vsˇechny za´znamy
v dane´ mnozˇineˇ (neuva´dı´m zde na´zev - lisˇı´ se u konkre´tnı´ch databa´zı´, bude popsa´no v
kapitole 4) meˇly stejnou de´lku, tedy pocˇet atributu˚. Take´ nenı´ nutne´, aby atributy meˇly
hodnotu - samotny´ na´zev atributu se da´ povazˇovat jako hodnota. Tato reprezentace je
podobna´ naprˇı´kladdatove´mu typuvocabulary (slovnı´k) vprogramovacı´m jazycePython.
Key-value databa´ze nepodporujı´ vazbymezi daty. Za´stupci dokumentoveˇ orientovany´ch
databa´zı´ jsou DynamoDB, Riak a dalsˇı´.
Document store - neboli dokumentoveˇ orientovane´ u´lozˇisˇteˇ. Jak samotny´ na´zev na-
povı´da´ data v dokumentoveˇ orientovany´ch databa´zı´ch jsou popsa´na jako dvojice klı´cˇ-
hodnota (jako u key-value store), ale hodnota je zde reprezentova´na jako dokument.
Hodnoty zde mohou by´t indexova´ny a mohou na nich by´t prova´deˇny rozsahove´ dotazy
[8]. Neexistujı´ zde tedy zˇa´dne´ tabulky jako v relacˇnı´ch databa´zı´ch. Databa´ze tedy ne-
obsahuje zˇa´dne´ rˇa´dky, bunˇky cˇi vazby mezi tabulkami. Takova´ databa´ze se da´ nazvat
take´ jako schema-less. Vy´hodou oproti relacˇnı´m databa´zı´m je, zˇe pokud je nutne´ doplnit
u dokumentu (neboli za´znamu) atribut, tak se jednodusˇe prˇida´. Nenı´ nutne´ uchova´vat
tento atribut pra´zdny´ cˇi null jako v relacˇnı´ databa´zi.
Jednotlive´ dokumentyulozˇene´ vdokumentoveˇ orientovane´ databa´zi jsouneza´visle´, cozˇ
zvysˇuje vy´kon databa´ze a snizˇuje vedlejsˇı´ u´cˇinky soubeˇzˇnosti. Veˇtsˇina dokumentovy´ch
databa´zı´ take´ podporuje verzova´nı´ dokumentu˚ a to jako built-in funkci. Prˇi dotazova´nı´
dokumentove´ databa´ze jsou dokumenty reprezentova´ny jako JSON a v neˇktery´ch prˇı´pa-
dech i jako XML objekty. Za´stupci dokumentoveˇ orientovany´ch databa´zı´ jsou CouchDB,
RavenDB, MongoDB a dalsˇı´. [7]
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Graph store - grafove´ databa´ze vycha´zı´ z teorie grafu˚. Data jsou zde reprezentova´na
jako trojice - uzel, hrana a vlasnost. Jsou pouzˇivony´ mimojine´ pro reprezentaci RDF ob-
jektu˚ v ontologiı´ch se´manticke´howebunebodat na socia´lnı´ch sı´tı´ch. Typicky´mza´stupcem
grafovy´ch databa´zı´ je Neo4j.
3.2 Infrastruktura NO-SQL databa´ze
Za´kladnı´ infrastruktura je slozˇena z mnoha (stovky azˇ tisı´ce) nespolehlivy´ch uzlu˚ pro-
pojeny´ch sı´tı´. Nespolehlivost je mysˇlena tı´m, zˇe nenı´ zarucˇena jejich funkcˇnost v cˇase.
Kazˇdy´ stroj se nazy´va´ fyzicky´ uzel. Kazˇdy´ z uzlu˚ ma´ stejnou softwarovou konfiguraci,
ale mu˚zˇe se lisˇit hardwarovou konfiguracı´ - procesor, pameˇt’, pevny´ disk. Na kazˇde´m fy-
zicke´m uzlu pak beˇzˇı´ urcˇity´ pocˇet virtua´lnı´ch uzlu˚, pocˇet se odvı´jı´ samozrˇejmeˇ vzhledem
k hardwarove´ konfiguraci fyzicke´ho uzlu a pozˇadavku˚m prˇı´slusˇne´ databa´ze [9].
Hlavnı´ mysˇlenkou rozlozˇenı´ virtua´lnı´ch uzlu˚ je, aby na stejne´m fyzicke´m uzlu nebyly
spusˇteˇny virtua´lnı´ uzly, ktere´ jsou zoodpoveˇdne´ za stejna´ data (3.4). Pokud tedy vypadne
virtua´lnı´ uzel nenı´ funkcionalita syste´mu te´meˇrˇ ovlivneˇna a nenı´ trˇeba prova´deˇt zvla´sˇtnı´
opatrˇenı´. V prˇı´padeˇ vy´padku fyzicke´ho uzlu je nutne´ rozdeˇlit jeho za´teˇzˇ mezi neˇkolik
dalsˇı´ch fyzicky´ch uzlu˚. Sche´ma infrastruktury je zna´zorneˇno obra´zku 4.
Obra´zek 4: Sche´ma infrastruktury NO-SQL databa´ze [9]
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3.3 Sche´ma NO-SQL databa´ze
Jednotlive´ uzly v NO-SQL databa´zi jsou umı´steˇny v klastru. Klastr se da´ cha´pat jako
kruzˇnice na jejı´mzˇ obvodu jednotlive´ uzly lezˇı´. Porˇadı´ a rozlozˇenı´ uzlu˚ v klastru je u NO-
SQL databa´zı´ provedeno tak, aby byly uzly rozlozˇeny rovnomeˇrneˇ po obvodu kruzˇnice.
Rovnomeˇrne´ rozlozˇenı´ je potrˇeba proto, aby byla rovnomeˇrneˇ rozlozˇena za´teˇzˇ mezi uzly.
Sche´ma klastru prˇi jeho spusˇteˇnı´ je na obra´zku 6.
Obra´zek 5: Sche´ma klastru NO-SQL databa´ze
3.4 Rozdeˇlenı´ dat
Rozdeˇlenı´ dat (data partitioning) se zaby´va´ rovnomeˇrny´m rozdeˇlenı´m dat mezi zoodpo-
veˇdne´ uzly. Nejjednodusˇsˇı´m zpu˚sobem by bylo urcˇit prˇı´slusˇnost podle rovnice:
prislusnost = hasovaciFunkce(klic) mod pocetUzlu
Vy´sledkem takove´ho vy´pocˇtu by pak byl klastr jako na obra´zku 6. Vy´stupem hasˇo-
vacı´ funkce mu˚zˇe by´t cˇı´slo, cˇi rˇeteˇzec. Pro jednoduchost uvedu prˇı´klad s cˇı´sly. Jestlizˇe
je vy´sledek hasˇovacı´ funkce cele´ cˇı´slo pak je prˇı´slusˇnost uzlu zrˇejma´. Pokud vy´sledek
hasˇovacı´ funkce lezˇı´ naprˇ. v intervalu (1, 2> pak se nacha´zı´ mezi uzly 1 a 2 (dle obra´zku
6. Prˇı´slusˇnost dany´ch dat se pak urcˇı´ po smeˇru hodinovy´ch rucˇicˇek, tedy za prˇı´slusˇny´ klı´cˇ
bude zoodpoveˇdny´ uzel 2. Analogicky se pak postupuje u dalsˇı´ch intervalu˚.
Proble´m u tohoto zpu˚sobu rozdeˇlenı´ dat nasta´va´ ve chvı´li, kdy je cˇasto meˇneˇn pocˇet
uzlu˚, at’uzˇ z du˚voduvy´padku˚ neboprˇida´va´nı´ uzlu(u˚) do klastru. Prˇı´slusˇnost jednotlivy´ch
klı´cˇu˚ se pak dramaticky meˇnı´ a je potrˇeba redistribuce dat.
Pro odstraneˇnı´ tohotoproble´mubylo zavedeno tzv. konzistentnı´ hasˇova´nı´, ktere´ stanovı´
pevne´ rozlozˇenı´ klı´cˇu˚ po obvodu kruzˇnice. U kazˇde´ databa´ze je potrˇeba urcˇit rozsah
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Obra´zek 6: Rozdeˇlenı´ dat v klastru
klı´cˇu˚ (key range), cozˇ je konecˇna´ mnozˇina, obsahujı´cı´ vsˇechny mozˇne´ klı´cˇe (v za´vislosti
na datove´m typu - rˇeteˇzec, cˇı´slo...). Oznacˇenı´ klı´cˇ tady vy´chazı´ z key-value datove´ho
modelu, kde vsˇechna ulozˇena´ data (hodnota, dokument, graf) majı´ svu˚j klı´cˇ. Pro kazˇdy´
klı´cˇ je pak urcˇena hodnota (prˇı´slusˇnost), ktera´ vyjadrˇuje zoodpoveˇdnost uzlu za prˇı´slusˇna´
data. Vy´pocˇet tedy vypada´ takto:
prislusnost = hasovaciFunkce(klic)
Je zrˇejme´, zˇe je vyrˇesˇen proble´m s prˇida´nı´m cˇi odebra´nı´m uzlu a nenı´ nutna´ redis-
tribuce dat v ra´mci cele´ho klastru, ale pouze mezi uzly zoodpoveˇdny´mi za prˇı´slusˇna´
data.
3.5 Zmeˇna struktury klastru
NO-SQL databa´ze poskytujı´ dalsˇı´ nedı´lnou vy´hodu a to, zˇe je mozˇne´ prˇida´vat cˇi odebı´rat
uzly do/z klastru, anizˇ by byla ovlivneˇna funkcionalita dotcˇene´ho klastru.
3.5.1 Prˇida´nı´ uzlu do klastru
Prˇida´nı´ uzlu do klastru probı´ha´ na´sledovneˇ:
1. Prˇı´slusˇne´mu uzlu je pomocı´ konzistentnı´ho hasˇova´nı´ urcˇena pozice v klastru.
2. Uzel ozna´mı´ svouprˇı´tomnost a jeho sousedu˚m (po aproti smeˇru hodinovy´c rucˇicˇek)
je synchroneˇ upravena zoodpoveˇdnost za prˇı´slusˇne´ klı´cˇe a replikovana´ data.
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3. Novy´ uzel zacˇne pomocı´ hromadny´ch operacı´ kopı´rovat data, od prˇı´slusˇne´ho sou-
seda, za ktera´ je nynı´ zoodpoveˇdny´, toto jizˇ probı´ha´ asynchronneˇ.
4. Zmeˇna v klastru je asynchronneˇ rozsˇı´rˇena ostatnı´m uzlu˚m.
Protozˇe ozna´menı´ o zmeˇneˇ v klastru je sˇı´rˇeno asynchronneˇ, je mozˇne´, zˇe neˇktere´
uzly o te´to zmeˇneˇ jesˇteˇ nevı´ a mohou replikovat cˇi prˇeposı´lat pozˇadavky data na uzel,
ktery´ uzˇ nenı´ za tato data zoodpoveˇdny´. Tento proble´m je vsˇak vyrˇesˇen v druhe´m kroku
prˇida´va´nı´ nove´ho uzlu a tyto uzly pak pozˇadavky a replikovana´ data prˇeposı´lajı´ nove´mu
uzlu. Na druhou stranu novy´ uzel nemusı´ by´t sta´le prˇipraven zpracova´vat pozˇadavky,
protozˇe nema´ jesˇteˇ dokopı´rova´na vsˇechna data a tyto data mohou by´t v pru˚beˇhu cˇasu
za´rovenˇ aktualizova´na na pu˚vodnı´m uzlu. V te´to situaci se pouzˇı´vajı´ tzv. vektorove´
hodiny (kapitola 3.10) k urcˇenı´ zda je novy´ uzel jizˇ schopen zpracova´vat pozˇadavky.
Pokud sta´le nenı´ pozˇadavky jsou smeˇrova´ny k pu˚vodnı´mu uzlu.
Obra´zek 7: Prˇida´nı´ uzlu do klastru
3.5.2 Odebra´nı´ uzlu z klastru
Odebra´nı´ uzlu z klastru at’ uzˇ z du˚vodu vy´padku nebo u´myslne´ho odpojenı´ probı´ha´
takto:
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1. Odebı´rany´ uzel neodpovı´da´ ostatnı´m uzlu˚m na gossip (3.5.2.1) zpra´vy.
2. Sousedu˚m jeupravena asynchronneˇ zoodpoveˇdnost zaprˇı´slusˇne´ klı´cˇe a replikovana´
data.
Obra´zek 8: Odebra´nı´ uzlu z klastru
3.5.2.1 Gossip protokol Gossip protokol v distribuovany´ch databa´zovy´ch syste´mech
slouzˇı´ k jednoduche´mu sˇı´rˇenı´ periodicky´ch zpra´v mezi jednotlivy´mi uzly. V prˇı´padeˇ NO-
SQL databa´zı´ se pouzˇı´va´ prˇedevsˇı´m pro komunikaci mezi jednotlivy´mi uzly v ra´mci
klastru. Jednotlive´ uzly tak vı´, jestli jejich sousede´ jsou funkcˇnı´ a take´ rozpozna´vajı´ nove´
uzly prˇidane´ do klastru [5].
3.6 Replikace dat
Replikace dat je nejdu˚lezˇiteˇjsˇı´m principem NO-SQL databa´zı´ ke zvy´sˇenı´ dostupnosti
dat. Stupenˇ replikace urcˇuje parametr Replication factor (replikacˇnı´ faktor. Tento parametr
urcˇuje, kolik uzlu˚ bude udrzˇovat kopii stejny´ch dat. Replikace dat nejen zvysˇuje dostup-
nost dat, ale take´ poma´ha´ ke snı´zˇenı´ za´teˇzˇe jednotlivy´ch uzlu˚. Pokud je zatı´zˇen uzel 1 a
uzly 2, 3 jsou te´meˇrˇ bez za´teˇzˇe, pozˇadavky na data udrzˇova´na uzlem 1 mohou by´t prˇe-
smeˇrova´ny na uzly 2 a 3. Tento prˇı´klad vycha´zı´ z nastavenı´ replikacˇnı´ho faktoru rovno 3.
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Du˚lezˇite´ je dodat, zˇe v tomto prˇı´padeˇ se jedna´ o pozˇadavky cˇtenı´. Pozˇadavku˚m na aktu-
alizaci musı´ by´t veˇnova´na veˇtsˇı´ pozornost, protozˇe tyto pozˇadavky je nutne´ smeˇrovat na
uzel udrzˇujı´cı´ tyto data.
3.7 Konzistence na straneˇ klienta
Jak bylo rˇecˇeno v kapitole 3.6, NO-SQL databa´ze uchova´vajı´ vı´ce kopiı´ stejny´ch dat. Je
tedy nutne´ definovat jak je synchronizovat, aby klient, ktery´ se na databa´zi dotazuje,
obrzˇel konzistentnı´ data. NO-SQL databa´ze nabı´zı´ neˇkolik modelu˚ konzistence:
1. Strict consistency.
2. Read your write consistency.
3. Session consistency.
4. Monotonic read consistency.
5. Eventual consistency.
Strict consistency - striktnı´ konzistence jako u relacˇnı´ch databa´zı´, v tomto modelu
NO-SQL databa´ze uchova´va´ pouze jednu kopii dat. Jiny´mi slovy jestlizˇe klient provede
za´pis cˇi aktualizaci dat, tak ostatnı´ klienti tuto zmeˇnu vidı´ okamzˇiteˇ.
Read your write consistency - neboli cˇti svu˚j za´pis znamena´, zˇe jakmile klient provede
operaci za´pisu, tak ji vidı´ okamzˇiteˇ. Nevidı´ vsˇak vy´sledky operacı´ jiny´ch klientu˚ i v
prˇı´padeˇ, zˇe je jeho dotaz na stejna´ data prˇesmeˇrova´n na jinou repliku.
Session consistency - stejna´ jako v prˇedchozı´m prˇı´padeˇ, avsˇak klient vidı´ pouze za´pisy
provedene´ jı´m samotny´m a to v ra´mci jedne´ relace.
Monotonic read consistency - jiny´mi slovy monoto´nı´ cˇteˇnı´ znamena´, zˇe klient uvidı´
vzˇdy poslednı´ verzi aktualizovany´ch dat.
Eventual consistency - eventua´lnı´ konzistence znamena´, zˇe klient mu˚zˇe videˇt nekon-
zistentnı´ verzi dat, cˇili starsˇı´ verzi, protozˇe zmeˇny jsou teprve replikova´ny mezi ostatnı´
repliky. Tento model je uzˇitecˇny´ pokud nenı´ cˇasty´ soubeˇzˇny´ prˇı´stup ke stejny´m datu˚m a
nenı´ tak nutne´ okamzˇiteˇ videˇt poslednı´ verzi dat.
V za´vislosti na modelu, je nutne´ urcˇit na´sledujı´cı´ mechanismy:
• Jak budou pozˇadavky prˇesmeˇrova´ny k jednotlivy´m replika´m,
• jak jednotlive´ repliky propagujı´ a aplikujı´ zmeˇny v datech.
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3.8 Master - slave model
Jak samotny´ na´zev modelu napovı´da´ vystupujı´ zde repliky v rolı´ch master a slave.
Vsˇechna data jsou v NO-SQL databa´zı´ch rozdeˇlena mezi vı´ce replik. Kazˇdou cˇa´st teˇchto
dat pak spravuje v tomto modelu replika v roli master a vı´ce replik v roli slave. Vsˇechny
operace update musı´ by´t nejprve smeˇrˇova´ny k replice v roli master a jakmile je na nı´ up-
date u´speˇsˇny´, musı´ by´t tato zmeˇna rozsˇı´rˇena asynchronneˇ k ostatnı´m replika´m. Existuje
vsˇak mozˇnost, kdy uzel master zaznamena´ vy´padek, prˇedtı´m nezˇ je zmeˇna rozsˇı´rˇena ke
vsˇem replika´m. Proto se replika master snazˇı´ nejprve synchronneˇ rozsˇı´rˇit k alesponˇ jedne´
replice slave.
Naproti tomu operace cˇtenı´ mohou by´t smeˇrova´ny k jake´koliv replice spravujı´cı´ data,
avsˇak v za´vislosti na konzistenci, kterou klient pozˇaduje. To, zˇe pozˇadavek mu˚zˇe by´t
smeˇrova´n k jake´koliv replice je vy´hodou vzhledem k rozdeˇlenı´ za´teˇzˇe mezi vı´ce replik.
Pokudvsˇak klient pozˇaduje striktnı´ konzistenci,musı´ by´t pozˇadavek smeˇrova´n na repliku
v roli master.
Rozdeˇlenı´ rolı´ replik v tomto modelu probı´ha´ na u´rovnı´ virtua´lnı´. Neexistuje tedy
fyzicky´ uzel, ktery´ by byl v roli master. Kazˇdy´ fyzicky´ uzel mu˚zˇe tedy obsahovat neˇkolik
replik v roli master i slave. Du˚lezˇite´ je, zˇe ne vsˇechny repliky musı´ spravovat stejna´ data,
dokonce nemusı´ by´t soucˇastı´ stejne´ho klastru. Tento fakt take´ prˇispı´va´ k rozdeˇlenı´ za´teˇzˇe
mezi fyzicke´ uzly. V prˇı´padeˇ vy´padku fyzicke´ho uzlu mu˚zˇe by´t ztracena replika v roli
master, v tomto prˇı´padeˇ se sta´va´ masterem replika, jejı´zˇ data jsou nejcˇasteˇji aktualizova´na.
Master slave model je obecneˇ vhodne´ pouzˇı´t pokud je aplikace zatı´zˇena vysoky´m
pocˇtem pozˇadavku˚ (cˇtenı´/za´pis). Jedna´ se o nejcˇasteˇji pouzˇı´va´ny´ model v ra´mci NO-SQL
databa´zı´ [9].
Repliky v roli master pouzˇı´vajı´ dva modely jak sˇı´rˇit aktualizace k replika´m slave:
• State transfer model,
• operation transfer model.
State transfer - zde master sˇı´rˇı´ k replika´m slave stav (state) svy´ch dat. Jakmile tento
stav obdrzˇı´ replika slave prˇepı´sˇe svu˚j aktua´lnı´ stav na stav novy´. V ra´mci propagace
stavu nenı´ nutne´ posı´lat kompletnı´ data, protozˇe cˇasto nedocha´zı´ ke zmeˇneˇ objektu ve
velke´ mı´rˇe. Sˇı´rˇenı´m kompletnı´ho stavu by zbytecˇneˇ snizˇovalo propustnost sı´teˇ. Master
tedy zjisˇt’uje, ktera´ cˇa´st dat byla zmeˇneˇna a pouze tato cˇa´st je odesla´na. Kazˇdy´ objekt je
proto rozdeˇlen namensˇı´ bloky a kazˇde´mu bloku je vytvorˇen verzovacı´ strom. Pote´ master
porovna´ jednotlive´ verzovacı´ stromy a zjistı´, ktere´ bloky dat je potrˇeba odeslat [9].
Operation transfer - master sˇı´rˇı´ k replika´m slave sekvenci operacı´, ktere´ byly na replice
master provedeny. Sekvence operacı´ se urcˇuje podle chronologicky podle cˇasove´ znacˇky.
Tyto operace jsou pak provedeny na kazˇde´ replice. Prˇi sˇı´rˇenı´ operacı´ je obecneˇ prˇeneseno
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me´neˇ dat, nezˇ prˇi sˇı´rˇenı´ stavu, cozˇ zvysˇuje propustnost databa´ze. Avsˇak je nutne´ zarucˇit
spolehlive´ dorucˇenı´ konkre´tnı´ sekvence.
3.9 Multi master model
V prˇı´padeˇ, zˇe je vysoka´ za´teˇzˇ na urcˇity´ rozsah dat, master - slavemodel nedoka´zˇe rozdeˇlit
za´teˇzˇ rovnovmeˇrneˇ. Vsˇechny pozˇadavky na aktualizace musı´ zpracovat replika master.
Multi master model proto umozˇnˇuje provedenı´ aktualizace dat na jake´koliv replice spra-
vujı´cı´ prˇı´slusˇna´ data. Neexistuje zde zˇa´dna´ replika v roli master nebo slave, ale v kazˇde´m
klastru vystupuje uzel v roli koordina´tor (coordinator), ktery´ pozˇadavky sˇı´rˇı´ rovnomeˇrneˇ
mezi repliky. Pokud koordina´tor zaznamena´ vy´padek, jeho roli prˇevezme na´sledujı´cı´ uzel
po smeˇru hodinovy´ch rucˇicˇek.Multimastermodel nabı´zı´ neˇkolikmechanismu˚ jak docı´lit,
aby vsˇechny repliky vlastnı´cı´ aktualizovana´ data byly ve stejne´m stavu.
3.9.1 Quorum dvoufa´zovy´ commit
Jako u relacˇnı´ch databa´zı´ [10] i NO-SQL databa´ze nabı´zı´ dvoufa´zovy´ commit pro zajisˇteˇnı´




Prepare phase - ve fa´zi prˇı´pravy koordina´tor zasˇle pozˇadavek kazˇde´ replice, aby
potvrdila, zˇe je prˇipravena prove´st aktualizaci dat. Kazˇda´ replika pak musı´ zapsat data
do logu a pokud je vsˇe v porˇa´dku odpovı´ pozitivneˇ koordina´torovi.
Commit phase - koordina´tor obdrzˇı´ pozitivnı´ odpoveˇd’ od vsˇech replik a zacˇı´na´ fa´ze
commit. Nynı´ odesˇle vsˇem replika´m pozˇadavek na commit a kazˇda´ replika zapı´sˇe do
sve´ho log souboru informaci o potvrzenı´ aktualizace. Jakmile podruhe´ vsˇechny repliky
odpovı´ pozitivneˇ, aktualizace je povazˇova´na za kompletnı´.
Dvou fa´zovy´ commit snizˇuje propustnost databa´ze, protozˇe obeˇ fa´ze probı´hajı´ syn-
chronneˇ. V prˇı´padeˇ, zˇe by data spravovalo mnoho replik, cˇas na provedenı´ dvou fa-
zove´ho commitu mu˚zˇe vy´znamneˇ ru˚st [9]. Dalsˇı´m proble´m je, zˇe pokud alesponˇ jedna
neodpovı´ pozitivneˇ v jedne´ z fa´zı´, operace je automaticky pozˇadova´na za nedokoncˇenou
a aktualizace je ztracena.
U NO-SQL databa´zı´ byl zaveden tzv. Quorum dvoufa´zovy´ commit. Jiny´mi slovy com-
mit za´lozˇeny´ na souhlasu veˇtsˇiny. Proto jsou zavedeny parametry R, W a N. Kde pa-
rametr R znamena´ pocˇet replik, ktere´ musı´ odpoveˇdeˇt pozitivneˇ na operacı´ cˇtenı´, W je
pocˇet replik, ktere´ musı´ pozitivneˇ odpoveˇdeˇt na operacı´ za´pis a N celkovy´ pocˇet replik.
Pokud tedy na pozˇadavek operace za´pis odpovı´, alesponˇ W replik, operace je provedena
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bez ohledu na ostatnı´ repliky, ktere´ mohou by´t v tu chvı´li nedostupne´. Tento postup je
mnohem efektivneˇjsˇı´ z pohledu pravdeˇpodobnosti vy´padku jednotlivy´ch replik [9].
Podobneˇ pak prˇi zpracova´nı´ operace cˇtenı´ musı´ odpoveˇdeˇt pozitivneˇ R replik. Data
jsou tedy vra´ceny ze vsˇech R replik ke koordina´torovi a ten vra´tı´ nejaktua´lneˇjsˇı´ verzi
podle cˇasove´ znacˇky, protozˇe vsˇechny repliky nemusely zpracovat poslednı´ aktualizaci
dat.
Parametry R a W jsou nastaveny na straneˇ klienta prˇi odesı´la´nı´ prˇı´slusˇne´ho pozˇa-
davku, tedy R prˇi operaci cˇtenı´ a W prˇi operaci za´pis, v za´vislosti na tom, jako u´rovenˇ
konzistence klient pozˇaduje. Pro zachova´nı´ konzistence zalozˇene´ na modelu quorum
musı´ platit [9]:
W +R > N
Pro dodrzˇenı´ striktnı´ konzistence platı´ W = N a R = 1. Pokud klient toleruje nizˇsˇı´
u´rovenˇ konzistence avsˇak sta´le zalozˇene´ na modelu quorum pak stacˇı´, aby parametry R
a W byly nastaveny, aby platilo:
W +R <= N
Mu˚zˇe nastat situace, kdy klient nevyzˇaduje striktnı´ konzistenci a pak nenı´ nutne´ trˇeba
pouzˇı´vat quorum commit. V takove´ situaci se pouzˇiva´ gossip model, ve ktere´m jsou
aktualizace dat sˇı´rˇeny asynchroneˇ pomocı´ gossip zpra´v, tak zˇe kazˇda´ replika dojde ke
konzistentnı´mu stavu eventua´lneˇ.
3.9.2 Zpracova´nı´ operacı´ delete
V ra´mcimulti-mastermodelu je nutne´ pecˇliveˇ zpracovat operaci delete.Mu˚zˇe se totizˇ sta´t,
zˇe ne vsˇechny repliky zpracujı´ operaci delete a operace tedy selzˇe. Proto jsou prˇı´slusˇna´
data nejdrˇı´ve oznacˇena jako smazana´, ale sta´le jsou uchova´na. Jakmile vsˇechny repliky
ozna´mı´, zˇe operaci delete dokoncˇily, pak jsou prˇı´slusˇna´ data smaza´na.
3.10 Vektorove´ hodiny
Vektorove´ hodiny (vector clock) se pouzˇı´vajı´ k rˇesˇenı´ konfliktu˚ prˇi soubeˇzˇne´m za´pisu na
vı´ce replika´ch. Vektorove´ hodiny jsou definova´ny jako n-tice V[0], V[1],.., V[n] hodino-
vy´ch hodnot kazˇde´ repliky. Kazˇda´ replika uchova´va´ n-tici hodnot, ktere´ reprezentujı´ stav
prˇı´slusˇne´ repliky a vsˇech replik, ktere´ jsou k prˇı´slusˇne´ replice prˇidruzˇene´ (spravujı´ stejna´
data). Stav je zde cha´pa´n jako aktua´lnı´ verze dat. Takova´ n-tice by pak mohla vypadat
takto Vi[0] pro prvnı´ repliku, Vi[i] pro repliku samotnou a Vi[n] pro poslednı´ repliku.
Hodnota vektorovy´ch hodin mu˚zˇe by´t cˇasova´ znacˇka, cˇı´slo verze nebo jina´ ordina´lnı´
hodnota.
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Vektorove´ hodiny jsou aktualizovany´ v prˇı´padeˇ:
• Po vykona´nı´ internı´ operace prˇı´slusˇna´ replika zvy´sˇı´ sve´ vektorove´ hodiny Vi[i].
Vy´sledek internı´ operace je tedy okamzˇiteˇ zna´m prˇı´slusˇne´ replice.
• Pokud replika i chce poslat zpra´vu replice k, nejprve zvy´sˇı´ hodnotu svy´ch vektoro-
vy´ch hodin Vi[i] a prˇilozˇı´ ji do zpra´vy spolu se stavem ostatnı´ch replik. Replika k
tak zjistı´ internı´ stav repliky i a take´ stav ostatnı´ch replik zna´my´ replice i.
• Jakmile replika i obdrzˇı´ zpra´vu od repliky j, nejprve´ zvy´sˇı´ hodnotu svy´ch vektoro-
vy´ch hodin Vi[i] a pote´ provede synchronizaci s vektorovy´mi hodinami ve zpra´veˇ
Vmessage. Pro vy´sledek synchronizace platı´:
Vi = max(Vi, Vmessage)
Prˇi porovna´nı´ dvou vektorovy´ch hodin Vi a Vj ke zjisˇteˇnı´ dı´lcˇı´ho usporˇa´da´nı´ se
pouzˇı´va´ na´sledujı´cı´ pravidlo:
Vi > Vj , pokud ∀k Vi[k] > Vj [k]
Jestlizˇe neplatı´ Vi > Vj ani Vi < Vj , tak nelze konflikt zpu˚sobeny´ soubeˇzˇny´m
za´pisem vyrˇesˇit a je nutne´, aby byl vyrˇesˇen na straneˇ klienta [5] .
Vektorove´ hodiny mohou by´t take´ pouzˇity k propagaci zmeˇn v ra´mci modelu˚ state
transfer a operation transfer.
3.10.1 State transfer model s vyuzˇitı´m vektorovy´ch hodin
Stejneˇ jako v kapitole 3.8 i zde si jednotlive´ repliky uchova´vajı´ verzovacı´ stromy, ale navı´c
take´ vektorove´ hodiny. Kazˇdy´ klient si pak uchova´va´ vektorove´ hodiny pro data, ktera´
cˇetl nebo aktualizoval. Prˇi cˇtenı´ dat nejprve klient odesˇle sve´ vektorove´ hodiny (pokud
je ma´). Replika pote´ odpovı´ verzı´ dat, ktera´ prˇedcha´zı´ vektorovy´m hodina´m odeslany´ch
klientem (tı´mto je zarucˇen monotonic read consistency) a svy´mi vektorovy´mi hodinami.
Klient ted’ synchronizuje sve´ vektorove´ hodiny s hodinami, ktere´ obdrzˇel v odpoveˇdi,
zvy´sˇı´ sve´ vektorove´ hodiny a musı´ rˇesˇit potenciona´lnı´ konflikty. Kdyby konflikty v tuto
chvı´li nevyrˇesˇil mohlo by se sta´t, zˇe bude pracovat s verzı´ dat, ktere´ jizˇ nejsou aktua´lnı´
vzhledem k verzi, kere´ udrzˇuje prˇı´slusˇna´ replika [5].
Prˇi aktualizaci dat, stejneˇ jako u cˇtenı´, musı´ klient prˇilozˇit k pozˇadavku na aktualizaci
sve´ vektorove´ hodiny. Replika porovna´ sve´ vektorove´ hodiny a pokud je hodnota vek-
torovy´ch hodin klienta nizˇsˇı´ nezˇ aktua´lnı´ stav repliky pozˇadavek na aktualizaci zahodı´.
V opacˇne´m prˇı´padeˇ replika aktualizaci dat provede. Repliky zoodpoveˇdne´ za stejna´ data
si tedy v pozadı´ pomocı´ gossip protokolu vymeˇnˇujı´ sve´ vektorove´ hodiny a snazˇı´ se je
spojovat tak, aby byly vsˇechny repliky synchronizova´ny [5].
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3.10.2 Operation state model s vyuzˇitı´m vektorovy´ch hodin
Tak jako u operation state modelu popsane´ho v kapitole 3.8 je nutne´ dodrzˇet spra´vne´
porˇadı´ operacı´. V tomto modelu jsou k tomu vyuzˇity vektorove´ hodiny mı´sto cˇasovy´ch
znacˇek. Kazˇda´ replika v tomto modelu udrzˇuje na´sledujı´cı´:
• Vstate: vektorove´ hodiny odpovı´dajı´cı´ stavu po poslednı´ aktualizaci dat.
• Vi: vektorove´ hodiny, ktere´ v porovna´nı´ s Vstate, jsou prˇilozˇeny k operacı´m, ktere´ jizˇ
byly provedeny.
• Vj : vektorove´ hodiny prˇijate´ poslednı´ gossip zpra´vou od repliky j (platı´ pro vsˇechny
ostatnı´ repliky).
Prˇi cˇtenı´ klient prˇilozˇı´ sve´ vektorove´ hodiny (pokud jizˇ cˇetl konkre´tnı´ data). Replika
vra´tı´ poslednı´ verzı´ dat, jiny´mi slovy bud’verzi, ktera´ odpovı´da´ verzi vektorovy´ch hodin
klienta, nebo logicky na´sledujı´cı´ verzi podle vektorovy´ch hodin repliky samotne´[5].
Prˇi aktualizaci dat replika uchova´ operaci za´pisu ve sve´m bufferu, dokud ji nenı´ mozˇne´
prove´st v za´vislosti na sve´m stavu, kdy bere v potaz vektorove´ sve´ hodiny (Vstate, Vi, Vj :)
a frontu jizˇ provedeny´ch operacı´. Operaci ulozˇene´ do bufferu jsou prˇideˇleny dvoje vekto-
rove´ hodiny: Vclient reprezentujı´cı´ stav dat, ktera´ zna´ klient v okamzˇiku potvrzenı´ operace
a Vclient reprezentujı´cı´ stav repliky, na ktere´ se prova´dı´ aktualizace. Jakmile vsˇechny ope-
race, ktere´ logicky prˇedcha´zı´ prˇijate´ operaci byly provedeny, jsou provedeny, pak mu˚zˇe
by´t provedena aktualizace obdrzˇena´ od klienta[5].
V tomtomodelu si repliky vymeˇnˇujı´ frontu operacı´, ktere´musı´ by´t provedeny. Po kazˇde´
vy´meˇneˇ se repliky musı´ rozhodnout, ktere´ operace mohou by´t provedeny a v jake´m
porˇadı´. Pokud mu˚zˇe by´t v jedne´ chvı´li provedeno vı´ce operacı´ replika urcˇı´ porˇadı´ podle
vektorovy´ch hodin, ktere´ jsou prˇilozˇeny ke kazˇde´ operaci a operace pak ve spra´vne´m
porˇadı´ provede. Proble´m vsˇak nasta´va´ v prˇı´padeˇ, kdy dojde k soubeˇzˇny´m za´pisu˚m na
vı´ce replika´ch pak se musı´ operace rozdeˇlit do dvou skupin:
• Soubeˇzˇne´ aktualizace jsou komutativnı´, na porˇadı´ tedy neza´lezˇı´ a mohou by´t pro-
vedeny v libovolne´m porˇadı´.
• Soubeˇzˇne´ aktualizace nejsou komutativnı´, na porˇadı´ za´lezˇı´ a nelze jej urcˇit porov-
na´nı´m vektorovy´ch hodin. V takove´m prˇı´padeˇ je zaveden tzv. globa´lnı´ cˇı´tacˇ, ktery´
prˇirˇazuje logicke´ operacı´ pro vsˇechny pozˇadavky. Jednotlive´ operace se pak prova´dı´
v porˇadı´ urcˇene´m tı´mto cˇı´tacˇem [5].
Po provedenı´ operace(ı´) na replice mu˚zˇe by´t kazˇda´ operace odebra´na z bufferu azˇ
pote´, co odpovı´ vsˇechny repliky prˇı´slusˇny´ch dat, zˇe take´ provedly tuto operaci.
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4 Resˇersˇe databa´zovy´ch syste´mu˚ podporujı´cı´ ru˚znou konzis-
tenci operacı´
Tato kapitola poskytuje za´kladnı´ prˇehled NO-SQL databa´zı´ a popisuje datovy´ model
jednotlivy´ch databa´zı´ a mozˇnosti nastavenı´ u´rovneˇ konzistence jednotlivy´ch operacı´.
4.1 Amazon DynamoDB
DynamoDB se neda´ cha´pat jako databa´ze jako takova´. Jedna´ se o webovou sluzˇbu posky-
tovanou spolecˇnostı´ Amazon. Skutecˇnost, zˇe se jedna´ webovou sluzˇbu poskytuje rˇadu
vy´hod. Prvnı´ vy´hodou je, zˇe nenı´ potrˇeba jake´koliv administrace databa´ze, databa´zo-
ve´ho serveru. Nenı´ tedy nutne´ se starat o aktualizace databa´ze, cˇi operacˇnı´ho syste´mu, na
ktere´m databa´ze beˇzˇı´ a ani o hardware samotny´. Da´le DynamoDB automaticky alokuje
dalsˇı´ u´lozˇisˇteˇ jakmile objem ulozˇeny´ch dat naru˚sta´, cela´ webova´ sluzˇba totizˇ beˇzˇı´ v pro-
strˇedı´ Amazon Elastic Compute Cloud (Amazon EC2). Amazon take´ garantuje pru˚meˇrne´
odezvy na straneˇ serveru a to v rˇa´du desı´tek milisekund [11]. Spra´va databa´ze z po-
hledu jejı´ho sche´matu pak probı´ha´ skrz jednoduche´ a intuitivnı´ webove´ rozhranı´ AWS
Management Console [14]. Prˇistupovat k DynamoDB lze pomocı´ klientu˚ vytvorˇeny´ch v
programovacı´ch jazycı´ch Java, JavaScript, PHP, Ruby, Python a .NET [12].
4.1.1 Datovy´ model DynamoDB
Oproti jiny´m NO-SQL databa´zı´m nabı´zı´ DynamoDB datovy´ model vzda´leneˇ podobny´
relacˇnı´m databa´zı´m. Datovy´ model se zde skla´da´ z tabulek, polozˇek a atributu˚. Databa´ze
je kolekcı´ tabulek a jednotlive´ tabulky jsou kolekcı´ polozˇek a kazˇda´ polozˇka je kolekcı´
atributu˚. Oproti relacˇnı´m databa´zı´m vsˇak kazˇda´ polozˇka v tabulce nema´ urcˇeny´ pocˇet
atributu˚. Jediny´ povinny´ atribut je prima´rnı´ klı´cˇ [13] a jedna´ se tedy o tzv. key-value store
(kapitola 3.1).
4.1.2 Nastavenı´ konzistence operacı´
DynamoDB nabı´zı´ dveˇ mozˇnosti nastavenı´ u´rovneˇ konzistence pro operaci cˇtenı´: even-
tua´lneˇ konzistentnı´ cˇtenı´ a konzistentnı´ cˇtenı´.
4.1.2.1 Eventua´lneˇ konzistentnı´ cˇtenı´ Prˇi tomto nastavenı´ operace cˇtenı´ se mu˚zˇe
sta´t, zˇe klient neobdrzˇı´ poslednı´ verzi zapsany´ch dat, protozˇe poslednı´ verze jesˇteˇ nebyla
kompletneˇ replikova´na. DynamoDB vsˇak zarucˇuje replikaci beˇhem vterˇiny [15].
4.1.2.2 Konzistentnı´ cˇtenı´ Prˇi nastavenı´ konzistentnı´ho cˇtenı´DynamoDBvra´tı´ ”nejcˇer-
stveˇjsˇı´ data”, tedy verzi, u ktere´ byla u´speˇsˇneˇ provedena poslednı´ aktualizace. Konzis-
tentnı´ cˇtenı´ vsˇak mu˚zˇe snizˇovat dostupnost dat v prˇı´padeˇ sı´t’ovy´ch vy´padku˚ [15]. Na-
stavenı´ konzistence pro operace za´pisu nenı´ u DynamoDB mozˇne´. Du˚lezˇitou vlastnostnı´
nastavenı´ konzistence operacı´ je, zˇe je mozˇne´ pro kazˇdou operaci tuto u´rovenˇ nastavit
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jinak a to i v ra´mci jedne´ aplikace. Je tedy mozˇne´ rozhodnout, pro ktere´ operace cˇtenı´ je
potrˇeba nastavit u´rovenˇ konzistentnı´ cˇtenı´ a pro eventua´lneˇ konzistentnı´ cˇtenı´.
4.2 Cassandra
NO-SQLdataba´zeCassandra je navrzˇena jako rˇesˇenı´ pro aplikace, ktere´ vyzˇadujı´ vysokou
sˇka´lovatelnost, vy´kon, flexibilnı´ design a neprˇetrzˇitou dostupnost. K zvy´sˇenı´ dostupnosti
nabı´zı´ Cassandra flexibilnı´ replikaci dat mezi datovy´mi centry cˇi v cloudu [16]. Data
ulozˇena v databa´zi Cassandra mohou by´t zapisova´ny i cˇteny na uzlu, ktery´ mu˚zˇe lezˇet
teoreticky kdekoliv na sveˇteˇ. Cassandra zarucˇuje trvalost dat jako prˇi pouzˇitı´ principu
ACID (2.4.1). K tomu pouzˇı´va´ tzv. commit log, ktery´ uchova´va´ informace o vsˇech ope-
racı´ch za´pis a to i redundantneˇ pra´veˇ ke zvy´sˇenı´ trvalosti dat v prˇı´padeˇ hardwarovy´ch
selha´nı´.
Pro prˇı´stup k databa´zi Cassandra je mozˇne´ vyuzˇı´t sˇiroke´ spektrum klientu˚ v progra-
movacı´ch jazycı´ch Python, Java, Ruby a PHP [20]. Databa´zi Cassandra je mozˇne´ spustit
na operacˇnı´ch syste´mech Windows, Linux i MacOS. Ke stazˇenı´ je pak na stra´nka´ch spo-
lecˇnosti Datastax [23]. Soucˇa´stı´ instalace databa´ze Cassandra je take´ CQL konzole, prˇes
kterou je mozˇne´ spousˇteˇt dotazy na databa´zi. Jazyk CQL (Cassandra Query Language) je
velmi podobny´ jazyku SQL.
4.2.1 Datovy´ model
Datovy´ model databa´ze Cassandra je navrzˇen pro distribuci dat ve velke´m meˇrˇı´tku.
Narozdı´l od relacˇnı´ch databa´zı´ nevyuzˇı´va´ ACID, aby zvy´sˇil vy´kon a dostupnost databa´ze
[21]. Jedna´ se o key-value datovy´ model a Skla´da´ se z keyspace a columnfamily.
Keyspace - klı´cˇovy´ prostor, se da´ prˇirovnat k databa´zi u tradicˇnı´ch relacˇnı´ch databa´zı´,
ktery´ se skla´da´ z jednotlivy´ch columnfamilies. Konfigurace klı´cˇove´ho prostoru vyjadrˇuje
konfiguraci jednotlivy´ch columnfamilies, ktere´ se vprˇı´slusˇne´mklı´cˇove´mprostorunacha´zı´
[21].
Columnfamily - kolekce jednotlivy´ch rˇa´dku˚, prˇipomı´najı´cı´ tabulku u relacˇnı´ch da-
taba´zı´. Kazˇdy´ rˇa´dek je identifikova´n svy´m klı´cˇem (key). Jednotlive´ rˇa´dky v ra´mci jedne´
columnfamily nemusı´ mı´t stejny´ pocˇet atributu˚. Jednotlive´ atributy take´ nenı´ nutne´ prˇe-
dem definovat. Definice je mozˇna´ v podstateˇ at’uzˇ prˇi vytva´rˇenı´ columnfamily, nebo prˇi
plne´m beˇhu databa´ze [21].
4.2.2 Nastavenı´ konzistence operacı´
Databa´ze Cassandra nabı´zı´ mozˇnost nastavenı´ konzistence jak pro operaci cˇtenı´ tak pro
operaci za´pis. Kazˇda´ aplikace tedy mu˚zˇe vyuzˇı´t jine´ u´rovneˇ konzistence v za´vislosti na
prˇı´padu uzˇitı´.
4.2.2.1 Nastavenı´ konzistence pro operace cˇtenı´ Prˇi cˇtenı´ do databa´ze Cassandra
u´rovenˇ konzistence vyjadrˇuje pocˇet replik, ktere´ musı´ odpoveˇdeˇt nezˇ bude odpoveˇd’
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odesla´nı´ klientovi. Mozˇnosti nastavenı´ u´rovneˇ konzistence pro operaci cˇtenı´ zobrazuje
tabulka 3. Jednotlive´ u´rovneˇ jsou serˇazeny od nejslabsˇı´ po nejsilneˇjsˇı´ u´rovenˇ.
U´rovenˇ konzistence Popis
ONE Pra´veˇ jedna replikamusı´ odpoveˇdeˇt, aby byla operace povazˇova´na za u´speˇsˇnou
a data byla vra´cena klientovi.
QUORUM Budoudotaza´ny vsˇechny repliky a vra´cena budou data, ktera´majı´ nejnoveˇjsˇı´ cˇa-
sovou znacˇku na alesponˇ (N/2)+1 (veˇtsˇineˇ) replika´ch (N vyjadrˇuje pocˇet replik).
LOCAL QUORUM Budou dotaza´ny vsˇechny repliky v ra´mci datacentra a vra´cena budou data s
nejnoveˇjsˇı´ cˇasovou znacˇku na veˇtsˇineˇ replik.
EACH QUORUM Budou dotaza´ny vsˇechny repliky v kazˇde´m datacentru a vra´cena budou data s
nejnoveˇjsˇı´ cˇasovou znacˇku na veˇtsˇineˇ replik.
ALL Dotaza´ny budou vsˇechny repliky a data budou vra´cena klientovi jakmile
vsˇechny repliky odpovı´. Jakmile alesponˇ jedna replika neodpovı´, operace selzˇe.
Tabulka 3: Mozˇnostı´ nastavenı´ u´rovneˇ konzistence operace cˇtenı´ databa´ze Cassandra [22]
4.2.2.2 Nastavenı´ konzistence pro operace za´pis Prˇi za´pisu do databa´ze Cassandra
u´rovenˇ konzistence vyjadrˇuje pocˇet replik, na ktery´chmusı´ by´t za´pis u´speˇsˇny´ nezˇ se vra´tı´
potvrzenı´ u´speˇsˇnosti operace klientovi. Jednotlive´ u´rovneˇ jsou serˇazeny od nejslabsˇı´ po
nejsilneˇjsˇı´ u´rovenˇ v tabulce 4.
U´rovenˇ konzistence Popis
ANY Za´pismusı´ by´t proveden na alesponˇ jedne´ replice. V prˇı´padeˇ, zˇe vsˇechny repliky
zoodpoveˇdne´ za prˇı´slusˇny´ klı´cˇ nejsou funkcˇnı´, zaznamena´ se za´pis na jine´m
uzlu v klastru. V tomto prˇı´padeˇ vsˇak nebude mozˇne´ tato data cˇı´st do doby nezˇ
budou data replikova´na prˇı´slusˇny´m replika´m.
ONE Za´pis musı´ by´t proveden na alesponˇ jedne´ replice.
QUORUM Za´pis musı´ by´t proveden na veˇtsˇineˇ replik ((N/2)+1).
LOCAL QUORUM Za´pis musı´ by´t proveden na veˇtsˇineˇ replik v ra´mci datacentra.
EACH QUORUM Za´pis musı´ by´t proveden na veˇtsˇineˇ replik v ra´mci vsˇech datacenter.
ALL Za´pis musı´ by´t proveden na vsˇech replika´ch zoodpoveˇdny´ch za prˇı´slusˇny´ klı´cˇ.
Tabulka 4:Mozˇnostı´ nastavenı´ u´rovneˇ konzistence operace za´pis databa´ze Cassandra [22]
Jako u DynamoDB je mozˇne´ nastavit u´rovenˇ konzistence pro kazˇdou operaci zvla´sˇt’.
4.3 Riak
Riak je open sourcedistribuovana´ databa´ze navrzˇena´ prˇedevsˇı´mpro vysokoudostupnost,
odolnost vu˚cˇi vy´padku˚mavysokou sˇka´lovatelnost [25]. Pro prˇipojenı´ k databa´zi Riak jsou
dostupnı´ klienti v programovacı´ch jazycı´ch Erlang, Java, PHP, Python, Ruby, C/C++ a
JavaScript [26]. Databa´zi Riak je mozˇne´ instalovat a spustit na operacˇnı´ch syste´mech
Linux a MacOS a je dostupna´ ke stazˇenı´ na [27]
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4.3.1 Datovy´ model
Riak pouzˇiva´ jednoduchy´ key-value datovy´ model. Data jsou uchova´va´na ve strukturˇe
zvane´ bucket. Bucket prˇedstavuje tabulku jako u relacˇnı´ch databa´zı´. Kazˇdy´ rˇa´dek pak
obsahuje unika´tnı´ identifika´tor (key) a hodnotu, nebo mnozˇinu hodnot.
4.3.2 Nastavenı´ konzistence operacı´
Pro nastavenı´ konzistence pouzˇı´va´ Riak parametry W a R. Parametr W vyjadrˇuje ko-
lik replik musı´ prove´st za´pis, aby byla operace povazˇova´na za u´speˇsˇnou a parametr R
vyjadrˇuje kolik replik musı´ odpoveˇd’ na operaci cˇtenı´ prˇedtı´m, nezˇ jsou data vra´cena
klientovi.
Riak zava´dı´ symbolicke´ oznacˇenı´ u´rovnı´ konzistence jako v tabulce 5. Toto oznacˇenı´
je platne´ jak pro operace cˇtenı´ tak za´pis.
U´rovenˇ konzistence Popis
ALL Vsˇechny repliky musı´ odpoveˇdeˇt. Parametry W a R jsou rovny replikacˇnı´mu
faktoru.
ONE Alesponˇ replika musı´ odpoveˇdeˇt. Parametry W a R jsou pak nastaveny na
hodnotu 1.
QUORUM Veˇtsˇina replik musı´ odpoveˇdeˇt ((N/2)+1). Prˇi nastavenı´ replikacˇnı´ho faktoru na
3 jsou pak parametry W a R nastaveny na hodnotu 2.
DEFAULT Prˇi pouzˇitı´ te´to u´rovneˇ je pouzˇito libovolna u´rovenˇ konzistence, pak jsou nasta-
veny parametry W a R na libovolnou hodnotu.
Tabulka 5: Mozˇnostı´ nastavenı´ u´rovneˇ konzistence databa´ze Riak
I databa´ze Riak umozˇnˇuje nastavenı´ u´roveneˇ konzistence pro kazˇdou operaci zvla´sˇt’.
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5 Testova´nı´ propustnosti NO-SQL databa´zı´
Pro testova´nı´ propustnosti bylypodohodeˇ s vedoucı´mpra´ce vybra´nydataba´zeCassandra
(pouzˇita edice Datastax community 1.0.0) a Riak (pouzˇita verze 1.2.1). Vy´beˇr byl ovlivneˇn
prˇedevsˇı´m mozˇnostmi nastavenı´ konzistence operacı´. Pro otestova´nı´ propustnosti byl
pro kazˇdou databa´zi vytvorˇen klastr cˇı´tajı´cı´ 5 uzlu˚. Jednotlive´ uzly byly vytvorˇeny jako
virtua´lnı´ stroje na serveru dbedu.cs.vsb.cz s hardwarovou konfiguracı´ : jedno-ja´drovy´
virtua´lnı´ procesor a 1.5 GB operacˇnı´ pameˇti v prostrˇedı´ Hyper-V. Prˇipojenı´ k serveru
dbedu bylo realizova´no pomocı´ VPN. Pro databa´zi Riak byl zvolen operacˇnı´ syste´m
Linux Ubuntu 13.04 Raring Ringtail dostupny´ na [18] a pro databa´zi CassandraWindows
2008 R2 server dostupny´ pro studenty na [19]. Replication factor byl nastaven na hodnotu
3. Peˇt ru˚zny´ch vytı´zˇenı´ pro jednotlive´ u´rovneˇ konzistence bylo spusˇteˇno za´rovenˇ v peˇti
vla´knech s nastaveny´m pomeˇrem operacı´ cˇtenı´ a za´pis jak zna´zornˇuje tabulka 7. Kazˇde´
vla´kno pak spustı´ sto tisı´c operacı´ v na´hodne´m porˇadı´ podle tohoto pomeˇru a objem
prˇeneseny´ch objema smeˇry dat se da´ odhadnout kolem 100MB. Vytı´zˇenı´ jak pro databa´zi
Cassandra tak Riak je vytvorˇeno v programovacı´m jazyce Python. Databa´ze byly prˇedem
naplneˇny jednı´m milio´nem za´znamu˚ (kazˇdy´ za´znam zabı´ra´ prˇiblizˇneˇ 20 KB, proto nenı´
zahrnuta operace insert. Kazˇdy´ vy´sledek vytı´zˇenı´ je pak ulozˇen v souboru s prˇı´ponou txt.
Vsˇechny vy´sledky se nacha´zı´ v A.
Jednotlive´ zatı´zˇenı´ databa´ze meˇrˇı´ propustnost databa´ze tak, zˇe meˇrˇı´ dobu odezvy
provedenı´ operace za´pisu a cˇtenı´. U databa´ze Cassandra je toto meˇrˇenı´ provedeno jak na
straneˇ klienta tak na straneˇ serveru. U databa´ze Riak, nebylo mozˇne´ prove´st meˇrˇenı´ na
straneˇ serveru, protozˇe databa´ze samotna´ toto meˇrˇenı´ nepodporuje.
UPDATE SELECT DELETE
Vytı´zˇenı´ 1 35% 55% 10%
Vytı´zˇenı´ 2 55% 35% 10%
Vytı´zˇenı´ 3 35% 40% 25%
Vytı´zˇenı´ 4 33% 33% 24%
Vytı´zˇenı´ 5 40% 25% 35%
Tabulka 6: Pomeˇr operacı´ pro testova´nı´ propustnosti
5.1 Cassandra
Pro testova´nı´ propustnosti byl vybra´n klient Pycassa volneˇ dostupny´ na [17].
5.1.1 Inicializace klastru
Pro otestova´nı´ propustnosti databa´ze Cassandra je potrˇeba nastavit spra´vneˇ jednotlive´
uzly tak, aby tvorˇily klastr. Pro spra´vnou funkci je nutne´ nastavit parametry: cluster name,
initial token, seed provider, listen adress, rpc address a endpoint snitch. Tyto konfiguracˇnı´ se
nacha´zı´ v souboru cassandra.yaml, ktery´ se nacha´zı´ v instalacˇnı´m adresa´rˇi.
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Podrobny´ na´vod k nastavenı´ klastru databa´ze Cassandra se nacha´zı´ na [30], jedna´ se
o na´vod pro operacˇnı´ Linux, ale lze podle neˇj postupovat i prˇi konfiguraci na operacˇnı´m
syste´mu Windows. Pouze spusˇteˇnı´ a zastavenı´ Cassandry probı´ha´ prˇes spra´vce u´loh.
Na´vod, jenzˇ byl pouzˇit prˇi spusˇteˇnı´ klastru, jizˇ nenı´ publikova´n.
5.1.2 Meˇrˇenı´ na straneˇ klienta
Tabulka 7obsahujepocˇet operacı´ provedeny´ch jednotlovy´mivytı´zˇenı´mi, tabulka 8pru˚meˇr-
nou odezvou operacı´ cˇtenı´ a za´pis na straneˇ klienta a tabulka 9 obsahuje trva´nı´ jednotli-
vy´ch vytı´zˇenı´.
ONE QUORUM ALL
Vytı´zˇenı´ 1 277140 277456 277641
Vytı´zˇenı´ 2 178695 178583 177407
Vytı´zˇenı´ 3 202635 203215 203364
Vytı´zˇenı´ 4 167999 168276 167892
Vytı´zˇenı´ 5 128205 127052 129227
ANY ONE QUORUM ALL
Vytı´zˇenı´ 1 222111 222855 222539 222359
Vytı´zˇenı´ 2 321683 321304 321412 322593
Vytı´zˇenı´ 3 297254 297363 296784 296618
Vytı´zˇenı´ 4 331911 332000 331724 330652
Vytı´zˇenı´ 5 370702 371793 371048 370773
Tabulka 7: Pocˇet operacı´ cˇtenı´ a za´pis Cassandra na straneˇ klienta
ONE QUORUM ALL
Vytı´zˇenı´ 1 0.0057 0.0066 0.0066
Vytı´zˇenı´ 2 0.0055 0.0059 0.0064
Vytı´zˇenı´ 3 0.0072 0.0058 0.0059
Vytı´zˇenı´ 4 0.0054 0.0064 0.0065
Vytı´zˇenı´ 5 0.0059 0.0183 0.0062
ANY ONE QUORUM ALL
Vytı´zˇenı´ 1 0.0051 0.0053 0.0058 0.0063
Vytı´zˇenı´ 2 0.0053 0.0052 0.0055 0.0061
Vytı´zˇenı´ 3 0.0053 0.0070 0.0053 0.0056
Vytı´zˇenı´ 4 0.0052 0.0051 0.0056 0.0058
Vytı´zˇenı´ 5 0.0052 0.0054 0.0063 0.0058
Tabulka 8: Pru˚meˇrna´ odezva operace cˇtenı´ a za´pis Cassandra na straneˇ klienta[s]
ANY ONE QUORUM ALL
Vytı´zˇenı´ 1 49 50 57 63
Vytı´zˇenı´ 2 51 48 52 59
Vytı´zˇenı´ 3 58 73 57 59
Vytı´zˇenı´ 4 60 58 65 67
Vytı´zˇenı´ 5 61 62 126 66
Tabulka 9: Celkova´ doba vytı´zˇenı´ [minuty]
Prˇi meˇrˇenı´ odezvy jednotlivy´ch operacı´ se vyskytly odchylky a jsou oznacˇeny tucˇneˇ
v tabulce 8. I prˇes tyto odchylky lze videˇt, zˇe prˇi nastavenı´ silneˇjsˇı´ konzistence se odezva
zvysˇuje. Cozˇ je prˇedvı´datelne´ - na operaci musı´ odpoveˇdeˇt vı´ce replik. Naprˇ. rozdı´l mezi
u´rovnı´ ANY a ALL je prˇiblizˇneˇ 20%.
5.1.3 Meˇrˇenı´ na straneˇ serveru
Na straneˇ serveru probı´halo meˇrˇenı´ v prostrˇedı´ Datastax OpsCenter [29], ktere´ monito-
ruje databa´zi Cassandra. Jednotlive´ vy´sledky jsou pru˚meˇrem pro jednotliva´ vytı´zˇenı´ -
32
vy´sledky jsou odecˇteny z grafu˚ v prostrˇedı´ OpsCenter. Tyto grafy se nacha´zı´ v prˇı´loha´ch
A. Meˇrˇeny byly pocˇty operacı´ cˇtenı´ a za´pis za sekundu a pru˚meˇrna´ odezva obou operacı´.
Tabulky 10 a 11 obsahujı´ pocˇty jednotlivy´ch operacı´ za sekundu a pru˚meˇrnou odezvu
teˇchto operacı´ v sekunda´ch.
ONE QUORUM ALL
Vytı´zˇenı´ 1 60 79 68
Vytı´zˇenı´ 2 47 86 61
Vytı´zˇenı´ 3 59 53 43
Vytı´zˇenı´ 4 34 46 32
Vytı´zˇenı´ 5 36 9 43
ANY ONE QUORUM ALL
Vytı´zˇenı´ 1 76 132 85 75
Vytı´zˇenı´ 2 95 109 110 69
Vytı´zˇenı´ 3 93 138 124 91
Vytı´zˇenı´ 4 101 108 161 96
Vytı´zˇenı´ 5 101 171 59 93
Tabulka 10: Pocˇet operacı´ cˇtenı´ a za´pis Cassandra na straneˇ serveru [s]
ONE QUORUM ALL
Vytı´zˇenı´ 1 0.0031 0.0022 0.0067
Vytı´zˇenı´ 2 0.0029 0.11 0.0067
Vytı´zˇenı´ 3 0.0034 0.61 0.0055
Vytı´zˇenı´ 4 0.0035 46 0.068
Vytı´zˇenı´ 5 0.0058 3.01 0.0060
ANY ONE QUORUM ALL
Vytı´zˇenı´ 1 0.0009 0.0022 0.0035 0.0038
Vytı´zˇenı´ 2 0.0011 0.0022 0.0070 0.32
Vytı´zˇenı´ 3 0.00069 0.0020 0.0041 0.0035
Vytı´zˇenı´ 4 0.00064 0.0022 0.0025 0.0044
Vytı´zˇenı´ 5 0.00062 0.0022 3.01 0.0036
Tabulka 11: Pru˚meˇrna´ odezva operacı´ cˇtenı´ a za´pis Cassandra na straneˇ serveru[s]
V tabulce 11 jsou tucˇneˇ vyznacˇeny odchylky v meˇrˇenı´. Ty mohly by´t zpu˚sobeny
vytı´zˇenı´m fyzicke´ho serveru dbedu, na ktere´m beˇzˇely jednotlive´ uzly, nebo dokonce
vy´padkem neˇktere´ho z uzlu˚. I zde je vsˇak videˇt, zˇe s vysˇsˇı´ u´rovnı´ konzistence se odezva
zvysˇuje. Prˇi porovna´nı´ u´rovneˇ konzistence ANY a ALL je rozdı´l dokonce 400%.
5.2 Riak
Pro testova´nı´ propustnosti databa´ze Riak byl vybra´n klient riak-python-client volneˇ do-
stupny´ na [28].
5.2.1 Inicializace klastru
Pro nastavenı´ uzlu˚ tak, aby tvorˇily klastr je potrˇeba nastavit spra´vneˇ na´sledujı´cı´ parame-
try: http, pb ip a name. Prvnı´ dva se nacha´zı´ v souboru app.config a trˇetı´ v souboru vm.args.
Oba soubory se nacha´zı´ v adresa´rˇi etc v korˇenove´m adresa´rˇi instalace Riaku. Prˇı´klad
takove´ho nastavenı´:
Podrobny´ na´vod se nacha´zı´ na [31].
5.2.2 Meˇrˇenı´ na straneˇ klienta
Tabulka 12 obsahuje pocˇet jednotlivy´ch operacı´ provedeny´ch jednotlivy´mi vytı´zˇenı´mi,
tabulka 13 obsahuje odezvy jednotlivy´ch operacı´ v sekunda´ch a tabulka 14 obsahuje
dobu jednotlivy´ch vytı´zˇenı´ v minuta´ch.
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ONE QUORUM ALL
Vytı´zˇenı´ 1 276993 276880 277465
Vytı´zˇenı´ 2 177947 177879 178115
Vytı´zˇenı´ 3 202571 203432 202506
Vytı´zˇenı´ 4 168359 277897 168812
Vytı´zˇenı´ 5 128560 277352 128646
ONE QUORUM ALL
Vytı´zˇenı´ 1 223007 223120 222535
Vytı´zˇenı´ 2 322053 322121 321885
Vytı´zˇenı´ 3 297429 296568 297489
Vytı´zˇenı´ 4 331641 222103 331173
Vytı´zˇenı´ 5 371437 222648 371354
Tabulka 12: Pocˇet operacı´ cˇtenı´ a za´pis Riak na straneˇ klienta
ONE QUORUM ALL
Vytı´zˇenı´ 1 0.0062 0.0060 0.0058
Vytı´zˇenı´ 2 0.0059 0.0061 0.0058
Vytı´zˇenı´ 3 0.0059 0.0061 0.0060
Vytı´zˇenı´ 4 0.0061 0.0058 0.0057
Vytı´zˇenı´ 5 0.0060 0.0058 0.0057
ONE QUORUM ALL
Vytı´zˇenı´ 1 0.0067 0.0065 0.0065
Vytı´zˇenı´ 2 0.0065 0.0061 0.0065
Vytı´zˇenı´ 3 0.0063 0.0067 0.0066
Vytı´zˇenı´ 4 0.0065 0.0062 0.0064
Vytı´zˇenı´ 5 0.0065 0.0061 0.0063
Tabulka 13: Pru˚meˇrna´ odezva operacı´ cˇtenı´ a za´pis Riak na straneˇ klienta[s]
ONE QUORUM ALL
Vytı´zˇenı´ 1 84 82 79
Vytı´zˇenı´ 2 92 96 90
Vytı´zˇenı´ 3 97 101 99
Vytı´zˇenı´ 4 108 77 106
Vytı´zˇenı´ 5 89 76 107
Tabulka 14: Celkova´ doba vytı´zˇenı´ [minuty]
U databa´ze je z vy´sledku˚ videˇt, zˇe sice nebyly zaznamena´ny zˇa´dne´ veˇtsˇı´ vy´kyvy v
meˇrˇenı´, ale zde se jizˇ neprojevuje tendence ru˚stu odezvy v za´vislosti na zvysˇova´nı´ u´rovneˇ
konzistence. Meˇrˇenı´ je tedy zrˇejmeˇ ovlivneˇno vneˇjsˇı´mi vlivy jako je sı´t’ova´ odezva nebo
zatı´zˇenı´ fyzicke´ho serveru.
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6 Testova´nı´ propustnosti s vysˇsˇı´ hardwarovou konfiguracı´
Po prozkouma´nı´ vy´sledku˚ prvotnı´ho testova´nı´ propustnosti bylo spolecˇneˇ s vedoucı´m
pra´ce rozhodnuto, zˇe by bylo dobre´ propustnost databa´zı´ otestovat na uzlech s vysˇsˇı´
hardwarovou konfiguracı´. U neˇktery´ch meˇrˇenı´ byly totizˇ zaznamena´ny odchylky jak u
databa´ze Cassandra (vyznacˇeny tucˇneˇ v tabulka´ch 8 a 11) tak u databa´ze Riak. Proto byla
na kazˇde´m uzlu zvy´sˇena operacˇnı´ pameˇt’zvy´sˇena z pu˚vodnı´ hodnoty 1.5 GB na 4 GB pro
minimalizaci diskovy´ch operacı´ch na jednotlivy´ch uzlech.
6.1 Cassandra
6.1.1 Meˇrˇenı´ na straneˇ klienta
Tabulka 15 obsahuje pocˇet operacı´ provedeny´ch jednotlovy´mi vytı´zˇenı´mi, tabulka 16
pru˚meˇrnou odezvou operacı´ cˇtenı´ a za´pis na straneˇ klienta a tabulka 17 obsahuje trva´nı´
jednotlivy´ch vytı´zˇenı´.
ONE QUORUM ALL
Vytı´zˇenı´ 1 274766 277075 277785
Vytı´zˇenı´ 2 177787 178323 178325
Vytı´zˇenı´ 3 202285 202952 203532
Vytı´zˇenı´ 4 167626 168392 168190
Vytı´zˇenı´ 5 128977 128814 128698
ANY ONE QUORUM ALL
Vytı´zˇenı´ 1 222735 223078 222920 222215
Vytı´zˇenı´ 2 321450 322213 321672 321649
Vytı´zˇenı´ 3 296447 297715 297048 296468
Vytı´zˇenı´ 4 331218 332374 331607 331808
Vytı´zˇenı´ 5 371001 371023 371175 371302
Tabulka 15: Pocˇet operacı´ cˇtenı´ a za´pis Cassandra na straneˇ klienta
ONE QUORUM ALL
Vytı´zˇenı´ 1 0.0056 0.0069 0.0064
Vytı´zˇenı´ 2 0.0061 0.0063 0.0070
Vytı´zˇenı´ 3 0.0064 0.0062 0.0065
Vytı´zˇenı´ 4 0.0061 0.0058 0.0064
Vytı´zˇenı´ 5 0.0056 0.0055 0.0059
ANY ONE QUORUM ALL
Vytı´zˇenı´ 1 0.0054 0.0053 0.0058 0.0061
Vytı´zˇenı´ 2 0.0053 0.0056 0.0059 0.0067
Vytı´zˇenı´ 3 0.0054 0.0057 0.0059 0.0062
Vytı´zˇenı´ 4 0.0054 0.0056 0.0052 0.0060
Vytı´zˇenı´ 5 0.0050 0.0053 0.0051 0.0056
Tabulka 16: Pru˚meˇrna´ odezva operace cˇtenı´ a za´pis Cassandra na straneˇ klienta [s]
ANY ONE QUORUM ALL
Vytı´zˇenı´ 1 53 50 58 57
Vytı´zˇenı´ 2 51 53 56 63
Vytı´zˇenı´ 3 60 62 63 66
Vytı´zˇenı´ 4 64 64 60 68
Vytı´zˇenı´ 5 58 60 59 63
Tabulka 17: Celkova´ doba vytı´zˇenı´ [minuty]
Zvy´sledku˚ je patrne´, zˇe zvy´sˇenı´ hardwarove´ konfigurace serveruprodataba´ziCassan-
dra elimonovalo odchylky na straneˇ klienta a i zde je videˇt tendence ru˚stu odezvy se zvy-
sˇujı´cı´ se u´rovnı´ konzistence a stejneˇ jako prˇi testova´nı´ s nizˇsˇı´ hardwarovou konfiguracı´
prˇiblizˇneˇ o 20%.
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6.1.2 Meˇrˇenı´ na straneˇ serveru
Tabulka 18 obsahuje pocˇet jednotlivy´ch operacı´ za sekundu na straneˇ serveru s vysˇsˇı´
hardwarovoukonfiguracı´. Tabulka 19pakdobuodezvy jednotlivy´choperacı´ v sekunda´ch.
ONE QUORUM ALL
Vytı´zˇenı´ 1 20 86 56
Vytı´zˇenı´ 2 40 54 81
Vytı´zˇenı´ 3 60 53 119
Vytı´zˇenı´ 4 51 34 106
Vytı´zˇenı´ 5 92 55 120
ANY ONE QUORUM ALL
Vytı´zˇenı´ 1 73 105 101 61
Vytı´zˇenı´ 2 107 133 140 81
Vytı´zˇenı´ 3 98 118 141 119
Vytı´zˇenı´ 4 126 118 103 106
Vytı´zˇenı´ 5 115 129 140 120
Tabulka 18: Pocˇet operacı´ cˇtenı´ a za´pis Cassandra [s]
ONE QUORUM ALL
Vytı´zˇenı´ 1 0.0037 0.36 0.0069
Vytı´zˇenı´ 2 0.0058 0.0082 0.0085
Vytı´zˇenı´ 3 0.0081 0.0072 0.0072
Vytı´zˇenı´ 4 0.0087 0.0045 0.0071
Vytı´zˇenı´ 5 0.0052 0.0100 0.0055
ANY ONE QUORUM ALL
Vytı´zˇenı´ 1 0.0015 0.0026 0.0021 0.0035
Vytı´zˇenı´ 2 0.0011 0.0029 0.0040 0.0034
Vytı´zˇenı´ 3 0.0011 0.0050 0.0034 0.0027
Vytı´zˇenı´ 4 0.0013 0.0046 0.0011 0.0026
Vytı´zˇenı´ 5 0.0021 0.0052 0.01 0.0055
Tabulka 19: Pru˚meˇrna´ odezva operacı´ cˇtenı´ a za´pis Cassandra [s]
V tabulce 19 jsou vyznacˇeny odchylky, ktere´ se objevily i prˇes zvy´sˇenı´ hardwarove´
konfigurace uzlu˚. I v tomto prˇı´padeˇ byly s nejveˇtsˇı´ pravdeˇpodobnostı´ zpu˚sobeny vy-
tı´zˇenı´m fyzicke´ho serveru dbedu nebo vy´padkem neˇktere´ho z uzlu˚. Ve vytı´zˇenı´ch, ktere´
neobsahujı´ odchylky lze opeˇt videˇt tendenci ru˚stu odezvy v za´vislosti na zvysˇovanı´
u´rovneˇ konzistence. Po dohodeˇ s vedoucı´m tak bylo rozhodnuto, zˇe bude dobre´ otesto-
vat propustnost databa´ze Cassandra i v prˇı´padeˇ vy´padku jednoho z uzlu˚.
6.2 Riak
Tabulka 20 obsahuje pocˇet jednotlivy´ch operacı´ provedeny´ch jednotlivy´mi vytı´zˇenı´mi,
tabulka 13 obsahuje odezvy jednotlivy´ch operacı´ v sekunda´ch a tabulka 22 obsahuje
dobu jednotlivy´ch vytı´zˇenı´ v minuta´ch.
ONE QUORUM ALL
Vytı´zˇenı´ 1 277150 277176 277584
Vytı´zˇenı´ 2 178373 178454 178117
Vytı´zˇenı´ 3 202268 202659 203442
Vytı´zˇenı´ 4 168285 203142 168799
Vytı´zˇenı´ 5 128694 128374 129132
ONE QUORUM ALL
Vytı´zˇenı´ 1 222850 222824 222416
Vytı´zˇenı´ 2 321627 321546 321883
Vytı´zˇenı´ 3 297732 297341 331201
Vytı´zˇenı´ 4 331715 296858 331173
Vytı´zˇenı´ 5 371306 371626 370868
Tabulka 20: Pocˇet operacı´ cˇtenı´ a za´pis Riak na straneˇ klienta
Prˇi testova´nı´ propustnosti databa´ze Riak s vysˇsˇı´ hardwarovou konfiguracı´ se objevily
paradoxneˇ odchylky v jednotlivy´ch odezva´ch a jsou vyznacˇeny v tabulce . I u databa´ze
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ONE QUORUM ALL
Vytı´zˇenı´ 1 0.0142 0.0058 0.0059
Vytı´zˇenı´ 2 0.0077 0.0059 0.0060
Vytı´zˇenı´ 3 0.0058 0.0058 0.0059
Vytı´zˇenı´ 4 0.0059 0.0058 0.0058
Vytı´zˇenı´ 5 0.0061 0.0065 0.0058
ONE QUORUM ALL
Vytı´zˇenı´ 1 0.0150 0.0062 0.0058
Vytı´zˇenı´ 2 0.0150 0.0063 0.0065
Vytı´zˇenı´ 3 0.0061 0.0062 0.0062
Vytı´zˇenı´ 4 0.0062 0.0063 0.0061
Vytı´zˇenı´ 5 0.0065 0.0061 0.0061
Tabulka 21: Pru˚meˇrna´ odezva operacı´ cˇtenı´ a za´pis Riak na straneˇ klienta[s]
ONE QUORUM ALL
Vytı´zˇenı´ 1 187 77 78
Vytı´zˇenı´ 2 115 88 91
Vytı´zˇenı´ 3 92 92 93
Vytı´zˇenı´ 4 102 94 100
Vytı´zˇenı´ 5 89 111 105
Tabulka 22: Celkova´ doba vytı´zˇenı´ (minuty)
Riak mohlo dojı´t k vy´padku neˇktere´ho z uzlu˚ a proto bylo dohodnuto, zˇe vy´padek uzlu
bude simulova´n i pro databa´zi Riak.
37
7 Simulace rˇı´zene´ho vy´padku uzlu
Testova´nı´ rˇı´zene´ho probı´halo tak, zˇe bylo spusˇteˇno vytı´zˇenı´ jako v prˇedchozı´ch testech,
ale pouze pro 10000 operacı´ a po provedenı´ prˇiblizˇneˇ tisı´ce operacı´ byl jeden uzel odpojen
od sı´teˇ. U databa´ze Cassandra i Riak byl vy´padek uzlu simulova´n pro u´rovenˇ konzistence
QUORUM. Ve chvı´li, kdy dojde k vy´padku uzlu, je nutna´ redistribuce datmezi uzly, ktere´
jsou za neˇ nynı´ zoodpoveˇdne´ a je zde prˇepoklad, zˇe odevza databa´ze se zvy´sˇsˇı´. Hard-
warova´ konfigurace uzlu˚ byla stejna´ jako u testova´nı´ s vysˇsˇı´ hardwarovou konfiguracı´
(6).
7.1 Cassandra
7.1.1 Meˇrˇenı´ na straneˇ klienta
Tabulka 23 obsahuje pocˇty jednotlivy´ch operacı´ a odezvu jednotlivy´ch operacı´ v sekun-
da´ch. Doba vytı´zˇenı´ byla u vsˇech testu˚ stejna´ - 6 minut, proto nenı´ tabulka uvedena.
Pocˇ. op. cˇtenı´ Pru˚m. od. op. cˇtenı´ [s] Pocˇ. op. za´pis Pru˚m. od. op. za´pis [s]
Vytı´zˇenı´ 1 27539 0.0069 22461 0.0062
Vytı´zˇenı´ 2 17772 0.0070 32228 0.0034
Vytı´zˇenı´ 3 20381 0.0067 29619 0.0059
Vytı´zˇenı´ 4 16671 0.0067 33329 0.0060
Vytı´zˇenı´ 5 12862 0.0074 37137 0.0063
Tabulka 23: Vy´sledky simulace vy´padku uzlu Cassandra
Vporovna´nı´ s prˇedchozı´m testova´nı´m (tabulka 16) se odezvy na straneˇ klienta zvy´sˇila,
cozˇ je ocˇeka´vany´ vy´sledek vzhledem k potrˇebeˇ redistribuce dat mezi zoodpoveˇdny´mi
uzly.
7.1.2 Meˇrˇenı´ na straneˇ serveru
Tabulka 24 obsahuje pocˇty jednotlivy´ch operacı´ za sekundu a pru˚meˇrnou odezvu operacı´
za sekundu.
Pocˇ. op. cˇtenı´ Pru˚m. od. op. cˇtenı´ [s] Pocˇ. op. za´pis Pru˚m. od. op. za´pis [s]
Vytı´zˇenı´ 1 44 0.0020 53 0.0042
Vytı´zˇenı´ 2 38 0.1801 93 0.0040
Vytı´zˇenı´ 3 46 0.1801 114 0.0041
Vytı´zˇenı´ 4 46 0.0814 137 0.0040
Vytı´zˇenı´ 5 41 1.0368 168 0.0046
Tabulka 24: Vy´sledky simulace vy´padku uzlu Riak
V porovna´nı´ s prˇedchozı´m testova´nı´m (tabulka 19) se odezvy na straneˇ serveru take´




Tabulka 25 obsahuje pocˇty jednotlivy´ch operacı´ a odezvu jednotlivy´ch operacı´ v sekun-
da´ch. Doba vytı´zˇenı´ byla u vsˇech testu˚ stejna´ - 10 minut, proto nenı´ tabulka uvedena.
7.2.1 Meˇrˇenı´ na straneˇ klienta
Pocˇ. op. cˇtenı´ Pru˚m. od. op. cˇtenı´ [s] Pocˇ. op. za´pis Pru˚m. od. op. za´pis [s]
Vytı´zˇenı´ 1 27768 0.0060 22232 0.0065
Vytı´zˇenı´ 2 17758 0.0060 32242 0.0065
Vytı´zˇenı´ 3 20433 0.0061 29567 0.0065
Vytı´zˇenı´ 4 16925 0.0059 33075 0.0064
Vytı´zˇenı´ 5 12757 0.0064 0.0064 0.0068
Tabulka 25: Pru˚meˇrna´ odezva operacı´ cˇtenı´ a za´pis Riak [s]
Oproti prˇedchozı´mu testova´nı´ (tabulka 21) zaznamenal Riak mı´rne´ zvy´sˇenı´ odezvy
jednotlivy´ch operacı´. Cozˇ je, stejneˇ jako u databa´ze Cassandra, ocˇeka´va´no.
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8 Porovna´nı´ databa´zı´ Cassandra a Riak z pohledu propust-
nosti
Prˇi srovna´nı´ jednotlivy´ch testu˚ provedeny´ch kapitola´ch 5, 6 a 7 je zrˇejme´, zˇe obeˇ databa´ze
dosa´hlyvelmipodobny´chvy´sledku˚ jakprooperace cˇtenı´ tak za´pis jakprˇi beˇzˇne´mprovozu
tak prˇi simulova´nı´ vy´padku uzlu. Porovna´nı´ z pohledu serveru nebylo mozˇne´. Avsˇak
databa´ze Riak prˇece jenom dosa´hla stabilneˇjsˇı´ch vy´sledku˚ z pohledu odezvy operacı´,
protozˇe zde nebylo zaznamena´no tolik odchylek jako u databa´ze Cassandra. Databa´ze
vsˇak nabı´zı´ vy´hodou v tom, zˇe je mozˇne´ sledovat klastr na straneˇ serveru, to prozatı´m




Cı´lem te´to diplomove´ pra´ce bylo prozkoumat mozˇnosti soucˇasny´ch distribuovany´ch
databa´zı´ z pohledu nastavenı´ u´rovneˇ konzistence jednotlivy´ch operacı´. Da´le pak vybrat
dveˇ databa´ze a otestovat jejich propusnost v za´vislosti na nastavenı´ u´rovneˇ konzistence
jednotlivy´ch operacı´ a tyto databa´ze porovnat.
Prˇi meˇrˇenı´ propustnosti byly bra´ny v potaz pru˚meˇrne´ odezvy operacı´ cˇtenı´ a za´pis na
straneˇ klienta. U databa´ze Cassandra navı´c pocˇet operacı´ cˇtenı´ a za´pis za sekundu a take´
pru˚meˇrna´ odezva teˇchto operacı´. U obou databa´zı´ bylo dosazˇeno podobny´ch vy´sledku˚
co se ty´cˇe pru˚meˇrne´ odezvy jednotlivy´ch operacı´. Ve veˇtsˇineˇ prˇı´padu˚ dosahovaly obeˇ
databa´ze lepsˇı´ odezvy v prˇı´padeˇ operacı´ cˇtenı´. Ve veˇtsˇineˇ proto, zˇe se v meˇrˇenı´ vyskytly
odchylky. Prˇi vsˇech meˇrˇenı´ch byla zaznamena´na tendence ru˚stu odezvy v za´vislosti na
zvysˇova´nı´ u´rovneˇ konzistence.
Tyto odchylky byly zpu˚sobeny mozˇny´m vy´padkem jednoho cˇi vı´ce uzlu˚ v pru˚beˇhu
testova´nı´, sı´t’ovou odezvou a take´ vytı´zˇenı´m fyzicke´ho serveru, na ktere´m byly databa´ze
spusˇteˇny. Meˇrˇenı´ odezvy na straneˇ klienta take´ bylo ovlivneˇno odezvou VPN prˇipojenı´,
prˇes ktere´ byly jednotlive´ spusˇteˇny.
Protozˇe databa´ze dosa´hly podobny´ch vy´sledku˚, neda´ se jednoznacˇneˇ rˇı´ct, ktera´ z nich
je vy´konneˇjsˇı´. Obeˇ nabı´zı´ dostacˇujı´cı´ mozˇnosti pro nastavenı´ u´rovneˇ konzistence jednot-
livy´ch operacı´ a to pro kazˇdou operaci zvla´sˇt’. Je tedy mozˇne´ zvolit u´rovenˇ konzistence
pro kazˇdou aplikaci podle pozˇadavku˚ konkre´tnı´ aplikace, nebo cˇa´sti aplikace.
Prˇi vypracova´nı´ te´to diplomove´ pra´ce jsem se sezna´mil s technologiı´ NO-SQL databa´zı´
cozˇ oznacˇuji za nejveˇtsˇı´ osobnı´ prˇı´nos te´to diplomove´ pra´ce, protozˇe za dobume´ho studia
jsem se s touto technologiı´ hloubeˇji nesetkal.
Dalsˇı´ rozvoj te´to diplomove´ pra´ce by se dal smeˇrˇovat k nasazenı´ neˇktere´ nebo obou
databa´zı´ k rea´lne´ aplikaci a otestova´nı´ propustnosti prˇi ostre´m provozu. Nasazenı´ by
mohlo probı´hat, bud’jako nasazenı´ pouzeNO-SQL databa´ze k aplikaci, nebo v kombinaci
s klasickou relacˇnı´ databa´zı´. Jako vhodny´ prˇı´pad uzˇitı´ se jevı´ aplikace, ktera´ vyzˇaduje
zpracova´nı´ velke´ho mnozˇstvı´ operacı´ za sekundu.
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