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Abstract
For the classical principal chiral model with boundary, we give the subset of the Yan-
gian charges which remains conserved under certain integrable boundary conditions,
and extract them from the monodromy matrix. Quantized versions of these charges
are used to deduce the structure of rational solutions of the reflection equation, anal-
ogous to the ‘tensor product graph’ for solutions of the Yang-Baxter equation. We
give a variety of such solutions, including some for reflection from non-trivial bound-
ary states, for the SU(N) case, and confirm these by constructing them by fusion
from the basic solutions.
1 The principal chiral model with boundary
1.1 Classical boundary conditions and conserved charges
In a recent paper [1] (to which the reader is referred for more detail and references), two of
us explored the classical integrability of the principal chiral model (PCM) with boundary,
and the corresponding quantum boundary S-matrices. The model is defined by the action
L =
1
2
Tr
(
∂µg
−1∂µg
)
, (1.1)
where the field g(xµ) takes values in a compact Lie group G, and is defined in 1+1D
Minkowski spacetime with −∞ < x ≤ 0.
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We found two classes of classical boundary condition which preserve the conservation
and involution of the charges necessary for integrability. Here we discuss only the ‘chiral’
condition,
g(0) ∈ kLHk
−1
R , (1.2)
where kL,R are arbitrary group elements and H is a maximal Lie subgroup of G such that
G/H is a symmetric space. For simplicity we also set kL = kR = e, the identity element.
The global GL × GR symmetry of the original bulk model, given by g 7→ UgV
−1 and
generated by the conserved currents
jLµ = ∂µg g
−1, jRµ = −g
−1∂µg, (1.3)
is thus broken to H ×H . For the currents (L or R), and writing the Lie algebras of G and
H as g and h respectively, we have j0(0) ∈ h, while the boundary equation-of-motion then
requires j1(0) ∈ k, where g = h ⊕ k. Alternatively, since H is the subgroup of G fixed
under an involution σ of g, we can write j0 = σ(j0), and j1 = −σ(j1), at x = 0.
In the bulk model, the G×G symmetry sits inside a larger Y (g)×Y (g) symmetry, where
Y (g) is the Yangian algebra. This is generated by charges (where we use the conventions
of [2])
Q(0)a =
∫
ja0 dx (1.4)
Q(1)a =
∫
ja1dx−
1
2
fabc
∫
jb0(x)
∫ x
jc0(y) dy dx (1.5)
using jL and jR respectively, decomposed into j = jata where the t
a are generators of g
with [ta, tb] = f
c
ab tc. The integrals are over all space, (−∞,∞) for the bulk model. But
on the half-line (−∞, 0], these charges are no longer generally conserved. However, there
are two important sets of charges which do remain conserved. Writing h-indices as i, j, k, ..
and k-indices as p, q, r, ..., and noting that the only non-zero structure constants are f ijk
and f ipq (and cycles thereof), these are
Q(0)i (1.6)
and Q˜(1)p ≡ Q(1)p +
1
2
f pqiQ
(0)iQ(0)q . (1.7)
The first set generates H and was noted in [1]. To check their conservation, we note that
d
dt
Q(0)i = ji1(0) = 0
and
d
dt
Q˜(1)p =
d
dt
Q(1)p +
1
2
f pqiQ
(0)ijq1(0) = 0
since
d
dt
Q(1)p =
1
2
f piqQ
(0)ijq1(0) .
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It is difficult to prove rigorous quantum results for the PCM, but we shall assume that
these charges remain conserved after quantization, in the form
Q(0)i (1.8)
and Q˜(1)p ≡ Q(1)p +
1
4
[Ch2 , Q
(0)p] . (1.9)
Here we have set ~ = 1 for convenience, and Ch2 ≡ γijQ
(0)iQ(0)j is the quadratic Casimir
operator of g restricted to h, with γij = f
b
ia f
a
jb .
1.2 Conserved charges from the monodromy matrix
It is straightforward to construct these charges as coefficients of a spectral parameter in
a monodromy matrix. The conservation and curvature-freedom of the bulk PCM currents
can be expressed through a Lax pair, [∂0 − L0, ∂1 − L1] = 0 where
L1 =
1
1− u2
(j1 − uj0) , L0 =
1
1− u2
(j0 − uj1) .
The Yangian charges then appear in the monodromy matrix
T∞
−∞
(u) ≡ P exp
(∫
∞
−∞
L1 dx
)
= exp
(
1
u
Q(0)ata −
1
u2
Q(1)ata + . . .
)
.
We can regard our model on the half-line, with boundary condition j0 = σ(j0) and j1 =
−σ(j1) at x = 0, as a restriction of the bulk model with j0(x) = σ(j0(−x)) and j1(x) =
−σ(j1(−x)). We then have
T∞
−∞
(u) = σ
(
(T 0
−∞
)−1(−u)
)
T 0
−∞
(u) ,
which is conserved because L0(u) = σ(L0(−u)). Expanding this gives
exp
(
1
u
Q(0)aσ(ta) +
1
u2
Q(1)aσ(ta) + . . .
)
exp
(
1
u
Q(0)ata −
1
u2
Q(1)ata + . . .
)
= 1 +
1
u
Q(0)a(ta + σ(ta))−
1
u2
{
Q(1)a(ta − σ(ta))−Q
(0)bQ(0)c
(
σ(tb)tc +
1
2
σ(tb)σ(tc) +
1
2
tbtc
)}
+ . . .
= 1 +
2
u
Q(0)iti +
1
2
(
2
u
Q(0)iti
)2
−
2
u2
(
Q(1)ptp −
1
4
Q(0)bQ(0)c[σ(tb), tc]
)
+ . . .
= exp
(
2
u
Q(0)iti −
2
u2
Q˜(1)ptp + . . .
)
,
as required.
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2 Rational reflection matrices
2.1 Reflection from the boundary ground state
Recall the structure of the rational solutions of the bulk Yang-Baxter equation (YBE), the
‘R-matrices’. The R-matrix acting on U ⊗ V , where U and V are irreducible represen-
tations of Y (g), decomposes into the sum of projectors onto the g-irreducible component
representations of U ⊗ V . The coefficients of these projectors can then, in simple cases –
where U and V are g-irreducible and U ⊗ V has no multiplicities –, be deduced from a
‘tensor product graph’ [4] which describes how the rest of Y (g) relates these components.
We proceed similarly now for the boundary Yang-Baxter or ‘reflection’ equation on U⊗V ,
RˇV U(θ − φ)(I ⊗KU(θ))RˇUV (θ + φ)(I ⊗KV (φ)) = (2.1)
(I ⊗KV (φ))RˇV U(θ + φ)(I ⊗KU(θ))RˇUV (θ − φ) ,
where RˇUV : U ⊗ V → V ⊗ U is a solution of the bulk YBE, KU : U → U is the
reflection matrix and the variables θ and φ are the rapidities of the particles incident on
the boundary. Implicit inK’s acting only on the bulk multiplet U or V is that the boundary
has no structure of its own – i.e. it is in a singlet state. Another possibility, also discussed
below, is that KU : U → U¯ , in which case the reflection equation becomes
RˇV¯ U¯(θ − φ)(I ⊗KU(θ))RˇUV¯ (θ + φ)(I ⊗KV (φ)) = (2.2)
(I ⊗KV (φ))RˇV U¯(θ + φ)(I ⊗KU(θ))RˇUV (θ − φ) .
In this paper, in contrast to [1], we describe only the matrix structure of (the individ-
ual L and R factors of) K, and do not concern ourselves with the scalar prefactors and
crossing/unitarity conditions necessary construct a valid boundary S-matrix [5].
Let us specialize, as in the bulk case, to U and V which are g-irreducible. Conservation
of the Q(0)i requires that
KU(θ)Q
(0)i = Q(0)iKU(θ)
(in which by Q(0)i we mean its appropriate representation) and thus that KU(θ) act as the
identity on h-irreducible components of U . So we have
KU(θ) =
∑
Wh⊂Ug
τW (θ)PW ,
where the sum is over h-representations W into which the g-representation U branches,
and PW is the projector ontoW . Thus the conjugating case, K : U → U¯ , is only admissible
when U and U¯ branch to the same h-representations.
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To deduce relations among the τW we use conservation of the Q˜
(1)p, recalling2 that,
on a g-irreducible multiplet of rapidity θ, the action of Q(1) is given by the evaluation
representation,
Q(1)a = θ
cA
2ipi
Q(0)a ,
where cA is the value of the quadratic Casimir of g in the adjoint representation. So
KU(θ)
(
θ
cA
2ipi
Q(0)p +
1
4
[Ch2 , Q
(0)p]
)
=
(
−θ
cA
2ipi
Q(0)p +
1
4
[Ch2 , Q
(0)p]
)
KU(θ) ,
and for W1,W2 ⊂ Ug such that the reduced matrix element 〈W1||Q
(0)p||W2〉 6= 0 we have
τW2(θ)
τW1(θ)
= [∆12] , where
3 [A] ≡
ipiA
2cA
+ θ
ipiA
2cA
− θ
(2.3)
and ∆12 = C
h
2 (W1)− C
h
2 (W2).
To find the W1,W2 for which 〈W1||Q
(0)p||W2〉 6= 0 we note that the Q
(0)p (that is, the
generators of k) form a representation Z of h. The Wigner-Eckart theorem then requires
W1 ⊂ Z ⊗W2. This is strictly a necessary rather than a sufficient condition, but we shall
assume its sufficiency in what follows.4
We can therefore describe the structure of KU(θ) by using a ‘branching graph’, in which
the Wi are the nodes, linked by an edge, directed from Wi to Wj and labelled by positive
∆ij , when Wi ⊂ Z ⊗Wj .
2.2 Example : G = SU(N)
We shall examine how this works in the case of G = SU(N), for which cA = 2N
2. One
can go through the list of all G/H similarly. Case 1 below corresponds to the standard,
non-conjugating reflection equation (2.1), and cases 2 and 3 to the conjugating equation
(2.2).
1. H = S(U(M)× U(N −M))
We denote representations of SU(M) × SU(N −M) by (X, Y ) where X is an SU(M)-
and Y an SU(N −M)-representation, here written as a Young tableau. The singlet rep-
resentation is written 1. Note that Z = (¯ , )⊕ ( , ¯) (where ¯ denotes the conjugate of
2Note that our conventions differ from that of [3]: the relative sign of θ is due to our use of the opposite
coproduct.
3This definition differs slightly from that used in [1].
4This distinction was made in the bulk case as that between the ‘tensor product graph’ and the ‘extended
tensor product graph’ [4].
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), so that the branching graphs are
Ug = : (1, )
N−2M
−→ ( , 1)
Ug = : (1, )
N−2M−2
−→ ( , )
N−2M+2
−→ ( , 1)
Ug = :
(
1,
)
N−2M−4
−→ ( , )
N−2M
−→ ( , )
N−2M+4
−→
(
, 1
)
and so on (in agreement with the restriction to SU(N) of the results of [7]).
The general result, for U the rth-rank antisymmetric tensor (r ≤ [N/2]), and with (p, q)
denoting the pth rank SU(M) and qth rank SU(N −M) antisymmetric tensor, is easily
read-off from the graph
(0, r)
N−2M−2(r−1)
−→ (1, r−1) . . .
N−2M−2(r−1)+4(p−1)
−→ (p, r−p)
N−2M−2(r−1)+4p
−→ . . . (r−1, 1)
N−2M+2(r−1)
−→ (r, 0) ,
and is
KU(θ) =
r∑
p=0
p∏
q=0
[N − 2M − 2(r − 1) + 4(q − 1)]P(p,r−p) . (2.4)
2. H = Sp(N) (N even)
Ug = , the vector representation, branches to the single of Sp(N), and the reflection
matrix is therefore constant. Here5 Z = , and for higher representations we have
Ug = :
N
−→ 1
Ug = :
N−2
−→
Ug = :
N−4
−→
N
−→ 1
and in general for the rth rank fundamental tensor of SU(N), and denoting by (p) the pth
rank antisymmetric tensor of Sp(N),
(r) −→ (r − 2) . . .
N−2(r−2p)
−→ (r − 2p)
N+4−2(r−2p)
−→ . . .
{
(2)
N
−→ (0) r even
(3)
N−2
−→ (1) r odd
5We continue to use Young tableau notation for representations of SO(N) and Sp(N), but it should
be understood that traces have been removed from symmetric tableaux for SO(N), and symplectic traces
from antisymmetric tableaux for Sp(N).
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3. H = SO(N)
Here Z = and each reflection matrix is constant, since the rth rank fundamental anti-
symmetric tensor representation of SU(N) branches to the same, irreducible representation
of SO(N).
2.3 Reflection from a boundary bound state
When a reflection matrix is used to construct a boundary S-matrix, it may have a pole at
one of the labels of the branching graph. We then expect a multiplet of boundary states
to exist which transforms in an h-representation corresponding to a subgraph. The results
of the previous section can be extended to accommodate such non-trivial boundary states.
Suppose we wish to calculate the reflection matrix K
[V ]
U (θ) of bulk multiplet Ug off
boundary multiplet Vh. The Q
(0)i have trivial coproduct, and their conservation enforces
the decomposition of K
[V ]
U (θ) into projectors PW onto the h-irreducible components Wh of
Ug ⊗ Vh,
K
[V ]
U (θ) =
∑
Wh⊂Ug⊗Vh
τW (θ)PW .
To deduce the τW , we need to compute the action of Q˜
(1)p on the spaces W . Using the
Yangian coproduct
∆(Q(1)a) = Q(1)a ⊗ 1 + 1⊗Q(1)a +
1
2
fabcQ
(0)b ⊗Q(0)c ,
we have
∆(Q˜(1)p) = ∆
(
Q(1)p) +
1
4
[Ch2 , Q
(0)p]
)
= Q(1)p ⊗ 1 + 1⊗Q(1)p +
1
4
[Ch2 , Q
(0)p]⊗ 1 + 1⊗
1
4
[Ch2 , Q
(0)p]
+
1
2
f piqQ
(0)i ⊗Q(0)q +
1
2
f pqiQ
(0)q ⊗Q(0)i +
1
2
[γijQ
(0)i ⊗Q(0)j , Q(0)p ⊗ 1 + 1⊗Q(0)p]
= Q˜(1)p ⊗ 1 + 1⊗ Q˜(1)p + [γijQ
(0)i ⊗Q(0)j , Q(0)p ⊗ 1]
= Q˜(1)p ⊗ 1 + 1⊗ Q˜(1)p +
1
2
[∆(Ch2 )− C
h
2 ⊗ 1− 1⊗ C
h
2 , Q
(0)p ⊗ 1] .
Thus when U is g-irreducible and V is h-irreducible, we have
K
[V ]
U (θ)
(
θ
cA
2ipi
Q(0)p ⊗ 1 +
1
4
[Ch2 ⊗ 1, Q
(0)p ⊗ 1] +
1
2
[∆(Ch2 )− C
h
2 ⊗ 1− 1⊗ C
h
2 , Q
(0)p ⊗ 1]
)
=
(
−θ
cA
2ipi
Q(0)p ⊗ 1 +
1
4
[Ch2 ⊗ 1, Q
(0)p ⊗ 1] +
1
2
[∆(Ch2 )− C
h
2 ⊗ 1− 1⊗ C
h
2 , Q
(0)p ⊗ 1]
)
K
[V ]
U (θ) .
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So a graph is generated exactly as for the boundary ground state, but now with
τW2(θ)
τW1(θ)
= [∆12] .
Here
∆12 = 2
(
Ch2 (W1)− C
h
2 (W2)
)
−
(
Ch2 (W˜1)− C
h
2 (W˜2)
)
,
where W˜i is the h-component of Ug from which Wi descends. Note that this subsumes the
results of section 2.1: if the boundary is in the ground state, Wi = W˜i, and we reproduce
(2.3).
2.4 Example : G = SU(N), H = S(U(M)× U(N −M))
We denote by K
[q]
p the reflection of the bulk pth antisymmetric tensor off the boundary
state in the qth antisymmetric tensor of SU(M). Then
K
[1]
1 : {( , 1)⊕ (1, )} ⊗ ( , 1)
( , 1)
N−2M−4
←− ( , )
N−2M+4
−→ ( , 1)
K
[2]
1 : {( , 1)⊕ (1, )} ⊗ ( , 1)
( , 1)
N−2M−4
←− ( , )
N−2M+8
−→
(
, 1
)
K
[1]
2 : {( , 1)⊕ ( , )⊕ (1, )} ⊗ ( , 1)
( , )
N−2M−6
−→ ( , )
↓N−2M+2 ↓N−2M+2
( , )
N−2M−6
−→ ( , 1)
↓N−2M+6(
, 1
)
and so on; the result is easily generalized.
8
3 Fusion of reflection matrices
For the low rank examples that we have given in the previous section it is possible to
construct the K-matrices explicitly by fusion [6, 7]. In this section we explain how this is
done.
3.1 G = SU(N), H = S(U(M)× U(N −M))
We start from the vector reflection matrix K
[0]
1 (θ). For H = S(U(M) × U(N −M)) the
matrix part of this is
P1 + [N − 2M ]P2 where P1 =
1
2
(I −E) , P2 =
1
2
(I + E) .
Here E is an N × N matrix, determined by the boundary conditions [1], which satisfies
E2 = IN (the N×N identity matrix), so that the above are orthogonal projectors. (Recall
[1] that the admissible E locally parametrize G/H , although choosing kL = kR = 1 makes
the specific choice E = diag(IM ,−IN−M).) They project onto (1, ) and ( , 1) respectively,
so that the vector particle reflection matrix is as given in the previous section.
We calculate the second rank reflection matrix K
[0]
2 by fusing together two vector mul-
tiplets. The vector multiplet bulk S-matrix has a simple pole at θ = 2ipi
cA
whose residue
is the projector onto the second-rank antisymmetric representation of SU(N). This is in-
terpreted according to the bootstrap principle as another particle multiplet, for which the
reflection matrix is
K
[0]
2 (θ) = Rˇ11(2ipi/N)
(
I ⊗K
[0]
1 (θ + ipi/N)
)
Rˇ11(2θ)
(
I ⊗K
[0]
1 (θ − ipi/N)
)
, (3.1)
or, diagrammatically,
θ
2ipi
N
θ+ ipi
N
θ− ipi
N
2θ
=
We now introduce the diagrammatic notation I = and E = , so that, for example,
9
the permutation operator on two vectors is written . (The reader is referred to [1] for
further details.) Expressing the above diagram in this notation, we obtain
K
[0]
2 (θ) ∝
(
−
)(
+ c
(
θ + ipi
N
) )(
− Nθ
ipi
)(
+ c
(
θ − ipi
N
) )
,
where c = 2N
ipi(N−2M)
. Expanding this, up to an overall scalar factor we obtain
K
[0]
2 ∝ P
A
2 (P1 + [N − 2M − 2] (P2 + [N − 2M + 2]P3))
where PA2 =
1
2
(
−
)
is the projector onto the second rank antisymmetric representa-
tion of SU(N) and P1,2,3 are the orthogonal projectors
P1 =
1
4
(
−
)(
−
)
, P2 =
1
2
(
−
)
and P3 =
1
4
(
+
)(
+
)
.
PA2 P1,2,3 project onto the irreducible representations (1, ), ( , ) and ( , 1) respectively,
in agreement with the previous section. Note that these explicit expressions for the pro-
jectors make it clear how the h-representations are embedded into the parent SU(N)
representation . A similar but more complicated calculation gives the matrix part of
K
[0]
3 (θ) in the same way. We also have an inductive construction of the matrix part of K
[0]
n
which reproduces (2.4).
3.2 G = SU(N), H = Sp(N) and H = SO(N)
For these cases (in which the ‘conjugated’ reflection equation (2.2) applies) the matrix
part E of K
[0]
1 is constant, and is symmetric in the SO(N) and antisymmetric in the
Sp(N) case. We have again performed the fusion calculations of K
[0]
2 (see also [7]) and
K
[0]
3 , and reproduced the results of section two.
Recall that for H = SO(N) all the K-matrices are constant, whereas for H = Sp(N), due
to the non-trivial branching rule, extra structure appears. In the fusion calculation, this
distinction becomes apparent when PA2 is contracted with E: for the symmetric, SO(N)
case, such terms vanish, whereas for the antisymmetric, Sp(N) case, they give non-trivial
contributions.
3.3 Scattering off an excited boundary
We return now to the Grassmannian case H = S(U(M) × U(N − M)) and consider
boundary scattering off excited boundary states. It was noted in [1] that the vector particle
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boundary scattering matrix K
[0]
1 has a simple pole at θ =
(N−2M)ipi
2N
= θ0 corresponding to
the formation of a boundary bound state, transforming in ( , 1).
We determine the reflection matrixK
[1]
1 (θ) of the vector multiplet off this state as follows.
The bootstrap principle, applied now to the boundary bound state, gives
K
[1]
1 (θ) = (I ⊗K
[0]
1 (θ0))Rˇ11(θ + θ0)(I ⊗K
[0]
1 (θ))Rˇ11(θ − θ0) , (3.2)
or, diagrammatically,
=
θ0 θ θ0 θ
θ+θ0
θ−θ0
This confirms the results of section 2.4, with explicit expressions for the projectors as
follows: for K
[1]
1 we have
P( , ) =
1
4
(
+
)(
−
)
P( ,1) =
1
8
(
+
)(
+
)(
+
)
P( ,1) =
1
8
(
−
)(
+
)(
+
)
.
Proceeding similarly for K
[2]
1 we obtain
P( , ) =
1
16
(
−
)(
+
)(
+
)(
−
)
P( ,1) =
1
48
(
−
)(
2 + +
)(
+
)(
+
)(
+
)
P(
,1
) = 1
48
(
−
)(
− −
)(
+
)(
+
)(
+
)
,
and for K
[1]
2
P( , ) =
1
16
(
−
)(
+
)(
−
)(
−
)
P( , ) =
1
16
(
−
)(
+
)(
+
)(
−
)(
+
)
P( , ) =
1
32
(
−
)(
−
)(
+
)(
−
)(
+
)
11
P( ,1) =
1
48
(
−
)(
2 + +
)(
+
)(
+
)(
+
)
P(
,1
) = 1
48
(
−
)(
− −
)(
+
)(
+
)(
+
)
.
4 Concluding remarks
The natural next step is to put all these results together to find the full set of boundary
S-matrices in the PCM, and thereby the complete spectrum of boundary bound states and
their interactions. Fusion calculations rapidly become intractable with increasing rank,
but with these in combination with the graphical methods developed here we hope to be
able to progress towards the completion of this programme.
There also remains much to be discovered at the classical level – for example, about what
happens when a Wess-Zumino term is added to the PCM action, to make contact with
work on D-branes in group manifolds. From the mathematical point of view it remains to
integrate our results with those on representations of twisted Yangians [8]. It also remains
to understand how these results apply in Gross-Neveu models, and their relationship with
the results of [9].
An immediate prospect, and work in progress, is to apply similar ideas to the trigono-
metric case, where the underlying model is affine Toda field theory. We have constructed
the remnant of the quantum affine algebra symmetry generated by non-local charges in
[10].
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