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ABSTRACT
We numerically explore the long-term stability of planetary orbits locked in a 2:1 mean motion resonance for a wide range of planetary
mass ratios and orbital parameters. Our major tool is Laskar’s frequency map analysis. Regions of low diﬀusion rate are outlined in a
phase space defined by the two planetary eccentricities and the libration amplitude of a critical resonance argument. Resonant systems
that are dynamically stable on a long timescale must lie within these regions. The resonance locking between planets in high eccentric
orbits may be destroyed by mutual close encounters. We discuss various dynamical protection mechanisms related to the resonant
configuration, among which is the well-known apsidal corotation. In the case of moderate-to-low eccentricities, we find that apsidal
circulators, little discussed till now, are very common among stable orbits. We also map the diﬀerent types of resonant behaviour
predicted by analytical theories in the phase space.
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1. Introduction
During the process of planetary formation, diﬀerent dynam-
ical mechanisms can lead planets to cross low-order mean-
motion resonances and, eventually, to be subsequently captured
into resonance. Nebula induced diﬀerential migration (Ward
1997; Goldreich & Tremaine 1980; Lin & Papaloizou 1986;
Tanaka et al. 2002; Kley 2003), gravitational scattering of plan-
ets in crossing orbits (Rasio & Ford 1996; Weidenschilling &
Marzari 1996; Moorhead & Adams 2005), or migration caused
by exchange of angular momentum with a debris disk of small
planetesimals (Murray et al. 1998; Tsiganis et al. 2005), can all
move planets from their original formation site into new orbits.
Planetary orbits may diverge or converge during migration.
In both cases, planetary eccentricities may be enhanced. For di-
verging orbits, Chiang et al. (2002) propose repeated resonance
crossings to reach the presently observed large planetary ec-
centricities. It may happen that two planets on converging or-
bits are captured into a mean motion resonance (e.g. Murray &
Dermott 1999). While the two planets continue to migrate, their
eccentricities can be pumped up (e.g. Lee & Peale 2002; Beaugé
et al. 2003; Kley et al. 2005; Moorhead & Adams 2005), even-
tually resulting in a destabilization of their orbits after a close
encounter (Moorhead & Adams 2005). Planets may remain on
long-term stable orbits in resonance if the migration is halted
before eccentricities that are too high are reached or if particular
protection mechanisms related to the resonance locking avoid
close encounters even when large eccentricities are reached.
Depending on the migration speed and on the way in which
it is modelled in the numerical simulations, the eccentricities
may also reach a plateau while the planets are in resonance.
In this case, even if the orbital decay continues, the planets
never reach an unstable configuration (Lee & Peale 2002;
Nelson & Papaloizou 2002; Beaugé et al. 2006).
Exoplanetary systems with resonant planets are of particular
interest since they are good candidates for testing various mi-
gration scenarios. For this purpose, it is important to determine
the regions of long-term stability for a wide range of parameters.
Three resonant planetary systems orbiting about main sequence
stars now appear to be well-established. The stars GJ 876 and
HD 82943 have planets locked in a 2/1 resonance, while two of
the four planets orbiting 55 Cnc are in a 3/1 resonance. In this
paper, we concentrate on 2/1 resonant systems.
A considerable amount of analytical work has been done on
the secular dynamics of two planets in orbital resonance. Using
the Hamiltonian formulation for the secular dynamics of the gen-
eral three-body problem (e.g. Laskar & Robutel 1995), Beaugé
& Michtchenko (2003) derive a canonical system for the pla-
nar resonant problem with two degrees of freedom by averag-
ing over the rapidly changing angular variables. The system has
stationary solutions, which means that intrinsic variables of the
system are constant with time. For each planet, a combination
of its semimajor axis and eccentricity is such an intrinsic vari-
able, as does the diﬀerence between the periastron longitudes of
the two planets. The stationary solutions are an excellent basis
for exploring in a phase space defined by planetary eccentric-
ities, mass ratios, and periastron longitudes, the dynamical be-
haviour of orbits in resonance in the frame of the averaged pla-
nar problem (Beaugé et al. 2003; Beaugé & Michtchenko 2003;
Ferraz-Mello et al. 2005b). The stationary solutions can be con-
sidered to form a skeleton for the set of all orbits in the planar
non-averaged problem, also possibly for small inclinations. One
may predict the behaviour of a large set of orbits in the non-
averaged problem over a certain interval of time from the be-
haviour of the stationary solutions. However, their stability on
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long time scales is not known even if stationary solutions are, of
course, good candidates for long lasting resonant systems.
The stationary solutions of the averaged problem are char-
acterized by apsidal corotators (ACRs). The diﬀerence between
the direction of the apsidal lines of two planets remains constant.
Since the diﬀerence between the periastron longitudes of two
resonant planets is an intrinsic variable of the problem, the apsi-
dal corotators are automatically found. In the non-averaged case
and also for small inclinations, one can expect apsidal corotators
to oscillate with small amplitudes around a fixed value. Apsidal
corotators do not exclusively occur at resonances. On the con-
trary, as Michtchenko & Malhotra (2004), have shown, they are
very common outside of resonances in particular at high plan-
etary eccentricities. At lower eccentricities, apsidal circulators
dominate.
The success of the resonant stationary solutions in finding
apsidal corotators may lead to the wrong assumption that non-
apsidal corotators (NACRs, for Non-Apsidal CoRotation) are
unstable and that apsidal corotation is always a necessary con-
dition for long-term (Gyr) stability. As we show below, both
assumptions are only true for very large eccentricities of both
planets. For small to moderate eccentricities, there are both ACR
and NACR solutions that are stable on long timescales implying
that real planetary systems can be found in either of these states.
The reason why the analytical work is usually restricted to ACR
is related to the inherent diﬃculties in constructing analytical
theories describing the NACRs behaviour, and not to a lack of
knowledge of their existence.
Since, as outlined above, the stationary solutions of the aver-
aged problem are an excellent basis for estimating the behaviour
of orbits in the full problem over a certain period of time but
not necessarily over timescales of Gyr, we apply a numerical
method to investigating the long-term stability of planetary or-
bits in the 2/1 resonance. For a wide range of planetary mass
ratios and orbital parameters, we apply Laskar’s Frequency Map
Analysis (FMA) to numerically integrated orbits. The starting
planetary orbital elements are chosen at random and a total of
1.5 × 105 resonant planetary systems are integrated over 1 Myr.
We use the FMA method since it is a very sensitive tool for
measuring the diﬀusion rate for each resonant system, a strong
indicator of its long-term stability. The diﬀusion coeﬃcients are
presented in a phase space defined by two “free” planetary ec-
centricities and by the libration amplitude of a critical reso-
nance argument. The corresponding diagrams are called diﬀu-
sion maps showing the regions where stable resonant systems
can be found. Our approach is substantially diﬀerent from that
of Godzdziewski et al. (2002), Bois et al. (2003), and Ji et al.
(2004). Godzdziewski et al. (2002) and Bois et al. (2003)
use MEGNO, a recent numerical tool for the detection of
chaos, which was invented by Cincotta & Simó (2000) to
investigate the stability of planetary orbits in the proxim-
ity of the best-fit orbital solutions of the observed systems
GJ 876 (Gozdziewski et al. 2002) and HD 160691 (Bois et al.
2003). Ji et al. (2004) perform numerical integrations of
the planetary system HD 82943 for 10 Myr to evalu-
ate the stability of orbits near the nominal values of the
orbital parameters. We instead perform a global analysis of
the 2:1 commensurability by fully sampling the phase space at
the resonance and by exploring the dependence of the results
on the mass ratio between the central star and the planets. We
also exploit the FMA method to derive orbital parameters other
than the osculating ones that are more suited for a dynamical
exploration of the phase space.
The FMA algorithm is outlined in Sect. 2 where the diﬀu-
sion maps for diﬀerent planetary mass ratios are also shown.
Section 3 is devoted to a discussion of diﬀerent protection mech-
anisms related to the resonance locking that prevent close plan-
etary encounters for high eccentric orbits. In Sect. 4 we discuss
the diﬀerent types of resonant behaviour, giving particular at-
tention to the case of NACRs that are as stable and frequent as
ACRs. In the same section we compare our results for ACRs
with the stationary solutions found by Ferraz-Mello et al. 2005a.
In addition, we investigate the so-called asymmetric ACRs in
more detail, which reveal concentrations around 60◦ and 300◦
for the critical resonance argument, respectively.
All our results are derived within the full planar three-body
problem. The extension of these results to the inclined case will
be the subject of a forthcoming paper.
2. Regions of stability at the 2/1 resonance
2.1. The numerical algorithms
The FMA method (Laskar et al. 1992; Laskar 1993a; Laskar
1993b; Sidlichovský & Nesvorný 1997), yields a quantitative
measure of the stability of an orbit by determining the diﬀusion
rate of intrinsic frequencies in Fourier space. An orbit is inte-
grated numerically and the resulting orbital elements are Fourier
analyzed. Values of intrinsic frequencies are obtained over run-
ning windows and their relative changes are estimated. A com-
paratively short integration period is necessary to measure the
long-term stability of an orbit. The methodology used to perform
the FMA on time series of the orbital elements of two planets in
resonance is described in detail in Marzari et al. (2005). When
applying the FMA method to a given problem, the choice of the
variables for the Fourier analysis and for determining of the dif-
fusion rate is not necessarily straightforward and may require
some particular attention. Otherwise, the chosen signal might be
artificially blurred by a bad choice of variables eventually mask-
ing a slow diﬀusion or, on the contrary, suggesting a false diﬀu-
sion.
Using SYMBA (Duncan et al. 1998), we numerically inte-
grate a large number of planetary systems (∼1.5 × 105) in 2:1
mean motion resonance. The mass of the central star is assumed
to be 1 M in all our simulations and the two planets are Jovian
type planets. One planet always has a mass equal to 1 Jupiter
mass, while the mass of the other is varied in order to give dif-
ferent mass ratios µ = m2/m1 where m1 is the mass of the inner
planet. Seven diﬀerent values of µ are considered in our sim-
ulations, ranging from 0.1 to 10. For larger (or smaller) mass
ratios, the problem approaches the well-known restricted three-
body problem. The semimajor axis of the inner planet is fixed
and set equal to 5 AU. The semimajor axis of the outer planet is
chosen at random within an interval located near 8 AU and cen-
tered at the nominal resonance location for that particular value
of µ. The interval is always broader than the resonance width,
but only systems that are in the 2:1 resonance for at least 1 Myr
are retained and analyzed with the FMA. Systems out of reso-
nance or unstable on a short timescale are then discarded. The
residence in resonance is verified from analysing the resonant
arguments performed on–line during the numerical integration.
Results for semimajor axes other than 5 AU for the inner planet
scale easily. All orbits have an inclination of 0◦. Angular vari-
ables for the planets are chosen at random between 0◦ and 360◦.
The starting eccentricities are randomly distributed between 0.
and 0.9. With this Montecarlo approach, we fill the phase space
at the resonance densely. The integration period of 1 Myr is
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suﬃciently long to build the necessary time series of the orbital
elements for the FMA method.
With the Fourier method of the FMA (1997), we analyze the
signal:
s∆ = cos (1 −2) + i sin (1 −2). (1)
The diﬀusion rate σFMA of the main Fourier component of s∆
is measured as the negative logarithm of the standard deviation
of s∆ on running windows of 105 years over the entire integra-
tion timespan of 1 Myr. Each running window includes enough
periods of ∆ for a meaningful Fourier analysis. The variable
∆ either circulates or librates. We prefer to apply the FMA
to the signal s∆ rather than to the more conventional signals
si = hi+ iki, i = 1, 2, where hi = e∗cos (i) and ki = e∗ sin (i).
When the system is in apsidal corotation, both s1 and s2 may
have variations related to the corotation libration and not to
chaotic diﬀusion.
Slow diﬀusion rates (large σFMA) mean stable orbits on
longer periods of time than in the case of fast diﬀusion
(small σFMA). The FMA gives a relative measure of stability.
Additional simulations over Gyr are, therefore, necessary for a
few selected values of σFMA in order to know the stability period
in years.
Diﬀusion maps are presented in a phase space defined by
the “free” eccentricities e1 and e2 of the two planets and by a
suitably defined libration amplitude of a critical resonance argu-
ment. The “free” eccentricities are obtained by a spectral decom-
position of the two conventional signals s1 and s2. The e1, e2 can
be considered as averaged eccentricities and can be compared
with the eccentricities used in analytical, averaged models. For
the 2/1 resonance, there are two independent critical resonance
arguments: θ1 = 2λ2 −λ1 −1, and θ2 = 2λ2 −λ1 −2, where λ
and  denote respectively mean longitude and longitude of pe-
riastron. While in resonance, at least one of the two resonance
arguments librates. In the case of apsidal corotation both argu-
ments librate as can be easily seen from the definition of θ1 and
θ2. When only one argument librates (NACR), we use the librat-
ing θ to determine a libration amplitude of the resonance argu-
ment defined as the diﬀerence between the maximum and mini-
mum values of θ averaged over running windows. In the case of
ACR when both θ1 and θ2 librate, we define as the libration am-
plitude of the resonance that of the critical argument with lower
libration amplitude. The critical resonance argument that is fi-
nally used for determining a libration amplitude is designated
by θm. An average libration amplitude D of θm is computed as
the mean of the maximum libration amplitude over sub-windows
(∆t = 1 × 105 yr) of the whole integration timespan. The choice
of the sub-windows is made after a detailed analysis of the libra-
tion period of the two resonances in our simulations.
The FMA analysis yields for each orbit the variables e1, e2,
D, σFMA, the center of libration of θm, the corotation state, the
amplitude and center of libration of ∆ for ACR systems.
2.2. Diffusion maps for different mass ratios
As outlined above, the diﬀusion rate of a resonant system is
quantified by the standard deviation σFMA of the signal s∆.
The diﬀusion rate can be presented in a three-dimensional phase
space determined by the “free” planetary eccentricities e1, e2,
and by the libration amplitude D. Since three-dimensional fig-
ures may hide important features due to a bad selection of the
angle of view, we like to show diﬀusion maps projected on two
of the three necessary variables. We show in Figs. 1 and 2 diﬀu-
sion maps for five diﬀerent values of µ. These maps are projected
in two significant planes: the plane of the two “free” eccentrici-
ties [e1, e2], and that of [e1,D(θm)]. The diﬀerent grey coding in
the maps indicates the local diﬀusion speed. Low diﬀusion speed
(large values of σFMA, light grey) implies regular behaviour and
stability over a long timescale. High diﬀusion speeds (small val-
ues of σFMA, dark grey) are typical of chaotic orbits that are
stable only for a short timescale, inversely proportional to σFMA.
Empty zones either do not allow stable orbits for at least 1 Myr,
or they have a value of σFMA lower than 0.5, which means that
the local planetary system is strongly chaotic.
In all five cases we notice a compact domain of stability for
small eccentricities of the outer planet (planet 2) and a tail at
high eccentricity. The tails roughly reproduce the isopleth struc-
ture for µ = const. as described in Ferraz-Mello et al. (2005a, see
their Fig. 1.21). Their location in the eccentricity space strongly
depends on µ. Our numerical solutions show how these isopleths
are more complex in structure as compared to the analytical
predictions. As an example, for µ = 0.1 the stable solutions
for low e1 and large e2 cover a wide area in the [e1, e2] space.
Moving towards higher values of µ, the stable solutions at high
values of e2 split in diﬀerent regions.
A major source of the instability of systems locked in reso-
nance are close encounters between the two planets. Therefore,
crossing orbits need particular attention. The dashed line in
Fig. 1 marks the border line for crossing orbits, derived from the
average eccentricity of the two planets. The number of systems
above this line is significant and their stability can be maintained
only by protection mechanisms related to the resonance. These
mechanisms are discussed in the next section.
In Fig. 2 we show that stable resonant systems can be found
even at large libration amplitudes up to D ∼ 300◦, apart from
the case with µ = 0.1. The regions with lower diﬀusion rate ap-
pear reasonably compact. The few scattered unstable cases are
a projection eﬀect of the 2D maps. In both Figs. 1 and 2 we
mark with an empty circle the location of the extrasolar plan-
etary systems GJ 876 and HD 82943. To compute [e1, e2,D]
and σFMA for GJ 876 we took the physical parameters and ini-
tial osculating orbital elements given in Laughlin & Chambers
(2001). The GJ 876 system appears to be embedded well in the
stable region for µ = 3.3, and its σFMA is similar to that of sur-
rounding systems on our map. For the resonant planets orbiting
HD 82943, we use the orbital elements corresponding to solution
A in Ferraz-Mello et al. (2005), who correct the originally pub-
lished orbital elements that correspond to an unstable system.
It is, therefore, not surprising that the resonant planetary system
lies at the border of the stable area. It must be pointed out that the
mass ratio between the star and the planets for both GJ 876 and
HD 82943 is diﬀerent from that of our 3-body problem where
the mass of the central star is always 1 M and the mass of one
of the two planets is 1 MJupiter. The stability regions for systems
with a mass ratio between the planets and the star equal to that of
GJ 876 or HD 82943 might be smaller when compared to those
found within our model. However, the values of σFMA for both
the observed systems are high (this means stability) and simi-
lar to those of systems in our maps with close values of e1, e2,
and D. This suggests that if there is any shrinking, this is not
relevant enough to drive both systems out of the stable zone.
3. Protection mechanisms while in resonance
As shown in the previous section, a significant fraction of plan-
etary systems that are stable according to the FMA analysis are
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(a) (b)
(c) (d)
(e)
Fig. 1. Diﬀusion maps in the (e1, e2) plane for diﬀerent planetary mass ratios µ. a) is for µ = 0.1, b) for µ = 0.6, c) for µ = 1.0, d) for µ = 3.3, and
e) for µ = 10.0. The grey levels correspond to diﬀerent values of the diﬀusion speed measured by σFMA. Regions with large values of σFMA (light
grey) are stable over a long timescale. The dashed line in each plot marks the boundary between crossing and non-crossing orbits. The empty circle
in the plot for µ = 1.0 shows the location in the map of the HD 82943 system, while that in the plot for µ = 3.3 represents the GJ 876 system.
in, or very close to crossing orbits. In our sample we identify
four major modes of protection against close encounters allow-
ing these systems to remain stable:
– Mode I: systems with anti-aligned periastra. In this config-
uration, the 2:1 ratio between the orbital periods easily pro-
tects the planets against mutual collisions. Our simulations
show that the minimum distance between the two planets is
reached when the inner planet is at periastron, while the outer
planet is about half-way between periastron and apastron.
– Mode II: systems with aligned periastra. For small libration
amplitudes of ∆, the orbits may not intersect in spite of
large values of e1 and e2.
By inspecting our sample of systems we also find two “weak”
protection mechanisms:
– Mode III: since the eccentricities of the two planets oscillate
in anti-phase, the eccentricity of planet 1 is at its maximum
when that of planet 2 is at its minimum. This prevents close
encounters in those systems where the mean eccentricities e1
and e2 of the two planets are just beyond the limiting value
for crossing orbits.
– Mode IV: NACR systems can be on stable orbits with high
eccentricities in absence of any periastron alignment. We
find that in these cases the libration period of the crit-
ical argument is close to the circulation period of ∆.
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(a) (b)
(c) (d)
(e)
Fig. 2. Diﬀusion maps for the resonance in the (e1,D] plane for diﬀerent planetary mass ratios µ as in Fig. 1. The empty circles show the location
of the HD 82943 and GJ 876 systems.
This circulation period is correlated to the frequencies of
eccentricity oscillations. As a consequence, the distance be-
tween the two planets can be increased by this particular fre-
quency locking as compared to unlocked cases. An exam-
ple of this behaviour is shown in Fig. 3; in spite of high
eccentricities, and then deeply crossing orbits, the planets
never get closer than 2.5 AU. We have verified that all these
systems are not ACR systems in paradoxical circulation.
(Ferraz-Mello et al. 2005c.)
We call these last two protection modes weak because, on av-
erage, the planets can get closer as compared to the cases of
“strong” protection for similar orbital parameters.
4. Locations of apsidal corotators in phase space
The large number of numerical integrations we have performed
allows us to map the location of diﬀerent types of resonant be-
haviour in the phase space. Our results can be compared with the
theoretical predictions of Ferraz-Mello et al. (2005a) to test their
range of validity, which can be limited for the approximations
in the analytical developments. Moreover, we can also explore
new dynamical eﬀects like those NACR cases not covered by the
stationary solutions of the averaged method. We first compare
the domain of systems in apsidal corotation with that of systems
where the apsidal angle ∆ circulates. We recall here that in
these NACR systems only one critical angle librates, either θ1 or
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Fig. 3. Time evolution of eccentricities (dotted line is for the inner
planet), mutual distance, and apsidal angle of two planets in resonance
protected against close encounters by the Mode IV mechanism.
θ2. These domains appear to overlap in two–dimensional plots
in the planes (e1, e2), (e1,D), or (e2,D) and no clear separation
can be outlined by inspecting these figures. A tri-dimensional
plot (Fig. 4) instead reveals a clear separation between ACR and
NACR systems. NACR systems always have a higher value of D
than ACR systems for the same e1 and e2 values. In this plot we
include resonant systems with all seven diﬀerent values of the
mass ratio µ (0.1, 0.3, 0.6, 1.0, 3.3, 6.6, 10.0).
The stability properties of ACRs and NACRs are not sig-
nificantly diﬀerent according to the FMA. A large fraction of
NACR systems have very low diﬀusion rates suggesting long
term stability of the order of some Gyr. Real planetary systems
in a 2:1 resonance possibly detected in the future may, with equal
probability, be either in an ACR or NACR state. However, the
location in the phase space for ACRs and NACRs is diﬀerent,
and ACR states dominate at large eccentricities for both planets
and low libration amplitude of the critical argument as shown
in Fig. 4. This is the domain of crossing orbits and the stabil-
ity of ACR resonant systems is reinforced by strong protection
mechanisms described in the previous section (Mode I).
We can also compare the theoretical predictions of the
Ferraz-Mello et al. (2005a), model (Fig. 1.20) with the outcomes
of our integrations. We consider four ACR states in analogy with
the definition of families of stationary solutions in Ferraz-Mello
et al. (2005a). In the first case, both the apsidal angle ∆ and
the critical variable θm librate around 0: this state is designated
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Fig. 4. Three-dimensional distribution of ACRs (red dots) and NACRs
(green dots) in the (e1, e2,D) space. The regions of diﬀerent apsidal
behaviour are clearly separated.
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Fig. 5. Location of the asymmetric solutions in a plane defined by li-
bration amplitude D (in abscissa) and the libration center of the critical
argument θm: two swarms are clearly concentrating around θM ∼ 60◦
and ∼300◦ presumably forming a pitchfork at D = 180◦; points concen-
trate also around θM = 0◦ for all D below ∼300◦.
by (0, 0) following the notation of Ferraz-Mello et al. (2005a).
In the second state, (π, π), both ∆ and θm librate around π. The
state (0, π) has θm librating around 0 and ∆ around π. Finally,
we consider the antisymmetric cases, which we like to designate
by (asy) hereinafter, where the center of libration is shifted away
from either 0 or π. In Fig. 5 we show the location of the libra-
tion center as a function of the libration amplitude D for all our
systems. The (asy) states are concentrated around θM ∼ 60◦ and
∼300◦ presumably forming a pitchfork at D = 180◦; points also
concentrate around θM = 0◦ for all D below ∼300◦.
In order to show the separation between the diﬀerent types
of solutions clearly we use a three-dimensional plot. In Fig. 6
we illustrate the location of the classes of motion in the space
defined by [e1, e2,D(Θm)]. It is noteworthy that the libration
amplitude plays again an important role in shaping the regions
populated by diﬀerent states. For the sake of comparison with
Fig. 1.20 in Ferraz-Mello et al. (2005a), we project the data in
the (e1, e2) plane (Fig. 7). The isopleth structure predicted by
Ferraz-Mello et al. (2005a), for diﬀerent mass ratios µ is pop-
ulated by (0, π) and (asy) states, with the latter slightly shifted
with respect to the (0, π) ones. Most of these states are on cross-
ing orbits protected from close encounters by the Mode I pro-
tection mechanism. For large mass ratios, the isopleths at large
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Fig. 6. Domains of the ACRs in the three-dimensional space (e1, e2,D).
The color coding is: 1) red for (0, 0) , 2) green for (π, π), 3) blue for
(0, π) and 4) magenta for asymmetric solutions.
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Fig. 7. Projection of the ACRs in the two-dimensional plane (e1, e2).
The color coding is the same as in Fig. 6. The dark line marks the
boundary between crossing and non-crossing orbits.
eccentricities are instead (0, 0) states where the Mode II protec-
tion grants stability. Systems close to the black line, the border
between crossing and non-crossing obits, are protected by the
weak mechanism related to the anti-phased oscillations of the
planet eccentricities (Mode III). In this zone we find diﬀerent
types of states, (0, 0), (0, π), (π, π) and (asy).
Through the paper we use θm as the critical argument of the
resonance, while Ferraz-Mello et al. (2005a) always adopt θ1 in
their formalism. To avoid confusion while comparing analyti-
cal results with numerical outcomes, we show the same plot in
Figs. 8 as in 7 but, instead of using θm to define the diﬀerent ACR
states, we switch to θ1 as they do. The main diﬀerence between
the two plots appears at high eccentricity. In Fig. 8 the large ec-
centricity cases are now (0, π) states while in Fig. 7 where θm is
used they are, as stated before, (π, π) states. This means that for
all these systems, θ2 is always the critical argument with a lower
libration amplitude, and it librates around 0. θ1 instead librates
around π with a larger libration amplitude.
5. Conclusions
Our numerical analysis of the 2/1 resonance shows that its struc-
ture is complex and that it strongly depends on three parame-
ters: e1, e2,D. Apsidal corotation is a very important dynamical
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Fig. 8. Same as in Fig. 7 except that in the definition of the diﬀerent
resonant states instead of using θm we adopt θ1 as in Ferraz-Mello et al.
(2005a). At high eccentricity the (0, π) states are now defined as (π, π)
states.
feature, but it is not an essential ingredient for the long-term sta-
bility of planetary orbits with low-to-medium values of eccen-
tricities. Apsidal corotation implies the simultaneous libration of
both critical resonance arguments θ1 and θ2. The NACR systems,
characterized by the libration of a single critical argument, fill up
the phase densely space and have similar diﬀusion rates to ACR
systems. At high eccentricities the ACRs dominate since their
stability against close encounters is granted by strong protection
mechanisms related to apsidal corotation and resonance locking.
Otherwise, the separation between these two classes of solutions
is governed by the libration amplitude of the critical argument.
Concerning the ACRs, we find very good agreement with the re-
sults of Ferraz-Mello et al. (2005a), based on the averaged the-
ory of Beaugé et al. (2003). Discrepancies are of very minor
importance and presumably caused by the restrictions within the
theory. The asymmetric ACRs do not have a uniform distribu-
tion for their libration center but are concentrated symmetrically
around ∼60◦ and ∼300◦.
Which types of systems in the 2/1 resonance can be ex-
pected? From the purely dynamical point of view, systems with
very wide ranges of planetary mass ratios and orbital parame-
ters show long-term stability. ACRs and NACRs have an equal
probability. For large eccentricities of both planets, ACRs dom-
inate very clearly. The resonant systems that will be detected
in the future may not fill all the phase space of long-term sta-
ble orbits. Planets are believed to form on almost circular or-
bits. Additional processes bring them on higher eccentric or-
bits, as outlined in the introduction. In particular, migration
scenarios are presently proposed. When two planets on con-
verging orbits are captured in a resonance due to migration,
their eccentricities build up (e.g. Lee & Peale 2002; Beaugé
et al. 2003; Kley et al. 2005; Moorhead & Adams 2005), and
ACRs appear to be obtained right after capture. They may also
evolve into NACRs like the 3/1 resonant planets b and c or-
biting Cnc55 (Marzari et al. 2005). More systematic investiga-
tions are necessary to explore the final configurations of res-
onant systems captured in resonance by migration in order
to make more precise predictions. Concerning final eccentrici-
ties, there is agreement on the fact that the less massive plan-
ets usually gain higher eccentricities than the more massive
ones (e.g. Moorhead & Adams 2005). Comparing the dynamical
348 F. Marzari et al.: A numerical study of the 2:1 planetary resonance
characteristics of detected resonant systems in the future with
explorations of regions of long-term stability and simulations of
capturing planets in resonance will provide a basis for testing
various scenarios for the origin of resonant systems.
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