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Abstract
For any Lie algebra of classical type or type G2 we define a K-theoretic analog of
Dunkl’s elements, the so-called truncated Ruijsenaars-Schneider-Macdonald elements,
RSM -elements for short, in the corresponding Yang-Baxter group, which form a com-
muting family of elements in the latter. For the root systems of type A we prove that
the subalgebra of the bracket algebra generated by the RSM-elements is isomorphic to
the Grothendieck ring of the flag variety. In general, we prove that the subalgebra gen-
erated by the images of the RSM-elements in the corresponding Nichols-Woronowicz
algebra is canonically isomorphic to the Grothendieck ring of the corresponding flag
varieties of classical type or of type G2. In other words, we construct the “Nichols-
Woronowicz algebra model” for the Grothendieck Calculus on Weyl groups of classical
type or type G2, providing a partial generalization of some recent results by Y. Bazlov.
We also give a conjectural description (theorem for type A) of a commutative subalge-
bra generated by the truncated RSM-elements in the bracket algebra for the classical
root systems. Our results provide a proof and generalizations of recent conjecture and
result by C. Lenart and A. Yong for the root system of type A.
1 Introduction
In the paper [3] S. Fomin and the first author have introduced a model for the cohomology ring
of flag varieties of type A as a commutative subalgebra generated by the so-called truncated
Dunkl elements in a certain (noncommutative) quadratic algebra. This construction has
been generalized to other root systems in [7]. The main purpose of the present paper is
to construct a K-theoretic analog of these constructions. More specifically, we introduce
certain families of pairwise commuting elements in the Yang-Baxter group YB(Bn) or in the
bracket algebra BE(Bn), which conjecturally generate commutative subalgebras in the bracket
algebra BE(Bn) isomorphic to the Grothendieck ring of the flag varieties of type Bn. The
corresponding results/conjectures for the flag varieties of other classical type root systems can
be obtained from those for the type B after certain specializations. There exists the natural
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surjective homomorphism 1 from the algebra BE(Bn) to the Nichols-Woronowicz algebra
BBn of type B. One of our main results of the present paper states that the image of our
construction in the Nichols-Woronowicz algebra BBn is indeed isomorphic to the Grothendieck
ring of the flag variety of type Bn. We also present a similar construction for the root system
of type G2. These results can be viewed as a multiplicative analog/generalization for classical
root systems and for G2 of the “Nichols-Woronowicz algebra model” for the cohomology ring
of flag varieties which has been constructed recently by Y. Bazlov [1].
In a few words the main idea behind the constructions of the paper can be described
as follows. As it was mentioned, in [3] for type A and in [7] for other root systems, a re-
alization of the (small quantum) cohomology ring of flag varieties has been invented. More
specifically, the papers mentioned above present a model for the cohomology ring of flag
varieties as a commutative subalgebra generated by the so-called Dunkl elements in a certain
(noncommutative) algebra. The main ingredient of this construction is based on some very
special solutions to the classical Yang-Baxter equation (for type A) and classical reflection
equations (for types B, C and G2). Our original motivation was to study the related algebras
and groups which correspond to the “quantization” of the solutions to the classical Yang-
Baxter type equations mentioned above, in connection with classical and quantum Schubert
and Grothendieck Calculi. In more detail, we define the group of “local set-theoretical so-
lutions” to the quantum Yang-Baxter equations of type Bn or of type G2, together with
the distinguished set of pairwise commuting elements in the former, the so-called truncated
Ruijsenaars-Schneider-Macdonald elements. The latter is a relativistic or multiplicative gen-
eralization of the Dunkl elements. For applications to the K-theory, we specialize the general
construction to the bracket algebra BE(Bn) and algebra BE(G2).
Summarizing, the main construction of our paper presents a conjectural description of
the Grothendieck ring K(G/B) corresponding to flag varieties G/B of classical types (or
G2-type) to be a commutative subalgebra in the corresponding bracket algebra generated
by the truncated RSM-elements. To be more specific, we construct in the algebra BE(Bn)
a pairwise commuting family of elements, multiplicative or relativistic Dunkl elements, and
state a conjecture about the complete list of relations among the latter.
Using some properties of the Chern homomorphism, we prove our conjecture for the root
systems of type A. To our best knowledge, for the root systems of type A a similar description
of the Grothendieck ring was given by C. Lenart [13], Lenart and Sottile [14], and Lenart
and Yong [15], however without reference to the Yang-Baxter theory.
The main problem to prove relations between the RSM-elements in the bracket algebra
BE(Bn) appears to be that the intersection of kernels of all the “braided derivations” ∆ij ,∆ij
1 ≤ i < j ≤ n, and ∆i, 1 ≤ i ≤ n, acting on the algebra BE(Bn) contains only constants,
see Section 5. At this point we pass to the Nichols-Woronowicz algebra BBn where the
corresponding property of the braided derivations is guaranteed, [1]. Since as mentioned
above, there exists the natural epimorphism of braided Hopf algebras BBn −→ BE(Bn),
1It is believed that for a simply–laced (finite) Coxeter system (W,S) the corresponding bracket algebra
BE(W,S) and the Nichols–Woronowicz algebra BW,S are isomorphic as braided Hopf algebras. However, this
is not the case in a non simply–laced case. For example, if n ≥ 3, the natural epimorphism BE(Bn) −→ BBn
has a non-trivial kernel in degree 6. In fact, Hilb(BE(B3), t)−Hilb(BB3, t) = 4t
6 + · · · .
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to check the corresponding relations in the Nichols-Woronowicz algebra BBn seems to be a
good step to confirm our conjectures. To prove the needed relations in the algebra BBn , we
develop a multiplicative analog/generalization of the Nichols-Woronowicz algebra model for
cohomology ring of flag varieties recently introduced by Y. Bazlov [1].
In the fundamental papers [8] and [9] by B. Kostant and S. Kumar a description of
the cohomology ring H∗(G/B) and the T -equivariant K-theory KT (G/B) of a generalized
flag variety G/B has been obtained. The description of the cohomology ring H∗(G/B) and
that KT (G/B) given by Kostant and Kumar is based on the use of certain noncommutative
algebras. The latter are suitable generalizations of the familiar nilCoxeter NC(W ) and
nilHecke NH(W ) algebras corresponding to a finite Weyl groupW , to the case of Weyl groups
corresponding to generalized Kac-Moody algebras. Note that the generators of the algebra
NC(W ) (resp. NH(W )) are parametrized by the set of simple roots in the corresponding
Lie algebra Lie(G).
The main results obtained in [8, 9] are a far generalization of the well-known results in
a finite dimensional case where there exists a natural non-degenerate pairing between the
cohomology ring H∗(G/B) (resp. the Grothendieck ring K(G/B)) of a flag variety G/B and
the nilCoxeter algebra NC(W ) (resp. nilHecke algebra) of the Weyl group W in question,
see e.g. [2], [11], [1]. In a few words, the pairing mentioned corresponds to a natural action
of the Demazure operators on the cohomology ring H∗(G/B) (resp. the Grothendieck ring
K(G/B)). With respect to this pairing the basis consisting of the Schubert polynomials in
H∗(G/B) (resp. the Grothendieck polynomials in K(G/B)) is in a duality with the standard
basis {ew, w ∈ W}, in the nilCoxeter algebra NC(W ) (resp. nilHecke algebra NH(W )).
Under this approach the Pieri formula for Schubert (resp. Grothendieck) polynomials is an
easy consequence of the Leibniz formula for the divided difference operators.
Our approach has its origins in the study of “formal” properties of the Pieri rules for
Schubert (resp. Grothendieck) polynomials. To be more specific, the generators of our
algebra corresponds to the set of positive roots in the algebra Lie(G), and the relations are
chosen in such a way that at first to guarantee the commutativity of the so-called Dunkl
elements which are “formal” analog of the Pieri formulas, and secondly, to guarantee the
existence of the so-called Bruhat representation of an algebra we would like to construct.
The existence of the Bruhat representation is a key point which connects our algebras with
the Schubert and Grothendieck Calculi. But we would like to point out that our algebras
have some other interesting representations as well, see e.g. [7].
The above program was initiated and realized in [3] for the type A flag varieties, and has
been generalized for arbitrary finite Weyl groups in [7]. Another approach which is based on
the theory of braided Hopf algebras, and comes up with the so-called Nichols-Woronowicz
model for Schubert Calculus on Coxeter groups, has been developed by Y. Bazlov [1]. One
of the main motivations and purposes of the present paper is to construct the Nichols-
Woronowicz model for the Grothendieck Calculus for classical Weyl groups and G2, as well
as to generalize some results from our previous paper [7] to the case of K-theory.
Now we want to point out the main differences between noncommutative algebras which
have appeared in the papers by B. Kostant and S. Kumar [8, 9] and those in the present paper.
First of all, the results of the present paper are proved only in the special case of classical root
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systems and G2. The results of [8] and [9] has been proved in much greater generality. On
the other hand, in the case of type Bn, our algebra contains as (dual) subalgebras both the
nilCoxeter algebra NC(Bn) and a commutative subalgebra which is canonically isomorphic
to the cohomology ring of Bn-type flag variety. Even more, the braided cross product of
our algebra and its dual contains also as dual subalgebras the nilHecke algebra NH(Bn)
and a commutative subalgebra which is canonically isomorphic to the Grothendieck ring of
Bn-type flag variety. Furthermore, an easily described deformation of our algebra contains
commutative subalgebras one of which is isomorphic to the small quantum cohomology ring
of type Bn-flag variety, and another one is conjecturally isomorphic to the quantum K-
theory (theorem for type A). In subsequent papers we are going to introduce (quantum)
“degenerate affine Fomin-Kirillov” algebra together with a commutative subalgebra which is
isomorphic to the (quantum) T -equivariant K-theory of type Bn flag variety. We expect that
our constructions can be extended to the case of generalized flag varieties corresponding to
(symmetrizable) Kac-Moody algebras.
Let us describe briefly the content of our paper.
Section 2 is devoted to a general construction of commuting family of elements in the
group YB(Bn) generated by local set-theoretical solutions to the family of quantum Yang-
Baxter equations of type B, see Definition 2.1 for precise formulation. This construction lies
at the heart of our approach. In the case of type A (i.e. if gij = hi = 1 for all i and j) and
the Calogero-Moser representation (i.e. hij = 1 + ∂ij) of the bracket algebra BE(An−1), the
elements Θ
An−1
1 , · · · ,Θ
An−1
n correspond to the (rational) truncated (i.e. without differential
part) Ruijsenaars-Schneider-Macdonald operators. It seems an interesting problem to classify
all irreducible finite dimensional representations of the groups YB(X), (X = An−1, Bn, ...)
together with a simultaneous diagonalization of the operators ΘX1 , · · · ,Θ
X
n in these represen-
tations.
In Section 3 we apply the result of Section 2 (Key Lemma) to construct some distinguished
multiplicative analogue Θ
An−1
j := Θ
An−1
j (x) of the Dunkl elements θ
An−1
j , 1 ≤ j ≤ n, in
the bracket algebra BE(An−1). It happened that our elements Θ
An−1
j coincide with the K-
theoretic Dunkl elements 1−κj introduced by C. Lenart and A. Yong in [13] and [15]. Proof
of the statement that the elements κ1, · · · , κn form a family of pairwise commuting elements
in the algebra BE(An−1) given in [13], appears to be quite long and involved. On the other
hand, our “Yang-Baxter approach” enables us to give a simple and transparent proof that the
elements Θ
An−1
j mutually commute, as well as to describe relations among these commuting
elements in the algebra BE(An−1). On this way we come to the main result of Section 3,
namely
Theorem A The subalgebra in BE(An−1) generated by the elements Θ
An−1
j , 1 ≤ j ≤ n, is
isomorphic to the Grothendieck ring of the flag varieties of type A.
In particular,
Theorem B The following identity in the algebra BE(An−1) holds:
n∑
j=1
(Θ
An−1
j (x))
k = n
for any k ∈ Z.
Theorem A was stated as Conjecture 3.4 in [13] and Conjecture 3.5 in [15]. We also
state a positivity conjecture as Conjecture 3.13, which relates the elements Θ
An−1
j to the
Grothendieck Calculus on the group GLn. This conjecture is a restatement of non-negativity
conjectures from [3], Conjecture 8.1, and [13], Conjecture 3.2., in our setting.
It should be emphasized that there are a lot of possibilities to construct a mutually
commuting family of elements in the algebra BE(An−1) which generate a subalgebra iso-
morphic to the Grothendieck ring K(F ln). For example one can take the elements E1 :=
exp(θ
An−1
1 ), · · · , En := exp(θ
An−1
n ). It is easy to see that Ej 6= Θj for all j, however connec-
tions between Grothendieck polynomials and the elements E1, · · · , En are not clear for the
authors.
Our method to describe the relations between the elements Θ
An−1
j is based on the study
of the Chern homomorphism which relates the K-theory to the cohomology theory of flag
varieties, and moreover, on description of the commutative quotient of the algebra BE(An−1),
see Subsection 3.2.
In Section 4 we study the Bn-case. First of all we introduce a modified version BE(Bn)
of the algebra BE(Bn), which was introduced in our paper [7]. Namely, we add additional
relations in degree four, see Definition 4.1, (6). In fact we have no need to use these relations
in order to describe relations between Dunkl elements θBn1 , · · · , θ
Bn
n in the algebra BE(Bn).
However, to ensure that the B2 Yang-Baxter relations hij hi gij hj = hj gij hi hij are indeed
satisfied, the relations (6) are necessary. Another reason to add relations (6) is that these
relations are satisfied in the Nichols-Woronowicz algebra BBn . However, we would like to
repeat again that if n ≥ 3, then the natural homomorphism of algebras BE(Bn) → BBn has
a non-trivial kernel.
The main results of Section 4 are:
(1) construction of a multiplicative analog ΘBnj of the Bn-Dunkl elements θ
Bn
j , see Defi-
nition 4.4;
(2) proof of the fact that the RSM-elements ΘBnj , 1 ≤ j ≤ n, form a pairwise commuting
family of elements in the algebra BE(Bn).
Finally we give a conjectural description of all relations between the elements ΘBnj . Here
we state this conjecture in the following form.
Conjecture The following identity in the algebra BE(Bn) holds:
n∑
j=1
(Θj(x, y)
Bn + (Θj(x, y)
Bn)−1)k = n 2k
for all k ∈ Z≥0.
In Section 5 we discuss on a model for the Grothendieck ring of flag varieties in terms
of the Nichols-Woronowicz algebra for the classical root systems. Our construction is a K-
theoretic analog of Bazlov’s result [1]. Our second main result proved in Section 5 is:
Theorem C Let ϕ : BE(Bn)→ BBn be a natural homomorphism of algebras. Then
ϕ(F (ΘBn1 (x, y), · · · ,Θ
Bn
n (x, y))) = 0
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for any Laurent polynomial F from the defining ideal of the Grothendieck ring of the flag
variety of type Bn.
Theorem C implies the corresponding results for other classical root systems after some
specializations. The Nichols-Woronowicz algebra BX treated in this paper is a quotient of
the algebra Y B(X ) for the classical root system X . In particular, the result for An−1 is a
consequence of Theorem A, but the argument in Section 5 is another approach based on the
property of the Nichols-Woronowicz algebra, which works well for the root systems other
than those of type An−1. The idea of the proof is to construct the operators on the Nichols-
Woronowicz algebra which induce isobaric divided difference operators on the commutative
subalgebra generated by the RSM-elements.
The main interest of this paper is concentrated on the classical root systems, for which we
can use advantages of explicit handling, particularly in order to construct the RSM-elements.
Though most of the ideas in this paper are expected to be applicable to an arbitrary root
system, to develop the general framework including the exceptional root systems is a matter
of concern for the forthcoming work. However, the simplest exceptional root system G2 can
be dealt with in similar manner to the case of the classical root systems. In the last section,
we formulate the Yang-Baxter relations and define the RSM-elements for the root system of
type G2. The argument in Section 5 again works well, so the Nichols-Woronowicz model for
the Grothendieck ring of the flag variety of type G2 is presented.
2 Key Lemma
Definition 2.1 Let YB(Bn) be a group generated by the elements {hij, gij | 1 ≤ i 6= j ≤ n}
and {hi | 1 ≤ i ≤ n}, subject to the following set of relations:
• gij = gji, hij = h
−1
ji ,
• hij hkl = hkl hij , gij gkl = gkl gij, hk hij = hij hk, hk gij = gij hk,
if all i, j, k, l are distinct;
hi hj = hj hi, if 1 ≤ i, j ≤ n; hij gij = gij hij , if 1 ≤ i < j ≤ n;
• (A2 Yang–Baxter relations)
(1) hij hik hjk = hjk hik hij ,
(2) hij gik gjk = gjk gik hij ,
(3) hik gij gjk = gjk gij hik,
(4) hjk gij gik = gik gij hjk,
if 1 ≤ i < j < k ≤ n;
• (B2 quantum Yang-Baxter relation)
hij hi gij hj = hj gij hi hij,
if 1 ≤ i < j ≤ n.
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Definition 2.2 Define the following elements in the group YB(Bn) :
Θj = (
1∏
i=j−1
h−1ij ) hj (
n∏
i=1,i 6=j
gij) hj (
j+1∏
k=n
hjk), (2.1)
for 1 ≤ j ≤ n.
Theorem 2.3 (Key Lemma )
ΘiΘj = ΘjΘi for all 1 ≤ i, j ≤ n.
Our proof is based on induction plus a masterly use of the Yang-Baxter relations, see defining
relations in the definition of the group YB(Bn). See the proof of Corollary 3.3 and Example 2.5
(2) below. A complete proof of Theorem 2.3 one can find in Appendix.
Remark 2.4 It’s not difficult to see that
∏
1≤j≤k
Θj =
k∏
j=1
(hj
n∏
s=j+1
gjs
j−1∏
s=1
gsj hj)
k∏
j=1
(
k+1∏
s=n
hjs).
In particular,
n∏
j=1
Θj = (
n∏
k=1
(
∏
j≤k
gjk) hk)
2.
Example 2.5 (1) Take n = 2. Then Θ1 = h1 g12 h1 h12 and Θ2 = h
−1
12 h2 g12 h2. Let
us check that Θ1 and Θ2 commute. Indeed, using the B2-quantum Yang-Baxter relation
h12 h1 g12 h2 = h2 g12 h1 h12 and the commutativity relation h1 h2 = h2 h1, we see that
Θ1 Θ2 = h1 g12 h1 h2 g12 h2 = h
−1
12 (h12 h1 g12 h2)h1 g12 h2
= h−112 h2 g12 h1(h12 h1 g12 h2) = h
−1
12 h2 g12 h1 h2 g12 h1 h12 = Θ2 Θ1 = (h1 g12 h2)
2.
(2) Take n = 3. Then we have
Θ1 = h1 g12 g13 h1 h13 h12, Θ2 = h
−1
12 h2 g12 g23 h2 h23, Θ3 = h
−1
23 h
−1
13 h3 g13 g23 h3,
and
Θ1 Θ2 Θ3 = (h1 g12 h2 g13 g23 h3)
2.
Let us illustrate the main ideas behind the proof of Key Lemma by the following example.
Θ1 Θ3 Θ
−1
1 = h1 g12 g13 h1 h13 h12 h
−1
23 h
−1
13 h3 g13 g23 h3 h
−1
12 h
−1
13 h
−1
1 g
−1
13 g
−1
12 h
−1
1
= h1 g12 g13 h1 h
−1
23 h3 g23 g13 h3 h
−1
13 h
−1
1 g
−1
13 g
−1
12 h
−1
1 (by (1) and (2))
= h1 h
−1
23 g13 g12 h3 g23 h
−1
13 h3 g
−1
12 h
−1
1 (by (4) and B2-YBE)
= h1 h
−1
23 g13 h3 h
−1
13 g23 h3 h
−1
1 (by (3))
= Θ3 (by B2-YBE).
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We define the groups YB(An−1) and YB(Dn) to be the quotients of that YB(Bn) by the
normal subgroups generated respectively by the elements {hi, gij, 1 ≤ i < j ≤ n} and {hi, 1 ≤
i ≤ n}. The group YB(G2) will be defined in Section 6. We expect that the subgroup in
YB(Bn) generated by the elements Θ
Bn
1 , · · · ,Θ
Bn
n is isomorphic to the free abelian group of
rank n. It seems an interesting problem to construct analogs of the group YB(Bn) and the
elements ΘBn1 , · · · ,Θ
Bn
n for any (finite) Coxeter group.
Question 2.6 Does there exist a finite-dimensional faithful representation of the group
YB(X), X = An−1, Bn, ... ?
3 Algebras Y B(An−1) and BE(An−1)
3.1 Definitions and main results
(i) Algebra Y B(An−1)
Definition 3.1 Let R be a Q-algebra. Define the algebra Y BR(An−1) as an associative al-
gebra over R generated by the elements hij(x), 1 ≤ i 6= j ≤ n, x ∈ R, subject to the relations
(0)− (4) :
(0) hij(x)hji(x) = 1,
(1) hij(x)hij(y) = hij(x+ y); in particular, hij(x)hij(−x) = 1,
(2) hij(x)hkl(y) = hkl(y)hij(x), if i, j, k, l are distinct,
(3) hij(x)hjk(y) + hik(x+ y) = hjk(y)hik(x) + hik(y)hij(x),
hjk(y)hij(x) + hik(x+ y) = hik(x)hjk(y) + hij(x)hik(y),
if 1 ≤ i < j < k ≤ n,
(4) hik(x) (hij(x)− hik(y)) hij(y) = hij(y) (hij(x)− hik(y)) hik(x),
if 1 ≤ i < j < k ≤ n.
For any element z ∈ R we denote by Y B(An−1)[z] (resp. Y B(An−1)) the algebra over Q
generated by the elements hij(z) and hij(−z), (resp. hij(1) and hij(−1)), 1 ≤ i 6= j ≤ n.
Lemma 3.2 (Quantum Yang-Baxter equation)
The following relations in the algebra Y B(An−1)[z]
hab(z)hac(z)hbc(z) = hbc(z)hac(z)hab(z), 1 ≤ a < b < c ≤ n, (3.2)
in the algebra Y B(An−1)[z] are a consequence of the relations (0)− (4).
Corollary 3.3 Define elements Θ
An−1
j (z), j = 1, . . . , n, in the algebra Y B(An−1)[z] as fol-
lows:
Θ
An−1
j (z) = h
−1
j−1,j(z) · · ·h
−1
1j (z) hjn(z) · · ·hj,j+1(z), 1 ≤ j ≤ n. (3.3)
Then
Θ
An−1
j (z)Θ
An−1
k (z) = Θ
An−1
k (z)Θ
An−1
j (z), for all 1 ≤ j, k ≤ n.
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This Corollary is a particular case of Key Lemma above. We would like to include a separate
proof of this special case to show the main ideas behind the usage of the Yang-Baxter relations,
and since in this case the proof is much easy.
Proof. It is enough to check that if 1 ≤ i ≤ j ≤ n, then
Θi Θj Θ
−1
i = Θj .
By definition,
Θi Θj Θ
−1
i = h
−1
i−1,i · · ·h
−1
1,i hi,n · · ·hi,i+1 h
−1
j−1,j · · ·h
−1
i+1,j h
−1
i,j h
−1
i−1,j · · ·h
−1
1,j
hj,n · · ·hj,j+1 h
−1
i,i+1h
−1
i,i+2 · · ·h
−1
i,n h1,i · · ·hi−1,i.
Using local commutativity relations, see Definition 3.1 (2), we can move the factor h−1i,i+1 to
the left till we have touched on the factor h−1i,j . As a result, we will come up with the triple
product:
h−1i+1,j h
−1
i,j h
−1
i,i+1,
which is equal, according to the Yang-Baxter relation (3.2), to the product
h−1i,i+1 h
−1
i,j h
−1
i+1,j.
Now we can move the factor h−1i,i+1 to the left to cancel it with the term hi,i+1, which comes
from the rightmost factor in the element Θi.
As a result, we will have
Θi Θj Θ
−1
i = h
−1
i−1,i · · ·hi,i+2 h
−1
j−1,j · · ·h
−1
i+2,j h
−1
i,j · · ·h
−1
j,j+1 h
−1
i,i+2 · · ·hi−1,i.
Now we can move to the left the factor h−1i,i+2 till we have touched on the factor h
−1
i,j to give
the triple product
h−1i+2,j h
−1
i,j h
−1
i,i+2,
which is equal to h−1i,i+2 h
−1
i,j h
−1
i+2,j. Now we can move the factor h
−1
i,i+2 to the left to cancel it
with the corresponding factor hi,i+2, and so on.
It is readily seen that finally we will come to the element Θj.
It is clear that
∏n
j=1Θ
An−1
j (z) = 1.
Remark 3.4 Let Θj(z) := Θ
An−1
j (z). Then it is not true that Θj(x)Θk(y) = Θk(y)Θj(x), if
j 6= k, x 6= y.
Remark 3.5 Though the algebra Y B(An−1)[z] can be constructed as a quotient of the group
algebra Q〈YB(An−1)〉, they are not isomorphic.
Theorem 3.6 (Main theorem, the case of algebra Y B(An−1)[z])
n∏
j=1
(1 + (1−Θ
An−1
j (z))t) = 1. Equivalently,
n∏
j=1
(1 + Θ
An−1
j (z)t) = (1 + t)
n. (3.4)
9
This theorem is equivalent to:
Theorem 3.7 Let G
An−1
j = Θ
An−1
j (z)− 1, 1 ≤ j ≤ n. Then, after the substitution z = 1,
ej(G
An−1
1 , . . . , G
An−1
n ) = 0, 1 ≤ j ≤ n
is the complete list of relations in the algebra Y B(An+1) among the elements G
An−1
1 , . . . , G
An−1
n .
Here, ej is the j-th elementary symmetric polynomial.
The proof is given in Subsection 3.2. It is based on the properties of the Chern homomor-
phism.
Corollary 3.8 The algebra over Z generated by the elements G
An−1
1 |z=1, . . . , G
An−1
n |z=1, is
canonically isomorphic to the integral Grothendieck ring K(F ln) of the flag manifold of type
An−1.
(ii) Algebra BE(An−1)
Definition 3.9 ([3]) Define algebra BE(An−1) (denoted by En in [3]) as an associative algebra
over Z with generators xij , 1 ≤ i 6= j ≤ n, subject to the following relations
(0) xij + xji = 0, 1 ≤ i 6= j ≤ n,
(1) x2ij = 0, 1 ≤ i 6= j ≤ n,
(2) xij xjk + xjk xki + xki xij = 0, if all i, j, k are distinct.
The Dunkl elements θj , j = 1, . . . , n, in the algebra BE(An−1) are defined by θj :=
θ
An−1
j =
∑
i 6=j xij .
The Dunkl elements form a pairwise commuting family of elements in the algebraBE(An−1),
[3], and generate a commutative subalgebra in BE(An−1), which is canonically isomorphic
to the cohomology ring H∗(F ln) of the flag variety F ln of type An−1, [3].
For an element t of a Q-algebra R, define hij(t) = 1+ txij = exp(txij) ∈ BE(An−1)⊗R.
Lemma 3.10 The elements hij(t), 1 ≤ i, j ≤ n, satisfy the all relations (0) − (4) of the
definition of the algebra Y B(An−1).
We will use the same notation Θ
An−1
j , 1 ≤ j ≤ n, to denote the elements in the algebra
BE(An−1) defined by the formula (3.3). It follows from Corollary 3.3 that they form a
pairwise commuting family of elements in the algebra BE(An−1).
It’s clear that Θ
An−1
j (z) = 1 + z θ
An−1
j + · · ·, and the product in the RHS of (3.3) may be
written as follows:
Θ
An−1
j (z) =
∑
(−1)sxb1,j xb2,j · · ·xbs,j xj,a1 xj,a2 · · ·xj,ar z
r+s, (3.5)
where the sum runs over the all sequences of integers (a1 > a2 > · · · > ar) and (b1 > b2 >
· · · > bs) such that n ≥ a1 > ar > j > b1 > bs ≥ 1; cf. [13, Section 2].
Remember that G
An−1
j := Θ
An−1
j − 1, 1 ≤ j ≤ n.
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Definition 3.11 Let w ∈ Sn be a permutation. Define the Grothendieck polynomial Gw(Xn) ∈
Z [Xn] to be a unique polynomial of the form Gw(Xn) =
∑
α⊂δn
cα(w) x
α such that
Gw(G
An−1
1 , . . . , G
An−1
n ) · id = w (3.6)
in the Bruhat representation of the algebra BE(An−1) (see [3, Section 3.1] ), where δn :=
(n− 1, n− 2, . . . , 1, 0) and Xn := (x1, . . . , xn).
It is not difficult to see that the Grothendieck polynomials defined here coincide with those
introduced in [10], see also [14].
Corollary 3.12 Let u ∈ Sn and v ∈ Sn be two permutations. Assume that in the group ring
Z〈Sn〉 of the symmetric group Sn one has the following equality:
Gu(G
An−1
1 , . . . , G
An−1
n ) · v =
∑
w∈Sn
cwu,v w.
Then the coefficient cwu,v is equal to the multiplicity of the Grothendieck polynomial Gw(Xn)
in the product of Gu(Xn) and Gv(Xn) :
Gu(Xn) Gv(Xn) =
∑
w∈Sn
cwu,v Gw(Xn)
in the Grothendieck ring K(F ln) of the flag manifold of type An−1.
Conjecture 3.13 For any permutation w ∈ Sn the value of the Grothendieck polynomial
Gw(x1, . . . , xn) after the substitution x1 := G
An−1
1 , . . . , xn := G
An−1
n , and z = 1, can be written
as a linear combination of monomials in xij ’s , 1 ≤ i < j ≤ n, with non-negative integer
coefficients.
Example 3.14 (Grothendieck-Pieri formula in the algebra BE(An−1), cf [14])
1 + G(k,k+1)(G1, . . . , Gn) =
∏
1≤j≤k
Θj =
k∏
j=1
k+1∏
s=n
hjs =
∑ r∏
j=1
xaj ,bj ,
where the sum runs over all sequences of integers (1 ≤ a1 ≤ · · · ≤ ar ≤ k) and (b1, . . . , br)
such that k < bj ≤ n, j = 1, . . . , r, and ai = ai+1 ⇒ bi > bi+1.
Our methods allow to obtain a subtraction free formula in the algebra BE(An−1) for the
value of the Grothendieck polynomials G(k,k+1,···,k+r)(G1, . . . , Gn), 1 ≤ k ≤ n− r− 1, as well.
We hope to report on our results in a separate publication.
Example 3.15 Take n = 3, then
Θ1 := Θ
A2
1 (1) = h13(1) h12(1) = 1 + x12 + x13 + x12 x13,
Θ2 := Θ
A2
2 (1) = h
−1
12 (1) h23(1) = 1− x13 + x23 − x13 x12 − x23 x13,
Θ3 := Θ
A2
3 (1) = h
−1
23 (1) h
−1
13 (1) = 1− x13 − x23 + x23 x13.
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As a preliminary step, we compute the elementary symmetric polynomials ek(Θ1,Θ2,Θ3),
k = 1, 2, 3. Indeed, it’s easily seen from the formulae above that Θ1 + Θ2 + Θ3 = 3 and
Θ1 Θ2 Θ3 = 1. To compute e2(Θ1,Θ2,Θ3), all one has to do is to apply the following relation
h12 h
−1
23 = h
−1
23 h13 + h
−1
13 h12 − 1,
where we put by definition hij := hij(1). The former equality follows from the relation (3) in
Definition 3.1. Hence,
e2(Θ1,Θ2,Θ3) = h13 h23 + h13 h12 h
−1
23 h
−1
13 + h
−1
12 h
−1
13
= h13 h23 + h13 h
−1
23 + h12 h
−1
13 − 1 + h
−1
12 h
−1
13 = 2h13 + 2h
−1
13 − 1 = 3.
To continue, let us list the Grothendieck polynomials Gw(x) corresponding to the symmetric
group S3:
Gid(x) = 1, Gs1(x) = x1, Gs2(x) = x1 + x2 + x1x2,
Gs1s2(x) = x1x2, Gs2s1(x) = x
2
1, Gw0(x) = x
2
1x2.
Now let us consider the substitution xj = Gj = Θj(1) − 1, j = 1, 2, 3. More explicitly,
G1 = x12 + x13 + x13 x12 and G2 = −x12 + x23 − x13 x12 − x23 x13. Therefore,
Gs2(G1, G2) = x13 + x23 + x13 x23, Gs1s2(G1, G2) = x13 x23 + x23 x13,
Gs2s1(G1, G2) = x12 x13 + x13 x12,
Gw0(G1, G2) = x12 x13 x23 + x13 x12 x13 + x13 x23 x13 + x13 x12 x13 x23.
Finally, let us consider the commutative subalgebra in BE(A2)⊗Q generated by the elements
Ej := exp(θj), j = 1, 2, 3. It’s not difficult to check that
2E1 = h13 h12 + h12 h13, 2E2 = h
−1
12 h23 + h23 h
−1
12 , 2E3 = h
−1
23 h
−1
13 + h
−1
13 h
−1
23 .
It is an easy matter as well to see that the subalgebra in BE(A2)⊗Q generated over Q by
the elements Ei, i = 1, 2, 3, is isomorphic to the algebra Q[Θ1,Θ2,Θ3]. In particular, for all
symmetric polynomials f(x1, x2, x3) we have
f(1− E1, 1− E2, 1− E3) = 0.
Proposition 3.16 The subalgebra in BE(An−1)⊗Q generated by the elements Ei := exp(θi),
1 ≤ i ≤ n, is isomorphic to the algebra over Q generated by the elements Θ
An−1
j , 1 ≤ j ≤ n.
In particular, the complete list of relations among the elements 1−E1, . . . , 1−En in the
quadratic algebra BE(An−1) is given by
ei(1− E1, . . . , 1− En) = 0,
for i = 1, · · · , n. Thus the commutative subalgebra generated by the elements exp(θ1), . . . , exp(θn)
is isomorphic to the rational Grothendieck ring K(F ln)⊗Q of the flag manifold F ln of type
An−1.
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However, it seems that there are no direct connections of the elements Ej ’s with the Grothendieck
Calculus.
Remark 3.17 More generally, let Q(t) 6= 0 be a polynomial such that Q(0) = 0. Define the
elements qi := 1 +Q(θi), 1 ≤ i ≤ n, in the algebra
BE(An−1). It’s clear that the elements q1, . . . , qn pairwise commute, and
ei(q1 − 1, . . . , qn − 1) = 0, 1 ≤ i ≤ n.
Remark 3.18 (Quantum Grothendieck Calculus)
It is easy to see that the relations in Definition 3.1 are still true, if we replace the condition
(1) in Definition 3.9 by the following one
(1′) x2ij = qij , 1 ≤ i < j ≤ n, where the parameters qij are assumed to commute with all
the generators xkl, 1 ≤ k < l ≤ n.
The algebra over Z[ qij | 1 ≤ i < j ≤ n] generated by the elements xij , 1 ≤ i 6= j ≤ n,
subject to the relations (0), (1′) and (2), is called the quantized bracket algebra and denoted
by qBE(An−1), cf. [3, Section 15] and [5].
As a corollary we see that the elements Θqj , 1 ≤ j ≤ n, defined by the formula (3.2), form
a pairwise commuting family of elements in the algebra qBE(An−1).
After the specialization
qij =
{
qi, if j = i+ 1,
0, otherwise,
the multiplicative Dunkl elements generate the quantum Grothendieck ring in the sense of
Givental and Lee [4]. The generalization to the equivariant K-theory is an open problem.
Problem 3.19 Describe the commutative subalgebras in the quantized algebra qY B(An−1)
generated by
(1) Θq1(1), . . . ,Θ
q
n(1),
(2) E˜1 := exp(θ1), . . . , E˜n := exp(θn).
3.2 Chern homomorphism
Denote by H := BE(An−1)
ab⊗Q the quotient of the algebra BE(An−1) by its commutant. It
is known, [3, Proposition 4.2], that the algebra BE(An−1)
ab has dimension n!, and its Hilbert
polynomial is given by
Hilb(BE(An−1)
ab , t) = (1 + t)(1 + 2t) · · · (1 + (n− 1)t).
Denote by 1 +H+ the multiplicative monoid generated by the elements of the form 1 + h,
where h ∈ H does not have the term of degree zero.
Proposition 3.20 Let R(n−1) be the subspace of the commutative subalgebra
R = Q[θ1, . . . , θn] ⊂ BE(An−1)⊗Q whose elements are of degree ≤ n− 1. Then the subspace
R(n−1) is injectively mapped into H by the quotient homomorphism BE(An−1)⊗Q→ H.
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Proof. Since the algebra R is isomorphic to the coinvariant algebra of the symmetric group,
the monomials
θi11 · · · θ
in−1
n−1 , 0 ≤ ik ≤ n− k,
form a linear basis of R. The linear map R(n−1) →H induced by the quotient homomorphism
is a homomorphism between Sn-modules. Hence, it is enough to show the images of the
monomials θi11 · · · θ
in−1
n−1 do not vanish in H for (i1, . . . , in−1) such that
∑n−1
k=1 ik = n − 1 and
i1 ≥ i2 ≥ · · · ≥ in−1. We expand the monomials θ
i1
1 · · · θ
in−1
n−1 of this form in the algebra
BE(An−1)⊗Q by using the Pieri formula proved by Postnikov [16], (first conjectured in [3]).
The Pieri formula shows that
ek(θ1, . . . , θm) =
∑˜
[i1j1] · · · [ikjk],
where
∑˜
stands for the multiplicity-free sum, and (i1, j1), . . . , (ik, jk) run over all pairs such
that ia ≤ m < ja ≤ n, a = 1, . . . , k, and all ia’s are distinct.
On the other hand, the monomials of form
[i1j1] · · · [ikjk], ia < ja (a = 1, . . . , k), j1 < j2 < · · · < jk,
give a linear basis of H ([5, Corollary 10.3]). By the involution ω : [ij] 7→ [n+1−j , n+1−i],
we have a linear basis of form
[i1j1] · · · [ikjk], ia < ja (a = 1, . . . , k), i1 < i2 < · · · < ik. (3.7)
For each monomial expression [i1j1] · · · [ikjk] in H, we define
µ([i1j1] · · · [ikjk]) :=
k∑
m=1
(jm − im).
Every element in H can be expressed as a linear combination of the monomials listed in (3.7)
by repeatedly applying the substitution [ab][ac]→ [ab][bc] − [ac][bc] with a < b < c. On each
step of the procedure, the monomials of minimal µ appearing in the expression of θi11 · · · θ
in−1
n−1
with i1 + · · ·+ in−1 = n− 1 are not cancelled or are replaced by new ones. So one can check
the image of θi11 · · · θ
in−1
n−1 in H is not zero.
Definition 3.21 Define the Chern homomorphism (to the commutative quotient)
c′ : Y B(An−1)→ 1 +H
+
by the following rules:
• c′(f + g) = c′(f)c′(g), if f, g ∈ Y B(An−1),
• c′(
∏
i<j h
nij
ij ) = 1 +
∑
i<j nij xij .
It is clear that c′(Θj) = 1 + θj , ∀j.
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Remark 3.22 We can also define the homomorphism
c : Q[Θ1, . . . ,Θn]→ Q[θ1, . . . , θn]
by the conditions c(f + g) = c(f)c(g) and c(Θj) = 1 + θj , j = 1, . . . , n, which is compatible
with the Chern homomorphism (in the usual sense)
c : K(F ln)→ 1 +H
+(F ln).
However, the homomorphism c′ defined above does not coincide with c in the part of degree
≥ n. Indeed, the maximal degree of the commutative quotient H is n− 1.
Proposition 3.23 (cf. [11, Section 5]) For any permutation w ∈ Sn,
c(1 + Gw(G1, . . . , Gn)) = 1− (−1)
l(w)(l(w)− 1)! Sw(θ1, . . . , θn) +
∑
u
au(w) Su(θ1, . . . , θn),
where the sum ranges over all permutations u ∈ Sn such that l(u) > l(w), and au(w) is a
constant in Z determined by u and w.
Proof of Theorem 3.7. Note that the commutative quotient Y B(An−1)
ab is isomorphic to
the algebra H. Moreover, The subspace of polynomials of degree ≤ n − 1 in the RSM-
elements Θ
An−1
1 , . . . ,Θ
An−1
n in Y B(An−1) is also injectively mapped into H from Proposition
3.20. We regard 1+H+ as an (n!−1)-dimensional Q-linear space so that the homomorphism
c¯ : H+ → 1 + H+ induced by the Chern homomorphism c′ is a Q-linear map. The image
of the linear basis (3.7) of H+ by the homomorphism c¯ is linearly independent. Hence,
c¯ : H+ → 1 +H+ is an isomorphism between linear spaces. Since it is easy to see
c′(ej(Θ
An−1
1 , . . . ,Θ
An−1
n )) = 1 ∈ 1 +H
+, 1 ≤ j ≤ n− 1,
one can conclude that
ej(G
An−1
1 , . . . , G
An−1
n ) = 0, 1 ≤ j ≤ n− 1.
The equality
n∏
i=1
Θ
An−1
i = 1
in the algebra Y B(An−1) can be obtained by direct computation.
Problem 3.24 Construct a lift of c′ to
Y B(An−1)→ 1 +BE(An−1)
+
in some suitable sense.
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4 Algebras BE(Bn) and Y B(Bn)
(i) Algebra BE(Bn) (cf. [7])
Definition 4.1 Define the algebra BE(Bn) as the algebra (say, over Q) with generators
[i, j], [i, j], 1 ≤ i 6= j ≤ n, and [i], 1 ≤ i ≤ n,
subject to the following relations:
(0) [i, j] = −[j, i], [i, j] = [j, i],
(1) [i, j]2 = 0, [i, j]
2
= 0, 1 ≤ i < j ≤ n, and [i]2 = 0, 1 ≤ i ≤ n,
(2) [i, j][k, l] = [k, l][i, j], [i, j][k, l] = [k, l][i, j], [i, j][k, l] = [k, l][i, j],
if {i, j} ∩ {k, l} = ∅,
(3) [i][j] = [j][i], [i, j][i, j] = [i, j][i, j], [i, j][k] = [k][i, j], if k 6= i, j,
(4) [i, j][j, k] + [j, k][k, i] + [k, i][i, j] = 0,
[i, k][i, j] + [j, i][j, k] + [k, j][i, k] = 0,
[i, j][i] + [j][j, i] + [i][i, j] + [i, j][j] = 0,
if all i, j and k are distinct,
(5) [i, j][i][i, j][i] + [i, j][i][i, j][i] + [i][i, j][i][i, j] + [i][i, j][i][i, j] = 0, if i < j,
(6) [i, j][i][i, j][j] = [j][i, j][i][i, j], if i < j.
Remark 4.2 (a) In the definition of the algebra BE(Bn), see [7, Section 9.1], the condition
(6) is absent. In fact, there is no need to use the latter condition for the purposes of [7].
However, we need the condition (6) to ensure the B2 quantum Yang-Baxter relation, which is
necessary for our construction of a commutative family of elements in the algebra Y B(Bn),
see (ii) below.
(b) In [7], the authors has introduced the quantum deformation qBE(Bn) of the bracket
algebra. Similarly we introduce the quantum deformation of the algebra qBE(Bn) which is
generated by the same symbols as in BE(Bn) and is obtained by replacing the relation in (1)
corresponding to the simple roots by
[i, i+ 1]2 = qi, 1 ≤ i ≤ n− 1, and [n]
2 = qn.
In the subsequent construction, we can work in the quantum bracket algebra qBE(Bn) instead
of BE(Bn). The RSM-elements in Definition 4.4 also form a commuting family of elements
in qBE(Bn). Though it is expected that the RSM-elements in the quantum setting should
describe the quantum Grothendieck Calculus in Bn-case, the relations satisfied by them in
the algebra qBE(Bn) are not clearly seen.
The Dunkl elements [7] are given by
θi := θ
Bn
i =
∑
j 6=i
([i, j] + [i, j]) + 2[i], 1 ≤ i ≤ n. (4.8)
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Note that the Dunkl elements θ˜i correspond to the Monk type formula in the cohomology
ring of the flag variety of type B.
(ii) Algebra Y B(Bn)
Let x and y be elements in a Q-algebra R. Define the algebra Y B(Bn) as a subalgebra in
BE(Bn)⊗ R generated over R by the elements:
hij := exp(x[i, j]) = 1 + x[i, j], gij := exp(x[i, j]) = 1 + x[i, j], 1 ≤ i < j ≤ n,
and hj := exp(y[j]) = 1 + y[j], 1 ≤ j ≤ n.
Proposition 4.3 The elements hij , gij and hk, 1 ≤ i < j ≤ n, 1 ≤ k ≤ n, satisfy the all
relations listed in Definition 2.1.
Definition 4.4 Define
ΘBnj (x, y) = (
1∏
i=j−1
hij(x)
−1) hj(y) (
n∏
i=1,i 6=j
gij(x)) hj(y) (
j+1∏
k=n
hjk(x)),
for 1 ≤ j ≤ n.
Corollary 4.5 The elements ΘBnj (x, y) commute pairwise.
Remark 4.6 It is not difficult to see that
ΘBnj (1, 1) 6= exp(θ
Bn
j ),
where θBnj , 1 ≤ j ≤ n, denote the Bn-Dunkl elements in the algebra BE(Bn). The commuting
family of elements exp(θBnj ), 1 ≤ j ≤ n, also generate a (finite dimensional) commutative
subalgebra in BE(Bn) ⊗ Q. However, we don’t know the complete list of relations among
these elements.
Conjecture 4.7 (The case of algebra Y B(Bn))
In the algebra Y B(Bn) we have the following identity
n∏
j=1
(1 + (ΘBnj (x, y) + (Θ
Bn
j (x, y))
−1)t) = (1 + 2t)n. (4.9)
Equivalently,
n∏
j=1
(1 + ΘBnj (x, y)t)(1 + (Θ
Bn
j (x, y))
−1t) = (1 + t)2n. (4.10)
This conjecture is equivalent to:
Conjecture 4.8 Let GBnj,α = (Θ
Bn
j (x, y))
α − (ΘBnj (x, y))
−α, 1 ≤ j ≤ n, α ∈ Q. Then
ej((G
Bn
1,α)
2, . . . , (GBnn,α)
2) = 0, 1 ≤ j ≤ n. (4.11)
17
Remark 4.9 Theorem 3.6, i.e. the equality
n∏
j=1
(1 + Θ
An−1
j t) = (1 + t)
n. (4.12)
follows from Conjecture 4.7.
Proof. The multiplicative Dunkl elements Θ
An−1
j (x) can be obtained from those Θ
Bn
j (x, y)
after the specialization y := 0 and gij := 1. Since
∏n
j=1Θ
An−1
j = 1, it follows from Conjecture
4.7 that if we denote by Pn(t) the LHS of (4.11) then Pn(t)Pn(t
−1) = (1 + t)n(1 + t−1)n.
Therefore, Pn(t) = (1 + t)
n.
Remark 4.10 The algebra Y B(Cn) can be naturally identified with the algebra Y B(Bn).
The corresponding RSM-elements relate via
ΘCnj (x, y) = Θ
Bn
j (x, y/2).
5 Nichols-Woronowicz model for Grothendieck ring of
flag varieties
In the preceeding sections, we have tried to construct the models of the Grothendieck ring
K(G/B) in the algebras BE(An−1) and BE(Bn) for the corresponding root systems respec-
tively. The algebras BE(An−1) and BE(Bn) have braided Hopf algebra structures. In par-
ticular, BE(An−1) is conjecturally isomorphic to the so-called Nichols-Woronowicz algebra.
Bazlov [1] has constructed the model of the coinvariant algebra of the finite Coxeter group
from this viewpoint. In this section, we construct a model of the Grothendieck ring of the flag
variety in terms of the Nichols-Woronowicz algebra associated to a Yetter-Drinfeld module
over the Weyl group W for the classical root systems.
The Nichols-Woronowicz algebra B(V ) is a braided Hopf algebra determined by a given
braided vector space V = (V, ψ). The braided vector space (V, ψ) is a finite-dimensional
vector space V equipped with the braiding ψ : V ⊗ V → V ⊗ V that is a canonically given
linear endomorphism satisfying the braid relation
ψ12ψ23ψ12 = ψ23ψ12ψ23 : V ⊗ V ⊗ V → V ⊗ V ⊗ V,
where ψij : V ⊗ V ⊗ V → V ⊗ V ⊗ V is obtained by applying ψ on the i-th and j-th
components. The Nichols-Woronowicz algebra B(V ) is a braided analog of the symmetric
tensor algebra, which is defined by replacing the symmetrizer by the braided symmetrizer. For
an element w ∈ Sn with a reduced decomposition w = si1 · · · sil, the linear endomorphism
ψw := ψi1 i1+1 · · ·ψil il+1 on V
⊗n is well-defined from the braid relation. The Woronowicz
symmetrizer σn(ψ) : V
⊗n → V ⊗n is given by the formula
σn(ψ) :=
∑
w∈Sn
ψw.
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The Nichols-Woronowicz algebra B(V ) is the quotient of the tensor algebra ⊕nV
⊗n by the
kernels of the braided symmetrizers σn(ψ):
B(V ) = ⊕
n
V ⊗n/⊕
n
Ker(σn(ψ)).
The Nichols-Woronowicz algebra B(V ) provides a natural framework to perform the braided
differential calculus.
Let us consider the Nichols-Woronowicz algebra BX obtained from the Yetter-Drinfeld
module
V = ⊕
α∈Ψ
Q[α]/([α] + [−α])α∈Ψ
for the root system Ψ of classical type X , (X = An−1, Bn, Cn, Dn). Let W (X ) be the
corresponding Weyl group. The W (X )-action on V is given by w([α]) = [w(α)], and the
W (X )-degree of [α] is the reflection sα. The structure of the braided vector space on V is
given by the braiding ψ([α] ⊗ [β]) = [sα(β)] ⊗ [α]. For the details on the definition of the
algebra BX , see [1]. The algebra BX is a quotient of the algebra Y B(X ).
The Weyl group W (Bn) acts on the algebra Y B(Bn). Denote by s1 = s12, . . . , sn−1 =
sn−1n, and sn the simple reflections. The subgroup Sn =W (An−1) ⊂W (Bn) acts on Y B(Bn)
via the permutation of the indices of hij, gij and hi. The action of the simple reflection sn is
given as follows:
sn(hij) = hij, sn(gij) = gij, sn(hi) = hi, for i, j 6= n,
sn(hin) = gin, sn(gin) = hin, sn(hn) = h
−1
n .
Define the twisted derivations ∆ij (i < j) and ∆i on Y B(Bn) by
∆ij(hkl) =
{
1, if i = k and j = l,
0, otherwise,
∆ij(gij) = ∆ij(hk) = 0,
∆i(hj) =
{
1, if i = j,
0, otherwise,
∆i(hjk) = ∆i(gjk) = 0,
and the twisted Leibniz rule
∆ij(xy) = ∆ij(x)y + sij(x)∆ij(y),
∆i(xy) = ∆i(x)y + si(x)∆i(y).
Let us consider the operators Qi := h
−1
i i+1 ◦∆i i+1 (i < n) and Qn := h
−1
n ◦∆n on Y B(Bn).
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Lemma 5.1 Let Θj := Θ
Bn
j (1, 1). One has
Qi(Θj) =

Θi+1, if j = i,
−Θi+1 if j = i+ 1,
0, otherwise,
for i < n, and
Qn(Θj) =
{
1 + Θ−1n , if j = n,
0, otherwise.
Proof. It is clear that Qi(Θj) = h
−1
i i+1∆i i+1(Θj) = 0 (i < n) for j 6= i, i + 1 and Qn(Θj) =
h−1n ∆n(Θj) = 0 for j 6= n. We have by direct computation
Qi(Θi) = h
−1
i i+1∆i i+1
(
1∏
k=i−1
h−1ki · hi
n∏
k=1,k 6=i
gki · hi ·
i+1∏
k=n
hik
)
= h−1i i+1 ·
(
1∏
k=i−1
h−1k i+1 · hi+1
n∏
k=1,k 6=i+1
gk i+1 · hi+1 ·
i+2∏
k=n
hi+1 k
)
= Θi+1,
Qi(Θi+1) = h
−1
i i+1∆i
(
1∏
k=i
h−1k i+1 · hi+1
n∏
k=1,k 6=i+1
gk i+1 · hi+1 ·
i+2∏
k=n
hi+1 k
)
= h−1i i+1 ·
(
−
1∏
k=i−1
h−1k i+1 · hi+1
n∏
k=1,k 6=i+1
gk i+1 · hi+1 ·
i+2∏
k=n
hi+1 k
)
= −Θi+1.
Similarly,
Qn(Θn) = h
−1
n ∆n
(
1∏
k=n−1
h−1kn · hn
n−1∏
k=1
gkn · hn
)
= h−1n
(
hn +
1∏
k=n−1
g−1kn · h
−1
n
n−1∏
k=1
hkn
)
= 1 + Θ−1n .
Lemma 5.2 The simple reflections act on the elements Θ1, . . . ,Θn as follows.
h−1i i+1 · si(Θj) · hi i+1 = Θsi(j), for i = 1, . . . , n− 1,
h−1n · sn(Θj) · hn =
{
Θ−1n , if j = n,
Θj , otherwise.
Proof. If j 6= i, i+ 1, then the equality
h−1i i+1 · si(Θj) · hi i+1 = Θj
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follows from the relations
h−1i i+1hjihj i+1hi i+1 = hj i+1hji
and
h−1i i+1gi+1 jgjihi i+1 = gijgi+1 j.
We also have
h−1i i+1 · si(Θi) · hi i+1
= h−1i i+1
(
1∏
k=i−1
h−1k i+1 · hi+1
n∏
k=1,k 6=i+1
gk i+1 · hi+1 ·
i+2∏
k=n
hi+1 k · hi+1 i
)
· hi i+1
= Θi+1,
and this completes the proof of the first equality.
We can obtain
h−1n hjnhjgjnhn = gjnhjhjn
from the B2 Yang-Baxter relation. This shows the equality
h−1n · sn(Θj) · hn = Θj
for j 6= n. Since
sn(Θn) =
1∏
k=n−1
g−1kn · h
−1
n
n−1∏
k=1
hkn · h
−1
n ,
we have
h−1n · sn(Θn) · hn = Θ
−1
n .
Consider the action of W (Bn) on the ring of Laurent polynomials Q[X
±1
1 , . . . , X
±1
n ] via
(wf)(X1, . . . , Xn) := f(Xw(1), . . . , Xw(n)), w ∈ Sn = W (An−1),
and
(snf)(X1, . . . , Xn) := f(X1, . . . , Xn−1, X
−1
n ).
Lemma 5.3 Let F (Θ) and G(Θ) be Laurent polynomials in Θ1, . . . ,Θn. Then,
Qi(F (Θ)G(Θ)) = Qi(F (Θ))G(Θ) + (siF )(Θ)Qi(G(Θ)), i = 1, . . . , n.
Proof. The equalities in Lemma 5.2 imply
h−1i i+1 · si(F (Θ)) · hi i+1 = (siF )(Θ),
so
Qi(F (Θ)G(Θ)) = h
−1
i i+1∆i i+1(F (Θ)G(Θ))
= h−1i i+1∆i i+1(F (Θ))G(Θ) + h
−1
i i+1si(F (Θ))hi i+1 · h
−1
i i+1∆i i+1(G(Θ))
= Qi(F (Θ))G(Θ) + (siF )(Θ)Qi(G(Θ))
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for i < n. The equality
Qn(F (Θ)G(Θ)) = Qn(F (Θ))G(Θ) + (snF )(Θ)Qn(G(Θ))
is proved in the same way.
Define the operators τ1, . . . , τn−1 and τn := τ
Bn
n on Q[X
±1
1 , . . . , X
±1
n ] by
(τif)(X) := Xi+1
f(X)− (sif)(X)
Xi −Xi+1
, i = 1, . . . , n− 1,
(τnf)(X) :=
f(X)− (snf)(X)
Xn − 1
.
The operator corresponding to τn in the case of type Cn is given by
(τCnn f)(X) :=
f(X)− (snf)(X)
X2n − 1
.
We consider the group W (Dn) as the subgroup of W (Bn). Let τ
Dn
n := τ
Bn
n τn−1τ
Bn
n . Then we
have
(τDnn f)(X1, · · · , Xn−1, Xn) =
f(X1, · · · , Xn−1, Xn)− f(X1, · · · , X
−1
n , X
−1
n−1)
Xn−1Xn − 1
.
Proposition 5.4 Let Θj := Θ
Bn
j (1, 1), 1 ≤ j ≤ n, then
Qi(F (Θ1, . . . ,Θn)) = (τiF )(Θ1, . . . ,Θn).
Proof. This follows from Lemmas 5.1 and 5.3.
Remark 5.5 One can obtain the corresponding results for An−1 (resp. Dn) after specializa-
tion gij = hi = 1 (resp. hi = 1), ∀i, j.
Remark 5.6 All the construction in this section till Proposition 5.4 can be done on the level
of the group algebra Q〈YB(Bn)〉.
We have the homomorphisms
ϕ : Y B(An−1)→ BE(An−1)→ BAn−1 ,
ϕ : Y B(Dn)→ BE(Dn)→ BDn ,
ϕ : Y B(Bn)→ BE(Bn)→ BBn ,
given by hij 7→ 1 + [ij], gij 7→ 1 + [ij] and hi 7→ 1 + [i].
Conjecturally, the quadratic algebras BE(An−1) and BE(Dn) [7] are isomorphic respectively
to the Nichols-Woronowicz algebras BAn−1 and BDn .
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The Nichols-Woronowicz algebra is equipped with the duality pairing
〈 , 〉 : BX ⊗ BX → Q
and naturally defined braided derivations acting on it. Here we are interested in the deriva-
tions D[α] given by the formula
D[α](ξ) = (idB ⊗ 〈 , 〉)(ψV,B ⊗ idB)([α]⊗ ξ(1) ⊗ ξ(2)),
where ψV,B : V ⊗ B → B ⊗ V is the braiding induced by ψ, and we use Sweedler’s notation
△(ξ) = ξ(1) ⊗ ξ(2) for the coproduct △ of the Nichols-Woronowicz algebra. The twisted
derivations ∆ij , ∆ij and ∆i are corresponding to the derivations on the Nichols algebras,
namely ϕ(∆ij(x)) = Dij(ϕ(x)), ϕ(∆ij(x)) = Dij(ϕ(x)), ϕ(∆i(x)) = Di(ϕ(x)). Note that
the intersection of the kernels of all the derivations D[α] coincides with the degree zero part
B0X = Q. This is the essential property of the Nichols-Woronowicz algebra which will be used
in the subsequent argument.
Let P be the weight lattice associated to some root system and Q[P ] = Q[eλ|λ ∈ P ]
its group algebra. Denote by ǫ : Q[P ] → Q the algebra homomorphism given by eλ 7→ 1,
∀λ ∈ P. The Grothendieck ring of the corresponding flag variety can be expressed as a
quotient algebra Q[P ]/I, where the ideal I is generated by the W -invariant elements of form
f − ǫ(f).
Theorem 5.7 Let F be a Laurent polynomial in the defining ideal of the Grothendieck ring
of the flag variety of classical type X , and Θj := Θ
X
j . Then,
ϕ(F (Θ1, . . . ,Θn)) = 0
in the corresponding Nichols-Woronowicz algebra BX (X = An, Bn, Cn or Dn).
Proof. In the following, we consider the root system of type Bn. The cases of type A,C,D
can be obtained from this case by a certain specialization. For simplicity, we use the same
symbol Θi for the corresponding element to the RSM-elements in BBn . Let ǫj(X) := ej(X1+
X−11 , . . . , Xn +X
−1
n )− ej(2, . . . , 2). Proposition 5.4 implies that
ϕ(Qi(ǫj(Θ))) = 0.
Hence, we have Di i+1(ǫj(Θ)) = 0 and Dn(ǫj(Θ)) = 0. From the W -invariance of the poly-
nomial ǫj and Lemma 5.2, it follows that sk(ǫj(Θ)) = hk k+1ǫj(Θ)h
−1
k k+1 and sn(ǫj(Θ)) =
hnǫj(Θ)h
−1
n . Thus, for k 6= i,
∆i i+1(sk(ǫj(Θ))) = ∆i i+1(hk k+1ǫj(Θ)h
−1
k k+1)
= si(hk k+1)∆i i+1(ǫj(Θ))h
−1
k k+1 = 0.
For k = i,
∆i i+1(si(ǫj(Θ))) = ∆i i+1(hi i+1ǫj(Θ)h
−1
i i+1)
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= (ǫj(Θ)− h
−1
i i+1 · si(ǫj(Θ)) · hi i+1)h
−1
i i+1 + h
−1
i i+1∆i i+1(ǫj(Θ))h
−1
i i+1 = 0.
More generally, one can show that if ∆kl(ǫj(Θ)) = 0, then ∆kl(si(ǫj(Θ))) = 0. Since w ◦
∆kl ◦ w
−1 = ∆w(k)w(l) for w ∈ W, we can conclude that Dkl(ǫj(Θ)) = Dkl(ǫj(Θ)) = 0, ∀k, l.
Similarly, Dk(ǫj(Θ)) = 0, ∀k. Since the constant term of ǫj(Θ) considered as a polynomial in
[ab]’s, [ab]’s and [a]’s is zero, it follows that ǫj(Θ) = 0 in BBn .
Let us remark that it follows from the above considerations that in the case of Dn we
have relations ek(Θ
Dn
1 + (Θ
Dn
1 )
−1, · · · ,ΘDnn + (Θ
Dn
n )
−1) = 0 for 1 ≤ k < n and the additional
relation
∏n
j=1((Θ
Dn
j )
1/2 − (ΘDnj )
−1/2) = 0 in BDn .
For any Laurent polynomial F that is not in the ideal generated by ǫ1, . . . , ǫn, one can
find a sequence of indices i1, . . . , ir such that τi1 · · · τirF (X) ∈ Q \ {0}. Hence we have the
following.
Corollary 5.8 The RSM elements Θi generate the algebra isomorphic to the Grothendieck
ring of the corresponding flag variety of classical type as a commutative subalgebra in BX .
Remark 5.9 The operators Q1, . . . ,Qn satisfy the relations
Q2i = Qi, i = 1, . . . n,
QiQi+1Qi = Qi+1QiQi+1, i = 1, . . . , n− 2,
Qn−1QnQn−1Qn = QnQn−1QnQn−1.
6 The case of root system of type G2
Let us consider the root system of type G2. Let
Ψ+ = {a, b, c, d, e, f}
be the set of positive roots, where a and f are the simple roots and b = 3a+ f, c = 2a + f,
d = 3a+ 2f, e = a + f.
Definition 6.1 Denote by YB(G2) the group generated by six elements ha, hb, hc, hd, he, hf
subject to the following relations:
• ha hd = hd ha, hb he = he hb, hc hf = hf hc;
• (A2 - Yang-Baxter relation) hb hd hf = hf hd hb;
• (G2 - Yang-Baxter relation)
ha hb hc hd he hf = hf he hd hc hb ha.
Proposition 6.2 Define the RSM-elements of type G2 in YB(G2) as follows
ΘG21 := hd hb hc hd he hf , Θ
G2
2 := h
−1
f hb hd hc hb ha.
Then we have ΘG21 Θ
G2
2 = Θ
G2
2 Θ
G2
1 .
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Let us consider the group algebra Q〈YB(G2)〉. The Weyl group W (G2) naturally acts on the
algebra Q〈YB(G2)〉. The twisted derivations ∆a and ∆f determined by the conditions
∆a(hi) =
{
1, if i = a,
0, otherwise,
∆f (hi) =
{
1, if i = f,
0, otherwise,
and the twisted Leibniz rule are well-defined on Q〈YB(G2)〉. Let Qa := h
−1
a ◦∆a and Qf :=
h−1f ◦ ∆f . The action of the simple reflections sa and sf on the Laurent polynomial ring
Q[X±11 , X
±1
2 ] is given by
sa(X1) = X1, sa(X2) = X1X
−1
2 ,
sf (X1) = X2, sf(X2) = X1.
Define the operators τG2a and τ
G2
f acting on Q[X
±1
1 , X
±1
2 ] by
(τG2a F )(X1, X2) := X1
F (X1, X2)− (saF )(X1, X2)
X22 −X1
,
(τG2f F )(X1, X2) := X2
F (X1, X2)− (sfF )(X1, X2)
X1 −X2
.
The arguments as in the previous section show the following.
Proposition 6.3
QaF (Θ1,Θ2) = (τ
G2
a F )(Θ1,Θ2), QfF (Θ1,Θ2) = (τ
G2
f F )(Θ1,Θ2).
Proposition 6.4 There exists a natural homomorphism from Q〈YB(G2)〉 to the Nichols
algebra BG2 obtained by hα 7→ 1+ [α], α ∈ Ψ+. In other words, the G2 Yang-Baxter relation
holds in BG2 .
Proof. The Yang-Baxter relations give a set of relations among [a], . . . , [f ] up to degree six.
It is easy to check the compatibility of the quadratic relations and those from subsystems of
type A2. The rest of cubic relations and the ones of higher degree can be verified by direct
computation with help of the factorization of the braided symmetrizer, [1].
The independent W (G2)-invariant Laurent polynomials are given by
φ1(X1, X2) = X1 +X
−1
1 +X2 +X
−1
2 +X1X
−1
2 +X
−1
1 X2,
φ2(X1, X2) = X1X2 +X
−1
1 X
−1
2 +X
2
1X
−1
2 +X
−1
1 X
2
2 +X
−2
1 X2 +X1X
−2
2 .
The propositions above imply:
Theorem 6.5 We have φ1(Θ1,Θ2) = φ2(Θ1,Θ2) = 6 in the Nichols algebra BG2 , so the
subalgebra of BG2 generated by the images of the RSM-elements Θ
G2
1 and Θ
G2
2 is isomorphic
to the Grothendieck ring of the flag variety of type G2.
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Definition 6.6 Define the algebra BE(G2) as an associative algebra over Q with generators
{a, b, c, d, e, f} subject to the relations
• (Commutativity) ad = da, be = eb, cf = fc;
• (Quadratic relations) ae = ec + ca, ea = ce+ ac, fb = df + bd, bf = fd+ db;
af = ba + cb+ dc+ ed+ fe, fa = ab+ bc+ cd+ de+ ef ;
• (Quartic relations)
abac + acab+ acbc = baca + cbca + caba, dfef + dedf + efdf = fded+ fdfe+ fefd,
abde + bcde + bcef + ecdb = cdbc+ cdcd+ decd+ fdca,
bdce + edcb+ edba + fecb = cbdc+ dcdc+ dced+ acdf,
• (G2 Yang–Baxter relation) abcdef = fedcba.
Conjecture 6.7 The relations φ1(Θ1,Θ2) = φ2(Θ1,Θ2) = 6 are still valid in the algebra
BE(G2).
Remark 6.8 One can show that there exists the natural epimorphism of algebras BE(G2) −→
BG2 , which has a non-trivial kernel, however.
Appendix
Definition A.1 Let YB(Bn) be a group generated by the elements {hij, gij | 1 ≤ i 6= j ≤ n}
and {hi | 1 ≤ i ≤ n}, subject to the following set of relations:
• gij = gji, hij = h
−1
ji ,
• hij hkl = hkl hij , gij gkl = gkl gij, hk hij = hij hk, hk gij = gij hk,
if all i, j, k, l are distinct;
hi hj = hj hi, if 1 ≤ i, j ≤ n; hij gij = gij hij , if 1 ≤ i < j ≤ n;
• (A2 Yang-Baxter relations)
(I) hij hik hjk = hjk hik hij,
(II) hij gik gjk = gjk gik hij ,
(III) hik gij gjk = gjk gij hik,
(IV) hjk gij gik = gik gij hjk,
if 1 ≤ i < j < k ≤ n;
• (B2 quantum Yang-Baxter relation)
hij hi gij hj = hj gij hi hij,
if 1 ≤ i < j ≤ n.
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Definition A.2 Define the following elements in the group YB(Bn) :
Θj = (
1∏
i=j−1
h−1ij ) hj (
n∏
i=1,i 6=j
gij) hj (
j+1∏
k=n
hjk),
for 1 ≤ j ≤ n.
Proof of Theorem 2.3 (key lemma). We have to prove that Θi Θj Θ
−1
i = Θj . It is enough to
consider the case i < j.
To begin with, it is convenient to introduce a bit of notation:
Ai =
1∏
a=i−1
h−1ai , Bi =
n∏
a=1
a6=i
gai, Ci =
i+1∏
a=n
hia,
and in a similar way, we define Aj , Bj and Cj ;
A
′
j =
1∏
c=j−1
c 6=i
h−1cj , B
′
i =
n∏
a=1
a6=i,j
gai, B
′
j =
n∏
c=1
c 6=i,j
gcj, C
′
i =
i+1∏
a=n
a6=j
hia.
Using this notation we can write
Θi Θj Θ
−1
i = Ai hi Bi hi Ci Aj hj Bj hj Cj C
−1
i h
−1
i B
−1
i h
−1
i A
−1
i .
The Lemma below describes commutation relations between elements we have introduced.
Lemma A.3 (1a) Ci Aj = A
′
j C
′
i ;
(2a) Cj C
−1
i = (C
′
i)
−1 hij Cj;
(3a) C
′
i Bj = B
′
j gij C
′
i ;
(4a) Bi A
′
j = A
′
j gij B
′
i;
(5a) Cj B
−1
i = g
−1
ij (B
′
i)
−1 Cj;
(6a) B
′
j h
−1
ij (B
′
i)
−1 = B
′
i h
−1
ij (B
′
j)
−1;
(7a) Ai A
′
j h
−1
ij = Aj Ai;
(8a) gij B
′
j A
−1
i = A
−1
i Bj ;
(9a) [hi, Bj ] = 0, [hj , Bi] = 0, [hj, Ai] = 0, [hi, Cj ] = 0,
[hi, A
′
j] = 0, [hj , C
′
i ] = 0, [Ai, Cj] = 0.
Using relations (1a) and (2a), and commutativity relations (9a), we can write
Θi Θj Θ
−1
i = Ai hi Bi A
′
j hi hj C
′
i Bj (C
′
i)
−1 hj h
−1
ij h
−1
i Cj B
−1
i h
−1
i A
−1
i .
Now we are going to apply the relations (3a), (4a) and (5a) respectivly to the market terms
to reduce the above expression to the following form
Ai A
′
j hi gij Bi hi hj B
′
j gij hj h
−1
ij h
−1
i g
−1
ij (Bi
′)−1 Cj h
−1
i A
−1
i .
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To the market terms we can apply the B2-Yang-Baxter relation presented in an equivalent
form gij h j h
−1
ij h
−1
i = h
−1
i h
−1
ij h j gij, and after that do cancellations of hi and gij. As a
result we will have
Θi Θj Θ
−1
i = Ai A
′
j hi gij B
′
i hj B
′
j h
−1
ij (B
′
i)
−1 hj Cj h
−1
i A
−1
i .
The next step is to apply to the bold terms the relation (6a), and rewrite the above expression
in the following form:
Ai A
′
j hi gij hj h
−1
ij B
′
j hj Cj h
−1
i A
−1
i .
Now we can apply to the market terms the B2-Yang-Baxter relation again, but this time
written in the form hi gij h j h
−1
ij = h
−1
ij h j gij hi, and after the cancellation of hi, to obtain
Ai A
′
j h
−1
ij gij B
′
j hj Cj A
−1
i .
Now applying the relation (7a) to the market terms, and using the fact that Cj and Ai
commute, see relations (9a), we can write
Θi Θj Θ
−1
i = Aj Ai hj gij B
′
j A
−1
i hj Cj.
Finally, applying the relation (8a) to the market tems, after cancellations we will have
Θi Θj Θ
−1
i = Aj hj Bj hj Cj = Θj. 
It remains to prove the commutativity relations listed in Lemma A.3.
• Proof of (1a):
Note that if j = i+ 1, then Ci Aj = 1 = A
′
j C
′
i . So we will assume that j − i ≥ 2. Under
this assumption, we can write
Ci Aj = hi,n · · ·hi,j hi,j−1 · · ·h1,i h
−1
j−1,j · · ·h
−1
ij · · ·h
−1
1,j .
Using local commutativity relations, see Definition 3.1, (2), we can move the factor h−1j−1,j to
the left until we have touched on the factor hi,j−1. As a result, we will come up with the triple
product hi,j hi,j−1 h
−1
j−1,j. Now we can apply the A2-Yang-Baxter relation, see Definition A.1,
(I), in an equivalent form h−1jk hij hik = hik hij h
−1
jk , and move the factor hj−1,j to the left
most position, to obtain
Ci Aj = h
−1
j−1,j hi,n · · ·hi,j−1 hij hi,j−2 · · ·hi,i+1 h
−1
j−2,j · · ·h
−1
ij · · ·h
−1
1,j .
In a similar fashion as above, we can move the factor h−1j−2,j to the left until we have touched
on the factor hi,j−2. Now we can apply the A2-Yang-Baxter relation (I) in the form presented
above, to the triple product hij hi,j−2 h
−1
j−2,j, and move to the left the factor h
−1
j−2,j. We can
continue this procedure until the factor hij will touch the factor h
−1
ij . After cancellation and
moving to the left the product h−1i−1,j · · ·h
−1
1,j , we will come to the product A
′
j C
′
i . 
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• Proof of (2a) is similar to that of (1a).
By definition, Cj C
−1
i = hj,n · · ·hj,j+1 h
−1
i,i+1 · · ·h
−1
ij h
−1
i,j+1 · · ·h
−1
i,n . Using local commu-
tativity relations, see Definition 3.1, (2), we can move the factor hj,j+1 to the right until
we have touched on the factor h−1ij . As a result, we will come up with the triple product
hj,j+1 h
−1
ij h
−1
i,j+1.
Now we can apply the A2-Yang-Baxter relation (I), see Definition A.1, in an equivalent
form hjk h
−1
ij h
−1
ik = h
−1
ik h
−1
ij hjk, and move the factor hj,j+1 to the right most position and
h−1i,j+1 to the left most position, to obtain
Cj C
−1
i = h
−1
i,j+1 hj,n · · ·hj,j+2 h
−1
i,i+1 · · ·h
−1
ij h
−1
i,j+2 · · ·h
−1
i,n hj,j+1.
Now we can move the factor hj,j+2 to the right until we have touched on the factor h
−1
ij , and
apply the A2-Yang-Baxter relation (I) in the form mentioned above, to the triple product
hj,j+2 h
−1
ij h
−1
i,j+2.
Just as before, we will come to the equality
Cj C
−1
i = h
−1
i,j+1 h
−1
i,j+2 hj,n · · ·hj,j+3 h
−1
i,i+1 · · ·h
−1
ij h
−1
i,j+3 · · ·h
−1
i,n hj,j+2 hj,j+1.
Repeating this procedure we will come to
n∏
a=i+1
a6=j
h−1ia h
−1
ij
j+1∏
c=n
hjc.
• Proof of (3a) is similar to that of (1a) and (2a), but this time we have to use A2-Yang-Baxter
relation (II).
By definition, C
′
i Bj = hi,n · · · ĥij · · ·hi,i+1 g1,j · · ·gij gi+1,j · · · gn,j.We can move the factor
hi,i+1 to the right until we have touched on the factor gij. Now we can apply the A2-Yang-
Baxter relation II to the triple product hi,i+1 gij gi+1,j. As a result, we will come to an
equality
C
′
i Bj = hi,n · · · ĥij · · ·hi,i+2 g1,j · · · gi−1,j gi+1,j gij gi+2,j · · · gnj hi,i+1.
Now we can again move the factor hi,i+2 to the right until we have touched on the factor
gij, and then apply the A2-Yang-Baxter relation II to the triple product hi,i+2 gij gi+2,j. The
result can be written as follows
C
′
i Bj = hi,n · · · ĥij · · ·hi,i+3 g1,j · · · gi−1,j gi+1,j gi+2,j gij gi+3,j · · · gn,j hi,i+2 hi,i+1.
Repeating this procedure we can move the all hi,k, k 6= j, to the right through the factor gij.

• Proof of (4a) is a very similar to that of (3a), but this time we have to use A2-Yang-Baxter
relation (IV) in the form
gik gij h
−1
jk = h
−1
jk gij gik.
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By definition
Bi A
′
j = g1,i · · ·gi,j−1 gij · · · gi,n h
−1
j−1,j · · · ĥ
−1
ij · · ·h
−1
1,j .
We can move the factor h−1j−1,j to the left until we have touched on the factor gij. Then we
can apply the A2-Yang-Baxter relation (IV) in the form presented above, and transform the
result to the following form
h−1j−1,j g1,i · · ·gi,j−2 gij · · · gi,n h
−1
j−2,j · · · ĥ
−1
ij · · ·h
−1
1,j gi,j−1.
Now we can move the factor h−1j−2,j to the left until we have touched on the factor gij, and
apply the Yang-Baxter relation (IV) to the triple product gi,j−2 gij h
−1
j−2,j, and so on. As a
final result we will come to the RHS of the equality (4a). 
• Proof of (5a) is a very similar to that of (4a), but this time we have to use A2-Yang-Baxter
relation (IV) in the following form
hjk g
−1
ik g
−1
ij = g
−1
ij g
−1
ik hjk.
We will give only an outlook of the proof and leave details to the reader.
By definition
Cj B
−1
i = hjn · · ·hj,j+1 g
−1
in · · ·gi,j+1 g
−1
ij · · · g
−1
1,j .
Therefore we can apply to the market terms the Yang-Baxter relation (IV) in the form
presented above and write
Cj B
−1
i = hjn · · ·hj,j+2 g
−1
in · · ·g
−1
i,j+2 g
−1
ij g
−1
i,j+1 · · · g
−1
1,j hj,j+1.
We can continue by applying the Yang-Baxter relation (IV) to the market factors, and so
on. As a final result we obtain the RHS of the equality (5a). 
• Proof of (6a) runs in the same way as that of (5a), but this time we have to use A2-Yang-
Baxter relation (II) in the following form
gjk h
−1
ij g
−1
ik = g
−1
ik h
−1
ij gjk.
Again we will give only an outlook on the proof and leave details to the reader.
By definition
B
′
j h
−1
ij (B
′
i)
−1 = g1,j · · · gˆij · · ·gj,n h
−1
ij g
−1
i,n · · · gˆij · · · g
−1
1,i .
Now we can apply the Yang-Baxter relation (II) in the form presented above to the market
terms to conclude that
B
′
j h
−1
ij (B
′
i)
−1 = g−1i,n g1,j · · · gˆij · · ·gj,n−1 h
−1
ij g
−1
i,n−1 · · · gˆij · · · g
−1
1,i gj,n.
Now we can continue and apply the Yang-Baxter relation (II) to the market terms, and so
on. As a final step we have come to the RHS of the equality (6a). 
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• Proof of (7a) runs in the same way as that of the previous one, but this time we have to
use A2-Yang-Baxter relation (I) in the following form
h−1ij h
−1
ik h
−1
jk = h
−1
jk h
−1
ik h
−1
ij .
Again we will give only an outlook on the proof and leave details to the reader.
By definition
Ai Aj h
−1
ij = h
−1
i−1,i · · ·h
−1
1,ih
−1
j−1,j · · · ĥ
−1
ij · · ·h
−1
1,j h
−1
ij .
Therefore we can apply to the market terms the Yang-Baxter relation (I) in the form pre-
sented above and write
Ai Aj h
−1
ij = h
−1
i−1,i · · ·h
−1
2,ih
−1
j−1,j · · · ĥ
−1
ij · · ·h
−1
2,j h
−1
ij h
−1
1,j h
−1
1,i .
Now we can continue and apply the Yang-Baxter relation (I) to the market terms, and so
on. As a final step we have come to the RHS of the equality (7a). 
• Proof of (8a) runs in the same way as that of the previous one, but this time we have to
use A2-Yang-Baxter relation (II). We will give only an outlook on the proof and leave details
to the reader.
By definition
A−1i Bj = h1,i · · ·hi−1,i g1,j · · ·gi−1,j gij · · · gnj.
Therefore we can apply to the market terms the Yang-Baxter relation (II) in the form pre-
sented above and write
A−1i Bj = h1,i · · ·hi−2,i g1,j · · ·gi−2,j gij gi−1,j · · · gnj hi−1,i.
Now we can continue and apply the Yang-Baxter relation (II) to the market terms, and so
on. As a final step we have come to the RHS of the equality (8a).
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