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We investigate the ground-state properties of the highly degenerate non-coplanar phase of the
classical bilinear-biquadratic Heisenberg model on the triangular lattice with Monte Carlo simula-
tions. For that purpose, we introduce an Ising pseudospin representation of the ground states, and
we use a simple Metropolis algorithm with local updates, as well as a powerful cluster algorithm.
At sizes that can be sampled with local updates, the presence of long-range order is surprisingly
combined with an algebraic decay of correlations and the complete disordering of the chirality. It
is only thanks to the investigation of unusually large systems (containing ∼ 108 spins) with cluster
updates that the true asymptotic regime can be reached and that the system can be proven to con-
sist of equivalent (i.e., equally ordered) sublattices. These large-scale simulations also demonstrate
that the scalar chirality exhibits long-range order at zero temperature, implying that the system
has to undergo a finite-temperature phase transition. Finally, we show that the average distance in
the order parameter space, which has the structure of an infinite Cayley tree, remains remarkably
small between any pair of points, even in the limit when the real space distance between them tends
to infinity.
PACS numbers: 75.10.Hk, 75.50.Ee, 05.10.Ln
I. INTRODUCTION
It is hardly possible to overestimate the role played by
the Heisenberg model with interactions of the type Si ·Sj
between nearest neighbors in magnetism and more gen-
erally in statistical physics. However, when dealing with
quantum spins S larger than 1/2, the most general rota-
tionally invariant interaction is actually a polynomial of
degree 2S in Si · Sj . These models play a very impor-
tant role in one dimension because, for specific polyno-
mials, exact results have been derived, either because the
model is integrable,1–3 or because the ground state can
be constructed explicitly.4 For spin 1, the corresponding
Hamiltonian is the bilinear-biquadratic Heisenberg model
defined by
H = J1
∑
(ij)
Si · Sj + J2
∑
(ij)
(Si · Sj)2 . (1)
The coupling constants J1 and J2 are conveniently
parametrized by J1 = J cos θ and J2 = J sin θ with
θ ∈ [−pi, pi). A lot of attention has been focused recently
on studying the same model on the triangular lattice,
following the observation that the compound NiGaS4
does not possess any trace of standard periodic mag-
netic ordering at low temperatures.5 Accordingly, it has
been suggested that the ground state is either a com-
pletely disordered spin-liquid or a spin-nematic phase.
This suggestion has been supported by several theoretical
investigations6–9 which have demonstrated that the spin
1 bilinear-biquadratic Heisenberg model (1) on the trian-
gular can indeed stabilize ferro- or antiferroquadrupolar
order. Similar results have been obtained on the square
lattice.10
It has been shown by Kawamura and Yamamoto11 that
in the case of the triangular lattice the model defined by
Eq. (1) has a rich phase diagram with various competing
phases even in the classical limit when spins S are clas-
sical vectors of unit length. After analyzing which spin
configurations minimize the energy of a single triangular
plaquette for different values of the parameter θ, these au-
thors have proposed a zero-temperature phase diagram
with the notable presence of four different phases: a fer-
romagnetic phase(I), a spin-nematic phase(II), a three-
sublattice antiferromagnetic (120◦) phase (III), and a
non-coplanar phase (IV).
While phases I-III are rather well understood on the
basis of the results of Ref. 11 (which includes also nu-
merical simulations), a thorough discussion of the non-
coplanar phase (IV) was only recently given in Ref. 12 by
three of the present authors. In that paper, the family of
possible ground states has been systematically analyzed,
and it has been shown that they can be represented in
terms of domain wall configurations, giving rise to a loop
model. It was further shown that the non-coplanar phase
has an extensive ground-state degeneracy, which makes
the question of whether at zero temperature the system is
magnetically ordered, critical, or disordered a non-trivial
one. By constructing a classification of the non-coplanar
ground states in terms of an infinite Cayley tree of de-
gree 3, and by developing an analogy to an O(3) model
on a honeycomb lattice that has the same ground-state
manifold, the authors of Ref. 12 have argued that these
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2states are, except for two special values of the parameter
θ, magnetic states with a true long-range order in terms
of spin orientation.
The main goal of this paper is to critically address this
claim with an unbiased numerical approach based on a
Monte Carlo (MC) method capable of efficiently sam-
pling non-coplanar ground-state configurations. Another
important motivation is to investigate whether the non-
coplanar ground states are of chiral nature, since this
question is beyond the scope of the analysis of Refs. 11
and 12. As we shall see, this task turns out to be rather
involved, with the need to go to very large systems with
roughly 108 spins in order to reach a reliable conclusion.
The paper is organized as follows. Sec. II reviews
the classification of non-coplanar ground states of the
bilinear-biquadratic model on the triangular lattice in
terms of the zero-energy domain walls introduced in
Ref. 12. In this section, we also show that these ground
states can be mapped onto the states of an Ising-like
model (pseudospin) defined on the same triangular lat-
tice, which facilitates the numerical analysis of the family
of ground states. Section III presents Monte Carlo results
obtained for this Ising-like model using a local update
technique on medium system sizes. While those numeri-
cal results are already in favor of magnetic ordering, they
do not allow one to understand the precise nature of or-
dering and suggest the necessity to go to much larger
length scales for clear conclusions. In Sec. IV we intro-
duce a non-local update mechanism capable of efficiently
sampling the ground-state manifold up to very large sys-
tem sizes and allowing to draw unambiguous conclusions
regarding the nature of the phase. Section V is devoted to
a presentation of those numerical results, and in Sec. VI
the conclusions and a summary are given.
II. GROUND-STATE MANIFOLD AND THE
PSEUDOSPIN REPRESENTATION
A. Ground-state manifold
In the classical model defined by Hamiltonian Eq. (1),
the energy of the interaction of two neighboring spins is
given by
E(Φ) = J1 cos Φ + J2 cos
2 Φ , (2)
where Φ is the angle between them. For |J1| ≤ 2J2 this
energy is minimized when Φ = arccos (−J1/2J2). Ac-
cordingly, in the window −2J2 < J1 < J2, the angle Φ
belongs to the interval 0 < Φ < 2pi/3, which does not
lead to frustration on triangular plaquettes. For such
values of Φ, the energies of all bonds can be simultane-
ously minimized on the whole triangular lattice, leading
to a highly degenerate manifold of non-coplanar ground
states. Our aim is to study the nature of ordering in the
manifold of such states.
For the classification of all possible ground states, it is
convenient to partition the triangular lattice into three
equivalent triangular sublattices which are labelled A,
B, and C below. When the angles between neighboring
spins are all equal to Φ, neighboring spins on the same
sublattice have either to be parallel to each other, or to
make an angle Φ2 = 2 arccos
cos Φ
cos(Φ/2) . It is convenient to
say that in the latter case the spins are separated by a
zero-energy domain wall,12 see Fig. 1(a). These domain
walls live on the bonds of the honeycomb lattice com-
posed by the sites of the remaining two sublattices (e.g.
B and C if we consider domain walls for the spins on
sublattice A), so that the bonds of the triangular lattice
are partitioned into three distinct and non-overlapping
interpenetrating sets of bonds of three honeycomb lat-
tices (consequently, we use three different colors to draw
them, e.g., blue for walls passing through A and B sites,
red for those passing through B and C sites and green
for those passing through C and A sites (see Fig. 1).
With this convention, any possible ground state can be
characterized (or constructed) by specifying on some pla-
quette three spins that form angles Φ with each other plus
a configuration of domain walls.12 In this language, the
simplest ground states in which all spins on the same sub-
lattice have the same direction (the regular states with
three-sublattice structure) correspond to the absence of
domain walls. Any other ground state can be constructed
from a regular state by introducing an appropriate set of
domain walls on the aforementioned bonds of the honey-
comb lattices.
For generic Φ, the domain walls can end only at the
boundary (or have to be closed) and cannot cross each
other. Generic Φ here means
Φ 6= pi/2, arccos(−1/3) . (3)
For these two specific values of Φ the local rules allow
also for some other domain walls configurations which
transform the model into an exactly solvable one.12 The
analysis below always implies the fulfillment of condition
(3).
The domain walls divide the system into domains of
different regular states, see Fig. 1(b) for an example.
Upon crossing a domain wall passing through sites B and
C, one reaches another domain in which the spins on sub-
lattice A are reflected with respect to the plane formed
by the spins on two other sublattices, see Fig. 1(a). Sim-
ilar rules hold for the other two types of domain walls.
Summarizing, all ground states may be generated by sys-
tematically enumerating all possible domain wall config-
urations that exist on a lattice of a given size and by
specifying which regular state is realized in one of the
domains.
B. Pseudospin representation
In order to study the problem of ordering in non-
coplanar states with Monte Carlo simulations, it is nec-
essary to efficiently sample the space of allowed domain
wall configurations. The simplest way to enumerate such
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FIG. 1. (Color online) (a) Part of a triangular lattice with
sublattices A, B, C and a simple domain wall of type A (on
links BC) separating two domains having spins as represented
by the two spin triads. The spins on sublattice A differ in the
two domains by the reflection with respect to the plane formed
by the spins on the other two sublattices, which on both sides
of the wall have the same orientation. (b) Visualization of
a more complex domain wall configuration (without showing
spins) giving rise to a set of domains of different regular states
labelled (in an arbitrary way) by numbers from 0 to 7.
configurations consists in introducing Ising-like (binary)
variables σi = ±1 (pseudospins) defined on the sites of
the same triangular lattice in such a way that each seg-
ment of a domain wall separates two pseudospins of op-
posite signs which are next-to-nearest neighbors of each
other. It can be easily checked that the application of
this rule does not lead to any contradiction for all al-
lowed configurations of domain walls passing through a
given site.
The existence of such a mapping allows one to replace
the analysis of the loop model described in Sec. II A by
that of the Ising-like model on a triangular lattice in
which the only interaction of pseudospins consist in the
interdiction to have intersections of domain walls, where
domain walls are by definition the lines separating un-
equal pseudospins which are next-to-nearest neighbors
of each other on the original triangular lattice (in other
terms, nearest neighbors on the same sublattice). Re-
markably enough, an Ising model with such an interac-
tion has been introduced by Fendley, Moore and Xu13
as a simple example of a two-dimensional model with a
local geometric constraint without any reference to some
physical system.
For us, the main practical advantage of using the
pseudospin representation lies in its convenience for con-
structing efficient algorithms that sample the space of
all domain-wall configurations allowed in the considered
Heisenberg model, Eq. (1). In principle, these config-
urations can be then used to study correlations of the
Heisenberg spins for any value of Φ from the interval
(0, 2pi/3). For other physical observables, an even more
straightforward correspondence between the two models
exists. Consider, for instance, the chirality χk defined as
χk = sign{SjA(k) · [SjB(k) × SjC(k)]} = ±1 , (4)
where jα(k) is the site of plaquette k belonging to sublat-
tice α (where α = A,B,C). The chirality always changes
sign upon crossing a domain wall, since one of the spins
is flipped with respect to the plane formed by the other
two spins. In terms of the pseudospin representation, the
same quantity is given by
χk = σjA(k)σjB(k)σjC(k), (5)
because now one of the pseudospins changes sign upon
crossing a domain wall, while the other two are un-
changed. This correspondence suggests that the chiral
properties do not depend on the angle Φ.
Even for the magnetic properties, for which there is
no such a simple correspondence, it is possible to con-
clude on the existence of ordering by analyzing the prop-
erties of the pseudospin model. As discussed in Ref. 12,
one expects that the presence of long-range correlations
follows from having only a restricted number of uncon-
tractable domain walls between two distant points on the
lattice. Thus, studying the statistics of loops (closed do-
main walls) in the pseudospin model allows one to reach
qualitative conclusions regarding the behavior of spin-
spin correlations in the original Heisenberg model, as
done in Sec. V C.
In terms of the pseudospin representation, each regu-
lar state of the original Heisenberg model corresponds to
one of the states in which on each sublattice all pseu-
dospins are in a perfectly ordered state. It is clear that
in total there exist only eight such states and that the in-
finite multitude of regular states, which can be achieved
by successive spin flips on different sublattices, can be
mapped onto these eight states. Thus each of the eight
perfectly ordered states of the pseudospin representation
may correspond to different regular states of the origi-
nal model. Accordingly, the equivalence between the two
models has some restrictions which are discussed in the
next section.
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FIG. 2. (Color online) Example of a domain wall configu-
ration (thick lines) in the pseudospin model with periodic
boundary conditions which does not contradict the local rules
but which is prohibited in the Heisenberg model. The values
of the pseudospins are indicated by the plus and minus signs
which are color coded according to the sublattice.
C. Boundary conditions and the Heisenberg sector
The manifolds of all domain-wall configurations al-
lowed by the local rules for the original Heisenberg model
and for the pseudospin model are rigorously identical
only when the system has a simple topology, i.e. lives
on a simply connected lattice. However, when one im-
poses periodic boundary conditions, an important differ-
ence between the two models appears, as illustrated in
Fig. 2.
This figure presents a configuration of pseudospins
σj = ±1 with four domain walls crossing the whole sys-
tem in the vertical direction. This configuration is per-
fectly compatible with having periodic boundary condi-
tions both in the horizontal and vertical directions. How-
ever, in the case of Heisenberg spins, such a sequence
of domain walls corresponds (when going from left to
right) to successively flipping spins on sublattice C, then
on sublattice B, then again on sublattice C, and finally
again on sublattice B. Such a sequence of spin flips re-
sults in the rotation of the spins on the sublattices C
and B by an angle Ψ(Φ) = 2 arccos cos Φ1+cos Φ around the
direction of the spins on sublattice A.12 This means that
in the generic case the regular states in the leftmost and
rightmost domains of Fig. 2 are different. Therefore, in
terms of the Heisenberg model, such a configuration of
domain walls is not compatible with periodic boundary
conditions in the horizontal direction.
Thus, in the case of periodic boundary conditions,
the manifold of allowed domain wall configurations in
the pseudospin model is larger than that of the origi-
nal Heisenberg model. Below we refer to the set of do-
main wall configurations of the pseudospin model which
are consistent with the periodic boundary conditions for
Heisenberg spins as the Heisenberg sector of the pseu-
dospin model. If the system has long-range order (as
expected from the analysis of Ref. 12), the difference be-
tween the full partition function of the pseudospin model
and that of its Heisenberg sector has to become negligible
in the thermodynamic limit, since each state not belong-
ing to the Heisenberg sector involves the presence of at
least four domain walls crossing the whole system, while
the presence of long-range order is incompatible with the
existence of infinitely long domain walls.
Quite remarkably, the numerical analysis of the pseu-
dospin model is automatically restricted to the Heisen-
berg sector if simulations are performed with the help
of an algorithm based on local updates and are started
from a perfectly ordered configuration. This is precisely
the strategy which is applied in the next section. A more
efficient algorithm involving sampling of all the states of
the pseudospin model is introduced later, in Sec. IV.
III. METROPOLIS MONTE CARLO SAMPLING
OF GROUND-STATE MANIFOLD
A. Algorithm
We will now describe the most basic Markov-chain
Monte Carlo technique that allows to sample ground-
state configurations in the pseudospin problem. The key
observation is that in any ground-state configuration one
can separate all pseudospins into flippable and unflip-
pable. A pseudospin σj at site j is said to be flippable if
flipping its sign leads to another ground state with nonin-
tersecting domain walls. For this, there should be no do-
main wall passing through that site. On the other hand,
pseudospins on sites passed through by domain walls are
unflippable, because flipping any of them would create
domain wall crossings which are prohibited. Naturally,
each flippable (unflippable) pseudospin σj corresponds to
a flippable (unflippable) spin Sj in terms of the original
Heisenberg model.
Accordingly, the simplest local Monte Carlo move one
can imagine consists in changing the sign of a flippable
pseudospin. In detail, our approach consists in defining
a Monte Carlo sweep as a sequential scan through all the
lattice sites with a flippability test of all the spins visited.
If a spin is flippable, the Monte Carlo move of changing
its sign is accepted with 50% probability. An alternative
scheme would be to randomly choose spins and to always
accept the move if a chosen spin is flippable. Note that
both schemes satisfy detailed balance and are ergodic
but have the obvious drawback of any local update –
a slow displacement in the configuration space resulting
in large autocorrelation times. On the other hand, this
simple MC method has the convenient property that all
pseudospin configurations generated by using local moves
remain in the Heisenberg sector, if we start the Markov
process from a regular state.
In the simulations, we construct the triangular lattice
in the usual way by using a square lattice of linear size
L (containing N = L2 sites) with diagonals along one
direction. Periodic boundary conditions are applied with
5respect to the base square lattice. In such a setup, in
order to keep the three-sublattice structure, L has to be
a multiple of 3. We have verified the correctness of our
algorithm by comparing its results with those of an exact
enumeration approach in which we systematically gener-
ated all possible ground states in small systems up to
the one containg N = 62 spins (which in the case of
periodic boundary conditions has exactly 2 176 672 de-
generate ground states).
B. Magnetization and Chirality
In order to study whether a typical state belonging
to the ground state manifold is ordered, we turn to an
estimation of physical observables (expressed in terms of
the pseudospins) using the MC sampling procedure. The
basic magnetic quantities studied below are the sublattice
magnetizations
mα =
3
N
∑
i∈Tα
σi , (6)
where α ∈ {A,B,C} denotes a particular triangular sub-
lattice and Tα is the set of all sites belonging to this
sublattice. In any state with perfectly ordered sublat-
tices, these magnetizations are equal to ±1 resulting in
an 8-fold degeneracy in accordance with the number of
possible combinations of signs. In order to verify if the
same order parameter survives in a typical ground state,
we also analyze the size dependence of the mean of the
absolute values of the three sublattice magnetizations,
ms =
1
3
∑
α
|mα| , (7)
as well as the analogous mean of the squared sublattice
magnetizations. In a state in which at least one sublattice
has long-range order, both 〈ms〉 and 〈m2α〉 will be nonvan-
ishing and 〈m2α〉 can be expected to converge to the same
limit as the spin-spin correlation function 〈σiσj〉, where i
and j are sites on the same sublattice maximally distant
from each other. Here and below angular brackets de-
note the standard ensemble average, which is calculated
by Monte Carlo sampling.
We also consider the chirality χ defined by
χ =
1
N
∑
k∈4
χk , (8)
with χk the chirality on plaquette k as defined in Eqs. (4)
and (5). The sum in Eq. (8) runs over all N = L2 up
triangular plaquettes of the lattice.?
C. Simulation results for magnetization and
chirality
We have calculated the above quantities for various
linear sizes between L = 12 and L = 192 (as explained
〈|χ|〉
1/L
1224306090192
0.090.080.070.060.050.040.030.020.010.00
0.08
0.07
0.06
0.05
0.04
0.03
0.02
0.01
0.00
〈ms〉
√〈m2α〉
1/√(L)
1224306090192
0.300.250.200.150.100.050.00
0.70
0.60
0.50
0.40
0.30
0.20
0.10
0.00
(a)
(b)
FIG. 3. (Color online) (a) The chirality 〈|χ|〉 tends to zero
like 1/L. (b) Size dependence of the average sublattice mag-
netization 〈ms〉 and of
√〈m2α〉. In the thermodynamic limit,
both quantities extrapolate to a same finite value with correc-
tions that vanish approximately like 1/
√
L. Here, as well as
in the subsequent plots, error bars are shown but are smaller
than the symbol size.
in Sec. III A, L has to be a multiple of 3). In each case
we took 105 independent measurements. Independence
of the measurements was achieved by calculating observ-
ables only for every L2 generated configurations, reflect-
ing the increase of autocorrelation time τ ∼ L2 found for
the sampling scheme (from time series of the magnetiza-
tion and the chirality). The overall time complexity of
the local algorithm is thus of the order of O(L4).
Since in any perfectly ordered state (without domain
walls) the normalized chirality defined by Eq. (8) is equal
to plus/minus one, a study of 〈|χ|〉 should be one of the
most direct and simple ways to check if a typical ground
state is ordered as we expect. However, our MC results
for the chirality, shown in Fig. 3(a), do not confirm this
expectation since they do not show any tendency for the
convergence to a finite value. On the contrary, these data
rather accurately follow the straight line corresponding
to a 〈|χ|〉 ∝ 1/L decay of the chirality with the system
size. Note that this dependence should not be taken as
6a sign of algebraic correlations of χk. Indeed, the same
dependence would be obtained if the chiralities of differ-
ent plaquettes were simply uncorrelated from each other.
Thus, the observed size dependence of 〈|χ|〉 suggests that
the ground states are disordered in terms of chirality, or,
at most, have a very small chirality whose resolution is
beyond the limits of the method used in this section.
In evident contrast to this finding, the probe for or-
dering based on the sublattice magnetization is clearly
in favor of an ordered situation. A finite-size analysis of
both 〈ms〉 and
√〈m2α〉, shown in Fig. 3(b), indicates the
presence of a long-range ordering with both quantities
converging to the same finite value of the spontaneous
magnetization 〈ms〉 ≈ 0.29 in support of the conclusions
of Ref. 12. This extrapolation is based on assuming that
the finite-size corrections decay like L−1/2, as clearly sug-
gested by the data presented in Fig. 3(b). The value
of the magnetization is naturally suppressed compared
to the totally ordered (regular) states. Still, under the
assumption that in the ordered state all three sublat-
tices remain equivalent, the simplest estimate assuming
〈|χ|〉 ∼ 〈ms〉3 would suggest for the chirality a detectable
value 〈|χ|〉 ∼ 0.024 which is clearly not observed.
Motivated by this lack of consistency, we decided to
have a more attentive look at the distribution and the
size dependence of individual sublattice magnetizations
to check if in a typical ground state the three sublat-
tices are equivalent, that is have (up to a sign) the same
magnetization in the thermodynamic limit. Any other
situation would mean the presence of an additional dis-
crete degeneracy related to the breaking of the symme-
try with respect to the permutation of sublattices. To
this end, we record for each ground-state configuration
the triad of sublattice magnetizations {mA,mB ,mC}
and sort them into an ordered triad {m1,m2,m3} with
|m1| ≤ |m2| ≤ |m3|. Figure 4(a) shows MC results for
the sorted magnetizations, which make apparent that the
sublattice order is to a large degree heterogeneous: Typ-
ically two of the three sublattices show ordering correla-
tions while the third has a much smaller magnetization
together with a finite-size scaling trend which seems in-
compatible with an ordered state in which all three sub-
lattices order (up to the sign) equally. This is also evident
in Fig. 4(b) showing typical distribution functions of the
sorted magnetizations |m1|, |m2| and |m3| for L = 192,
indicating that m1 has a very prominent support (large
weight) in the region of disordered configurations.
These data are clearly insufficient to understand
whether (i) a typical ground state is partially ordered
with one sublattice becoming completely disordered in
the thermodynamic limit (leading to a state trivially con-
sistent with a vanishing chirality), or (ii) when L in-
creases, the minimal magnetization m1 will eventually
reverse its trend and converge towards the same limit as
m2 and m3, or (iii) some other (intermediate) scenario is
realized. In any case, the question whether a finite chiral-
ity is ultimately stabilized seems primarily linked to the
fate of the smallest sublattice magnetization m1 in the
〈|m1|〉
〈|m2|〉
〈|m3|〉
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FIG. 4. (Color online) (a) Size dependence of the three sorted
sublattice magnetizations 〈|m1|〉, 〈|m2|〉, and 〈|m3|〉. While
the behavior of 〈|m3|〉, 〈|m2|〉 is consistent with an extrapo-
lation towards the average sublattice magnetization (shown
with a dashed horizontal line), the behavior of 〈|m1|〉 is puz-
zling. Lines are included as a guide to the eye. (b) Distribu-
tion functions of the sorted sublattice magnetizations encoun-
tered in ground-state configurations for L = 192, indicating
the frequent presence of partially disordered configurations.
thermodynamic limit and the ambiguity in the current
data calls for simulations on much larger systems in or-
der to resolve this question. The remainder of this paper
is focused on the construction of an efficient algorithm
allowing to undertake such simulations as well as on its
implementation for a numerical resolution of the puzzle
just described.
IV. CLUSTER MONTE CARLO ALGORITHM
In the local MC procedure used in Sec. III, the updates
were restricted to individual pseudospins which can be
flipped without creating domain walls crossings. Such
flippable spins are easily recognizable because they sit
on the sites which are not passed through by any domain
wall. Locally flipping an unflippable spin (sitting on a site
belonging to some domain wall) would result in a viola-
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FIG. 5. (Color online) Visualization of flippable clusters of
pseudospins. (a) A simple cluster of A spins (shown in bold)
within an AB loop that does not touch any other loops. (b)
A more complicated cluster of A spins (shown in bold) in
a situation where multiple domain walls touch each other.
Note that not all A sites of the domain wall network belong
to the flippable cluster. In both panels, the site from which
the construction of the flippable cluster is started is indicated
by an arrow.
tion of the constraint that domain walls cannot cross. It
is, however, possible to flip an unflippable pseudospin by
flipping a whole cluster of unflippable pseudospins from
the same sublattice, and it will be natural to call such
a cluster a flippable cluster. A flippable pseudospin can
be considered as the simplest example of a flippable clus-
ter. The first non-trivial example of a flippable cluster
(e.g. on sublattice TA) consists of all pseudospins on TA
which are part of, say, an AB loop not touching another
domain wall, see Fig. 5(a). To avoid the intersections of
domain walls, all pseudospins on TA visited by the same
wall have to be equal to each other. Naturally, after be-
ing flipped they remain equal to each other, which further
ensures the absence of wall-crossings.
Flippable clusters have a more complicated structure
when domain walls touch each other. Consider for in-
stance a particular AB loop touching an AC loop (or a
few of them). To ensure the absence of wall-crossings one
has to flip not only all TA pseudospins belonging to a cho-
sen AB loop, but also all TA pseudospins belonging to the
AC loops touching it, and also all TA pseudospins belong-
ing to all AB loops touching these AC loops and so on. In
other words, one has to flip TA pseudospins on the whole
connected cluster formed by AB and AC loops touching
each other, as indicated in Fig. 5(b). Note that in terms
of the original Heisenberg model all pseudospins belong-
ing to the same flippable cluster correspond to equal spins
Si.
Using this approach, a valid global update can be con-
structed applying a single cluster technique in the spirit
of the Wolff algorithm,14,15 but with completely deter-
ministic cluster construction:
• pick a random site i (and determine its sublattice
index α, say A);
• check if spin σi is flippable and flip it if it is;
• if σi is unflippable, construct the connected cluster
of domain walls formed by AC and AB loops and
flip all the spins on sublattice A belonging to that
cluster.
The construction of connected clusters can be done
purely recursively in a depth-first approach which is usu-
ally the most convenient choice to code. However, this
technique requires large stack memory resources for big
clusters which can be a severe limitation. In view of
the large system sizes that are required in this study, we
have opted for a hybrid cluster identification approach
in the spirit of Ref. 16 in which we follow domain walls
iteratively until a touching point with another domain
wall is found in which case we continue cluster construc-
tion recursively. Such an approach is expected to be
less demanding with respect to stack memory. In our
implementation, a typical Monte Carlo sweep then con-
sists of one pass through the lattice where we check for
flippable spins and apply the local update. This sweep
is followed by Nsc single-cluster updates where Nsc is
an integer number such that on average say N/3 sites
are touched during the cluster construction (in an ac-
cumulated way). This number Nsc is determined self-
consistently during the equilibration phase of the algo-
rithm. With this setup, the nonlocal update turns out to
be highly efficient with no sign of critical slowing down
at all: the dynamic exponent z [measured from the size
dependence of the autocorrelation time τ(L) ∼ Lz for the
total magnetization m =
∑
α σα] cannot be distinguished
from zero. Essentially this means that the algorithm gen-
erates independent configurations with time complexity
O(L2) compared to O(L4) for the local update.
V. SIMULATION RESULTS
Using the cluster algorithm, we have investigated much
larger systems than before going up to L = 11340 which
is roughly 50 times larger than could be done with the
local update. In detail, we studied systems of linear sizes
L = 384, 576, 1152, 2304, 3456, 4608, 5760, 11340 next to
those already considered in the previous section (the total
number of spins N being L2, there were 128 595 600 spins
in the largest cluster). Typically we collected of the order
of 106 independent measurements (for the largest system
sizes 105) in each case.
A. Winding loops and the Heisenberg sector
As already mentioned in Sec. II C, a special property
of the cluster update (in contrast to the local MC pro-
cedure) is that in a system with periodic boundary con-
ditions it can generate pseudospin configurations which
do not correspond to any ground state of the original
Heisenberg model with the same boundary conditions.?
8All such states are characterized by the presence of wind-
ing domain walls, that is, of incontractible loops which
wind around the torus. However, not all ground states
containing some sequence of winding domain walls cor-
respond to the violation of the periodic boundary condi-
tion in the Heisenberg model. Some sequences of winding
domain walls (which below are called reducible) can be
obtained as well in the framework of local update and
the states containing them represent true ground states
of the Heisenberg model.
In order to check if a given pseudospin configuration
belongs to the Heisenberg sector or not (in the latter
case it contains an irreducible sequence of winding do-
main walls) the following simple procedure can be used.
Let us denote a sequence of domain walls crossed by a
closed path going around one of the two directions on the
torus by a word w, for example w = CABBAC, in which
each letter stands for the type of domain wall crossed by
the path. Namely, letter A stands for crossing a loop
consisting of segments along BC links, B for segments
along CA links, and C for AB type wall. A simple check
whether the configuration is compatible with the Heisen-
berg sector consists in testing whether the word w ob-
tained in such a way can be reduced to an empty word
by repeatedly applying the rule that two successive let-
ters in the word annihilate themselves if they are iden-
tical. The possibility to get rid of two identical letters
when they are adjacent originates from the possibility
to annihilate a pair of neighboring domain walls of the
same type by making local single-spin flips on the cor-
responding sublattice between them. For instance, the
word w = CABBAC can be reduced to the empty word
(since CABBAC → CAAC → CC) whereas the word
CBCB, obtained from Fig. 2 when going along a closed
path in the horizontal direction, cannot and is thus said
to be irreducible. A configuration belongs to the Heisen-
berg sector if for both directions on the torus the proce-
dure described above produces empty words.
Below, the fraction of configurations outside the
Heisenberg sector is denoted by pnH and the fraction of
configurations with reducible sequences of winding do-
main walls by pw. An analysis of both quantities is of
interest as in general all sequences of winding domain
walls generate competing strips of domains spanning the
whole system. Hence, even the Heisenberg sector can suf-
fer from considerable finite-size effects due to the pres-
ence of reducible sequences of winding domain walls. In
particular, since domain walls cannot cross each other,
the winding domain walls have to choose one of the two
preferred directions imposed by periodic boundary condi-
tions and therefore their presence makes a configuration
essentially anisotropic.
First, for the configurations outside the Heisenberg
sector, the simulations undoubtedly demonstrate that
pnH very quickly drops to zero, see Fig. 6. Therefore,
these configurations have no effect whatsoever on physi-
cal quantities in the thermodynamic limit and the results
obtained in the framework of cluster update are appli-
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FIG. 6. (Color online) The proportion of domain-wall configu-
rations that are inconsistent with the Heisenberg sector (pnH)
quickly drops to zero as a function of lattice size as shown in a
double logarithmic plot (a) and in a semilogarithmic plot (b).
For L > 2000 no such configurations were observed within the
simulation time. On the other hand, a much larger fraction
pw of configurations belonging to the Heisenberg sector but
incorporating winding loops is observed to decay much more
slowly. For sizes L ∼> 1000 the behavior of pw is consistent
with an exponential decay as evidenced in the semilogarithmic
plot.
cable also for the description of the original Heisenberg
model. Even in small systems with L = 12, where we
find a considerable fraction (about ≈ 0.1) of such non-
Heisenberg configurations, the systematic error made on
estimating physical quantities without filtering out the
non-Heisenberg configurations is only of the order of 0.4%
for the chirality and 1.8% for the sublattice magnetiza-
tion. Naturally, restricting the analysis to the Heisenberg
sector, we recover the same results as with the local up-
date.
A finite-size analysis of pw, also shown in Fig. 6, high-
lights the fact that the fraction of configurations with
reducible sequences of winding domain walls remains con-
siderable up to very large system sizes, with a rather slow
decrease described initially by an algebraic-like behavior
9with a small effective exponent b ≈ 0.2. For lengths
greater than ∼ 1000, the decrease, however, is consistent
with an exponential decay ∼ exp(−L/λ). We determine
this length scale to be given by λ ≈ 2000. The expo-
nential decay of pw suggests that all domain walls have a
finite free energy per unit length which is compatible with
having a true long-range order on all three sublattices.
B. Solving the ordering puzzle
We are now in a better position to readdress the puz-
zling situation described in Sec. III C, that is, to study
whether the non-coplanar ground states have true long-
range order (in magnetization and in chirality), are only
partially ordered, or if some entirely different scenario
is realized. To learn more on the nature of sublat-
tice ordering, we start by extending the analysis of the
size dependence of the ordered triad of magnetizations
{m1,m2,m3} (presented for L ≤ 192 in Fig. 4) to larger
systems. The new data, shown in Fig. 7, immediately
confirm the need for simulations on large L: The behav-
ior of the smallest magnetization m1, one of the main
puzzles of the local update results, turns out to be non-
monotonous. This quantity passes through a minimum
(situated roughly at L ∼ 500) and after that it ultimately
tends towards a common limit with m2 and m3. This
finding definitely speaks in favor of a situation in which
all three sublattices are ordered to an equal degree.
To investigate this question more quantitatively, we
study the ratio,
Cc =
3(m21m
2
2 +m
2
1m
2
3 +m
2
3m
2
2)
(m21 +m
2
2 +m
2
3)
2
, (9)
of the two quartic invariants normalized in such a way
that Cc always belongs to the interval [0, 1]. In the ther-
modynamic limit, L → ∞, Cc has to tend to 1 for an
ordered state in which all sublattices are, up to the sign,
equally ordered, to 3/4 for a partially ordered state in
which two sublattices are ordered equally and the third
one is disordered, and to 0 when only one sublattice is
ordered. The size dependence of Cc demonstrates equal
strength sublattice ordering but again clearly points to
the difficulty of the problem: While the data for L < 500
could be interpreted as tending to a value around 0.9,
which would imply that all three sublattices are ordered,
but have different magnetizations, a relatively abrupt
change of regime takes place at a particular length scale
with convergence to the state in which all sublattices are
equally ordered at larger L.
Having thus constrained the possible ordering scenario,
the next non-trivial question is whether the ground-states
are characterized in the thermodynamic limit by a non-
vanishing chirality χ. Naturally, we used the large-scale
data also to study the behavior of the chirality, as well
as of the averaged sublattice magnetization to reach a
precise quantitative characterization for the degree of or-
dering. The numerical data for 〈|χ|〉, shown in a double
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FIG. 7. (Color online) (a) Plot of the sorted sublattice magne-
tizations for L up to 11340 demonstrating that the three sub-
lattices become equivalent in the thermodynamic limit. (b)
Cc defined by Eq. (9) provides a quantitative measure allow-
ing one to characterize the nature of ordering. Its convergence
to 1 (the uppr boundary for Cc) indicates the tendency of the
sublattice magnetizations to become equal to each other. The
scale 1/
√
L is somewhat arbitrary and has been motivated by
the size dependence of the magnetization at small scales.
logarithmic plot in Fig. 8, provide the second key result of
this section. They unambiguously demonstrate the chi-
ral nature of the non-coplanar ground states, whereas the
finite-size behavior again shows the non-trivial features
characteristic for this study: over three decades in L, the
decay of chirality very accurately follows an algebraic law
〈|χ|〉 ∼ L−1 [consistent with the observation in Fig. 3(b)]
before overcoming a length scale upon which a very small
but finite expectation value is reached. Essentially, this
situation is reminiscent of very weak ordering close to a
critical point.
Before analyzing this situation in more detail, we note
that a similar observation holds for the sublattice magne-
tization (concentrating here on the quantity 〈ms〉) which
is saturating above a certain length scale and that the
system sizes studied are now sufficiently large to repre-
sent the thermodynamic limit: The estimates for the sub-
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FIG. 8. (Color online) Plot of (a) the chirality and (b) the sub-
lattice magnetization in a double logarithmic scale covering
the complete range of lattice sizes simulated. Both quantities
show a convergence to their infinite-size values for the largest
systems studied. Dashed lines are results of fits to Eq. (10).
lattice magnetization for L = 5760 and L = 11340 agree
within the error bar, and take the value 〈ms〉 ≈ 0.2926.
This reinforces the observation that we have reached a
length scale in our simulations where the effective finite-
size corrections are no longer algebraic, but rather have
a conventional exponential form ∼ exp(−L/λ), where λ
is a length scale proportional to the correlation length.
In order to extrapolate the data as well as to charac-
terize and capture the corrections over a large window
of system sizes, a reasonable ansatz for the finite-size de-
pendence of some observable A is
〈A〉 = 〈A〉∞ + aL−b exp(−L/λ) , (10)
where b is an effective exponent and a some constant
coefficient. Note that this form has been chosen just as
an effective means of extrapolating and describing our re-
sults, but we are not aware of a particular theory predict-
ing the finite-size dependences of quantities of interest for
the present model. For the conventional Ising model on a
square lattice, we have verified numerically that the ex-
trapolation of the magnetization using Eq. (10) close to
TABLE I. Results of extrapolations of the magnetization and
chirality based on Eq. (10) for fitting windows with different
Lmin. In both parts of the table the two last lines show the
parameters of a purely exponential fit with b = 0.
Lmin 〈ms〉∞ λ a b χ2/d.o.f
100 0.29252(9) 1413(40) 0.96(3) 0.50(1) 1.2
200 0.29252(10) 1412(50) 0.95(5) 0.50(2) 0.7
500 0.29253(10) 1362(116) 0.81(20) 0.47(6) 0.5
1000 0.29259(8) 986(21) 0.039(1) - 0.8
2000 0.29252(10) 1088(50) 0.031(3) - 0.4
Lmin 〈|χ|〉∞ λ a b χ2/d.o.f
200 0.000511(3) 1546(50) 0.66(5) 0.94(2) 5.3
500 0.000512(1) 1471(60) 0.5 0.87(2) 2.5
1000 0.000515(3) 1000(60) 0.0017(1) - 10.0
2000 0.000513(1) 959(20) 0.00140(5) - 0.57
criticality gives excellent agreement with exact results.
Table I shows some results obtained from fits for
various fitting windows L ∈ [Lmin, Lmax] with fixed
Lmax = 11340. Error bars were obtained using a boot-
strap approach where fits were repeated several times
varying the data within their statistical uncertainty. In
the case of the sublattice magnetization, very good fits
– in terms of the standard chi-square test17 for the vari-
ance of residuals per degree of freedom (χ2/d.o.f ∼ 1)
– are obtained describing the data over a wide range of
system sizes. For 〈ms〉, the parameter λ turns out to
be λ ≈ 1500, quantifying thus the order of magnitude of
system sizes to be overcome in the simulations, and the
effective exponent b ≈ 0.55 agrees well with the approx-
imate finite-size behavior L1/2 observed in the simula-
tions using purely local Monte Carlo moves. In addition
to fits to Eq. (10), we have performed fits using purely
exponential corrections (b = 0) which work very well for
the largest system sizes L > 1000 but do not capture
finite-size corrections for smaller sizes, see Tab. I. Re-
sults from purely exponential fits give consistent values
for the sublattice magnetization and a slightly smaller
λ ≈ 1000.
Similarly, the finite-size dependence of the chirality is
well described by λ ≈ 1500 and b ≈ 0.9 [Eq. (10) for L >
200] and λ ≈ 1000 (purely exponential fit for L > 2000)
but the quality of the fits is generally less good than for
the magnetization indicating that additional finite-size
effects are likely to be present. However, the finite-size
extrapolated value of the chirality is rather stable and
consistent between all the fits.
In summary, the large-scale simulations in the present
section reveal not only the nature of magnetic order (with
equal magnetization of all three sublattices) in a typi-
cal ground state but also establish the chiral nature of
such a state, essentially resolving the puzzling situation
described in Sec. III. Our final estimates for the infinite-
size local order parameters characterizing the order in
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the pseudospin model are
〈ms〉∞ = 0.2925(2) (11)
〈|χ|〉∞ = 0.000513(5) (12)
where the error bar is a conservative estimate (twice
as large as the largest error bars from the fits). Inter-
estingly, the chirality turns out to be reduced by two
orders of magnitude compared to the naive estimate
〈ms〉3∞ ≈ 0.025 indicating the presence of large fluctu-
ations.
C. Irreducible sequences of domain walls,
distribution on the Cayley tree, and correlation
functions
The cluster update has enabled us to conclude on the
nature of ordering in the pseudospin model by obtain-
ing a precise characterization of the magnetic order as
well as by proving the chiral nature of a typical ground
state. Since the chirality can be also defined in terms
of the Heisenberg spins, the latter conclusion directly
applies to the original Heisenberg model, but the rela-
tion between magnetic properties of the two models is
less straightforward. In this Section, we suggest an ap-
proach to characterize quantitatively fluctuations of the
Heisenberg model in its full order-parameter space (with-
out reduction to the pseudospin representation) and use
it to draw conclusions directly on the magnetic ordering
of Heisenberg spins.
Following the presentation of Ref. 12, we remind the
reader that the relationship of any two regular spin do-
mains can be characterized by the shortest sequence of
domain walls one has to cross in order to get from one
domain into the other (the irreducible domain wall se-
quence), or, in other terms, by sequentially applying the
spin flips associated with the types of domain walls sepa-
rating them. For two given plaquettes on the triangular
lattice, k1 and k2, this sequence is easily obtained by
connecting these plaquettes by an arbitrary path on the
dual lattice and constructing a word w from letters A,
B, C in accordance with the types and order of domain
walls which are crossed along this path. Following the
discussion of Sec. V A, this word has then to be simpli-
fied iteratively applying the rule that any neighboring
identical letters annihilate each other until no further
simplification is possible. The irreducible word wk1;k2
obtained in such a way is unique (i.e. it does not depend
on the particular path connecting k1 and k2) as soon as
the ground-state configuration belongs to the Heisenberg
sector. The subsequent analysis is thus restricted to this
sector, although in the thermodynamic limit this is of no
importance, as already discussed in Sec. V A.
Because in an irreducible domain wall sequence adja-
cent walls have to be of different types the manifold of
all irreducible domain wall sequences has the structure of
a tree, namely that of an infinite Cayley tree with coor-
dination number 3. This means that when considering a
particular ground state, one can characterize the position
of any domain in the order parameter space by a node on
this tree. Accordingly, the length of the irreducible word,
d = |wk1;k2 |, naturally defines the distance between the
two domains in the order parameter space (that is, on
the Cayley tree). Arguments that this distance remains
finite regardless of the spatial distance of the domains
was one of the key steps towards making the case for
the existence of magnetic ordering in the non-coplanar
ground states in Ref. 12.
In order to address this point numerically, we consider
plaquettes k and k′(k) that are maximally separated on
the triangular lattice with periodic boundary conditions
[that is are transformed into each other by a shift by a
vector T = (L/2, L/2)] and calculate the average dis-
tance dav on the Cayley tree between the domains to
which they belong by using
dav =
1
N
∑
k
|wk;k′(k)|, (13)
where the sum runs over all triangular plaquettes with
upward orientation. Monte Carlo calculations of 〈dav〉
show that the average number of irreducible domain walls
is indeed surprisingly small and definitely saturates at a
finite value, see Fig. 9(a). On average, only
〈dav〉∞ = 1.9111(7) (14)
irreducible domain walls separate the domains at k and
k′(k) in the thermodynamic limit, when the distance
between k and k′(k) tends to infinity. This estimate
was obtained using finite-size extrapolations according
to Eq. (10), where in particular, for L in the inter-
val [192, 11340] one obtains the following fit parameters:
λ = 1900(200), b = 0.45(5), χ2/d.o.f = 1.4.? Note that
the value of the parameter λ is somewhat larger than
for the magnetization and chirality. The maximal num-
ber of irreducible domain walls ever observed during our
simulations was 10, see Fig. 9(b).
Thus, the simulation results presented in Fig. 9 clearly
support the conclusions of Ref. 12 and confirm that spins
Sk and Sk′(k) belonging to the same sublattice indeed
remain correlated, irrespective of the angle Φ, even when
the distance between them tends to infinity. This allows
one to claim the existence of a long-range order in the
Heisenberg model without making any reference to the
pseudospin model.
Note that, in general, distribution functions such as
the one shown in Fig. 9(b) contain useful physical infor-
mation themselves. For instance, the chirality-chirality
correlation function 〈χkχk′(k)〉 is exactly given by sum-
ming over all the bins d and counting the weight p(d)
with alternating signs
〈χkχk′(k)〉 =
∑
d
(−1)dpd , (15)
reflecting the sign change of the chirality upon crossing
a domain wall. In our case, since 〈|χ|〉 ≈ 0.0005, this
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FIG. 9. (Color online) (a) Size dependence of the average
number of irreducible domain walls between two plaquettes
k and k′(k) situated at the maximal possible distance from
each other. For very large system sizes a convergence is evi-
dent. The dashed line is a fit to the ansatz given by Eq. (10).
(b) Distribution function p(d) of the number of irreducible
domain walls for two system sizes showing that the distance
on the Cayley tree d is heavily bounded from above.
correlation function is of the order of 10−7 which turns
out to be difficult to resolve using (15) as this would
require an accuracy of better than 10−8 of each histogram
entry. It is, however easy to check that Eq. (15) averages
to a number very close to 0 with a large error bar that
includes the true finite chirality.
The correlation function of the pseudospins at sites k
and k′(k) belonging to the same sublattice, 〈σkσk′(k)〉,
can be expressed in terms of pd as
〈σkσk′(k)〉 =p0 + 1
3
p1 − 2
6
p2 − 4
12
p3 + 0p4 +
8
48
p5 +
8
96
p6
− 8
192
p7 − 24
384
p8 − 8
768
p9 +
40
1536
p10 + · · · ,
(16)
where we assumed that the distribution on the Cayley
tree is isotropic, i.e. that any possible irreducible se-
quence of d domain walls occurs with equal probability.
Under this assumption, the coefficient of pd in Eq. (16)
is given by the average value of 〈σkσk′(k)〉 at distance
d on the Cayley tree. In reality, the distribution on
the Cayley tree is not exactly isotropic in finite systems.
However, it can be expected to become isotropic in the
thermodynamic limit. For d = 2 and L = 5760 we have
checked that the substitution of the distribution function
shown in Fig. 9(b) into Eq. 16 (based on the assump-
tion that the distribution function is isotropic) leads to
〈σkσk′(k)〉 = 0.085(3), which indeed is nicely consistent
with the value of m2α (0.2925
2 ' 0.0856) following from
the more precise estimate of the sublattice magnetization
[see Eq. (11)].
D. Determination of the ground-state degeneracy
To round up our numeric characterization of the
ground-state of the non-coplanar phase of the classical
bilinear-biquadratic Heisenberg model, we turn to the
calculation of the residual entropy per site characteriz-
ing the ground-state degeneracy. When a system allows
for independent local transformations that do not change
its energy, the number of ground states Ω(L) can be ex-
pected to grow exponentially with the number of sites,
that is, as
Ω(L) = ceαL
2
. (17)
Accordingly, the entropy per site
h(L) =
1
L2
ln Ω(L) (18)
is expected to have a finite limit at L→∞,
lim
L→∞
h(L) = α > 0 . (19)
Using a comparison with exactly solvable models Fendley
et al.13 showed that the residual entropy α has to belong
to the interval 0.3332 < α < 0.3791 and confirmed this by
a numerical analysis, which gave an estimate α ≈ 0.3661.
Our intention here is to improve the accuracy of this es-
timate on the basis of our efficient MC update and, in
addition, to study whether the size dependence of the
ground-state degeneracy also manifests some crossover
phenomenon, in analogy to the magnetization and chi-
rality.
Although the calculation of Ω is not directly possible
within any of the above MC methods, one can combine
these methods with the Wang-Landau scheme18 to ob-
tain an estimate of the density of states g(m) for all
possible values of the total magnetization m =
∑
i σi.
A basic version of this approach consists in using only
the local MC updates in which the unnormalized den-
sity of states g˜ [which initially is assumed to be indepen-
dent of m, g˜(m) ≡ 1] is multiplied by a factor f > 1,
g˜(m) → fg˜(m), for any configuration of magnetization
m generated. Then, the only difference to the procedure
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applied above for the calculation of averages of different
quantities consists in using as the acceptance probabil-
ity for flipping a flippable spin σi the dynamic quantity
g˜(m)/g˜(m− 2σi) instead of 1/2. Conventionally, one it-
eration ends once all possible magnetizations have been
seen (this can be checked by counting how often the sim-
ulation has observed magnetizations ±L2 and if it has
travelled between those extremes) and if the histogram of
the visited magnetizations is sufficiently flat. In the first
iteration one takes f = e = 2.718 . . ., but after each iter-
ation, the modification factor f is diminished (f → √f)
until f becomes equal to 1 within some precision  (say
 = 10−7).
In order to achieve the convergence at essentially larger
system sizes than those which can be studied in the
framework of this canonical Wang-Landau implementa-
tion, we modified the above basic strategy in the follow-
ing (not necessarily unique) way. First, we employ the
approach proposed by Zhou and Bhatt,19 which most
notably relaxes the flat-histogram criterion by defining
that a Wang-Landau iteration ends once each accessi-
ble microstate is sampled at least 1/ ln f times. Sec-
ond, we add occasional cluster moves to the sampling
procedure applying the same acceptance rules as for the
local Wang-Landau updates. The cluster updates are
clearly useful as they can help to overcome barriers and
to perform large jumps to phase space regions which were
not yet sufficiently sampled. Third – and probably most
importantly – we parallelized the whole procedure on a
multi-core shared-memory architecture using the concur-
rent approach of Ref. 20.
The density of states g˜(m) thus obtained can be nor-
malized using the condition that there are only two reg-
ular states in the pseudospin model having total magne-
tization m = ±L2, or g(L2) = g(−L2) = 1. Hence, an
estimate for the number of ground-state configurations
will be given by
Ω =
1
g˜(L2)
m=L2∑
m=−L2
g˜(m) , (20)
where an uncertainty estimate is obtained by repeating
the calculation 20 times with different pseudo-random
numbers.
Using this strategy, we obtained rather accurate esti-
mates for the number of ground-states Ω(L) on systems
with linear size up to L = 1152. A finite-size analysis of
these numbers reveals that the dependence (17) is very
nicely satisfied at all length scales, with almost no change
in behavior between small and large length scales.
This is demonstrated in Fig. 10(a), which displays the
size dependence of the exponent α calculated from the
ground-state degeneracies Ω(L) and Ω(Lref) at two dif-
ferent system sizes L and Lref by using the relation
α =
ln [Ω(L)]− ln [Ω(Lref)]
L2 − L2ref
. (21)
The reason to use two values of Ω at different L is that
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FIG. 10. (a) Size dependence of the exponent α obtained from
a pairwise comparison of ground-state degeneracies at sizes L
and Lref . Curves using different fixed Lref collapse onto each
other. The straight line is the result from the standard fit of
Ω(L) to Eq. (17) for L > 24. (b) The behavior of the size-
dependent correction to entropy per site h(L). Straight line
corresponds to the 1/L2 dependence.
this allows one to eliminate the unknown factor c in Eq.
(17). Curves using different choices for Lref converge and
collapse onto each other for L > 100, showing the validity
of the scaling formula. The finite-size deviations at small
L are in the 1% region.
Moreover, the size dependence of the entropy per site
h(L) which we observe is in perfect agreement with the
predictions of the conformal analysis13,21,22 according to
which at L → ∞ the entropy per site h(L) approaches
its limit α as
h(L) ≈ α+ a
L2
, (22)
consistent with Eq. (17). Our data adheres excellently
to this scaling assumption and allows us to obtain an
improved estimate for the residual entropy per site as
α = 0.36618(1) . (23)
The data in Fig. 10(b) shows that the finite-size correc-
tions to this number follow the 1/L2 dependence repre-
sented by the straight line.
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Note that these data show no sign of a crossover effect
for the scaling behavior of Ω(L) up to L = 1152. An
analogous analysis applied to the data on the size de-
pendence of the chirality [presented in Fig. 8(a)] shows
a visible tendency towards a change of regime – from an
algebraic decay to a saturation – already at smaller sizes,
whereas in the data for the size dependence of the mag-
netization [see Fig. 9(b)] the tendency to the change of
regime is visible at even smaller scales without a special
analysis. However, it has to be emphasized that in the
case of Ω(L) a change of regime cannot be as drastic as
for the magnetization or chirality and can consist only in
a small change of the exponent α and therefore it may
be much harder to observe its precursors at L <∼ 1000.
The data presented in this section have been obtained
by the method involving cluster updates and therefore
corresponds to counting all allowed states of the pseu-
dospin model. We also have verified that exclusion of
the states not belonging to the Heisenberg sector does
not lead to any noticeable change of the results. This
means that the graphs presented in Fig. 10 and the value
of the residual entropy given by Eq. (23) describe as well
the properties of the original Heisenberg model.
VI. SUMMARY
In conclusion, we have studied the zero-temperature
properties of the non-coplanar phase of the classical
bilinear-biquadratic Heisenberg model on the triangular
lattice by means of extensive Monte Carlo simulations.
Building on the characterization of the non-coplanar
ground states in terms of zero-energy domain walls sepa-
rating domains with different three-sublattice states, we
have introduced an Ising pseudospin representation that
allows for a particularly convenient description of the
ground states without any reference to details such as
the angle Φ between neighboring Heisenberg spins. The
Ising representation gave rise to an elegant and efficient
Monte Carlo procedure in which the space of allowed con-
figurations is sampled by discrete pseudospin flips.
Both local and cluster Monte Carlo updates have been
introduced, the latter being motivated by the need to
simulate unusually large system sizes. Using a clus-
ter Monte Carlo procedure, we have been able to study
ground state configurations in systems containing up to
1.3 · 108 spins. In addition to the basic characterization
of the ground state degeneracy and of the domain-wall
statistics, we have been able to unambiguously conclude
on the nature of ordering in the non-coplanar phase at
zero temperature.
In terms of the pseudospin variables, evidence in favor
of the presence of long-range magnetic order has been
found already in systems of intermediate sizes, with linear
size L up to about 200. The existence of such an ordering
had been predicted from analytical arguments in Ref.
12. Note that the earlier work of Fendley et al.13 was
not conclusive in that respect and could not exclude a
disordered state.
However, to reach a full understanding of the nature
of ordering (in particular, to establish whether all three
sublattices are ordered to an equal degree) turned out
to be a highly nontrivial task. Only simulations on very
large systems of linear size L ∼> 1000 have given evi-
dence that in the thermodynamic limit all three sublat-
tices become equivalent, whereas below this length scale
numerical simulations have not allowed the exclusion of
a partially disordered state.
Although the existence of long-range order for Heisen-
berg spins follows already from the existence of the long-
range order in the pseudospin model,12 we have also pro-
vided an additional proof for that directly for the Heisen-
berg spins by analyzing the distribution of the system
in its order parameter space, which has the structure of
an infinite Cayley tree of degree 3. It was shown that
this distribution is highly localized and that two spin do-
mains which are infinitely distant from each other are
only separated on average by a finite number (roughly 2)
of irreducible domain walls. This ensures the presence of
long-range correlations for Heisenberg spins.
Importantly, the large-length simulations also provided
evidence in favor of long-range chiral correlations in the
pseudospin model, as well as for the non-coplanar ground
states of the original Heisenberg model. In contrast to
the ordering related to the orientation of Heisenberg spins
(which at an arbitrarily low temperature is destroyed
by continuous fluctuations - spin waves23,24), this order,
which is related to a discrete degree of freedom, can be
expected to survive at low enough temperatures, leading
to a finite-temperature phase transition. The results of
simulations of the bilinear-biquadratic Heisenberg model
on the triangular lattice at finite temperatures have been
reported in Ref. 11. However, the system sizes in this
work never exceeded two hundred, and therefore the ob-
servation of ordering at low temperatures was rather a
finite-size effect than the consequence of real chiral or-
dering which, according to our findings, is likely to exist
only at much larger length scales.
We have also performed a high precision numerical cal-
culation of the residual entropy of the model on the basis
of a generalization of the Wang-Landau scheme. Our re-
sults agree with those of Ref. 13, but the accuracy has
been increased by one order of magnitude. To our sur-
prise, the size dependence of the ground state degeneracy
(which determines the value of the residual entropy) has
not shown any sign of a crossover at L ∼ 1000, as could
have been expected from the existence of such a crossover
in the behavior of other quantities (magnetization and
chirality).
The most unusual feature of the model is the existence
of a large length scale below which long-range order in
terms of magnetization is combined with an algebraic de-
cay of fluctuations and the complete disorder of the chi-
rality. Only at sizes L ∼> 1000 does the behavior become
more consistent with long-range order both in terms of
the magnetization and chirality, and with an exponential
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leveling off of correlations.
The long-range order of the magnetization and of
the chirality disappears in the special case of Φ =
arccos(−1/3), when the model becomes equivalent to
the exactly solvable25 four-state antiferromagnetic Potts
model on the triangular lattice, which is known to be crit-
ical. In terms of the loop representation this case corre-
sponds to the presence of one more allowed vertex12,13
(a merging point of six domain walls) which destroys
the possibility of constructing the pseudospin descrip-
tion of loop configurations. It seems plausible that even
when they are allowed, such complex objects can be
present only in low concentrations, because their pres-
ence strongly suppresses the possibilities of domain wall
fluctuations. However, it eludes our understanding why
the appearance of such rare defects shifts the system ex-
actly into the critical point. In more familiar situations,
the presence of rare topological defects induces the ap-
pearance of a finite correlation radius related to their con-
centration (like it happens in the antiferromagnetic Ising
model on the triangular lattice at a finite temperature26
or in the conventional XY model above the Berezinkii-
Kosterlitz-Thouless phase transition) and not its growth
to infinity. In fact, the extreme largeness of the corre-
lation radii we observed may precisely be related to the
smallness of the concentration of the defects whose pres-
ence distinguishes the generic model from the special case
Φ = arccos(−1/3) situated exactly at criticality. In our
opinion, this point deserves further investigation.
It should also be mentioned that the existence of a
large length scale at which the properties of the sys-
tem change qualitatively raises some questions about the
analysis of Ref. 13, whose aim was to extract the central
charge from the size dependence of the correction to the
residual entropy. Our findings suggest that, since the nu-
merical analysis of Ref. 13 relies on cylindrical systems
with transverse sizes only up to L = 36, it cannot be
expected to provide reliable information on the behavior
of the system in the thermodynamic limit.
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