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Abstract
We prove a new class of relations among multiple zeta values (MZV’s)
which contains Ohno’s relation. We also give the formula for the maximal
number of independent MZV’s of fixed weight, under our new relations.
To derive our formula for MZV’s, we consider the Newton series whose
values at non-negative integers are finite multiple harmonic sums.
keywords multiple zeta value, the Newton series, Ohno’s relation
1 Introduction
Let k1, . . . , kp be positive integers and let kp ≥ 2. Multiple zeta values (MZV’s)
are defined by
ζ(k1, . . . , kp) =
∑
0<n1<···<np
1
nk11 · · ·n
kp
p
.
The sum k1+· · ·+kp is called the weight of the multiple zeta value ζ(k1, . . . , kp).
These numbers were considered first by Euler [2]; he studied the case p = 2. The
general case was introduced in [4] and [19]. In recent years, many researchers
have studied these numbers in connection with Galois representations, arith-
metic geometry, quantum groups, invariants for knots, mathematical physics,
etc. Many Q-linear relations are known among these values, e.g. Ohno’s rela-
tion, the cyclic sum formula and the derivation relation [7, 8, 15, 16]. The famous
relation due to Ohno generalizes the duality, the sum formula and Hoffman’s
relation simultaneously. Ihara, Kaneko and Zagier investigated the regularized
double shuffle relations in [8], where they conjectured that these relations imply
all Q-linear relations. Recently in [10] Kaneko proposed a conjectural gener-
alization of the derivation relation for MZV’s and in [17] Tanaka proved this
conjecture by reducing it to the relations studied in this paper. The aim of this
paper is to give a new class of relations among MZV’s. We shall prove that
our new class of relations contains Ohno’s relation. We conjecture that it also
contains the cyclic sum formula. We have checked this up to weight 12.
We shall outline how our relations among MZV’s can be derived. Let µ =
(µ1, . . . , µp) be a multi-index (i.e., an ordered set of positive integers) and n a
1
non-negative integer. We consider the finite multiple harmonic sums
sµ(n) =
∑
0≤n1≤···≤np=n
1
(n1 + 1)µ1 · · · (np + 1)µp
and
Sµ(n) =
∑
0≤k<n
sµ(k)
=
∑
0≤n1≤···≤np<n
1
(n1 + 1)µ1 · · · (np + 1)µp
.
In the following, we denote the set of non-negative integers by N = {0, 1, 2, . . .}.
We define the operator ∇ on the space CN of complex-valued sequences by
(∇a)(n) =
n∑
k=0
(−1)k
(
n
k
)
a(k)
for a ∈ CN and n ∈ N. In Section 3, we shall prove our key formula for the finite
multiple harmonic sums sµ(n) (Theorem 3.8). As a corollary of Theorem 3.8,
we shall prove that
∇sµ = sµ∗ ,
where µ∗ is some multi-index determined by µ. We note that this assertion was
proved independently by Hoffman in [6, Theorem 4.2].
In Section 5, in order to derive our relations among MZV’s, we consider the
Newton series which interpolates the finite multiple harmonic sums Sµ(n). This
Newton series Fµ(z) is defined by
Fµ(z) =
∞∑
n=0
(−1)n(∇Sµ)(n)
(
z
n
)
,
(
z
n
)
=
z(z − 1) · · · (z − n+ 1)
n!
,
where z is a complex number with Re z > −1. In fact, for any n ∈ N, we have
Fµ(n) = Sµ(n). It is well known that Sµ(n)Sν(n) is a Z-linear combination of
Sλ(n)’s:
Sµ(n)Sν(n) =
∑
i
ciSλi(n), ci ∈ Z.
The multi-indices λi and the coefficients ci depend only on µ and ν, but not
on n. From this fact, we derive the functional equations
Fµ(z)Fν(z) =
∑
i
ciFλi (z), (1)
which are valid for Re z > −1. Since the derivatives F
(m)
µ (0) (m ≥ 1) can be
expressed in terms of MZV’s, quadratic relations among MZV’s are derived from
(1) (Corollary 5.4).
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We mainly consider the first derivatives only. Since Fµ(0) vanishes, equation
(1) implies a linear relation
0 =
∑
i
ciF
′
λi(0).
In this way, we get a set of linear relations among MZV’s which can be written
explicitly (Corollary 5.5). We shall explain this formula. Let Vk be the Q-vector
space whose basis is the set of all multi-indices of weight k and let V =
⊕
k≥1 Vk.
We define Q-linear mappings σ, u from V to V by
σ(µ1, . . . , µp) = (−1)
p(µ1, . . . , µp),
u(µ1, . . . , µp) =
∑
(ν1,...,νq)≥(µ1,...,µp)
(ν1, . . . , νq),
where (ν1, . . . , νq) runs over all refinements of (µ1, . . . , µp) (see §2 for the precise
definition). We define the Q-linear mapping ζ+ from V to R by
ζ+(µ1, . . . , µp) = ζ(µ1, . . . , µp−1, µp + 1).
Then Corollary 5.5 asserts that
ζ+(uσ(µ ∗ ν)) = 0
for any multi-indices µ and ν. (The multiplication ∗ on V is the harmonic
product.) For example, for µ = ν = (1), we have
µ ∗ ν = (2) + 2(1, 1),
σ(µ ∗ ν) = −(2) + 2(1, 1)
and
uσ(µ ∗ ν) = −{(2) + (1, 1)}+ 2(1, 1) = −(2) + (1, 1).
Therefore we obtain
ζ+(2) = ζ+(1, 1)
(
i.e., ζ(3) = ζ(1, 2)
)
,
which is due to Euler.
Under the harmonic product ∗, the Q-vector space Q ⊕ V becomes a com-
mutative Q-algebra. This is isomorphic to the commutative Q-algebra of quasi-
symmetric functions, which is known to be the polynomial algebra on the set of
Lyndon words [12, Section 2], and whose enumeration is well known. From this
fact, it is easily seen that
d(k) := dimQ(uσ(V ∗ V ) ∩ Vk)
= 2k−1 −
1
k
∑
d|k
µ
(
k
d
)
2d (k ≥ 2), (2)
3
where µ is the Mo¨bius function. The right-hand side of (2) appeared in the recent
research of Kaneko for the extended derivation relation, and this equation was
suggested to the author by Kaneko.
We shall compare the dimensions of three subspaces of ker ζ+∩Vk. We define
the sequence {zk}
∞
k=1 by
z1 = z2 = z3 = 1, zk = zk−2 + zk−3 (k ≥ 4)
and put dZ(k) = 2
k−1 − zk. Then the dimension of the space ker ζ
+ ∩ Vk is
conjectured to be equal to dZ(k) by Zagier [19]. We denote the dimension of
the space VOhno ∩ Vk by dO(k), where VOhno is the subspace of ker ζ
+ which
corresponds to Ohno’s relation. The following table gives us the numerical
values of dZ(k), d(k) and dO(k) for 2 ≤ k ≤ 11.
k 2 3 4 5 6 7 8 9 10 11
dZ(k) 1 3 6 14 29 60 123 249 503 1012
d(k) 1 2 5 10 23 46 98 200 413 838
dO(k) 1 2 5 10 23 46 98 199 411 830
The product of two MZV’s is expressed as a Z-linear combination of MZV’s
in two ways; the harmonic product relations and the shuffle product relations.
We conjecture that under the shuffle product relations, Corollary 5.4 form = 1, 2
gives all Q-linear relations among MZV’s. This conjecture is due to Tanaka. He
checked that the dimension of the subspace of ker ζ+ which corresponds to these
linear relations is equal to dZ(k) for 2 ≤ k ≤ 11.
2 Multi-indices
A finite sequence of positive integers is called a multi-index and we denote the
set of all multi-indices by I. We denote by V the Q-vector space whose basis is
I. For µ = (µ1, . . . , µp) ∈ I, we call l(µ) := p and |µ| :=
∑p
i=1 µi the length
and the weight of µ, respectively. For a positive integer m, we denote the set of
all multi-indices of weight m by Im. We define the mapping Sm for a positive
integer m by
Sm : Im → 2
{1,2,...,m−1}, (µ1, . . . , µp) 7→
{
k∑
i=1
µi
∣∣∣ 1 ≤ k < p
}
.
This is a bijection. For example, we obtain
S5(2, 2, 1) = {2, 4} and S5(1, 1, 3) = {1, 2}
by the following diagrams
↓ ↓
© © © © ©
1 2 3 4
and
↓ ↓
© © © © © .
1 2 3 4
4
We define an order on I by setting µ ≥ ν if |µ| = |ν| and S|µ|(µ) ⊃ S|ν|(ν). In
other words, we write µ ≥ ν if µ is a refinement of ν. For example, the order
on I4 is given by the following Hasse diagram
(4)
(3,1) (2,2) (1,3)
(2,1,1) (1,2,1) (1,1,2)
(1,1,1,1)
P
P
P
P
P
✏
✏
✏
✏
✏
P
P
P
P
P
✏
✏
✏
✏
✏
✏
✏
✏
✏
✏
P
P
P
P
P
✏
✏
✏
✏
✏
P
P
P
P
P
.
For µ = (µ1, . . . , µp) ∈ I with |µ| = m, we put
∗(µ) = µ∗ = S−1m (Sm(µ)
c),
τ(µ) = (µp, . . . , µ1),
σ(µ) = (−1)l(µ)µ,
u(µ) =
∑
ν≥µ
ν
and
d(µ) =
∑
ν≤µ
ν.
(Sm(µ)
c denotes the complement of Sm(µ) in {1, 2, . . . ,m − 1}.) We extend
them as Q-linear mappings from V to V . All of these are bijections. We give
examples of µ∗. We have
(1, 2, 3)∗ = (2, 2, 1, 1), (2, 2, 2)∗ = (1, 2, 2, 1) and (4, 1, 1)∗ = (1, 1, 1, 3)
by the diagrams
↓ ↓ ↓ ↓ ↓ ↓
© © © © © © , © © © © © © and © © © © © © ,
↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑
where the lower arrows are in the complementary slots to the upper arrows. We
can also calculate these correspondences by the diagrams
2 2 1 1
1©
2©©
3 ©©©
,
1 2 2 1
2©©
2 ©©
2 ©©
and
1 1 1 3
4©©©©
1 ©
1 ©
.
It is easily seen that
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l(µ) + l(µ∗) = |µ|+ 1 (3)
for any µ ∈ I. Let
µ = (µ1, . . . , µr, 1, . . . , 1︸ ︷︷ ︸
l
) (µr ≥ 2, r ≥ 0, l ≥ 0)
and µ∗ = (µ∗1, . . . , µ
∗
q). Then we note that
µ∗q = l + 1. (4)
Proposition 2.1. We have ∗τ = τ∗, στ = τσ, uτ = τu and dτ = τd.
Proof. These are easily seen.
Lemma 2.2. Let T1 ⊂ T2 be finite sets. Then we have
∑
T1⊂S⊂T2
(−1)#S =
{
(−1)#T2 if T1 = T2
0 if T1 ( T2.
Proof. The left-hand side equals
(−1)#T1
∑
S⊂(T2\T1)
(−1)#S = (−1)#T1
#(T2\T1)∑
k=0
(−1)k
(
#(T2 \ T1)
k
)
= (−1)#T1(1− 1)#(T2\T1).
Thus we proved the lemma.
Proposition 2.3. We have
(i) ∗d∗ = u,
(ii) dσdσ = idV ,
(iii) uσuσ = idV ,
(iv) d ∗ d−1 = −uσ,
(v) u−1 ∗ u = −σd.
Proof. Let µ be any element of I and let |µ| = m.
(i) We have
∗d ∗ (µ) =
∑
ν≤µ∗
ν∗ =
∑
ν∗≥µ
ν∗ = u(µ).
(ii)We have
dσdσ(µ) = (−1)l(µ)
∑
ν≤µ
(−1)l(ν)
∑
λ≤ν
λ = (−1)l(µ)
∑
λ≤µ

 ∑
λ≤ν≤µ
(−1)l(ν)

λ.
By Lemma 2.2, we have
∑
λ≤ν≤µ
(−1)l(ν) =
∑
Sm(λ)⊂Sm(ν)⊂Sm(µ)
(−1)#Sm(ν)+1 =
{
(−1)l(µ) if λ = µ
0 if λ < µ.
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Therefore we obtain dσdσ(µ) = µ.
(iii) The proof of (iii) is similar to the proof of (ii).
(iv) We have
d ∗ σd(µ) =
∑
ν≤µ
(−1)l(ν)
∑
λ≤ν∗
λ =
∑
λ∈Im


∑
ν≤µ
ν≤λ∗
(−1)l(ν)

λ.
By Lemma 2.2, we have
∑
ν≤µ
ν≤λ∗
(−1)l(ν) =
∑
Sm(ν)⊂Sm(µ)∩Sm(λ)c
(−1)#Sm(ν)+1 =
{
−1 if Sm(µ) ⊂ Sm(λ)
0 if Sm(µ) 6⊂ Sm(λ).
Hence we get
d ∗ σd(µ) = −
∑
λ≥µ
λ = −u(µ).
This implies the assertion.
(v) The proof of (v) is similar to the proof of (iv).
We define the multiplication ∗ on V known as the harmonic product. We
shall give a combinatorial description of the harmonic product. For µ, ν ∈ I,
we consider 2× l (l ≥ 1) matrices M = (mij) with the following properties:
• Each entry of M is a non-negative integer.
• If we exclude zeros from the first row of M , we get µ.
• If we exclude zeros from the second row of M , we get ν.
• For 1 ≤ j ≤ l, we have m1j +m2j > 0.
(Then it must hold that max{l(µ), l(ν)} ≤ l ≤ l(µ) + l(ν).) We denote the set
of all such matrices by Hµ,ν . For example, for µ = (1) and ν = (2, 3), we have
Hµ,ν =
{(
1 0 0
0 2 3
)
,
(
0 1 0
2 0 3
)
,
(
0 0 1
2 3 0
)
,
(
1 0
2 3
)
,
(
0 1
2 3
)}
. (5)
Definition 2.4. For µ, ν ∈ I, we define
µ ∗ ν =
∑
M=(mij)∈Hµ,ν
(m11 +m21, . . . ,m1l +m2l) ∈ V
and
µ ∗ν =
∑
M=(mij)∈Hµ,ν
(−1)l(µ)+l(ν)−l (m11 +m21, . . . ,m1l +m2l) ∈ V,
where l is the number of columns of M . We extend ∗, ∗ : I × I → V bilinearly
on V × V .
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For example, we have
(1) ∗ (2, 3) = (1, 2, 3) + (2, 1, 3) + (2, 3, 1) + (3, 3) + (2, 4)
and
(1) ∗ (2, 3) = (1, 2, 3) + (2, 1, 3) + (2, 3, 1)− (3, 3)− (2, 4)
from (5).
Proposition 2.5. For any v, w ∈ V , we have d(v ∗w) = d(v) ∗ d(w).
Proof. For a proof of this proposition, see [14, Proof of Proposition 2.4].
For µ = (µ1, . . . , µp), ν = (ν1, . . . , νq) ∈ I, we define
µ#ν = (µ1, . . . , µp, ν1, . . . , νq),
µ #˙ν = (µ1, . . . , µp−1, µp + ν1, ν2, . . . , νq)
and
µ+ = (µ1, . . . , µp−1, µp + 1).
In addition, if |µ| > 1, we define
µ− =
{
(µ1, . . . , µp−1, µp − 1) if µp > 1
(µ1, . . . , µp−1) if µp = 1.
We extend #, #˙: I × I → V bilinearly on V × V and µ 7→ µ+ linearly on V .
The following Propositions 2.6 and 2.7 are easily proved.
Proposition 2.6. For any µ, ν ∈ I, we have (µ#ν)∗ = µ∗ #˙ν∗.
Proposition 2.7. For any µ, ν ∈ I, we have
(i) u(µ#ν) = u(µ)#u(ν),
(ii) u(µ #˙ν) = u(µ)#u(ν) + u(µ) #˙u(ν),
(iii) d(µ #˙ν) = d(µ) #˙ d(ν),
(iv) d(µ#ν) = d(µ)# d(ν) + d(µ) #˙ d(ν).
Here, we introduce the empty multi-index φ. We denote {φ} ∪ I by I˜ and
Qφ⊕ V by V˜ . It is natural to define
φ+ = (1) and (1)− = φ.
We define ∗(φ), τ(φ), σ(φ), u(φ) and d(φ) to be φ. Moreover, we define for any
µ ∈ I˜
φ ∗ µ = µ ∗ φ = µ, φ ∗µ = µ ∗φ = µ
and
φ#µ = µ#φ = µ, φ #˙µ = µ #˙φ = µ.
Proposition 2.8 follows from the definition of the harmonic product ∗.
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Proposition 2.8. For any µ = (µ1, . . . , µp), ν = (ν1, . . . , νq) ∈ I, we have
µ ∗ ν = (µ− ∗ ν)# (µp) + (µ ∗ ν
−)# (νq) + (µ
− ∗ ν−)# (µp + νq).
In the last of this section, we define bilinear mappings ⊛, ⊛ : V × V → V ,
which are used in the following sections, and prove a proposition (Proposition
2.11). Lemma 2.9 is used in the proof of Proposition 2.11. We note that
d(µ) =
p∑
i=1
d(µ1, . . . , µi−1)# (µi + · · ·+ µp) (6)
for any µ = (µ1, . . . , µp) ∈ I, which is immediate from the definition of d.
Lemma 2.9. For any µ = (µ1, . . . , µp), ν = (ν1, . . . , νq) ∈ I, we have
d(µ) ∗ d(ν) =
p∑
i=1
(
d(µ1, . . . , µi−1) ∗ d(ν)
)
#(µi + · · ·+ µp)
+
q∑
j=1
(
d(µ) ∗ d(ν1, . . . , νj−1)
)
#(νj + · · ·+ νq)
+
p∑
i=1
q∑
j=1
(
d(µ1, . . . , µi−1) ∗ d(ν1, . . . , νj−1)
)
#(µi + · · ·+ µp + νj + · · ·+ νq).
Proof. It follows from (6) and Proposition 2.8.
Definition 2.10. For µ = (µ1, . . . , µp), ν = (ν1, . . . , νq) ∈ I, we define
µ⊛ ν = (µ− ∗ ν−)# (µp + νq)
and
µ⊛ν = (µ− ∗ ν−)# (µp + νq).
We extend ⊛, ⊛ : I × I → V bilinearly on V × V .
Proposition 2.11. For any v, w ∈ V , we have d(v⊛w) = d(v)⊛ d(w).
Proof. It suffices to show that the equality d(µ⊛ν) = d(µ) ⊛ d(ν) holds for
any µ, ν ∈ I. Let µ = (µ1, . . . , µp), ν = (ν1, . . . , νq) ∈ I. Then we have
d(µ⊛ν) =
(
d(µ−) ∗ d(ν−)
)
#(µp + νq) +
(
d(µ−) ∗ d(ν−)
)
#˙ (µp + νq) (7)
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by the definition of ⊛ , Propositions 2.7 and 2.5. By Lemma 2.9, we have(
d(µ−) ∗ d(ν−)
)
#˙ (µp + νq)
=
p−1∑
i=1
(
d(µ1, . . . , µi−1) ∗ d(ν
−)
)
#(µi + · · ·+ µp + νq)
+
q−1∑
j=1
(
d(µ−) ∗ d(ν1, . . . , νj−1)
)
#(µp + νj + · · ·+ νq)
+
p−1∑
i=1
q−1∑
j=1
(
d(µ1, . . . , µi−1) ∗ d(ν1, . . . , νj−1)
)
#(µi + · · ·+ µp + νj + · · ·+ νq).
Hence the right-hand side of (7) equals
p∑
i=1
q∑
j=1
(
d(µ1, . . . , µi−1) ∗ d(ν1, . . . , νj−1)
)
#(µi + · · ·+ µp + νj + · · ·+ νq),
which is equal to d(µ)⊛ d(ν) by (6).
3 A formula for finite multiple harmonic sums
In this section, we prove a formula for finite multiple harmonic sums (Theorem
3.8). We note that N denotes the set of non-negative integers.
Definition 3.1. (i) We define the difference ∆: CN → CN by putting
(∆a)(n) = a(n)− a(n+ 1)
for a ∈ CN and n ∈ N. We denote the composition of ∆ with itself n times by
∆n.
(ii) We define the inversion ∇ : CN → CN by putting
(∇a)(n) = (∆na)(0)
for a ∈ CN and n ∈ N.
Let C[[x, y]] be the ring of formal power series over the complex numbers in
two indeterminates x and y. We put ∂x = ∂/∂x and ∂y = ∂/∂y. For
f(x, y) =
∞∑
n,k=0
a(n, k)
xnyk
n! k!
∈ C[[x, y]],
we have
(∂x + ∂y − 1)f(x, y) =
∞∑
n,k=0
{a(n+ 1, k) + a(n, k + 1)− a(n, k)}
xnyk
n! k!
. (8)
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Therefore by the definition of the difference we have
(∂x + ∂y − 1)
∞∑
n,k=0
(∆ka)(n)
xnyk
n! k!
= 0. (9)
Lemma 3.2. Let f(x, y) ∈ C[[x, y]]. If f(x, y) satisfies two conditions
(∂x + ∂y − 1)f(x, y) = 0 and f(x, 0) = 0,
we have f(x, y) = 0.
Proof. Let
f(x, y) =
∞∑
n,k=0
a(n, k)
xnyk
n! k!
.
By (8), the conditions of the lemma are equivalent to{
a(n+ 1, k) + a(n, k + 1) = a(n, k) (n, k ∈ N),
a(n, 0) = 0 (n ∈ N).
By induction on k, we obtain a(n, k) = 0 for any n, k ∈ N.
Proposition 3.3. Let a ∈ CN. For any n, k ∈ N, we have
(∆k(∇a))(n) = (∆na)(k).
In particular, we obtain ∇(∇a) = a by setting n = 0.
Proof. For a sequence a ∈ CN, we put
fa(x, y) =
∞∑
n,k=0
(∆ka)(n)
xnyk
n! k!
.
By (9) we have (∂x + ∂y − 1)f∇a(x, y) = 0 and (∂x + ∂y − 1)fa(y, x) = 0. We
also have
f∇a(x, 0) =
∞∑
n=0
(∇a)(n)
xn
n!
= fa(0, x)
by the definition of the inversion ∇. Therefore by Lemma 3.2, we obtain
f∇a(x, y) = fa(y, x). This completes the proof of Proposition 3.3.
Let
F (x) =
∞∑
n=0
a(n)
xn
n!
.
By using Lemma 3.2, we can easily prove that
F (x− y)ey =
∞∑
n,k=0
(∆ka)(n)
xnyk
n! k!
.
By comparing the coefficients of xnyk on both sides, we obtain the following
proposition.
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Proposition 3.4. For any n, k ∈ N, we have
(∆ka)(n) =
k∑
i=0
(−1)i
(
k
i
)
a(n+ i).
In particular, we obtain
(∇a)(k) =
k∑
i=0
(−1)i
(
k
i
)
a(i)
for any k ∈ N by setting n = 0.
Let µ = (µ1, . . . , µp) ∈ I and n ∈ N. In this paper, we consider four kinds
of finite multiple harmonic sums
sµ(n) =
∑
0≤n1≤···≤np=n
1
(n1 + 1)µ1 · · · (np + 1)µp
,
aµ(n) =
∑
0≤n1<···<np=n
1
(n1 + 1)µ1 · · · (np + 1)µp
,
Sµ(n) =
∑
0≤n1≤···≤np<n
1
(n1 + 1)µ1 · · · (np + 1)µp
and
Aµ(n) =
∑
0≤n1<···<np<n
1
(n1 + 1)µ1 · · · (np + 1)µp
.
We extend the mappings I ∋ µ 7→ sµ, aµ, Sµ, Aµ ∈ C
N linearly on V . We
introduced the empty multi-index φ in Section 2. We define
Sφ(n) = Aφ(n) = 1
for any n ∈ N.
Proposition 3.5. (i) For any µ ∈ I, we have −(∆Sµ) = sµ and −(∆Aµ) = aµ.
(ii) For any µ = (µ1, . . . , µp) ∈ I and any n ∈ N, we have
sµ(n) = Sµ1,...,µp−1(n+ 1)
1
(n+ 1)µp
and aµ(n) = Aµ1,...,µp−1(n)
1
(n+ 1)µp
,
where we put (µ1, . . . , µp−1) = φ if p = 1.
Proof. These are easily seen.
Proposition 3.6. (i) For any v ∈ V , we have sv = ad(v), Sv = Ad(v), av =
sd−1(v) and Av = Sd−1(v).
(ii) For any v, w ∈ V , we have AvAw = Av∗w, SvSw = Sv∗w, avaw = av⊛w and
svsw = sv⊛w.
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Proof. (i) It is easily seen that sµ = ad(µ) and Sµ = Ad(µ) for µ ∈ I. The
assertions of (i) follow immediately from these.
(ii) It is easily seen that AµAν = Aµ∗ν for any µ, ν ∈ I. Therefore the first
assertion follows. In addition, for any v, w ∈ V we have
SvSw = Ad(v)Ad(w) = Ad(v)∗d(w) = Sd−1(d(v)∗d(w)) = Sv∗w
by Proposition 2.5. The other assertions follow from Proposition 3.5 (ii) and
the definitions of ⊛ and ⊛ .
Let m be a positive integer. For µ = (µ1, . . . , µp), ν = (ν1, . . . , νq) ∈ Im and
n, k ∈ N, we also consider a finite sum
sµ,ν(n, k) =
(
n+ k
n
)−1 ∑
0≤n1≤···≤np=n
0≤k1≤···≤kq=k
1
(ni1 + kj1 + 1) · · · (nim + kjm + 1)
,
where
(i1, . . . , im) = (1, . . . , 1︸ ︷︷ ︸
µ1
, . . . , p, . . . , p︸ ︷︷ ︸
µp
)
and
(j1, . . . , jm) = (1, . . . , 1︸ ︷︷ ︸
ν1
, . . . , q, . . . , q︸ ︷︷ ︸
νq
).
We note that
sµ,ν(n, 0) = sµ(n) and sµ,ν(0, k) = sν(k). (10)
Lemma 3.7. Let µ = (µ1, . . . , µp), ν = (ν1, . . . , νq) ∈ I and let |µ| = |ν| = m.
Then for any n, k ∈ N, we have
sµ−,ν−(n, k) =
{
(n+ k + 1)sµ,ν(n, k)− k sµ,ν(n, k − 1) if µp > 1 and νq = 1
(n+ k + 1)sµ,ν(n, k)− n sµ,ν(n− 1, k) if µp = 1 and νq > 1,
where we put k sµ,ν(n, k − 1) = 0 if k = 0 and n sµ,ν(n− 1, k) = 0 if n = 0.
Proof. We shall prove the lemma only for µp > 1 and νq = 1. We can prove the
lemma for µp = 1 and νq > 1 similarly. We have
(n+ k + 1)sµ,ν(n, k)− k sµ,ν(n, k − 1)
=
(
n+ k
n
)−1
(n+ k + 1)
∑
0≤n1≤···≤np=n
0≤k1≤···≤kq=k
1
(ni1 + kj1 + 1) · · · (nim + kjm + 1)
−
(
n+ k
n
)−1
(n+ k)
∑
0≤n1≤···≤np=n
0≤k1≤···≤kq=k−1
1
(ni1 + kj1 + 1) · · · (nim + kjm + 1)
.
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Since µp > 1 and νq = 1, this equals
(
n+ k
n
)−1

∑
0≤n1≤···≤np=n
0≤k1≤···≤kq−1≤k
1
(ni1 + kj1 + 1) · · · (nim−1 + kjm−1 + 1)
−
∑
0≤n1≤···≤np=n
0≤k1≤···≤kq−1≤k−1
1
(ni1 + kj1 + 1) · · · (nim−1 + kjm−1 + 1)


=
(
n+ k
n
)−1 ∑
0≤n1≤···≤np=n
0≤k1≤···≤kq−1=k
1
(ni1 + kj1 + 1) · · · (nim−1 + kjm−1 + 1)
.
We have thus proved the lemma.
Theorem 3.8. For any µ ∈ I and n, k ∈ N we have (∆ksµ)(n) = sµ,µ∗(n, k).
Proof. For µ ∈ I, we put
fµ(x, y) =
∞∑
n,k=0
(∆ksµ)(n)
xnyk
n! k!
and for µ, ν ∈ I with |µ| = |ν|, we put
gµ,ν(x, y) =
∞∑
n,k=0
sµ,ν(n, k)
xnyk
n! k!
.
If we have
(∂x + ∂y − 1)gµ,µ∗(x, y) = 0, (11)
then by Lemma 3.2 and (10) we have fµ(x, y) = gµ,µ∗(x, y). Therefore we have
only to prove (11). If we put
ξ = x∂x + y∂y + 1− y and η = x∂x + y∂y + 1− x,
by Lemma 3.7 we have
gµ−,ν− =
{
ξgµ,ν if µp > 1 and νq = 1
ηgµ,ν if µp = 1 and νq > 1.
We note that
(∂x + ∂y − 1)ξ − ξ(∂x + ∂y + 1) = ∂x + ∂y − 1
and
(∂x + ∂y − 1)η − η(∂x + ∂y + 1) = ∂x + ∂y − 1.
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We prove (11) by induction on |µ|. For |µ| = 1 (i.e. µ = (1)), we have
gµ,µ∗(x, y) =
∞∑
n,k=0
xnyk
(n+ k + 1)!
.
Therefore we can easily check that (11) holds in this case. We assume that
the claim (11) is true for |µ| = m. Let |µ| = m + 1, µ = (µ1, . . . , µp) and
µ∗ = (µ∗1, . . . , µ
∗
q). If µp > 1, then we have µ
∗
q = 1 by (4). Therefore we obtain
(ξ + 1)(∂x + ∂y − 1)gµ,µ∗ = (∂x + ∂y − 1)ξgµ,µ∗ = (∂x + ∂y − 1)gµ−,(µ∗)−
= (∂x + ∂y − 1)gµ−,(µ−)∗ = 0
by the hypothesis of the induction. If µp = 1, then we obtain (η+ 1)(∂x + ∂y −
1)gµ,µ∗ = 0 by a similar argument. We can easily check that mappings ξ + 1,
η + 1: C[[x, y]]→ C[[x, y]] are injections. Thus we have proved (11).
Corollary 3.9. For any µ ∈ I, we have ∇sµ = sµ∗ .
Proof. If we set n = 0 in Theorem 3.8, we obtain the result by (10).
We define T : CN → CN by
(Ta)(n) = a(n+ 1) (a ∈ CN, n ∈ N),
and then we have ∆ = ∇T∇.
Corollary 3.10. For any µ ∈ I and n ∈ N, we have
(∇Sµ)(n) =
{
0 if n = 0
−sµ∗(n− 1) if n ≥ 1.
Proof. By Proposition 3.5 (i) and Corollary 3.9 we have T∇Sµ = −sµ∗ , which
completes the proof.
The following estimation is used in Section 5.
Proposition 3.11. Let k ∈ N and let µ = (µ1, . . . , µp) ∈ I. For any ε > 0, we
have
(∆ksµ)(n) = O
(
1
nk+µp−ε
)
(n→∞).
Proof. Let |µ| = m and let µ∗ = (µ∗1, . . . , µ
∗
q). By Theorem 3.8 we have
(∆ksµ)(n) =
(
n+ k
n
)−1 ∑
0≤n1≤···≤np=n
0≤k1≤···≤kq=k
1
(ni1 + kj1 + 1) · · · (nim + kjm + 1)
,
where
(i1, . . . , im) = (1, . . . , 1︸ ︷︷ ︸
µ1
, . . . , p, . . . , p︸ ︷︷ ︸
µp
), (j1, . . . , jm) = (1, . . . , 1︸ ︷︷ ︸
µ∗1
, . . . , q, . . . , q︸ ︷︷ ︸
µ∗q
).
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The number of elements of the set
{(k1, . . . , kq−1) ∈ N
q−1 | 0 ≤ k1 ≤ · · · ≤ kq−1 ≤ k}
is bounded by (k + 1)q−1. Hence we have∑
0≤n1≤···≤np=n
0≤k1≤···≤kq=k
1
(ni1 + kj1 + 1) · · · (nim + kjm + 1)
≤
∑
0≤n1≤···≤np=n
0≤k1≤···≤kq=k
1
(n1 + 1)µ1 · · · (np + 1)µp
≤ (k + 1)q−1
∑
0≤n1≤···≤np=n
1
(n1 + 1)µ1 · · · (np + 1)µp
≤
(k + 1)q−1
(n+ 1)µp

 ∑
0≤n1≤n
1
n1 + 1

 · · ·

 ∑
0≤np−1≤n
1
np−1 + 1


= O
(
logp−1 n
nµp
)
(n→∞),
which completes the proof.
Moreover, we use the inequality
sµ1,...,µp(n) ≥
1
(n+ 1)µp
(n ∈ N) (12)
in Section 5.
4 The Newton series
In this section, we state general properties of the Newton series needed later.
We do not prove Propositions 4.1, 4.2 and 4.4. For proofs of these propositions,
see [3, 9, 13]. For a sequence a ∈ CN, the series with complex variable z
f(z) =
∞∑
n=0
(−1)n(∇a)(n)
(
z
n
)
,
(
z
n
)
=
z(z − 1) · · · (z − n+ 1)
n!
(13)
is called the Newton series which interpolates a sequence a. In fact, for z = n ∈
N, the sum of this series is
n∑
k=0
(−1)k(∇a)(k)
(
n
k
)
= (∇2a)(n) = a(n)
by Propositions 3.4 and 3.3. We first state known results for the convergence of
the Newton series.
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Proposition 4.1. Let a ∈ CN and z0 ∈ C \ N. If the Newton series
∞∑
n=0
(−1)na(n)
(
z
n
)
converges at z = z0, then the series converges uniformly in the wider sense in
the region Re z > Re z0.
By Proposition 4.1, there exists the unique ρ ∈ R∪{±∞} such that the series
f(z) defined by (13) converges if Re z > ρ and does not converge if Re z < ρ and
z /∈ N. We call ρ the abscissa of convergence of the series f(z). The function
f(z) is analytic in the region Re z > ρ.
Proposition 4.2. Let a ∈ CN and z ∈ C \ N. Then the Newton series
∞∑
n=0
(−1)na(n)
(
z
n
)
converges (resp. converges absolutely) if and only if the Dirichlet series
∞∑
n=0
a(n)
(n+ 1)z+1
converges (resp. converges absolutely).
The following corollary is immediate from Proposition 4.2.
Corollary 4.3. Let a ∈ CN and ε ∈ R. If we have a(n) = O(nε) (n → ∞),
then the Newton series
∞∑
n=0
(−1)na(n)
(
z
n
)
converges absolutely for any z ∈ C with Re z > ε.
The function f(z) defined by a Newton series is uniquely determined by f(n)
for all sufficiently large integers n.
Proposition 4.4. Let a ∈ CN and let the Newton series
f(z) =
∞∑
n=0
(−1)na(n)
(
z
n
)
have the abscissa of convergence ρ. If there exists N ∈ N such that f(n) = 0
for any integers n ≥ N , then we have f(z) = 0 for any Re z > ρ.
The product of two Newton series does not necessarily have a Newton series
expansion. We give a sufficient condition for the product of two Newton series
to be expanded to a Newton series. We need a lemma.
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Lemma 4.5. Let a ∈ CN and let the Newton series
f(z) =
∞∑
n=0
(−1)na(n)
(
z
n
)
have the abscissa of convergence ρ. Let k ∈ N. Then for any Re z > ρ+ k, we
have
(−1)k
(
z
k
)
f(z) =
∞∑
n=k
(−1)n
(
n
k
)
(∆ka)(n− k)
(
z
n
)
.
Proof. For any z ∈ C and n, k ∈ N, we have(
z
n
)
=
k∑
i=0
(
k
i
)(
z − k
n− i
)
.
Hence we have for any Re z > ρ
(−1)k
(
z
k
)
f(z)
= (−1)k
k∑
i=0
(
k
i
) ∞∑
n=i
(−1)na(n)
(
z
k
)(
z − k
n− i
)
= (−1)k
k∑
i=0
(
k
i
) ∞∑
n=i
(−1)na(n)
(
k + n− i
k
)(
z
k + n− i
)
= (−1)k
k∑
i=0
(
k
i
) ∞∑
n=0
(−1)n+ia(n+ i)
(
k + n
k
)(
z
k + n
)
.
By Proposition 3.4, this is equal to
(−1)k
∞∑
n=0
(−1)n(∆ka)(n)
(
k + n
k
)(
z
k + n
)
,
which completes the proof.
Proposition 4.6. Let a, b ∈ CN. Let the Newton series
f(z) =
∞∑
n=0
(−1)na(n)
(
z
n
)
and g(z) =
∞∑
n=0
(−1)nb(n)
(
z
n
)
have the abscissas of convergence ρa and ρb, respectively. Let ε > 0. We assume
that sequences a and b satisfy the following conditions:
(i) The values a(n) and (∆kb)(n) are non-negative for any n, k ∈ N.
(ii) ρa < 0.
(iii) For any k ∈ N we have (∆kb)(n) = O(n−k−ε) (n→∞).
Then the product f(z)g(z) is expressed by a Newton series in the half-plane
Re z > max{ρa,−ε}.
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Proof. Let k ∈ N. By Lemma 4.5, it holds that
(−1)k
(
z
k
)
g(z) =
∞∑
n=k
(−1)n
(
n
k
)
(∆kb)(n− k)
(
z
n
)
(14)
for any Re z > ρb + k. By setting k = 0 in the condition (iii), we have b(n) =
O(n−ε) (n→∞). According to Corollary 4.3, the Newton series g(z) converges
in Re z > −ε. Again by the condition (iii), we have(
n
k
)
(∆kb)(n− k) = O(n−ε) (n→∞).
So the right-hand side of (14) converges in Re z > −ε. Thus we see that the
equality (14) is valid for any Re z > −ε. Let Re z > max{ρa,−ε}. We multiply
the both sides of (14) by a(k) and take the sum over all values of k from 0 to
∞. Consequently, we obtain
f(z)g(z) =
∞∑
k=0
∞∑
n=k
a(k)(−1)n
(
n
k
)
(∆kb)(n− k)
(
z
n
)
. (15)
If we take z as a negative real number with z > max{ρa,−ε}, then each term
of the right-hand side of (15) is non-negative from the condition (i). Hence the
right-hand side of (15) is equal to
∞∑
n=0
(−1)n
{
n∑
k=0
a(k)
(
n
k
)
(∆kb)(n− k)
}(
z
n
)
.
Thus we have completed the proof.
The Taylor expansion of a Newton series is given by the following proposi-
tion. We note that the definition of the sequence aµ (µ ∈ I) is given in Section
3.
Proposition 4.7. Let a ∈ CN be any sequence. We suppose that the abscissa
of convergence of the Newton series
f(z) =
∞∑
n=0
(−1)na(n)
(
z
n
)
is negative. Then we have
f(z) = a(0) +
∞∑
m=1
(−1)m


∞∑
n=1
a(n)a1, . . . , 1︸ ︷︷ ︸
m
(n− 1)

 zm
in some neighborhood of 0.
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Proof. Let m, n ≥ 1. Then we have
1
m!
dm
dzm
(
z
n
) ∣∣∣∣
z=0
=
(
z
n
) ∑
0≤n1<···<nm<n
1
(z − n1) · · · (z − nm)
∣∣∣∣
z=0
= (−1)n+m a1, . . . , 1︸ ︷︷ ︸
m
(n− 1),
which completes the proof.
5 A class of relations among multiple zeta values
In this section, we consider the Newton series which interpolates the sequence
Sµ and derive a class of relations among MZV’s. For µ ∈ I, we define
fµ(z) =
∞∑
n=0
(−1)n(∇sµ)(n)
(
z
n
)
and Fµ(z) =
∞∑
n=0
(−1)n(∇Sµ)(n)
(
z
n
)
.
The abscissas of convergence of fµ(z) and Fµ(z) are given by Proposition 5.1.
Proposition 5.1. Let µ ∈ I and let
µ = (µ1, . . . , µr, 1, . . . , 1︸ ︷︷ ︸
l
) (µr ≥ 2, r ≥ 0, l ≥ 0).
Then the abscissas of convergence of the Newton series fµ(z) and Fµ(z) are
both −l− 1.
Proof. We prove only the case Fµ(z). The case fµ(z) is proved similarly. Let
µ∗ = (µ∗1, . . . , µ
∗
q). Then we have µ
∗
q = l + 1 by (4). By Corollary 3.10 and
Proposition 3.11, we obtain
(∇Sµ)(n) = O
(
1
nl+1−ε
)
(n→∞)
for any ε > 0. Therefore Fµ(z) converges for any Re z > −l − 1 by Corollary
4.3. Since we have
sµ∗(n) ≥
1
(n+ 1)l+1
(n ∈ N)
by (12), the Dirichlet series
∞∑
n=0
(∇Sµ)(n)
(n+ 1)z+1
= −
∞∑
n=1
sµ∗(n− 1)
(n+ 1)z+1
diverges at z = −l − 1. Hence the assertion follows from Proposition 4.2.
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More generally, we define
Fv(z) =
∞∑
n=0
(−1)n(∇Sv)(n)
(
z
n
)
for any v ∈ V . By Proposition 5.1, Fv(z) converges at least in the region
Re z > −1 and therefore it can be expanded in a Taylor series at z = 0. We
shall prove that the Taylor coefficients of Fv(z) is expressed by MZV’s. We
denote the Q-vector space whose basis is I+ := {µ+ |µ ∈ I} by V +. We define
Q-linear mappings ζ and ζ from V + to R by
ζ(v) =
∞∑
n=0
av(n) (v ∈ V
+) and ζ(v) =
∞∑
n=0
sv(n) (v ∈ V
+),
respectively. It is easily seen that ζ(v) = ζ(d(v)) and ζ(v) = ζ(d−1(v)) from
Proposition 3.6 (i).
Proposition 5.2. Let v ∈ V . Then we have
Fv(z) =
∞∑
m=1
(−1)m−1 ζ
(
d∗(v)⊛ (1, . . . , 1︸ ︷︷ ︸
m
)
)
zm
in some neighborhood of 0.
Proof. By Proposition 4.7 and Corollary 3.10, we have
Fv(z) =
∞∑
m=1
(−1)m−1


∞∑
n=1
sv∗(n− 1) a1, . . . , 1︸ ︷︷ ︸
m
(n− 1)

 zm.
Since
∞∑
n=0
sv∗(n) a1, . . . , 1︸ ︷︷ ︸
m
(n) =
∞∑
n=0
ad∗(v)⊛ (1, . . . , 1︸ ︷︷ ︸
m
)(n) = ζ
(
d∗(v)⊛ (1, . . . , 1︸ ︷︷ ︸
m
)
)
by Proposition 3.6, the proposition is proved.
In Section 3, we stated the harmonic product relations for the finite multiple
harmonic sums Sv(n) (Proposition 3.6 (ii)). The functions Fv(z) also satisfy the
harmonic product relations which come from those for Sv(n).
Theorem 5.3. Let v, w ∈ V . Then we have
Fv(z)Fw(z) = Fv ∗w(z) (16)
for any z ∈ C with Re z > −1.
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Proof. Let µ, ν ∈ I. By Lemma 4.5, the function (z+1)fµ#(1)(z) is expanded
to a Newton series. Therefore we have
(z + 1)fµ#(1)(z) = Fµ(z + 1) (Re z > −2)
by Propositions 3.5 (ii) and 4.4. Since fµ#(1)(z)fν#(1)(z) is expanded to a
Newton series by Propositons 3.11 and 4.6, the product Fµ(z + 1)Fν(z + 1) is
also expanded to a Newton series. Hence we have
Fµ(z + 1)Fν(z + 1) = Fµ∗ν(z + 1) (Re z > −2),
which completes the proof.
Now we are in a stage to get the relations among MZV’s.
Corollary 5.4. For any v, w ∈ V and any integer m ≥ 1, we have∑
k+l=m
k,l≥1
ζ
(
uσ(v)⊛ (1, . . . , 1︸ ︷︷ ︸
k
)
)
ζ
(
uσ(w)⊛ (1, . . . , 1︸ ︷︷ ︸
l
)
)
= ζ
(
uσ(v ∗ w) ⊛ (1, . . . , 1︸ ︷︷ ︸
m
)
)
.
Proof. We compare the Taylor coefficients in (16). By Proposition 5.2, we have
∑
k+l=m
k,l≥1
ζ
(
d∗(v)⊛ (1, . . . , 1︸ ︷︷ ︸
k
)
)
ζ
(
d∗(w)⊛ (1, . . . , 1︸ ︷︷ ︸
l
)
)
= −ζ
(
d∗(v ∗w) ⊛ (1, . . . , 1︸ ︷︷ ︸
m
)
)
.
If we replace v and w by d−1(v) and d−1(w), respectively, we obtain the result
since we have d−1(v) ∗ d−1(w) = d−1(v ∗w) and d ∗ d−1 = −uσ by Propositions
2.5 and 2.3.
We define
ζ+(v) = ζ(v+) and ζ+(v) = ζ(v+)
for any v ∈ V . Then it is easily seen that
ζ+(v) = ζ+
(
d(v)
)
. (17)
We denote the Q-vector space generated by v ∗ w for all v, w ∈ V by V ∗ V .
The following corollary follows from Corollary 5.4 on setting m = 1.
Corollary 5.5. We have uσ(V ∗ V ) ⊂ ker ζ+.
Remark 5.6. We can state Corollary 5.5 as a claim for ζ+. By (17) we have
ζ+
(
d−1uσ(v ∗w)
)
= 0 for any v, w ∈ V . If we replace v by d(v) and w by d(w),
then we obtain
ζ+
(
(v ∗w)∗
)
= 0
from Propositions 2.5 and 2.3.
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Remark 5.7. This remark was suggested by the referee. By a calculation similar
to
A2(n) =
∑
0≤n1<n
∫ 1
0
∫ 1
0
(x1x2)
n1 dx1dx2 =
∫ 1
0
∫ 1
0
1− (x1x2)
n
1− x1x2
dx1dx2,
for any µ = (µ1, . . . , µp) ∈ I and n ∈ N we obtain
Aµ(n) =
∫ 1
0
· · ·
∫ 1
0
∑
ε1,...,εp−1=0,1
(−1)ε1+···+εp−1
×
1− (y
ε1···εp−1
1 y
ε2···εp−1
2 · · · y
εp−1
p−1 yp)
n
(1− y1)(1 − y
ε1
1 y2) · · · (1− y
ε1···εp−1
1 y
ε2···εp−1
2 · · · y
εp−1
p−1 yp)
dx1 · · · dx|µ|,
where yi = xµ1+···+µi−1+1 · · ·xµ1+···+µi−1+µi (1 ≤ i ≤ p). Therefore we conjec-
ture that
Gµ(z) :=
∞∑
n=0
(−1)n(∇Aµ)(n)
(
z
n
)
=
∫ 1
0
· · ·
∫ 1
0
∑
ε1,...,εp−1=0,1
(−1)ε1+···+εp−1
×
1− (y
ε1···εp−1
1 y
ε2···εp−1
2 · · · y
εp−1
p−1 yp)
z
(1− y1)(1 − y
ε1
1 y2) · · · (1 − y
ε1···εp−1
1 y
ε2···εp−1
2 · · · y
εp−1
p−1 yp)
dx1 · · · dx|µ|
for Re z > 0. Since
Gµ(z) =
∞∑
m=1
(−1)mζ
(
uσ(µ)⊛ (1, . . . , 1︸ ︷︷ ︸
m
)
)
zm,
we obtain
ζ+
(
uσ(µ)
)
=
∫ 1
0
· · ·
∫ 1
0
∑
ε1,...,εp−1=0,1
(−1)ε1+···+εp−1
×
log(y
ε1···εp−1
1 y
ε2···εp−1
2 · · · y
εp−1
p−1 yp)
(1− y1)(1 − y
ε1
1 y2) · · · (1− y
ε1···εp−1
1 y
ε2···εp−1
2 · · · y
εp−1
p−1 yp)
dx1 · · · dx|µ|.
It seems to be possible to prove Corollary 5.5 by standard manipulation on
integrals. For example, if µ = ν = (1), we have
ζ+
(
uσ(µ ∗ ν)
)
= ζ+
(
uσ(2)
)
+ 2ζ+
(
uσ(1, 1)
)
=
∫ 1
0
∫ 1
0
{
log(x1x2)
1− x1x2
+
2 logx2
(1− x1)(1− x2)
−
2 log(x1x2)
(1− x1)(1− x1x2)
}
dx1dx2.
Since the integrand is equal to
−
1 + x1
(1− x1)(1 − x1x2)
log x1 +
1 + x2
(1 − x2)(1 − x1x2)
log x2,
the right-hand side of the above equation is zero. This remark is related to
the research for harmonic sums and Mellin transforms studied by the physicists
Blu¨mlein and Vermaseren [1, 18].
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6 The number of the relations
For m ≥ 0 we define Vm to be the Q-vector space whose basis is Im, where I0 =
{φ}. In this section, we give the dimension of the space uσ(V ∗ V )∩ Vm, which
is the number of independent relations among MZV’s of weight m obtained
from Corollary 5.5. Since uσ is an isomorphism of the graded vector space
V˜ =
⊕
m≥0 Vm, we have
dimQ(uσ(V ∗ V ) ∩ Vm) = dimQ((V ∗ V ) ∩ Vm). (18)
Since the bilinear mapping ∗ : V˜ ×V˜ → V˜ is associative and commutative, (V˜ , ∗)
is a commutative Q-algebra with unit φ. The key to proving Corollary 6.5 is
the fact that (V˜ , ∗) is the polynomial algebra on the set of Lyndon words over
Z≥1, which is due to Malvenuto and Reutenauer [12].
We start with the definition of the Lyndon words. Let A be a set. A word
over A is a finite sequence of elements of A. We denote the length of a word u
by l(u), that is, we put l(u) = p for a word u = (a1, . . . , ap) (ai ∈ A). For two
words u = (a1, · · · , ap) and v = (b1, · · · , bq), we define a word uv by
uv = (a1, · · · , ap, b1, · · · , bq).
A word (a1, a2, . . . , ap) is usually written as a1a2 · · ·ap. A lexicographic order
on the set of words is given by a total order  on A: For any words u = a1 · · · ap,
v = b1 · · · bq, one sets u  v if either
p ≤ q and a1 = b1, . . . , ap = bp
or there exists some 1 ≤ i ≤ min{p, q} such that
a1 = b1, . . . , ai−1 = bi−1, ai ≺ bi.
Definition 6.1. Let (A,) be a totally ordered set. A word over A is called a
Lyndon word if it is strictly smaller than any of its proper right factors, that is,
u = a1 · · · ap (ai ∈ A) is a Lyndon word if u ≺ ai · · · ap for any 2 ≤ i ≤ p.
We denote by ψk(n) the number of Lyndon words of length n over a finite
set of cardinality k. Then we have
kn =
∑
d|n
dψk(d) (19)
and
nψk(n) =
∑
d|n
µ
(n
d
)
kd, (20)
where the sums run over the positive divisors of n and µ is the Mo¨bius func-
tion (see [11, p. 65]). The equality (20) is obtained from (19) and the Mo¨bius
inversion formula.
In Section 2, we defined a multi-index to be a finite sequence of positive
integers. Namely, a multi-index is nothing else but a word over Z≥1. Let Z≥1
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be totally ordered by the usual relation. We denote the set of Lyndon words
over Z≥1 by L and the set of elements in L of weight m by Lm. We define Ψ(m)
to be the cardinality of the set Lm.
Proposition 6.2. We have Ψ(m) = ψ2(m) for any m ≥ 2.
Proof. Let Wm be the set of words over {x, y} of length m which start with x.
The elements of Im are in one-to-one correspondence with those of Wm by the
mapping
(µ1, µ2, . . . , µp) 7→ x y · · · y︸ ︷︷ ︸
µ1−1
x y · · · y︸ ︷︷ ︸
µ2−1
· · ·x y · · · y︸ ︷︷ ︸
µp−1
.
If we define a total order on the set {x, y} by setting x ≺ y, we can easily show
that the Lyndon words in Im are in one-to-one correspondence with the Lyndon
words in Wm under the above correspondence. A Lyndon word over {x, y}
whose length is greater than or equal to 2 necessarily starts with x. Hence the
assertion follows.
Corollary 6.3. We have
Ψ(m) =
1
m
∑
d|m
µ
(m
d
)
2d
for any m ≥ 2.
Proof. It follows from (20) and Proposition 6.2.
For proofs of the following theorem, see [5, Section 2] or [12, Section 2].
Theorem 6.4. V˜ is the polynomial algebra over Q on the set L.
Corollary 6.5. We have
dimQ(uσ(V ∗ V ) ∩ Vm) = 2
m−1 −
1
m
∑
d|m
µ
(m
d
)
2d
for any m ≥ 2.
Proof. By Theorem 6.4, we have
Vm = QLm ⊕
(
(V ∗ V ) ∩ Vm
)
for any m ≥ 1. Since dimQ Vm = 2
m−1, the assertion follows from Corollary 6.3
and (18).
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7 The duality
In this section, we prove that the assertion of Corollary 5.5 contains the duality.
For non-negative integers p, q with (p, q) 6= (0, 0), we define Dp,q to be the set
of 2 × l (l ≥ 1) matrices (kij) with entries in the non-negative integers which
satisfy k1j ≤ 1 (1 ≤ j ≤ l), k1j + k2j > 0 (1 ≤ j ≤ l),
∑l
j=1 k1j = p and∑l
j=1 k2j = q. For example, D1,2 consists of(
1 0 0
0 1 1
)
,
(
0 1 0
1 0 1
)
,
(
0 0 1
1 1 0
)
,(
1 0
1 1
)
,
(
0 1
1 1
)
,
(
1 0
0 2
)
,
(
0 1
2 0
)
,
(
1
2
)
. (21)
We put
D0p,q = {(kij) ∈ Dp,q | k11 = 0} and D
1
p,q = {(kij) ∈ Dp,q | k11 = 1}.
For µ = (µ1, . . . , µp), ν = (ν1, . . . , νq) ∈ I˜ with (µ,ν) 6= (φ, φ), l(µ) = p and
l(ν) = q, we define a mapping
Φp,q;µ,ν : Dp,q →
⋃
β≤ν
Hµ,β,
(
k11 · · · k1l
k21 · · · k2l
)
7→
(
m11 · · · m1l
m21 · · · m2l
)
by
(m11,m12, . . . ,m1l)
= (µ1 + µ2 + · · ·+ µx︸ ︷︷ ︸
k11
, µx+1 + µx+2 + · · ·+ µy︸ ︷︷ ︸
k12
, . . . , µz+1 + µz+2 + · · ·+ µp︸ ︷︷ ︸
k1l
)
and
(m21,m22, . . . ,m2l)
= (ν1 + ν2 + · · ·+ νx′︸ ︷︷ ︸
k21
, νx′+1 + νx′+2 + · · ·+ νy′︸ ︷︷ ︸
k22
, . . . , νz′+1 + νz′+2 + · · ·+ νq︸ ︷︷ ︸
k2l
),
where Hµ,β is defined in Section 2. For example, Φ1,2;µ,ν sends elements of (21)
to (
µ1 0 0
0 ν1 ν2
)
,
(
0 µ1 0
ν1 0 ν2
)
,
(
0 0 µ1
ν1 ν2 0
)
,(
µ1 0
ν1 ν2
)
,
(
0 µ1
ν1 ν2
)
,
(
µ1 0
0 ν1 + ν2
)
,
(
0 µ1
ν1 + ν2 0
)
,
(
µ1
ν1 + ν2
)
,
respectively. It is easily seen that Φp,q;µ,ν is a bijection.
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Proposition 7.1. For any µ = (µ1, . . . , µp) ∈ I, we have
p∑
h=0
(−1)h τ(µ1, . . . , µh) ∗ d(µh+1, . . . , µp) = 0,
where (µ1, . . . , µh) = φ if h = 0 and (µh+1, . . . , µp) = φ if h = p.
Proof. Let 0 ≤ h ≤ p. We denote the composition
Dh,p−h
Φh,p−h;τ(µ1 ,...,µh),(µh+1 ,...,µp)
−−−−−−−−−−−−−−−−−−−−→
⋃
β≤(µh+1,...,µp)
Hτ(µ1,...,µh),β → I
(
k11 · · · k1l
k21 · · · k2l
)
7→
(
m11 · · · m1l
m21 · · · m2l
)
7→ (m11 +m21, . . . ,m1l +m2l)
by ψh. By the definition of the harmonic product ∗ and the mapping d, we have
τ(µ1, . . . , µh) ∗ d(µh+1, . . . , µp) =
∑
D∈Dh,p−h
ψh(D).
For any 0 ≤ h < p, the mapping
D0h,p−h → D
1
h+1,p−h−1,
D =
(
0 k12 · · · k1l
k21 k22 · · · k2l
)
7→ D′ =
(
1 k12 · · · k1l
k21 − 1 k22 · · · k2l
)
is a bijection and clearly ψh(D) = ψh+1(D
′). Consequently, we have
p∑
h=0
(−1)h τ(µ1, . . . , µh) ∗ d(µh+1, . . . , µp)
=
p∑
h=0
(−1)h

 ∑
D∈D0
h,p−h
+
∑
D∈D1
h,p−h

 ψh(D)
=
p−1∑
h=0
(−1)h
∑
D∈D0
h,p−h
ψh(D) +
p−1∑
h=0
(−1)h+1
∑
D∈D1
h+1,p−h−1
ψh+1(D)
= 0.
Thus we get the proposition.
The duality reads
(τ − ∗)(V ) ⊂ ker ζ+.
Therefore Corollary 7.2 says that the assertion of Corollary 5.5 contains the
duality.
Corollary 7.2. We have (τ − ∗)(V ) ⊂ uσ(V ∗ V ).
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Proof. Let µ = (µ1, . . . , µp) ∈ I. By Proposition 7.1, we have
−
p−1∑
h=1
(−1)h τ(µ1, . . . , µh) ∗ d(µh+1, . . . , µp) = (στ + d)(µ). (22)
By Proposition 2.1 and 2.3 (v), we have uσ(στ + d) = (τ −∗)u. Applying uσ to
both sides of (22), we obtain (τ −∗)u(µ) ∈ uσ(V ∗V ). Thus we have completed
the proof.
8 Ohno’s relation
In this section, we prove that the assertion of Corollary 5.5 contains Ohno’s
relation. In Section 2, we defined V˜ to be the Q-vector space whose basis is I˜
(:= {φ} ∪ I). For v ∈ V˜ , we define the Q-linear mapping mv from V˜ to V˜ by
mv(w) = v ∗ w (w ∈ V˜ ).
For µ = (µ1, . . . , µp) ∈ I, we define the mapping Oµ : I˜ → V˜ by
Oµ(ν) =
∑
1≤i1<...<ip≤q
(ν1, . . . , νi1 + µ1, . . . , νip + µp, . . . , νq)
(ν = (ν1, . . . , νq) ∈ I) and Oµ(φ) = 0. We extend the mapping Oµ linearly on
V˜ . By setting Oφ = idV˜ , we obtain the mapping I˜ → EndQ(V˜ ), µ 7→ Oµ. We
extend this mapping linearly on V˜ . We define Ov = ∗Ov∗ for any v ∈ V˜ .
Proposition 8.1. For any µ ∈ I˜, we have Oµσ = σOµ and Oµσ = (−1)
|µ|σOµ.
Proof. The first assertion is easily seen. Let µ = (µ1, . . . , µp) ∈ I. Let ν ∈ I
and ν∗ = (ν∗1 , . . . , ν
∗
r ). Then by (3) we have
σOµ(ν) =
∑
1≤i1<···<ip≤r
(−1)|µ|+|ν|+1−r ∗ (ν∗1 , . . . , ν
∗
i1
+ µ1, . . . , ν
∗
ip
+ µp, . . . , ν
∗
r ).
Since |ν|+ 1− r = l(ν), the second assertion follows.
Proposition 8.2. For any v ∈ V˜ , we have Ovτ = τOτ(v).
Proof. This is easily seen.
Proposition 8.3. For any v, w ∈ V˜ , we have OvOw = Ov∗w.
Proof. It is easily seen that OµOν = Oµ∗ν for any µ, ν ∈ I˜.
In the following, if r = 0, we put
(r) = φ and (1, . . . , 1︸ ︷︷ ︸
r
) = φ.
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Proposition 8.4. For any µ, ν ∈ I and any integer r ≥ 0, we have
Ou(r)(µ#ν) =
∑
k+l=r
k,l≥0
Ou(k)(µ)#Ou(l)(ν)
and
Ou(r)(µ #˙ν) =
∑
k+l=r
k,l≥0
Ou(k)(µ) #˙Ou(l)(ν).
Proof. The first is easily seen. The second follows from the first and Proposition
2.6.
Proposition 8.5. Let µ ∈ I. For any ν ∈ I, we have
Oµ((1) #˙ν) = (1) #˙Oµ(ν) and Oµ((1)#ν) = (1)#Oµ(ν).
Proof. The first is easily seen. The second follows from the first and Proposition
2.6.
Proposition 8.6. For any µ ∈ I and any integer r ≥ 0, we have
O1, . . . , 1︸ ︷︷ ︸
r
(µ) =
∑
ν1 # ···# νr+1=µ
ν1,...,νr∈I,νr+1∈I˜
ν1 #˙
(
(1)#ν2
)
#˙ · · · #˙
(
(1)#νr+1
)
and
Ou(r)(µ) =
∑
ν1 # ···# νr+1=µ
ν1,...,νr∈I˜, νr+1∈I
(
ν1#(1)
)
#˙ · · · #˙
(
νr#(1)
)
#˙νr+1.
Proof. These are easily seen.
By Propositions 8.6 and 2.6, we obtain
Ou(r)(µ) =
∑
ν1 #˙ ··· #˙ νr+1=µ
ν1,...,νr∈I˜, νr+1∈I
(ν1)+# · · · #(νr)+#νr+1. (23)
Ohno’s relation reads
Ou(r)(t− ∗)(V ) ⊂ ker ζ
+ (r ≥ 0).
The key to proving Corollary 8.12, which says that the assertion of Corollary
5.5 contains Ohno’s relation, is the following proposition.
Proposition 8.7. For any integer r ≥ 0, we have
u−1m1, . . . , 1︸ ︷︷ ︸
r
u =
r∑
k=0
Ou(r−k)O1, . . . , 1︸ ︷︷ ︸
k
.
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Proof. It is immediate from Lemmas 8.8 and 8.10, which are proved later.
We associate a multi-index µ = (µ1, . . . , µp) with a diagram
↓ ↓ ↓ } arrows
©© · · · © ©© · · · © · · · ©© · · · © ,
µ1 µ2 µp
where the number of arrows is p − 1. For example, we associate multi-indices
(2, 2) and (1, 2, 1) with diagrams
↓ ↓ ↓
© © © © and © © © © .
Then multi-indices are in one-to-one correspondence with these diagrams. Let
n1, . . . , nr (r ≥ 1) be non-negative integers with n1+ · · ·+nr = |µ|. We define
ν1, . . . , νr ∈ I˜ by
ν1︷ ︸︸ ︷ ν2︷ ︸︸ ︷ νr︷ ︸︸ ︷
} arrows of µ
© · · · © © · · · © · · · © · · · © ,
n1 n2 nr
where the weight of νi is ni. We call (ν
1, . . . ,νr) the (n1, . . . , nr)-partition of µ
and write (ν1, . . . ,νr) ||µ. For example, the (2, 1, 3)-partition and the (3, 0, 3)-
partition of (2, 2, 2) are ((2), (1), (1, 2)) and ((2, 1), φ, (1, 2)) by the following
diagrams
↓ ↓ ↓ ↓
© © © © © © and © © © © © © .
2 1 3 3 3
Lemma 8.8. For any µ ∈ I and any integer r ≥ 0, we have
u−1m1, . . . , 1︸ ︷︷ ︸
r
u(µ) =
∑
(ν1,...,νr+1) ||µ
νi∈I˜
(ν1)+# · · · #(νr)+#νr+1.
Proof. We define a mapping f : I˜ → V by f(φ) = (1) and f(α) = α#(1) +
α #˙ (1) (α ∈ I). Then we have
m1, . . . , 1︸ ︷︷ ︸
r
(µ) =
∑
α1 # ···#αr+1=µ
αi∈I˜
f(α1)# · · · # f(αr)#αr+1
and therefore
m1, . . . , 1︸ ︷︷ ︸
r
u(µ) =
∑
α1 # ···#αr+1≥µ
αi∈I˜
f(α1)# · · · # f(αr)#αr+1. (24)
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We construct a mapping{
(α1, . . . ,αr+1) ∈ I˜r+1 |α1# · · · #αr+1 ≥ µ
}
→{(
(α1, . . . ,αr+1), (ν1, . . . ,νr+1)
)
∈ I˜r+1 × I˜r+1
∣∣∣∣ (ν1, · · · ,νr+1) ||µ,αi ≥ νi (1 ≤ i ≤ r + 1)
}
,
(α1, . . . ,αr+1) 7→
(
(α1, . . . ,αr+1), (ν1, . . . ,νr+1)
)
by defining (ν1, . . . ,νr+1) to be the (|α1|, . . . , |αr+1|)-partition of µ. The map-
ping (
(α1, . . . ,αr+1), (ν1, . . . ,νr+1)
)
7→ (α1, . . . ,αr+1)
is its inverse and thereby this mapping is a bijection. Hence, the right-hand side
of (24) is equal to∑
(ν1,...,νr+1) ||µ
νi∈I˜
∑
α1≥ν1
···
αr+1≥νr+1
f(α1)# · · · # f(αr)#αr+1
=
∑
(ν1,...,νr+1) ||µ
νi∈I˜

 ∑
α1≥ν1
f(α1)

 # · · · #

 ∑
αr≥νr
f(αr)

 #

 ∑
αr+1≥νr+1
αr+1


=
∑
(ν1,...,νr+1) ||µ
νi∈I˜
u
(
(ν1)+
)
# · · · #u
(
(νr)+
)
#u(νr+1).
By Proposition 2.7, we obtain the assertion.
Remark 8.9. We have u−1 = σuσ by Proposition 2.3 (iii). According to Corol-
lary 5.5, we obtain
σ
∑
(ν1,...,νr+1) ||µ
νi∈I˜
(ν1)+# · · · #(νr)+#νr+1 ∈ ker ζ+
for any µ ∈ I and any integer r ≥ 1. For example, for µ = (2, 1) and r = 2, all
of partitions (ν1,ν2) of µ are
(
(2), (1)
)
,
(
(1), (1, 1)
)
,
(
(2, 1), φ
)
,
(
φ, (2, 1)
)
by
the diagrams
↓ ↓ ↓
© © © , © © © and © © © .
Since (2)+#(1) = (3, 1), (1)+#(1, 1) = (2, 1, 1), (2, 1)+#φ = (2, 2) and
φ+#(2, 1) = (1, 2, 1), we obtain (3, 1)− (2, 1, 1) + (2, 2)− (1, 2, 1) ∈ ker ζ+.
Lemma 8.10. For any µ ∈ I and any integer r ≥ 0, we have
r∑
k=0
Ou(r−k)O1, . . . , 1︸ ︷︷ ︸
k
(µ) =
∑
(ν1,...,νr+1) ||µ
νi∈I˜
(ν1)+# · · · #(νr)+#νr+1.
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Proof. By Proposition 8.6, we have
O1, . . . , 1︸ ︷︷ ︸
k−1
(µ) =
∑
α1 # ···#αk=µ
α1,...,αk−1∈I,αk∈I˜
α1 #˙
(
(1)#α2
)
#˙ · · · #˙
(
(1)#αk
)
.
Therefore, by Propositions 8.4 and 8.5, we have
Ou(r−k+1)O1, . . . , 1︸ ︷︷ ︸
k−1
(µ) =
∑
α1 # ···#αk=µ
α1,...,αk−1∈I,αk∈I˜
∑
m1+···+mk=r+1
mi≥1
Ou(m1−1)(α
1) #˙
(
(1)#Ou(m2−1)(α
2)
)
#˙ · · · #˙
(
(1)#Ou(mk−1)(α
k)
)
,
where we put
Ou(mk−1)(α
k) = (1, . . . , 1︸ ︷︷ ︸
mk−1
)
if αk = φ. By (23), this is equal to∑
α1 # ···#αk=µ
α1,...,αk−1∈I,αk∈I˜
∑
m1+···+mk=r+1
mi≥1

∑
λ11 #˙ ··· #˙λ1m1=α1
λ11,...,λ1m1−1∈I˜,λ1m1∈I
(λ11)+# · · · #(λ1m1−1)+#λ1m1


#˙

(1)#
∑
λ21 #˙ ··· #˙λ2m2=α2
λ21,...,λ2m2−1∈I˜,λ2m2∈I
(λ21)+# · · · #(λ2m2−1)+#λ2m2


#˙ · · ·
#˙


(1)#
∑
λk1 #˙ ··· #˙λkmk=αk
λk1,...,λkmk∈I˜
αk 6=φ⇒λkmk 6=φ
(λk1)+# · · · #(λkmk−1)+#λkmk


=
∑
α1 # ···#αk=µ
α1,...,αk−1∈I
αk∈I˜
∑
m1+···+mk=r+1
mi≥1
∑
λ11 #˙ ··· #˙λ1m1=α1
λ11,...,λ1m1−1∈I˜
λ1m1∈I
· · ·
∑
λk1 #˙ ··· #˙λkmk=αk
λk1,...,λkmk∈I˜
αk 6=φ⇒λkmk 6=φ
(λ11)+# · · · #(λ1m1)+# · · · #(λk1)+# · · · #(λkmk−1)+#λkmk .
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We define a mapping{
(ν1, . . . ,νr+1) ∈ I˜r+1
∣∣ (ν1, . . . ,νr+1) ||µ}→{(
(λ11, . . . ,λ1m1), . . . , (λk1, . . . ,λkmk)
) ∣∣∣
1 ≤ k ≤ r + 1, m1 + · · ·+mk = r + 1, mi ≥ 1,
(λ11 #˙ · · · #˙λ1m1)# · · · #(λk1 #˙ · · · #˙λkmk) = µ,
λij ∈ I˜ , λ1m1 , . . . ,λk−1mk−1 6= φ, λkmk = φ ⇒ λk1 = · · · = λkmk = φ

 ,
(ν1, . . . ,νr+1) 7→
(
(λ11, . . . ,λ1m1), . . . , (λk1, . . . ,λkmk)
)
by
(λ11, . . . ,λ1m1 , . . . ,λk1, . . . ,λkmk) = (ν1, . . . ,νr+1)
and
{m1, m1 +m2, . . . , m1 +m2 + · · ·+mk}
=
{
1 ≤ i ≤ r + 1
∣∣∣∣ |ν1|+ · · ·+ |νi| = µ1 + · · ·+ µjfor some 1 ≤ j ≤ l(µ) and νi 6= φ if i 6= r + 1
}
.
The following diagram illustrates the definition of this mapping.
λ11︷ ︸︸ ︷ λ1m1︷ ︸︸ ︷ λ21︷ ︸︸ ︷ λ2m2︷ ︸︸ ︷
× × ↓ × × ↓
©· · · © · · · © · · · © © · · · © · · · © · · · © · · ·
|ν1| |νM1 | |νM1+1| |νM2 |
λk1︷ ︸︸ ︷ λkmk︷ ︸︸ ︷
↓ × × } arrows of µ
· · · © · · · © · · · © · · · ©
|νMk−1+1| |νMk |
(Mi = m1 + · · ·+mi. There exist no arrows of µ at the positions of ×.)
The inverse is given by(
(λ11, . . . ,λ1m1), . . . , (λk1, . . . ,λkmk)
)
7→ (λ11 #˙ · · · #˙λ1m1)# · · · #(λk1 #˙ · · · #˙λkmk),
and therefore the mapping is a bijection. As a result, we obtain
r+1∑
k=1
Ou(r−k+1)O1, . . . , 1︸ ︷︷ ︸
k−1
(µ) =
∑
(ν1,...,νr+1) ||µ
νi∈I˜
(ν1)+# · · · #(νr)+#νr+1.
We have thus completed the proof.
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Proposition 8.11. For any integer r ≥ 0, we have
r∑
k=0
(−1)ku−1m1, . . . , 1︸ ︷︷ ︸
r−k
uOu(k) = Ou(r).
Proof. By Proposition 8.7, the left-hand side is equal to∑
r≥l≥k≥0
(−1)kOu(r−l)O1, . . . , 1︸ ︷︷ ︸
l−k
Ou(k). (25)
By Propositions 8.3 and 7.1, if l > 0, we have
l∑
k=0
(−1)kO1, . . . , 1︸ ︷︷ ︸
l−k
Ou(k) =
l∑
k=0
(−1)kO(1, . . . , 1︸ ︷︷ ︸
l−k
)∗d(1, . . . , 1︸ ︷︷ ︸
k
) = 0.
Therefore (25) is equal to Ou(r).
Since u−1 = σuσ, by Proposition 8.11 we have
σ
(
Ou(r) − (−1)
rOu(r)
)
=
r−1∑
k=0
(−1)kuσm1, . . . , 1︸ ︷︷ ︸
r−k
uOu(k)
and therefore
σ
(
Ou(r) − (−1)
rOu(r)
)
(V ) ⊂ uσ(V ∗ V ). (26)
Corollary 8.12. For any integer r ≥ 0, we have Ou(r)(τ −∗)(V ) ⊂ uσ(V ∗V ).
Proof. Since
σ
(
(−1)rOu(r) −Ou(r)
)
(V ) =
(
Ou(r) −Ou(r)
)
(V )
by Proposition 8.1, we have(
Ou(r) −Ou(r)
)
(V ) ⊂ uσ(V ∗ V ) (27)
by (26). Since Ou(r)τ = τOu(r) by Proposition 8.2, we have
Ou(r)τ −Ou(r)∗ = (τ − ∗)Ou(r) +
(
Ou(r) −Ou(r)
)
∗ .
This equality together with (27) and Corollary 7.2 implies the assertion of Corol-
lary 8.12.
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