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Abstract
We prove some partial regularity results for the entropy solution u of the so-called relativistic heat equa-
tion. In particular, under some assumptions on the initial condition u0, we prove that ut (t) is a Radon
measure in RN . Moreover, if u0 is log-concave inside its support Ω , Ω being a convex set, then we show
the solution u(t) is also log-concave in its support Ω(t). This implies its smoothness in Ω(t). In that case
we can give a simpler characterization of the notion of entropy solution.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The speed of sound is the highest admissible free velocity in a medium. This property is lost
in the classical transport theory that predicts the nonphysical divergence of the flux with the
gradient, as it happens also with the classical theory of heat conduction (based in Fourier’s law)
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3640 F. Andreu et al. / J. Differential Equations 245 (2008) 3639–3663and with the linear diffusion theory (based in Fick’s law). To overcome this problem Rosenau [28]
proposed to change the classical flux
F = −ν∇u, ν > 0, (1)
associated with the heat equation (or the Fokker–Planck equation)
ut = νu, (2)
by a flux that saturates as the gradient becomes unbounded. To do that, he associated u and the
flux F through the velocity v defined by the relation F = uv. Together with (1) this gives
v = −ν∇u
u
. (3)
According to (3), if |∇u
u
| ↑ ∞, so will do v. However, the inertia effects impose a macroscopic
upper bound on the allowed free speed, namely, the acoustic speed or light speed c. With this
aim, Rosenau proposed to modify (3) by taking
ν
∇u
u
= −v√
1 − |v|2
c2
. (4)
The postulate (4) forces v to stay in the subsonic regime (in the case c is the acoustic speed). The
sonic limit is approached only if |∇u
u
| ↑ ∞. Solving (4) for v, we obtain
F = uv = −u∇u√
1 + ( ν|∇u|
cu
)2
. (5)
Using this new flux (5) in the conservation energy equation, we obtain
ut = ν div
(
u∇u√
u2 + ν2
c2
|∇u|2
)
. (6)
This equation was formally derived by Brenier [11] by means of Monge–Kantorovich’s
mass transport theory and he named it as the relativistic heat equation. Recently, McCann
and Puel [26] have constructed solutions of the Neumann problem associated with Eq. (6) for
bounded initial data assuming that they are also bounded from below. For that, they followed the
strategy introduced by Jordan, Kinderlehrer and Otto [24] to study the Fokker–Planck equation
as the gradient flow of the Boltzmann entropy for the Wasserstein metric corresponding to the
cost k(z) = 12 |z|2. In this context, the main feature of the relativistic heat equation is that the time
discrete scheme uses a Wasserstein metric with a discontinuous cost function
k(z) :=
{
c2(1 −
√
1 − |z|2
c2
) if |z| c, (7)+∞ if |z| > c.
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limited diffusion equations used in the theory of radiation hydrodynamics [27]. Indeed, a very
similar equation
ut = ν div
(
uDu
u+ ν
c
|Du|
)
, (8)
where ν is a constant representing a kinematic viscosity and c the speed of light, was proposed
by J.R. Wilson in an unpublished work and it can be found in [27]. The use of flux limiters is
advocated to enforce the physical restriction that the flux cannot exceed energy density times the
speed of light, that is, the flux cannot violate causality. The basic idea is to modify the diffusion-
theory formula for the flux in a way that it gives the standard result in the high opacity limit,
while simulating free streaming (at light speed) in transparent regions. As an example, one of the
expressions suggested for the flux of the (positive) energy density u is
F = −νu Du
u+ νc−1|Du| (9)
whose associated diffusion equation is (8). As suggested in [11], both equations, (8) and (6),
are designed to interpolate between the usual heat equation (when c → ∞) and the diffusion
equation in transparent media (when ν → ∞) with constant speed of propagation c
ut = c div
(
u
Du
|Du|
)
. (10)
Let us mention that many other models of nonlinear degenerate parabolic equations with flux
saturation as the gradient becomes unbounded have been proposed by Rosenau and his coworkers
[15,28], and Bertsch and Dal Passo [10,18]. See also [19] and the references therein for the
presence of flux limited diffusion equations in different contexts.
The general class of flux limited diffusion equations and the properties of the relativistic heat
equation have been studied by the authors in a series of papers [3–6]. In [3,4] we developed a
theory of existence and uniqueness of entropy solutions for the Cauchy problem associated to
the quasi-linear parabolic equation
∂u
∂t
= div a(u,Du), (11)
where a(z, ξ) = ∇ξ f (z, ξ) and f :R × RN → R+ is a convex function with linear growth as
‖ξ‖ → ∞ such that ∇ξ f (z, ξ) ∈ C(R×RN), satisfying other additional assumptions. All these
assumptions are satisfied, in particular, by the relativistic heat equation (6), the flux limited dif-
fusion equation (8) and the so-called plasma equation (see [21])
∂u
∂t
=
(
u5/2ux
1 + u|ux |
)
x
in (0, T )× (0,1). (12)
In [6] we proved the existence and uniqueness of entropy solutions of the diffusion equation
in transparent media (10), we gave some explicit solutions with discontinuity fronts moving at
light’s speed, and we proved the convergence of (6) to Eq. (10) when ν → ∞. The asymptotic
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then uc converges as c → ∞ to the solution u of the classical heat equation
ut = νu (13)
with initial condition u(0, x) = u0(x) [13].
The evolution of the support of solutions of the relativistic heat equation was studied in [5].
By constructing sub- and super-solutions which are fronts evolving at speed c and using a com-
parison principle between entropy solutions and sub- and super-solutions, we proved in [5] that
the support of solutions evolves at speed c. This enables us to show the existence of discontinuity
fronts moving at light’s speed.
Summarizing, the concrete study of the relativistic heat equation (6) and its asymptotic regime
(10) has shown the existence of solutions which have discontinuity fronts moving at the speed
of light. Moreover, the explicit solutions of (10) show that u ∈ BV loc((0, T ) × RN) and this is
probably the maximal regularity that one can expect for general solutions of those models, and
also for the more general class of flux limited diffusion equations studied in [3,4]. The lack of
regularity of solutions of the above models has lead to the notion of entropy solution which is
quite technical (see Remark 3 in [5] for an explanation of this fact), but is the right notion in
order to obtain existence and uniqueness results for flux limited diffusion equations and to study
the qualitative behavior of the models described above.
The aim of this paper is to prove some regularity results of the solutions of the relativistic
heat equation (6) for some initial data. In this case, we obtain a very natural and much simpler
characterization of the concept of entropy solution. We give conditions on the initial data u0
which imply that ut is a Radon measure in (0, T )×RN and u ∈ BV((0, T )×RN). Moreover if
u0 has support in a convex domain Ω (being bounded away from zero in Ω) and is log-concave
there, then the entropy solution of (6) is smooth and log-concave in Ω(t) := Ω ⊕ B(0, ct) (the
Minkowsky sum of both sets) and the front evolves with a vertical contact angle at the boundary
of Ω(t). In this case we are able to give a simpler characterization of entropy solutions of (6).
Let us explain the plan of the paper. In Section 2 we recall some basic notions on functions
of bounded variation, on energy functionals defined on them, and a generalized Green’s formula.
In Section 3 we recall the basic existence and uniqueness result for entropy solutions of (11) and
states the main result of the paper described in last paragraph. In order to prove it, in Section 4
we study the time regularity of solutions of (6); if u0 satisfies some regularity conditions that
amount to say that u0 is in the domain of the elliptic operator associated to Eq. (6), then ut is a
Radon measure in (0, T ) × RN . In Section 5, we prove the log-concavity of the solution of (6)
assuming that the initial condition is also log-concave in a convex domain and bounded away
from zero there. This result gives the space regularity result required to prove our main result.
Finally the proof of our main result is given in Section 6.
2. Preliminaries
2.1. Functions of bounded variations and some generalization
Let us recall that the natural energy space to study the problems we are interested in is the
space of functions of bounded variation. Recall that if Ω is an open subset of RN , a function
u ∈ L1(Ω) whose gradient Du in the sense of distributions is a vector-valued Radon measure
with finite total mass in Ω is called a function of bounded variation. The class of such functions
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poses into its absolutely continuous and singular parts Du = Dau + Dsu. Then Dau = ∇uLN
where ∇u is the Radon–Nikodym derivative of the measure Du with respect to the Lebesgue
measure LN . We also split Dsu in two parts: the jump part Dju and the Cantor part Dcu. We
denote by Su the set of all x ∈ Ω such that x is not a Lebesgue point of u. We say that x ∈ Ω is
an approximate jump point of u if there exist u+(x) 
= u−(x) ∈R and νu(x) ∈ SN−1 such that
lim
ρ↓0
1
LN(B+ρ (x, νu(x)))
∫
B+ρ (x,νu(x))
∣∣u(y)− u+(x)∣∣dy = 0,
lim
ρ↓0
1
LN(B−ρ (x, νu(x)))
∫
B−ρ (x,νu(x))
∣∣u(y)− u−(x)∣∣dy = 0,
where
B+ρ
(
x, νu(x)
)= {y ∈ Bρ(x): 〈y − x, νu(x)〉> 0}
and
B−ρ
(
x, νu(x)
)= {y ∈ Bρ(x): 〈y − x, νu(x)〉< 0}.
We denote by Ju the set of approximate jump points of u. Ju is a Borel subset of Su and
HN−1(Su \ Ju) = 0. We have
Dju = Dsu Ju and Dcu = Dsu (Ω \ Su).
It is well known (see for instance [1]) that
Dju = (u+ − u−)νuHN−1 Ju.
Moreover, if x ∈ Ju, then νu(x) = Du|Du| (x), Du|Du| being the Radon–Nikodym derivative of Du
with respect to its total variation |Du|.
If x is a Lebesgue point of u, then u+(x) = u−(x) for any choice of the normal vector and
we say that x is an approximate continuity point of u. We define the approximate limit of u by
u˜(x) = u+(x) = u−(x).
For further information concerning functions of bounded variation we refer to [1,22] or [30].
We need to consider the following truncature functions. For a < b, let Ta,b(r) :=
max(min(b, r), a). As usual, we denote Tk = T−k,k . We also consider truncature functions of
the form T la,b(r) := Ta,b(r)− l (l ∈R). We denote
Tr := {Ta,b: 0 < a < b},
T + := {T la,b: 0 < a < b, l ∈R, T la,b  0}.
Given any function u and a, b ∈ R we shall use the notation [u a] = {x ∈ RN : u(x) a},
[a  u b] = {x ∈RN : a  u(x) b}, and similarly for the sets [u > a], [u a], [u < a], etc.
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TBV+
(
R
N
) := {u ∈ L1(RN )+: T (u) ∈ BV(RN ), ∀T ∈ Tr},
and to give a sense to the Radon–Nikodym derivative (with respect to the Lebesgue measure) ∇u
of Du for a function u ∈ TBV+(RN). Using chain rule for BV-functions (see for instance [1]),
with a similar proof to the one given in Lemma 2.1 of [9], we obtain the following result.
Lemma 2.1. For every u ∈ TBV+(RN) there exists a unique measurable function v :RN → RN
such that
∇Ta,b(u) = vχ[a<u<b] LN -a.e., ∀Ta,b ∈ Tr . (14)
Thanks to this result we define ∇u for a function u ∈ TBV+(RN) as the unique function v
which satisfies (14). This notation will be used throughout in the sequel.
2.2. A generalized Green’s formula
We shall need several results from [7] (see also [2]) in order to give a sense to the integrals
of bounded vector fields with divergence in Lp integrated with respect to the gradient of a BV
function. Assume that Ω is an open bounded set of RN with Lipschitz continuous boundary. Let
p  1 and p′  1 be such that 1
p
+ 1
p′ = 1. Following [7], let
Xp(Ω) =
{
z ∈ L∞(Ω,RN ): div(z) ∈ Lp(Ω)}. (15)
If z ∈ Xp(Ω) and w ∈ BV(Ω)∩Lp′(Ω) we define the functional (z,Dw) :C∞0 (Ω) →R by the
formula 〈
(z,Dw),ϕ
〉 := −∫
Ω
wϕ div(z) dx −
∫
Ω
wz · ∇ϕ dx. (16)
Then (z,Dw) is a Radon measure in Ω and∫
Ω
(z,Dw) =
∫
Ω
z · ∇wdx ∀w ∈ W 1,1(Ω)∩L∞(Ω). (17)
In [7], a weak trace on ∂Ω of the normal component of z ∈ Xp(Ω) is defined. Concretely, it
is proved that there exists a linear operator γ :Xp(Ω) → L∞(∂Ω) such that∥∥γ (z)∥∥∞  ‖z‖∞,
γ (z)(x) = z(x) · ν(x) for all x ∈ ∂Ω if z ∈ C1(Ω,RN ).
We shall denote γ (z)(x) by [z, ν](x). Moreover, the following Green’s formula, relating the
function [z, ν] and the measure (z,Dw), for z ∈ Xp(Ω) and w ∈ BV(Ω)∩Lp′(Ω), is established∫
w div(z) dx +
∫
(z,Dw) =
∫
[z, ν]wdHN−1. (18)
Ω Ω ∂Ω
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RN
w div(z) dx +
∫
RN
(z,Dw) = 0. (19)
2.3. Functionals defined on BV
Let Ω be an open subset of RN . Let g :Ω ×R×RN → [0,∞[ be a Borel function such that
C(x)‖ξ‖ −D(x) g(x, z, ξ)M ′(x)+M‖ξ‖ (20)
for any (x, z, ξ) ∈ Ω × R× RN , |z| R, where M is a positive constant and C,D,M ′  0 are
bounded Borel functions which may depend on R. Assume that C,D,M ′ ∈ L1(Ω).
Following Dal Maso [17] we consider the following functional for u ∈ BV(Ω)∩L∞(Ω):
Rg(u) :=
∫
Ω
g
(
x,u(x),∇u(x))dx + ∫
Ω
g0
(
x, u˜(x),
Du
|Du| (x)
)∣∣Dcu∣∣
+
∫
Ju
( u+(x)∫
u−(x)
g0
(
x, s, νu(x)
)
ds
)
dHN−1(x), (21)
where the recession function g0 of g is defined by
g0(x, z, ξ) = lim
t→0+
tg
(
x, z,
ξ
t
)
, (22)
and is convex and homogeneous of degree 1 in ξ , and u˜ is the approximated limit of u (see [1]).
In case that Ω is a bounded set, and under standard continuity and coercivity assumptions,
Dal Maso proved in [17] that Rg(u) is L1-lower semi-continuous for u ∈ BV(Ω). Recently,
De Cicco, Fusco, and Verde [20], have obtained a very general result about the L1-lower semi-
continuity of Rg in BV(RN).
Assume that g :R×RN → [0,∞[ is a Borel function such that
C‖ξ‖ −D  g(z, ξ)M(1 + ‖ξ‖) ∀(z, ξ) ∈RN, |z|R, (23)
for some constants C,D,M  0 which may depend on R. Given a function u ∈ BV(RN) ∩
L∞(RN), we define the Radon measure g(u,Du) in RN by
〈
g(u,Du),φ
〉 := Rφg(u), φ ∈ Cc(RN )+. (24)
If φ ∈ Cc(RN), we write φ = φ+ − φ− with φ+ = max(φ,0), φ− = −min(φ,0), and we define
〈g(u,Du),φ〉 := Rφ+g(u)− Rφ−g(u).
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homogeneous function of degree 1, by applying the chain rule for BV-functions (see [1]), we
have
Rφg(u) =
∫
RN
φ(x)g(u,∇u)dx +
∫
RN
φ(x)ψ0
(
Du
|Du|
)∣∣DsJϕ(u)∣∣, (25)
where, for any function q , Jq(r) denotes the primitive of q , i.e., Jq(r) =
∫ r
0 q(s) ds. In this case
we have
g(u,Du)s = ψ0
(
Du
|Du|
)∣∣DsJϕ(u)∣∣. (26)
3. The notion of entropy solution and statement of the main result
The main purpose of [3,4] was the study of parabolic equations of the form
∂u
∂t
= div a(u,Du), (27)
where a(z, ξ) := ∇ξ f (z, ξ) and f :R×RN →R+ satisfies:
(H1) f,∇ξ f (z, ξ) ∈ C(R×RN) and f is a convex differentiable function of ξ . We assume that
f satisfies the linear growth condition
C0(z)‖ξ‖ −D0(z) f (z, ξ)M0(z)
(‖ξ‖ + 1) (28)
for any (z, ξ) ∈R×RN , where C0, D0, M0 are nonnegative and continuous functions such
that C0(z) > 0 for any z 
= 0, together with other assumptions (H2)–(H7) described in [3,4].
For the relativistic heat equation (6) the function
f (z, ξ) = c
2
ν
|z|
√
z2 + ν
2
c2
|ξ |2 (29)
satisfies all the assumptions (H1)–(H7), that permits to prove existence and uniqueness of entropy
solutions (see [3,4]). In this case a(z, ξ) = ν |z|ξ√
z2+ ν2
c2
|ξ |2
. The function
h(z, ξ) = a(z, ξ) · ξ = ν |z||ξ |
2√
z2 + ν2
c2
|ξ |2
(30)
also plays a role in the study of (6). Observe that
h0(z, ξ) = f 0(z, ξ) = ϕ(z)ψ0(ξ) with ϕ(z) = c|z|, ψ0(ξ) = |ξ |, z ∈R, ξ ∈RN.
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f (z, ξ) := cz
(
|ξ | − cz
ν
log
(
1 + ν
cz
|ξ |
))
.
3.1. A functional calculus
Let g :R×RN → [0,∞[ be a Borel function satisfying (23). Observe that both functions f,h
defined in (29), (30) satisfy (23).
Let T ∈ T +. Then there is some Ta,b ∈ Tr and a constant c ∈ R such that T = Ta,b − c. For
each u ∈ TBV+(RN)∩L∞(RN) and φ ∈ Cc(RN), φ  0, we define
R(φg,T )(u) := Rφg
(
Ta,b(u)
)+ ∫
[ua]
φ(x)
(
g
(
u(x),0
)− g(a,0))dx
+
∫
[ub]
φ(x)
(
g
(
u(x),0
)− g(b,0))dx. (31)
If φ ∈ Cc(RN), we define R(φg,T )(u) := R(φ+g,T )(u)− R(φ−g,T )(u).
Observe that, with this notation, we have R(φg,T )(u) = R(φg,Ta,b)(u). Moreover, if
u ∈ W 1,1(RN), we get
R(φg,T )(u) =
∫
RN
φ(x)g
(
u(x),∇T (u(x)))dx. (32)
We recall that, if g(z, ξ) is continuous in (z, ξ), convex in ξ for any z ∈ R, and φ ∈ C1(RN)
has compact support, then we have that R(φg,T ) is lower semi-continuous in TBV+(RN) with
respect to L1(RN)-convergence [20]. We shall not need this here, but this property is used to
prove the existence part of Theorem 3.3.
For u ∈ TBV+(RN) ∩ L∞(RN) and T ∈ T +, we define the Radon measure g(u,DT (u)) in
R
N by 〈
g
(
u,DT (u)
)
, φ
〉 := R(φg,T )(u) ∀φ ∈ Cc(RN ). (33)
Let u ∈ TBV+(RN)∩L∞(RN), S,T ∈ T +. We denote by hS(u,DT (u)), the Radon measure
defined by (33) with g(z, ξ) := S(z)h(z, ξ). Since h(z,0) = 0 for all z ∈R, we have
hS
(
u,DT (u)
)= hS(Ta,b(u),DT (u))= hS(Ta,b(u),DTa,b(u)). (34)
Moreover, since in the particular case of the relativistic heat equation, h0(z, ξ) = ϕ(z)ψ0(ξ),
with ϕ(z) = c|z| and ψ0(ξ) = |ξ |, then, by (26), we have(
hS
(
u,DT (u)
))s = (hS(u,DTa,b(u)))s = ∣∣DsJSϕ(Ta,b(u))∣∣ if S ∈ T +. (35)
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hS(u,DT (u)) is
(
hS
(
u,DT (u)
))ac = ν S(u)u|∇T (u)|2√
u2 + ν2
c2
|∇T (u)|2
.
Consequently,
hS
(
u,DT (u)
)= ν S(u)u|∇T (u)|2√
u2 + ν2
c2
|∇T (u)|2
LN + ∣∣DsJSϕ(Ta,b(u))∣∣. (36)
3.2. Entropy solutions: Existence, uniqueness, and statement of the main result
Let us define the notion of entropy solution for (6). This notion is a slight simplification of the
notion given in [4], and it contains the conditions that allow to prove existence and uniqueness of
solutions of (6). The other conditions given in [4] are used during the proof of existence but are
not necessary to the notion of entropy solution. On the other hand, this permits us to avoid using
here all notation that was required in [4].
Due to the linear growth of f , the natural energy space to study (6) is the space of func-
tions of bounded variation BV(RN). By L1w(0, T ;BV(RN)) we denote the space of weakly
measurable functions w : [0, T ] → BV(RN) (i.e., t ∈ [0, T ] → 〈w(t),φ〉 is measurable for
every φ ∈ BV(RN)∗) such that ∫ T0 ‖w(t)‖dt < ∞. Observe that, since BV(RN) has a sep-
arable predual (see [1]), it follows easily that the map t ∈ [0, T ] → ‖w(t)‖ is measurable.
By L1loc,w(0, T ;BV(RN)) we denote the space of weakly measurable functions w : [0, T ] →
BV(RN) such that the map t ∈ [0, T ] → ‖w(t)‖ is in L1loc(]0, T [).
Definition 3.2. A measurable function u : (0, T ) × RN → R is an entropy solution of (6) if
u ∈ C([0, T ];L1(RN)), Ta,b(u(·)) ∈ L1loc,w(0, T ;BV(RN)) for all 0 < a < b,
(i) ut = div a(u(t),∇u(t)) in D′((0, T )×RN), and
(ii) the following inequality is satisfied
T∫
0
∫
RN
φhS
(
u,DT (u)
)
dt +
T∫
0
∫
RN
φhT
(
u,DS(u)
)
dt

T∫
0
∫
RN
JT S
(
u(t)
)
φ′(t) dx dt −
T∫
0
∫
RN
a
(
u(t),∇u(t)) · ∇φT (u(t))S(u(t))dx dt
for truncatures S,T ∈ T + and any nonnegative smooth function φ with compact support,
where hS(u,DT (u)) is the measure defined by (36).
Let us recall the basic existence and uniqueness result proved in [4].
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solution u of (6) in QT = (0, T ) × RN for every T > 0 such that u(0) = u0. Moreover, if u(t),
u(t) are the entropy solutions corresponding to initial data u0, u0 ∈ (L∞(RN) ∩ L1(RN))+,
respectively, then ∥∥(u(t)− u(t))+∥∥1  ∥∥(u0 − u0)+∥∥1 for all t  0. (37)
Moreover, the map T (t)u0 = u(t), t  0, defines a nonlinear contraction semigroup in L1(RN)+.
The existence of entropy solutions of (27) was proved using techniques of nonlinear semi-
group theory, mainly the convergence of the implicit Euler time discretization of (27) guaranteed
by Crandall–Liggett’s theorem [14]. This leads to the study of the elliptic problem
u− λdiv a(u,Du) = w in RN, (38)
where w ∈ L1(RN) ∩ L∞(RN), w  0, λ > 0 [3,4]. To study (38) we define the operator B in
L1(RN) associated to the elliptic problem
v = −div a(u,Du) in RN. (39)
Indeed, following [3,4], (u, v) ∈ B if and only if 0  u ∈ TBV+(RN) ∩ L∞(RN), 0  v ∈
L1(RN)∩L∞(RN) and u is and entropy solution of (39), that is, a(u,∇u) ∈ L∞(RN,RN),
v = −div a(u,∇u) in D′(RN ),
hS
(
u,DT (u)
)

(
a(u,∇u),DJT ′S(u)
)
as measures ∀S,T ∈ T +,
h
(
u,DT (u)
)

(
a(u,∇u),DT (u)) as measures ∀T ∈ T +.
For reasons of convenience, a slightly more general class of truncatures was considered in [3,4],
but T + is enough to prove uniqueness of entropy solutions. As it is proved in [3], if B is
the closure in L1(RN) of the operator B , then B is a T -accretive operator, that is, the resol-
vents (I + λB)−1 are order preserving contractions in L1(RN), and verifies the range condition
D(B)L1(RN) = L1(RN)+ ⊂ R(I + λB) for all λ > 0. Therefore, according to Crandall–Liggett’s
theorem (see, for instance, [14] or [8]), for any 0  u0 ∈ L1(RN) there exists a unique mild
solution U ∈ C([0, T ];L1(RN)) of the abstract Cauchy problem
U ′(t)+ BU(t)  0, u(0) = u0. (40)
The mild solution U(t) is given by Crandall–Liggett’s exponential formula
U(t) = lim
n→∞
(
I + t
n
B
)−n
u0. (41)
Now, for any initial datum u0 ∈ L∞(RN) ∩ L1(RN), u0  0, mild solutions of the Cauchy
problem (11) are characterized as entropy solutions [4]. Finally, uniqueness of entropy solutions
is also proved for the same class of initial data. As a consequence, entropy solutions of (11)
coincide with mild solutions, i.e., U(t) = u(t) for all t  0.
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and u0 = 0 outside Ω . If u(t, x) is the entropy solution of (6) with u(0, x) = u0(x), then u(t) =
u(t)χΩ(t), where Ω(t) := Ω ⊕ B(0, ct) = {x ∈ RN : dist(x,Ω) < ct} [5]. Moreover, u(t, x) is
bounded away from 0 in Ω(t). We use this notation below.
We state the main result of the paper.
Theorem 3.4. Assume that Ω ⊆ RN is a C1,1 open bounded convex set. Let u0 ∈ L1(RN) ∩
L∞(RN), u0(x)  α > 0 when x ∈ Ω and u0 = 0 outside Ω . Assume that u0 ∈ W 2,1(Ω),
∇u0 ∈ L∞(Ω)N and also that u0 is log-concave in Ω . Then u(t, x) is the entropy solution
of (6) in (0, T ) with u(0, x) = u0(x) if and only if u ∈ BV((0, T ) × RN), u is smooth in
ΩT := {(t, x): t ∈ (0, T ), x ∈ Ω(t)}, u satisfies (6) in D′(ΩT ), u(t, x) = 0 for any t ∈ (0, T )
and x ∈RN \Ω(t), and u(t) has a vertical contact angle at the boundary of Ω(t) for almost all
t ∈ (0, T ).
The degree of smoothness of u in the previous theorem will be made precise below. Indeed,
under the assumptions of the theorem, if u(t, x) is the entropy solution of (6) in (0, T ) with
u(0, x) = u0(x), then u is C1,α/2 in t and C2,α in x for some α > 0 in the domain ΩT . Now, this
implies that u is indeed C∞ in (t, x) in ΩT . To prove the sufficiency of the conditions we need
less regularity for u (see Proposition 6.6).
The precise meaning we give when we say that u(t) has a vertical contact angle at the bound-
ary of Ω(t) will be explained in Section 6 (see Lemma 6.3 and Remark 6.4). Observe that if Ω
is convex, then Ω(t) is convex and C1,1 and the normal trace of the vector field a(u(t),∇u(t))
has a sense for any t > 0.
Observe also that v(t, x) is an entropy solution of (6) if and only if u(t, x) = v( ν
c2
t, ν
c
x) is an
entropy solution of
ut = div
(
uDu√
u2 + |Du|2
)
. (42)
Thus, without loss of generality we assume that ν = c = 1.
To prepare the proof of Theorem 3.4 we study first the time regularity of entropy solutions of
the relativistic heat equation.
4. Time regularity of u
In this section we assume that Ω ⊆ RN is an open bounded set whose boundary is C1,1 so
that the distance function is also C1,1 in a neighborhood of it.
Lemma 4.1. Let u0 ∈ L1(RN) ∩ L∞(RN), u0(x)  α > 0 when x ∈ Ω and u0 = 0 outside Ω .
Assume that u0 ∈ W 2,1(Ω) and ∇u0 ∈ L∞(Ω). Then, there exist functions u0n ∈ L1(RN) ∩
L∞(RN), u0n  0, such that u0n → u0 in L1(RN), u0n ∈ Dom(B) and ‖Bu0n‖1 is bounded.
Proof. First of all observe that for any function u ∈ W 2,1(Ω) we have
div
(
u∇u√
2 2
)
= uu√
2 2
+ |∇u|
4
(u2 + |∇u|2)3/2 −
u〈D2uDu,Du〉
(u2 + |∇u|2)3/2 ∈ L
1(Ω).
u + |∇u| u + |∇u|
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div
(
u0n∇u0n√
u20n + |∇u0n|2
)
is uniformly bounded in L1
(
R
N
)
. (43)
Let d(x) = d(x, ∂Ω), x ∈ Ω , and d(x) = −d(x, ∂Ω), x ∈RN \Ω . Let us write u0 = ev inside Ω
and choose β > 0 such that β2 < 12‖∇v‖∞ . Let g ∈ C1,1(0,∞) be such that g ∈ C∞(0,1), g(r) =
− 1
r
if r ∈ (0, β], g(r) = −(1 − r)2 if r ∈ [ 23 ,1], g(r) = 0 if r > 1, and g′(r) > 0, g′′(r) < 0 in
(0,1).
Notice that this is possible since g(β) < g( 23 ) and g
′(β) > g′( 23 ). Let fn(r) = e
g(r)
n , r ∈
(0,∞), and fn(r) = 0 for r ∈ (−∞,0]. Observe that fn : R → R be in C1,1(R)∩C∞(R \ {1}),
fn(r) > 0 for any r > 0 and fn(r) = 1 for r  1. Let us define u0n(x) = fn(nd(x))u0(x). Ob-
serve that u0n ∈ W 2,1(RN) and un0 → u0 in L1(RN). Indeed, since fn(nd) = 0 when nd  0
and g′(nd) = 0 when nd(x) 1, we have
|∇u0n| =
∣∣fn(nd)g′(nd)∇du0 + fn(nd)∇u0∣∣
 fn(nd)
∣∣g′(nd)∣∣u0 + fn(nd)|∇u0| in Ω .
Now, since ∫
RN
fn(nd)
∣∣g′(nd)∣∣dx = ∫
0<nd1
e
g(nd)
n
∣∣g′(nd)∣∣dx  C,
where C > 0 is a constant independent of n which may vary from line to line, it follows that
|∇u0n| is bounded in L1(RN). In the same way we prove that |D2u0n| is bounded in L1(RN).
Since u0 = ev , then u0n(x) = e g(nd(x))n +v(x) if x ∈ Ω . Observe that
div
(
u0n∇u0n√
u20n + |∇u0n|2
)
= u0n div
( ∇u0n√
u20n + |∇u0n|2
)
+ |∇u0n|
2√
u20n + |∇u0n|2
. (44)
By the above observations, the second term in the right-hand side of (44) is bounded in L1(RN).
Observe that, since u0n ∈ W 2,1(RN) and u0n = 0 outside Ω , to prove (43) it is enough to prove
that
div
( ∇u0n√
u20n + |∇u0n|2
)
is uniformly bounded in L1(Ω). (45)
For that, we write
div
( ∇u0n√
u20n + |∇u0n|2
)
= div
( ∇[ 1
n
g(nd(x))+ v(x)]√
1 + |∇[ 1
n
g(nd(x))+ v(x)]|2
)
= g
′(nd)d + ng′′(nd)+v
A
− 1 〈[ng′′(nd)∇d ⊗ ∇d + g′(nd)D2d +D2v](g′(nd)∇d + ∇v), (g′(nd)∇d + ∇v)〉, (46)
A3
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√
1 + |∇[ 1
n
g(nd(x))+ v(x)]|2. The L1 boundedness of these terms will be a conse-
quence of the fact:
g′′(nd)
A3
and
g′(nd)
A
are uniformly bounded when 0 < nd  1. (47)
To prove (47) observe that by our choice of β , when 0 < nd(x)  β , we have that 1
n2d2
−
‖∇v‖∞  12n2d2 , hence∣∣∣∣g′′(nd)A3
∣∣∣∣ 2n3d3 1(1 + (1/(n2d2)− ‖∇v‖∞)2)3/2
 2
n3d3
(
2n2d2
)3 = 16n3d3  16β3.
In a similar way, when 0 < nd(x) β , we have∣∣∣∣g′(nd)A
∣∣∣∣ 2.
When nd ∈ [ 13 ,1], we have that |g′(nd)|  |g′(β)| = 1β2 and |g′′(nd)|  C for some constant
C > 0, hence (47) holds.
Let us first analyze the terms in the expression of (45) involving g′′(nd). They are
1
A3
ng′′(nd)
(
D2 − [g′(nd)2 + 2g′(nd)∇d · ∇v + (∇d · ∇v)2])
= 1
A3
ng′′(nd)
[
1 + |∇v|2 − (∇d · ∇v)2].
Since ∇v ∈ L∞(Ω) and g = 0 outside 0 < nd  1, to get an L1 uniform bound on the above
terms, it is enough to observe that∫
Ω
n|g′′(nd)|
A3
dx  n
∫
0<nd1
dx  C
for some constant C > 0. Using that |∇v| ∈ L∞(Ω), |D2v| ∈ L1(Ω) and (47), an analysis of the
rest of the terms in the expression of (46) proves that (45) holds. 
Proposition 4.2. Let u0 ∈ L1(RN) ∩ L∞(RN) be such that u0(x)  α > 0 when x ∈ Ω and
u0 = 0 outside Ω . Assume that u0 ∈ W 2,1(Ω) and ∇u0 ∈ L∞(Ω). Let u(t) be the entropy solu-
tion of (42) with u(0) = u0. Then for any t > 0, ut (t) is a Radon measure in RN .
Proof. Let un(t) be the solution of (42) such that un(0) = un0. By the nonlinear semigroup the-
ory (see for instance [14] or [8]), we have unt ∈ L1(RN) and ‖unt‖1  ‖Bu0n‖1. Since unt → ut
in the distribution sense, the proposition holds. 
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Proposition 5.1. Assume that Ω ⊆ RN is a C1,1 open bounded convex set. Let u0 ∈ L1(RN) ∩
L∞(RN), u0(x)  α > 0 when x ∈ Ω and u0 = 0 outside Ω . Assume that u0 is log-concave
in Ω . Let u(t, x) be the entropy solution of (42) with u(0, x) = u0(x). Then u(t) is log-concave
in Ω(t), u is smooth in ΩT , i.e. C1,α/2 in t and C2,α in x, and satisfies (42) in ΩT for all T > 0.
Knowing that the solution is C1,α/2 in t and C2,α in x in ΩT , and differentiating (42) with
respect to x variables, Schauder estimates imply that the solution is C∞ in (t, x) in ΩT .
We need the following lemma.
Lemma 5.2. Let Ω be an open bounded convex set in RN of class C1,1. Let w :Ω → R be
a convex function. Then there exists a sequence of convex functions wn :RN → R such that
wn(x) → w(x) for any x ∈ Ω , wn(x) → +∞ for any x /∈ Ω and ∇wn ∈ L∞(RN)N .
Proof. Define w(x) = +∞ if x ∈ RN \ Ω . For each λ > 0, let wλ be the Moreau–Yosida ap-
proximation of w :RN →R, i.e.,
wλ(x) = inf
y∈Ω
{
w(y)+ 1
2λ
|y − x|2
}
, x ∈RN.
We know that wλ is convex, differentiable and wλ(x) → w(x) as λ → 0+ for all x ∈ RN [12,
Proposition 2.11]. Observe that for each x ∈ RN , there is a point yx ∈ Ω such that wλ(x) =
w(yx)+ 12λ |yx −x|2, and this implies that wλ(x) has a quadratic growth as |x| → ∞. This implies
that the map x → ∇wλ(x) is surjective and |∇wλ(x)| → ∞ as |x| → ∞ [12, Proposition 2.14
and Remark 2.3]. In particular, for |x| large enough we have that |∇wλ(x)| 
= 0. By convolving
wλ with a regularization kernel we may assume that we have a sequence w˜n of smooth convex
functions such that w˜n(x) → w(x) as n → +∞ for all x ∈ RN and ∇w˜n(x) 
= 0 for |x| large
enough. Now, for each n we choose αn  n such that the set B(0, n) ⊆ {w˜n  αn}. Then we
define wn(x) = w˜n(x) when x ∈ {w˜n  αn} and wn(x) = αn + d(x, ∂{w˜n  αn})|∇w˜n(πn(x))|
when x /∈ {w˜n  αn}, where πn(x) is the projection of x into the set {w˜n  αn}. The functions
wn satisfy the assumptions of the lemma. By smoothing them we may take them smooth. 
Proof of Proposition 5.1. Let v0 :Ω → R defined by v0 = logu0. Then v0 is concave. By ap-
plying last lemma to −v0, we have functions v0n :RN →R which are smooth, concave such that
v0n(x) → v0(x) for any x ∈ Ω , v0n(x) → −∞ for any x /∈ Ω and ∇v0n ∈ L∞(RN)N .
Let vn be the solution of
vt = div
( ∇v√
1 + |∇v|2
)
+ |∇v|
2√
1 + |∇v|2 (48)
with initial condition
v(0, x) = v0n(x). (49)
By [16, Theorem 2.1], we know that there exists a smooth solution vn(t, x) of (48)–(49). More-
over, using [25, Chapter VI, Theorem 1.1], it follows that for any initial condition in W 1,∞(RN),loc
3654 F. Andreu et al. / J. Differential Equations 245 (2008) 3639–3663there is a smooth solution vn(t, x) of (48)–(49). Now, by the results in [13], un(t, x) = evn(t,x)
is a smooth solution, hence an entropy solution of (42) with initial condition u(0, x) = u0n(x).
Moreover ∥∥∥∥∇un(t)un(t)
∥∥∥∥∞ 
∥∥∥∥∇u0nu0n
∥∥∥∥∞,
an inequality that we can rewrite in terms of vn(t, x) as∥∥∇vn(t)∥∥∞  ‖∇v0n‖∞.
Now, we can write Eq. (48) in the form
vt + F
(∇v,D2v)= 0, (50)
being F :RN × S(N) →R the function defined by
F(p,X) := −(1 + |p|2)− 12 (Tr(X)+ |p|2)+ (1 + |p|2)− 32 Tr((p ⊗ p)X).
Then, since v0n is concave and globally Lipschitz, vn is the viscosity solution of (50), and F
satisfies the assumptions of Theorem 3.1 in [23], this result implies that vn(t, x) is concave for
any t > 0 and consequently
∣∣∇vn(t, x)∣∣ vn(t, x)+ supy∈Q˜(−vn(t, y))
d(x, ∂Q˜)
for any t > 0, any x ∈ Q˜ and any Q˜ ⊆RN . Hence
sup
x∈Q
∣∣∇vn(t, x)∣∣ 2supy∈Q˜ |vn(t, y)|
d(Q,∂Q˜)
(51)
for any Q  Q˜  Ω(t). Since u0  u0n, by the comparison principle, u(t)  un(t) for all t ∈
(0, T ). Then, by results of [5], we have un(t, x)  a > 0 for (t, x) ∈ (0, T ) × Q˜ and all n ∈ N,
and consequently
sup
n∈N
sup
(t,y)∈(0,T )×Q˜
∣∣vn(t, y)∣∣< +∞. (52)
By (51) and (52), we get that vn has a Lipschitz bound in Q independent of n. Using again
[25, Chapter VI, Theorem 1.1], we have a uniform Hölder bound in (t, x) for ∇vn(t, x) in
[δ, T ] × Q for any δ > 0. The classical Schauder estimates prove that, for some α > 0, we
have C1,α/2 bounds in t and C2,α bounds in x for vn in [δ, T ] × Q for any δ > 0. Translating
this for un, we have C1,α/2 bounds in t and C2,α bounds in x for un in [δ, T ] ×Q for any δ > 0.
Letting n → ∞ we obtain that u(t, x) is log-concave in Ω(t) and smooth in ΩT . 
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Lemma 6.1. Under the assumptions of Proposition 5.1 and assuming u0 ∈ BV(RN), if u(t) is
the entropy solution of (6), then u(t) ∈ BV(RN) and u(t)|Ω(t) ∈ W 1,1(Ω(t)) for any t > 0.
Proof. Let τhu0(x) = u0(x + h), h ∈ RN . We know that τhu(t) is the entropy solution of (42)
for the initial datum τhu0. Then, since the operator B is accretive in L1(RN), we have∥∥τhu(t)− u(t)∥∥1  ‖τhu0 − u0‖1. (53)
From (53), since u0 ∈ BV(RN), we deduce that u(t) ∈ BV(RN) and ‖Du(t)‖  ‖Du0‖. The
second assertion follows from the first one and Proposition 5.1. 
Lemma 6.2. Let Q ⊆ RN be an open bounded set with Lipschitz boundary and outer unit nor-
mal νQ. Let u ∈ L∞(Q) ∩ W 1,1(Q). Let ξ ∈ L∞(Q,RN) be such that div ξ ∈ L1(Q). Then
div(uξ) = udiv ξ + ∇u · ξ ∈ L1(Q) and [(uξ), νQ] = ui[ξ, νQ] HN−1 a.e. on ∂Q, where ui
denotes the inner trace of u on ∂Q.
Proof. The first assertion is clear and we shall omit the details. Let ψ ∈ W 1,∞(Q). Then on one
hand ∫
Q
div(uξ)ψ dx = −
∫
Q
uξ · ∇ψ dx +
∫
∂Q
[
(uξ), νQ
]
ψ dHN−1, (54)
and on the other∫
Q
div(uξ)ψ dx =
∫
Q
udiv ξψ dx +
∫
Q
∇u · ξψ dx
= −
∫
Q
∇u · ξψ dx −
∫
Q
uξ · ∇ψ dx +
∫
Q
∇u · ξψ dx +
∫
∂Q
ui
[
ξ, νQ
]
ψ dHN−1
= −
∫
Q
uξ · ∇ψ dx +
∫
∂Q
ui
[
ξ, νQ
]
ψ dHN−1.
Both equalities imply that [(uξ), νQ] = ui[ξ, νQ] HN−1 a.e. on ∂Q. 
Our next purpose is to prove that the evolving front has a vertical contact angle on ∂Ω(t).
This will be stated in a weak form by proving that [ξ(t), νt ] = −1, where νt is the outer unit
normal to Ω(t) and
ξ(t) := ∇u(t)√
u(t)2 + |∇u(t)|2 .
Since u(t) has a jump on ∂Ω(t) [5], we have that νt (x) = −νu(t)(x) = − Du(t)|Du(t)| (x) HN−1-a.e.
for x ∈ ∂Ω(t). We shall denote by ui(t) the inner trace of u(t) in Ω(t), i.e., ui(t, x) := u(t)+(x)
3656 F. Andreu et al. / J. Differential Equations 245 (2008) 3639–3663for x ∈ ∂Ω(t), HN−1-a.e. Since u(t)− = 0 on ∂Ω(t), we have that the jump of u(t) in ∂Ω(t)
satisfies [u(t)] := u(t)+ − u(t)− = ui(t). Observe that the inner trace ui(t) coincides with the
trace on ∂Ω(t) of the restriction of u(t) to Ω(t). Moreover by the Boundary Trace Theorem
[1, Theorem 3.87], we have
Du(t) = Du(t) Ω(t)− ui(t)νtHN−1 ∂Ω(t). (55)
Lemma 6.3. Assume we are under the assumptions of Proposition 5.1. Let z(t) = u(t)∇u(t)√
u(t)2+|∇u(t)|2 .
Then for almost any t > 0 we have
(i) ξ(t) ∈ L∞(Ω(t),RN) and div ξ(t) ∈ L1(Ω(t)),
(ii) div z(t) = div z(t)χΩ(t) − [z(t), νt ]HN−1 ∂Ω(t), and div z(t)χΩ(t) ∈ L1(Ω(t)),
(iii) [z(t), νt ] = −ui(t) and [ξ(t), νt ] = −1 HN−1-a.e. in ∂Ω(t).
Proof. (i) Since ξ(t) is locally smooth and u(t) ∈ W 1,1(Ω(t)), we have that div(u(t)ξ(t)) =
u(t)div ξ(t)+ ξ(t) ·∇u(t) in D′(Ω(t)). Since div(u(t)ξ(t)), ξ(t) ·∇u(t) ∈ L1(Ω(t)) and u(t)
α > 0 for some α > 0 in Ω(t), then div ξ(t) ∈ L1(Ω(t)).
(ii) Since ut (t) = div z(t) is a Radon measure, the regularity properties of u(t) inside Ω(t)
imply that div z(t)χΩ(t) ∈ L1(Ω(t)). Let ϕ ∈ C∞0 (RN). Then∫
RN
div z(t)ϕ dx = −
∫
RN
z(t) · ∇ϕ = −
∫
Ω(t)
z(t) · ∇ϕ dx
=
∫
Ω(t)
div z(t)ϕ dx −
∫
∂Ω(t)
[
z(t), νt
]
ϕ dHN−1.
This implies (ii).
(iii) Since u is an entropy solution, we have∫
QT
hS
(
u,DT (u)
)
φ +
∫
QT
hT
(
u,DS(u)
)
φ

∫
QT
JT S(u)φt −
T∫
0
∫
RN
z(t, x) · ∇φ(t)T (u(t))S(u(t))dx dt (56)
for any φ ∈ D((0, T )×RN), φ  0, and any T ,S ∈ T +.
Using Lemma 6.2, we can rewrite the second term on the right-hand side of (56) as
−
∫
QT
z(t, x) · ∇φ(t)T (u(t))S(u(t))dx dt
= −
T∫ ∫
z(t, x) · ∇φ(t)T (u(t))S(u(t))dx dt0 Ω(t)
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T∫
0
∫
Ω(t)
div
[
z(t)T
(
u(t)
)
S
(
u(t)
)]
φ(t) dx dt
−
T∫
0
( ∫
∂Ω(t)
[
z(t)T
(
u(t)
)
S
(
u(t)
)
, νt
]
φ(t) dHN−1
)
dt
=
T∫
0
∫
Ω(t)
div
(
z(t)
)
T
(
u(t, x)
)
S
(
u(t, x)
)
φ(t) dx dt
+
T∫
0
∫
Ω(t)
z(t) · ∇[T (u(t, x))S(u(t, x))]φ(t) dx dt
−
T∫
0
( ∫
∂Ω(t)
T
(
ui(t)
)
S
(
ui(t)
) [
z(t), νt
]
φ(t) dHN−1
)
dt,
the last identity being justified since (T (u(t))S(u(t)))i = T (ui(t))S(ui(t)).
On the other hand, since JT S(u(t)) = JT S(u(t))χΩ(t), we have [29]
∂
∂t
JT S
(
u(t)
)= ∂
∂t
JT S
(
u(t)
)
χΩ(t)LN + JT S
(
ui(t)
)HN−1 ∂Ω(t)
in the sense of distributions. Therefore,∫
QT
JT S
(
u(t)
)
φt dx dt
= −
∫
QT
φ(t)
∂
∂t
JT S
(
u(t)
)
dt
= −
T∫
0
∫
Ω(t)
φ(t)
∂
∂t
JT S
(
u(t, x)
)
dx dt −
T∫
0
∫
∂Ω(t)
JT S
(
ui(t)
)
φ(t) dHN−1 dt
= −
T∫
0
∫
Ω(t)
φ(t)ut (t, x)T
(
u(t, x)
)
S
(
u(t, x)
)
dx dt −
T∫
0
∫
∂Ω(t)
JT S
(
ui(t)
)
φ(t) dHN−1 dt.
Using the regularity of u(t, x) in ΩT proved in Proposition 5.1 and the identity div(z(t, x)) =
ut (t, x) in D′(ΩT ) in the last formula, we obtain
∫
JT S(u)φt −
T∫ ∫
N
z(t, x) · ∇φT (u(t))S(u(t))dx dt
QT 0 R
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T∫
0
∫
∂Ω(t)
JT S
(
ui(t)
)
φ(t) dHN−1 dt
+
T∫
0
∫
Ω(t)
z(t, x) · ∇[T (u(t, x))S(u(t, x))]φ(t) dx dt
−
T∫
0
( ∫
∂Ω(t)
T
(
ui(t)
)
S
(
ui(t)
) [
z(t), νt
]
φ(t) dHN−1
)
dt. (57)
As in the proof of Proposition 1 in [5], we get(
hS
(
u(t),DT
(
u(t)
)))s = ∣∣DjJSϕT ′(u(t))∣∣= JSϕT ′(ui(t))HN−1 ∂Ω(t) (58)
and (
hT
(
u(t),DS
(
u(t)
)))s = ∣∣DjJT ϕS′(u(t))∣∣= JT ϕS′(ui(t))HN−1 ∂Ω(t), (59)
where ϕ(r) = r , r ∈R. Thus, by (58) and (59), we get
(
hS
(
u(t),DT
(
u(t)
)))s + (hT (u(t),DS(u(t))))s
= (JSϕT ′(ui(t))+ JT ϕS′(ui(t)))HN−1 ∂Ω(t)
= (T Sϕ(ui(t))− JT S(ui(t)))HN−1 ∂Ω(t).
Hence, for any φ ∈ D((0, T )×RN),
∫
QT
φ
(
hS
(
u(t),DT
(
u(t)
)))s
dt +
∫
QT
φ
(
hT
(
u(t),DS
(
u(t)
)))s
dt
=
T∫
0
∫
∂Ω(t)
(
T Sϕ
(
ui(t)
)− JT S(ui(t)))φ(t) dHN−1 dt. (60)
On the other hand, it is easy to see that
∫
QT
(
hS
(
u,DT (u)
))ac
φ +
∫
QT
(
hT
(
u,DS(u)
))ac
φ
=
T∫ ∫
z(t, x) · ∇[T (u(t, x))S(u(t, x))]φ(t) dx dt. (61)
0 Ω(t)
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T∫
0
( ∫
∂Ω(t)
φ(t)T
(
ui(t)
)
S
(
ui(t)
)(
ui(t)+ [z(t), νt ])dHN−1)dt  0.
Since this is true for any φ ∈ D((0, T )×RN), φ  0, this implies that[
z(t), νt
]
−ui(t) HN−1-a.e. in ∂Ω(t), a.e. t ∈ (0, T ).
Then, since |[z(t), νt ]| ui(t), we get[
z(t), νt
]= −ui(t) HN−1-a.e. in ∂Ω(t), a.e. t ∈ (0, T ).
Thus, using Lemma 6.2, we obtain[
ξ(t), νt
]= −1 HN−1-a.e. in ∂Ω(t), a.e. t ∈ (0, T ). 
Remark 6.4. If v(t, x) = logu(t, x), for t > 0 and x ∈ Ω(t), then v satisfies (48) in {(t, x): t > 0,
x ∈ Ω(t)}. Observe that ξ(t) = ∇v(t)√
1+|∇v(t)|2 . Since [ξ(t), ν
t ] = −1, this means that v(t) (and also
u(t)) has a vertical contact angle at the boundary of Ω(t).
Remark 6.5. The above proof shows that under the assumptions of Proposition 5.1, the en-
tropy inequality (56) of the definition of entropy solution is indeed equality. Moreover, choosing
T = Ta,b , 0 < a < b, with b ‖u‖∞, we have∫
QT
φh
(
u(t),DT
(
u(t)
))
dt 
∫
QT
φ
(
z,DT (u)
)
for any 0 φ ∈ D(QT ), (62)
with a strict inequality for some choices of T and φ. Indeed, taking S = 1 and T = Ta,b ,
0 < a < b, in (58) we have(
h
(
u(t),DT
(
u(t)
)))s = ∣∣DjJϕT ′(u(t))∣∣= JϕT ′(ui(t))HN−1 ∂Ω(t), (63)
and
JϕT ′
(
ui(t)
)= (T (ui(t))2 − T (0)2)+
2
.
On the other hand, using Lemma 6.3(ii) and (iii), we obtain
(
z(t),DT
(
u(t)
))s = T (ui(t))− T (0)
2
ui(t)HN−1 ∂Ω(t).
Observe that (62) holds. Now choosing a < infu supu b where the infimum and supremum
are taken on {(t, x): t ∈ [0, T ], x ∈ Ω(t)}, we have
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2
= (u
i(t))2 − a2
2
>
ui(t)− a
2
ui(t) = T (u
i(t))− T (0)
2
ui(t).
That is,
h
(
u(t),DT
(
u(t)
))s
>
(
z(t),DT
(
u(t)
))s
.
Since the absolutely continuous parts of h(u(t),DT (u(t))) and (z(t),DT (u(t))) coincide, we
have the strict inequality in (62).
Notice that the inequality h(u,DT (u)) (z,DT (u)) is satisfied by entropy solutions of the
stationary problem u − div a(u,Du) = w, w ∈ L1(RN) ∩ L∞(RN), w  0 [3]. We have shown
that it is not satisfied in general for solutions of the Cauchy problem (being true for smooth
ones). Indeed, the opposite inequality is satisfied in our case (and strictly for some choices
of T ,φ) together with the entropy inequalities (56), but this is not strange since the chain rule
(JT S(u))t = T (u)S(u)ut that holds for smooth functions does not hold for BV((0, T ) × RN)
functions which have moving discontinuities fronts, being true instead a generalized chain
rule [1]. As we already mentioned before, under the assumptions of this paper, the solution of
(42) has a moving discontinuity front (see [5]) and the previous comments apply.
Proof of Theorem 3.4. The necessity of the condition is a consequence of Propositions 4.2,
5.1, Lemmas 6.1 and 6.3 (see Remark 6.4). The sufficiency of the condition follows from next
proposition. 
Proposition 6.6. Assume that Ω ⊆ RN is an open bounded convex set. Let u0 ∈ L1(RN) ∩
L∞(RN), u0(x) 0. Assume that u ∈ C([0, T ],L1(RN)), u(0) = u0, satisfies
(i) u ∈ BV((0, T )×RN), u(t) ∈ W 2,1(Ω(t)) for almost any t ∈ (0, T ),
(ii) u(t) = u(t)χΩ(t), and u is bounded away from 0 in ΩT ,
(iii) ut = div z in D′(ΩT ), where z(t) = u(t)∇u(t)√
u(t)2+|∇u(t)|2 ,
(iv) [z(t), νt ] = −ui(t) for almost any t ∈ (0, T ).
Then u(t, x) is the entropy solution of (42) in (0, T ).
Proof. Since
Du(t) = ∇uχΩ(t) − ui(t)νtHN−1 ∂Ω(t),
we have that u ∈ L1loc,w(0, T ;BV(RN)). Let us prove that
ut = div z in D′
(
(0, T )×RN ). (64)
Since u ∈ BV((0, T )×RN), we have
∂u = utχΩ(t)LN + ui(t)HN−1 ∂Ω(t) in D′
(
(0, T )×RN ). (65)∂t
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div z(t) = div z(t)χΩ(t) −
[
z(t), νt
]HN−1 ∂Ω(t) (66)
in D′((0, T )×RN) and in D′(RN) for almost any t . Now, using assumption (iv) we obtain (64).
To prove that u is an entropy solution of (42), we have to prove that∫
QT
hS
(
u,DT (u)
)
φ +
∫
QT
hT
(
u,DS(u)
)
φ

∫
QT
JT S(u)φt −
T∫
0
∫
RN
z(t, x) · ∇φ(t)T (u(t))S(u(t))dx dt (67)
holds for any T ,S ∈ T + and any φ ∈ D((0, T )×RN), φ  0.
As in the proof of Proposition 1 in [5] we have that (58) and (59) hold. By adding both
equalities, we obtain (
hS
(
u(t),DT
(
u(t)
)))s + (hT (u(t),DS(u(t))))s
= (JSϕT ′(ui(t))+ JT ϕS′(ui(t)))HN−1 ∂Ω(t)
= (T Sϕ(ui(t))− JT S(ui(t)))HN−1 ∂Ω(t). (68)
On the other hand, it is easy to prove that∫
QT
(
hS
(
u,DT (u)
))ac
φ +
∫
QT
(
hT
(
u,DS(u)
))ac
φ
=
T∫
0
∫
Ω(t)
z(t, x) · ∇[T (u(t, x))S(u(t, x))]φ(t) dx dt. (69)
Adding (68) and (69), we obtain∫
QT
φhS
(
u(t),DT
(
u(t)
))
dt +
∫
QT
φhT
(
u(t),DS
(
u(t)
))
dt
=
T∫
0
∫
∂Ω(t)
(
T Sϕ
(
ui(t)
)− JT S(ui(t)))φ(t) dHN−1 dt
+
T∫
0
∫
Ω(t)
z(t, x) · ∇[T (u(t, x))S(u(t, x))]φ(t) dx dt. (70)
As in the proof of Lemma 6.3, we check that
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QT
JT S(u)φt −
T∫
0
∫
RN
z(t, x) · ∇φT (u(t))S(u(t))dx dt
= −
T∫
0
∫
∂Ω(t)
JT S
(
ui(t)
)
φ(t) dHN−1 dt
+
T∫
0
∫
Ω(t)
z(t, x) · ∇[T (u(t, x))S(u(t, x))]φ(t) dx dt
+
T∫
0
( ∫
∂Ω(t)
ui(t)T
(
ui(t)
)
S
(
ui(t)
)
φ(t) dHN−1
)
dt.
From the last equality and (70), (67) is obtained. 
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