and Recruiting Growing Neural-Gas (b) algorithms.
f(ξ) is constant in some regions and changes rapidly between these regions. Our aim is to show that the neurons tend to gather more in regions of higher variations, so between the constant regions. We consider that each neuron makes a first order approximation F(ξ) of its dedicated part of the function f(ξ) using a Local Linear Mapping [5] such as:
where W win [in] , W win [out] and W win [grad] are respectively the centroïd, the output vector and the gradient vector of the closest neuron n win to ξ. The learning rule of the output and gradient vectors are respectively:
The input vectors ξ are chosen in two uniform distributions with respective densities P 1 and P 2 such as P 1 =3*P 2 .
The values of the parameters are set such as {α,β,λ,µ,τ}={0.1,0.1,3,0.01,0.1}. Figure 2 shows the resulting organization of the neurons after 40000 learning steps with the original NG's learning rule (1) ( Figure 2a ) and with the "recruiting" learning rule (4) (Figure 2b ). The contour lines indicate the location of the variations of the function f. The corresponding RMSE has been computed for x and y ranging over [-1; 1] from 0.05 to 0.05. Using the "recruiting" rule, the neurons gather in regions of higher variations so that the RMSE is lower than with the original rule, while the original NG tends to scatter the neurons over the distribution. The number of neurons needed to approximate the function f is drastically decreased: 50 neurons with the rule (4) give a RMSE of 0.1235, whereas we found that 75 neurons are needed with the rule (1) to give a RMSE of 0.1378 (the best result obtained in the same number of iterations). As for the effect of the input distribution density, it remains the same and tends to gather approximately three times more neurons in the left part (density P1) than in the right one (density P2). The same function has been approximated with a Growing Neural-Gas using (Figure 3b ) or not ( Figure 3a ) the recruiting rule. The original GNG algorithm which adapts only the closest neuron and its connected neighbors (see [2] ) has been used. 40000 learning steps have been performed. A new neuron has been inserted every 500 learning steps, geometrically between the two neighboring neurons which had the maximum mean square error δ i , until a maximum of 30 neurons is reached. The maximum age of the neighborhood links was set to 50 learning steps. These steps were counted for a link each time a neuron connected to that link was the closest one to the input vector. The parameters were set such as {α,β,α v ,β v ,µ,τ}={0.1,0.1,0.02,0.02,0.01,0.1} where α v and β v are the learning rates of the neighboring neurons of the closest one to the input vector. It shows that without the "recruiting" rule, the neurons scatter over the input distribution (Figure 3a) , while using it they tend to keep gathering in regions where they are needed (i.e. the regions they have been settled in) (Figure 3b ).
Figure 2:
Comparison between original Neural-Gas (a) and Recruiting Neural-Gas (b) algorithms.
(a) Original Neural-Gas (RMSE=0.1697) (b) Recruiting Neural-Gas (RMSE=0.1235) The neurons tend to scatter over the input distribution
The neurons tend to gather in regions of variations (contour lines) neuron n win to ξ in the input space, such as if n win lies in a region corresponding to those of the figure 1a, ε win(ξ) is set proportional to the corresponding density of that region. That density can be interpreted as a measure of the "difficulty" to approximate a function f, evaluated by the closest neuron to ξ, according to its position in the input space. We emphasize the difference between the current experiment and that of the previous section where the measure of the "difficulty" to approximate f was supposed to be known for each ξ. Here, we suppose we only know an estimation of that "difficulty" stored by the closest neuron to ξ. We set α=0.1 and λ=3 during 50000 training steps with a uniform data distribution. The organization obtained with the rule (4) (Figure 1d ) is not as good as that obtained with the rule (2) (Figure 1c) compared to the reference result of the rule (1) (Figure 1a ). However, since ε(ξ) is not directly available, its estimation ε win(ξ) is the only mean to gather the neurons in region where they are needed. And the results shown on Figure 1d are promising in that sense.
The "Recruiting Neural-Gas" learning rule
We have considered in the previous section, that the "recruiting" parameter ε win(ξ) should be an estimation of the "difficulty" to approximate a function f, evaluated by the closest neuron to the input data ξ. We set ε win(ξ) equal to the error density made by the closest neuron to ξ as it has been proposed in [3] . We define the error density of a neuron as the ratio of its mean square error to the volume of its Voronoï region. The mean square error δ win made by the closest neuron n win to ξ, is estimated thanks to a low-pass filter:
where f(ξ) and F(ξ) are respectively the current values of the function f and its approximation F, and τ is the time constant of the filter.
The volume ϑ i of the Voronoï region of each neuron n i , is approximated by counting the number of time each neuron has been the closest to an input vector. It gives the following rules which are applied at each iteration:
where µ is a forgetting parameter which allows to give a bigger influence to the recent values of ϑ i .
At last, as ε win(ξ) is a coefficient of the learning rule (4), it should not exceed the value 1 so that we need to normalize it.
We should normalize it according to the maximum error density of the network, but in fact, as the "recruiting" effect depends on the "neighborhood-ranking" and so has a limited influence, we just have to take into account the maximum error density weighted by the h λ (k i ). In that way, if a far neuron has a big error density, and the winner and its neighbors, a very low one in comparison, we do not give to the latter a too little learning rate and keep them adapting to their local error density.
Finally, we get the learning rule of the "Recruiting Neural-Gas":
Experiments
We use a Neural-Gas network of 50 neurons to approximate the function f defined from R 2 to R as: Figure 1 illustrates the influence of the parameter ε(ξ) on the distribution of the neurons in the input space. Figure 1a shows the results of the application of the original rule (1) with different distribution densities in identified regions. (2) with a uniform data distribution. ε(ξ) is set according to the position of the current input data ξ in the input space, such as if ξ lies in a region corresponding to those of the figure 1a, ε(ξ) is set proportional to the corresponding density of that region. That density can be interpreted as a measure of the "difficulty" to approximate a function f according to ξ. We see on figure 1b, the results given with h λ (k i ) equal to one for i=win and zero for other values (i.e. no "neighborhood-ranking" influence is considered) and on figure 1c, while considering the "neighborhood-ranking" influence. We set α=0.1 and λ decreasing from λ i =15 to λ f =1 following the rule λ=λ i (λ f /λ i ) t/tmax with t the current and tmax=10000 the total number of training steps. The values of the densities are indicated on the figure. Figure 1a and 1c present roughly the same organization which respects the real (1a) or simulated (1c) density of the data. It shows that setting ε(ξ) to a particular value for the input data ξ lying in a region of the input space with a uniform distribution, simulates a distribution density of the ξ proportional to that value in that region. Thus, ε(ξ) allows to control the distribution density of the neurons in the input space. Figure 1b shows that with no consideration of the "neighborhood-ranking" influence, the distribution density of the neurons is hardly modified and many neurons remain stuck in the "zero" area because they are neither the closest neuron to an input data of a non-zero density region, nor "recruited" by their neighbors. Thus, the "recruiting" effect depends clearly on the implication of the neighbors in the learning process.
The "recruiting" parameter
It appears in (3) and in the experiment of the previous section, that ε(ξ), plays the same role as P(ξ), as a parameter which controls the distribution density of the neurons in the input space. Because we would like to gather the neurons according to the "difficulty" they have to approximate a function f, we should set ε(ξ) to a value proportional to that "difficulty". The "difficulty" to approximate f is a parameter which depends on both f and the neurons' approximation abilities. But f is not known in advance so that no "difficulty" measure related to f can be associated directly to ξ and so ε(ξ) cannot be evaluated straight knowing ξ. However, we could estimate ε(ξ) thanks to a parameter ε win(ξ) stored by the closest neuron n win to ξ which best represents it. The learning rule is then written as:
where ε win(ξ) is a value stored by the closest neuron n win to ξ. ε win(ξ) is called the "recruiting" parameter of the neuron n win . Figure 1d presents the result of the application of the rule (4). ε win(ξ) is set according to the position of the closest
Another work is presented in [3] . It uses Fritzke's Growing Cell Structure networks [4] which are quite similar in spirit to Neural-Gas networks but without adaptive dimension of their topology. The main idea is to resample the function to approximate in regions where the accumulated error of the neurons is the biggest. In that way, the input data distribution density is directly controlled to attract the neurons toward the region where they are needed. However, it is not always easy to control the distribution of the data. The method we present is an alternative way to that technique. Indeed, we consider that the focus on interesting regions could be done inside the network by controlling internal parameters instead of outside it by controlling the data distribution density. In that paper, we assume the data follow some (unknown) probability distribution P(ξ). We propose a learning rule that combine closely both self-organization and supervised learning in a way to organize the neurons according to the input data distribution density and to the density of the output error of the network. The neurons which accumulate a high error density tend to "recruit" their neighbors to help them in their approximation task. In such a way, the neurons tend to gather more in regions where the function is more difficult to approximate. Section 2 discusses preliminary observations about the "recruiting" effect. Section 3 presents the "recruiting" parameter and Section 4 the "Recruiting Neural Gas". Section 5 deals with experiments and Section 6 concludes and gives the perspectives.
The "recruiting" effect
We consider the original Neural-Gas learning rule [1] of the centroïds of a set of N neurons, which is:
where ξ is the input vector, and W i [in] and h λ (k i ) are respectively the centroïd and the learning rate of the neuron n i . k i is the rank of the neuron n i such as if n i is the j th -closest neuron to ξ in the sense of the Euclidean distance, then the rank k i is equal to j-1 (more details can be found in [1] ). α and λ set respectively the global learning rate and the width of the neighborhood influence. Applying this rule, the mean distance between a neuron and all the input vectors weighted by the h λ (k i ) and the probability distribution, tends to be minimized, so that the distribution density of the neurons tends to reflect those of the data. However, this rule does not take into account the difficulty for the network to approximate the desired output function. The basic idea of our approach is to simulate a higher density of data in region where more neurons are needed. We propose to weight the parameter α of (1) to do that, because we noticed the following fact: Let ξ be an input vector, let all the neurons obey to the particular weighted α value of the closest neuron n win to ξ. Then if that weight is larger than those of the other neurons, all the neurons under the "neighborhood-ranking" influence of n win , behave toward ξ as if ξ were presented more often to them. In such a way, all the neurons tend to be more attracted to the Voronoï region of n win than to other regions. That's what we call the "recruiting" effect. The resulting learning rule of the neurons in the input space could be written as:
where ε(ξ) is the parameter we intend to control to gather the neurons in the input space according to their difficulty to approximate a function f. The corresponding cost function which is minimized by a stochastic gradient descent through the adaptation steps of the rule (2) is written as:
where p is the dimension of the input space, P(ξ) is the (unknown) probability distribution of the data and ε(ξ) is assumed to be a constant according to W i [in] . To minimize the cost function (3) corresponds to minimize the mean of the square distances between the input vectors ξ and all the neurons weighted by P(ξ), h λ (k i ) and ε(ξ).
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Abstract
A new algorithm for function approximation with an artificial neural network is presented. It is based on Neural-Gas networks which combine self-organization of the neurons in the input space and supervised learning of the output values according to the function to approximate. In that paper, the original learning rule of the input weights is modified to take into account the output error. The neurons with a greater error tend to "recruit" their neighbors to help them in their approximation task. The resulting network called a "Recruiting Neural-Gas", organizes the neurons in the input space respecting the input data distribution and also the output error density. This algorithm gives very promising results and perspectives.
Introduction
Vector Quantization (VQ) techniques allow to quantify only interesting part of an input space by minimizing a cost function and placing the representing "codebook" vectors over the input data distribution respecting its density. Neural-Gas networks (NGs) have been introduced in [1] to improve VQ techniques converging quickly to a lower distortion error than other methods and obeying a gradient descent on an energy surface. A NG is a set of neurons such as each one is located in an input space thanks to an input vector called the centroïd of that neuron. An output vector can be associated to each neuron to realize a correspondence between the input space and the output space. Any input data is associated to the output of the closest neuron in the sense of the Euclidean distance. All the input data which are closer to the same neuron determine its Voronoï region in the input space. NGs have been used in [1] for function approximation tasks such as each neuron is in charge of the approximation of the output values associated to the input vectors of its own Voronoï region. Their accuracy and speed in approximating a function is depending on mainly three parameters: the number of neurons used to represent a particular region of the input space; the ability for each neuron to estimate accurately its dedicated part of the output function; and the number of data presented in that region during the learning phase. In that paper, we focus on the first parameter. The Neural-Gas' learning rule of the neurons location in the input space proposed in [1] , consists in determining the rank of the neurons according to the square of their Euclidean distance to the input vector, and moving the neurons toward the input vector according to their rank. As a result, the distribution density of the neurons in the input space tends to reflect those of the data. Thus the number of neurons which represent an input region depends directly on the input data distribution density in that region, but does not care about the difficulty to approximate the corresponding output function. It leads to a bad accuracy of the approximation by lack of neurons in regions where the function has a lot of variations but where the data distribution density is low (i.e. as low as it can describe those variations but cannot attract the neurons facing higher density regions), and to a waste of neurons in regions where the function is easy to approximate but where the data distribution density is high. To come over that problem, a Growing Neural-Gas algorithm has been presented in [2] . The basic idea is that each neuron of a NG stores the amount of error it has accumulated so far during the learning phase. At fixed time, a new neuron is inserted geometrically in the input space between the two neurons which have the highest accumulated error. In that way, the number of neurons is seemingly increased in the region where a highest accuracy is needed. However, the number of neurons which have to be added to approximate the function at a given accuracy, is bigger than it should be because the new neurons do not stay concentrated in the region they have been settled in, and tend to scatter to reflect the input distribution density. The presented "Recruiting Neural-Gas" approach adapted to the GNG, allows to avoid the scattering of the neurons.
