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Two constructions of grading-restricted
vertex (super)algebras
Yi-Zhi Huang
Abstract
We give two constructions of grading-restricted vertex (super)algebras. We first
give a new construction of a class of grading-restricted vertex (super)algebras originally
obtained by Meurman and Primc using a different method. This construction is based
on a new definition of vertex operators and a new method. Our second construction is
a generalization of the author’s construction of the moonshine module vertex operator
algebra and a related vertex operator superalgebra. This construction needs properties
of intertwining operators formulated and proved by the author.
1 Introduction
Vertex operator (super)algebras are algebraic structures formed by meromorphic fields in
two-dimensional (super)conformal field theories. Based on this connection, a program to
construct two-dimensional (super)conformal field theories using the representation theory of
vertex operator (super)algebras has been successfully carried out during the past 25 years,
though there are still many open problems to be solved. For a nontechnical brief description
of this program, see the author’s blog article [H8]. The construction of vertex operator
algebras is a prerequisite for this program.
A vertex operator (super)algebra is a grading-restricted vertex (super)algebra equipped
with a conformal element. In this paper, we are interested only in the construction of vertex
operators, not the construction of conformal elements. Thus we shall restrict our attention
to grading-restricted vertex (super)algebras instead of vertex operator (super)algebras.
The existing constructions of grading-restricted vertex (super)algebras can mostly be
divided into three types. The first type includes the constructions of grading-restricted vertex
(super)algebras associated to the Heisenberg algebras, Clifford algebras and lattices (see
[FLM] and [FFR]). These constructions are based on explicit formulas for vertex operators.
The second type includes the constructions of the grading-restricted vertex (super)algebras
associated to the Virasoro algebra, affine Lie algebras and superconformal algebras (see
[FZ], [KW] and [A]). These constructions are based on a definition of vertex operators using
generating fields and the residue of x1 of the Jacobi identity for vertex (super)algebras. The
third type is the so-called orbifold construction, including the constructions of the moonshine
module vertex operator algebra and a related vertex operator superalgebra (see [FLM],
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[DGM] [H1] and [H2]). These constructions are based on suitable intertwining operators
among fixed-point vertex operator subalgebras and modules for the subalgebras.
In this paper, we first give a new construction of a class of grading-restricted vertex
(super)algebras. Our construction is based on a new definition of vertex operators using
the rational functions obtained from the products of generating fields. This definition is
motivated by the associativity for vertex operators. Our construction is also based on a new
method. A uniqueness result shows that the class of grading-restricted vertex algebras given
by this construction is the same as the class given by Meurman and Primc [MP] using a
different construction of the second type.
We also give in this paper a generalization of the author’s construction in [H1] of the
moonshine module vertex operator algebra. Given a grading-restricted vertex algebra equipped
with a compatible sl(2,C) action (called quasi-vertex operator algebra in [FHL]) and a non-
degenerate symmetric invariant bilinear form and a module equipped with similar additional
structures satisfying certain conditions, we construct a quasi-vertex operator algebra or su-
peralgebra structure on the direct sum of the algebra and the module using suitable inter-
twining operators. Examples of such quasi-vertex operator algebras or superalgebras include,
as mentioned above, the moonshine module vertex operator algebra and a related vertex op-
erator superalgebra. The vertex operator superalgebras associated to the Moore-Read states
[MR] in the study of quantum Hall states can also be obtained using this construction.
In addition to being useful for obtaining examples of grading-restricted vertex (super)algebras,
quasi-vertex operator (super)algebras and vertex operator (super)algebras, these two con-
structions provide new methods in the study of these algebras and their representations. For
example, the author’s cohomology theory for grading-restricted vertex algebras [H6] and [H7]
are constructed and developed based on the rational functions of the products and iterates
of vertex operators and operators corresponding to cochains. Our first construction will be
useful in the study of this cohomology theory for those algebras that can be constructed in
this way. The (logarithmic) tensor category theory for module categories for vertex operator
algebras (or more generally for quasi-vertex operator algebras or Mo¨bius vertex algebras)
is based on (logarithmic) intertwining operators (see the expositions [HL] and [HLZ] and
the references in these papers for details on this theory). Our second construction uses
intertwining operators and is indeed closely related to the tensor category theory. The sec-
ond construction can be generalized to more complicated orbifold constructions and these
generalizations will be studied in future publications.
In the present paper, instead of the formal variable approach, we use the complex analysis
approach. Although we do use residues, our method depends mainly on the method of
analytic extensions and the properties of rational functions of the special type appearing in
the theory of vertex operator algebras. The advantage of our analytic approach is that every
definition or proof has a geometric meaning. The geometric meaning is not logically needed
in this paper and in many papers studying vertex operator algebras. But it often provides
ideas and motivations for many constructions and proofs. One important example is the
cohomology theory for grading-restricted vertex algebras [H6] [H7] mentioned above and the
author’s ongoing study of the representation theory of vertex operator algebras using this
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cohomology theory. The geometric insights play a crucial role in obtaining new results and
developing new methods in this theory.
The present paper is organized as follows: In the next section, we recall the definitions of
grading-restricted vertex (super)algebra, module and intertwining operator and some other
useful notions. In Sections 3 and 4, we give our first and second constructions, respectively.
2 Grading-restricted vertex (super)algebras
In this section, we recall the definitions of grading-restricted vertex (super)algebra, module
and intertwining operator. We also recall some other notions, including the notions of quasi-
vertex operator (super)algebra, conformal element, vertex operator (super)algebra, fusion
rule and nondegenerate symmetric invariant bilinear form. Except for conformal elements
and vertex operator algebras, these are all needed in our constructions.
For a Z-graded vector space V =
∐
n∈Z V(n), as usual, we denote its graded dual space∐
n∈Z V
∗
(n) by V
′ and its algebraic completion
∏
n∈Z V(n) by V . On V and V
′, we use the
topology given by the dual pair (V, V ′). In the case that dimV(n) < ∞ for n ∈ Z, we
use the topology on V = (V ′)∗ given by the dual pair (V ′, V ). We give a topology to the
space Hom(V ⊗n, V ) by identifying it with a subspace of the dual space of V ⊗n ⊗ V ′ and
then using the topology induced from the dual pair of this subspace and V ⊗n ⊗ V ′. More
specifically, a sequence (or more generally a net) {fn} in Hom(V ⊗· · ·⊗V, V ) is convergent to
f ∈ Hom(V ⊗· · ·⊗V, V ) if for v1, . . . , vn ∈ V and v′ ∈ V ′, 〈v′, fn(v1⊗· · ·⊗vn)〉 is convergent
to 〈v′, f(v1 ⊗ · · · ⊗ vn)〉. In particular, analytic maps from a region in C to Hom(V ⊗n, V )
make sense. For a C-graded vector space, we use the same notations and topologies.
We give the definition of grading-restricted vertex (super)algebra first.
Definition 2.1. A grading-restricted vertex superalgebra is a Z
2
-graded vector space V =∐
n∈ Z
2
V(n) = V
0 ⊕ V 1, where V 0 = ∐n∈Z V(n) and V 1 = ∐n∈Z+ 1
2
V(n), equipped with an
analytic map
YV : C
× → Hom(V ⊗ V, V ),
z 7→ YV (·, z)· : u⊗ v 7→ YV (u, z)v
called vertex operator map and a vacuum 1 ∈ V(0) satisfying the following axioms:
1. Axioms for the grading: (a) Grading-restriction condition: When n is sufficiently
negative, V(n) = 0 and dimV(n) < ∞ for n ∈ Z2 . (b) L(0)-bracket formula: Let
LV (0) : V → V be defined by LV (0)v = nv for v ∈ V(n). Then
[LV (0), YV (v, z)] =
d
dz
YV (v, z) + YV (LV (0)v, z)
for v ∈ V .
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2. Axioms for the vacuum: (a) Identity property: Let 1V be the identity operator on V .
Then YV (1, z) = 1V . (b) Creation property: For u ∈ V , limz→0 YV (u, z)1 exists and is
equal to u.
3. L(−1)-derivative property: Let LV (−1) : V → V be the operator given by
LV (−1)v = lim
z→0
d
dz
YV (v, z)1
for v ∈ V . Then for v ∈ V ,
d
dz
YV (v, z) = YV (LV (−1)v, z) = [LV (−1), YV (v, z)].
4. Duality: For u1 ∈ V |u1|, u2 ∈ V |u2|, and v ∈ V where |u1|, |u2| are 0 or 1, v′ ∈ V ′, the
series
〈v′, YV (u1, z1)YV (u2, z2)v〉,
(−1)|u1||u2|〈v′, YV (u2, z2)YV (u1, z1)v〉,
〈v′, YV (YV (u1, z1 − z2)u2, z2)v〉
are absolutely convergent in the regions |z1| > |z2| > 0, |z2| > |z1| > 0, |z2| > |z1−z2| >
0, respectively, to a common rational function in z1 and z2 with the only possible poles
at z1, z2 = 0 and z1 = z2.
In the case that V 1 = 0, the grading-restricted vertex superalgebra just defined is called a
grading-restricted vertex algebra.
We denote the grading-restricted vertex (super)algebra just defined by (V, YV , 1) or by
V . Note that in the definition above, we use the duality instead of the Jacobi identity or
weak commutativity as the main axiom.
Although we are mainly interested in grading-restricted vertex (super)algebras in this
paper, in our second construction, we need an operator LV (1) acting on the algebra V such
that together with LV (0) and LV (−1), it gives an action of the Lie algebra sl(2,C) on V and
satisfies the usual bracket formula between the basis of sl(2,C) and vertex operators. Also
our main examples all have conformal elements. Because of these reasons, we also recall the
definitions of quasi-vertex operator (super)algebra, conformal element and vertex operator
(super)algebra from [FHL].
Definition 2.2. A quasi-vertex operator (super)algebra is a grading-restricted vertex (su-
per)algebra (V, YV , 1) together with an operator LV (1) of weight 1 on V satisfying
[LV (−1), LV (1)] = −2LV (0),
[LV (1), YV (v, z)] = YV (LV (1)v, z) + 2zYV (LV (0)v, z) + z
2YV (LV (−1)v, z)
for v ∈ V .
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We denote the quasi-vertex operator (super)algebra just defined by (V, YV , 1, LV (1)) or
simply by V .
Definition 2.3. Let (V, YV , 1) be a grading-restricted vertex (super)algebra. A conformal
element of V is an element ω ∈ V satisfying the following axioms:
1. There exists c ∈ C such that Y (ω, z)ω expanded as a V -valued Laurent series is equal
to LV (−1)ωz−1 + 2ωz−2 + c21z−4 plus a V -valued power series in z.
2. LV (−1) = ReszYV (ω, z) and LV (0) = ReszzYV (ω, z) (Resz being the operation of
taking the coefficient of z−1 of a Laurent series).
A grading-restricted vertex (super)algebra equipped with a conformal element is called a
vertex operator (super)algebra (or, more consistently, grading-restricted conformal vertex (su-
per)algebra).
We denote the vertex operator (super)algebra just defined by (V, YV , 1, ω) or simply by
V .
Remark 2.4. The absolute convergence of
〈v′, YV (u1, z1)YV (u2, z2)v〉
and
〈v′, YV (YV (u1, z1 − z2)u2, z2)v〉
to rational functions in the regions |z1| > |z2| > 0 and |z2| > |z1 − z2| > 0, respectively,
in Definition 2.1 are called the rationality of the products and the rationality of the iterates,
respectively. The statement that
〈v′, YV (u1, z1)YV (u2, z2)v〉
and
(−1)|u1||u2|〈v′, YV (u2, z2)YV (u1, z1)v〉
converges in the regions |z1| > |z2| > 0 and |z2| > |z1| > 0, respectively, to a common
rational function is called the commutativity. The statement that
〈v′, YV (u1, z1)YV (u2, z2)v〉
and
〈v′, YV (YV (u1, z1 − z2)u2, z2)v〉
converges in the regions |z1| > |z2| > 0 and |z2| > |z1 − z2| > 0, respectively, to a common
rational function is called the associativity. In fact, with all the other properties still hold,
it is easy to show that the commutativity is equivalent to the skew-symmetry: For u ∈ V |u|
and v ∈ V |v|,
YV (u, z)v = (−1)|u||v|ezLV (−1)YV (v,−z)u.
In particular, we can replace the duality in Definition 2.1 by the rationality of the products
and iterates, the associativity and the skew-symmetry. We shall need this fact below.
5
Next we give the definition of module for a grading-restricted vertex (super)algebra.
Definition 2.5. Let V be a grading-restricted vertex superalgebra. A V -module is a C×Z2-
graded vector space
W =
∐
n∈C,α∈Z2
W α(n) =
∐
n∈C
W(n) = W
0 ⊕W 1
(where W(n) = W
0
(n) ⊕W 1(n), W 0 =
∐
n∈CW
0
(n) and W
1 =
∐
n∈C V
1
(n)) equipped with a vertex
operator map
YW : C
× → Hom(V ⊗W,W ),
z 7→ YW (·, z)· : u⊗ w 7→ YW (u, z)w
satisfying the following axioms:
1. Axioms for the gradings: (a) Grading-restriction condition: When the real part of n is
sufficiently negative, W(n) = 0 and dimW(n) <∞ for n ∈ C. (b) L(0)-bracket formula:
Let LW (0) : V → V be defined by LW (0)v = nv for v ∈ W(n). Then
[LW (0), YW (v, z)] =
d
dz
YW (v, z) + YW (LV (0)v, z)
for v ∈ V . (c) Grading compatibility: For α, β ∈ Z2, u ∈ V α and w ∈ W β, YW (u, z)w ∈
W α+β.
2. Identity property: Let 1W be the identity operator on W . Then YW (1, z) = 1W .
3. L(−1)-derivative property: There exists LW (−1) : W →W such that for u ∈ V ,
d
dz
YW (u, z) = YW (LV (−1)u, z) = [LW (−1), YW (u, z)].
4. Duality: For u1 ∈ V |u1|, u2 ∈ V |u2|, and w ∈ W where |u1|, |u2| are 0 or 1, w′ ∈ W ′,
the series
〈w′, YW (u1, z1)YW (u2, z2)w〉,
(−1)|u1||u2|〈w′, YW (u2, z2)YW (u1, z1)w〉,
〈w′, YW (YV (u1, z1 − z2)u2, z2)w〉
are absolutely convergent in the regions |z1| > |z2| > 0, |z2| > |z1| > 0, |z2| > |z1−z2| >
0, respectively, to a common rational function in z1 and z2 with the only possible poles
at z1, z2 = 0 and z1 = z2.
When V is a grading-restricted vertex algebra, a V -module is a V -module W with W 1 = 0
when V is viewed as a grading-restricted vertex superalgebra. When V is a vertex operator
(super)algebra, a V -module is a V -module when V is viewed as a grading-restricted vertex
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(super)algebra. When V is a quasi-vertex operator (super)algebra, a V -module is a V -module
W when V is viewed as a grading-restricted vertex (super)algebra together with an operator
LW (1) of weight 1 on W satisfying
[LW (−1), LW (1)] = −2LW (0),
[LW (1), YW (v, z)] = YW (LV (1)v, z) + 2zYW (LV (0)v, z) + z
2YW (LV (−1)v, z)
for v ∈ V .
We denote the V -module just defined by (W,YW ) or simply byW . In the case that V is a
quasi-vertex operator (super)algebra, we denote the V -module just defined by (W,YW , LW (1))
or simply by W .
Remark 2.6. In Definition 2.5, as in Definition 2.1, we can also separate the rationality of
products and iterates, the commutativity and the associativity (see Remark 2.4). In fact,
for modules, it is easy to see that the commutativity is a consequence of the rationality, the
associativity and the skew-symmetry for V . Since the skew-symmetry for V always holds,
the duality in Definition 2.5 can be replaced by the rationality and the associativity.
We also need the important notion of intertwining operator. We could define an inter-
twining operator to be an analytic map from C× to a suitable space of linear maps. But
in general it is not single valued and we need to choose a preferred branch. Because of this
complication, we shall define an intertwining operator as usual to be a linear map to a space
of formal series with complex powers. After the definition, we shall explain how to choose
a special branch of the intertwining operator to obtain an analytic map from C× to the
corresponding space of linear maps. These maps are what we shall use in this paper.
Definition 2.7. Let V be a grading-restricted vertex superalgebra (a grading-restricted
vertex algebra being a special case) and W1,W2,W3 V -modules. An intertwining operator
of type
(
W3
W1W2
)
is a linear map
Y :W1 ⊗W2 → W3{x}
w1 ⊗ w2 7→ Y(w1, x)w2
(where W3{x} is the space of formal series of the form
∑
n∈C anx
n for an ∈ W3 and x is a
formal variable) satisfying the following axioms:
1. L(0)-bracket formula: For w1 ∈ W1,
LW3(0)Y(w1, x)−Y(w1, x)LW2(0) =
d
dx
Y(w1, x) + YW (LW1(0)w1, x).
2. L(−1)-derivative property: For w1 ∈ W1,
d
dx
Y(w1, x) = YW (LW1(−1)w1, x) = LW3(−1)Y(w1, x)− Y(w1, x)LW2(−1).
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3. Duality with vertex operators: For u ∈ V |u|, w1 ∈ W |w1|, and w2 ∈ W where |u|, |w1|
are 0 or 1, w′3 ∈ W ′3, for any single-valued branch l(z2) of the logarithm of z2 in the
region z2 6= 0, 0 ≤ arg z2 ≤ 2π, the series
〈w′3, YW3(u, z1)Y(w1, x2)w2〉
∣∣∣
xn2=e
nl(z2),n∈C
,
(−1)|u||w1|〈w′3,Y(w1, x2)YW2(u, z1)w2〉
∣∣∣
xn2=e
nl(z2),n∈C
,
〈w′3,Y(YW1(u, z1 − z2)w1, x2)w2〉
∣∣∣
xn2=e
nl(z2),n∈C
are absolutely convergent in the regions |z1| > |z2| > 0, |z2| > |z1| > 0, |z2| >
|z1 − z2| > 0, respectively, to a common analytic function in z1 and z2 and can be
analytically extended to a multivalued analytic functions with the only possible poles
z1 = 0 and z1 = z2 and the only possible branch point z2 = 0.
When V is a quasi-vertex operator superalgebra (a quasi-vertex operator superalgebra being
a special case) and W1,W2,W3 are V -modules, an intertwining operator of type
(
W3
W1W2
)
is
an intertwining operator Y of the same type in the sense above satisfying in addition the
following condition:
4. L(1)-bracket formula: For w1 ∈ W1,
LW3(1)Y(w1, z)− Y(w1, z)LW2(1)
= Y(LW1(1)w1, z) + 2zY(LW1(0)w1, z) + z2Y(LW1(−1)w1, z).
The dimension of the space of all intertwining operators of type
(
W3
W1W2
)
is called the fusion
rule of type
(
W3
W1W2
)
and is denoted by NW3W1W2.
We shall need later a formula equivalent to the L(0)-bracket formula called L(0)-conjugation
formula for an intertwining operator Y : For a ∈ C,
eaLW3 (0)Y(w1, x)e−aLW2 (0) = Y(eaLW1 (0)w1, eax).
For z ∈ C×, let log z = log |z| + i arg z, where 0 ≤ arg z < 2π. Let Y be an intertwining
operator of type
(
W3
W1W2
)
. Then for z ∈ C×, w1 ∈ W1 and w2 ∈ W2, we use Y(w1, z)w2 to
denote Y(w1, x)w2
∣∣∣
xn=en log z,n∈C
. In particular, we have a map from C× to Hom(W1⊗W2,W 3)
given by z 7→ Y(w1, z)w2. Using this notation, the three expressions in the duality axiom
for intertwining operators can be written as
〈w′3, YW3(u, z1)Y(w1, z2)w2〉,
(−1)|u||w1|〈w′3,Y(w1, z2)YW2(u, z1)w2〉,
〈w′3,Y(YW1(u, z1 − z2)w1, z2)w2〉.
We shall always use this notation in this paper.
Finally we define nondegenerate symmetric invariant bilinear forms on modules for a
quasi-vertex operator algebra.
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Definition 2.8. Let V be a quasi-vertex operator algebra and W a V -module. A nondegen-
erate symmetric invariant bilinear form on W is a nondegenerate symmetric bilinear form
(·, ·)W : W ⊗W → C on W such that for m,n ∈ C, m 6= n, w1 ∈ W(m) and w2 ∈ W(n),
(w1, w2)W = 0 and for v ∈ V , w1, w2 ∈ W ,
(w1, LW (1)w2)W = (LW (−1)w1, w2)W ,
(w1, YW (v, z)w2)W = (YW (e
zLV (1)(−z−2)LV (0)v, z−1)w1, w2)W .
In particular, a nondegenerate symmetric invariant bilinear form on V is defined to be a
nondegenerate symmetric invariant bilinear form on V when V is viewed as a V -module.
3 The first construction
In this section, we give our first construction of grading-restricted vertex (super)algebras.
By a uniqueness result, our construction gives the same class of grading-restricted vertex
algebras as in [MP]. What is new in this section is the construction, including a new formula
for the vertex operator map and a new method. As mentioned in the introduction, we
use the complex analysis approach. But since in this section, we work only with rational
functions, the results and the proofs in this section still work for grading-restricted vertex
(super)algebras over any field of characteristic 0.
Let V =
∐
n∈ Z
2
be a Z
2
-graded vector space such that V(n) = 0 for n sufficiently negative
and dimV(n) <∞ for n ∈ Z2 . Since dimV(n) <∞ for n ∈ Z2 , we have V = (V ′)∗. Elements of
V(n) is said to have weight n. Elements of V
0 =
∐
n∈Z V(n) are said to be even and elements
of V 1 =
∐
n∈Z+ 1
2
V(n) are said to be odd. Let LV (0) : V → V be the operator defined by the
grading on V , that is, by LV (0)v = nv for v ∈ V(n). Then for a ∈ C, the operator eaLV (0) on
V defined by eaLV (0)v = eanv for v ∈ V(n) has a natural extension to V . For n ∈ Z, we use
πn to denote the projection from V or V to V(n).
An operator O on V satisfying [LV (0), O] = nO is said to have weight n. Similarly for
operators on the graded dual V ′ of V .
Lemma 3.1. Let φ be an analytic map from C× to Hom(V, V ). If there exists wt φ ∈ Z
such that
[LV (0), φ(z)] = z
d
dz
φ(z) + (wt φ)φ(z),
then we have a Laurent expansion φ(z) =
∑
n∈Z φnz
−n−1 where for n ∈ Z, φn ∈ Hom(V, V )
is homogeneous of weight wt φ− n− 1. Moreover, for v ∈ V , φ(z)v as a Laurent series in z
has only finitely many negative power terms and for v′ ∈ V ′, 〈v′, φ(z)·〉 as a Laurent series
with coefficients in V ′ has only finitely many positive powers of z.
Proof. From the bracket formula for LV (0) and φ(z), we obtain that for a ∈ C,
eaLV (0)φ(z)e−aLV (0) = ea(wt φ)φ(eaz).
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In particular, taking a such that e−a = z, we have φ(z) = ea(wt φ)e−aLV (0)φ(1)eaLV (0). Let
φn : V → V be defined by φnv = π(wt φ)−n−1+mφ(1)v for v ∈ V(m). Then φn is of weight
wt φ−n−1 and∑n∈Z φn = φ(1). Moreover, ea(wt φ)e−aLV (0)φneaLV (0)v = φnvz−n−1 for n ∈ Z
and v ∈ V . Thus
φ(z)v = ea(wt φ)e−aLV (0)φ(1)eaLV (0)v
=
∑
n∈Z
ea(wt φ)e−aLV (0)φne
aLV (0)v
=
∑
n∈Z
φnvz
−n−1
for v ∈ V .
Since V(n) = 0 for n sufficiently negative and the weight of φn is wt φ− n− 1, for v ∈ V ,
φ(z)v has only finitely many negative power terms and for v′ ∈ V ′, 〈v′, φ(z)·〉 as a Laurent
series with coefficients in V ′ has only finitely many positive powers of z.
Let φi for i ∈ I be analytic maps from C× to Hom(V, V ) and let 1 ∈ V(0). Assume that
V , φi for i ∈ I and 1 ∈ V(0) satisfy the following conditions:
1. For i ∈ I, there exists wt φi ∈ Z such that [LV (0), φi(z)] = z ddzφi(z) + (wt φi)φi(z).
2. There exists an operator LV (−1) on V such that LV (−1)1 = 0 and [LV (−1), φi(z)] =
d
dz
φi(z) for i ∈ I.
3. The limits limz→0 φ
i(z)1 for i ∈ I exist (the limits can be taken in the topology of V ,
but by Lemma 3.1 above, the existence of these limits mean that the expansions of
φi(z) have only nonnegative powers). These elements are either in V 0 or V 1. We define
|φi| = 0 if φi−11 = limz→0 φi(z)1 ∈ V 0 and |φi| = 1 if φi−11 = limz→0 φi(z)1 ∈ V 1.
4. The vector space V is spanned by elements of the form φi1n1 · · ·φiknk1 for i1, . . . , ik ∈ I
and n1, . . . , nk ∈ Z.
5. For v′ ∈ V ′, v ∈ V and i1, . . . , ik ∈ I, the series 〈v′, φi1(z1) · · ·φik(zk)v〉 (in fact a Lau-
rent series in z1, . . . , zk with complex coefficients by Lemma 3.1) is absolutely conver-
gent in the region |z1| > · · · > |zk| > 0 to a rational function R(〈v′, φi1(z1) · · ·φik(zk)v〉)
in z1, . . . , zk with the only possible poles at zi = 0 for i = 1, . . . , k and zj = zl for j 6= l.
In addition, the order of the pole zj = zl is independent of φ
in for n 6= j, l, v and v′
and the order of the pole zj = 0 is independent of φ
in for n 6= j and v′.
6. For v ∈ V , v′ ∈ V ′, i1, i2 ∈ I,
R(〈v′, φi1(z1)φi2(z2)v〉) = (−1)|φi1 ||φi2 |R(〈v′, φi2(z2)φi1(z1)v〉).
Proposition 3.2. The space V , the maps φi for i ∈ I, LV (−1) and 1 have the following
properties:
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7. For a ∈ C and i ∈ I, eaLV (0)φi(z)e−aLV (0) = ea(wt φi)φi(eaz).
8. LV (−1)φi1n1 · · ·φiknk1 =
k∑
j=1
φi1n1 · · ·φij−1nj−1(−njφ
ij
nj−1
)φij+1nj+1 · · ·φiknk1.
9. For a ∈ C, z ∈ C× satisfying |z| > |a| and i ∈ I, eaLV (−1)φi(z)e−aLV (−1) = φi(z + a) .
10. The operator LV (−1) has weight 1 and its adjoint LV (−1)′ as an operator on V ′ has
weight −1 (the weight of an operator on V ′ is defined in the same way as that of an
operator on V ). In particular, ezLV (−1)
′
v′ ∈ V ′ for z ∈ C and v′ ∈ V ′.
11. For v ∈ V , v′ ∈ V ′ and σ ∈ Sk,
R(〈v′, φi1(z1) · · ·φik(zk)v〉) = ±R(〈v′, φiσ(1)(zσ(1)) · · ·φiσ(k)(zσ(k))v〉),
where the sign ± is uniquely determined by σ and |φi1|, . . . , |φik| (here we omit its
explicit but complicated formula that can be calculated easily for special cases using
Condition 6).
Proof. These properties follow immediately from Conditions 1–6.
For N ∈ Z+, (zi−zj)N is a polynomial in z1 and z2. We shall use (zi−zj)Nijφ(zi)φ(zj) to
denote the Laurent series obtained by multiplying the polynomial (zi− zj)Nij to the Laurent
series φ(zi)φ(zj). We warn the reader that, unless otherwise stated, (zi − zj)Nijφ(zi)φ(zj)
is not the Laurent series obtained by multiplying the complex number (zi − zj)Nij to the
Laurent series φ(zi)φ(zj).
Proposition 3.3. Let V =
∐
n∈ Z
2
V(n) be a
Z
2
-graded vector space, φi for i ∈ I analytic maps
from C× to Hom(V, V ), LV (−1) an operator on V and 1 ∈ V(0). Assume that they satisfy
Conditions 1–4. Then Conditions 5 and 6 are equivalent to the following weak commutativity:
12. For i, j ∈ I, there exists Nij ∈ Z+ such that
(z1 − z2)Nijφi(z1)φj(z2) = (z1 − z2)Nij (−1)|φi||φj |φj(z2)φi(z1). (3.1)
In particular, when Conditions 1–4 and Property 12 holds, properties 7–11 also hold.
Proof. It is clear that Conditions 5 and 6 imply Property 12.
Now we assume that Property 12 holds. Consider the Laurent series∏
1≤p<q≤k
(zp − zq)Nipiq 〈v′, φi1(z1) · · ·φik(zk)v〉. (3.2)
For 1 ≤ l ≤ k, using (3.1), the Laurent series (3.2) is equal to∏
1≤p<q≤k
(zp − zq)Nipiq 〈v′, φi1(z1) · · ·φil−1(zl−1)φil+1(zl+1) · · ·φik(zk)φil(zl)v〉. (3.3)
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By Lemma 3.1, (3.3) has only finitely many negative power terms in zl. So the same is true
for (3.2). On the other hand, using (3.1) again, (3.2) is equal to∏
1≤p<q≤k
(zp − zq)Nipiq 〈v′, φil(zl)φi1(z1) · · ·φil−1(zl−1)φil+1(zl+1) · · ·φik(zk)v〉. (3.4)
By Lemma 3.1 again, (3.4) has only finitely many positive power terms in zl. So the same is
true for (3.2). Thus (3.2) must be a Laurent polynomial in zl. Since this is true for 1 ≤ l ≤ k,
(3.2) is a Laurent polynomial in z1, . . . , zk.
For fixed 1 ≤ p < q ≤ k, the expansion coefficients of
〈v′, φ(z1) · · ·φ(zk)v〉 (3.5)
as Laurent series in zl for l 6= p, q are of the form
〈v′, φi1n1 · · ·φip−1np−1φip(zp)φip+1np+1 · · ·φiq−1nq−1φiq(zq)φiq+1nq+1 · · ·φiknkv〉 (3.6)
for nl ∈ Z, l 6= p, q. Clearly (3.6) contains only finitely many negative powers in zq and
finitely many positive powers in zp. But we have shown that when multiplied by (zp−zq)Npq ,
it becomes a Laurent polynomial. Thus (3.6) must be the product of a Laurent polynomial
in zp and zq and the expansion of (zp − zq)−Npq as a Laurent series in nonnegative powers of
zq, or equivalently, in the region |zp| > |zq| > 0. Since p and q are arbitrary, we see that (3.5)
is equal to the product of a Laurent polynomial and the expansion of
∏
1≤p<q≤k(zp− zq)−Npq
in the region |z1| > · · · > |zk| > 0. This is Condition 5. Condition 6 follows immediately
from Condition 5 in the case k = 2 and (3.1).
We now define a vertex operator map. We first give the motivation of this definition.
The vertex operator map we want to define is a map
YV : C
× → Hom(V ⊗ V, V ),
z 7→ YV (·, z)· : u⊗ v 7→ YV (u, z)v.
We define YV (φ
i
−11, z)v = φ
i(z)v for i ∈ I and v ∈ V . The vertex operator map should
satisfy the rationality and associativity property. In particular, we should have
R(〈v′, YV (φi1(ξ1) · · ·φik(ξk)1, z)v〉) = R(〈v′, φi1(ξ1 + z) · · ·φik(ξk + z)v〉)
for i1, . . . , ik ∈ I, v ∈ V and v′ ∈ V ′.
Motivated by this associativity formula, we define the vertex operator map as follows:
For v′ ∈ V ′, v ∈ V , i1, . . . , ik ∈ I, m1, . . . , mk ∈ Z, we define YV by
〈v′, YV (φi1m1 · · ·φikmk1, z)v〉
= Resξ1=0 · · ·Resξk=0ξm11 · · · ξmkk R(〈v′, φi1(ξ1 + z) · · ·φik(ξk + z)v〉). (3.7)
Note that for a meromorphic function f(ξ), Resξ=0f(ξ) means expanding f(ξ) as a Laurent
series in 0 < |ξ| < r for r sufficiently small so that no other poles are in this disk and then
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taking the coefficient of ξ−1. We can also expand f(ξ) as a Laurent series in a different region.
In general, the coefficient of ξ−1 in this Laurent series might be different from Resξ=0f(ξ).
Also note that the order to take these residues is important. Different orders in general give
vertex operators for different elements.
Since V = (V ′)∗, for fixed φi1m1 · · ·φikmk1, v ∈ V , the formula above indeed gives an element
YV (φ
i1
m1
· · ·φikmk1, z)v ∈ V .
Since there might be relations among elements of the form φi1m1 · · ·φikmk1, we first have to
show that the definition above indeed gives a well-defined map from C× to Hom(V ⊗ V, V ).
Let φ0 be the map from C× to Hom(V, V ) given by φ0(z) = 1V . Let wt φ
0 = 0. Then
Conditions 1 to 6 and Properties 7 to 12 above still hold for φi, i ∈ I˜ = I ∪ {0}. Then any
relation among such elements can always be written as
q∑
p=1
λpφ
i
p
1
m
p
1
· · ·φi
p
k
m
p
k
1 = 0
for some ipj ∈ I˜ and mpj ∈ Z, p = 1, . . . , q, j = 1, . . . , k.
Lemma 3.4. If
q∑
p=1
λpφ
i
p
1
m
p
1
· · ·φi
p
k
m
p
k
1 = 0,
then
q∑
p=1
λpResξ1=0 · · ·Resξk=0ξm
p
1
1 · · · ξm
p
k
k R(〈v′, φi
p
1(ξ1 + z) · · ·φi
p
k(ξk + z)v〉) = 0
for v ∈ V and v′ ∈ V ′.
Proof. By Condition 4, we can take v to be of the form φj1n1 · · ·φjlnl1. Moreover, in this
case,
R(〈v′, φip1(z1) · · ·φi
p
k(zk)φ
j1
n1
· · ·φjlnl1〉)
= Resζ1=0 · · ·Resζl=0ζn11 · · · ζnlk R(〈v′, φi
p
1(z1) · · ·φi
p
k(zk)φ
j1(ζ1) · · ·φjl(ζl)1〉).
Then
Resξ1=0 · · ·Resξk=0ξm
p
1
1 · · · ξm
p
k
k R(〈v′, φi
p
1(ξ1 + z) · · ·φi
p
k(ξk + z)v〉)
= Resξ1=0 · · ·Resξk=0ξm
p
1
1 · · · ξm
p
k
k Resζ1=0 · · ·Resζl=0ζn11 · · · ζnll ·
·R(〈v′, φip1(ξ1 + z) · · ·φi
p
k(ξk + z)φ
j1(ζ1) · · ·φjl(ζl)1〉)
=
k∏
r=1
l∏
s=1
(−1)|φir ||φjs |Resξ1=0 · · ·Resξk=0ξm
p
1
1 · · · ξm
p
k
k Resζ1=0 · · ·Resζl=0ζn11 · · · ζnll ·
·R(〈v′, φj1(ζ1) · · ·φjl(ζl)φi
p
1(ξ1 + z) · · ·φi
p
k(ξk + z)1〉)
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=k∏
r=1
l∏
s=1
(−1)|φir ||φjs |Resξ1=0 · · ·Resξk=0ξm
p
1
1 · · · ξm
p
k
k Resζ1=0 · · ·Resζl=0ζn11 · · · ζnll ·
·R(〈ezLV (−1)′v′, φj1(ζ1 − z) · · ·φjl(ζl − z)φi
p
1(ξ1) · · ·φi
p
k(ξk)1〉)
=
k∏
r=1
l∏
s=1
(−1)|φir ||φjs |Resζ1=0 · · ·Resζl=0ζn11 · · · ζnll ·
·R(〈ezLV (−1)′v′, φj1(ζ1 − z) · · ·φjl(ζl − z)φi
p
1
m
p
1
· · ·φi
p
k
m
p
k
1〉).
Thus
q∑
p=1
λpResξ1=0 · · ·Resξk=0ξm
p
1
1 · · · ξm
p
k
k R(〈v′, φi
p
1(ξ1 + z) · · ·φi
p
k(ξk + z)v〉)
=
q∑
p=1
k∏
r=1
l∏
s=1
(−1)|φir ||φjs |λpResζ1=0 · · ·Resζl=0ζn11 · · · ζnll ·
·R(〈ezLV (−1)′v′, φj1(ζ1 − z) · · ·φjl(ζl − z)φi
p
1
m
p
1
· · ·φi
p
k
m
p
k
1〉)
=
k∏
r=1
l∏
s=1
(−1)|φir ||φjs |Resζ1=0 · · ·Resζl=0ζn11 · · · ζnll ·
·R
(〈
ezLV (−1)
′
v′, φj1(ζ1 − z) · · ·φjl(ζl − z)
(
q∑
p=1
λpφ
i
p
1
m
p
1
· · ·φi
p
k
m
p
k
1
)〉)
= 0,
proving the lemma.
From this lemma, we see that the vertex operator map YV is well defined. We are now
ready to formulate and prove the main result of this section.
Theorem 3.5. Let V =
∐
n∈ Z
2
V(n) be a
Z
2
-graded vector space, φi for i ∈ I maps from C×
to Hom(V, V ), LV (−1) an operator on V and 1 ∈ V(0). Assume that they satisfy Conditions
1–6. Then the triple (V, YV , 1) is a grading-restricted vertex algebra generated by φ
i
−11 for
i ∈ I. Moreover, this is the unique grading-restricted vertex algebra structure on V with the
vacuum 1 such that Y (φ1−11, z) = φ
i(z) for i ∈ I.
Proof. The vertex operator map YV is clearly analytic. The grading-restriction axiom
is by assumption satisfied. The L(−1)-bracket formula follows from Condition 1 and the
definition of YV . The identity property and the creation property also follow from of the
definition of YV .
Let LV (0)
′ be the adjoint operator of LV (0). For v
′ ∈ V ′, v ∈ V , i1, . . . , ik ∈ I and
n1, . . . , nk ∈ Z, a ∈ C×
〈v′, aLV (0)YV (φi1n1 · · ·φiknk1, z)a−LV (0)v〉
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= 〈aLV (0)′v′, YV (φi1n1 · · ·φiknk1, z)a−LV (0)v〉
= Resξ1=0 · · ·Resξk=0ξn11 · · · ξnkk R(〈aLV (0)
′
v′, φi1(ξ1 + z) · · ·φik(ξk + z)a−LV (0)v〉)
= Resξ1=0 · · ·Resξk=0ξn11 · · · ξnkk R(〈v′, aLV (0)φi1(ξ1 + z) · · ·φik(ξk + z)a−LV (0)v〉)
= Resξ1=0 · · ·Resξk=0ξn11 · · · ξnkk awt φ
i1+···wt φikR(〈v′, φi1(aξ1 + az) · · ·φik(aξk + az)v〉)
= Resζ1=0 · · ·Resζk=0ζn11 · · · ζnkk awt φ
i1+···wt φik−k−n1−···−nk ·
·R(〈v′, φi1(ζ1 + az) · · ·φik(ζk + az)v〉)
= 〈v′, YV (aLV (0)φi1n1 · · ·φiknk1, az)v〉).
This formula implies the L(0)-bracket formula.
From Condition 2 and the definition of YV , we obtain
d
dz
YV (φ
i1
n1
· · ·φiknk1, z) = [LV (−1), YV (φi1n1 · · ·φiknk1, z)].
From Property 8 and the definition of YV , we obtain
d
dz
YV (φ
i1
n1
· · ·φiknk1, z) = YV (LV (−1)φi1n1 · · ·φiknk1, z).
Applying both sides of this formula to 1, taking the limit z → 0 and then using the creation
property, we obtain
LV (−1)φi1n1 · · ·φiknk1 = limz→0
d
dz
YV (φ
i1
n1
· · ·φiknk1, z)1.
The L(−1)-derivative property is proved.
Let {en}n∈Z be a homogeneous basis of V and {e′n}n∈Z its dual basis in V ′. Then we have
〈v′, YV (φi1n1 · · ·φiknk1, z1)YV (φj1m1 · · ·φjlml1, z2)v〉
=
∑
n∈Z
〈v′, YV (φi1n1 · · ·φiknk1, z1)en〉〈e′n, YV (φj1m1 · · ·φjlml1, z2)v〉
=
∑
n∈Z
Resζ1=0 · · ·Resζk=0ζn11 · · · ζnkk Resξ1=0 · · ·Resξl=0ξm11 · · · ξmll ·
·R(〈v′, φi1(ζ1 + z1) · · ·φik(ζk + z1)en〉)R(〈e′n, φj1(ξ1 + z2) · · ·φjl(ξl + z2)v〉)
= Resζ1=0 · · ·Resζk=0ζn11 · · · ζnkk Resξ1=0 · · ·Resξl=0ξm11 · · · ξmll ·
·
∑
n∈Z
R(〈v′, φi1(ζ1 + z1) · · ·φik(ζk + z1)en〉)R(〈e′n, φj1(ξ1 + z2) · · ·φjl(ξl + z2)v〉).
(3.8)
By Condition 5, when |z1| > · · · > |zk+l| > 0,∑
n∈Z
R(〈v′, φi1(z1) · · ·φik(zk)en〉)R(〈e′n, φj1(zk+1) · · ·φjl(zk+l)v〉)
=
∑
n∈Z
〈v′, φi1(z1) · · ·φik(zk)en〉〈e′n, φj1(zk+1) · · ·φjl(zk+l)v〉
= 〈v′, φi1(z1) · · ·φik(zk)φj1(zk+1) · · ·φjl(zk+l)v〉 (3.9)
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is absolutely convergent to the rational function
R(〈v′, φi1(z1) · · ·φik(zk)φj1(zk+1) · · ·φjl(zk+l)v〉) (3.10)
in z1, . . . , zk+l. On the other hand, since the only possible poles of (3.10) are zi − zj = 0
for i 6= j and zi = 0, there is a unique expansion of such a rational function in the region
|z1|, . . . , |zk| > |zk+1|, . . . , |zk+l| > 0, zi 6= zj for i 6= j, i, j = 1, . . . , k and i, j = k+1, . . . , k+ l
such that each term is a product of two rational functions, one in z1, . . . , zk and the other in
zk+1, . . . , zk+l. Since the left-hand side of (3.9) is a series of the same form and is absolutely
convergent in the region |z1| > · · · > |zk+l| > 0 to (3.10), it must be absolutely convergent
in the larger region |z1|, . . . , |zk| > |zk+1|, . . . , |zk+l| > 0, zi 6= zj for i 6= j, i, j = 1, . . . , k and
i, j = k + 1, . . . , k + l to (3.10).
Substituting ζi+ z1 for zi for i = 1, . . . , k and ξj + z2 for zk+j for j = 1, . . . , l, we see that∑
n∈Z
R(〈v′, φi1(ζ1 + z1) · · ·φik(ζk + z1)en〉)R(〈e′n, φj1(ξ1 + z2) · · ·φjl(ξl + z2)v〉)
is absolutely convergent to
R(〈v′, φi1(ζ1 + z1) · · ·φik(ζk + z1)φj1(ξ1 + z2) · · ·φjl(ξl + z2)v〉)
when |ζ1+ z1|, . . . , |ζk+ z1| > |ξ1+ z2|, . . . , |ξl+ z2| > 0, ζi 6= ζj for i, j = 1, . . . , k and ξi 6= ξj
for i, j = 1, . . . , l. When |z1| > |z2| > 0, we can always find sufficiently small neighborhood
of 0 such that when ζ1, . . . , ζk, ξ1, . . . , ξl are in this neighborhood, |ζ1 + z1|, . . . , |ζk + z1| >
|ξ1 + z2|, . . . , |ξl + z2| > 0 holds. Thus we see that when |z1| > |z2| > 0, the right-hand side
of (3.8) is absolutely convergent to
Resζ1=0 · · ·Resζk=0ζn11 · · · ζnkk Resξ1=0 · · ·Resξl=0ξm11 · · · ξmll ·
·R(〈v′, φi1(ζ1 + z1) · · ·φik(ζk + z1)φj1(ξ1 + z2) · · ·φjl(ξl + z2)v〉). (3.11)
This is a rational function in z1 and z2 with the only possible poles at z1, z2 = 0 and z1 = z2.
In particular, the left-hand side of (3.8), that is,
〈v′, YV (φi1n1 · · ·φiknk1, z1)YV (φj1m1 · · ·φjlml1, z2)v〉, (3.12)
is absolutely convergent in the region |z1| > |z2| > 0 to this rational function.
We have proved the rationality of the product of two vertex operators. We are ready to
prove the commutativity. The calculation above also shows that
〈v′, YV (φj1m1 · · ·φjlml1, z2)YV (φi1n1 · · ·φiknk1, z1)v〉 (3.13)
is absolutely convergent to the rational function
Resξ1=0 · · ·Resξl=0ξm11 · · · ξmll Resζ1=0 · · ·Resζk=0ζn11 · · · ζnkk ·
·R(〈v′, φj1(ξ1 + z2) · · ·φjl(ξl + z2)φi1(ζ1 + z1) · · ·φik(ζk + z1)v〉),
(3.14)
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in the regions |z2| > |z1| > 0, respectively. By Property 11, the rational functions (3.11) and
(3.14) multiplied by
k∏
r=1
l∏
s=1
(−1)|φir ||φjs | = (−1)|φi1n1 ···φiknk1||φj1m1 ···φjlml1|
are equal. Thus (3.12) and (3.13) multiplied by the sign (−1)|φi1n1 ···φiknk1||φj1m1 ···φjlml1| are abso-
lutely convergent in the regions |z1| > |z2| > 0 and |z2| > |z1| > 0, respectively, to a common
rational function with the only possible poles at z1 = z2, z1 = 0 and z2 = 0.
We now prove the associativity. For i1, . . . , ik, j1, . . . , jl ∈ I, m1, . . . , ml ∈ Z, v ∈ V and
v′ ∈ V ′, using the expansion of φi1(ξ1), . . . , φik(ξk) and the definition of YV , we have
〈v′, YV (φi1(z1) · · ·φik(zk)φj1m1 · · ·φjlml1, z)v〉
=
∑
p1,...,pk∈Z
〈v′, YV (φi1p1 · · ·φikpkφj1m1 · · ·φjlml1, z)v〉z−p1−11 · · · z−pk−1k
=
∑
p1,...,pk∈Z
Resζ1=0 · · ·Resζk=0ζp11 · · · ζpkk Resξ1=0 · · ·Resξl=0ξm11 · · · ξmll ·
·R(〈v′, φi1(ζ1 + z) · · ·φik(ζk + z)φj1(ξ1 + z) · · ·φjl(ξl + z)v〉)z−p1−11 · · · z−pk−1k .
(3.15)
We now expand
R(〈v′, φi1(ζ1 + z) · · ·φik(ζk + z)φj1(ξ1 + z) · · ·φjl(ξl + z)v〉)
as a Laurent series
∑
l∈Z fl(ζ1, . . . , ζk−1, ξ1, . . . , ξl, z)ζ
−l−1
k in ζk in the region |z|, |ζ1|, . . . , |ζk−1| >
|ζk| > |ξ1|, . . . , |ξl|, where fl(ζ1, . . . , ζk−1, ξ1, . . . , ξl, z) are rational functions in ζ1, . . . , ζk−1, ξ1, . . . , ξl
and z. Then in the region that the Laurent series expansion holds, we have
∑
pk∈Z
Resζk=0ζ
pk
k
(∑
l∈Z
fl(ζ1, . . . , ζk−1, ξ1, . . . , ξl, z)ζ
−l−1
k
)
z
−pk−1
k
=
∑
pk∈Z
fpk(ζ1, . . . , ζk−1, ξ1, . . . , ξl, z)z
−pk−1
k
= R(〈v′, φi1(ζ1 + z) · · ·φik−1(ζk−1 + z)φik(zk + z)φj1(ξ1 + z) · · ·φjl(ξl + z)v〉).
(3.16)
Repeating this step for the variables ζk−1, . . . , ζ1, we see that the right-hand side of (3.15) is
equal to the expansion of
Resξ1=0 · · ·Resξl=0ξm11 · · · ξmll R(〈v′, φi1(z1+z) · · ·φik(zk+z)φj1(ξ1+z) · · ·φjl(ξl+z)v〉) (3.17)
as a Laurent series in z1 . . . , zk in the region |z| > |z1| > · · · > |zk| > 0. Thus the left-
hand side of (3.15) is absolutely convergent to (3.17) in the region for this Laurent series
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expansion. In particular, in the region |z| > |z1| > · · · > |zk| > 0,
〈v′, YV (φi1(z1) · · ·φik(zk)φj1m1 · · ·φjlml1, z)v〉
= Resξ1=0 · · ·Resξl=0ξm11 · · · ξmll ·
·R(〈v′, φi1(z1 + z) · · ·φik(zk + z)φj1(ξ1 + z) · · ·φjl(ξl + z)v〉). (3.18)
Now we have
〈v′, YV (YV (φi1n1 · · ·φiknk1, z1 − z2)φj1m1 · · ·φjlml1, z2)v〉
=
∑
n∈Z
〈v′, YV (en, z2)v〉〈e′n, YV (φi1n1 · · ·φiknk1, z1 − z2)φj1m1 · · ·φjlml1〉
=
∑
n∈Z
〈v′, YV (en, z2)v〉Resζ1=0 · · ·Resζk=0ζn11 · · · ζnkk ·
·R(〈e′n, φi1(ζ1 + z1 − z2) · · ·φik(ζk + z1 − z2)φj1m1 · · ·φjlml1〉). (3.19)
But by (3.18), in the region |z2| > |ζ1 + z1 − z2| > · · · > |ζk + z1 − z2| > 0, we have∑
n∈Z
〈v′, YV (en, z2)v〉〈e′n, φi1(ζ1 + z1 − z2) · · ·φik(ζk + z1 − z2)φj1m1 · · ·φjlml1〉
= 〈v′, YV (φi1(ζ1 + z1 − z2) · · ·φik(ζk + z1 − z2)φj1m1 · · ·φjlml1, z2)v〉
= Resξ1=0 · · ·Resξl=0ξm11 · · · ξmll ·
·R(〈v′, φi1(ζ1 + z1) · · ·φik(ζk + z1)φj1(ξ1 + z2) · · ·φjl(ξl + z2)v〉).
(3.20)
The right-hand side of (3.20) is a rational function in ζ1, . . . , ζk, z1 and z2 with the only
possible poles ζi−ζj = 0, for i 6= j, ζi+z1 = 0, ζi+z1−z2 = 0 and z2 = 0. There is a unique
expansion of such a rational function in the region |z2| > |ζ1+ z1− z2|, . . . , |ζk+ z1− z2| > 0,
ζi 6= ζj for i 6= j, i, j = 1, . . . , k, such that each term is a product of two rational functions,
one in z2 and the other in ζ1, . . . , ζk and z1. Since∑
n∈Z
〈v′, YV (en, z2)v〉R(〈e′n, φi1(ζ1 + z1 − z2) · · ·φik(ζk + z1 − z2)φj1m1 · · ·φjlml1〉)
is a series of the same form and is equal to the left-hand side of (3.20) in the region |z2| >
|ζ1 + z1 − z2| > · · · > |ζk + z1 − z2| > 0, it must be absolutely convergent to the right-hand
side of (3.20) in the larger region |z2| > |ζ1+ z1 − z2|, . . . , |ζk + z1 − z2| > 0. Thus we obtain∑
n∈Z
〈v′, YV (en, z2)v〉R(〈e′n, φi1(ζ1 + z1 − z2) · · ·φik(ζk + z1 − z2)φj1m1 · · ·φjlml1〉)
= Resξ1=0 · · ·Resξl=0ξm11 · · · ξmll ·
·R(〈v′, φi1(ζ1 + z1) · · ·φik(ζk + z1)φj1(ξ1 + z2) · · ·φjl(ξl + z2)v〉)
(3.21)
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in the region |z2| > |ζ1 + z1 − z2|, . . . , |ζk + z1 − z2| > 0. Thus when |z2| > |z1 − z2| > 0, the
right-hand side of (3.19) is absolutely convergent to
Resζ1=0 · · ·Resζk=0ζn11 · · · ζnkk Resξ1=0 · · ·Resξl=0ξm11 · · · ξmll ·
·R(〈v′, φi1(ζ1 + z1) · · ·φik(ζk + z1)φj1(ξ1 + z2) · · ·φjl(ξl + z2)v〉),
(3.22)
which is proved above to be equal to the left hand side of (3.8) in the region |z1| > |z2| > 0.
The associativity is proved.
To prove the uniqueness, we need only show that any grading-restricted vertex super-
algebra structure on V with the vacuum 1 must have the vertex operator map defined by
(3.7). But this is clear from the motivation that we discussed before the definition (3.7) of
the vertex operator map YV .
We call the grading-restricted vertex algebra given in Theorem 3.5 the grading-restricted
vertex algebra generated by φi, i ∈ I. The maps φi, i ∈ I, are called the generating fields of
the grading-restricted vertex algebra V .
A consequence follows immediately from Proposition 3.3 and Theorem 3.5 is the following
result:
Corollary 3.6. Let V =
∐
n∈ Z
2
V(n) be a
Z
2
-graded vector space, φi for i ∈ I maps from C× to
Hom(V, V ), LV (−1) an operator on V and 1 ∈ V(0). Assume that they satisfy Conditions 1–4
and Property 12. Then the triple (V, YV , 1) is a grading-restricted vertex algebra generated
by φi−11 for i ∈ I. Moreover, this is the unique grading-restricted vertex algebra structure on
V with the vacuum 1 such that Y (φi−11, z) = φ
i(z) for i ∈ I.
Remark 3.7. From the uniqueness part of Corollary 3.6, we see that the class of grading-
restricted vertex algebras given in Corollary 3.6 is the same as the class given by Meurman
and Primc in [MP] using a different construction. In particular, the two expressions for the
vertex operator maps in the present paper and in [MP] must be equal. But the constructions
are completely different. First, the definitions of vertex operator maps are different. As in
all the other constructions of the second type (see the introduction of the present paper),
the vertex operator map in [MP] is defined using the residue of x1 in the Jacobi identity for
vertex operator algebras. Our construction uses a completely different definition motivated
by the associativity. Second, the proofs are necessarily different. As in most of the other
constructions of the second type, the proof in [MP] is based on a result stating that if a
generating field is local with two other fields (or satisfies certain identities together with two
other fields), then this field is also local with the fields generated by the other two fields (or
satisfies certain identities together with the fields generated by the other two fields). Our
proof does not use and does not need to use such a result.
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4 The second construction
In this section, we give our second construction. It gives us a quasi-vertex operator algebra
structure on the direct sum of a quasi-vertex operator algebra and a module satisfying
suitable conditions.
Let (V, YV , 1, LV (1)) be a simple quasi-vertex operator algebra. Assume that V -modules
are all completely reducible and R-graded. Also assume that intertwining operators among
V -modules satisfy the associativity property, that is, for V -modules W1, . . . ,W5 and inter-
twining operators Y1 and Y2 of types
(
W4
W1W5
)
and
(
W5
W2W3
)
, respectively, there exist a V -module
W6 and intertwining operators Y3 and Y4 of types
(
W4
W6W3
)
and
(
W6
W1W2
)
, respectively, such that
for w′4 ∈ W ′4, w1 ∈ W1, w2 ∈ W2 and w3 ∈ W3,
〈w′4,Y1(w1, z1)Y2(w2, z2)w3〉 = 〈w′4,Y3(Y4(w1, z1 − z2)w2, z2)w3〉 (4.1)
when |z1| > |z2| > |z1 − z2| > 0. See [H5] for conditions on V such that this associativity
holds.
For simplicity, when |z1| > |z2| > 0, we use Y1(w1, z1)Y2(w2, z2) to also denote the
element of Hom(W3,W 4) obtained from the sum of the series 〈w′4,Y1(w1, z1)Y2(w2, z2)w3〉
for w′4 ∈ W ′4 and w3 ∈ W3. Similarly, when |z2| > |z1 − z2| > 0, we have an element
Y3(Y4(w1, z1 − z2)w2, z2) ∈ Hom(W3,W 4). Then when |z1| > |z2| > |z1 − z2| > 0, (4.1) for
all w′4 ∈ W ′4 and w3 ∈ W3 can be written as
Y1(w1, z1)Y2(w2, z2) = Y3(Y4(w1, z1 − z2)w2, z2).
We shall also say that
Y1(w1, z1)Y2(w2, z2)
defined on |z1| > |z2| > 0 and
Y3(Y4(w1, z1 − z2)w2, z2)
defined on |z2| > |z1 − z2| > 0 are analytic extensions of each other. We shall use also the
similar notations and terminology below for other similar expressions and equalities.
Let (W,YW , LW (1)) be an irreducible V -module. Assume that W is graded either by Z
or by Z + 1
2
. Also assume that for any irreducible V -module (M,YM , LM(1)), the fusion
rule NMWW = 1 when M is equivalent to V and N
M
WW = 0 when M is not equivalent to V .
Assume in addition that there exist nondegenerate symmetric invariant bilinear forms (·, ·)V
and (·, ·)W on V and W , respectively.
Let Ve = V ⊕W . We shall identify V and W with the corresponding subspaces of Ve so
that V and W become subspaces of Ve. We define a vertex operator map
YVe : C
× → Hom(Ve ⊗ Ve, V e)
z 7→ YVe(·, z)·
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by
YVe(u, z)v = YV (u, z)v, u, v ∈ V,
YVe(u, z)w = YW (u, z)w, u ∈ V, w ∈ W,
YVe(w, z)v = Y
W
WV (w, z)v, v ∈ V, w ∈ W,
YVe(w1, z)w2 = Y
V
WW (w1, z)w2, w1, w2 ∈ W,
where Y WWV and Y
V
WW are intertwining operators of types
(
W
WV
)
and
(
V
WW
)
, respectively,
constructed in [FHL]. We recall their definitions:
Y WWV (w, z)v = e
zLV (−1)YW (v,−z)w
for v ∈ V and w ∈ W and
(v, Y VWW (w1, z)w2)V = (Y
W
WV (e
zLW (1)eπiLW (0)z−2LW (0)w1, z
−1)v, w2)W , (4.2)
for v ∈ V and w1, w2 ∈ W , where i =
√−1. Note that in (4.2), since W is graded by Z or
Z+ 1
2
, z−2LW (0)w1 is well defined and involves only integer powers of z. From (4.2), we also
have
(w2, Y
W
WV (w1, z)v)W = (Y
V
WW (z
−2LW (0)e−πiLW (0)e−z
−1LW (1)w1, z
−1)w2, v)V . (4.3)
Since Y WWV and Y
V
WW are intertwining operators, they satisfy the L(0)-conjugation formula.
Let 1Ve = 1V . Let LVe(0), LVe(−1), LVe(1) : Ve → Ve be the operators that act as
LV (0), LV (−1), LV (1), respectively, on V and as LW (0), LW (−1), LW (1), respectively, on
W .
Here is our second construction theorem:
Theorem 4.1. The triple (Ve, YVe, 1Ve , LVe(1)) is a quasi-vertex operator algebra if W is
graded by Z and is a quasi-vertex operator superalgebra if W is graded by 1
2
+Z. In the case
that V has a conformal element ωV , Ve also has a conformal element ωVe = ωV .
Proof. We first prove the skew-symmetry. For u, v ∈ V and w ∈ W , the skew-symmetry
YVe(u, z)v = e
zLVe (−1)YVe(v,−z)u
and
YVe(u, z)w = e
zLVe (−1)YVe(w,−z)u
follow from either the skew-symmetry for the vertex operator algebra V or the definition of
Y WWV (w, z)u.
We now prove the skew-symmetry
YVe(w1, z)w2 = ǫW e
zLVe (−1)YVe(w2,−z)w1 (4.4)
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for w1, w2 ∈ W , where ǫW is 1 if W is graded by Z and is −1 if W is graded by Z+ 12 . By
definition, for u ∈ V and w1, w2 ∈ W ,
(u, YVe(w1, z)w2)V
= (u, Y VWW (w1, z)w2)V
= (Y WWV (e
zLW (1)eπiLW (0)z−2LW (0)w1, z
−1)u, w2)W
= (ez
−1LW (−1)YW (u,−z−1)ezLW (1)eπiLW (0)z−2LW (0)w1, w2)W . (4.5)
Using the fact that the adjoint operator of LW (n) is LW (−n) for n = −1, 0, 1, the invariance
of the bilinear form on V and the definitions of Y WWV and Y
V
WW , (4.3), the right-hand side of
(4.5) is equal to
(eπiLW (0)z−2LW (0)w1, e
zLW (−1)YW (e
−z−1LV (1)(−z2)LV (0)u,−z)ez−1LW (1)w2)W
= (eπiLW (0)z−2LW (0)w1, Y
W
WV (e
z−1LW (1)w2, z)e
−z−1LV (1)(−z2)LV (0)u)W
= ((−z2)LV (0)e−z−1LV (−1)Y VWW (z−2LW (0)e−πiLW (0)w2, z−1)eπiLW (0)z−2LW (0)w1, u)V .
(4.6)
Since the weight of LV (−1) is 1, we have
(−z2)LV (0)e−z−1LV (−1) = ezLV (−1)(−z2)LV (0)
= ezLV (−1)z2LV (0)e−πiLV (0).
Using this formulas, the L(0)-conjugation formula for Y VWW and the fact that e
−2πiLW (0) = ǫW ,
we see that the right-hand side of (4.6) is equal to
(ǫW e
zLV (−1)Y VWW (w2,−z)w1, u)V
= (ǫW e
zLVe (−1)YVe(e
−2πiLW (0)w2,−z)w1, u)V
= (u, ǫWe
zLVe (−1)YVe(e
−2πiLW (0)w2,−z)w1)V , (4.7)
proving the skew-symmetry (4.4) and thus the skew-symmetry for YVe holds.
Next we prove the associativity. The associativity properties for the vertex operator
maps YV and YW give the associativity
YVe(u, z1)YVe(v, z2) = YVe(YVe(u, z1 − z2)v, z2)
for u, v ∈ V when |z1| > |z2| > |z1 − z2| > 0. From [FHL], we obtain the following
associativity properties
YVe(u, z1)YVe(w1, z2)w2 = YVe(YVe(u, z1 − z2)w1, z2)w2,
YVe(w1, z1)YVe(u, z2)w2 = YVe(YVe(w1, z1 − z2)u, z2)w2,
YVe(w1, z1)YVe(w2, z2)u = YVe(YVe(w1, z1 − z2)w2, z2)u
for u ∈ V and w1, w2 ∈ W when |z1| > |z2| > |z1 − z2| > 0.
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We still need to prove the associativity
YVe(w1, z1)YVe(w2, z2)w3 = YVe(YVe(w1, z1 − z2)w2, z2)w3
for w1, w2, w3 ∈ W when |z1| > |z2| > |z1 − z2| > 0. By definition,
YVe(w1, z1)YVe(w2, z2)w3 = Y
W
WV (w1, z1)Y
V
WW (w2, z2)w3.
By assumption, the associativity property for intertwining operators for the quasi-vertex
operator algebra V holds. In particular, there exist a V -moduleM and intertwining operators
Y1 and Y2 of types
(
W
MW
)
and
(
M
WW
)
, respectively, such that
Y WWV (w1, z1)Y
V
WW (w2, z2)w3 = Y1(Y2(w1, z1 − z2)w2, z2)w3
when |z1| > |z2| > |z1−z2| > 0. By assumption,M is equivalent to a direct sum of irreducible
V -modules and the fusion rule NMWW = 1 when M is equivalent to V and N
M
WW = 0 when M
is not equivalent to V . Then we see that M must be equivalent to V and Y2 is proportional
to Y VWW after we identify M with V . On the other hand, it is a general fact that the fusion
rule NWVW is 1 (see [FHL]). In particular, Y1 is proportional to Y WVW (w1, z1). Thus there
exists λ ∈ C such that
Y WWV (w1, z1)Y
V
WW (w2, z2)w3 = λY
W
VW (Y
V
WW (w1, z1 − z2)w2, z2)w3 (4.8)
when |z1| > |z2| > |z1 − z2| > 0. From the genus-zero Moore-Seiberg equations (see [MS]
and [H3]), one can show that λ = 1 and thus the associativity property is proved. Since the
proof in this case is easy, to make our proof self contained, here we give a direct proof that
λ = 1.
Note that we have proved the skew-symmetry
Y VWW (w1, z)w2 = ǫW e
zL(−1)Y VWW (w2,−z)w1 (4.9)
for w1, w2 ∈ W , where ǫW is +1 if W is graded by Z and is −1 if W is graded by Z+ 12 . We
shall use ∼ to mean that two expressions are analytic extensions of each other. Then for
w1, w2, w3 ∈ W , using the associativity (4.8) and the definition of Y WWV , we have
Y WWV (w1, z1)Y
V
WW (w2, z2)w3
∼ λYW (Y VWW (w1, z1 − z2)w2, z2)w3
∼ λez2L(−1)Y WWV (w3,−z2)Y VWW (w1, z1 − z2)w2
∼ λ2ez2L(−1)YW (Y VWW (w3,−z1)w1, z1 − z2)w2. (4.10)
On the other hand, using (4.8) and (4.9), we have
Y WWV (w1, z1)Y
V
WW (w2, z2)w3
∼ ǫWY WWV (w1, z1)ez2L(−1)Y VWW (w3,−z2)w2
∼ ǫW ez2L(−1)Y WWV (w1, z1 − z2)Y VWW (w3,−z2)w2
∼ ǫWλez2L(−1)YW (Y VWW (w1, z1)w3,−z2)w2
∼ ǫ2Wλez2L(−1)YW (ez1L(−1)Y VWW (w3,−z1)w1,−z2)w2
∼ λez2L(−1)YW (Y VWW (w3,−z1)w1, z1 − z2)w2. (4.11)
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Since both the right-hand sides of (4.10) and (4.11) are defined on the same region and they
are analytic extensions of each other, they must be equal on the region that they are defined.
Thus λ = 1.
Note that the skew-symmetry (4.4) has a sign ǫW . Since YVe satisfies the associativity
and skew-symmetry, from [H3], it also satisfies the commutativity for quasi-vertex operator
algebras when W is graded by Z and satisfies the commutativity for quasi-vertex operator
superalgebras when W is graded by Z + 1
2
. Since YVe involves only integer powers of the
variable, the rationality for products and iterates also hold (see also [H3]). The other axioms
for grading-restricted vertex operator (super)algebras can be easily verified. Thus we have
proved that (VVe, YVe, 1Ve , LVe(1)) is a quasi-vertex operator algebra when W is graded by Z
and is a quasi-vertex operator superalgebra when W is graded by Z+ 1
2
.
Example 4.2. As is mentioned above, this second construction is in fact a generalization
of the construction of the moonshine module vertex operator algebra and the corresponding
vertex operator superalgebra in [H1]. In fact, take V to be the fixed point vertex operator
subalgebra V +Λ of the Leech lattice vertex operator algebra VΛ under the automorphism
induced from the automorphism α 7→ −α of the Leech lattice Λ. Take W to be the fixed
point V +Λ -submodule (V
T
Λ )
+ of the irreducible twisted VΛ-module V
T
Λ . Then the conditions to
use Theorem 4.1 are satisfied. By Theorem 4.1 and the fact that V +Λ has a conformal element,
the moonshine module V ♮ = V +Λ ⊕(V TΛ )+ has a structure of vertex operator algebra for which
the vertex operator map, the vacuum and the conformal element are given above. If we take
V to be the same and W to be the eigenspace (V TΛ )
− for the action of the automorphism
above on V TΛ with the eigenvalue −1. Then V +Λ ⊕ (V TΛ )− has a structure of vertex operator
superalgebra given above. See [FLM], [H1] and [H2] for the background material that can
be used to verify the conditions to use Theorem 4.1.
Example 4.3. Another application is a construction of the vertex operator superalgebra
structure on the direct sum L(1
2
, 0) ⊕ L(1
2
, 1
2
) of the vertex operator algebra L(1
2
, 0) for the
minimal model of central charge 1
2
and the L(1
2
, 0)-module L(1
2
, 1
2
) of lowest weight 1
2
. The
conditions to use Theorem 4.1 are satisfied by the results obtained in [W] and [H4] or [H5].
Thus L(1
2
, 0) ⊕ L(1
2
, 1
2
) has a structure of vertex operator superalgebra given above. After
tensoring the vertex operator algebra L(1
2
, 0) ⊕ L(1
2
, 1
2
) with the vertex operator algebra
associated to the lattice of rank 1 generated by α satisfying (α, α) = m ∈ 2Z+, we obtain
the vertex operator superalgebra for the Moore-Read state with the filling factors ν = 1
m
in
the conformal-field-theoretic study of fractional quantum Hall states. We refer the reader to
[H9] for details on these examples.
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