This paper considers approximating the finite sample null-distribution of a test statistic as its asymptotic distribution under a local alternative. We focus on the Likelihood Ratio test for the rank of cointegration and use nonlinearities that represent some finite sample distributional features. Reliable approximations are obtained using a class of locally explosive models. An empirical evaluation of the concordance of European business cycles through cointegration shows that some standard corrections lead to underestimating the number of cointegrating relations and induce volatile results.
Introduction and overview
This paper analyzes a new application to the well established local-asymptotic framework that was introduced to econometrics by Bobkoski (1983) , Cavanagh (1985) , Phillips (1987) , and Chan and Wei (1987) . We study whether finite sample null distributions of test statistics can be approximated using asymptotic distributions under a local alternative. The reason we do so is twofold: local asymptotics provide (i) an easily implementable method to generate distributions that is successful in approximating finite samples distributions (see Perron, 1991) ; and (ii) a simple way to induce some nonlinearities which we show to be relevant in finite samples and may not otherwise be taken into account (as they vanish using conventional asymptotics). In particular, this framework allows to model how the asymptotic similarity a test with respect to some parameters may not hold in finite samples. To our knowledge, the idea of using the distribution under the alternative as a finite sample approximation is new and we show that it works (at the cost of introducing nuisance parameters, that could be tabulated in practice). In considering distributions under the alternative to represent null distributions, we differ from the class of continuous record approximations studied in Perron (1991) .
To clarify the procedure we follow, consider the Dickey-Fuller test of the null H 0 : ϕ = 0 vs H 1 : ϕ < 0 in ∆y t = τ + ϕy t−1 + t , for t = 1, ..., T
where T −1/2 rT t=1 t ⇒ σW (r) , with W a Wiener process.
1 The deterministic com-nonlinear under the alternative: y t = H 1
(1 + ϕ) t y 0 + τ 1−(1+ϕ)
Asymptotically, the nonlinear trend vanishes under H 1 as (1 + ϕ) t → 0. By contrast, if we consider the local alternative H 1 : ϕ = e φ/T − 1, φ = 0, where T is the sample size, then the nonlinear trend does not vanish asymptotically since (1 + ϕ)
T → e φ as T → ∞.
2 In this paper, we consider approximating the finite-sample distribution -under H 0 -of the t-statistic on ϕ as that under the local alternative H 1 . The distributions that we obtain may hence depend nonlinearly on deterministic parameters even when the test statistics are similar with respect to deterministic terms under H 0 . In order to see the effect the trend coefficient, τ in expression (1) above, has on test statistics under H 1 , we also model it as local asymptotic (a Pitman drift), in effect assuming τ = ψ/ √ T for ψ = 0 so y T = O p √ T . Contrary to, say, Elliott, Rothenberg and Stock (1996) , we do not assume that τ = o T −1/2 so the deterministic trend remains present asymptotically and interacts with the stochastic trends as in e.g. Stock and Watson (1996) and Vogelsang (1998) . In this context, ψ matters for the test distributions even as T → ∞.
We develop a multivariate extension of the framework above and consider the to the local asymptotic process: y t = µ + τ t + z t , with z t = e φ/T z t−1 + t leads to replacing τ and ϕ with τ − e φ/T − 1 (µ + τ (t − 1)) and e φ/T − 1 in expression (1).
where W is a multivariate Brownian motion of dimension p − q and F is a a function of W whose actual definition depends on the parametric specification of the model (see Johansen, 1991) . Several authors have derived finite sample corrections of the LR statistic: see for instance Johansen (2000 Johansen ( , 2002a Johansen ( and 2002b , Swensen (2006) and Cavaliere, Rahbek and Taylor (2012) . The approximation we derive in this paper relies on local asymptotic alternatives to the null of cointegration, drawing in part on Pesavento (2004) , both on the stationary and explosive sides. We show in particular that locally explosive processes can provide reliable finite sample approximations.
The main difference between our framework and existing approximations to the finite sample distribution the LR statistic is that previous authors have considered distributions that are similar with respect to the parameters of higher-order deterministic components (when a polynomial trend is present). This draws on the asymptotic similarity of versions of the LR statistic (see Johansen, 1994, and Nielsen and Rahbek, 2000) under the null. 3 Here, working under the alternative generates nonlinear trends. This implies that, in the multivariate framework, the suggestion by Johansen (1994) to restrict the linear trend to lie within the cointegration space may not restore similarity with respect to the deterministic components. In addition we will show that some rotations are no longer possible in the presence of a localasymptotic drift, contrary to e.g. Pesavento (2004) and Saikkonen and Lütkepohl (1999) .
Our results allows to revisit, inter alia, the methodologies of Enders (1988), Mac-3 Lütkepohl and Saikkonen (2000) have also proposed an LM test that is similar with respect to deterministic components, see also Saikkonen and Lütkepohl (2000a) and Saikkonen and Lütkepohl (2000b) .
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Donald and Taylor (1991) and many authors since. We apply our theoretical results to the question of whether business cycles in the euro area exhibited concordance prior to the 2007 financial crisis. We restrict our attention to this early period as the recessive effect of the posterior financial crisis may blur the analysis and we hope that information about the early period of the introduction of the euro has some potential interest to the policy decisions that fiscal and monetary authorities will have to take in the near future. The problem of small sample size is then very acute and requires finite sample distributional approximations.
This paper is organized as follows. We first present in section 2 our proposed model of near cointegration for deriving finite sample approximations to the distributions. Section 3 derives the resulting distribution of the Likelihood Ratio test statistic. We proceed to a Monte Carlo analysis in section 4 where we validate the finite sample approximation. An empirical illustration follows in section 5 in which it appears that European economies converged in the run-up to the euro introduction and immediately started diverging thereafter. Proofs of the main results are presented in the appendix.
The paper uses the following notation: vectors are denoted by α = (α 1 : ... : α p ) ,
is of full rank; we define the generalized projection operator α = α (α α) −1 . Also, we denote by diag (α, β, ...) the (block-)diagonal matrix with diagonal elements (α, β, ...) .
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Consider the usual autoregressive representation for analyzing cointegration in the p-dimensional vector of variables x t (see Johansen, 1991):
where
. If x t is I(1) and Π is of reduced rank q, then there exist α and
cointegrates, with cointegration vector β. The test for the hypothesis Π = αβ , and possibly Υ = αρ , under Gaussian errors, is carried out as a LR test by the technique of reduced rank regression via a ratio, Q (H (q) |H (p)) defined below in expression (10), and whose asymptotic distribution for the null of q ≤ p cointegration relations under model (3) is derived in Johansen (1991 Johansen ( , 1994 as expression (2) where F is function of a multivariate Brownian motion and whose actual form depends on n d
and on whether α ⊥ Υ = 0. We set the deterministic terms as d t = (1, t) if n d = 1 and
We have assumed without loss of generality and for ease of notation that lags of ∆x t do not enter equation (3); we assume also that x 0 = 0, although this is not an inconsequential assumption (see Müller and Elliott, 2003) . The model implies that the vector process x t admits the moving average representation:
where L is the lag operator, C = β ⊥ (α ⊥ β ⊥ ) −1 α ⊥ , A is a stationary process and the power series for C T (z) is convergent for |z| < 1 + δ for some δ > 0.
Consider now the local asymptotic model we use to derive distributional approx-6 imations. We define a triangular array x t,T , and modify (4) as follows:
and
For notational ease, we omit the dependence of x t in T in the following. The moving average representation (5) implies an autoregressive representation (3) where deterministic components are damped by B T and Π = αβ is replaced with Π = αβ + e φ/T − 1 I p .
4
The vector series generated by (5)- (6) is near integrated if αβ is of reduced rank q < p, it is also near-cointegrated when q > 0. In finite samples x t is stationary.
Trend stationarity asymptotically vanishes and the limit process is cointegrated, with cointegrating vector β. The choice of representation for locally cointegrated process is not unique: here, the process is trend stationary in finite samples; stochastic trends and cointegration only appear asymptotically. Other alternatives are possible, such as allowing stochastic trends at all sample sizes and sample-dependent cointegration rank as in Johansen (1995 ), chapter 14, or also in Elliott (1998 and Jansson and Haldrup (2002) . Additionally, we restrict our attention for simplicity to a unique localizing parameter for the stochastic trend φ. that Ω = ΣΣ . Under the local asymptotic framework above, if Ψ = 0 the process exhibits a deterministic trend that is local since both its expectation and standard 4 For simplicity we assume away lags of ∆x t in the right-hand side of expression (3).
5 This could readily be extended to allow for a vector Φ = (φ 1 , ..., φ p ) .
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deviation are of the same order O T 1/2 : the process exhibits both stochastic and deterministic sources of non-stationarity and the two interact at all sample sizes and in the limit.
Local asymptotics have often be used in the context of unit roots for power analyses of tests (see e.g. Elliott, Müller and Watson, 2012) and for the construction of confidence intervals (from Stock, 1991 , to Mikusheva, 2007 . Local-to-zero drifts have been used inter alia in Monte Carlo simulations of unit root tests, first in Vogelsang (1998) and also in Rossi (2005) and Busetti and Harvey (2005) ; they have been analyzed as a model per se but in a univariate setting in Haldrup and Hylleberg (1995) , Stock and Watson (1996) , and also Nabeya and Sorensen (1994) , It should be noted that our purpose is not to provide a framework for cointegration testing that would be robust to local trends but simply to assess the properties of the LR test. Often a modeler is uncertain about the existence of a deterministic trend and wishes to perform a test for the rank of cointegration that is not affected by the presence of the absence of a trend (see e.g Lütkepohl and Saikkonen (2000)).
Then she may use the union of two tests, one that is robust to some forms of trends, one that is to others, as in the multivariate extension, in Demetrescu et al. (2009), 8 to the combination of several statistics that was proposed by Harvey et al. (2009) .
To analyze the properties of locally trending processes, we define the Vasiček
where the continuous deterministic functional
and f 0 (r) = r. By extension to (7), for a given σ > 0, we denote by K ψ,φ (r) the 
Multivariate TOU diffusions are defined as
Inference
In this section, we derive the distribution of the Likelihood Ratio test for the cointegration rank computed from model (3) using the corresponding asymptotic distri-bution when the data generating process (the DGP) is given by (5)-(6). By an abuse of language, we refer to the test as being similar with respect to some parameter under a given hypothesis (the null or the local alternative) when the distribution of its statistic does not depend on the value of the parameter under that hypothesis. Similarity is usually only referred to under the null, but since our aim is to approximate this distribution and because we only derive distributions under the alternative we hope that our message will be clear.
We first derive the asymptotic distribution of the scaled locally trending and locally cointegrated process in terms of the TOU diffusions.
Lemma 1 A locally cointegrated and locally trending process {x t } which is generated by (5)-(6) satisfies:
The asymptotic distributions of the LR statistic under the null and local alternative depend on the model which is used, and especially on which deterministic components it contains (constants and trends).
We define the log likelihood ratio statistic that corresponds to model (3) as
where the eigenvalues λ i are estimated as solutions to the problem λS 11 − S 10 S −1
Z 0t = ∆x t , Z 1t = x t−1 and Z 2t is made of the deterministic components that enter the model. We denote by M h the model (4) with the following deterministic terms: To derive the asymptotic distributions of the LR statistics computed as above, but where the DGP is (5), we define G 0 a (p − q)-variate TOU process given by
is a vector of ones of dimension Proposition 2 Assume that the data generating process is locally cointegrated and locally trending as generated by (5)-(6). The asymptotic distribution of the Likelihood Ratio statistic for the null of q < p cointegration relations among p variables using the standard approach of reduced rank regression in model M h , h ∈ {0, µ, τ } is given by:
The asymptotic distribution of the LR test refers to the definition (11) which
responds the standardized asymptotic distribution of a linear combination of the scaled common trends α ⊥ x t . Proposition 2 shows that inference drawn from the LR test may be affected by the coefficients of the deterministic components when these are allowed to interact asymptotically with the stochastic trend. Indeed, when φ = 0, G τ , corrected for a constant and a linear trend, simplifies to W, i.e. without deterministic terms. But for φ = 0, the nonlinear function f φ (r) cannot be offset by a linear trend correction. Hence, under this setting, the asymptotic distribution depends upon g φ (r) , i.e. it is not similar (under the local alternative) with respect to the projection of Ψ onto sp (α ⊥ ) . More precisely, the distribution in proposition 2 depends on the ratio τ CΣΣ C τ −1/2 τ CΨ, with τ = CΨ1 n d +1 , which writes ψ/σ in univariate unit-root testing. The ratio Σ −1 Ψ is commonly encountered when accounting for finite sample deviations from asymptotic distributions (see Kiviet and Phillips, 2005 ) so the result is comparable here. The definition of G 0 implies that all deterministic components which belong to the space spanned by α have no influence on the distribution of the LR statistic, as in Nielsen and Rahbek (2000) and in the following proposition.
Proposition 3 Under the assumptions of proposition 2. Consider the hypothesis of a deterministic term restricted to the cointegrating space, as in M * µ . The LR test statistic satisfies under the local alternative:
where G is (G 0 , r) corrected for the mean.
Under M * µ , the distribution of the test statistic, under the local alternative, is asymptotically independent of the coefficients of Ψ that belong to sp (α) . Hence, under the local alternative, the test is not asymptotically similar with respect to deterministic terms if α ⊥ Ψ = 0, contrary to the distribution under the null, as in Johansen (1994) . Denoting Ψd t = Ψ 0 + Ψ 1 t, the distribution of LR * µ asymptotically depends on Ψ 0 if α ⊥ Ψ 0 = 0 (for the same reasons of nonlinearities arising from the local-asymptotic setting, as in the discussion to the previous proposition). This means that, even when appropriately restricting the linear trend to the cointegrating space, the LR test statistic may depend -under the local alternative -on the value of the deterministic components. The most closely related study, by Nielsen and Rahbek (2000) considered only the case α ⊥ Ψ 0 = 0 in finite samples, but there are no reasons to assume that both the trend and the intercept that appear in expression (3) should be restricted a priori to the cointegrating space. An unrestricted constant is a regular feature of cointegrated vector equilibrium correction models and its presence is advocated in empirical modeling: see inter alia the recommended models in Johansen (1995), page 81, and Juselius (2006) We have shown in this section that even when the deterministic components are correctly modeled under the null, the value of their coefficients may actually matter for inference under the local alternative. It remains to be seen whether the latter accurately reflects the finite sample distributions so that they indeed constitute nuisance parameters.
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Experimental design
We validate the locally trend approximation via a Monte Carlo experiment where we simulate integrals via samples of 20,000 discrete observations, and use 20,000 replications of the processes. In the simulations, we set Ω = I p , and let, for a cointegration rank q, the vectors β = I q , 0 q×(p−q) and α = −β where I q is the q dimensional unit matrix and
so the process consists of q white noise processes and (p − q) pure random walks.
We choose β ⊥ = 0 (p−q)×q , I (p−q) and
. We record only a few results here, focusing on n d = 0 with
In the asymptotic distribution of the LR test under the local alternative, the impact of the drift is then multiplied by the square root of the number of common stochastic
Simulation results
In order to analyze the quality of the local-asymptotic approximation to finite sample distributions we report three types of results depending on whether the underlying model is correctly specified for the deterministic terms.
14 First, we assess in where the data is generated as in subsection 4.1. For comparison we also report the Ahn-Reinsel finite sample correction, see Ahn and Reinsel (1999) and Cheung and Lai (1993) . Here the model is misspecified for ψ = 0 and we see that the presence of a small unmodelled trend may flaw inference on the rank of cointegration when few stochastic trends are present. The role played by the number of stochastic trends shows that when only a few are present, the deterministic components may impact the distributions as in Evans and Savin (1984) . This motivates the use of local deterministic trends to allow their coefficients to have an impact on asymptotic distributions under the local alternatives. A first result emerges from most parameter combinations: the finite sample distributions of the Dickey-Fuller unit root tests (in the Wald, t 2 , form when p = 1, q = 0) or of one stochastic trend (p − q = 1) tend to be best approximated setting φ = 0 and, according to the MW test, the local asymptotic distribution accurately represents the finite sample behavior. Nabeya and Sorensen (1994) found similar results in the univariate unit root test. Notable exceptions to the former features are LR * µ for samples of T = 50 or 100 observations in which case φ = 1 performs better; also to some extent LR µ in which case φ = .25 is better.
In the context of testing for the presence of several stochastic trends, it appears overall that using distributions under locally-explosive roots is increasingly beneficial when there are more trends. As regards the effect of the sample size, the patterns differ according to whether models are, or not, underparameterized for the deterministic components: in tables 2 and 3 where no deterministic trend is allowed under the null, using distributions with φ > 0 is relevant in very small samples and Finally, we assess whether the local asymptotic framework accounts for the distribution of the test for a model that is well specified under the null. For this, we complement table 5 with figure 1 which records the distributions of LR τ from finite sample simulations and from the local asymptotic approximation. The skewed shape of the distribution for p−q = 1 is well approximated letting φ = 0. As the number of stochastic trends p − q increases, the distribution of LR τ resembles a Normal. Figure   2 presents the QQ plots of the proposed approximation (φ = .25) against quantiles of the simulated finite sample LR τ . This corroborates the validity of our framework;
in particular the QQ plots are closer than the MW statistic would imply. It must be noted that MW, as other tests with the purpose of comparing empirical distributions (such as Kolmogorov-Smirnov or Cramer-von Mises), tends to over-reject in very large samples. Unreported simulations show that this is especially the case for p − q = 1, i.e. when the distribution is then further away from Gaussianity. Hence, we should be relatively confident about the quality of the proposed local-asymptotic approximation, even when the reported p-values are low.
In conclusion to the Monte Carlo, we should stress that the finite sample dependence of the test statistic on the value of the deterministic trend component is exemplified by table 5 where the MW test shows that the value of ψ has an impact on the distributions.
Cointegration among continental European GDP series
We apply our methodology to assessing the degree of business cycle concordance between five continental European economies. Harmonization of business cycles is crucial for monetary policy to be timely in the whole currency area. Yet, the inception of the European Monetary Union -in 1999 -is still recent, and techniques relying on frequency analyses lack sufficient data for assessing the degree of cycle convergence. The finite sample analysis we develop in this paper therefore finds a natural application since GDP series are often considered to exhibit deterministic trends (see e.g. King et al., 1991) . We restrict our attention to the observations prior to 2007, i.e. before the recent financial crisis. The reason for this decision is that the recession induces concordance that is exceptional and blurs inference. It seems more interesting for fiscal and monetary authorities to see whether the concordance held under unexceptional times.
To assess the importance of considering the deterministic parameters when accounting for cointegration in finite samples, we test for the number of cointegrating relations among Gross Domestic Product (GDP) quarterly series 8 of five major con- In conclusion, discarding the information content of the deterministic parameters leads to under-estimating the dimension of the cointegration space. Figure 8 shows that whereas using the distribution in Johansen (2002a), a modeler infers the presence of almost no cointegrating relations (at most one) amongst the five European economies considered, this does not hold when taking the value of the deterministic trend parameter into account: the degree of concordance among the European business cycles is tested to be lower and much more volatile using Johansen (2002a) than according to the framework proposed here.
Conclusions
This paper shows that finite sample null distributions of test statistics can be approximated using asymptotic distributions under a local alternative. Although the local asymptotic distributions are commonly used to assess the power of tests, the application we propose seems new in the literature. We show how the methodology can be used to model finite sample interactions between multivariate deterministic components and stochastic trends and we apply it to approximating the Johansen (1988) likelihood ratio test for the rank of cointegration.
We show that the approximating distribution of the test may depend on the parameters of the deterministic components that enter the data generating process.
Simulations indicate that finite sample distributions tend to be better approximated via a locally explosive stochastic behavior. This is in particular the case when the model allows for more than one stochastic trends under the null.
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In an empirical application to the estimation of the number of cointegration vectors among the GDP series of five continental European economies, it is shown that the finite sample approximation technique of Johansen (2002a) may lead to underestimating the dimension of the cointegrating space; it also leads to a higher degree of volatility in the reported inference results. The technique we propose provides sharper finite sample results on the degree of concordance among the business cycles of continental Europe. It is found empirically that the economies started diverging around the introduction of the euro.
A Appendices
A.1 Proofs of lemma 1
Let n d = 1, from expression (4), we see that
. This holds also for n d = 0 with corresponding adjustments to the definitions.
A.2 Proof of propositions 2 and 3
We follow the proof of Johansen (1996), starting with lemma 10.1 (denoted lemma J-10.1, and we use similar notation in the following). Since Π T → αβ as T → ∞, the expressions in lemma J-10.1 also hold here when considering (t, T ) → (∞, ∞) .
Hence, the empirical sums S ij , for i, j = 0, 1, provide consistent estimates of the asymptotic conditional second moment, even though the residuals R ij are not corrected for the deterministic terms. Indeed, as ΨB T d t = O p T −1/2 , we get:
so that, from theorem J-14.1, with α 1 = I p and β 1 = e φ/T − 1 I p , under the conditions of a local-to-unit root and of a local deterministic trend, the following convergence results apply to the process generated by (6): S 00 P → Σ 00 , β S 11 β P → Σ ββ , and β S 10
The notation we use is τ = CΨ1 n d +1 , where 1 n d +1 is a vector of ones of dimension n d + 1, and γ orthogonal to β and τ such that (β, τ, γ) has full rank p; also f φ (r) =
We assume τ = 0. Therefore, as T → ∞ and r ∈ [0, 1] , define G (r) such that
with
The case n d = 0 follows from theorems J-11.1 and J-14.4 with the results and notation above. These theorems also apply to our setting when appropriately replacing lemmata J-10.2, J-10.3 and J-14.3 with those given by our framework. This is what we do below and the proof of proposition 2 is then similar to those of theorems J-11.1 and J-14.4; we will not repeat them entirely here.
Since β α is invertible,
rank. Moreover, as C = β ⊥ (α ⊥ β ⊥ ) −1 α ⊥ and α and β are defined via the space they span and their product, hence we can choose α ⊥ = (γ, τ ) . Then
Equation (13) replaces lemma J-10.2, with
which weakly converges to
Equations (15) to (17) replace lemmata J-10.3 and J-14.3 in the proof. Define
full rank:
GG dr which has p − q zero roots and q positive roots. We can also write
Now, let ρ = λT fixed and (λ, T ) → (0, ∞) . We show that the p − q smallest root of S (λ) decrease to zero at the rate T −1 and that T λ converges:
so that |β S (λ) β| has no roots. Additionally
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From (13), G is the projection of CK Ψ,φ on (γ, τ ) = α ⊥ , hence
Combining (15), (19) and (20), we see that, according to (18), the roots ρ asymptotically satisfy
Hence given that the roots of (21) |S (λ)| tend to zero at rate
In the presence of a deterministic component entered unrestrictedly in the regression model (so that it is partialled out as the lagged differences in Z 2 ), G 0 in (22) is then corrected for a mean (n d = 0), or both a mean and a linear trend (n d = 1). Given that f φ (r) is nonlinear, the regression coefficients will be nonzero for φ = 0.
Should the modeler suspect the presence of a deterministic trend in the process, following Johansen (1994), she would test for the null hypothesis H * (q) : Π = αβ and Ψd t = Ψ 0 + Ψ 1 t with α ⊥ Ψ 1 = 0; this leads to setting the model with X t−1 = (x t−1 , t) instead of x t−1 entering the cointegrating space. Then τ = CΨ 0 1 n d +1 and G only depends on Ψ via Ψ 0 . Now the LR statistic admits a different asymptotic 32 distribution:
where G = (G 0 , r) corrected for the mean and it is function of Ψ 0 . observations. The remaining rows record simulated finite sample distributions under the null and local alternatives when the data generating process presents a drift lying in the space spanned by the common stochastic trends. The drift is parameterized as T −1/2 (ψ, 0, ...) . 
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