Standard feature engineering involves manually designing and assessing measurable descriptors based on some expert knowledge in the domain of application, followed by the selection of the best performing set of designed features in order to optimize an inference model. Several studies have shown that this whole manual process can be efficiently replaced by deep learning approaches which are characterized by the integration of feature engineering, feature selection and inference model optimization into a single learning process. Such techniques have proven to be very successful in the domain of image processing and have been able to attain state-of-the-art performances while significantly outperforming traditional approaches based on hand-crafted features. In the following work, we explore deep learning approaches for the analysis of physiological signals. More precisely, deep learning architectures are designed for the assessment of measurable physiological channels in order to perform an accurate classification of different levels of artificially induced nociceptive pain. Most of the previous works related to pain intensity classification based on physiological signals rely on a carefully designed set of hand-crafted features in order to achieve a relatively good classification performance. Therefore, the current work aims at building competitive pain intensity classification models without the need of domain specific expert knowledge for the generation of relevant features. The assessment of the designed deep learning architectures is based on the BioVid Heat Pain Database (Part A) and experimental validation demonstrates that the proposed uni-modal architecture for the electrodermal activity (EDA) and the deep fusion approaches significantly outperform previous classification methods reported in the literature, with respective average performances of 85.03% and 83.76% for the binary classification experiment consisting of the discrimination between the baseline level and the pain tolerance level (T 0 vs.T 4 ) in a Leave-One-Subject-Out (LOSO) cross-validation evaluation setting.
field of image processing [3] [4] [5] [6] [7] . Similar performances have been achieved in the field of 25 speech recognition [8, 9] and natural language processing [10, 11] . 26 A steadily growing amount of work has been exploring the application of deep 27 learning approaches on physiological signals. Martinéz et al. [12] were able to 28 significantly outperform standard approaches built upon hand-crafted features by using 29 a deep learning algorithm for affect modelling based on physiological signals (two 30 physiological signals consisting of Skin Conductance (SC) and Blood Volume Pulse 31 (BVP) were used in this specific work). The designed approach consisted of a 32 multi-layer Convolutional Neural Network (CNN) [13] combined with a single-layer 33 perceptron (SLP). The parameters of the CNN were trained in an unsupervised manner 34 using denoising auto-encoders [14] . The SLP was subsequently trained in a supervised 35 manner using backpropagation [15] to map the outputs of the CNN to the target 36 affective states. In [16] , the authors proposed a multiple-fusion-layer based ensemble 37 classifier of stacked auto-encoder (MESAE) for emotion recognition based on 38 physiological data. A physiological-data-driven approach was proposed in order to 39 identify the structure of the ensemble. The architecture was able to significantly 40 outperform the existing state-of-the-art performance. A deep CNN was also successfully 41 applied in [17] for arousal and valence classification based on both electrocardiogram approaches have been applied on electromyogram (EMG) signals for gesture 48 recognition [20, 21] or hand movement classification [22, 23] . Most of the reported 49 approaches consist of first transforming the processed EMG signal into a two 50 dimensional (time-frequency) visual representation (such as a spectrogram or a 51 scalogram) and subsequently using a deep CNN architecture to proceed with the 52 classification. A similar procedure has been used in [24] for the analysis of deep learning approaches applied to physiological signals can be found in [25] and [26] . 56 The current work focuses on the application of deep learning approaches for 57 nociceptive pain recognition based on physiological signals (EMG, ECG and 58 April 23, 2019 2/16 electrodermal activity (EDA)). Several deep learning architectures are proposed for the 59 assessment of measurable physiological parameters in order to perform an end-to-end 60 classification of different levels of artificially induced nociceptive pain. The current work 61 aims at achieving state-of-the-art classification performances based on feature learning, 62 therefore removing the reliance on expert knowledge for the optimization of reliable personalized pain estimation in [37] based on both physiological and video modalities.
89
Thereby, the authors applied the fusion at feature level. The whole pain intensity 90 estimation task was analysed as a regression problem. Random Forests were used as the 91 base regression models. Moreover, a multi-layer perceptron (MLP) was applied to 92 compute the confidence for an additional personalisation step. One of the recent works, 93 including the physiological signals of both data sets (SEDB and BVDB) is [38] . The 94 authors analysed different fusion approaches with fixed aggregating rules based on their 95 merging level for the person-independent multi-class scenario using all available pain 96 levels. Thereby, three of the most popular decision tree based classifier systems, i.e.
97
Bagging [39] , Boosting [40] and Random Forests were compared.
98
The remainder of the work is organised as follows. The proposed deep learning 99 approaches as well as the dataset used for the validation of the approaches are described 100 in the section Materials and Methods. Subsequently, a description of the results
Materials and Methods

106
BioVid Heat Pain Database (BVDB)
107
The BioVid Heat Pain Database [35] (BVDB) was collected at Ulm University. It 108 includes multi modal data recordings from healthy subjects exposed to different 109 artificially induced pain stimuli under strictly controlled conditions. The pain elicitation 110 in the form of heat was conducted through the professionally designed PATHWAY consists of a total of 86 participants. The difference between the two parts apart from 131 the number of participants is that in part B, additional physiological data were recorded 132 (zygomaticus and corrugator EMG data).
133
During the experiments, three different physiological signals were recorded, namely 134 electrodermal activity (EDA), eletrocardiogram (ECG) and electromyogram (EMG) (a 135 sample of the recorded physiological signals is depicted in Fig 1) . The EDA is an 136 indicator for the skin conductance level and was measured at both, the participants' 137 index and ring fingers. The ECG signals measure the participants' heart activity, like 138 the heart rate, the interbeat interval and the heart rate variability. The EMG signal is 139 an indicator for the muscle activity. The EMG signal of the current dataset consists of 140 the muscle activities of the trapezius muscles, which are located at the back, in the 141 shoulder area. In addition to the biopotentials, different video signals were recorded.
142
Since we are only considering the physiological signals here, interested readers are 143 referred to [35] to get further details on the whole data set. Having 20 elicitations for 144 each level of pain elicitation every subject is represented by 100 sequences of numerical 145 data points (time series). 
Data Preprocessing 147
Prior to the classification experiments, the sampling rate of the recorded physiological 148 modalities was reduced to 256 Hz, in order to reduce the computational requirements. 149 Subsequently, the amount of noise and artefacts within the recorded data was 150 significantly reduced by applying different signal preprocessing techniques on each 151 specific modality. A third order low-pass Butterworth filter with a cut-off frequency of 152 0.2 Hz was applied on the EDA signal. The EMG signal was filtered by applying a 153 fourth order bandpass Butterworth filter with a frequency range of [20, 250] Hz. Finally, 154 a third order bandpass Butterworth filter with a frequency range of [0.1, 250] Hz was 155 applied on the ECG signal. Furthermore, the data is segmented as proposed in [33] , but 156 rather than using 5.5 sec windows with a shift of 3 sec from the elicitations' onset, the 157 preprocessed signals were segmented into windows of length 4.5 sec, with a shift from 158 the elicitations' onset of 4 sec (see Fig 2(a) ) based on the data driven signal 159 segmentation approach that was recently proposed in [27] . Each signal extracted within 160 this window constitutes a 1-D array of size 4.5 × 256 = 1152 and is later on used in 161 combination with the corresponding level of pain elicitation to optimize and assess the 162 designed deep classification architectures. Thus, each physiological modality specific to 163 each single participant is represented by a tensor with the dimensionality 100 × 1152 × 1. 164 Additionally, the segmented ECG signals were detrended by subtracting a 5 th degree 165 polynomial least-squares fit from the filtered signal. This step was carried out to remove 166 the artefacts stemming from the recorded EDA signal which could potentially bias the 167 classification performance of the corresponding deep classification model (see Fig 2(b) ). 168 Finally, data augmentation was performed by shifting the 4.5 sec window of 169 segmentation backward and forward in time with small shifts of length 250 milliseconds 170 (ms) and a maximal total window shift of 1 sec in each direction, starting from the 171 initial position of the window depicted in Fig 2(a) . The signals extracted within these 172 windows were subsequently used as training material for the optimization of the 173 classification architectures. As mentioned earlier, the goal of the current work is to apply feature learning in order 176 to alleviate the reliance on domain specific expert knowledge that occurs when relevant 177 and adequate features are to be manually designed (hand-crafted features) in order to 178 achieve state-of-the-art classification performances. Therefore, multi-layer CNNs are 179 designed and fed with the preprocessed physiological signals in order to automatically 180 compute relevant signal representations and at the same time optimize the classification 181 architectures. In the following sections, c depicts the number of classes of the 182 classification task. architectures. The dropout approach consists of randomly and temporarily removing a 219 set of neurons (or units) from the neural network during each training step, each neuron 220 having a fixed probability p ∈ [0, 1] to be retained. The resulting model is therefore 221 more robust against overfitting and generalises better.
222
In the current work, the designed architectures are regularised using both techniques 223 and the dropout rate is fixed to 25%. Moreover, the Exponential Linear Unit (ELU) 224 function [45] 
is used as activation function for both convolutional layers and fully connected layers 
is used as activation function, with y i = elu α n k=1
the set of weights of the i th neuron, b i represents the bias term of the i th neuron and 230 x = (x 1 , . . . , x i , . . . , x n ) represents the output of the precedent fully connected layer).
231
The designed architectures for each physiological signal are based on 1-D convolutional 232 layers and are described in Table 1 . 
ELU is used as activation function in both convolutional and fully connected layers, except for the last fully connected layer where a softmax activation function is used. The networks are further regularized by using dropout layers with a fixed dropout rate of 25%.
Multi-modal Deep Model Description 234
In order to further investigate the compatibility of the recorded physiological data, approach is to enable the architecture to dynamically learn an appropriate set of 244 weights, which will generate feature maps consisting of relevant and compatible 245 information extracted simultaneously from the recorded modalities, when applied to the 246 2-D data representation. The designed fusion architecture is described in Table 2 .
247
Furthermore, two additional late fusion approaches are proposed (see Fig 4) . Both 
The architecture is based on 2-D convolutional layers. A 2-D representation of the input data is generated by concatenating the three physiological modalities resulting in a tensor with the dimensionality 3 × 1152 × 1. Similar to the previous architectures, ELU is used as activation function in both convolutional and fully connected layers, except for the last fully connected layer where a softmax activation function is used. The network is further regularized by using dropout layers with a fixed dropout rate of 25%.
approaches are based on the uni-modal CNN architectures described earlier (see section 249 Uni-modal Deep Model Description). The first approach described in Fig 4(a) performs 250 the aggregation of the information at the mid-level since it involves using intermediate 251 representations of the input data. It consists of concatenating the outputs of the second 252 fully connected layer of each modality specific architecture and feeding the resulting 253 representation to an output layer with a softmax activation function. The second approach depicted in Fig 4(b) output of the aggregation layer is computed by using the following formulas: previously computed scores (see Eq. 4). Furthermore, the whole architecture is trained 266 by using the loss function defined in Eq. 5.
where L 1 
where y j is the ground-truth value of the j th class andŷ j is the j th output value of the 277 softmax function. Concerning the second late fusion architecture, the cross entropy loss 278 function is used for each uni-modal architecture as well as for the aggregation layer
Results
281
All previously described deep architectures are trained using the Adaptive Moment 282 estimation (Adam) [46] optimisation algorithm with a fixed learning rate set empirically 283 to 10 −5 . The training process consists of a total number of 100 epoches with the batch 284 size set to 100. The weights of the loss function for the second late fusion architecture 285 (see Fig 4(b) ) are empirically set as follows: λ 1 = λ 2 = λ 3 = 0.2, λ agg = 0.4. The weight 286 corresponding to the aggregation layer (λ agg ) is set higher than the others in order to 287 push the network to focus on the weighted combination of the single modality 288 architectures' outputs, and therefore to evaluate an optimal set of the weighting 289 April 23, 2019 9/16 parameters {α 1 , α 2 , α 3 }. The implementation and evaluation of the described 290 algorithms is done with the libraries Keras [47] , Tensorflow [48] and Scikit-learn [49] .
291
The evaluation of the architectures is performed in a Leave-One-Subject-Out (LOSO) 292 cross-validation setting.
293
A performance evaluation of the designed architectures in a binary classification task 294 consisting of the discrimination between the baseline temperature T 0 and the pain 295 tolerance temperature T 4 is reported in Table 3 . The achieved results based on CNNs 296 are also compared to the state-of-the-art results reported in previous works. At a glance, 297 the designed deep learning architectures outperform the state-of-the-art results in every 298 setting, except for the ECG modality. Regarding the aggregation of all physiological 299 modalities, the second late fusion architecture performs best and sets a new 300 state-of-the-art fusion performance with an average accuracy of 83.76%, which even 301 outperforms the best fusion results reported in [37] , where the authors could achieve an 302 average classification performance of 83.1% by using both physiological and video 303 features. The deep architecture based on the EDA modality significantly outperforms Table 3 . Performance comparison to early work on the BVDB (Part A) for the classification task T 0 vs. T 4 in a LOSO cross-validation setting.
Method
ECG EMG EDA Fusion Werner et al. [32] 62.00 57.90 73.80 74.10 Kächele et al. [36, 37] n. The performance metric consists of the average accuracy (in %) over the LOSO cross-validation. The best performing approach for each modality and the aggregation of all modalities is depicted in bold.
304
all previously reported classification results with an average accuracy of 85.03%. Based 305 on this finding, further binary classification experiments were conducted, based uniquely 306 on the EDA modality and compared with similar results in previous works. The results 307 depicted in Table 4 clearly show that the designed CNN architecture is able to 308 consistently and significantly outperform previous approaches in all classification 309 settings. EDA is also the best performing single modality, followed by EMG and ECG The performance metric consists of the average accuracy (in %) over the LOSO cross-validation. The best performing approach for each classification task is depicted in bold.
310
respectively, which is consistent with the results reported in previous works. Concerning 311 the classification task T 0 vs.T 4 , even though the deep fusion architectures attain 312 state-of-the-art fusion performances, they are unable to outperform the CNN 313 architecture based uniquely on EDA. The aggregated information stemming from both 314 modalities EMG and ECG seems to harm the optimisation process of the whole 315 classification architecture in several cases (as can be seen in Fig 5(a) ). It can also be 316 seen in Fig 5(b) , that the fusion architecture systematically assigned a higher weight 317 value to EDA, while both ECG and EMG are assigned significantly lower weight values. 318 EDA is assigned an average weight value of 0.29 with a standard deviation of 319 0.01 × 10 −2 . EMG is assigned an average weight value of 0.19 with a standard deviation 320 of 1.67 × 10 −2 and ECG is assigned an average weight value of 0.19 with a standard 321 deviation of 1.26 × 10 −2 . Therefore, since the weighting parameters seem to improve the 322 generalisation ability of the classification architecture, it is believed that an improved 323 optimization of these specific parameters could further improve the performance of the 324 designed system. from all the physiological modalities. Regarding the classification task T 1 vs.T 4 , the late 333 fusion approach performs slightly better than EDA with an average accuracy of 76.81% 334 (compared to an average accuracy of 76.70% for EDA), however not significantly.
335
Moreover, the performances of the models specific to both ECG and EMG in the case of 336 a 5-class classification experiment (see Fig 6(c) ) are slightly above chance level (average 337 accuracy of 23.30% and 23.17% for ECG and EMG respectively), while the performance 338 of EDA is significantly above chance level with an average accuracy of 37.15%. Thus, 339 the late fusion approach of all modalities is unable to outperform EDA with an average 340 accuracy of 36.26%, since most of the models' outputs specific to ECG and EMG are 341 mostly unreliable. These results also suggest that the discrimination between all the 5 342 levels of pain elicitation is a very difficult classification task. Moreover, all designed architectures were trained in an end-to-end manner.
359
Therefore, it is also believed that pre-training and fine tuning at different levels of 360 abstraction of the CNN architectures, as well as the combination with recurrent neural 361 networks (in order to include the temporal aspect of the physiological signals in the 362 inference model), could also potentially improve the performance of the current system, 363 since such approaches have been successfully applied in other domains of application 364 such as facial expression recognition [51] [52] [53] . Finally, the recorded video data provides 365 an additional channel that can be integrated into the fusion architecture in order to 366 improve the performance of the whole system. Therefore, the video modality should 367 also be evaluated and assessed in combination with the physiological modalities.
368
In summary, the performed assessment suggests that deep learning approaches are should also be assessed in combination with established deep neural network approaches, 379 specifically designed for this type of data representation. 
