Abstract. We propose an inexact primal-dual smoothing framework to solve a strongly-convexgenerally-concave saddle point problem with non-bilinear structure, with potentially a large number of component functions. We develop a probabilistic version of our smoothing framework, which allows each sub-problem to be solved by randomized algorithms inexactly in expectation. In addition, we extend both our deterministic and probabilistic frameworks to solve generally convex-concave saddle point problems. Compared to the existing approaches, our frameworks enjoy superior first-order oracle complexities, and can easily exploit additional regularities in the problem. As an important application, we illustrate the efficacy of our frameworks on the large-scale convex constrained optimization problems.
1. Introduction. We consider the following saddle point problem (SPP) (1) min
where X and Λ are convex and closed sets in finite-dimensional real Banach spaces E 1 and E 2 respectively, X is bounded and L(·, ·) is convex-concave on X × Λ. We assume that both X and Λ admit tractable projections and denote the norm on E i by · Ei , for i = 1, 2. For any (x, λ) ∈ X × Λ, we assume that L(x, ·) is continuously (Fréchet-)differentiable on an open set Λ ′ that contains Λ. 1,2 For well-posedness, we assume that Problem (1) has a saddle point (x ♯ , λ ♯ ) ∈ X × Λ such that for any x ∈ X and λ ∈ Λ, L(x ♯ , λ) ≤ L(x ♯ , λ ♯ ) ≤ L(x, λ ♯ ). Furthermore, we make two blanket assumptions about L(·, ·). Assumption 1.1. (A) For all λ ∈ Λ, L(·, λ) is a X -strongly convex on X, i.e, L(y, λ) ≥ L(x, λ) + g, y − x + (a X /2) x − y 2 E1 , ∀ x, y ∈ X, ∀ g ∈ ∂ x L(x, λ), where ∂ x L(x, λ) denotes the sub-differential of L(·, λ) at x ∈ X and a X > 0.
(B) There exist constants B 1 , B 2 ≥ 0 such that for all x 1 , x 2 ∈ X and λ 1 , λ 2 ∈ Λ,
In this work, we aim to develop an effective algorithmic framework for solving Problem (1) . In particular, we desire a framework that is efficient and scalable when L(·, ·) has a large number of components (with possibly non-bilinear structure), i.e., (2) min
where F is a F -strongly convex, closed and proper on X (a F > 0) and for each i ∈ [n] {1, . . . , n}, L i (x, ·) is continuously differentiable on Λ ′ , for any x ∈ X.
1.1. Applications. Problem (2) arises in numerous modern large-scale applications, among which we highlight four important examples below.
(E1) General constrained convex optimization problems [7, 46] . We consider min x∈X f (x) subject to g i (x) ≤ 0, ∀ i ∈ [m], a
where X is convex and compact, f is closed and a f -strongly convex on X (a f > 0), each g i is convex and A i -Lipschitz on X, and {(a i , b i )} r i=1 ⊂ R d ×R. Under Slater's condition, the solution set X * = ∅. Moreover, x * ∈ X * if and only if there exists λ * ∈ Λ such that (x * , λ * ) is a saddle point of the associated Lagrangian problem, i.e.,
min
where R + [0, +∞) and λ j denotes the j-th entry of λ. Thus to find an optimal solution of Problem (3) , it suffices to find a saddle point of Problem (4) . Note that the total number of constraints (i.e., m + r) can be extremely large in many cases, such as scenario approximation for chance-constrained programs [8, 17] and the discretization approach for semi-infinite programming [16] .
(E2) Convex optimization with expectation constraints [25] . We consider in Problem (3) . Note that the constraint in (5) can be interpreted as an expectation E ξ∼p [ g(x, ξ)]. Again, under Slater's condition, Problem (5) can be reformulated as a saddle point problem via Lagrange duality, i.e., (6) min x∈X max λ∈R+ f (x) + λ m i=1 p i g i (x) . Compared with Problem (3), m now denotes the number of possible scenarios in the single constraint in Problem (5) , rather than the number of (nonlinear) constraints. The applications of Problem (5) abound in operations research and finance, oftentimes with a huge number of scenarios m. For details, we refer readers to [25] .
(E3) Two-stage stochastic programming [48] . In this problem, one aims to minimize the costs over two stages. For any decision x ∈ X, the first-stage cost is given by ζ(x), where ζ : X → R R ∪ {+∞} is a ζ -strongly convex and closed on X. The decision x also incurs a random second-stage cost Q(x, ξ), where ξ (q, T, W, r) is a random variable with finite support Ξ {ξ i = (q i , T i , W i , r i )} n i=1 . For each i ∈ [n], q i ∈ R mi , W i ∈ R di×mi , r i ∈ R di and T i (T i,1 , . . . , T i,di ) T : X → R di , where for each j ∈ [d i ], T ij : X → R is convex and Lipschitz on X. Accordingly, we can define Q(x, ξ i ) min{q
for any i ∈ [n], where we implicitly assume that the minimization problem in (7) has at least one solution. Let (ν i ) n i=1 ∈ ∆ n denote the distribution of ξ. Our goal is to minimize the sum of the first-stage cost and the expected second-stage cost, i.e., min x∈X ζ(x) + n i=1 ν i Q(x, ξ i ). (8) Note that by linear programming duality, we can rewrite Q(x, ξ i ) in (7) as (9) Q(x, ξ i ) = max 
We remark that in many applications of two-stage stochastic programming, e.g., energy system operations, the number of scenario n is often extremely large [47] .
(E4) Kernel matrix learning [26, 57] . This problem plays an important role in kernel-based learning algorithms, which are widely employed in prediction, classification and clustering [12] . We formulate this problem in the context of maximum margin clustering [57] . Given two disjoint clusters of latent objects (denoted by D 1 and D 2 respectively), we aim to recover the membership of each object in D D 1 ∩D 2 via a set of n noisy samples
of D. Specifically, we compute a kernel matrix K i 0 from S i for each i = 1, . . . , n and solve
where Ψ {λ ∈ R |D| : 0 ≤ λ ≤ C}, M denotes the kernel label matrix, Φ {M 0 : M ∈ P } (P is a polytope), 0 < C ≤ +∞ and α > 0 are constants, • denotes the Hadamard product, ·, · denotes the Frobenius inner product and 1 (1, 1, . . . , 1). In practice, to achieve high clustering accuracy, one acquires a large number of samples
-this results in a large-scale problem. 1.1.1. Asymmetric Primal-Dual Structure. From (E1) to (E4), we observe that many real (large-scale) non-bilinear saddle point problems possesses asymmetric structures on the primal and dual sides. This situation is embodied in two aspects.
First, the problem on the dual side exhibits a simpler structure compared to the primal side. Specifically, if we fix the primal variable, each dual problem is either a linear program (LP) or quadratic program (QP) with simple linear constraints (e.g., nonnegative orthant or probability simplex). In addition, it admits a block-coordinate structure which allows efficient parallel computations (see e.g., [60] ). In contrast, each primal problem (with fixed dual variable) is much more complicated, e.g., a general nonlinear program (NLP) or semidefinite program (SDP).
Second, either the primal or dual side has possess strong convexity (or concavity) but not both. For example, in (E1), the objective function f is often strongly convex on X, but L(x, λ) is affine in λ. Similar observation also applies to (E2) and (E3).
Algorithmic implications. The asymmetric primal-dual structure described above suggests one to design algorithms that involve different schemes to update the primal and dual variables, as opposed to the classical primal-dual gradient methods [36, 39, 51] , which treat the primal and dual variables equally as a whole. Indeed, this idea lays the crucial foundation of our algorithmic framework.
Related Works.
We review the previous algorithms for solving Problems (1) and (2) , in terms of the symmetry of primal and dual update schemes and the variance reduction technique. For ease of exposition, we assume that the saddle function L(·, ·) is differentiable on an open set containing X ×Λ.
1. Algorithms based on symmetric primal-dual update. For this class of algorithms, the primal and dual variables are typically treated as a single one, i.e., z (x, λ) ∈ E 0 E 1 ×E 2 . Define Z X ×Λ. In addition, a primal-dual first-order oracle O PD is assumed to exist, and returns the primal-dual gradient
Most of these algorithms fall into three categories, i.e., primal averaging [33, 20] , dual averaging [39] and extragradient-type algorithms, including Mirror-Prox [36, 51] and the more general hybrid proximal extragradient (HPE) framework [31] . Indeed, these algorithms can be applied to solving the more general monotone variational inequality (VI) problem [43] , i.e., (11) find
In addition, the stochastic versions of the above mentioned methods have also been developed based on stochastic approximation (SA) [45] to solve Problem (11) , where only stochastic first-order information of Υ is available. Such information, in particular, can be obtained via random sampling on the component functions
in (2) . Along this line, some of the representitive works include [34, 55, 22, 18] .
Despite their wide applicability, these algorithms (both deterministic and stochastic) implicitly assume that the primal and dual structures of L(·, ·) are symmetric. As a result, they cannot properly exploit the favorable conditions existing only on one side, e.g., the strong convexity of L(·, λ) as in Assumption 1.1(A).
2. Algorithms based on asymmetric primal-dual update. All of the existing algorithms in this class are developed for either the bilinear SPPs or the more general convex-linear SPPs. We review them separately in the following.
(a) Bilinear SPPs. The (composite) bilinear SPP takes the form (12) min
where F : X → R and H : Λ → R are convex, closed and proper (CCP) functions and A : E 1 → E * 2 is a linear operator. Among these algorithms, the two most popular classes are the primal-dual hybrid gradient (PDHG, a.k.a. Chambolle-Pock) method [9, 10] and excessive gap technique (EGT) [37] . In addition, when F is smooth, stochastic versions of these algorithms have also been developed based on SA; see [11, 61, 42] and the references therein.
Following the initial development of EGT, recently the inexact EGT has been developed to solve Problem (12) , by allowing the sub-problem (13) min
to be solved inexactly [50, 44] . In (13) , ξ ∈ E * 1 , µ ≥ 0 and φ : X → R is a (strongly convex) prox-function [34] . As illustrated in [50, 44] , the main motivation for this inexact extension is convex minimization with linear equality constraints.
(b) Convex-linear SPPs. Recently, there have been several works that consider the convex-linear SPP, i.e., L(x, ·) in (1) is an affine function, but L(·, λ) can be potentially non-affine. Among them, Kolossoski and Monteiro [23] considered convex L(·, λ) and propose an accelerated algorithm by combining the HPE framework with Nesterov smoothing [38] . For strongly convex L(·, λ), Juditsky and Nemirovski [21] improved the (oracle) complexity of Mirror-Prox in [36] by using the restart technique with domain shrinkage. In addition, Hamedani and Aybat [15] proposed a different algorithm by extending the PDHG algorithm in [10] using linearization. Despite their successes, it is worth noticing that none of the abovementioned methods can be straightforwardly extended to non-affine L(x, ·).
3. Large-scale regime and variance reduction. Compared to Problem (1), Problem (2) has received much less attention in the literature. In particular, the algorithms developed for solving Problem (1) may not be efficient on Problem (2) when n becomes large. For finite-sum composite (strongly) convex minimization problems, the variance reduction (randomization) technique (e.g., [56, 24] ) has been commonly used to obtain improved complexity results (which depend on n, ε and the condition number). In contrast, applying this technique to solving finite-sum (non-bilinear) SPPs turns out to be considerably difficult. To our knowledge, the only variance-reduced algorithm was developed in [2] . However, this algorithm crucially leverages the joint
is only generally convex, as in (E1) to (E4).
1.3. Main Contributions. We summarize our contributions in three aspects.
1. Inexact smoothing for non-bilinear SPPs. We develop a novel (deterministic) inexact primal-dual smoothing (IPDS) framework for solving the non-bilinear strongly-convex-generally-concave SPP in Problem (1) . In addition, we extend our framework to solve the generally convex-concave SPPs. To our knowledge, this is the first time that an inexact EGT-based framework is developed to solve the general nonbilinear SPPs, which cover many more applications than their bilinear counterparts (see e.g., (E1) to (E4)).
2. Probabilistic inexact smoothing framework. We further develop a probabilistic version of our IPDS framework, by allowing each sub-problem to be solved inexactly in expectation. This framework is particularly useful for solving the large-scale Problem (2) . Specifically, in this case, the sub-problems in each iteration of IPDS have large finite-sum structures, hence can be solved efficiently (indeed, optimally) via variance-reduced first-order algorithms. Note that this probabilistic framework is new even in the bilinear case. Moreover, the techniques used in developing and analyzing this probabilistic version can also be applied to other (deterministic) inexact frameworks (e.g., the inexact augmented Lagrangian method (ALM) [32, 49] ).
3. Superior and adaptive oracle complexities. We analyze the primal and dual first-order oracle complexities of our (deterministic and randomized) IPDS frameworks for solving Problem (2) , under the smoothness of {L i (·, λ)} n i=1 and other mild assumptions (see Assumption 4.1). Our analysis reveals that, although our frameworks are conceptually simple, they yield superior oracle complexities compared to the state-of-the-art. (See Section 1.3.1 for details.) In addition, our frameworks can easily exploit the additional regularity conditions on L(·, λ) or L(x, ·) (e.g., linearity), with greatly reduced oracle complexities. To illustrate this, we apply our frameworks to (E1) and analyze their oracle complexities accordingly (see Section 5).
1.3.1. Comparison of oracle complexities. In our comparison, we denote ε as the desired accuracy of the duality gap and κ X as the condition number of L(·, λ), which is assumed to be smooth for any λ ∈ Λ (see Assumption 4.1(D)). We focus on analyzing the dependence of the primal and dual (first-order) oracle complexities on n, ε and κ X , which are the most important parameters in the large-scale and strongly-convex regime. To do so, we need to distinguish two cases, i.e., whether the component functions {L i } n i=1 are normalized or not. Precisely, this means whether or not there exists p ∈ ∆ n and
. This is important since it affects the dependence of the Lipschitz and smoothness parameters of L on n, hence the complexity results. (For details, see Section 4.2.)
The primal and dual (oracle) complexities of the existing methods and our frame- 
Deterministic
Primal Averaging [33, 20] 
1 Throughout this work, O(·) hides log factors in n and ε −1 , i.e., log n and log(ε −1 ).
works, with and without normalization on
, are shown in Tables 1 and 2 respectively. From both tables, we observe that only our frameworks achieve O(ε −1/2 ) primal complexities. In contrast, the complexities for all the other methods are at best O(ε −1 ). In addition, the complexities of our frameworks are also competitive in terms of the dependence on n. As for the dual complexities, both of our frameworks achieve the state-of-the-art dependence on ε and our randomized framework also has competitive dependence on n.
In addition, in Table 3 , we also compare the complexities of our frameworks with the existing methods when each L i (x, ·) is affine. We observe that the dual complexities of our frameworks are strictly superior to the rest, while the primal complexities are still competitive, regardless of the normalization on
. This is because in both of our frameworks, the primal and dual sub-problems are solved separately, so the dual complexities are greatly reduced if
have simple structures (cf. Tables 1 and 2 ). Moreover, they are not affected by κ X .
Notations.
For a real Banach space U, we denote its continuous dual space by U * . We denote ·, · : U * × U → R as the duality pairing between U * and U. The norm of any s ∈ U * is defined as
Preliminaries. First, we define the dual function ψ
From Assumption 1.1(A), Problem (14) has a unique minimizer denoted by x * (λ), for any λ ∈ Λ ′ . Similarly, we define the primal function ψ P :
We define the duality gap ∆ : 
Deterministic
Primal Averaging [33, 20] With norm.
We call (x,λ) ∈ X × Λ an ε-optimal solution of (1) if ∆(x,λ) ≤ ε, for any ε > 0. Next, let Φ : Λ ′ → R be a convex, continuous and proper function. In addition, let Φ be a a Φ -strongly convex function on Λ (a Φ > 0). We then define
where µ > 0 is the smoothing parameter. Then we consider the smoothed problem (17) min
Now we define the smoothed primal function ψ
Since Φ is strongly convex, we may denote the unique solution of (18) as λ * µ (x), for Algorithm 1 Deterministic primal-dual smoothed gap reduction framework Input: initial smoothing parameter µ 0 > 0, nonnegative error sequences {η k } k≥0 and {γ k } k≥0 and interpolation sequence {τ k } k≥0 ⊂ (0, 1) and deterministic algorithms N 1 and N 2 .
Initialize: x 0 ∈ X, λ 0 ∈ Λ and k = 0 Repeat (until some convergence criterion is met)
3. Algorithmic Framworks and Convergence Analyses. We present our deterministic and randomized PDSGR framework for finding an ε-optimal solution of Problem (1) in Sections 3.1 and 3.2 respectively. For each framework, we analyze its convergence rate and hence iteration complexity under Assumption 1.1. In addition, we extend the proposed frameworks to the case where L(·, λ) in Problem (1) is convex (but not strongly convex) for each λ ∈ Λ in Section 3.3. See Appendix A for all the proofs of results in this section.
3.1. Deterministic Framework. Our deterministic framework is presented in Algorithm 1. At each iteration k, steps 1 and 6 correspond to solving Problem (18) inexactly using the (deterministic) algorithm N 1 . Similarly, step 3 corresponds to solving (14) inexactly using the algorithm N 2 . After these steps, we incorporate the information in the inexact solutions by interpolating them with x k or λ k (see steps 2, 4 and 7). In addition, we decrease the smoothing parameter µ k by multiplying it with τ k ∈ (0, 1) in step 5. This makes the smoothed primal function ψ P µ k a closer approximation to ψ P , and hence the smoothed duality gap ∆ µ k to ∆. Convergence Analysis. Before our convergence analysis, we first state some smoothness properties about the dual function ψ D and the associated solution x * (·).
For any γ ≥ 0, letx γ (λ) ∈ X be an inexact solution of (14) as in step 3, i.e., (23) L
Based on Proposition 3.1, we can establish the following important results.
Lemma 3.2. Let Assumption 1.1 hold. For any γ ≥ 0 and λ, λ ′ ∈ Λ, we have
To establish our main convergence results, we need an additional assumption.
Remark 3.4. Due to the strong convexity of Φ on Λ, Assumption 3.3 implies the boundedness of Λ. Although this may not hold for constrained convex minimization problems, e.g., (E1) or (E3), as we will show in Section 5, the boundedness of Λ is not needed in the convergence of the objective sub-optimality and constraint violations.
For analysis purpose, at each iteration k ≥ 0, we define the duality gap ∆ k and its smoothed counterpart ∆
Note that under Assumption 3.3, for any k ≥ 0, we have
We are now ready to present our main convergence results. Using Lemma 3.2, we first establish a recursive inequality for the smoothed duality gaps {∆ 
Choice of input parameters. To leverage Lemma 3.5, it is important to choose µ 0 and {τ k } k≥0 to satisfy
One possible way is to choose
Note that by step 5 in Algorithm 1 and (28), for any K ≥ 1, we have
In addition, for any ε > 0, we choose
By a recursive application of Lemma 3.5, we have the main convergence result.
Theorem 3.6. Let Assumption 1.1 hold. If we choose µ 0 and {τ k } k≥0 as in (28) and {γ k } k≥0 and {η k } k≥0 as in (30), then we have
If Assumption 3.3 also holds, then by (27) and (29), we have
Proof. By Lemma 3.5, we have
We complete the proof by substituting (30) into (33).
Remark 3.7 (Iteration complexity). By (32) , to achieve an ε-optimal solution of Problem (1), the iteration complexity of Algorithm 1, i.e.,
such that for any α > 0, ζ ∈ E * 2 and λ ′ ∈ Λ, the problem min λ∈Λ h(λ) + ζ, λ + αφ(λ) has a closed-form solution. (This is the same as Bregman proximal projection, which is common in the literature [14, 3] .) In this case, the only changes in Algorithm 1 include solving Problems (20) and (22) defined byL(·, ·), by using e.g., the proximal first-order algorithm in [41] .
3.2. Randomized Framework. Our randomized framework is presented in Algorithm 2. The basic idea behind this framework is to use the randomized algorithms M 1 and M 2 to solve the sub-problems (20) , (21) and (22) in its deterministic counterpart (i.e., Algorithm 1). (Note that in Algorithm 2, we overload the notations
) to denote the inexact solutions that satisfy the stopping criteria (34), (35) and (36) respectively in expectation.) The benefit of such randomization will become apparent when it is applied to the large-scale Problem (2) . See Section 4 for details.
To understand Algorithm 2, we first define a filtration k≥0 {F k,i } 2 i=0 , where F 0,0 ∅, and for any k ≥ 0,
Here we overload the notation σ(·) to represent the σ-algebra generated by either a family of sets or a random variable. From this definition, it is obvious that
Equipped with the filtration k≥0 {F k,i } 2 i=0 , in steps 1, 3 and 6, we solve the sub-problems inexactly in expectation, conditioned on the past history. By carefully incorporating the conditions in (34), (35) and (36) into the proof of Lemma 3.5, we can obtain a similar recursive inequality in the following.
Again, by a recursion over (37), we have the convergence theorem for Algorithm 2. Algorithm 2 Randomized primal-dual smoothed gap reduction framework Input: initial smoothing parameter µ 0 > 0, nonnegative error sequences {η k } k≥0 and {γ k } k≥0 , interpolation sequence {τ k } k≥0 ⊂ (0, 1) and randomized algorithms M 1 and M 2 .
as in (28) and {γ k } k≥0 and {η k } k≥0 as in (30), then we have
Remark 3.11. From (38), we see that the iteration complexity O( L D /ε) of Algorithm 1 is preserved by Algorithm 2, in terms of expectation.
Remark 3.12 (Convergence with high probability). Note that we can make simple modifications of the convergence criteria (34), (35) and (36) in Algorithm 2 so that the bound (32) also holds with high probability. Specifically, let {δ k,1 } k≥0 ⊂ [0, 1) and {δ k,2 } k≥0 ⊂ [0, 1) be two sequences of error probabilities. We then modify (34) to (39) Pr ψ
and similarly for (35) and (36) . Using the union bound, for any δ > 0, if we choose
where K ≥ 1 denotes the total number of iterations, then (32) holds with probability at least 1 − δ. Note that using Markov's inequality, we can ensure that (39) holds if
Remark 3.13 (Dual strong concavity). Note that Algorithms 1 and 2 can be straightforwardly modified to handle the case where L(x, ·) is strongly concave for any x ∈ X, e.g., (E4), by simply swapping the roles of primal and dual variables.
Remark 3.14 (Stochastic program). A remarkable aspect of Algorithm 2 is that it can handle the case where the functions F or L i (i ∈ [n]) are given by expectations, e.g., F = E ξ [F (·, ξ)]. In this case, the Problems (34), (35) and (36) can be solved under the stochastic approximation framework [45] .
3.3. Convex-Concave Case. When L(·, λ) is only convex on X for some λ ∈ Λ, we can simply add a regularizer ρΨ(x)/2 to it, where ρ > 0 and Ψ : X ′ → R is differentiable on X ′ and a Ψ -strongly convex on X (a Ψ > 0). This allows us to apply our deterministic and stochastic frameworks (i.e., Algorithms 1 and 2) to solve the following regularized saddle point problem (42) min
is (ρa Ψ /2)-strongly convex on X, for any λ ∈ Λ. Note that the regularizer ρΨ(x)/2 can be interpreted as the smoothing function on the primal side since it ensures the smoothness of the dual function ψ D (see Proposition 3.1). Therefore, for any k ≥ 0, we define a doubly smoothed duality gap
Since X is compact, there exists D Ψ,X < +∞ such that |Ψ(x)| ≤ D Ψ,X , for any x ∈ X. Similar to (27) , under Assumption 3.3, we have
Based on (44), we can easily derive the following convergence results. 
If Assumption 3.3 also holds, then by (44) and the choices of µ 0 and {τ k } k≥0 ,
For Algorithm 2, the bounds (45) and (46) Remark 3.17 (Iteration complexity and optimality). From (46) , to obtain an ε-optimal solution of Problem (1), we need ρD Ψ,X = O(ε). The a Ψ -strong convexity of Ψ on X implies that ρa Ψ = O(ε). Therefore, we choose ρa Ψ = Θ(ε), so L ) Consequently, to achieve an ε-optimal solution of Problem (1), the iteration complexity K d,c ε = O(B 2 /ε). Note that this complexity is indeed optimal (under the oracle that solves (34), (35) and (36)), even for the simple bilinear saddle point problem, i.e, L(x, λ) = Ax, λ , where A : E 1 → E 2 is a bounded linear operator. For details on the lower complexity bound for this problem, we refer readers to [35] .
Complexity Analysis for Solving Problem (2)
. We apply our deterministic and randomized frameworks (in Algorithms 1 and 2 respectively) to the largescale Problem (2). In Algorithm 1 (resp. 2), we solve Problems (20) , (21) and (22) (resp. (34), (35) and (36)) under first-order oracles (formally defined in Definition 4.5). We then analyze the overall (first-order) oracle complexities of Algorithms 1 and 2 for solving Problem (2).
4.1. Setup. We first make the following assumptions about Problem (2). 
Remark 4.3. Note that the smoothness assumptions in Assumption 4.1 are weaker than those required by the prox-type methods (see e.g., [36] ), wherein the function λ → ∇ x L(x, λ) is also assumed to be Lipschitz on Λ, for any x ∈ X. Remark 4.4. In Assumption 4.1(D), the independence of κ X on n and λ ∈ Λ is indeed satisfied in many cases. For example, if L i (x, λ) = h i (λ)g i (x) (as in (E1) to (E3)) and each g i is strongly convex on X, then κ X = max 0≤i≤n k i , where κ 0 L F /a F and κ i denotes the condition number of g i , for any i ∈ 
Oracle Complexity of Algorithm 1.
We first analyze the primal oracle complexity of Algorithm 1, i.e., the complexity of the oracle O P . For any λ ∈ Λ, from Assumption 4.1(D), the condition number of L(·, λ) is bounded by κ X < +∞. This suggests us to take N 2 to be the optimal (proximal) first-order method developed in [41] to solve Problem (21) for each k-th iteration (k ≥ 0). From [41] , the oracle complexity of N 2 for solving Problem (21) is O(n √ κ X log(1/γ k )).
To conduct our analysis, it is important for us to specify the dependence of the smoothness parameters B 1 and B 2 on n. Without further information about the component functions
, it is reasonable to assume that B 1 , B 2 = O(n), since this reflects the homogeneity of these functions. In this case, the iteration complexity
However, in many large-scale problems arising from expectation (over distributions with finite support), such as (E2) to (E4), we have
For the wide applicability of our analysis, we consider both cases in the sequel.
Theorem 4.6. Let Assumption 4.1 hold. The primal oracle complexity of Algorithm 1 for solving Problem (2) to an ε-optimal solution, i.e.,
Proof. By summing the oracle complexities over iterations 1,
) where in (a) we use γ k = Θ(ε/k) (see Theorem 3.6) and in (b) we use the fact that log(K!) = Θ(K log K). To obtain (48), we then substitute into (b)
Remark 4.7 (Nonsmooth F ). Instead of assuming F to be smooth (as in Assumption 4.1(C)), we allow it to be nonsmooth but satisfy the same regularity condition as the function h in Remark 3.8. In this case, the algorithm in [41] can still be used to solve Problem (21) with complexity O(n κ ′ X log(1/γ k )), where κ ′ X ≤ κ X . Similar arguments also apply to the oracle complexity analysis of Algorithm 2.
Next we analyze the dual complexity of Algorithm 1, i.e., the complexity of the oracle O D . To do so, we distinguish two scenarios in solving Problems (20) and (22), depending on whether Problem (18) has closed-form solution.
(S1) Closed-form solution exists. In general, if L(x, ·) is affine for any x ∈ X, then depending on Λ, we can choose a suitable Φ such that the problem min λ∈Λ (µ/2)Φ(λ)− L(x, λ) has closed-form solution. (Indeed, this is referred to as prox-mapping [36] in the literature.) For examples of this type, we refer readers to [36, Section 5] and [38, Section 4] . In this case, the dual oracle complexity is simply O(nK (S2) No closed-form solution. In this case, we take N 1 as the optimal first-order method in [41] to solve Problem (18) to accuracy η k (as required in (20) and (22)). Before conducting the analysis, we make an additional assumption. This assumption is required in [41] and is clearly satisfied by taking Φ = · 2 2 . In the sequel, we focus on analyzing Problem (20) (since Problem (22) can analyzed in the same way). To find κ Λ,k , i.e., the condition number of L µ k (x k , ·) on Λ, we first bound
2). Based on this bound, we have
where in (a) we define κ Φ L Φ /a Φ and use µ k a Φ = Θ(L D /k 2 ) (see (29) ) and in (b) we use (50) . Since the oracle complexity of N 1 for solving Problem (20) is
, we have the following result.
Theorem 4.9. Let Assumptions 4.1(A), (B), (C) and 4.8 hold. The dual oracle complexity of Algorithm 1 for solving Problem (2) to an ε-optimal solution, i.e.,
n,ε denote the oracle complexity of solving Problem (20) . Following the same reasoning as in the proof of Theorem 4.6, we have
We then repeat this analysis for Problem (22) and conclude that its oracle complexity, i.e., C
n,ε ). We then substitute (49) into (c) and complete the proof.
Remark 4.10. Note that in many applications (such as (E1) to (E4)), Problem (18) has a block separable structure, i.e., it can be decomposed into n sub-problems with non-overlapping decision variables. In this case, we can use cyclic/randomized block coordinate algorithms [40, 5] to solve them. Moreover, if any sub-problem has small (or medium) scale, then we can apply non-first-order methods to them to obtain faster convergence rate. For example, in (E4), since each sub-problem is a box-constrained quadratic program, we can use Newton's method (e.g., [27] with local super-linear convergence) to solve it, if the dimension of λ i is small.
Oracle complexity of Algorithm 2.
The complexity analysis of Algorithm 2 follows the same line as that of Algorithm 1. The only difference is that we now take both M 1 and M 2 to be the optimal first-order randomized algorithm in [24] . Fix any k ≥ 0. The (primal and dual) oracle complexities of M 1 and M 2 for solving Problems (35) and (34) 
Based on these facts, we have the following theorems. (The proofs of these theorems are similar to those of Theorems 4.6 and 4.9 hence are omitted.) Theorem 4.11. Let Assumption 4.1 hold. The primal oracle complexity of Algorithm 2 for solving Problem (2) to an ε-optimal solution in expectation, i.e.,
Theorem 4.12. Let Assumptions 4.1(A), (B), (C) and 4.8 hold. The dual oracle complexity of Algorithm 2 for solving Problem (2) to an ε-optimal solution in expectation, i.e.,
5. Convex Constrained Optimization. We apply our deterministic and randomized frameworks (i.e., Algorithms 1 and 2) to Problem (4), which corresponds to the large-scale convex constrained problem. Our purpose is twofold. First, we show that both frameworks converge with the same iteration complexity as in the general case (see Section 3), even if Λ is unbounded. We achieve this by adopting a convergence criterion commonly used for Problem (3) (see Section 5.1). Second, we show that the oracle complexity of solving Problem (4) is significantly reduced compared to the general case (cf. Section 4), since the dual problems in Algorithms 1 and 2 now admit closed-form solutions. Related works are briefly reviewed in Section 5.3. For all the proofs in this section, we refer readers to Appendix B. (4). In addition, we take E 1 = H and E 2 = (R m+r , · 2 ), where H denotes any finite-dimensional real Hilbert space.
Convergence
. In this case, the constants B 1 = 0 and B 2 = A G (see Assumption 1.1). Since Problem (3) is a constrained minimization problem, we adopt a convergence criterion commonly used in the literature (e.g., [33] ), i.e., the (primal) optimality gap and constraint violations. Specifically, for any ε > 0,x ∈ X 0 is an ε-optimal solution of Problem (3) 
, where x * ∈ X * denotes a minimizer of Problem (3). In addition, as noted in (S1), Problems (20) and (22) 
This implies that we can set η k = 0 for all k ≥ 0 in Algorithm 1 and avoid analyzing the dual oracle complexities as in the general case (see Section 4). The key step in our analysis is to establish the connections between
and {|g m+i (x)|} r i=1 and the smoothed duality gap ∆ µ (x, λ) (defined in (19) ). Such connections are shown in the following lemma.
Lemma 5.1. Let x * ∈ X * and (x * , λ * ) be a saddle point of Problem (4). For any
In Lemma 5.1, for any K ≥ 1, if we takex = x K ,λ = λ K , µ = µ K and equateε to the right-hand side of (31), then based on Theorem 3.6 and (29), we immediately have the following result.
Theorem 5.2. Let Assumptions 5.4 hold, x * ∈ X * and (x * , λ * ) be a saddle point of Problem (4). In Algorithm 1, if we choose µ 0 = 16A 2 G /a f and for any k ≥ 0, τ k = (k + 1)/(k + 3), η k = 0 and γ k = ε/(2(k + 3)), then for any K ≥ 1,
In addition, under the same assumptions and parameter setting, (55), (56) and (57) hold in expectation for Algorithm 2.
Remark 5.3. From Theorem 5.2, we can easily see that to achieve an ε-optimal solution of Problem (3), the iteration complexity of Algorithm 1, i.e., K Our analysis mainly follows the same reasoning as in Section 4.2. However, as a notable difference, since we do not assume the boundedness of Λ, Assumption 4.1(A) fails to hold. This prevents us from applying the complexity results in Theorems 4.6 and 4.11 to Problem (3). To overcome this challenge, we derive the lemma below. 
We use the same sub-problem solvers N 2 and M 2 as described in Section 4. Define 
Proof. Based on the oracle complexity of N 2 as described in Section 4.2, we have
where in (a) we use λk ∞ = O(1+k √ ε/A G ) in Lemma 5.6, in (b) we use the fact that
Using the same arguments, we can derive the oracle complexity for Algorithm 2. for solving Problem (3) to an ε-optimal solution, i.e.,
Remark 5.9. Note that in Theorem 5.7 and 5.8, we do not assume the strong convexity of the constraint functions {g i } m i=1 . If we assume this as in Assumption 4.1(C), denote the condition number of each g i by κ i,c and define κ X,c max 0≤i≤m κ i,c (κ 0,c L f /a f ), then the complexities in (58) and (59) improve to
5.3. Related works. Problem (3) has been the central subject of optimization for several decades. Classical methods for solving it include interior point method, ALM and sequential quadratic programming (see e.g., [6, Section 4] ). However, these methods typically involve computing Hessian matrices, so they become impractical when d (i.e., the dimension of E 1 ) is large.
In recent years, several notable lines of research have been conducted to overcome the aforementioned challenges. The first approach is to reformulate Problem (3) into Problem (4) and then solve a large-scale (non-bilinear) saddle point problem via first-order methods. (See Section 1.2 for related works on this approach.) The second approach involves incremental or random constraint set projection [53, 52, 54, 19] . However, this approach crucially relies on the assumption that each constraint set {x ∈ X : g i (x) ≤ 0} admits tractable projection for any y ∈ E 1 . However, this assumption may not hold in general. The third approach aims to implement the ALM framework using first-order oracles, thus avoiding computing and manipulating Hessian matrices [13, 58, 59, 30] . The fourth approach is based on the level-set method [1, 29, 28] . In particular, when m is large, as proposed in [28] , randomized first-order algorithms are used to solve the sub-problems. The last approach is called CoMirror descent [4, 20] , where in each iteration, a mirror descent step is either performed on f or one of
. However, this approach suffers from slow convergence-indeed, its oracle complexity is O(1/ε 2 ) [4, 20] .
6. Future Directions. In the future, we aim to extend both of our frameworks (i.e., Algorithms 1 and 2) to the setting where there exists I ⊂ [n] such that for any i ∈ I, L i (·, λ) is nonsmooth, for any λ ∈ Λ. This setting covers many practical scenarios, e.g., in Problem (3), some of the constraint functions {g i } i∈I are nonsmooth.
Appendix A. Proofs in Section 3.
A.1. Proof of Proposition 3.1. By Danskin's Theorem (see e.g., [6, 
For any x 1 , x 2 ∈ X and λ 1 , λ 2 ∈ Λ, we have
where the last inequality follows from Assumption 1.1(B). Hence we have
where in (a) we use (62) and in (b) we use the definition of x * (λ 2 ). On the other hand, as L(·, λ) is a X -strongly convex on X for any λ ∈ Λ, we have
. Hence, combining (63) and (64), for all λ 1 , λ 2 ∈ Λ, we have
As a result,
, where in the last inequality we use (65).
A.2. Proof of Lemma 3.2. Since L(·, λ) is a X -strongly convex on X for any λ ∈ Λ, we have that for any λ ∈ Λ,
where in (a) we use ∇ψ
We next prove (25) . First, for any λ, λ ′ ∈ Λ,
where in the last inequality we use the concavity of L(x, ·) for any x ∈ X. On the other hand, since ψ D is concave and ∇ψ
E2
, where (a) follows from (67) and (b) follows from
A.3. Proof of Lemma 3.5. For notational brevity, we omit the subscript
Based on the definitions of ψ (18) and (68), we then have
Since τ k > 0 and µ k+1 = τ k µ k , we have that for all λ ∈ Λ,
From (21) and the left inequality of (25), we have
Substituting (70) into (69), for all λ ∈ Λ, we have
For any λ ∈ Λ, define z k (λ) τ k λ k + (1 − τ k )λ ∈ Λ, then we have
From (20) and (68), we deduce that λ µ k ,η k (
where in (a) we use a + b 2 ≤ 2( a 2 + b 2 ) and in (b) we use (72). For any λ ∈ Λ, since L(·, λ) is convex,
Therefore, by substituting (73) and (74) into (71), we have that for any λ ∈ Λ, (21) and the right inequality of (25), we have
From (72) and the definition ofλ k in Algorithm 1, we have
Using (75), for all λ ∈ Λ, we have
Since L(x, ·) is concave for any x ∈ X, for any λ ∈ Λ,
Therefore, for all λ ∈ Λ,
By the definition of λ k+1 in Algorithm 1, we have
In addition, by (22) , we have
By taking λ =λ µ k+1 ,η k (x k+1 ) in (77) and then using (78) and (79), we have
We complete the proof by noting that τ k ≤ 1, for any k ≥ 0.
A.4. Proof of Lemma 3.9. The proof mainly follows from Appendix A.3, so we only outline the important steps here. Fix any k ≥ 0. Using (35) and the similar techniques as in Appendix A.2, we have that (70) holds almost surely (a.s.) and
Since (70) holds a.s., we see that (71) holds a.s. with λ =λ µ k+1 ,η k (x k+1 ) and therefore
Using (34) and (68), we have
for any λ ∈ Λ. Now, take conditional expectation E[·|F k,0 ] on both sides of (81) and apply the tower property (since F k,0 ⊂ F k,1 ). We then substitute the resulting inequality, together with (74), (83) and (76), into (82) to obtain
From (36), we have
By substituting (85) into (84) (again, after taking E[·|F k,0 ] on (85)), we reach (37).
Appendix B. Proofs in Section 5 .
B.1. Proof of Lemma 5.1. From the definitions of ψ D in (14) and the saddle point (x * , λ * ) in Section 1, we have that for any λ ∈ Λ,
This implies ∆ µ (x, λ * ) ≤ ∆ µ (x, λ) ≤ε, for any λ ∈ Λ. By the definition of ∆ µ in (19) ,
