ABSTRACT. Combining ideas from real dynamics on compact manifolds and complex dynamics in one variable, we prove the structural stability of hyperbolic polynomial automorphisms in C 2 . We consider families of hyperbolic polynomial automorphisms depending holomorphically on the parameter λ. This is done over a series of steps -given a family {f λ }, where |λ| is sufficiently small, we construct mappings defined on a neighborhood U of J 0 which conjugate f 0 and f λ . Moreover, it is shown that J moves holomorphically. This conjugacy is then used to construct a conjugacy between f 0 and f λ defined on a neighborhood M of J + 0 ∪ J − 0 . Finally, we extend such a mapping to construct a conjugacy on all of C 2 .
INTRODUCTION
The goal of this paper is two-fold. On the one hand, given a set of Hénon maps {f λ } depending holomorphically on the complex parameter λ, we show that there exists ρ > 0 so that for all |λ| < ρ, there are global homeomorphisms {Φ λ } (also depending holomorphically on the parameter λ) so that Φ λ f 0 = f λ Φ λ . We consider the question in steps. First, we construct a conjugacy on a compact neighborhood of a hyperbolic invariant set J. Here we make use of the work of Robbin and Robinson, explained below, and also make use of holomorphic motions.
When extending this conjugacy globally, however, the ideas on compact manifolds fail, and thus in constructing the extensions Φ λ , we make heavy use of holomorphic motions in two complex dimensions. Thus, a secondary goal of this paper is the utilization of holomorphic motions to answer dynamics questions in two complex variables (generally, holomorphic motions have been of limited use in several variables, but they prove very convenient in this context).
In the study of dynamics of polynomial automorphisms of C 2 , there are at least two natural sources of inspiration. The first is the well-developed study of polynomial maps of the plane and rational maps of the sphere. In particular, the potential theoretic approach to questions of dynamics in one complex variable has been modified and used very successfully to study dynamics in two complex variables by Bedford and Smillie [1] , Fornaess and Sibony [12] , [13] , Diller [10] , and others. However, one of the most fruitful associations in one complex variable has been the link between dynamics and quasiconformal maps. One of the earliest connections between these two areas was in the paper of Mãné, Sad, and Sullivan, [19] in which they study the stability properties of rational maps using holomorphic motions, showing (modulo a few missing cases filled in by [20] ) that structural stability is dense in the space of rational maps of the sphere. In several complex variables, there is no clear link between holomorphic maps and quasiconformal maps, and the direct generalization of holomorphic motions to higher dimensions fails to have many of the nice properties of holomorphic motions in one variable, such as automatic continuity, limiting their utility in studies of dynamics in several variables.
A second source of inspiration for dynamics in C 2 is the study of diffeomorphisms on compact manifolds. Again, influence from this work can be found in the papers of Bedford and Smillie (see again, e.g. [1] ). As a concrete example, Hubbard, Papadopol and Veselov [16] have constructed a compactification of C 2 (of the form C 2 S 3 ), which is homeomorphic to a (real) 4-ball, so that a given Hénon map f extends continuously (and Buzzard has shown that the extension can actually be made to be C ∞ , [3] ). Given this extension, we might hope to apply smooth results to show structural stability. However, in [16] , it is shown that these extensions cannot be globally stable on S 3 . In fact, the extensions to S 3 display two invariant solenoids, one which is attracting and the other repelling, and the relationship between these solenoids leads to a space of conjugacy invariant moduli. For more details, see Hubbard and Oberste-Vorth, [14] .
For C 2 diffeomorphisms of a compact manifold, the Newhouse phenomenon of persistent homoclinic tangencies and the Kupka-Smale theorem combine to show that stability is not dense (a result in contrast with the case of rational maps on the sphere). In the complex case, Buzzard has proven a version of the Newhouse phenomenon [4] , and shown the existence of moduli of stability for homoclinic and heteroclinic tangencies for polynomial automorphisms of C 2 [6] . Recently, Buzzard, Hruska and Il'yashenko have proven the Kupka-Smale theorem for polynomial automorphisms of C 2 [7] . Combining these results implies that structural stability is not dense in the space of polynomial automorphisms of degree d for d sufficiently large, a result which is analogous to the situation for diffeomorphisms of a compact surface but different from the situation for rational maps of the sphere.
Returning to the history of dynamics of diffeomorphisms of a compact manifold, Robinson [24] adapted some ideas from Robbin [22] to show that a C 1 diffeomorphism of a compact manifold satisfying Axiom A and the strong transversality condition is structurally stable. Robinson's approach to this problem was to use families of stable and unstable disks. To illustrate the ideas of this approach, let f be a diffeomorphism of an open set U in R n such that U contains a unique basic set Λ = n f n (U) for f , and let g be a diffeomorphism near f . Let m be the unstable dimension of Λ. To each point x in a small neighborhood of Λ we associate a disk D u x of dimension m. Ideally, these disks would fit together to form a foliation extending the unstable manifold of Λ, but in general this is not known to be possible, so we do not impose this condition. However, the disks should be roughly parallel to nearby parts of the unstable manifold, should have some continuity properties, and should have the invariance property that The invariance properties imply that gh(x) = hf (x), and h can also be shown to be continuous and one-to-one, hence a conjugacy of f to g on a neighborhood of Λ. In fact, the stable and unstable disks can be chosen to move continuously with g (or in a smooth fashion with extra smoothness conditions).
In this paper, we combine the stable-unstable disk approach of Robinson with holomorphic motions in two dimensions to prove stability results for holomorphic families {f λ } of hyperbolic polynomial automorphisms of C 2 . Bedford and Smillie have shown that hyperbolic polynomial automorphisms are J-stable (i.e. if f is restricted to the (Julia) set J, defined below, f is conjugate to nearby polynomial automorphisms) ; see [1] .We extend this result here, and produce conjugacies in neighborhoods of the Julia sets of f λ , as follows: Theorem 1.1. Consider a one-parameter family {f λ } of hyperbolic polynomial automorphisms of C 2 depending holomorphically on the parameter λ ∈ ∆ , and denote f 0 = f . Then, there are a neighborhood U of the (Julia) set J 0 = J , a constant ρ > 0 and homeomorphisms Φ λ defined on the set U for all |λ| < ρ , such that 
There are a couple of interesting questions we do not address in this work. As mentioned in the introduction, Buzzard and Verma [8] have constructed conjugacies between the mappings f λ and f 0 on the set
Can the conjugacy of Buzzard and Verma be extended to all of C 2 ? We do not address this issue here. We also can ask the deeper question: is hyperbolicity equivalent to structural stability? This question is closely related to the following result on compact manifolds M: a diffeomorphism f is structurally stable if and only if f satisfies Axiom A and the strong transversality condition (for more information on these two concepts, please see [23] ). As mentioned, the reverse direction has been proven through the work of Robbin (for C 2 diffeomorphisms, in the C 1 -topology, [22] ) and Robinson (for the general case of C 1 diffeomorphisms, [24] ), while the forward direction was proven by Mañé [18] . This question is analogous to the question of the density of hyperbolicity for quadratic polynomials in one variable.
The paper is organized as follows: in Section 2, we give a brief recollection of some important results to which we shall refer regarding hyperbolic polynomial automorphisms and holomorphic motions. Section 3 develops the machinery of the d f metric and the graph transform, which are used to prove Theorem 1.1. Finally, in Section 4, we prove Theorems 1.2 and 1.3.
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HYPERBOLIC POLYNOMIAL AUTOMORPHISMS OF C
Our interest here is in non-elementary polynomial automorphisms (those automorphisms with interesting dynamics) with dynamical degree 2 or greater. Elementary polynomial automorphism have very simple dynamics; indeed, Friedland and Milnor [11] have shown that any such automorphism is polynomially conjugate to an automorphism of the form (z, w) → (az + p(w), cw + d). On the other hand, any non-elementary polynomial automorphism of C 2 is polynomially conjugate to a generalized Hénon map, that is, a composition of maps of the form g(z, w) = (w, p(w) − az), where p is a polynomial of degree at least 2 and a ≠ 0 (we will refer to generalized Hénon maps as simply Hénon maps -this will yield no confusion). Moreover, if L = {f λ } is a family of hyperbolic polynomial automorphisms varying holomorphically with the parameter λ, then this family is conjugate to a family of hyperbolic Hénon maps H varying holomorphically with the parameter λ, and the family of conjugating homeomorphisms also varies holomorphically as well. Thus, for most of the paper, we will restrict our attention to the case of Hénon maps.
Given a Hénon map f 0 we say that f 0 is structurally stable if for any nearby mapping f λ in the C 1 -topology, there is a homeomorphism h λ : C 2 → C 2 satisfying f λ h λ = h λ f 0 , for 0 < |λ| 1. It is convenient that the set {h λ } also depend holomorphically on the parameter λ; we shall discuss this in the next paragraph.
Much of the work presented here relies on the idea of a holomorphic motion. This is defined, for a set E ⊆ C n and D ⊆ C the unit disc, as a
is injective for each fixed λ, and f (· , z) is holomorphic for each fixed z. In the case n = 1 (in which case we may assume that E ⊆ P 1 ), this definition forces very strong conditions on each of the maps f λ . For example, they are automatically continuous (uniformly in z) and each map has an extension to E (the so-called λ-lemma of Mané, Sad and Sullivan; see [19] ). In fact, Bers and Royden [2] have proved that given a holomorphic motion f : Unfortunately, in the case n ≥ 2, many of these facts fail to hold. For example, automatic continuity cannot be achieved, and canonical extensions are generally not possible. However, under certain conditions on the motion, continuity can be achieved, by appealing to the Bers-Royden extension in one complex variable. This follows from a result of Buzzard and Verma [8] , which is quite general. We will give definitions and a precise statement of the theorem in Section 4; for now we content ourselves with a description of the process. We consider holomorphic motions k i , defined on one-dimensional (complex) subsets D i ∈ C 2 (here, i ∈ I for some index set I). The sets and the motions must converge, in a sense to be described later, to limits which we call k ∞ and D ∞ . Letk i denote the Bers-Royden extension of k i to the set S i ⊇ D i . The point of the result is that the extensionsk i will also converge to the limitk ∞ , which is the Bers-Royden extension of k ∞ on the set S ∞ ⊇ D ∞ (see Figure 2) . Thus, if a holomorphic motion K, defined on an open set D ∈ C 2 can be decomposed into motions k i defined on a decomposition D = D i as above, the resulting Bers-Royden extensions will yield a continuous holomorphic motion on a larger set S ⊇ D. We make crucial use of these ideas in Section 4. 
THE d f METRIC AND GRAPH TRANSFORM
In this section we develop the tools necessary to construct conjugacies in a neighborhood of J for a hyperbolic Hénon map f (Theorem 1.1). In particular, we define a metric which is invariant under the map f , and define the graph transform. We then use the techniques of Robinson to demonstrate stability of f in a neighborhood of J.
We suppose that {f λ } is a family of hyperbolic Hénon maps, depending holomorphically on the parameter λ (where say, |λ| < r), and we define J λ = J(f λ ) to be the Julia set of f λ .
We denote f 0 by f , and we denote its Julia set J 0 by J. We consider an adapted metric for f in a neighborhood of J. Also, we define stable and unstable manifolds of size r associated to f as in [15, Theorem 3.2] .
Given a neighborhood, U, of J, and an integer m ≥ 0, we define sets of points that stay in U for a given number of iterates as (3.1)
Also, define U (Robinson' s definition of this metric for use on compact manifolds does not satisfy the triangle inequality in our setting). The idea here is to use iteration of the mapping f to separate points as much as possible. However, because we restrict ourselves to a compact neighborhood U of J, some technicalities arise.
Given U , δ 0 as in Lemma 3.1, we choose 0 < δ < δ 0 . For a nonnegative integer n and p, q ∈ U 
The following proposition shows that d f is indeed a metric, and that this metric can be used to give a lower bound on the maximum distance between iterates within the set U. For the remainder of the paper, we denote L(f ) to be the Lipschitz constant of the mapping f .
Proposition 3.2. d f is a metric on
and n , inclusive, and so that |f
Proof. We show first that d + f is a metric. For each n a nonnegative integer or
+ n is the supremum of metrics, hence is itself a metric.
Thus we may assume |k − n| ≤ 1 and |k − m| ≤ 1.
If n, m < ∞ and |n − m| ≤ 1, then without loss we may assume n ≥ m, and
However, in this case, there are two possibilities. First, it may be that one of |n − k| or |m − k| is also larger than 1, in which case the corresponding distance is δ and hence the triangle inequality holds. Otherwise, both |n − k| or |m − k| equal 1, and hence |n−m| = 2. Thus we may assume n = m+2 and 
If exactly one of
The invariance of d f under f is clear from the definition of d f . The existence of n with the stated properties follows from the fact that d f (p, q) is essentially obtained by taking the sup of |f
The factor of L 0 is needed to give the bound when f k (p) and f k (q) are not contained in U.
Ë
Here and throughout, we will denote the standard Euclidean metric as |· |, while reserving · for a metric defined on T C 2 , in hopes of avoiding confusion. Now that we have constructed the metric for use in our results, we consider another question. As stated in Section 2, one can find a continuous splitting
u over the hyperbolic set J which is invariant in the sense given there. We now wish to extend this splitting to a splitting over the neighborhood U of J. The splitting should be smooth, and "nearly invariant," with respect to the derivative maps Proof. The first bound follows from hyperbolicity. The last two are proved in [24] . We recall the sketch of both here. Since f = f 0 is hyperbolic on J, there is a continuous invariant (complex) splitting on J and a continuous adapted metric on C 2 , and this metric can be chosen to respect the complex structure on A s and A u , i.e., both the estimates given above hold on J with 0 in place of ε su . This splitting extends to a continuous splitting in a neighborhood, U, of J. By restricting to a sufficiently small neighborhood of J, the two estimates above hold with ε su /3 in place of ε su . By approximating this splitting sufficiently closely with a differentiable splitting and possibly increasing τ, the estimates hold with ε su /2 in place of ε su . Finally, since f λ depends holomorphically on λ, Theorem 7.1 of [15] implies that there exists ρ > 0 so that if |λ| < ρ, then f λ is hyperbolic on J λ and that the first estimate applies to f λ (again possibly increasing τ). The remaining estimates follow from continuity.

Without loss of generality, we may assume that if
, that is, the vectors v ∈ E u with |v| ≤ r . We now give some definitions. 
Definition 3.4. Fix p ∈ U , and define a linear map
Proposition 3.6. Given f λ and U as above, there exists ρ > 0 and
Proof. Choose ρ as in Proposition 3.3. The definition of T p,λ and the Taylor expansion of
where H(v) ≤ C v 2 for some C > 0 depending only on r and ρ. The last estimate of the proposition follows immediately from this using Proposition 3.2 together with the definition of T p,λ . The Taylor expansion of H implies that if 
We now consider the graph transform, and construct the semi-invariant disk families for use in constructing the conjugacy. For future reference, let L(f λ ) denote the Lipschitz constant of the mapping f λ under the standard Euclidean norm, and let L f (f λ ) denote the Lipschitz constant with respect to the d f metric. Write D j f as the derivative of f with respect to the j th variable.
Definition 3.7. Given r , ρ > 0 , 0 < r 0 < r , and (r ) such that the following hold:
, and is holomorphic on this set. 
∆ is smooth on
Later, in Proposition 3.13, we will construct a semi-invariant ∆. Once this is done, the graph∆ p,λ should be viewed as a local unstable manifold for f λ that moves holomorphically as λ varies (and hence as f λ varies). In general, this graph will not contain the point p except when λ = 0. If p = p 0 is in J and p λ is the corresponding point in J λ , then the graph∆ p,λ will pass through the point p λ . We will construct the conjugacy from f to f λ near J by mapping p to the intersection of the corresponding stable and unstable disks∆ p,λ and∆ s p,λ . In order for this procedure to work correctly, we need to be able to make these disks semi-invariant under f λ .
To construct an appropriate family of stable and unstable disks near J, we use the same outline as that used by Robinson. That is, we first construct the unstable disks in a neighborhood of a fundamental domain of the form U \ f (U), where U is a small neighborhood of J, then use a graph transform and contraction mapping argument to extend to U.
We define the graph transform on these holomorphic motions as follows: we apply f λ to the disk and f to the base point. That is, ((f
,λ , applying f λ to this graph, then expressing the image as a graph over E u p (r ) (see Figure 3. 2). 
. We need to show that 
Hence by the Lipschitz inverse function theorem of [15] ,
By the size estimate of [15] , we have
Since r (τ −1 − ε) − 2εr 0 > r , we have
is well defined with Lipschitz constant at most
The invariance of ∆ on U f and the estimates given above imply that ∆ 
Hence by (3.6) and (3.7),
Then, dropping p, λ for clarity, and using Ψ j , Φ j to represent the coordinate functions for ∆ j , we have on E u p (r ) that
To continue, note that by Proposition 3.6 and the definition of T , we have L(f
We use this together with Proposition 1.4(b) of [15] , which implies that |g
|g − h| when g and h are invertible maps between vector spaces. Hence
Also, by Proposition 3.6 and the fact that T u |E s ≡ 0, we have
Since (τ +ε)/(1−τε) < 1, we see that the graph transform is a contraction. Since 
Proposition 3.11. Suppose that
, |λ| < ρ , and |p −q| < 2r .
Note. As in [24] , it is possible to show that the fixed point actually has global Lipschitz constant L 0 .
Proof. Choose ε as in the proof of the previous proposition and so that (τ + 5ε)(1 + 6εL 0 ) < 1. Choose U, ε su , r , r 0 and ρ as in the previous proof. In the rest of the proof, we decrease r and ρ a number of times, but in each case we can then decrease r 0 and ρ again in order to preserve the relations from the previous proof.
Cover 
Let δ > 0 so that if |p−q| < δ, then there exists j so that p, q ∈ U j . Decrease r if necessary so that if p, q ∈ U and |p − q| < 2r , then |f
As in the proof of Proposition 3.6, let 
Using Proposition 3.6, we have
|G u λ (p, v) − G u λ (q, w)| ≤ |G u λ (p, v) − G u λ (q, v)| + |G u λ (q, v) − G u λ (q, w)| ≤ ε|p − q| + ε|v − w| ≤ 2εd f ((p,
v), (q, w)).
Then with the same estimates as (3.3) only applied with varying base point and using the Lipschitz bound on Σ, we have
An estimate similar to that for G u implies that if ρ is sufficiently small and 8) and if also r is sufficiently small then (v) and y = Ψ q,λ (w). Then this last inequality and L 0 > 1 implies that
or, using the fact that τ −1 − 4εL 0 > 1,
Then using (3.8), we have
Hence, for the partially invariant Σ,
By choice of ε, this Lipschitz constant is less than L 0 , hence each iteration of the graph transform of Σ has Lipschitz constant at most L 0 on the set where f
If p and q do not satisfy this, then p, q ∈ U f by choice of r . In this case, Σ # = Σ and has Lipschitz constant at most L 0 by assumption.
Thus, each graph transform of Σ satisfies the Lipschitz condition of the proposition and is invariant on U f . Hence the limit function, which exists by the previous proposition, also satisfies the condition of the proposition.
Ë
Note that the proof that the limit function is Lipschitz relies heavily on the fact that f is an isometry with respect to the d f -metric. This shows up in the last set of inequalities when we change to the distance between p and q from the distance between their inverse images. If we used the usual distance, this would introduce an extra factor of τ −1 , which would yield a Lipschitz constant larger than L 0 . Note also that since the fixed point, ∆, is bounded by r , it has global Lipschitz constant at most max{2, L 0 }.
Using this, we obtain the following proposition. 
Proof. Given the preceding propositions, it suffices to show that there exists an element of the set D (v) and {(v, w) 
Thus, v p (λ) satisfies this differential equation in λ, with initial condition v p (0) = 0. Using the bounds on |D 1 φ p | and |D 2 φ p | and integrating from 0 to λ, we get
Thus property (b) holds. For property (c), first note that two applications of the Lipschitz assumption on ∆ u/s imply that
Also,
Likewise, lettingφ p = φ p (ζ, λ), we have for |v|, |w| < κr that
Using this with (3.9), we have
For fixed λ and t
∈ [0, 1], let h p,q (t) = |v p (tλ) − v q (tλ)|. Then h p,q (t) ≤ Cd(p, q)|λ|t + t 0 Ch p,q (s) ds.
Gronwall's inequality implies that
so property (c) holds.
Ë
We may now give a proof of Theorem 1.1:
Proof. Given f λ and the semi-invariant disk families ∆ u/s as in Proposition 3.12, cover U with finitely balls as in 3.11 to get local trivializations of E u and E s . In these local coordinates, the disk families satisfy the conditions for Proposition 3. 
whenever both sides are defined. Then following the ideas of [24] , we have
By Proposition 3.2 there is n so that f j (p) and f j (q) lie in U for j between 0 and n and
Then,
By the semiconjugacy property and the fact that f is injective, we see that Φ λ is injective. Also, shrinking U if needed, Φ λ is continuous on the compact set U, hence is a homeomorphism. Finally, the smoothness part of the definition of D u/s implies that Φ λ is smooth outside J
GLOBAL CONJUGACY
We now use the conjugacy in a neighborhood of J to construct a conjugacy on all of C 2 and prove Theorems 1.2 and 1.3. The conjugacy will be constructed in numerous parts over a fundamental domain V , with the exception of a compact set C. Figure 4 .1 describes the sets in question:
Our first goal is to construct an extension of such a conjugacy in a neighborhood of all of J + . Essentially, such a conjugacy is already predetermined. To see this, we note that we have already constructed a conjugacy in a neighborhood U of J (Section 3). Let 
The idea is simply to iterate f 0 enough times so that we land in U, apply our conjugacy, and then iterate by f 
Proof. We define Φ λ as follows: given any p ∈ M + , define n p ∈ N ∪ {0} to be the smallest such number so that f n p 0 ∈ U 0 . Then, for any p ∈ M + , define
This map is well defined for all p ∈ M + . Furthermore, it is continuous and injective. The arguments are similar to those in [24] ; we give them for the reader's convenience.
To see that Φ λ is continuous, note that for ε > 0 sufficiently small, we have that f n p 0 (q) ∈ U 0 if |q−p| < ε, and hence we must have for any such q that n q ≤ n p . Since Φ λ is a conjugacy on U, we have f
Hence, continuity follows, since all of f 0 , Φ λ , and f If n p = n q , there is nothing to prove, so without loss of generality, suppose that n p > n q and write − in hand, we begin the process of extending this conjugacy to all of C 2 . The goal here is as follows: we will define a holomorphic motion which has controlled behavior as |p| → ∞. We do this by constructing a holomorphic motion on a connected, unbounded set which sends certain (complex) lines to themselves, in a sense to be explained later. We then use the Bers-Royden extension for one-variable motions, together with the dynamics of the given polynomial automorphisms, to extend this motion to a conjugacy which is defined on some fundamental domain, with the exception of a compact set C. We extend to this set C via cutoffs, and use the dynamics to extend the resulting conjugacy to all of Proof. We choose the neighborhoods V 1 and V 2 so that Our goal is to construct a filtration for a single Hénon map, and apply induction to complete the proof. Thus, given 0 < c 0 < 1, this argument plus compactness implies that there is a W > 0 so that for all c 0 < |c| < 1/c 0 , the mappings P c (w) have a nonempty, transversal intersection with the complex lines of the form w = w 0 , (since the dependence on c is continuous). Finally, compactness again implies that there exists ρ > 0 so that for all |λ| < ρ, the intersection remains transversal, with d distinct points.
Thus, let f (z, w) = (z,w) = (w, p(w)−az
Ë
We now define our holomorphic motion K λ on the sets
where w 0 ∈ C is as given in Lemma 4.4. In order to apply cutoffs to our motions to construct a conjugacy, we must have some control of the behavior of the motions as |p| → ∞. Thus, we construct our motion so that it decomposes as a sequence of motions on complex one-dimensional subsets given by w . An application of the implicit function theorem yields a mapping k(λ, p) = k λ (p), defined on a neighborhood N of S w , which is a holomorphic motion on the (complex one-dimensional) set S w for |w| ∼ L (note that the maps are actually holomorphic in this case). This can be done for any w as above, and thus we have a holomorphic motion K λ defined on the set {|w| ≥ |w 0 |}∩f 0 (V R ), which restricts to a holomorphic motion k λ defined on each of the complex lines S 0 w .
On the set V R , we define the motion K λ simply as the identity for all λ. We note here that by definition, f λ K λ (X c ) = K λ f 0 (X c ) (when restricted to |w| ≥ |w 0 |). That is, K λ is a conjugacy at the level of complex lines but not at the level of points.
In order to define our conjugacy Φ λ , we must apply cutoffs to make the motion K λ defined in Proposition 4.5 compatible with the mapping defined in Lemma 4.2. 
Proof. Let µ be a real-valued smooth function on U 2 , 0 ≤ µ(p) ≤ 1, where
To see that this is an injective mapping, note that, on a compact set (and all the sets U i have compact closure), we can write f λ f
and L(h λ ) can all be made small as |λ| is made small. Thus, we have
Since the derivatives of µ are bounded on the set in question, we can choose λ sufficiently small so that the function
is small with small Lipschitz constant. Then, a Lipschitz perturbation argument like that in the proof of Theorem 1.1 allows us to conclude that the mapping K λ is injective.
We shall drop the tilde notation and refer to the mapping in Lemma 4.6 simply as K λ . Now, for complex lines Y w with |w| sufficiently large, we can extend the motion K λ defined above, by appealing to ideas given in Buzzard and Verma. We give here the definition and theorem to which we shall refer, for the convenience of the reader. For details, please see [8] In our case, the sets involved and the convergence as defined are very simple to see -they are simply copies of the plane. We give a proof of our extension below, but the idea of the proof is as follows: for {|w| > L 1 }, we have mappings k λ which are viewed as holomorphic motions defined in one complex variable; these mappings preserve sets of the form S w k defined above, and by including the set V R ∩ {w = w k }, each of these sets may be viewed as concentric annuli in the plane. Viewed in this way, each motion k λ may in turn be extended via the Bers-Royden process. Injectivity is guaranteed, and moreover, these extensions stack up to define a continuous holomorphic motion on the set {|w| ≥ |w 0 |}. However, our interest is in a neighborhood of the set bounded by D R , f 0 (D R ) and {|w| ≥ |w 0 |}.
More precisely, we have the following result: 
We are in a position to define the conjugacy on U R \C, where U R is the set bounded by D R and f (D R ) (note that U R is a fundamental domain for f ) and C is compact. Once this is accomplished, we can extend to K via cutoff functions, and then to C 2 by virtue of the dynamics. We have defined a mapping K λ on the set f (V R ) ∪ V R which is the identity on V R , which was then extended via the Bers-Royden theorem across lines of the form Y w for w with modulus sufficiently large. We now redefine K λ on the set V R so that f λ K λ (p) = K λ f 0 (p) for all p ∈ D R . Of course, such a map is already predetermined -namely, given p ∈ D R , we define K λ (p) = f −1 λ K λ f 0 (p) (since K λ is already defined at the point f 0 (p), via Lemma 4.2, Proposition 4.5 and Lemma 4.6). We now augment this map so that outside V R , K λ (p) = p, so that the Bers-Royden extension defined in Lemma 4.9 remains continuous (this argument is very similar to the one found in [3] , Theorem 3.8).
The idea is as follows: since K λ is a conjugacy at the level of complex lines X c , it suffices to move points within X c . Let c 0 < c 1 Note that this map preserves all lines of the form X c , and that on any such line, µ is constant, so injectivity is guaranteed. Continuity is clear (in fact, the map is smooth away from J + ). Finally, note that K λ (p) = p if p ∈ V R , while for p ∈ D R , the conjugacy relation holds, so that our map is compatible with the map defined by the Bers-Royden extension.
Finally, putting our motions together, we have constructed a homeomorphism on the set described in figure 4 which satisfies the necessary conjugacy relations on the sets D R and f (D R ) (in the end, our interest is only on the fundamental domain U R defined above). In the same manner as the proof of Lemma 4.2, we may apply cutoffs to extend this homeomorphism across C (simply write Φ λ = p + φ λ (p), near C, and note that φ λ can be made uniformly small with uniformly small Lipschitz constant, provided that |λ| is sufficiently small). Now, via an argument like that of Proposition 4.1, we can then extend this map to all of C 2 , except finitely many sinks, and extend the map to the sinks via continuity. The conjugacy is constructed.
