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ERNEST MICHAEL or possibly ambiguous terms used in, this paper. All our normal spaces are assumed to be Hausdorff. A perfectly normal space is a normal space in which every closed subset is a Gg (i.e., the intersection of countably many open sets). A covering I) of α topological space X is called locally finite [ 10, p. 66] if every x in X has a neighborhood which intersects only finitely many V G I). A topological space X is paracompact [ 10, p. 66] if it is Hausdorff, and if to every open covering U of X there corresponds a locally finite open covering I) of X such that every V 6 U is a subset of some [/ £ U. (Every paracompact space is normal [10, Th. 1] , every metric space is paracompact [22, Cor. 1] , and a Hausdorff space is paracompact if and only if it is fully normal [22, Th. 1 and Th. 2].) A metrizable space is topologically complete if it can be given a complete metric which agrees with the topology. A topological space is σ-compact if it is the union of countably many compact subsets.
Definitions and interrelations.
Let us begin this section by formally defining the concepts which were mentioned in the introduction, and which will be the objects of investigation of most of this paper. For convenience, we will use the following abbreviations:
AE -absolute extensor ANE = absolute neighborhood extensor AR = absolute retract ANR = absolute neighborhood retract DEFINITION 2.1. A topological space Y is called an AE (resp. ANE ) for metric spaces if, whenever X is a metric space and A is a closed subset of X 9 then any continuous function from A into Y can be extended to a continuous function from X (resp. some neighborhood of A in X ) into Y. Similarly if "metric" is replaced by the name of some other kind of space in the above. DEFINITION 2.2. A topological space Y is called an AR (resp. ANR) for metric spaces if, whenever Y is a closed subset of a metric space X, there exists a continuous function from X (resp. some neighborhood of Y in X) onto Y which keeps Y pointwise fixed. Similarly if "metric" is replaced by the name of some other kind of space in the above.
REMARK. Observe that if Y is an AE (resp. ANE) for a certain class of spaces, then Y is a fortiori an AR (resp. ANR) for this class of spaces. Let w = uh, let h'=h\A, and let v = rh'\ then X, A, w, and v satisfy the assumptions of (2), and hence, by (2), v can be extended to a continuous
for every z in Z, and α is continuous, since u \ Y'= r and uh -w are both continuous. This completes the proof. Having just covered the similarities between extensors and retracts, let us end this section with some comments about their differences. Tfiese differences occur in two ways:
(a) If y is not a metric (resp. paracompact, etc ) space, then Y is (vacuously!) always an AR and an ANR for metric (resp paracompact, etc ) spaces. But y need by no means always be an AE or an ANE for metric (resp. paracompact, etc.) spaces, and when it is, this is a fact which cannot be restated in terms of retracts. As examples, we mention the theorems of Dugundji [11, Th. 4 .1] and [12, p. 9] which we have encountered earlier in this paper.
(b) If y is completely regular and has more than one point, then it is easy to see that Y cannot be an AE or ANE for any class of spaces which contains a nonnormal space. But such a Y may very well be an AR or ANR for completely regular spaces (see Theorem 3.1 (e) and Theorem 3.2 (e)).
The theorems.
We will now state the theorems answering question (2) of the introduction. The foregoing theorems make a rather formidable array of statements, but because of their interdependence we will not have to prove all of them separately. In fact, we will prove only the following assertions (whose labeling is self-explanatory):
Let us show that these assertions imply all the others. To begin with, the as- , and the others solve some problems of Hu [18] .
In the next section we will prove l(a), 2(a), and the "if" parts of the other (*) assertions; in the section after that we will prove the "only if"
parts. The lemmas and propositions in these sections have some independent interest, and are sometimes stated with greater generality than is needed in their application. In the following lemmas, R**° will denote a countably infinite cartesian product of real lines. The proof of the following lemma uses an idea which the author found in
Hanner [16] who in turn ascribes it to Fox [13] .
LEMMA 4.2. Let X be a normal space, A a closed Gg in X, and g a continuous function from A into a metric space E. Then there exists a metric space F containing g(A) as a closed subset, and a continuous function h from X into F which agrees with g on A.
Proof. Let G = E x /, where / is the closed unit interval, and identify E with
Ex{0\

C G. Let F-G -(E -g(A)).
Since A is a closed G § in the normal space X, there exists a continuous function φ from X into the nonnegative real numbers, which is zero exactly on A. Finally we define h:X->F by 
These all follow almost immediately from Lemma 4.3.
Our next two lemmas deal with locally compact spaces, and are stated without proof. The crux of Lemma 4.4 is essentially stated as an exercise in [6] and proved in [8] ; the first proof which the author saw was due to J. Tits. One part of the following lemma is trivial, while the other part is not; we state them together to emphasize the parallelism. Since Y is a locally compact, separable metric space, it is σ-compact.
Hence, by Lemma 4.6, some neighborhood V of Y in X can be embedded in a locally compact and σ-compact Hausdorff space Z such that A is closed in Z.
By Instead of embedding X (this is the space in [16] which corresponds to our Y) in the Hubert cube l ω (which can only be done if X is separable), we embed X in an arbitrary complete metric space M, and this space M will take the place of l ω throughout the proof. With that in mind, we now define Z just as Hanner does, and the crux of the matter is that we must show Z to be paracompact (Hanner only shows that Z is normal). Once this is accomplished, the remainder of Hanner's proof goes through unchanged (except that l ω is replaced by M) to show that X is a Gg in M But this implies [19, p. 200 ] that X is topologically complete, and our proof will therefore be complete.
We will use the notation of Hanner's proof (except that M replaces I ω ). is an open subset of Z which contains x, and which intersects only finitely many elements of ID. This completes the proof.
The following proposition is more general than l(c) "only if". 
PROPOSITION 5.1. // Y is a topological space which is an ANE for normal spaces^ then every disjoint collection of open subsets of Y is countable.
PROPOSITION 5.3. // Y is a completely regular space which is an AR (resp. ANR) for completely regular spaces, then Y is compact (resp. locally compact).
Proof. Since Y is completely regular, it may be embedded in a cartesian product of real lines. Let fc$ be the-cardinality of this product, and let ζ be an ordinal whose cardinality is greater than ^ and greater than the cardinality of Y. Now let Q be the space of ordinals < ξ in the order topology, let X be a compact Hausdorff space containing X, and let
Z = {QχX)-{\ξ\x{X-X)).
Since Q and X are completely regular, so is Z. Now { ζ\ x X is closed in Z, and { ζ\ x X is homeomorphic to X, and therefore there exists a retraction / from Z onto { ξ\ x X. For each x in X, let
L -f\(Qχ\χ\).
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By Lemma 5.2, there exists for each x in X a β x in Q such that for all q > β x . Now let β be the smallest ordinal larger than all the β x ; then β < ξ, and for all Λ; in X. Hence f(\β\ x J) = {£} x *, and therefore X is compact.
Let us now consider the /4/V/? case. Suppose, therefore, that X is an ANR for completely regular spaces. Let X 9 Q 9 and Z be as in the last paragraph. Then, by assumption, there exists a retraction / from a neighborhood U of \ ξ] x X in Z onto lf(xl. Now by Lemma 5.2, there exists an ordinal α < ζ such that Q a x X C £/, where ζ^α^ί^^^l^^^ϊ Proceeding just as in the last paragraph (with Q replaced by Q a ), we obtain a β in Q a such that f((β,x)) = (6*)
for all x in A. If we now define the continuous function
then the restriction of h ° / to (ί/3}xA)n£/is a retraction of({/31χ,Y)nί/ onto ίβixλ:. Hence {j8 i x X is closed in UβίxZ)n[/; but (\β\xX)nϋ is an open subset of the compact set \ β } x X, and therefore both (\ β] x X) nU and \ β\ x X are locally compact. Hence X is locally compact, which is what we had to show.
Proof of 2(e) "only if". This now follows immediately from Proposition
and Theorem 3.2 (d).
6. An example. In [2], Arens showed indirectly that there exists a compact, convex subset of a locally convex topological linear space which, while certainly an ΛE for metric spaces by [11, Th. 4.1], is not an ΛE for compact Hausdorff spaces. In this section we will prove this result (and a little more) by means of a direct example, which should also indicate why we assumed the space Y in Theorems 3.1 and 3.2 to be metrizable.
The proof of Proposition 6.1 is due jointly to V. L. Klee and the author, and uses a suggestion by I. E. Segal. Proof. Let us call a topological space separable if it has a countable dense subset. Since the cartesian product of at most continuum many separable spaces is separable [21, p. 139] , it follows that X is separable. Hence any continuous image of any open subset of X is also separable. To prove the proposition, it therefore suffices to produce a closed, convex subset of X which is not separable. This we will now proceed to do.
Let H be a Hubert space whose orthonormal dimension is the continuum. Then H has continuum many elements, and is not separable. Let us show (using a proof due to I.E. Segal) that H is not even separable in the weak topology.
In fact, if H were separable in the weak topology, there would exist a countably dimensional subspace K of H which is weakly dense in H Since H is countably dimensional, it is separable in the strong topology. Now by the HahnBanach theorem, the strong closure of K is weakly closed and hence coincides with //. But this implies that H is separable in the strong topology, contrary to our assumption. Now let S be the unit sphere of H in the weak topology. Then S is compact, since H is reflexive. Also S is not separable since, as we have just shown, H is not separable in the weak topology. To complete the proof, we must show that S is homeomorphic to a convex subset of X. Now by definition, where F is an index set whose cardinality is the continuum, and If is homeomorphic to the unit interval for every / in F. Now //*, the dual space of #, is isomorphic to H [15, p. 31, Th 3] , and hence we may take F to be the unit sphere of H*.
Define φ : S ->X by "(φ (x ))/=/(%)"; then φ is a homeomorphism from S onto φ{S) by definition of the weak topology, and φ (S) is clearly convex in X.
This completes the proof. 
(c) φ is an isomorphism (i.e. a one-to-one^ bi-continuous linear transformation) from C(A, E) into C{X, E) $ provided C(A, E) and C(X, E) both
carry the same one of the following three topologies: trivially satisfies some of our requirements; the only property of φ which will need a nontrivial proof below is that φ is continuous for the topology (2).
We need the following fact, which is due to Dugundji [ 11 ] and was more 
