In this paper, we consider a singular diffusion problem and show, by constructing a counterexample, that the weak solution to the problem is not unique. The proof consists of several steps. First, we prove that there exists a maximal weak solution to the problem. We show that the support of the continuous maximal weak solution cannot decrease in time. Then we cite an example of a nonnegative continuous function with shrinking support that also solves the problem, and therefore the problem possesses at least two weak solutions for some continuous nonnegative initial data.
Introduction
In this paper, we consider a singular parabolic equation with nondivergence form (1.1) arises in some models describing physical phenomenon. For example, (1.1) with p = 2 can be derived as a model of groundwater flow in a water-absorbing, fissurized porous rock bed (see [1, 2] ). Note that (1.1) is closely related to the filtration equation (see [3] [4] [5] Since (1.1) may be degenerate at points where u = 0 or |∇u| = 0, we consider its weak solutions. Moreover, only nonnegative solutions are considered.
There are some papers devoted to (1.1) with p = 2, namely, the equation
In the case γ = 0 the nonuniqueness phenomenon of solutions was discovered independently in [6, 7] . In [8] , the result was generalized to the case γ > 0. Some other results for (1.4) can be referred to [9] [10] [11] [12] [13] [14] and references therein. However, there have been few papers dealing with (1.1) with p = 2. The authors in [15] considered the case p > 2 and proved by a similar method used in [6] the nonuniqueness of weak solutions. In the present paper, we study (1.1) with 1 < p < 2 and, under an additional condition on γ , construct an example to show that problem (1.1)-(1.3) possesses at least two weak solutions for some continuous nonnegative initial data. In this case, however, it seems to be difficult to use the same methods as in [6, 7, 15] to get the desired result. Hence, here we use entirely different method to prove this. Roughly speaking, the proof consists of several steps. First, we prove, by means of the method of parabolic regularization, that there exists a maximal weak solution for some continuous nonnegative initial data. We show that the support of the continuous maximal weak solution cannot decrease in time. Then we cite an example of a continuous nonnegative function with shrinking support that also solves the problem, and therefore problem (1.1)-(1.3) possesses at least two weak solutions for some continuous nonnegative initial data. 
, then we define the weak solutions of the initial and boundary value problem
Remark 1.2.
For any weak solution u, the integral identity (b) in Definition 1.1 can be rewritten as
Furthermore, from the denseness of
The paper is organized as follows. In Section 2 we will prove that problem (1.1)-(1.3) admits a maximal weak solution. In Section 3 some properties of the maximal weak solution, for instance nondeceasing of support in time, are discussed. In Section 4 an example is constructed to show the nonuniqueness of weak solutions.
In the sequel, the following lemma will be used repeatedly. 6) and
where m is a positive constant satisfying
Proof. The proofs of (1.5) and (1.6) can be found in [16] . Finally, let us prove (1.7). For any positive constant m satisfying (m
This and (1.6) imply (1.7). The proof of Lemma 1.1 is complete. 2
Existence of the maximal weak solution
Throughout the section we make the following additional assumptions on γ and u 0 :
We first obtain the following:
We will prove Theorem 2.1 by means of the method of parabolic regularization. Instead of
where ε ∈ (0, 1), η ∈ (0, ε) and γ = γ /(p − 1). Simple calculation shows that to ensure the monotonicity with respect to ε (a crucial fact in establishing the estimates we need) of the solution u ε,η to the regularized problem (2.1)-(2.3), we cannot take η = ε. We have to carry out two limit processes, i.e., first let η → 0 (along a certain subsequence) and then let ε → 0 to obtain a weak solution. Notice that if γ = 0, then the regularized equation (2.1) turns out to be
Even in this case, it is difficult to establish the required estimates by taking η = ε. However using the regularized equation of this form, we cannot obtain the required estimates in the case γ > 0, so here we use its variant, Eq. (2.1).
Denote the classical solution of problem (2.1)-(2.3) by u ε,η , whose existence follows, for instance, from [17, Theorem 4.1, Chapter VI]. It is easy to prove that
, and C are positive constants independent of η, ε and τ .
Proof.
Multiplying (2.1) by u −α ε,η , integrating both sides of the equality over Ω τ and integrating by parts, we derive
where ν denotes the outward normal to ∂Ω × (0, T ). Since from (2.4), u ε,η ε, we have
where C is a positive constant independent of ε, η and τ . Noticing 1 < p < 2, η < ε and α ∈ [0, p/2) and using (2.4), we have
where C are positive constants independent of ε, η and τ . Combining this with (2.5) yields
where C is a positive constant independent of ε, η and τ , and (1) follows.
ε,η φ, integrating both sides of the equality over Ω τ and integrating by parts and noticing (u ε,η ) t = 0 on ∂Ω × (0, T ), we derive
This proves (2) and ends the proof of Lemma 2. 
where denotes weak convergence, and
Proof. First, we notice that
, integrating both sides of the equality over Ω T and integrating by parts, we derive
Using Hölder's inequality, Lemma 2.1 and (2.4), we have
We divide the above integral in (2.10) in the following way:
(2.7) and (2.9) imply
Next we estimate I 1 . Using (2.4) and the inequality 12) and noticing 0 < (p − 1)/2 < 1, we derive
Combining the above estimates with (2.10) and (2.11), we have
From Lemma 1.1 and (2.4) we get
where C = C(p) > 0, and (1) is proved. Now we prove (2). Using Hölder's inequality, Lemma 2.1 and (1), we derive
and (2) follows. To prove (3), notice that
Clearly, (2) implies
Using inequalities (2.12) and (2.4) and noticing 0 < p/2 < 1, we derive
Thus, (3) is proved. Finally we prove (4). We have
Clearly, (2.6) implies
Next we estimate K 1 . Using inequalities (2.12) and (2.4) and noticing 0 < (p − 1)/2 < 1, we derive
Finally, let us estimate K 2 . It is easy to see that for any fixed p ∈ (1, 2), there exists a positive constant m = m(p) such that 13) and hence by Lemma 2.1 and Hölder's inequality we get
where C is a positive constant independent of η. Using (2.4), Lemma 1.1, Hölder's inequality and (1), we derive
Thus, (4) 
(2.14)
To prove that u ε satisfies the integral equality in Definition 1.1, we multiply (2.1) by ϕ ∈ C ∞ 0 (Ω T ), integrate both sides of the equality on Ω T and integrate by parts to derive
Letting η = η k → 0 and using (2.6) and Lemma 2.2, we have
Applying Lemma 2.1, we derive
where C is a positive constant independent of η and ε, and first letting η = η k → 0 and then letting t → 0 lead to
This completes the proof of Proposition 2.1. 2 Lemma 2.3. For all ε ∈ (0, 1) and τ ∈ (0, T ), we have
Here α ∈ [0, p/2), and C are positive constants independent of ε and τ .
Proof. From Lemmas 2.1 and 2.2, it is easily seen that
where C is a positive constant independent of η, ε and τ , and
Using u ε,η , u ε ε, (2.6) and (2.16), we get
This and (2.15) imply (1). Similarly, (2) can be proved. The proof of Lemma 2.3 is complete. 2
From (2.9) and Lemma 2.3, we assert that there exists a nonnegative function
, and therefore for any ε ∈ (0, 1),
in the integral equality satisfied by u ε . We have Using u ε ε and Lemma 2.3, we derive 
Obviously, (2.18) implies
From Lemma 1.1, we have
where C = C(p) > 0, and (1) follows. The proof of (2) is similar to one of the second conclusion of Lemma 2.2. Finally we prove (3). We have
Clearly, (2.17) implies
Next we estimate L 1 . First, it is easy to see that for any fixed p ∈ (1, 2), there exists a positive constant m = m(p) such that (2.13) holds, and hence it follows from Hölder's inequality and Lemma 2.3 that
where C is a positive constant independent of ε. Using (2.9), Lemma 1.1, Hölder's inequality and (1), we derive
where C are positive constants independent of ε, and (3) follows. This completes the proof of Lemma 2.4. 2
By Lemma 2.4, it is easy to check that u satisfies the integral identity in Definition 1.1. We have proved that
where C is a positive constant independent of ε and t. Letting ε → 0 yields
Hence u satisfies condition (c) in Definition 1.1. This completes the proof of Theorem 2.1. 
where t ∈ (0, T ), Ω t = Ω × (0, t). Let g(s) and sgn δ (z) be defined by 
and hence
where f : (0, ∞) → R is defined by
Proof. It follows from Theorem 3.1 that for any ϕ ∈ C ∞ 0 (Ω) with ϕ 0, there holds
and hence Ω(t 2 ) ⊇ Ω(t 1 ), where Ω(t) = {x ∈ Ω; u(x, t) > 0}. This ends the proof. By virtue of the fact, it is not difficult to check that u is a weak solution. This completes the proof of Proposition 4.1. 2
Next we show the nonuniqueness of weak solutions. On the other hand, it is easy to check that 0 u 0 ∈ C(Ω), u 0 = 0 on ∂Ω, i.e., u 0 satisfies (H1). Since 0 < γ < (p − 1)/p, it is not difficult to check that |∇u 
