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The following questions are often encountered in system and control theory. Given an
algebraic model of a physical process, which variables can be, in theory, deduced from
the input–output behaviour of an experiment? How many of the remaining variables
should we assume to be known in order to determine all the others? These questions are
parts of the local algebraic observability problem which is concerned with the existence
of a non-trivial Lie subalgebra of model’s symmetries letting the inputs and the outputs
be invariant.
We present a probabilistic seminumerical algorithm that proposes a solution to this
problem in polynomial time. A bound for the necessary number of arithmetic operations
on the rational field is presented. This bound is polynomial in the complexity of evalua-
tion of the model and in the number of variables. Furthermore, we show that the size of
the integers involved in the computations is polynomial in the number of variables and
in the degree of the system. Last, we estimate the probability of success of our algorithm.
c© 2002 Published by Elsevier Science Ltd.
1. Introduction
Local algebraic observability is a structural property of a model and one of the key
concepts in control theory. Its earliest definition goes back to the work of Kalman (1961)
for the linear case and a large literature is devoted to this subject (see Hermann and
Krener, 1977 and the references therein). We base our work on the definition given
by Diop and Fliess (1991) of the observability for the class of algebraic systems. The
algorithmic aspects of our work are related to the power series approach of Pohjanpalo
(1978).
description of the input
As in the example of Figure 1, an algebraic differential model is usually described in a
state space representation by means of
• a vector field describing the evolution of state variables (M,P0, P1, P2, PN ) in the
function of inputs (v˙d 6= 0) and of parameters (v˙s = K˙I = · · · = k˙2 = 0);
• some outputs (y = PN ) which are algebraic functions of these variables.
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
M˙ = vsKI
4
KI4+PN 4
− vmMKm+M ,
P˙0 = ksM − V1P0K1+P0 + V2P1K2+P1 ,
P˙1 = V1P0K1+P0 +
V4P2
K4+P2
− P1
(
V2
K2+P1
+ V3K3+P1
)
,
P˙2 = V3P1K3+P1 − P2
(
V4
K4+P2
+ k1 + vdKd+P2
)
+ k2PN ,
P˙N = k1P2 − k2PN ,
y = PN .
(1)
Figure 1. Model for circadian oscillations in the Drosophila period protein.
The definition of observability given by Diop and Fliess (1991) relies on the theory of
differential algebra founded by Ritt (1966) and is based on the existence of algebraic
relations between the state variables and the successive derivatives of the inputs and
the outputs. These relations are an obstruction to the existence of infinitely many tra-
jectories of the state variables which are solutions of the vector field and fit the same
specified input–output behaviour. If there are only finitely many such trajectories, the
state variables are said to be locally observable.
example of application
In order to illustrate this notion, let us consider the local structural identifiability
problem which is a particular case of the observability problem. The question is to decide
if some unknown parameters of a model are observable considering these parameters as
a special kind of state variables θ satisfying θ˙ = 0 (see Pohjanpalo, 1978; Walter, 1982;
Vajda et al., 1989). If they are not observable, then infinitely many values of these
parameters can fit the same observed data and the approximation of these quantities by
numerical methods is not possible (see Ljung, 1987 and the references therein).
previous works
We consider the local algebraic observability problem under the computer algebra
standpoint. The previous studies that enable to test observability mainly rely on char-
acteristic set or standard bases computation as shown in Ollivier (1990) and Ljung and
Glad (1990, 1994). We refer to Boulier et al. (1995) and Hubert (2000) for an elimination
method in differential algebra. The complexity of this method is, at least, exponential
in the number of variables and of parameters (see Gallo and Mishra, 1991; Sadik, 2000).
Some other techniques, as the local state variable isomorphism approach (Vajda et al.,
1989) or the conversion between characteristic set w.r.t. different ranking (Boulier, 1999),
can also be used. The complexities of these methods are not known.
contributions
We present a probabilistic polynomial-time algorithm which computes the set of obser-
vable variables of a model and gives the number of non-observable variables which should
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be assumed to be known in order to obtain an observable system. Our algorithm certifies
that a variable is observable and the answer for a non-observable one is probabilistic with
high probability of success. A Maple implementation of this algorithm is available at the
URL http://www.medicis.polytechnique.fr/~sedoglav.
Furthermore, we present a method which allows to compute a family of symmetries
of the model letting the inputs and the outputs be invariant. This part of the paper
extends the contributions of Sedoglavic (2001) and it is, as far as we know, a new algo-
rithmic approach. In fact, the previous works lead to the resolution of partial differential
equations which may be quickly intractable (see the paper of Vajda et al., 1989 for more
details). Our approach relies on the computation of the kernel of a matrix with poly-
nomial coefficients and on the resolution of a system of ordinary differential equations.
Contrarily to the previous methods, this approach allows us to compute the symmetries
of almost all the non-observable models encountered in practice.
a non-observable model. Let us illustrate our algorithm with the model for circadian
oscillations in the Drosophila period protein (Goldbeter, 1995) presented in Figure 1.
After 10 s of computation, our implementation shows that:
• the variableM and the parameters {vs, vm,Km, ks} are not observable. All 17 other
parameters and variables are observable;
• if M or only one of the non-observable parameters are specified, all the variables
and parameters of the resulting system are observable.
These results allow us to focus our attention on just four of the 17 original param-
eters. Thus, the search for an infinitesimal transformation which leaves the output y
and the vector field invariant is simplified and we find a group of symmetries generated
by {M,vs, vm,Km, ks} → {λM,λvs, λvm, λKm, ks/λ}. Hence, there is an infinite number
of possible values for non-observable parameters which fit the same specified output y:
this system is certainly unidentifiable.
In the next section, we present more precisely the contributions of this papers.
1.1. notations and main result
Hereafter, we consider a state variable representation with time invariant parameters
defined by an algebraic system of the following kind:
Σ
 Θ˙ = 0,X˙ = F (X,Θ, U), (2.1)
Y = G(X,Θ, U). (2.2)
(2)
Capital letters stand for vector-valued objects and we suppose that there are:
• ` parameters Θ := (θ1, . . . , θ`); • n state variables X := (x1, . . . , xn);
• r input variables U := (u1, . . . , ur); • m output variables Y := (y1, . . . , ym).
The letter X˙ stands for the derivatives of the state variables (x˙1, . . . , x˙n) and the
letter F (respectively G) represents n (respectively m) rational functions in Q(X,Θ, U)
which are denoted by (f1, . . . , fn) (respectively (g1, . . . , gm)). The letter d (respectively h)
represents a bound on the degree (respectively size of the coefficients) of the numerators
and denominators of the fi’s and gi’s.
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data encoding
Hereafter, we represent the system Σ by a straight-line programme without division
which computes its numerators and denominators and requires L arithmetic operations
(see Sections 3.4 and 4 in Bu¨rgisser et al., 1997). For example, the expression e := (x+ 1)5
is represented by the sequence of instruction t1 := x+ 1, t2 := t12, t3 := t22, e := t3 t1
and L = 4. Hence, the complexity of our input is given by the quantities `, n, r,m, d, h
and L. The following theorem is the main result of this paper.
Theorem 1.1. Let Σ be a differential system as described in Section 1.1. There exists
a probabilistic algorithm which determines the set of observable variables of Σ and gives
the number of non-observable variables which should be assumed to be known in order to
obtain an observable system.
The arithmetic complexity of this algorithm is bounded by
O(M(ν)(N (n+ `) + (n+m)L) +mνN (n+ `))
with ν ≤ n+ ` and withM(ν) (respectively N (ν)) the cost of power series multiplication
at order ν + 1 (respectively ν × ν matrix multiplication).
Let µ be a positive integer, D be 4(n+ `)2(n+m)d and D′ be
(2 ln(n+ `+ r + 1) + lnµD)D + 4(n+ `)2((n+m)h+ ln 2nD).
If the computations are done modulo a prime number p > 2D′µ then the probability of a
correct answer is at least (1− 1/µ)2.
For the model presented in Figure 1, the choice of µ = 3000 leads to a probability of
success around 0.9993 and the computations are done modulo 10 859 887 151. These com-
putations take 10 s on a PC Pentium III (650 MHz). Furthermore, the new method pre-
sented in this papers allows to compute the family of symmetries {M,vs, vm,Km, ks} →
{λM,λvs, λvm, λKm, ks/λ}. As far as we know, this computation was not automatically
possible with previous methods.
outline of the paper
In the next section, we recall some basic definitions of differential algebra and the
definition of algebraic observability used in Diop and Fliess (1991) and in Ljung and
Glad (1990). Next, we describe the relationship between this framework and the power
series approach of Pohjanpalo (1978).
Then, we present the Jacobian matrix derived from the theory of Ka¨hler differentials
and used in the local algebraic observability test. This matrix allows to determine the
non-observable variables. Furthermore, when the model is not observable, we show that
the power series approach allows to compute a family of symmetries of the model letting
the inputs and the outputs be invariant.
In the second part of this paper, we present some algorithmic results. In Section 3, we
show how to compute some specializations of this matrix using power series expansion
of the output and we estimate the related arithmetic complexity. Then, we study the
behaviour of the integers involved in the computations and we summarize the probabilis-
tic aspect.
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2. Differential Algebra and Observability
Differential algebra can be seen as a generalization to differential equations of the
concepts of commutative algebra and algebraic geometry. This theory, founded by Ritt,
is an appropriate framework for the definition of algebraic observability introduced by
Diop and Fliess (1991). For more details on this theory, we refer to the books of Ritt
(1966) and Kolchin (1973); nevertheless, we recall briefly some necessary notions.
differential algebraic setting
Let us denote by k a ground field of characteristic zero. The differential algebra k{U}
is the k-algebra of multivariate polynomials defined by the infinite set of indetermi-
nates {U (j)|∀j ∈ N} and equipped with a derivation L such that Lu(i) = u(i+1). Its frac-
tion field is denoted by k〈U〉.
hypotheses
The inputs U and all their derivatives are assumed to be independent and we consider
non-singular solutions of Σ. Thus, we assume that we work in a Zariski open set where
the denominators present in Σ do not vanish.
2.1. local algebraic observability and differential algebra
Following the interpretation of some algebraic control theory problems presented in
Fliess (1989), we consider the differential field K := k〈U〉(X,Θ) equipped with the fol-
lowing formal Lie derivation:
L := ∂
∂t
+
n∑
i=1
fi
∂
∂xi
+
∑
j∈N
∑
u∈U
u(j+1)
∂
∂u(j)
.
This derivation is associated with the vector field defined by equations (2.1). Hereafter,
we denote (Lf1, . . . ,Lfn) by LF and L ◦ · · · ◦ L︸ ︷︷ ︸
j times
by Lj .
Hence, the successive derivation of the output is given by Y (j) = LjG(X,Θ, U) and the
differential subfield k〈U, Y 〉 of (K,L) by k〈U〉(G,LG,L2G, . . .). The following definition
is taken from Diop and Fliess (1991) (see also Ljung and Glad, 1990). It summarizes the
intuitive definition of observability given in the introduction.
Definition. An element z in K is locally algebraically observable with respect to inputs
and outputs if it is algebraic over k〈U, Y 〉. So, the system Σ is locally observable if the
field extension k〈U, Y 〉 ↪→ K is purely algebraic.
an observable model. Let us illustrate this definition with the following example:
x˙3 = x1θ − u,
x˙2 = x3/x2,
x˙1 = x2/x1,
y = x1.
(3)
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Performing an easy elimination on the relations y = x1, y˙ = Lx1, y(2) = L2x1 and y(3)
= L3x1, we obtain the following differential relations:
x1 = y, x2 = yy˙, x3 = yy˙(y˙2 + yy¨), θy = (y˙2 + yy¨)2 + yy˙(3y˙y¨ + y y(3))− u. (4)
Thus, x1, x2, x3 and θ are observable according to the above Definition. As these rela-
tions define a unique solution, these quantities are said to be globally algebraically observ-
able (see Ljung and Glad, 1990; Ollivier, 1990).
Remark. These relations depend generically on high order derivatives of the output,
so they are not of a great practical interest for parameter estimation. As we focus our
attention on local observability, we are going to avoid their computation. Thus, we do
not need to perform any elimination.
The above Definition implies that local observability is related to the transcendence
degree of the field extension k〈U, Y 〉 ↪→ K. This property can be tested by a rank com-
putation using Ka¨hler differentials (see Section 2.3) and—as noticed by Diop and Fliess
(1991)—this approach leads to the algebraic counterpart of the rank condition intro-
duced by Hermann and Krener (1977) in the differential geometric point of view. Fur-
thermore, the transcendence degree of the field extension k〈U, Y 〉 ↪→ K is the number of
non-observable variables which should be assumed to be known in order to obtain an
observable system. Thus, we notice that Theorem 1.1 is based on the study of this field
extension.
family of symmetries of the model letting the inputs and the outputs be
invariant
The algebraic counterpart of the notion of family of symmetries of a model used in
observability theory (see Hermann and Krener, 1977; Vajda et al., 1989) is based on the
following notion of a group of k〈U, Y 〉-automorphisms acting on K.
Definition. A group σλ—indexed by λ—of k〈U, Y 〉-automorphisms from K into K
which leave k〈U, Y 〉 point to point invariant is such that:
• the parameter λ of the group is in a field of constants (λ ∈ k ⇒ Lλ= λ˙=0);
• σ1 is the identity and for all (λ, µ) in k2, σλµ(·) = σλ(σµ(·));
• for all λ, σλ is a differential automorphism of (K,L). In fact, σλ ◦ L is equal to L ◦ σλ
and for all (a, b) in K2, for all c in k〈U, Y 〉 we have:
σλ(c) = c, (5)
σλ(a+ b) = σλ(a) + σλ(b), (6)
σλ(ab) = σλ(a)σλ(b). (7)
a non-observable model. The following model is taken from Vajda et al. (1989): x˙1 = θ1 x1
2 + θ2 x1 x2 + u,
x˙2 = θ3 x12 + θ4 x1 x2,
y = x1.
(8)
The family of symmetries σλ : {x1, x2, θ2, θ3, θ4, u} → {x1, λx2, θ2/λ, λθ3, θ4, u} indexed
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by λ leave the input u, the output y = x1 and all their derivatives invariant. In fact, a
simple computation shows that this group is well defined:
σλ(x˙1) = σλ(θ1 x12 + θ2 x1 x2 + u) = θ1 x12 +
θ2
λ
x1 λx2 + u = x˙1,
σλ(x˙2) = σλ(θ3 x12 + θ4 x1 x2) = λθ3 x12 + θ4 x1 λx2 = λx˙2,
⇒ ∀i ∈ N, σλ
(
y(i)
)
= σλ
(
x1
(i)
)
= y(i).
This algebraic point of view has the following intuitive geometric interpretation. Let us
consider the space E of coordinates (x1, x2, θ2, θ3, θ4, u, t) where t is a solution of t˙ = 1.
A trajectory of the model (8) is a solution of (8) parametrized by u and t. The family
of symmetries σλ is an infinite family of mapping of E such that a trajectory is mapped
onto another trajectory while t, u and y are left point to point invariant (see Hermann
and Krener, 1977; Vajda et al., 1989).
Remark. If an element a of K is algebraic over k〈U, Y 〉 then σλ(a) is also algebraic
over k〈U, Y 〉 for all λ and has the same minimal polynomial: there is a finite number of
possible actions of σλ on a. Hence, if the field extension k〈U, Y 〉 ↪→ K is purely algebraic,
there is no infinite group of k〈U, Y 〉-automorphisms as described in the above definition
which act on K and leave k〈U, Y 〉 point to point invariant. Thus, the existence of such a
group proves that the model is not observable.
2.2. a finite description of k〈U, Y 〉 ↪→ K
Let us denote by Φ(X,Θ, U, t) the formal power series in t with coefficients in K solution
of Φ˙ = F (Φ,Θ, U) with initial condition Φ(X,Θ, U, 0) := X. We have:
Φ(X,Θ, U, t) = X +
∑
j∈N?
LjF (X,Θ, U) tj/j!.
Using this power series, let us define the formal power series in t with coefficients in K
such that Y (X,Θ, U, t) := G(Φ(X,Θ, U, t),Θ, U, t):
Y (X,Θ, U, t) = G(X,Θ, U) +
∑
j∈N?
LjG(X,Θ, U) tj/j!. (9)
Example 2.1. For the model (3), with initial conditions x1 6= 0, x2 6= 0, x3, θ and a
generic input u(t) = u+ u˙ t+ u¨ t2/2 + u(3) t3/3! +O(t4), we have
φ3(t) = x3 + (θ x1 − u) t−
u˙ x1 − θ x2
2 x1
t
2
+
θ x3 x1
2 − θ x23 − u¨ x2 x13
6 x2 x13
t
3
+O(t
4
),
φ2(t) = x2+
x3
x2
t+
θx1x2
2−ux22 − x32
2x23
t
2 − x2
4u˙x1 − x25θ + 3x3x12θx22 − 3x3x1ux22 − 3x33x1
6x25x1
t
3
+O(t
4
),
φ1(t) = x1 +
x2
x1
t+
x3 x1
2 − x23
2 x2 x13
t
2
+
x1
5θ x2
2 − x14ux22 − x14x32 − 3 x23x3 x12 + 3 x26
6 x15x23
t
3
+O(t
4
).
In this model, the output y is equal to φ1 and we retrieve the relations (4) using
y(t) = y + y˙ t+ y¨ t
2
/2 + y
(3)
t
3
/3! +O(t
4
),
= x1 +
x2
x1
t+
x3x1
2 − x23
2 x2x13
t
2
+
(3 x2
4 − 3 x2x3x12 + (x1θ − u)x14) x22 − x14x32
6 x15x23
t
3
+O(t
4
).
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from an infinite to a finite number of indeterminates
In Pohjanpalo (1978), the power series Y was already used in order to test identifiabil-
ity. In Diop and Fliess (1991), the authors prove that a finite number of these coefficients
are necessary to describe the field extension k〈U, Y 〉 ↪→ K. But in these papers the nec-
essary order of derivation is not bounded. This can be done using the differential algebra
point of view (see Section 4 in Sadik, 2000 for a general statement). The following propo-
sition summarizes these results in a field extension framework.
Proposition 2.1. The differential field k〈U, Y 〉 is purely algebraic over the differential
field k〈U〉(Y, . . . , Y (n+`−1)).
Proof. The transcendence degree of k〈U〉 ↪→ K is equal to n+ `. Hence, the transcen-
dence degree of the field extension k〈U〉 ↪→ k〈U, Y 〉 is bounded by n+ `. It means that,
for i = 1, . . . ,m, there is an algebraic relation qi
(
yi, . . . , yi
(n+`)
)
= 0. Furthermore, the
derivative yi(n+`+1) is a rational function of yi, . . . , yi(n+`) with coefficients in k〈U〉.
Remark. If there is more than a single output, the necessary order of derivation can
be smaller than n+ ` and it is denoted by ν. This index of differentiation is a measure
of the complexity of our algorithm (see Section 3.4) and generically ν = b(n+ `)/mc.
Hereafter, we take ν equal to n+ `.
Remark. In the above proof, following the hypotheses of Section 2, we assumed that the
independent input variables U and all their derivatives were in the ground field. Further-
more, we showed that we just need the first n+ ` derivatives of the output equations. In
order to simplify the presentation in the next section, we assume that the ground field
is G := k(U, Y, . . . , U (n+`), Y (n+`)).
We now present the properties of the module of Ka¨hler differentials which are used to
compute the transcendence degree of G ↪→ G(X,Θ) in practice. When this field extension
is not purely algebraic, the Ka¨hler differentials allow us to determine a derivation acting
on G(X,Θ) with G as field of constant. This last derivation could generate an infinite
group of G-automorphisms acting on G(X,Θ).
2.3. linearization and rank conditions
We consider now the algebraic counterpart of the linearization process in differential
geometry. To a field extension S ↪→ T , one can associate:
• the T -vector space DerS(T, T ) of derivations ∂ : T → T s.t. ∀c ∈ S, ∂c = 0;
• the T -vector space ΩT/S of Ka¨hler differentials which can be defined by the following
property: DerS(T, T ) = HomT (ΩT/S , T ). In fact, let dz be the image of z ∈ T in
this vector space by d : T → ΩT/S . For all ∂ in DerS(T, T ), there exists a unique
linear homomorphism δ : ΩT/S → T s.t. δ(dz) = ∂z.
We refer to Section 16 in Eisenbud (1994) for a standard definition and to Johnson (1969)
for a similar construction in differential algebra. In our framework, the G(X,Θ)-vector
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space of Ka¨hler differentials is associated to the cokernel of the matrix
∂
(
Y (i)
)
0≤i≤ν
∂(X,Θ)
=

∂y1
∂x1
. . . ∂y1∂xn
∂y1
∂θ1
. . . ∂y1∂θ`
...
...
...
...
∂ym
∂x1
. . . ∂ym∂xn
∂ym
∂θ1
. . . ∂ym∂θ`
...
...
...
...
∂y1
(ν)
∂x1
. . . ∂y1
(ν)
∂xn
∂y1
(ν)
∂θ1
. . . ∂y1
(ν)
∂θ`
...
...
...
...
∂ym
(ν)
∂x1
. . . ∂ym
(ν)
∂xn
∂ym
(ν)
∂θ1
. . . ∂ym
(ν)
∂θ`

and the G(X,Θ)-vector space DerG(G(X,Θ),G(X,Θ)) is associated to the kernel of this
matrix i.e. to the solution of ∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ) v = 0 where the vector v is
expressed on the basis of derivations (∂/∂x1, . . . , ∂/∂xn, ∂/∂θ1, . . . , ∂/∂θ`).
We recall the following result which motivates the use of Ka¨hler differentials:
Theorem 2.1. (Section 16 in Eisenbud, 1994) Let us consider S a field of charac-
teristic zero and T a finitely generated field extension of S. If {xλ} ⊂ T is a collection of
elements, then {dxλ} is a basis of ΩT/S as a vector space over T if, and only if, the {xλ}
form a transcendence basis of T over S.
Our test for local observability is based on the following straightforward consequences of
this theorem.
Corollary 2.1. If φ represents the transcendence degree of the field extension G ↪→ G
(X,Θ) then we have: φ = (n+ `)− rankG(X,Θ) ∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ).
If the generic rank of ∂(Y (j), 0 ≤ j ≤ ν)/∂(X \ {xi},Θ) (respectively ∂(Y (j), 0 ≤ j ≤ ν)
/∂(X, Θ \ {θi})) is equal to (n+ `− 1)− φ, then the transcendence degree of the field
extension G ↪→ G(xi) (respectively G ↪→ G(θi)) is zero and the variable xi (respectively the
parameter θi) is observable.
Furthermore, the transcendence degree of the field extension G ↪→ G(X,Θ) is equal to
the dimension of the G(X,Θ)-vector space DerG(G(X,Θ),G(X,Θ)).
In the sequel, the computation of the transcendence degree of the field extension G ↪→ G
(X,Θ) is mainly based on the construction and the evaluations of a straight-line pro-
gramme which allows to compute the power series expansion of Y (X,Θ, U, t). We present
the necessary notions in the next section.
2.4. data encoding and complexity model
The above results can be expressed considering a polynomial f as an element of a vector
space; hereafter, we consider an algebraic expression as a function. This classical point
of view in numerical analysis is also used in computer algebra for complexity statements
or practical algorithms (see Giusti et al., 2001; Schost, 2000 and the references therein).
We refer to Section 4 in Bu¨rgisser et al. (1997) for more details about this model of
computation.
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Definition. Let A be a finite set of variables. A straight-line programme over k[A] is
a finite sequence of assignments bi ← b′ ◦i b′′ s.t. ◦i is in {+,−,×,÷} and {b′, b′′} is
in
⋃i−1
j=1{bj} ∪ A ∪ k. Its complexity of evaluation is measured by its length L, which
is the number of its arithmetic operations. Hereafter, we use the abbreviation slp for
straight-line programme.
Remark. A slp representing a rational expression f is a programme which computes the
value of f from any values of the ground field such that every division of the programme
is possible. The following constructive results taken from Baur and Strassen (1983) allows
us to determine a slp representing the gradient of f .
Theorem 2.2. Let us consider a slp computing the value of a rational expression f in
a point of the ground field and let us denote by Lf its complexity of evaluation. One
can construct a slp of length 5Lf which computes the value of grad(f). Furthermore,
one can construct a slp of length 4Lf which computes two polynomials f1 and f2 such
that f = f1/f2.
Remark. Following our presentation, one can construct formally all the expressions
introduced in Sections 2.2 and 2.3 with its favorite computer algebra system. But, in
order to compute the formal expressions Y (ν) = LνG and the associated Jacobian matrix,
one has to differentiate ν times the output equations (2.2). As noticed by Valiant (1982),
the arithmetic complexity of computing multiple partial derivatives is likely exponential
in ν. If the evaluation complexity of the output equations (2.2) is L, by Theorem 2.2,
the computation of Y (ν) requires at least (5m)νL arithmetic operations. This strategy
cannot lead to a polynomial time algorithm. For example, the Jacobian matrix of the
model (1) cannot be easily computed using Maple with a PC equipped with 128MB of
memory.
Remark. The rank computations defined in the previous section are also cumbersome
because they are mainly performed on the field G(X,Θ). Nevertheless, in order to deter-
mine φ efficiently, the variables X, Θ and U can be specialized to some generic values
in the Jacobian matrix and so, its generic rank can be computed numerically with high
probability of success (see Section 3.5).
Thus, the main problem is to avoid the formal computation of Y (i) for 0 ≤ i ≤ ν. In fact,
our strategy is to specialize a linearized system derived from Σ first and to recover the
value of φ just using numerical computations on a finite field.
3. A Probabilistic Polynomial Time Algorithm
We now present an algorithm which takes as input a state space representation (see
model (2)) and return the set of non-observable variables. Furthermore, this algorithm
returns the transcendence degree of the field extension k〈U, Y 〉 ↪→ K defined in Sec-
tion 2.1.
In Section 3.1, we present the variational system derived from Σ which allows us
to compute directly the Jacobian matrix ∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ) with X,Θ and U
specialized on some given values. Then, we show how this matrix can be determined in
polynomial time and we give an estimation of the arithmetic complexity of our algorithm.
An Algorithm to Test Observability 745
The purpose of the Section 3.5 is to study the growth of the integers involved in the
computations and to estimate the probability of success of our algorithm.
3.1. variational system derived from Σ
As shown in Section 2.3, our goal is to compute the generic rank of the Jacobian
matrix ∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ). Using relation (9), we conclude that:
∂(Y (j))0≤j≤ν
∂(X,Θ)
= coeffs
(
∂G
∂X
∂Φ
∂X
,
∂G
∂X
∂Φ
∂Θ
+
∂G
∂Θ
)
,
with coeffs
(
a11 + a12t+O(t2)
a21 + a22t+O(t2)
)
=
(
a11 a21
a12 a22
)
.
The above equalities lead to the following relation:
∂(Y (j))0≤j≤ν
∂(X,Θ)
= coeffs
(
∇Y
(
Φ,
∂Φ
∂X
,
∂Φ
∂Θ
)
, tj , j = 0, . . . , ν
)
, (10)
where ∇Y denote the following n× (n+ `) matrix:
∇Y (Φ,Γ,Λ,Θ, U) :=
(
∂G
∂X
Γ,
∂G
∂X
Λ +
∂G
∂Θ
)
(Φ,Γ,Λ,Θ, U). (11)
Hence, we have to determine the first ν = n+ ` terms of the power series expansion
of Φ, Γ := ∂Φ/∂X and Λ := ∂Φ/∂Θ.
variational system
Let us denote by P (X˙,X,Θ, U) = 0, the numerators of the rational relations X˙ − F
(X,Θ, U) = 0 and by ∇P the following expressions:
P (X˙,X,Θ, U), (12.1)
∂P
∂X˙
(X,Θ, U)Γ˙ + ∂P∂X (X˙,X,Θ, U)Γ, (12.2)
∂P
∂X˙
(X,Θ, U)Λ˙ + ∂P∂X (X˙,X,Θ, U)Λ +
∂P
∂Θ (X˙,X,Θ, U). (12.3)
(12)
The power series Φ, Γ and Λ are solutions of the system of ordinary differential equa-
tions ∇P = 0 with the associated initial conditions Γ(X,Θ, U, 0) := Idn×n and Λ(X,Θ,
U, 0) := 0n×`. An example is given in Section 4.
3.2. computational strategy
With many computer algebra systems, one can compute symbolically the expres-
sion of the formal Jacobian matrix ∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ). The rank computations
described in Corollary 2.1 are sufficient to conclude. Furthermore, if X, Θ and U are
specialized on some random values, these computations can be performed numerically
with high probability of success.
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We summarize this possible strategy in the thin arrows of the following diagram:
Σ
formal computation -
(
∂(LiG)0≤i≤ν
∂ (X,Θ)
)
?
X → X0 ∈ kn,
Θ → Θ˜ ∈ k`,
U → U˜ ∈ (k[t])r.
∇P
?
numerical computation
-
(
∂(LiG)0≤i≤ν
∂ (X,Θ)
)
(X0, Θ˜, U˜).
As the symbolic computation of the Jacobian matrix is cumbersome, we specialize the
parameters on some random integers Θ˜ and the inputs U on the power series U˜ which
are truncated at order n+ `+ 1 with random integer coefficients. Then, we solve the
associated system∇P for some integer initial conditionsX0 and we compute with∇Y the
specialization of ∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ) on (X0, Θ˜). This approach is summarized
by the thick arrows.
Remark. Let us consider in k{x} the prime differential ideal [x˙+ x2]. The solution η = 0
is not generic while the formal power series η =
∑
i∈N(−1)i x0i+1ti is a generic solution of
this differential ideal. Hence, the differential field k〈η〉 and the differential field (K,L) :=
(k(x),−x2∂/∂x) associated to the above differential ideal are isomorphic. The elemen-
tary operations—derivation, multiplication, etc.—in K can be done using some rewriting
techniques while the same operations in k〈η〉 just require the usual operations on series.
The computation of the Jacobian matrix presented later is based on the same idea: we
replace the computation done in K by a computation done on a field of power series.
Remark. The hypothesis ∂P/∂X˙ 6= 0 assumed in Section 2 ensures that the differential
system ∇P (Φ,Γ,Λ, Θ˜, U˜) = 0 admits a unique formal solution which can be computed
with the Newton operator presented in the next section.
We now present an algorithm which relies on this standpoint. As we are going to replace
the field K by a field of power series, we have to compute the generic power series solutions
of ∇P . This is the subject of the following section.
3.3. a quadratic newton operator
The aim of this section is to present the Newton operator used in our algorithm. In
Brent and Kung (1978), the authors show that its convergence is quadratic. We work
with vector-valued expressions. Thus, the expression (12.1) (respectively (12.2), (12.3))
represents a n× 1 (respectively n× n and n× `) matrix.
encoding of the variational system derived from Σ
From a slp of length L which encodes Σ, Theorem 2.2 allows to construct effectively
another slp of length O(N (n+ `) + nL) which encodes the system ∇P (N (ν) denotes
the cost of ν × ν matrix multiplication). For Φ, Γ and Λ some given series in t, this slp
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computes the following n× (1 + n+ `) matrix with power series coefficients:
p1(Φ˙,Φ, Θ˜, U˜) ∂P∂X˙
(
Φ, Θ˜, U˜
)
Γ˙ ∂P
∂X˙
(
Φ, Θ˜, U˜
)
Λ˙ +
... + ∂P∂X
(
Φ˙,Φ, Θ˜, U˜
)
Λ +
pn(Φ˙,Φ, Θ˜, U˜) ∂P∂X
(
Φ˙,Φ, Θ˜, U˜
)
Γ ∂P∂Θ
(
Φ˙,Φ, Θ˜, U˜
)
.
The expression pi(Φ˙,Φ, Θ˜, U˜) represents the power series in t equal to the numerator
of φ˙i − fi(Φ, Θ˜, U˜) and, if γi,j = ∂φi/∂xi, the second n× n submatrix is:
∂p1
∂x˙1
· · · ∂p1∂x˙n
...
...
∂pn
∂x˙1
· · · ∂pn∂x˙n

 γ˙1,1 · · · γ˙1,n... ...
γ˙n,1 · · · γ˙n,n
+

∂p1
∂x1
· · · ∂p1∂xn
...
...
∂pn
∂x1
· · · ∂pn∂xn

 γ1,1 · · · γ1,n... ...
γn,1 · · · γn,n
.
Let us represent the approximation of Φ (respectively Λ, Γ) mod t2
j
by Φj (respec-
tively Λj , Γj) and denote by Ej+1 the correction term: (Φ− Φj ,Γ− Γj ,Λ− Λj) mod
t2
j+1. As usual, we construct our Newton operator from the Taylor series expansion of
the function ∇P . This yields the following relations:
∇P (Φ,Γ,Λ) = ∇P (Φj ,Γj ,Λj) + ∂ ∇P
∂(X˙, Γ˙, Λ˙)
E˙j+1 +
∂ ∇P
∂(X,Γ,Λ)
Ej+1 + · · · = 0.
The remaining terms are of order in t greater than 2j+1. Thus, they are not necessary
for the computation of Ej+1.
Remark. We consider Φ as a variable in the first column of ∇P and as a constant in
the others. Thus, we have the following relations:
∂ ∇P
∂(X˙, Γ˙, Λ˙)
=
(
∂P
∂X˙
,
∂P
∂X˙
,
∂P
∂X˙
)
,
∂ ∇P
∂(X,Γ,Λ)
=
(
∂P
∂X
,
∂P
∂X
,
∂P
∂X
)
.
The above hypothesis induces a shift between the order of correct coefficients of Λj , Γj
and Φj . In fact, Λj and Γj are correct modulo t2
j−1. Thus, we need to stop the following
operator with j + 1 = ln2(n+ `+ 1) and to repeat one more time the last resolution at
the same order.
a newton operator
The above hypothesis leads to a Newton operator based on the resolution of the fol-
lowing system of linear ordinary differential equations:
∂P
∂X˙
E˙j+1 +
∂P
∂X
Ej+1 +∇P = 0 mod t2j+1. (13)
This system is solved iteratively using (Φj+1,Γj+1,Λj+1) = (Φj ,Γj ,Λj) + Ej+1 and the
initial conditions Φ0 ∈ Zn, Γ0 := Idn×n and Λ0 := 0n×`. The resolution of the linear
ordinary differential system (13) relies on the method of integrating factors. First, we
consider the homogeneous system
∂P
∂X˙
(
Φj , Θ˜, U˜
)
W˙j +
∂P
∂X
(
Φ˙j ,Φj , Θ˜, U˜
)
Wj = 0 mod t2
j+1
where Wj denotes a n× n unknown matrix whose coefficients are truncated series.
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Input : X˙ − F (X,Θ, U), Y −G(X,Θ, U)
Output : Succeed, a Boolean
Preprocessing Construction of the slp coding ∂P/∂X˙, ∂P/∂X, ∂P/∂Θ.
Initialization Choice of a prime number;
U← Random Power Series mod tn+`+1;
Θ← Random integers; Φ← Random integers;
Succeed← true; ν← 1; Λ← 0n×`; Γ← Idn×n;
while ν ≤ n+ `+ 1 do
Compute ∂P/∂X˙, ∂P/∂X and ∇P using U,Θ,Φ,Λ and Γ;
W ← HomogeneousResolution(∂P/∂X˙, ∂P/∂X) mod tν ;
(Φ,Λ,Γ)← (Φ,Λ,Γ) + ConstantsVariation(W,∇P ) mod tν ;
ν← 2 ν; # Increase Order
end while
JacobianMatrix← coeffs(∇Y (Φ,Γ,Λ));
Test if n+ ` > Rank(JacobianMatrix) then Succeed := false end if
Figure 2. Local algebraic observability test.
integration of the homogeneous system
We consider matrices with coefficients in a series ring as series with coefficients in a
matrix ring. For example, we have A mod t2
j+1
= A0 +A1t+ · · ·+A2j t2j where the Ai’s
are matrices with coefficients in the rational field. Thus, the product, the exponential
and, if A0 is invertible, the inverse of matrices with coefficients in a series ring can be
computed at precision j with the classical Newton operator (see Section 5.2 in Brent and
Kung, 1978 for more details). For example, if A0 is invertible and Bj denotes the inverse
of A at order t2
j
, we have Bj+1 = 2Bj −BjABj .
Furthermore, it is a basic fact from the theory of linear ordinary systems that if AW˙
+A′W = 0 and A is invertible then W = exp(
∫
A−1A′) is a matricial solution of this
system. Hence, the above homogeneous system can be solved at precision j by a procedure
called HomogeneousResolution in Figure 2. With the same tools, one can check that the
formal expression W−1
∫
(W
(
∂P/∂X˙
)−1∇P )dt deduced from the formula for variation
of constants is a solution of system (13) (see Brent and Kung, 1978). This expression can
be computed at precision j by a procedure called ConstantsVariation in Figure 2.
3.4. outline of the algorithm and arithmetic complexity estimation
We summarize our algorithm in Figure 2. This is a simplified presentation where the
technical details are neglected.
A preprocessing is necessary to construct, from a slp coding Σ, another slp which
encodes the associated variational system ∇P and the expressions used during its inte-
gration. This step relies mainly on Theorem 2.2.
The next part of the algorithm consists in the computation at order n+ `+ 1 of the
power series solution of ∇P . We recall that in one iteration, the number of correct
coefficients is doubled (see Brent and Kung, 1978).
An Algorithm to Test Observability 749
After the main loop, the procedure coeffs evaluates ∇Y on the series Φj , Γj and Λj
where j = ln2(n+ `+ 1); this furnishes the coefficients of the Jacobian matrix (see Sec-
tion 3.1). Last, the rank computations described in Corollary 2.1 are performed to solve
the local observability problem.
Remark. If there is more than one output variable, the evaluation of ∇Y and the rank
computations necessary to determine φ can be done in the main loop. At the end of
the first iteration, ∇Y is a matrix of size (1 + n+ `)× 2 and its rank is computed; at
the end of the second iteration, ∇Y is matrix of size (1 + n+ `)× 4 and its new rank is
computed, etc. The computation can be stopped when the expected rank is reached or
when the sequence of computed ranks becomes stationary. Thus, we can determine the
necessary order of derivation ν and avoid useless computations.
Hereafter, let L denote the complexity of evaluation of the system Σ and let M(j)
represent the multiplication complexity of two series at order j + 1. Using the classical
multiplication formula, we haveM(j) ∈ O(j2). Furthermore, let N (j) denote the number
of arithmetic operations sufficient for the multiplication of two square j × j matrices.
Using classical algorithms, we have N (j) ∈ O(j3).
Proposition 3.1. (Sedoglavic, 2001) The number of basic arithmetic operations
{+,−,×,÷} on the ground field used in the algorithm presented in Figure 2 is in O(M(ν)(N (n+ `) + (n+m)L)+mνN (n+ `)).
We have presented the complexity of our algorithm in terms of arithmetic operations
on Q. Such an operation requires a time proportional to the size of its operands. Using
modular techniques, we control the growth of the integers involved in the computations.
We now estimate an upper bound on these integers; this bound will be used in the next
Section in order to estimate the probability of success of our algorithm.
3.5. growth of the integers, binary complexity and probabilistic aspects
The forthcoming estimations rely on the formal definition of the Jacobian matrix
∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ) and are not dependent on the computations described in
Sections 3.1 and 3.3. Let us introduce a measure for the size of a (n+ `+ r)-variate
polynomial which influences the growth of the integers. For more details on these notions,
we refer to Castro et al. (2001) and to the references therein.
Definition. Let A be a finite set of non-zero integers. The height of A is defined
as ht(A) := ln |A| with |A| := max{|α|+ 1, α ∈ A}. The height of a polynomial with
integer coefficients is defined by the height of its set of coefficients.
We use the notations introduced in Section 1.1 and we denote by h (respectively d) the
maximum height (respectively degree) of the numerator and of the denominator of the
expression involved in system Σ.
Proposition 3.2. (Sedoglavic, 2001) Let h0 be the maximum of heights of the inte-
gers X0, Θ˜ and of the integer coefficients of U˜ . We have,
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• ht(denomY (j) (X0)) ≤ (2j + 1)(n+m)(h+ d(h0 + 2 ln(n+ `+ r + 1)));
• ht(numerY (j)(X0)) ≤ (2j + 1)(n+m)((2 ln(n+ `+ r + 1) + h0)d+ h)
+ (j + 1) ln 2n(n+m)d+ (2j + 1) ln(2j + 1).
modular computation
Hence the size of the coefficients of the final specialized Jacobian matrix is mainly linear
in the differentiation index ν. But some intermediate computations require integers of
bigger size. In order to design an efficient algorithm, we have to avoid this growth using
modular techniques.
Remark. Almost all the operations used in our algorithm can be performed on a finite
field Fp. But, when we choose a prime number p, we have to avoid the cancellation
of ∂P/∂X˙ mod t and of the determinant of ∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ).
Remark. The cancellation of ∂P/∂X˙ mod t can be checked at the beginning of our
algorithm. Thus, the probabilistic aspects concern mainly the choice of specialization and
of a prime number s.t. the determinant of ∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ) does not vanish
modulo p when this matrix is of full generic rank. The Proposition 3.2 leads to the
following estimation.
Proposition 3.3. (Sedoglavic, 2001) Let µ be a positive integer and κ be (2 ln(n+ `
+r + 1) + lnD)D + (n+ `)(2ν + 1)((n+m)h+ ln 2nD) with D equal to (n+ `)(2ν + 1)
(n +m)d. If ∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ) is of full generic rank then the determinant of
this matrix specialized on random integers in {0, . . . , µD} is not divisible by a prime
number p > 2κµ with probability at least (1− 1/µ)2.
4. Computation of Symmetries (Example)
In this section, we present—by an example—a method which allows to compute an
infinite group of symmetries of a non-observable model letting its output and input be
invariant. Moreover, we explain some computations presented in the previous section. To
do so, we consider the example (8): x˙1 = θ1 x1
2 + θ2 x1 x2 + u,
x˙2 = θ3 x12 + θ4 x1 x2,
y = x1, u˙ 6= 0, θ˙1 = θ˙2 = θ˙3 = θ˙4 = 0.
In the next section, we recall the relationship between an automorphism and some deriva-
tion of the field K.
4.1. automorphism and derivation
Let us consider the above non-observable model, the associated field extension G ↪→G
(X,Θ) and σλ the infinite group of automorphisms which act on G(X,Θ) and leave G
invariant. The expression σλ defined earlier can be considered as a mapping from a
field of constant into the set of automorphism of G(X,Θ). Hence, one can consider the
following map:
∂ =
∂σ1+λ
∂λ
∣∣∣
λ=0
: G(X,Θ)→ G(X,Θ).
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From the definition of σλ, we have:
• property (5) implies that for all c in G, ∂(c) is equal to zero;
• properties (6) and (7) imply that ∂ is G-linear;
• property (7) implies that ∂ satisfies Leibniz rule.
Hence, ∂ is a derivation in DerG(G(X,Θ),G(X,Θ)) associated to σλ. In the case of
the model (8), we have: ∂ = x2∂/∂x2−θ2∂/∂θ2+θ3∂/∂θ3, if DerG(G(X,Θ),G(X,Θ)) is
considered as a subspace of the G(X,Θ)-vector space generated by the usual deriva-
tions ∂/∂x1, . . . , ∂/∂xn, ∂/∂θ1, . . . , ∂/∂θ`.
In Section 4, we are going to consider the opposite situation. First, we notice that, after
the use of the algorithm described in Section 3, we know that the variable x2 and the
parameters θ2, θ3 are not observable. Then, we are going to use a maximal singular minor
of the Jacobian matrix ∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ) in order to determine a derivation
in DerG(G(X,Θ),G(X,Θ)). With this derivation, we are going to determine an infinite
group of G(X,Θ)-automorphisms.
4.2. variational system and seminumerical computations
Proposition 2.1 shows that all our computations can be performed up to the order of
derivation 6. Hence, we specialize the input u on the following generic series 1 + 37 t+
45 t2+13 t3+34 t4+12 t5+67 t6. Furthermore, in the computations done later, the order
of all series does not exceed 6. Thus, we use the following system of ordinary differential
equations in our computation:{
x˙1 = θ1 x12 + θ2 x1 x2 + 1 + 37 t+ 45 t2 + 13 t3 + 34 t4 + 12 t5 + 67 t6,
x˙2 = θ3 x12 + θ4 x1 x2.
(14)
With the notation used in Section 3.1 and in order to construct the variational system,
we associate to system (14) the following systems of ordinary differential equations(
γ˙11 γ˙12
γ˙21 γ˙22
)
=
(
2 θ1 x1 + θ2 x2 θ2 x1
2 θ3 x1 + θ4 x2 θ4 x1
)(
γ11 γ12
γ21 γ22
)
, (15)(
λ˙11 λ˙12 λ˙13 λ˙14
λ˙21 λ˙22 λ˙23 λ˙24
)
=
(
2 θ1 x1 + θ2 x2 θ2 x1
2 θ3 x1 + θ4 x2 θ4 x1
)(
λ11 λ12 λ13 λ14
λ21 λ22 λ23 λ24
)
+
(
x1
2 x1 x2 0 0
0 0 x12 x1 x2
)
,
(16)
where γi,j=∂x¯i/∂xj (x¯i is a series and xj an initial condition) and λi,j=∂x¯i/∂θj . The
power series solution of these systems of ordinary equations can be computed up to
order 6 with the techniques presented in Section 3.3.
First, the initial conditions and the parameters are specialized on some generic values
in a finite field; the whole resolution of systems (14), (15) and (16) is done on a finite
field. Using relation (11), we compute the Jacobian matrix ∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ)
and using Corollary 2.1, we conclude that the variable x1 and the parameters θ1 and θ4
are observable.
Hence, if we denote by F the differential field k〈U, Y 〉(x1, θ1, θ4), we have the differ-
ential field extensions: k〈U, Y 〉 ↪→ F ↪→ K. The left-hand extension is algebraic and the
right one is transcendental of degree one.
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The observable quantities are not significant in the sequel and we specialize them
on some generic value. In our example, we take θ1 = 16, θ4 = 7 and the initial condi-
tion x1(0) = 3. The variable x2 and the parameters θ2 and θ3 are not specialized and all
the following computations are made in the field Q(x2, θ2, θ3).
4.3. a description of DerF (K,K)
Again, and as explained in Section 3.1, integrating the system of ordinary equations
defined by (14), (15) and (16) with the associated initial values, one can retrieve the
matrix ∂(Y (j), 0 ≤ j ≤ ν)/∂(X, Θ). In our example, the largest singular minor of this
matrix is:
∂y˙
∂x2
∂y˙
∂θ2
∂y˙
∂θ3
∂y¨
∂x2
∂y¨
∂θ2
∂y¨
∂θ3
∂y(3)
∂x2
∂y(3)
∂θ2
∂y(3)
∂θ3
 = coeffs
(
∂y
∂x2
(t),
∂y
∂θ2
(t),
∂y
∂θ3
(t)
)
= coeffs
(
γ12, λ12, λ13
)
.
For demonstration purposes, the transposed of this minor is given below.
3x2
27
2
θ3 + 248x2 + 3 θ2 x2
2
(
99871
6
+
(
x2
(
1261
3
+ 3
2
θ2x2
)
+ 45 θ3
)
θ2
)
x2 +
2793
2
θ3
0 27 θ2/2 3 θ2 (15 θ2 x2 + 931) /2
3 θ2 θ2 (248 + 3 θ2 x2) θ2 (99871 + (x2(2522 + 9 θ2x2) + 135 θ3) θ2) /6
.
Thus, one can check that its kernel is (x2,−θ2, θ3). Hence, as explained in Section 2.3,
the F-vector space DerF (K,K) is generated by the derivation ∂=x2∂/∂x2− θ2∂/∂θ2 +
θ3∂/∂θ3 (compare with the computations done earlier).
computation of the group of symmetries
As noticed in Section 2.1, one can associate to the derivation ∂ a vector field defined
in the space of coordinates (x2, θ2, θ3). In fact, ∂ is the Lie derivation of the vector
field defined by ∂x2(τ)/∂τ = x2(τ), ∂θ2(τ)/∂τ = −θ2(τ) and ∂θ3(τ)/∂τ = θ3(τ). For
the set of initial conditions x2(0) = x2, θ2(0) = θ2, θ3(0) = θ3, this system has a closed
form solution x2(τ) = x2 exp(τ), θ2(τ) = θ2 exp(−τ) and θ3(τ) = θ3 exp(τ). This solu-
tion defines a group of diffeomorphisms of the space of coordinates (x2, θ2, θ3) which is
associated to the desired infinite group in AutF (K,K).
In our algebraic framework, we consider the following morphism:
eτ∂ : K → K[[τ ]]
η → ∑i∈N ∂ i(η) τ i/i!.
For the derivation studied here, we notice that ∂x2 is equal to x2 and that we have similar
formulae for the other non-observable quantities. Hence, if we denote the series exp(τ)
by λ, the morphism eτ∂ from K in K(λ) defines a multiplicative group in AutF (K,K).
Remark. The solution of the above vector field is in a closed form, that is the image
of the morphism eτ∂ is K(λ). We notice that all the encountered examples present this
property, but we cannot certify that this fact is always true. We just know that this
image is an algebraic extension of K(λ).
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Remark. The following example taken from Raksanyi (1986) shows that the group of
symmetries can be more complicated than a simple homothety:
x˙1 = u− (c1 + c2)x1,
x˙2 = c1x1 − (c3 + c6 + c7)x2 + c5x4,
x˙3 = c2x1 + c3x2 − c4x3,
x˙4 = c6x2 − c5x4,
y1 = c8x3,
y2 = c9x2.
Our Maple implementation gives the following results:
• the variables {x2, x3, x4} and the parameters {c1, c2, c3, c7, c8, c9} are not observ-
able;
• the transcendence degree of the field extension k〈U, Y 〉 ↪→ K is 1.
Using the method presented earlier, we compute the following generators of the vector
space DerF (K,K):
c1
(
∂
∂c1
− ∂
∂c2
)
− c3(c1 + c2)
c2
(
∂
∂c3
− ∂
∂c7
)
+
c1c8
c2
∂
∂c8
− c9 ∂
∂c9
+ x2
∂
∂x2
− x3c1
c2
∂
∂x3
+ x4
∂
∂x4
.
Integrating this vector field, we found the following associated family of symmetries
indexed by λ:
x2 → λx2,
x3 → ((1− λ)c1 + c2)x3/c2,
x4 → λx4,
c1 → λc1,
c2 → (1− λ)c1 + c2,
c3 → ((1− λ)c1 + c2)c3/λc2,
c7 → c7 − c3(c1 + c2)(1− λ)/λc2,
c8 → c8c2/((1− λ)c1 + c2),
c9 → c9/λ.
(17)
Let us be more precise. Given any generator ∂ of DerF (K,K), one can obtain by a simple
division another generator such that—for example—the derivative ∂c1 is equal to c1.
The algorithm presented in Section 3 shows that the transcendence degree of the field K
over F is 1. Hence, K is algebraic over F(c1). If this field is rational over F(c1) then
the image of the morphism eτ∂ is K(λ). We notice that all the systems encountered in
practice are of that type. In this case, one can use the Hermite–Pade approximates in
order to determine the group of symmetries. In fact, we have the following theorem.
Theorem 4.1. (Beckermann and Labahn, 1992) For every power series s1, . . . , sn
in k[[τ ]] there exists polynomials p1, . . . , pn in k[τ ] of degree d1, . . . , dn called Hermite–
Pade approximates of type (d1, . . . , dn) such that
∃ i ∈ {1, . . . , n} | pi 6= 0 and
n∑
i=1
pisi = O
(
τ
∑n
i=1 di+n−1
)
.
One can compute for any v in the set of non-observable quantities {x2, . . . , c9} an approx-
imation of the series eτ∂(v) and the Hermite–Pade approximates of type 0 of the series 1,
exp(τ), eτ∂(v) and exp(τ)eτ∂(v) in Q(x2, . . . , c9)[[τ ]]. These approximates allow us to
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explain the image (17) of K by eτ∂ . For the above system, we have c2eτ∂(x3)/ x3− (c1+
c2)+c1 exp(τ) = 0 and we conclude that the image of eτ∂(x3) is ((1− λ)c1 + c2)x3/c2. In
this expression, the degree in λ is 1. But, it could be necessary to compute Hermite–Pade
approximates of type 0 of the series 1, exp(τ), . . . , exp(jτ), eτ∂(v), . . . , exp(jτ) eτ∂(v);
again, we notice that we never encountered any real-word system such that j is greater
than 2.
Remark. The computations described above require 1.18 s on a PC Pentium III (650
MHz) using Maple. The limiting parts of the automorphism determination is the inte-
gration of the variational system using the field Q(v1, . . . , vi)—the vi’s represent non-
observable variables and parameters—and the computation of the kernel. Thus, its com-
plexity is exponential in the input size.
5. Conclusion
We have presented a probabilistic polynomial-time algorithm that computes the set of
model observable variables and gives the number of non-observable variables which should
be assumed to be known in order to obtain an observable system. Our algorithm is mainly
based on generic rank computation. As shown in Corollary 2.1, the local observability
property is associated to the fact that the used Jacobian matrix is of full rank. Hence,
when our process states that a system is observable, this answer is certainly correct.
Furthermore, as we are able to compute a group of symmetries for almost all systems
encountered in practice, we are able to certify our result. This last computation cannot,
to our knowledge, be performed in a polynomial time.
Using the approach presented here and the elimination algorithm presented in Giusti
et al. (2001) and Schost (2000), one can test the global observability and retrieve the
relations between the state variables, the outputs and the inputs. A forthcoming paper
will be devoted to this aspect.
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