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1. INTRODUCTION
For any symmetric densely defined operator S which is bounded below,
Friedrichs [4] constructed a self-adjoint extension SF which preserves the
lower bound. This has come to be known as the Friedrichs extension and
is a seminal result in analysis. It is not characterized by its lower bound
since there are, in general, other self-adjoint extensions with the same lower
bound. Thus to obtain the Friedrichs extension one must use the Friedrichs
construction or some variant of it. This construction, when applied to the
minimal operator of an ordinary differential expression, makes no reference
to boundary conditions. Since all self-adjoint realizations of an ordinary
symmetric (formally self-adjoint) regular or singular differential expression
can be described in terms of boundary conditions this raises the natural
question: Which boundary condition determines the Friedrichs extension?
Friedrichs himself addressed this question and showed [5] that the
Friedrichs extension is determined by Dirichlet boundary conditions for a
special class of regular SturmLiouville (SL) expressions. This result is now
known to hold [21] for all regular SL expressions with minimal conditions
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on the coefficients and weight function and for very general classical and
quasi-differential expressions of arbitrary even order [15, 13]. (These
papers also characterize the Friedrichs extension of other symmetric dif-
ferential operators, not just the minimal operator.)
For singular SL problems Rellich [17] showed that the principal solu-
tion plays a critical role in determining the boundary conditions for the
Friedrichs extension and Niessen and Zettl [16] confirmed this for the
general singular SL case; see also [19].
For singular problems of order greater than two there seem to be only
two results available: one by Baxley [2] and one by Zettl [22] both for
highly restricted classes of problems.
Here we prove that for the 2n-th order singular classical or quasi-dif-
ferential expressions studied by Naimark in his classic book the Friedrichs
extension of the minimal operator is determined by the principal 2n_n
solution submatrix of a fundamental 2n_2n matrix of the system represen-
tation of the scalar 2n-th order equation. This general result is stated inde-
pendently of the deficiency index classification of the singular endpoints.
However the number of solutions from the principal 2n_n submatrix
which generate independent boundary conditions will not always be n and
must, of course, be consistent with the number of boundary conditions
determined by the deficiency index.
Our proof uses a technique which is popular in the analysis of finite
element methods for ODEs, together with W. T. Reid’s characterization of
principal solutions for higher order equations, to develop a sequence of
compactly supported best approximations to principal solutions of the
differential equation in an ‘‘energy’’ norm. As a by-product of our proof we
show that the principal solutions can be constructed to be analytic func-
tions of the spectral parameter, a result which has been available only for
special cases hitherto.
The layout of the paper is as follows. In Section 2 we summarize the
results of Friedrichs and Kato on the Friedrichs extension which are
needed in the final section of the paper. In Section 3 we describe the theory
of self-adjoint realizations of symmetric ordinary differential operators,
together with the relationship between symmetric ordinary scalar differen-
tial expressions and Hamiltonian systems. Section 4 summarizes and
adapts the work of Reid on Hamiltonian systems; Section 5 contains our
new results and their proofs.
2. THE FRIEDRICHS EXTENSION
Let H be a Hilbert space with inner product ( } , } ) and let S be a
closable densely defined symmetric operator with domain D(S)/H.
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Suppose that S is bounded below, i.e. there exists a real number c such
that
(Sf, f )=( f, S f )c ( f, f ) , f # D(S). (1)
Such an operator may have many different self-adjoint extensions. In
1934 Friedrichs [4] showed that there is a special (‘‘ausgezeichnete’’) self-
adjoint extensionthe Friedrichs extension SFsuch that
(SF f, f )=( f, SF f )c ( f, f ), f # D(SF)
for any c for which (1) holds for all f # D(S). In other words SF is a self-
adjoint extension of S which preserves the lower bound of S.
Since S is symmetric we can define a symmetric sesquilinear form T by
T( f, g)=(Sf, g) =( f, S g) , f, g # D(S). (2)
Then T is closable with closure T and domain D(T ). Kato in [10, p. 352]
shows that the Friedrichs extension SF has the property that its domain is
contained in D(T ). In particular this implies that for any f # D(SF) there
exists a sequence [ fn]n=1 in D(S) such that
lim
n  
T ( f &fn , f& fn)=0. (3)
In Section 5 below we apply these results to the case when S is the
pre-minimal operator of 2n-th order quasi-differential expressions and H is
a weighted L2 space. The pre-minimal domain consists of functions which
have compact support and the sesquilinear form T becomes an ‘‘energy’’
norm. The domain of the closure of T will generally contain functions
which do not have enough smoothness to be in the domain of the Friedrichs
extension (for example, in the case of a regular differential operator of
order 2n with smooth coefficients, the domain of T consists of functions
which are in a Sobolev space H n whereas the domain of SF is contained in
H2n); however every element f of the domain of the Friedrichs extension
lies in the domain of T and can therefore be approximated, in the energy
norm, by functions with compact support according to (3).
3. SYMMETRIC ODES AND HAMILTONIAN SYSTEMS
In this section we define the symmetric (formally self-adjoint) quasi-
differential expressions used below and summarize some of their basic
properties. For a more comprehensive discussion of quasi-differential equa-
tions the reader is referred to [20] and [3] for the scalar coefficient case
and to [6] for the general case with matrix coefficients.
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Definition 1 (Quasi-derivatives). Let J=(a, b), &a<b be
an open interval of the real line and let m=2n be an even positive integer.
Suppose pij # Lloc(J, R) for i, j=0, ..., n, (i, j){(n, n), and p&1nn # Lloc(J, R).
Assume moreover that pij= p ji . We define the quasi-derivatives y[r] as
follows:
1.
2.
3.
y[r]=
d ry
dxr
, r=0, 1, ..., n&1;
y[n]= :
n
j=0
pnj
d jy
dx j
;
y[n+r]=&
d
dx
( y[n+r&1])+ :
n
j=0
pn&r, j
d jy
dx j
, r=1, ..., n.
The quasi-differential operator we study here is given by
My= y[2n]. (4)
The expression M is defined for all complex-valued functions y such that
y[r] # ACloc(J), r=0, 1, ..., 2n&1. We call the set of such functions the
expression domain of M and denote it by D(M). Here ACloc(J) denotes
the set of complex-valued functions which are absolutely continous on all
compact subintervals of J. A solution of the equation My=0 is a function
y # D(M) which satisfies the equation a.e. on J.
If the coefficients pij are sufficiently smooth then M may also be written
in the form
My= :
n
i=0
(&1) i
d i
dx i { :
n
j=0
p ij (x)
d jy
dx j=
which is more obviously symmetric.
Lemma 2 (The Lagrange Identity). Let M be defined as above. Then for
any y, z # D(M) we have
z My& yMz=[ y, z]$,
where
[y, z]=(&1)n :
2n&1
r=0
(&1)2n+1&r z [2n&r&1]y[r].
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An integration yields
|
;
:
[z My& yMz]=[ y, z](;)&[ y, z](:), (5)
for any :, ; # J, :<;.
Let w # Lloc(J), w>0 a.e. on J and let M be defined as above. We
define the maximal operator Mmax in the Hilbert space H=L2(J, w) with
inner product
( f, g)=|
b
a
f g w
associated with the differential expression M and the weight function w by
D(Mmax)=[ y # L2(J, w) : y # D(M), w&1M y # L2(J, w)];
Mmax y=w&1M y, y # D(Mmax).
The pre-minimal operator M$min associated with M and w is defined by
D(M$min)=[ y # D(Mmax) : y has compact support in J];
M$min y=Mmax y, y # D(M$min).
It is well known that M$min has a closure Mmin which is called the minimal
operator. It is a symmetric densely defined operator in L2(J, w) and we
have M*min=Mmax , M*max=Mmin . Here V denotes the Hilbert space adjoint.
For proofs of these and other well known facts the reader is referred to
[20] and [3].
In general, the domain D(Mmax) is too large for Mmax to be self-adjoint:
self-adjoint realizations of M have domains consisting of functions in
D(Mmax) satisfying certain boundary conditions.
In order to describe these boundary conditions we introduce the
deficiency indices of Mmin : these are the integers
d\ :=dim(ker(Mmin iI )). (6)
From the fact that w is real valued together with the fact that the pij are
real valued with pij= p ji , it follows that d+=d&=d, say, where 0d2n.
Let 1 , ..., d be any elements of D(Mmax) which are linearly independ-
ent relative to D(Mmin) (i.e. no nontrivial linear combination of 1 , ..., d
lies in D(Mmin)) and suppose that
[i , j](b)&[i , j](a)=0, i, j=0, ..., n. (7)
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Then a self-adjoint extension L of Mmin is given by defining the domain of
L to be
D(L) :=[ f # D(Mmax) : [ f, j](b)&[ f, j](a)=0, j=1, ..., d]. (8)
Moreover, every self-adjoint extension of Mmin is given in this way for
suitable functions 1 , ..., d . See Naimark [14] for details.
Endpoints may be classified as regular or singular. We call the endpoint
x=b regular if 1pnn and pi, j ((i, j){(n, n)) together with w all lie in
L1((c, b), R) for some c<b; if any of these conditions fails, we call x=b
singular. The endpoint x=b will also be said to be of lim&p type if there
are precisely p linearly independent solutions of the differential equation
w&1My=iy which satisfy
|
b
c
w | y| 2<+
for some c<b. It may be shown that np2n, with p=2n whenever
x=b is regularthough a lim2n endpoint need not be regular. Corre-
sponding definitions and results hold for x=a.
Remark. In much of the literature an infinite endpoint is automatically
classified as singular, in contrast with our definition. We propose this
definition in view of the fact that the integrability conditions given on the
coefficients and the weight function are necessary and sufficient for all
solutions y and their quasi-derivatives y[ j], j=1, ..., 2n&1, to have a finite
limit at this endpoint whether it be finite or infinite. We believe this is a
natural definition of ‘‘regular’’ behavior at an endpoint.
If x=b is of lim&p type and x=a is of lim&q type, then the deficiency
index d of Mmin is given by
d= p+q&2n. (9)
In such cases it is common to form self-adjoint extensions of Mmin by using
separated boundary conditions, with p&n boundary conditions at x=b
and q&n boundary conditions at x=a. Thus we might have conditions of
the form
[ y, ,j](a)=0, j=1, ..., q&n, [ y, j](b)=0, j=1, ..., p&n, (10)
where ,1 , ..., ,q&n are zero in a neighbourhood of x=b and 1 , ..., p&n
are zero in a neighbourhood of x=a. The Friedrichs extension of Mmin
when it existsis determined by separated boundary conditions.
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We now turn our attention to Hamiltonian systems. Every 2n-th order
differential equation involving a formally symmetric operator such as M is
equivalent to a Hamiltonian system. (One possible transformation from the
2n-th order equation to a Hamiltonian system is given in (14, 15) below.)
We consider Hamiltonian systems of the form
Jy$=S(x, *) y, (11)
where J is a 2n_2n symplectic matrix and S a 2n_2n symmetric matrix
given by
J=\0I
&I
0 + , S(x, *)=\
S11(x, *)
S T12
S12
S22(x)+ , (12)
where S11 is real and symmetric for * # R and S22 is positive semidefinite.
We partition the solution vector y as
y=\uv+ ;
where u and v are vectors of length n; in case of ambiguity we shall denote
these vectors by uy and vy to indicate that they belong to y. We restrict our
attention to systems which are normal.
Definition 3. A Hamiltonian system is said to be normal on an inter-
val (a, b) if it has no solutions with u(x)=0 for all x # (a, b) and v(x){0
for some x # (a, b).
In particular, systems arising from differential equations w&1My=*y
have this property.
A second property which will be of paramount importance is that of
disconjugacy.
Definition 4. The Hamiltonian system (11) is said to be disconjugate
on an interval (:, ;)(a, b) if for every interval (c, d )(:, ;) whose
endpoints are regular points of the differential equation, the boundary
value problem
Jy$=S(x, *) y, uy (c)=0 # Rn, uy (d )=0 # Rn (13)
has only the trivial solution.
Notice that the property of disconjugacy is *-dependent.
Given a 2n-th order differential equation w&1My=*y, an associated
Hamiltonian system can be defined in a number of ways. The method
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which we shall use is the following. To each sufficiently smooth function y
defined on (a, b) we associate a vector y=( uv) in which the components of
u and v are given by
ui :=
d i&1y
dxi&1
, i=1, .., n, (14)
vi :=y[2n&i], i=1, ..., n&1. (15)
It may be shown that y satisfies the equation w&1My=*y if and only if y
satisfies a Hamiltonian system of the type (11). Moreover, the integration-
by-parts formula (5) may be expressed as
(Mmax f, g)&( f, Mmax g)
=&vf } ug (b)+uf } vg (b)+vf } ug (a)&uf } vg (a), (16)
in an obvious notation.
We shall call the differential equation w&1My=*y disconjugate on an
interval (:, ;)(a, b) if the associated Hamiltonian system is disconjugate
on (:, ;). Once again, the property of disconjugacy is *-dependent.
4. PRINCIPAL SOLUTIONS
We now summarize some essential results of Reid [18] on principal
solutions of Hamiltonian systems, and adapt them to the special case under
consideration here: Hamiltonian systems arising from symmetric 2n-th
order differential equations.
Theorem 5 (18, Theorem 11.3, p. 331). Suppose that for some * # R and
some d # (a, b) the Hamiltonian system (11) is disconjugate on an interval
(d, b). Then for each s # (d, b) the matrix boundary value problem
J \UV +
$
=S(x, *) \UV + , U(d )=I, U(s)=0, (17)
(in which I is the n_n identity and 0 is the n_n zero matrix, and U and V
are n_n matrices) has a unique 2n_n solution Ys=(
Us
Vs
). Moreover
Yb(x) := lim
s  b
Ys(x)=: \UbVb + (18)
exists, uniformly for x in compact subsets of [d, b), and is a solution of the
Hamiltonian system.
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Remarks. 1. Reid calls the solution Yb defined by this process a
principal solution of the Hamiltonian system. It is clear that Ys depends on
the point d. However it is easily shown that if, say, Zb is another principal
solution obtained by choosing a different point d then
Zb(x)=Yb(x)R (19)
for some invertible n_n matrix R. In this sense the principal solution Yb
is unique.
2. Suppose that Z=( UZVZ) is a 2n_n solution of JZ$=S(x, *)Z, and
let
2 :=U TZ (x) Vb(x)&V
T
Z Ub(x).
It is easy to show (by differentiation with respect to x) that 2 does not
depend on x. If 2 is invertible, then
lim
x  b
Ub(x) UZ(x)&1=0. (20)
This result is Theorem 11.4(d)(iii) in Reid [18, p. 335]. It shows that Reid’s
concept of principal solution agrees with the usual concept of principal
solution for a second order scalar equation transformed into a Hamiltonian
system with n=1.
It is now possible to obtain principal solutions for 2n-th order scalar
equations w&1My=*y. The first step is to transform the differential equa-
tion w&1My=*y into a Hamiltonian system, as described in the previous
section, and then compute a principal solution Yb for this Hamiltonian
system as a limit of solutions Ys , s  b. For each 1kn, the k th column
of Ys corresponds to the solution y (k)s of the boundary value problem
w&1My=*y, uy(d )=ek , uy(s)=0 # Rn, (21)
where ek is the k th standard basis vector of Rn. Equation (18) ensures that
yk(x) := lim
s  b
y (k)s (x) (22)
exists, and is the solution of w&1My=*y which generates the kth column
of the principal solution matrix Yb under the transformation which maps
the equation w&1My=*y to the Hamiltonian system Jy$=S(x, *) y.
Remarks. 1. We call yk the k th principal solution of the differential
equation w&1My=*.
2. Clearly yk is normalized so that uyk(d)=ek .
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5. THE FRIEDRICHS EXTENSION OF SINGULAR
DIFFERENTIAL OPERATORS
In the previous section we introduced the idea of principal solutions for
the scalar 2n-th order differential equation w&1My=*y and we reviewed
the work of Reid, which shows that when the differential equation is dis-
conjugate near an endpoint, say x=b, then there are precisely n principal
solutions near that endpoint. In this section we aim to establish the following
results.
1. Subject to a certain necessary hypothesis, any sufficiently smooth
function which has support in (c, b) for some a<c<b and is equal to a
linear combination of principal solutions in a neighbourhood of x=b must
lie in the domain of the Friedrichs realisation LF of M.
2. Any solution of the differential equation w&1My=*y which
satisfies the boundary conditions at x=b associated with the Friedrichs
realisation LF of M must be a linear combination of principal solutions at
x=b.
3. The principal solutions at x=b define the boundary conditions for
the Friedrichs extension at x=b.
As a corollary we also prove that the principal solutions are analytic
functions of the eigenparameter, a result which has only been available in
special cases hitherto.
We fix a value of *, say * , and we make the following assumption.
Assumption 1. There exists +>* and d<b such that the differential
equation w&1My=+y is disconjugate on (d, b).
This assumption is necessary for at least two good reasons. Firstly,
without this assumption, the principal solutions of the differential equation
need not even be in L2(J, w): see the example of ‘‘pseudoeigenfunctions’’
in [11]. Secondly, if the disconjugacy condition fails for every real * then
the minimal operator will not be bounded below and so a Friedrichs
extension will not exist. See [15] for this result in the case n=1.
Remark. If the differential equation w&1My=+y is disconjugate on
some interval, then so is w&1My=*y on the same interval for any *<+.
Lemma 6. Let Cd be the set of maximal domain functions with compact
support in (d, b). There exists a constant #>0 such that for every y # Cd ,
( (w&1M&* ) y, y)# ( y, y) (23)
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Proof. Suppose that the result is false. Then given =>0 there exists
y # Cd such that
( (w&1M&* ) y, y)= ( y, y).
In particular, taking ==(+&* )2 we obtain
( (w&1M&+) y, y)<0.
Let (d, d $](d, b) be such that supp( y)(d, d $). From the standard
variational characterisation of the eigenvalues of the eigenproblem
(w&1M&+) y=*y, uy(d )=0=uy(d $)
we can now assert that this eigenproblem has at least one negative eigen-
value, call it *0(d $). Now we know from standard regular theory (see, e.g.,
Greenberg [7]) that *0( } ) is a continuous monotone decreasing function of
its argument, and that
lim
szd
*0(s)=+.
Using this plus the fact that *0(d $)<0, the intermediate value theorem
implies that for some d" # (d, d $) the eigenproblem
(w&1M&+) y=*y, uy(d )=0=uy(d $)
has an eigenvalue *0(d")=0. In particular, the associated boundary
value problem has a nontrivial solution when *=0. This contradicts
Assumption 1. K
Lemma 8. Let # be as in Lemma 6 and assume the endpoint x=a is
regular. Then the minimal operator Mmin is bounded below.
Proof. From Lemma 6 the preminimal operator on (d, b) is bounded
below with lower bound #. This, and the definition of the minimal operator,
imply that the minimal operator on (d, b) is bounded below with the same
lower bound #. Let T01 denote the minimal operator on (a, d ) and T02 the
minimal operator on (d, b), and let T0=T01 T02 . The operator T01 is
bounded below because x=a and x=d are regular points (see Mo ller and
Zettl [12]). Thus T0 is a direct sum of bounded-below operators, and
hence is bounded below. The minimal operator on (a, b) is a finite-dimen-
sional extension of T0 and is therefore also bounded below as an operator
in L2(J, w). K
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Remark. This lemma can be generalized to the case of two singular
endpoints, provided one has an obvious analogue of Assumption 1 at x=a.
Let T be the bilinear form on Cd defined by
T( f, g)=( (w&1M&* ) f, g) , (24)
and let T denote the closure of T.
Lemma 8. Let Ld, F denote the Friedrichs realisation of M over the interval
(d, b) and let # be the constant of Lemma 6. Then for all y # D(Ld, F),
( (Ld, F&* ) y, y)# ( y, y) (25)
Proof. By Lemma 6 T is bounded below with lower bound at least #
and so its closure T has the same lower bound. From Kato [10, p. 325],
the domain of T contains the domain of the self-adjoint operator Ld, F .
Thus in particular the bilinear form Td, F defined on D(Ld, F) by
Td, F ( f, g)=( (Ld, F&* ) f, g)
has the same lower bound as T. This proves the result. K
We now consider principal solutions of the differential equation w&1My
=* y at the endpoint x=b. Recall from the previous section that the k th
principal solution y(k) is given by
y(k)(x)=lim
s  b
y (k)s (x), (26)
where y (k)s is the solution of the boundary value problem
w&1My=* y, x # (d, s), uy(d )=ek , uy(s)=0,
and ek is the k th standard basis vector of Rn. We choose a maximal
domain function f (k) with compact support in (a, c) for some c # (d, b)
which satisfies uf (k) (d )=ek , and define functions
z(k) :=y(k)& f (k). (27)
We also define, for s>c, functions z (k)s by
z (k)s (x)={y
(k)
s (x)& f
(k)(x)
0
(xs),
(x>s).
(28)
From (26) we easily deduce
z(k)(x)=lim
s  b
z (k)s (x). (29)
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Notice that z (k)s has n&1 continuous derivatives at x=s. This is not
enough for z (k)s to be a maximal domain function, but it is enough for z
(k)
s
to lie in the domain of the bilinear form T . In order to see this, consider
the expression for the bilinear form T defined in (24). A simple integration
by parts using the expression (4) for the differential operator M allows us
to write
T( f, g)= lim
X  b {&vf } ug (X )+|
X
d
:
n
i, j=0
pij (x)
d if
dxi
d jg
dx j
dx
&* |
X
d
w(x) f (x) g(x) dx= . (30)
As z (k)s has compact support and sufficient smoothness for the integrals on
the right hand side of (30) to make sense, and as T is the closure of T, z (k)s
must lie in the domain of T .
We observe that the z(k) have the following properties, in addition to
being equal to the principal solutions in a neighbourhood of x=b:
(w&1M&* ) z(k)=&(w&1M&* ) f (k), x # (d, b),
(31)
uz (k) (d )=0.
We compare the z(k) with the functions w(k) which solve the following
boundary value problems:
(w&1M&* ) w(k)=&(w&1M&* ) f (k), x # (d, b),
uw (k) (d )=0, (32)
Friedrichs boundary conditions at x=b.
It is not difficult to see that
w(k)=&(Ld, F&* )&1 (w&1M&* ) f (k), (33)
the existence of (Ld, F&* )&1 being guaranteed by Lemma 8. Our aim is to
show that z(k)=w(k), which will establish that z(k) # D(Ld, F) and hence that
y(k)=z(k)+ f (k) satisfies the Friedrichs boundary condition at x=b. To
this end, the functions z (k)s which converge to z
(k) as s  b will be very
useful.
Lemma 9. Let s # (b, d ) be fixed. Let f be any maximal domain function
with uf (d )=0 and compact support in [d, s). Then
T (w(k)&z (k)s , w
(k)&z (k)s )T (w
(k)& f, w(k)& f ). (34)
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Proof. The proof is a simple orthogonality argument. To simplify the
notation, let ‘=z (k)s & f. We use the bilinearity of T to write
T (w(k)& f, w(k)& f )=T (w(k)&z (k)s +‘, w
(k)&z (k)s +‘)
=T (w(k)&z (k)s , w
(k)&z (k)s )
+T (‘, ‘)+2RT (w(k)&z (k)s , ‘). (35)
Consider the last term on the right hand side. It is clear that ‘ and
w(k)&z (k)s are sufficiently smooth to allow us to use the expression (30),
and thus obtain
T (w(k)&z (k)s , ‘)= lim
X  b {&vw (k)&zs(k) } u‘ (X )
+|
X
d
:
n
i, j=0
pij (x)
d i
dxi
(w(k)&z (k)s )
d j‘
dx j
dx
&* |
X
d
w(x)(w(k)&z (k)s )(x) ‘(x) dx= .
It is also clear that all contributions to the integrals from X>s are zero,
as ‘(x)=0 for x # [s, b), and that u‘ (X)=0 for Xs. Thus we obtain
T (w(k)&z (k)s , ‘)=|
s
d
:
n
i, j=0
pij (x)
d i
dx i
(w(k)&z (k)s )
d j‘
dx j
dx
&* |
X
d
w(x)(w(k)&z (k)s )(x) ‘(x) dx
Now a further integration by parts, again using the fact that u‘ (s)=0=
u‘ (d ), converts this back into the form
T (w(k)&z (k)s , ‘)=|
s
d
w(x)(w&1M&* )(w(k)&z (k)s )(x) ‘ (x) dx (36)
whence we use the fact that (w&1M&* )(w(k)&z (k)s )(x)=0 for x # (d, s) to
deduce that
T (w(k)&z (k)s , ‘)=0.
Equation (35) now becomes
T (w(k)& f, w(k)& f )=T (w(k)&z (k)s , w
(k)&z (k)s )+T (‘, ‘) (37)
Lemma 8 shows that T (‘, ‘)0, and so the result follows. K
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We are now ready to state one of our main results.
Theorem 10. Suppose that Assumption 1 holds. Then the principal
solutions y(k) at x=b have the form
y(k)=w(k)+ f (k), k=1, ..., n, (38)
where the functions f (k) have compact support in [a, b) and the functions w(k)
are elements of the domain D(Ld, F) of the Friedrichs realisation of w&1M
over (d, b), given by
w(k)=&(Ld, F&* )&1 (w&1M&* ) f (k), k=1, ..., n.
In particular, the y(k) satisfy the Friedrichs boundary conditions at x=b.
Proof. The functions w(k) defined by (33) lie in D(Ld, F), for k=1, ..., n.
From the result (3) in Section 2 together with the fact that the minimal
operator over (d, b) is the closure of the operator whose domain consists
of maximal domain functions with compact support in (d, b), there exists,
for each k # [1, ..., n], a sequence of functions ( fn) with compact support in
(d, b) such that
lim
n  
T (w(k)& fn , w(k)& fn)=0. (39)
Let sn # (d, b) be chosen so that fn has compact support in (d, sn) and
sn  b as n  . An application of Lemma 9 gives
T (w(k)&z (k)sn , w
(k)&z (k)sn )T (w
(k)& fn , w(k)& fn). (40)
Combining (37) and (40), we obtain
lim
n  
T (w(k)&z (k)sn , w
(k)&z (k)sn )=0. (41)
An application of Lemma 8 now implies that
lim
n   |
b
d
w(x) |w(k)&z (k)sn |
2 (x) dx=0. (42)
Combining this with (29) we obtain z(k)=w(k) and the representation (27)
now yields (38) as required. This completes the proof of the theorem. K
Corollary 11. Let the hypotheses of Theorem 10 hold. Then the
principal solutions are analytic functions of *.
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Proof. Near x=b we have
y(k)=w(k)=&(Ld, F&* )&1 (w&1M&* ) f (k).
From Assumption 1 this expression holds for all * <+; also the resolvent
(Ld, F&* )&1 is well known to be an analytic function of * . This completes
the proof. K
Theorem 12. Suppose that the hypotheses of Theorem 10 all hold and
that x=a is a regular point of the operator M. Then the domain of the
Friedrichs realization La, F of w&1M over (a, b) is given by
D(La, F)=[ y # D(Mmax) : uy(a)=0, [ y, y(k)](b)=0, k=1, ..., n]. (43)
Remark. At first sight there seem to be n boundary conditions at x=b,
whereas we expect p&n boundary conditions if b is a singular point of
lim&p type for some np2n. However the principal solutions y(k) will
not, for p<2n, define independent boundary conditions at x=b.
Proof of Theorem 12. Let
D :=[ y # D(Mmax) : uy(a)=0, [ y, y(k)](b)=0, k=1, ..., n]. (44)
We want to show that D=D(La, F). First we observe that if y # D(La, F)
then by self-adjointness y # D(L*a, F) and hence, as w
(1), ..., w (n) # D(Ld, F)
from Theorem 10 and as y(k)=w(k) near x=b, y satisfies
[ y, y(k)](b)=0, k=1, ..., n.
Thus D(La, F)D. To complete the proof we must show that D is the
domain of a self-adjoint realisation of M. The boundary conditions at x=a
are normal regular self-adjoint boundary conditions, so we concentrate on
the boundary conditions at x=b. As y(1), ..., y(n) are linearly independent
L2(J, w)-solutions of w&1My=* y it suffices to check the following
condition:
[ y(k), y( j)](b)=0 for 1k, jn.
This follows immediately from the fact that, as principal solutions, the y(k)
have the properties
uy (k) (d)=ek , vy (k) (d )=0.
These imply [ y(k), y( j)](d )=0, and this establishes the condition since
[ y(k), y( j)](x) is a constant function of x. Thus D is the domain of a self-
adjoint realisation of M, and so combined with our earlier result that
D(La, F)D, we obtain D(La, F)=D. K
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Finally, we remark that this result can be generalized to the case of two
singular endpoints. In this case we also require the following.
Assumption 2. There exists +>* and c>a such that the differential
equation w&1My=+y is disconjugate on (a, c).
The following generalization of Theorem 12 can be proved similarly.
Theorem 13. Suppose that Assumption 1 and Assumption 2 both hold.
Let y(k), k=1, ..., n denote the principal solutions of the equation w&1My=
* y at x=b and let y(k+n), k=1, ..., n denote the principal solutions of
w&1My=* y at x=a. Then the domain of the Friedrichs realization LF of
w&1M over (a, b) is given by
D(LF)=[ y # D(Mmax) : [ y, y(k)](b)=0,
[ y, y(k+n)](a)=0, k=1, ..., n.]
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