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We calculate analytically the Bogoliubov excitation spectrum of a toroidal spin-1 Bose-Einstein
condensate that is subjected to a homogeneous magnetic field and contains vortices with arbitrary
winding numbers in the mF = ±1 components of the hyperfine spin. We show that a rotonlike
spectrum can be obtained, or an initially stable condensate can be made unstable by adjusting the
magnitude of the magnetic field or the trapping frequencies. The structure of the instabilities can
be analyzed by measuring the particle densities of the spin components. We confirm the validity of
the analytical calculations by numerical simulations.
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I. INTRODUCTION
Bose-Einstein condensates (BECs) confined in toroidal
traps have been the subject of many experimental stud-
ies recently [1–6]. This research covers topics such as the
observation of persistent current [1], phase slips across a
stationary barrier [2], stochastic [3] and deterministic [4]
phase slips between vortex states, the use of toroidal con-
densates in interferometry [5], and the stability of super-
fluid flow in a spinor condensate [6]. These experiments
have given rise to theoretical studies discussing, e.g., the
excitation spectrum and critical velocity of a superfluid
BEC [7] and the simulation of the experiment [2] using
the Gross-Pitaevskii equation [8, 9] and the truncated
Wigner approximation [8]. Most of the experimental and
theoretical studies concentrate on the properties of per-
sistent currents. The phase of a toroidal BEC changes
by 2pik as the toroid is encircled, the integer k being the
winding number of the vortex. In a singly connected
geometry a vortex with |k| > 1 is typically unstable
against splitting into vortices with smaller k. In a mul-
tiply connected geometry this process is suppressed for
energetic reasons. In Ref. [3] it was shown experimen-
tally that a vortex with winding number three can persist
in a toroidal single-component BEC for up to a minute.
In other words, toroidal geometry makes it possible to
avoid the fast vortex splitting taking place in a singly
connected BEC and study the properties of vortices with
large winding number. Instead of using a toroidal trap, a
multiply connected geometry that stabilizes vortices can
also be created by applying a Gaussian potential along
the vortex core [10].
In this paper, we calculate the Bogoliubov spectrum of
a toroidal quasi-one-dimensional (1D) spin-1 BEC. Mo-
tivated by the experimental results of Refs. [3, 6], we as-
sume that the splitting of vortices occurs on a very long
time scale in a spinor condensate where only one spin
component is populated. The dominant instabilities can
then be assumed to arise from the spin-spin interaction.
For related theoretical studies on toroidal two-component
condensates, see, for example, Refs. [11, 12]. In our anal-
ysis, the population of the mF = 0 spin component is
taken to be zero initially, making it possible to calculate
the excitation spectrum analytically. This type of a state
can be prepared straightforwardly experimentally. The
proliferation of instabilities can be observed by measur-
ing the densities of the spin components.
This paper is organized as follows. In Sec. II we define
the Hamiltonian, describe briefly the calculation of the
excitation spectrum, and show that the spectrum can be
divided into magnetization and spin modes. In Sec. III we
analyze the properties of the magnetization modes and
illustrate how the presence of unstable modes can be seen
experimentally. We also compare the analytical results
with numerical calculations. In Sec. IV we study the spin
modes and their experimental observability analytically
and numerically and show that a rotonlike spectrum can
be realized both in rubidium and sodium condensates.
In Sec. V we discuss two recent experiments on toroidal
BECs and show examples of the instabilities than can be
realized in these systems. Finally, in Sec. VI we summa-
rize our results.
II. ENERGY AND HAMILTONIAN
The order parameter of a spin-1 Bose-Einstein con-
densate reads ψ = (ψ1, ψ0, ψ−1)T , where T denotes the
transpose. It fulfills the identity ψ†ψ = n3D, where n3D
is the total particle density. We assume that the sys-
tem is exposed to a homogeneous magnetic field oriented
along the z axis. The energy functional becomes, then,
E[ψ] =
∫
dr
(
ψ†(r)Hˆ0(r)ψ(r)
+
1
2
{
g0n
2
3D(r) + g2[ψ
†(r)Fˆψ(r)]2
})
, (1)
where the single-particle Hamiltonian Hˆ0 is defined as
Hˆ0(r) = −~
2∇2
2m
+ U(r)− µ3D − pFˆz + qFˆ 2z , (2)
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2and Fˆ = (Fˆx, Fˆy, Fˆz) is the (dimensionless) spin opera-
tor of a spin-1 particle, U is the trapping potential, and
µ3D is the chemical potential. The magnetic field in-
troduces the linear and quadratic Zeeman terms, given
by p and q, respectively. The sign of q can be con-
trolled experimentally by using a linearly polarized mi-
crowave field [13]. The strength of the atom-atom inter-
action is characterized by g0 = 4pi~2(a0 + 2a2)/3m and
g2 = 4pi~2(a2 − a0)/3m, where aF is the s-wave scat-
tering length for two atoms colliding with total angular
momentum F . The scattering lengths of 87Rb used here
are a0 = 101.8aB and a2 = 100.4aB [14], measured in
units of the Bohr radius aB . For
23Na the corresponding
values are a0 = 50.0aB and a2 = 55.1aB [15].
The condensate is confined in a toroidal trap
given in cylindrical coordinates as U(r, z, ϕ) =
m
[
ω2r(R− r)2 + ω2zz2
]
/2, where R is the radius of the
torus and ωr, ωz are the trapping frequencies in the ra-
dial and axial directions, respectively. We assume that
the condensate is quasi-1D, so that the order parameter
factors as ψ(r, z, ϕ; t) = ψr;z(r, z)ψϕ(ϕ; t), where ψr;z is
complex valued and time independent. The normaliza-
tion of ψr;z is chosen such that
∫ ∫
rdrdz|ψr;z(r, z)|2 =
N/2pi, where N is the total number of particles. This
means that
‖ψϕ(t)‖ ≡
√∫ 2pi
0
dϕ ψ†ϕ(ϕ; t)ψϕ(ϕ; t) (3)
has to be equal to
√
2pi for any t. By integrating over r
and z in Eq. (1) we obtain
E1D[ψϕ] =∫ 2pi
0
dϕ
(
ψ†ϕ(ϕ)
(
− ∂
2
∂ϕ2
− µ− pFˆz + qFˆ 2z
)
ψϕ(ϕ)
+
n
2
{
g0
[
ψ†ϕ(ϕ)ψϕ(ϕ)
]2
+ g2
[
ψ†ϕ(ϕ)Fˆψϕ(ϕ)
]2})
, (4)
where
 =
2pi
N
~2
2m
∫ ∞
0
rdr
∫ ∞
−∞
dz
1
r2
|ψr;z(r, z)|2 (5)
and
n =
2pi
N
∫ ∞
0
rdr
∫ ∞
−∞
dz |ψr;z(r, z)|4. (6)
In Eq. (4) we have omitted an overall factor N/2pi multi-
plying the right-hand side of this equation. The chemical
potential µ contains the original chemical potential µ3D
and terms coming from the integration of the kinetic and
potential energies. The magnetization in the z direction,
fz =
1
2pi
∫ 2pi
0
dϕψ†ϕ(ϕ; t)Fˆzψϕ(ϕ; t), (7)
is a conserved quantity; the corresponding Lagrange mul-
tiplier can be included into p. In the following we drop
the superscript ϕ of ψϕ.
We assume that in the initial state the spin is parallel
to the magnetic field. In [16] it was argued that in a
homogeneous system the most unstable states are almost
always of this form. This state can be written as
ψ‖(ϕ) =
1√
2
 eik1ϕ√1 + fz0
eiθeik−1ϕ
√
1− fz
 , (8)
where θ is the relative phase and the integer k±1 is the
winding number of the mF = ±1 component. The en-
ergy and stability of ψ‖ are independent of θ and there-
fore we set θ = 0 in the rest of this article. If k1 = 1
and k−1 = 0, ψ‖ describes a half-quantum vortex (Al-
ice string), see, e.g., Refs. [17–19]. The populations of
ψ‖ are time independent and the Hamiltonian giving the
time evolution of ψ‖ reads
Hˆ‖ = (g0n− µ) Iˆ+ (g2nfz − peff)Fˆz + qeffFˆ 2z , (9)
where
peff =p− 
2
(k21 − k2−1), (10)
qeff =q +

2
(k21 + k
2
−1). (11)
The time evolution operator of ψ‖ is Uˆ‖(t) = e−itHˆ‖/~.
We calculate the linear excitation spectrum in a basis
where ψ‖ is stationary [16, 20] using the Bogoliubov ap-
proach, that is, we define ψ(ϕ; t) = ψ‖(ϕ) + δψ(ϕ; t) and
expand the time evolution equations to first order in δψ.
We write δψ = (δψ1, δψ0, δψ−1)T as
δψj(ϕ; t) ≡ eikjϕ
∞∑
s=0
uj;s(t) e
isϕ − v∗j;s(t) e−isϕ, (12)
where j = 0,±1 and k0 ≡ 0. Due to the toroidal ge-
ometry, δψj(ϕ + 2pi; t) = δψj(ϕ; t) has to hold. As a
consequence, s needs to be an integer. In the next two
sections we analyze the excitation spectrum in detail; the
actual calculation of the spectrum can be found in the
appendix. The normalized wave function reads
ψ˜(ϕ; t) = c(t)[ψ‖(ϕ) + δψ(ϕ; t)], (13)
where c(t) is determined by the condition ‖ψ˜(t)‖ = √2pi.
To characterize the eigenmodes we define
〈Fˆz〉(ϕ; t) ≡ ψ˜†(ϕ; t)Fˆzψ˜(ϕ; t), (14)
so that fz = 1/2pi
∫ 2pi
0
dϕ 〈Fˆz〉(ϕ; t) for any t. Further-
more, we denote the population of the mF = 0 spin com-
ponent by ρ0, ρ0(ϕ; t) = |ψ˜0(ϕ; t)|2. Note that here 〈Fˆz〉
and ρ0 are calculated in the basis where ψ‖ is a station-
ary state. This basis and the original basis are related by
a basis transformation that only affects the phases of the
mF = ±1 components. The densities of the spin com-
ponents are thus identical in the original and new basis.
The numerical calculations are done in the original basis.
3The excitation spectrum can be divided into spin and
magnetization modes. The spin modes keep the value of
〈Fˆz〉 unchanged in time, 〈Fˆz〉(ϕ; t) = 〈Fˆz〉(ϕ; 0) ≈ fz, but
rotate the spin vector by making ρ0 nonzero. The magne-
tization modes, on the other hand, lead to ϕ-dependent
〈Fˆz〉(ϕ; t), but leave ρ0 unaffected. There are in total six
eigenmodes. We denote them by ~ωj , where j = 1, 2, 3, 4
labels the magnetization modes and j = 5, 6 the spin
modes. We denote the real and imaginary part of ωl by
ωrl and ω
i
l, respectively. The mode labeled by l is unsta-
ble if ωil is positive. We discuss first the magnetization
modes.
III. MAGNETIZATION MODES
A. Eigenmodes
We characterize the eigenmodes by the quantities,
k± =
1
2
(k1 ± k−1) . (15)
Note that the value of k± can be a half-integer. The
magnetization modes are independent of q and can be
written as
~ωl(s) = 2sk+ + ~ω˜l(s), (16)
where l = 1, 2, 3, 4. The expression for ω˜l is too long to
be shown here. The value of ω˜l depends on k− but is
independent of k+. Consequently, modes with differing
k+ but equal k− have identical stability.
If fz = 0, the eigenvalues simplify and read
~ω1,2,3,4(s)
∣∣
fz=0
= 2sk+
±
√
s2
[
4k2− + w ±
√
16k2−w + (g0 − g2)2n2
]
, (17)
where
w = s2 + (g0 + g2)n. (18)
The signs are defined such that ++,−+,+−, and −−
correspond to ω1, ω2, ω3, and ω4, respectively. Unstable
modes appear when the term inside the square brackets
becomes negative. For rubidium and sodium g0 +g2 > 0,
which guarantees that ω1 and ω2 are real. Only ω3
can have a positive imaginary part. As can be seen
from Figs. 1(a) and 1(b), the value of ωi3(s) grows
as |k−| increases. The allowed values of s are non-
negative integers. The modes corresponding to s = 0
are always stable, but unstable modes are present for
s = 1, 2, . . . , b
√
4k2− − 2g2n/c, where b· · · c is the floor
function. Therefore, if there are j unstable modes, they
have to be the ones corresponding to s = 1, 2, . . . , j. A
lower bound for the value of  yielding at least one un-
stable mode is given by the equation (4k2− − 1) ≥ 2g2n.
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FIG. 1. (Color online) The amplitudes of the unstable spin
and magnetization modes for rubidium and sodium. Here
 = 0.75|g2|n, q = 2.5|g2|n, fz = 0, and the unit of ωi3,5 is
|g2|n/~. The lines have been drawn by treating s as a continu-
ous parameter; dots indicate the actual allowed nonvanishing
values of ωi3,5. In (c) and (d) the curves are reflection sym-
metric with respect to s = k+ = (k1 + k−1)/2.
In the case of a sodium BEC (g2 > 0) this means that
the magnetization modes corresponding to k− = 0 and
|k−| = 1/2 are always stable. This is visualized in Fig.
1(b), where ωi3(s) corresponding to (k1, k−1) = (0, 0) and
(k1, k−1) = (2, 1) is seen to vanish for every s. In a
rubidium condensate (g2 < 0) with k− = 0 unstable
modes exist if  ≤ 2|g2|n; if |k−| > 0, instabilities are
present regardless of the value of . For both rubidium
and sodium the wave number s of the fastest-growing in-
stability is approximately given by the integer closest to√
2/3
√
4k2− − 2g2n/.
B. Experimental observability
The properties of unstable magnetization modes can
be studied experimentally by measuring 〈Fˆz〉. We assume
that there is one dominant unstable mode and that fz =
0. The initial time evolution of 〈Fˆz〉 reads, then (see the
appendix),
〈Fˆz〉(ϕ; t) ≈ c2(t)
{
Aeω
i
3t cos
[
θ + s
(
ϕ− 2k+t
~
)]
+Be2ω
i
3t cos
[
2θ + 2s
(
ϕ− 2k+t
~
)]}
, (19)
where c is the normalization factor appearing in Eq. (13)
and A,B, and θ are defined in Eqs. (A17), (A18), and
(A19), respectively. Because typically B  A, the first
term on the right-hand side of Eq. (19) dominates over
the second term during the initial time evolution. This
leads to 〈Fˆz〉 having s maxima and minima. If k+ 6= 0,
these maximum and minimum regions rotate around the
torus as time evolves, indicating that the behavior of 〈Fˆz〉
4FIG. 2. (Color online) (a) Numerically calculated 〈Fˆz〉 for
the parameters corresponding to the blue dash-dotted line in
Fig. 1(a), that is, a 87Rb condensate with  = 0.75|g2|n, q =
2.5|g2|n, fz = 0, k1 = 2, and k−1 = 1. (b) Magnification of the
region bounded by the dashed vertical lines in (a). Here we
plot |〈Fˆz〉| instead of 〈Fˆz〉 and use a logarithmic scale to make
the initial growth of |〈Fˆz〉| visible. (c) Analytically calculated
〈Fˆz〉, see Eq. (19).
depends on k+, even though the growth rate of the in-
stabilities ωi3 is independent of k+. We study the va-
lidity of Eq. (19) by considering a rubidium condensate
with  = 0.75|g2|n, q = 2.5|g2|n, k1 = 2, and k−1 = 1,
corresponding to the blue dash-dotted line in Figs. 1(a)
and 1(c). Analytical results predict that the only unsta-
ble mode of this system is a magnetization mode corre-
sponding to s = 1. The numerically calculated time evo-
lution of 〈Fˆz〉 is shown in Figs. 2(a) and 2(b). The s = 1
magnetization mode can be seen to be unstable. The
rotation of the minimum and maximum of 〈Fˆz〉 around
the torus is clearly visible in Fig. 2. The analytically
obtained behavior of 〈Fˆz〉 is shown in Fig. 2(c). By
comparing Figs. 2(b) and 2(c), we see that Eq. (19) de-
scribes the time evolution of 〈Fˆz〉 very precisely up to
t ≈ 10~/|g2|n. The only parameters in Eq. (19) that are
not fixed by the parameters used in the numerical calcu-
lation are the initial global phase and length ‖δψ(t = 0)‖
of δψ(t = 0). In Fig. 2(c) we have chosen the values of
these variables in such a way that the match between the
numerical and analytical results is the best possible.
IV. SPIN MODES
A. Eigenmodes
We now turn to the spin modes. As shown in the
appendix, the spin modes read
~ω5,6(s) = 2k+(s− k+) (20)
±
√{
[(s− k+)2 − k2−] + g2n− q
}2 − (1− f2z )(g2n)2,
where + (−) corresponds to ω5 (ω6). If k+ = 0, the
effect of vortices can be taken into account by scaling
q → q + k2−, i.e., the spin modes of a system with
(k1, k−1) = (k,−k) and q = q˜ are equal to the spin modes
of a vortex-free condensate with q = q˜+ k2. Spin modes
are unstable if and only if the term inside the square root
is negative. Now only ω5 can have a positive imaginary
part. The fastest-growing unstable mode is obtained at
[(s − k+)2 − k2−] + g2n − q = 0 and has the amplitude
~ωi5(s) = |g2|n
√
1− f2z . Unlike in the case of the magne-
tization modes, the maximal amplitude is bounded from
above and is independent of the winding numbers [see
Figs. 1(c) and 1(d)]. By adjusting the strength of the
magnetic field, the fastest-growing unstable mode can be
chosen to be located at a specific value of s, showing that
it is easy to adjust the stability properties experimentally.
At fz = 0 the width of the region on the s-axis giving
positive ωi5 is |
√
k2− + q/ −
√
k2− + q/− 2g2n/|. This
region can thus be made narrower by increasing , k−, or
q. Since the magnetization modes are insensitive to the
magnetic field, the properties of the spin and magneti-
zation modes can be tuned independently. The winding
number dependence of unstable spin modes is illustrated
in Figs. 1(c) and 1(d).
B. Rotonlike spectrum
Interestingly, by tuning  and q, a rotonlike spectrum
can be realized (see the solid and dotted blue lines in Fig.
3). Now the phonon part of the spectrum is missing, but
the roton-maxon feature is present. For fz = k+ = 0, the
roton spectrum exists if q ≥ max{0, 2g2n}. Because only
integer values of s are allowed, it may happen that ωi5 is
nonzero only in some interval of the s axis that does not
contain integers [see Figs. 1(c) and 1(d) for examples of
this in the context of magnetization modes]. In this case
the rotonic excitations are stable. Alternatively, there
can be unstable modes close to the roton minimum (see
Fig. 3 and Ref. [21]). As evidenced by the orange dashed
lines in Fig. 3, the roton spectrum can be made to van-
ish simply by decreasing q. Also the values of s leading
to unstable modes can be controlled by varying q. For
example, using the parameter values corresponding to
the blue solid line in Fig. 3, we find that by decreasing
(increasing) the value of q + k2− from 2.8|g2|n to |g2|n
(4|g2|n), the s = 3 (s = 5) mode can be made unstable in
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FIG. 3. (Color online) The real (ωr5) and imaginary (ω
i
5)
component of the spin mode ω5 for rubidium and sodium.
Here  = 0.2|g2|n, fz = 0, k1 = −k−1, and k1 is an arbitrary
integer. For the blue solid and blue dotted lines q + k2− =
2.8|g2|n and for the orange dashed line q+k2− = −2|g2|n. The
unit of ωr,i5 is |g2|n/~. The lines have been drawn by treating
s as a continuous parameter; dots (open circles) indicate the
actual allowed nonvanishing values of ωr5 (ω
i
5).
a rubidium condensate. This opens the way for quench
experiments of the type described in Refs. [26, 27]. In-
stead of altering q, instabilities can also be induced by
making  smaller by changing the trapping frequencies.
It is known that a rotonlike spectrum can exist in vari-
ous types of BECs, such as in a dipolar condensate (see,
e.g., Refs. [22–24]), in a Rydberg-excited condensate [25],
or in a spin-1 sodium condensate prepared in a specific
state [21]. In the present case the rotonlike spectrum ex-
ists both in a sodium and rubidium BEC and the state
[Eq. (8)] giving rise to it is easy to prepare experimen-
tally. Note that the roton-maxon feature exists also in a
vortex-free condensate and for any |fz| < 1. These results
suggest that the roton-maxon character of the spectrum
is rather a rule than an exception in spinor BECs.
C. Experimental observability
The properties of unstable spin modes can be studied
experimentally by measuring ρ0. Assuming that there is
one dominant unstable spin mode located at wave num-
ber s, we find that (see the Appendix)
δψ0(ϕ; t) ∝ eik+ϕ+ωi5t sin
[
(s− k+)
(
ϕ− 2k+t
~
)
+
θ˜
2
]
.
(21)
The phase θ˜ is defined in Eq. (A31). The sign of δψ0
changes at every point where the density ρ0 ∝ |δψ0|2
vanishes. This is similar to the behavior of the phase of
a dark soliton [28]. The number of nodes in ρ0 is 2|s−k+|,
that is, if 2k+ is even (odd), ρ0 has an even (odd) number
of nodes. The density peaks resulting from the instability
rotate around the torus if k+(s− k+) is nonzero. In the
special case s = k+ the density ρ0(ϕ; t) is independent of
ϕ. A numerically obtained example of this is shown in
Fig. 5(a). In Fig. 4 we compare numerical calculations
to analytical results. We consider a sodium condensate
with  = 0.75g2n, q = 2.5g2n, k1 = 2, and k−1 = 1. For
FIG. 4. (Color online) (a) Numerically calculated ρ0 for a
23Na condensate with  = 0.75g2n, q = 2.5g2n, fz = 0, k1 = 2,
and k−1 = 1, corresponding to the blue dash-dotted line in
Fig. 1(d). (b) A magnification of the region bounded by the
dashed vertical lines in (a). (c) Analytically calculated ρ0. In
(b) and (c) a logarithmic scale has been used.
these values the s = 3 spin mode is the only unstable
mode [see the blue dash-dotted line in Figs. 1(b) and
1(d)]. Numerical calculations give the same result. By
comparing Figs. 4(b) and 4(c) we see that the analytical
expression for ρ0 approximates the actual dynamics very
precisely up to t ≈ 15~/g2n. As in the case of the magne-
tization modes, we choose the initial length and overall
phase of δψ(t = 0) in such a way that the agreement
between the numerical and analytical results is the best
possible.
V. EXPERIMENTS
In this section we calculate the ratio /|g2|n corre-
sponding to two recent experiments. To obtain an an-
alytical estimate for , we assume that the particle den-
sity |ψr;z(r, z)|2 is peaked around R and approximate
1/r2 ≈ 1/R2 in Eq. (5). This gives  ≈ ~2/2mR2. Ap-
proximating ψr;z by the Thomas-Fermi (TF) wavefunc-
tion yields
n ≈
√
2mNωrωz
9pi2g0R
. (22)
We see that /|g2|n ∝ (ωrωzNR3)−1/2, so that the prop-
erties of the excitation spectrum can be controlled by
adjusting the trapping frequencies, number of particles,
and the radius of the toroid.
Using the parameter values of the sodium experiment
6FIG. 5. (Color online) Numerically calculated ρ0 for a
23Na
condensate with  = q = 0.04|g2|n and fz = 0. In (a)
k1 = k−1 = 0 and in (b) k1 = 1, k−1 = 0. The value of 
corresponds to that of [2].
[2] we get  ≈ 0.04g2n. We study numerically the cases
(k1, k−1) = (0, 0) and (k1, k−1) = (1, 0). With the help
of Eqs. (17) and (20) we find that magnetization modes
are stable, but spin modes are unstable in both cases.
If 0 < q ≤ 0.04g2n, fz = 0, and (k1, k−1) = (0, 0), the
unstable spin mode leads to a position-independent, ho-
mogeneous, increase in ρ0. If (k1, k−1) = (1, 0), we get
ρ0(ϕ; t) ∼ e2ωi5t sin2[(t+ϕ)/2]. The 1D numerical calcu-
lations shown in Fig. 5 confirm the validity of these an-
alytical predictions. This example illustrates that even a
small  can lead to a strongly winding number-dependent
behavior of ρ0.
The first experimental realization of a toroidal spin-1
BEC was reported recently [6]. The stability of a ru-
bidium BEC with a winding number three vortex in the
mF = 1 and mF = 0 components was found to depend
strongly on the population difference of the two compo-
nents, the most unstable situation corresponding to equal
population. Although not directly comparable, our anal-
ysis agrees qualitatively with this result: The growth rate
of unstable spin and magnetization modes increases as
the population difference of the mF = 1 and mF = −1
components goes to zero. The parameter values of this
experiment yield  ≈ 0.20|g2|n. The s = 1, 2, and s = 3
magnetization modes are unstable regardless of the val-
ues of winding numbers. If k+ = 0 and q+k
2
− = 2.8|g2|n,
the spin modes have a rotonlike spectrum (see the left
panel of Fig. 3). The s = 4 mode can be seen to be
the only unstable spin mode. This is confirmed by the
numerical results shown in Fig. 6(a). In this figure we
have chosen k1 = −k−1 = 1 and q = 2.6|g2|n, so that
q + k2− = 2.8|g2|n. Because k+ = 0, Eqs. (19) and
(21) predict that the nodes of ρ0 and 〈Fˆz〉 do not ro-
tate around the torus as time evolves. This is clearly
the case in Fig. 6. The s = 3 magnetization mode
can be seen to be the fastest growing unstable mode.
However, around t ≈ 12~/g2n, the s = 2 mode be-
comes the dominant unstable mode. These observations
FIG. 6. (Color online) Numerically calculated (a) ρ0 and
(b) 〈Fˆz〉 for a 87Rb condensate with  = 0.2|g2|n, q =
2.6|g2|n, fz = 0, and k1 = −k−1 = 1. The value of  cor-
responds to that of Ref. [6].
agree with analytical predictions: Using Eq. (17) we find
that ~ωi3(s)/|g2|n = 0.72, 1.26, and 1.34 for s = 1, 2,
and s = 3, respectively. For other values of s we get
ωi3(s) = 0.
VI. CONCLUSIONS
We have calculated analytically the Bogoliubov spec-
trum of a toroidal spin-1 BEC that has vortices in the
mF = ±1 spin components and is subjected to a ho-
mogeneous magnetic field. We treated the strength of
the magnetic field and the winding numbers of the vor-
tices as free parameters and assumed that the popula-
tion of the mF = 0 component vanishes. We assumed
also that the system is quasi-one-dimensional. We found
that the spectrum can be divided into spin and magne-
tization modes. Spin modes change the particle density
of the mF = 0 component but leave the particle density
difference of the mF = 1 and mF = −1 components un-
changed. The magnetization modes do the opposite. An
important parameter characterizing the spectrum is the
ratio of the kinetic to interaction energy, /|g2|n. The
properties of magnetization modes can be tuned by ad-
justing this ratio, whereas in the case of spin modes also
the strength of the magnetic field can be used to control
the spectrum. For example, a spin mode spectrum with a
roton-maxon structure can be realized both in rubidium
and sodium condensates by making the magnetic field
strong enough. Furthermore, by changing the strength
of the magnetic field or the ratio /|g2|n, an initially sta-
ble condensate can be made unstable. We also showed
that some unstable spin modes lead to a transient dark
solitonlike wave function of the mF = 0 spin component.
Finally, we discussed briefly two recent experiments on
toroidal BECs and showed examples of the instabilities
7that can be realized in these systems.
We studied the validity of the analytical results by nu-
merical one-dimensional simulations, finding that the for-
mer give a very good description of the stability of the
condensate and the initial time evolution of the instabil-
ities.
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Appendix A: Calculation of the excitation spectrum
Following Refs. [16, 20], we calculate the excitation
spectrum in a basis where ψ‖ is stationary. This basis
can be defined easily because the time evolution operator
Uˆ‖(t) = e−itHˆ‖/~ is known. In this basis, the energy of
an arbitrary state ψ is given by
Enew1D [ψ] ≡ E1D[Uˆ‖ψ] + i~〈ψ|
(
∂
∂t
Uˆ−1‖
)
Uˆ‖ψ〉, (A1)
and the time evolution of ψ = (ψ1, ψ0, ψ−1)T can be ob-
tained from
i~
∂
∂t
ψm =
δEnew1D [ψ]
δψ∗m
, m = −1, 0, 1. (A2)
Here T denotes the transpose and ∗ the complex conju-
gate. We write the (unnormalized) wavefunction in the
new basis as ψ(ϕ; t) = ψ‖(ϕ) + δψ(ϕ; t), where the com-
ponents of δψ read
δψm(ϕ; t) ≡ eikmϕ
∞∑
s=0
um;s(t) e
isϕ − v∗m;s(t) e−isϕ.
(A3)
Here m = 0,±1 and k0 ≡ 0. By expanding Eq. (A2) to
first order in δψ and using Eq. (A3) we get the equations,
i~
∂
∂t
(
u0;s(t)
v0;s−2k+(t)
)
= Bˆ2(t)
(
u0;s(t)
v0;s−2k+(t)
)
, (A4)
and
i~
∂
∂t
 u1;s(t)u−1;s(t)v1;s(t)
v−1;s(t).
 = Bˆ4
 u1;s(t)u−1;s(t)v1;s(t)
v−1;s(t)
 . (A5)
The Bˆ2 matrix reads
Bˆ2(t) =
(
s2 + g2n −e−iαtg2n
√
1− f2z
−eiαtg2n
√
1− f2z (s− 2k+)2 + g2n
)
,
(A6)
where
α =
(k21 + k
2
−1) + 2q
~
. (A7)
Bˆ4 can be written as
Bˆ4 =
(
s2Iˆ2 + Xˆ + Dˆ −Xˆ
Xˆ −s2Iˆ2 − Xˆ + Dˆ
)
, (A8)
where Iˆ2 is the 2 × 2 identity matrix, Dˆ =
2sdiag(k1, k−1), and Xˆ is defined as
Xˆ =
n
2
(
(g0 + g2)(1 + fz) (g0 − g2)
√
1− f2z
(g0 − g2)
√
1− f2z (g0 + g2)(1− fz)
)
. (A9)
The eigenvalues of Bˆ2 and Bˆ4 give the spin and magne-
tization modes, respectively. We write the eigenvalues
of these matrices as ~ωj , where j = 1, 2, 3, 4 labels the
magnetization modes and j = 5, 6 labels the spin modes.
We write the wave function δψ as
δψ(ϕ; t) =
6∑
j=1
δψj(ϕ; t), (A10)
where δψj = (δψj1, δψ
j
0, δψ
j
−1)
T and
δψjm(ϕ; t) = e
ikmϕ
∞∑
s=0
ujm;s(t) e
isϕ − vj∗m;s(t) e−isϕ,
(A11)
m = −1, 0, 1, j = 1, 2, 3, 4, 5, 6. Here uj and vj are writ-
ten in terms of the eigenvector of Bˆ4 or Bˆ2 corresponding
to the eigenvalue ~ωj .
1. Eigenvalues and eigenvectors of Bˆ4
The eigenvalues of Bˆ4 for a general value of fz can
be calculated straightforwardly but they are too long to
be shown here. The eigenvalues at fz = 0 are given in
Eq. (17). The wave function δψj is of the form δψj =
(δψj1, 0, δψ
j
−1)
T , where
δψj±1(ϕ; t) =
∞∑
s=0
[
uj±1;s(t) e
isϕ − vj∗±1;s(t) e−isϕ
]
, (A12)
j = 1, 2, 3, 4. As is the case with the eigenvalues of Bˆ4, for
a general value of fz the eigenvectors are very complex.
We therefore set fz = 0 in the following. Furthermore,
we only calculate the eigenvector corresponding to the
eigenvalue ~ω3, which is the only eigenvalue that can
have a positive imaginary part. We assume that there is a
dominant instability at wavenumber s, so that ωi3(s) > 0.
The corresponding eigenvector reads
u31;s(0)
u3−1;s(0)
v31;s(0)
v3−1;s(0)
 = |h|eiδh

ei(δ+δr)
eiδr |r|
eiδ|r|
1
 , (A13)
8where h = |h|eiδh determines the length and overall phase
of the eigenvector and
r = |r|eiδr = i~ω
i
3 + s(2k− + s)
i~ωi3 + s(2k− − s)
, (A14)
δ = arg
{
s2[4g0g2n
2 + s2(g0 + g2)n]
− (g0 + g2)n(2sk− + i~ωi3)2
}
. (A15)
If k1 = k−1, Eq. (A15) becomes δ = arg((g0 − g2)g2).
With the help of Eqs. (A12)–(A15) we obtain
ψ†(ϕ; t)Fˆzψ(ϕ; t) = Aeω
i
3t cos (θ + sϕ− ωr3t)
+Be2ω
i
3t sin [2 (θ + sϕ− ωr3t)] , (A16)
where
A = −2
√
2|h|
[
|r| cos
(
δ − δr
2
)
− cos
(
δ + δr
2
)]
,
(A17)
B = 2|h|2|r| sin(δ), (A18)
and
θ =
δ + δr + 2δh
2
. (A19)
2. Eigenvalues and eigenvectors of Bˆ2
In the case of the spin modes δψj = (0, δψj0, 0)
T , where
δψj0(ϕ; t) =
∞∑
s=0
[
u0;s(t) e
isϕ − v∗0;s−2k+(t) e−i(s−2k+)ϕ
]
,
(A20)
j = 5, 6. The time dependence of Bˆ2 can be eliminated
by defining a new basis as(
u˜0;s(t)
v˜0;s−2k+(t)
)
= U(t)
(
u0;s(t)
v0;s−2k+(t)
)
, (A21)
where
U(t) =
(
0 e−
iαt
2
e
iαt
2 0
)
, (A22)
and α is defined in Eq. (A7). In the new basis the time
evolution is determined by the operator
ˆ˜B2 = U(t)Bˆ2(t)U
†(t) + i~
[
d
dt
U(t)
]
U†(t), (A23)
which is time independent. The eigenvalues of ˆ˜B2 are
~ωj(s) = 2k+(s− k+)− (−1)j
√
a2 − b2, (A24)
where j = 5, 6, and we have defined
a = [(s− k+)2 − k2−] + g2n− q, (A25)
b =
√
1− f2z g2n. (A26)
The eigenvector corresponding to ~ωj(s) reads(
u˜j0;s(0)
v˜j0;s−2k+(0)
)
= h
(
a+(−1)j√a2−b2
b
1
)
, (A27)
where h is an arbitrary nonzero complex number. This
gives(
uj0;s(t)
vj0;s−2k+(t)
)
= he−iωjt
(
e−
iαt
2
e
iαt
2
a+(−1)j√a2−b2
b
)
. (A28)
Using Eq. (A20) we get
δψj0(ϕ; t) = he
(ωij− iα2 )t
∞∑
s=0
{
ei(sϕ−ω
rt)
−
(
a+ (−1)j√a2 − b2
b
)∗
e−i[(s−2k+)ϕ−ω
rt]
}
, (A29)
and l = 5, 6. If ωi5 = −ωi6 > 0, so that a2 < b2, we find
that
δψj0(ϕ; t) = he
ωijt+i(k+ϕ+
θ˜
2−αt2 )
× sin
[
(s− k+)ϕ− ωrjt+
θ˜
2
]
, (A30)
where
θ˜ = −sign(a) arctan
√(
b
a
)2
− 1
+
pi
2
[1− sign(ab)]. (A31)
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