We introduce a new formulation for total variation minimization in image denoising. We also present a linearly convergent first-order method for solving this reformulated problem and show that it possesses a nearly dimension-independent iteration complexity bound.
Introduction
The restoration of images contaminated by noise is a fundamental problem in biomedical image processing and plays an important role in certain diagnosis techniques such as Magnetic Resonance Image (MRI) and functional Magnetic Resonance Image (fMRI). In 1992, Rudin, Osher and Fatemi (ROF) [17] proposed an influential optimization approach for image denoising by minimizing the total variation (TV). It turns out that the ROF model can preserve edges and important features in the original image.
In this paper we propose an alternative formulation (or relaxation) for minimizing the total variation, which leads to comparable denoising quality to the classical ROF model. Moreover, we show that the relaxed model can be solved very efficiently. In particular, we present a linearly convergent first-order algorithm for solving this new model, and demonstrate that it possesses an O (ln(1/ )) iteration complexity for achieving the target accuracy . Since the aforementioned iteration complexity bound is almost dimension-independent and the iteration cost only linearly depends on the dimension, the total arithmetic complexity of our algorithm is O N 2 ln(1/ ) for processing an N ×N image. Hence, our approach is scalable to very large-scale image denoising problems.
By contrast, most existing approaches for solving the original ROF model are based on an equivalent dual or primal-dual formulation (see, e.g., Chan et al. [5] , Chambolle [3] , Beck and Teboulle [1, 2] , 2 A strongly convex composite reformulation for total variation minimization
In this section, we review the classical ROF model for image denoising and present a novel reformulation for it. We also show how these two TV-based models for image denoising are related. For the sake of simplicity, let us assume that the images are of 2-dimension with N × N pixels. For any image u ∈ R N ×N , the discretized gradient operator ∇u is defined as (∇u) i,j := ((∇u) Then, the classical total variation minimization problem is given bȳ u = arg min φ(u) := T (u) +
where λ > 0 is a user-defined parameter, f is the observed noisy image and
Observe that the norm · in the definition of T (·) (and hereafter) can be either the l 2 or l 1 norm. If · = · 2 , then problem (2.2) is exactly the original ROF model. It can be easily seen that the objective function φ(u) in (2.2) is a nonsmooth strongly convex function. It is known that oracle-based convex optimization techniques would require O(1/ ) iterations to find an -solution of (2.2), i.e., a pointû such that φ(û) − φ * ≤ (see [10] ). It has recently been shown that the above iteration complexity can be significantly improved to O(1/ √ ) by using a dual or saddle point reformulation of (2.2) (e.g., [2, 4, 15] ). Note, however, that all these algorithms converge sublinearly, and that their performance also heavily depends on the dimension N 2 and the selection of starting points. In order to address these issues, we consider an alternative formulation of problem (2.2). The basic idea is to introduce an extra variable d ∈ R 2N (N −1) , which corresponds to the nonzero components of the gradient operator ∇u, and then to impose the following set of constraints:
Observe that the above constraints can be written in the matrix form as
where E T is a network flow matrix with N 2 nodes and 2N (N − 1) arcs, with each node having at most degree 4, i.e.,
we consider the following optimization problem of
for some parameters λ, q > 0. Similar to φ(u) in (2.2), the new objective functionφ(u, d) is also a nonsmooth strongly convex function. While the non-separable and nonsmooth term T (·) makes problem (2.2) difficult to solve, the nonsmooth termT (·) in (2.4) is separable with respect to (d 1 i,j , d 2 i,j ). This fact will enable us to design a very efficient algorithm for solving problem (2.4) (see Section 3.2).
We would also like to provide some intuitive explanations about the reformulation given in (2.4). Observe that both terms, i.e.,T (d) and Eu + d 2 , can be viewed as certain regularization terms. While the first termT (d) enforces the sparsity of the vector d, i.e., the estimated gradient vector, and thus help to smooth the recovered image, the latter term Eu + d 2 essentially takes into account that the computation of d is not exact because of the stochastic noise. Introducing this extra regularization term into the optimization problem would protect the image from being oversmoothed, as what might happen for the original formulation in (2.2) (see Section 4) .
It is interesting to observe some relations between problem (2.2) and (2.4).
Proposition 1 Let φ * andφ * be the optimal values of (2.2) and (2.4), respectively. We havẽ
If follows from Proposition 1 that, for a given λ and N , the parameter q in (2.4) should be big enough in order to approximately solve the original problem (2.2). Observe, however, that our goal is not to solve problem (2.2), but to recover the contaminated image. Due to the aforementioned role that the extra regularization term Eu + d plays in (2.4), we argue that it is not necessary to choose a very large q. Indeed, we observe from our computational experiments that q can be set to 2 or 4 for most cases, and that selecting a much larger value of q seems to be actually harmful to image denoising.
A linearly convergent algorithm for TV denoising
In the previous section, we reformulated the TVM problem as to minimize the summation of a relatively simple nonsmooth convex function and a smooth strongly convex function. Our goal in this section is to show that such a reformulation can be efficiently solved. More specifically, we first present an accelerated gradient descent (AC-GD) method based on Nesterov's smooth optimal method [14, 16] for solving a general class of strongly convex composite optimization problems. Then, we show that, by using this algorithm, one can solve problem (2.4) in O √ q ln(1/ ) iterations. Our algorithm can be viewed as a variant of the well-known FISTA algorithm by Beck and Teboulle [1, 2] . However, since FISTA does not take the advantage of the strong convexity of the problem, it possesses a much worse performance guarantee than the one mentioned above.
The accelerated gradient descent (AC-GD) algorithm
Consider the following general composite problem of
where X ⊆ R n is a closed convex set, X : X → R is a simple convex function, and ψ : X → R is smooth and strongly convex with Lipschitz continuous gradients, i.e., ∃ L ≥ 0, µ ≥ 0, such that
The following AC-GD algorithm for solving (3.6) maintains the updating of three intertwined sequences, namely, {x t }, {x ag t } and {x md t } at each iteration t. All these types of multi-step gradient algorithms originate from Nesterov's seminal work in [14] (see Tseng [18] for a summary). However, very few of these algorithms can make use of the special strongly convex composite structure in (3.6) except those in [10, 11] .
The AC-GD method for strongly convex composite optimization.
Input: x 0 ∈ X, step-size parameters {α t } t≥1 and {γ t } t≥1 s.t. α 1 = 1, α t ∈ (0, 1) for any t ≥ 2, and γ t ≥ 0 for any t ≥ 1. 0) Set the initial point x ag 0 = x 0 and t = 1; 1) Set
2) Set
10)
3) Set t ← t + 1 and go to step 1.
The AC-GD algorithm differs from a related accelerated stochastic approximation (AC-SA) algorithm for solving strongly convex composite optimization problems [10, 11] in the following aspects. Firstly, the above algorithm is deterministic, while the one in [10] is stochastic. Secondly, the subproblem used to define x t in (3.10) is much simpler than the corresponding one in [10] . Finally, we show that the above simple AC-GD algorithm can achieve the optimal rate of convergence for solving strongly convex composite problems possessed by a more involved multi-stage algorithm in [11] .
Theorem 2 below describes the main convergence properties of the above AC-GD algorithm.
Theorem 2 Assume that {α t } t≥1 and {γ t } t≥1 in the AC-GD algorithm are chosen such that
where
(3.14)
Then, we have for any t ≥ 1,
where x * is an optimal solution of (3.6).
By properly choosing the stepsize parameters α t and γ t , we show that the above AC-GD algorithm can achieve the optimal rate of convergence for solving problem (3.6).
Corollary 3 Let {x ag t } t≥1 be computed by the AC-GD algorithm with
where Γ t is defined in (3.14). Then we have
Proof. The result follows by plugging the values of α t and γ t into (3.15) and noting that
.
The AC-GD algorithm for total variation minimization
In this subsection, we discuss how to apply the above AC-GD algorithm to solve the reformulated TV minimization problem in (2.4). First, observe that the objective functionφ(·) in (2.4) can be written in the composite form, i.e.,
Here I u ∈ R N 2 ×N 2 and I d ∈ R 2N (N −1)×2N (N −1) are the identity matrices. Proposition 4 below summarizes some properties ofψ(·).
Proposition 4
The functionψ(·) in (3.18) is strongly convex with modulus
Moreover, its gradient is Lipschitz continuous with constant
In view of the composition structure ofφ(·) and Proposition 4, we can apply the AC-GD algorithm for solving problem (2.4). Moreover, since A is very sparse, the computation of the gradient ofψ(·) only takes O(N 2 ) arithmetic operations.
Second, it is worth noting that the subproblem (3.10) arising from the AC-GD method applied to problem (2.4) is easy to solve. Indeed, the subproblem (3.10) is given in the form of
Suppose that the norm · is given by an l 2 norm in the definition ofT (·). By examining the optimality condition of problem (3.21), we have the following explicit formula (see Section A.4 for more details):
and
Also note that one can write explicit solutions of (3.21) if · = · 1 . For both cases, solving the subproblem (3.10) requires only O(N 2 ) arithmetic operations.
We are now ready to state our main results.
Theorem 5 Let (u 0 , d 0 ) be an initial point of the AC-GD algorithm applied to problem (2.4), and
. Also assume that the parameter q ≥ 1 and that the stepsize parameters (α t , γ t ), t ≥ 1, are set to (3.16) . Then, the iteration-complexity of the AC-GD algorithm for finding an -solution of (2.4) can be bounded by
Moreover, its arithmetic complexity can be bounded by
Proof. The bound (3.24) follows immediately from Corollary 3, Proposition 4 and the observation that Lψ/µψ = O(q) when q ≥ 1. The bound (3.25) follows from (3.24) and the fact that the number of arithmetic operations in each iteration of the algorithm is bounded by O(N 2 ).
Observe that the complexity of FISTA applied to problem (2.4) is O( λqD 0 /ε) (see [1, 2] ), which is strictly worse than the bound in (3.24). In particular, suppose that q is a given constant, in view of Theorem 5, the complexity of the AC-GD algorithm only weakly depends on the accuracy , the parameter λ, as well as the distance D 0 (and thus the dimension of the problem). Moreover, its total arithmetic complexity is polynomial with a mild linear dependence on the problem dimension N 2 .
Numerical Results and Biomedical Application
In this section, we report our preliminary computational results where we compare our reformulation (RTVM) in (2.4) with the original TVM (OTVM) model in (2.2) for image denoising. We also compare the performance of two first-order algorithms for composite optimization, i.e., FISTA and AC-GD, applied to our reformulation. Furthermore, we discuss the application of the developed techniques for solving certain biomedical image denoising problems.
Numerical Study on General Image Denosing Problems
In this subsection, we conduct numerical experiments on a few classical image denosing problems. In our first experiment, we show that the reformulated TVM model is comparable to the original model in term of the quality of the denoised images. Two image instance sets were used in this experiment. In the first instance set, we take the 256 × 256 Lena test image whose pixels were scaled between 0 and 1. The noisy image is obtained by adding a white Gaussian noise with zero mean and various standard deviations (σ). In the second one, we use the Peppers test images with different sizes and the noise is added similarly to the first one with σ = 0.1. The original and noisy images for both instance sets are given in Figure 1 .
We set the parameter λ to 16 for both formulations in (2.2) and (2.4). We solve the original TVM model by using an efficient primal-dual algorithm [4] and also apply the AC-GD algorithm for the reformulated TVM model with different values of q. We then report the best (largest) value of the Peak Signal-to-Noise Ratio (PSNR) obtained after 200 iterations for both approaches. The results of these two instance sets are reported in Table 1 and Table 2 , respectively. Moreover, Figure 2 and Figure 3 , respectively, represent the denoised Lena and Peppers images obtained from solving the original TVM model, and the reformulated TVM model with q = 2 and 4. It can be seen from Table 1 and 2 that the values of PSNR computed from the reformulated TVM model are not too sensitive to the choice of parameter q under different selection of noise level σ and image size N . We can set q = 2 or q = 4 in practice to achieve reasonably good solution quality. We also observe that the quality of denoised images obtained by the reformulated TVM model is comparable to that obtained by the original model. In fact, at the first glance, the denoised Lena image using the original TVM model seems to be cleaner than those obtained by using the reformulated model. However, a closer examination reveals that some undesirable oversmoothing effects, e.g., the disappeared texture at the hat and a few extra lines at the nose of the Lena image in Figure 2 , were introduced by the original TVM model. On the other hand, these oversmoothing effects were not appearant in the denoised images using the reformulated model. Moreover, no significant differences could be observed for the denoised Peppers images obtained by using the original and reformulated TVM models.
In our second experiment, we demonstrate that AC-GD is faster than FISTA for solving the composite minimization problem in (2.4). From our discussion in Section 3.2, the convergence rate of AC-GD always dominates that of FISTA for solving strongly convex composite optimization problems. Our goal here is to verify this claim from the numerical experiments. Figure 4 shows the convergence behavior of AC-GD and FISTA applied to the Lena image. More specifically, we report the optimality gapφ(u k , d k ) −φ * for both algorithms, where the optimal valueφ * was estimated by running FISTA for 10, 000 iterations. As shown in Figure 4 , after only 250 iterations, the AC-GD method can reach 10 −11 accuracy. It can also be easily seen from Figure 4 that AC-GD converges linearly while FISTA converges sublinearly. This indeed reflects the difference on the theoretical 
Applications in Biomedical Image Denosing
In this subsection, we apply the developed reformulations for TVM in Magnetic resonance image (MRI), which provides detailed information about internal structures of the body. In comparison with other medical imaging techniques, MRI is most useful for brain and muscle imaging. Two image instance sets were used in this experiment. In the first instance set, we use the 256 × 256 Brain MRI test image and noisy images are obtained by adding a white Gaussian noise with zero mean and various standard deviations (σ). In the second one, we use the Knee MRI test images with different sizes and noisy image with σ = 0.1. We applied AC-GD algorithm with same settings (λ = 16 and q = 0.5, 1, 2, 4, 8, 16 ) as previous experiment to solve the RTVM model for these two instance sets. The As shown in Figure 5 , Figure 6 and Table 3, Table 4 , these results obtained for MRI images are consistent with those in Section 4.1. 
Conclusions
In this paper, we introduced a strongly convex composite reformulation for the ROF model, a wellknown approach in biomedical image processing. We show that this reformulation is comparable with the original ROF model in terms of the quality of denoised images. We presented a first-order algorithm which possesses a linear rate of convergence for solving the reformulated problem and can be scalable to large-scale imaging denosing problems. We demonstrate from our numerical experiments that the developed algorithm, when applied to reformulated model, compares favorably with existing first-order algorithms applied to original model. In the future, we would like to generalize these reformulations to others image processing problems such as image deconvolution and image zooming.
Lemma 6 Let X be a convex set and p : X → R be a convex function. Assume thatû is an optimal solution of min p(u) + µ 2 x − u 2 : u ∈ X , wherex,ỹ ∈ X and µ > 0 are given. Then, for any
The result immediately follows from the strong convexity of q(u) and the optimality condition that q (û), u −û ≥ 0 for any u ∈ X.
The following lemma establishes an important recursion for the AC-GD algorithm.
Lemma 7 Let (x t−1 , x ag t−1 ) ∈ X × X be given. Also let (x md t , x t , x ag t ) ∈ X × X × X be computed according to (3.8) , (3.10) , (3.11) and suppose that (3.12) holds for given γ t and α t . Then, for any x ∈ X, we have
Proof. We first establish some basic relations among the search points x ag t , x md t , x t and
It follows from (3.8), (3.11) and (3.9) that
Using the above result and the convexity of ψ, we have
It then follows from the previous two observations, (3.7),(3.11) and the convexity of X (x) that
Using the above two relations, condition (3.13) and the fact that Γ 1 = 1, we have
which clearly implies (3.15).
A3. Properties of the composite function (Proposition 4)
In this subsection, we provide the proof of Proposition 4, which provides certain estimates on the two crucial parameters µψ and Lψ for the smooth componentψ(·) in the composite functionφ(·).
Proof of Proposition 4:
Denote the maximum eigenvalue and minimum eigenvalue of M := A T A by λ max and λ min respectively. Then, it suffices to show that We bound the eigenvalues of M by using Gershgorin's Theorem.
Observe that the network flow matrix E in (2.3) can be written explicitly as
, where e 1 ∈ R N −1 is the unit vector (1, 0, . . . , 0) T , K ∈ R (N −1)×(N −1) denotes the two-diagonals lower triangular matrix with the main diagonal entries equal to 1 and the sub-diagonal entries equal to −1, P i , 1 ≤ i ≤ N − 1, denotes the matrix having the ith column equal to e 1 and others entries equal to 0 and L i,j ∈ R (N −1)×(N −1) , 1 ≤ i, j ≤ N − 1, denotes the matrix with the ith column equal to jth column of K and others entries equal to 0. First, we will find the upper bound for the maximum eigenvalue of M . It is easy to see that the 2N th row of M having the largest value of the sum of the absolute values of all entries. We have Second, we find the lower bound for the minimum eigenvalue of M . Since if λ is an eigenvalue of M then 1/λ is an eigenvalue of M −1 , we will find the upper bound for the maximum eigenvalue of M −1 instead of the minimum eigenvalue of M . Note that M −1 = A −1 (A −1 ) T and that by applying Gauss-Jordan's elimination, we easily obtain the formula of A −1 as follows where y, q, r ∈ R 2 , p ∈ R and p > 0. We consider two cases: which implies that y = 0 is the solution of (5.37) in case pq − r 2 ≤ 1.
Case 2: pq − r 2 > 1. By the optimality condition of (5.37), we have which immediately implies that the optimal solution of (5.37) is given by y = pq − r 2 − 1 p pq − r 2 (pq − r) .
Replacing y, q and r by d ij , d
+ t−1,ij and c ij respectively, we obtain (3.23). It is worth noting that this formula still holds in case y, q, r ∈ R.
