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Abstract
We analyze in this paper the performance of a newly developed globally convergent
numerical method for a coefficient inverse problem for the case of multi-frequency exper-
imental backscatter data associated to a single incident wave. These data were collected
using a microwave scattering facility at the University of North Carolina at Charlotte.
The challenges for the inverse problem under the consideration are not only from its
high nonlinearity and severe ill-posedness but also from the facts that the amount of
the measured data is minimal and that these raw data are contaminated by a significant
amount of noise, due to a non-ideal experimental setup. This setup is motivated by our
target application in detecting and identifying explosives. We show in this paper how
the raw data can be preprocessed and successfully inverted using our inversion method.
More precisely, we are able to reconstruct the dielectric constants and the locations of the
scattering objects with a good accuracy, without using any advanced a priori knowledge
of their physical and geometrical properties.
Keywords. experimental multi-frequency data, backscatter data, raw data, coefficient
inverse problem, globally convergent numerical methods
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1 Introduction
We are interested in a Coefficient Inverse Problem (CIP) with real world applications, in-
cluding the detection and identification of explosives, nondestructive testing and material
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characterization. A new globally convergent numerical method for solving such a CIP has
been recently developed by our group in [19]. Numerical study in [19] was conducted for
computationally simulated data. In this paper, we study the performance of this method for
the case of experimental raw data. These data were collected using a microwave scattering
facility at the University of North Carolina at Charlotte.
More precisely, we consider the CIP of reconstruction of physical and geometrical proper-
ties of three-dimensional objects from experimental multi-frequency data without using any
detailed a priori knowledge of those objects. Our study is mainly motivated by potential
applications in detection and identification of explosives such as, e.g., anti-personnel mines
and improvised explosive devices (IEDs), see [28, 33]. These targets are placed in air, and
the measured data are the backscatter corresponding to a single incident wave at multi-
frequencies. In addition, we note that IEDs are also often buried under the ground for which
one needs to study the corresponding inverse problem of determining buried objects. This
topic is subject to a future publication.
The idea here is to determine the dielectric constants of targets. The knowledge of dielec-
tric constants might serve in the future classification algorithms as a piece of information,
which would be an additional one to those commonly currently used in the radar community.
Indeed, this community relies now only on the intensity of radar images, see, e.g., [20,29]. It is
well known that the question of a reliable differentiation between explosives and clutter is not
yet addressed satisfactory in the radar community. So, estimates of dielectric constants and
shapes of targets combined with the image intensity and other parameters might lead in the
future to such classification algorithms, which would address this question better. The second
potential application of our study is in nondestructive testing and materials characterization.
A Coefficient Inverse Problem is the problem of recovering a coefficient of a partial dif-
ferential equation from boundary measurements of its solutions. There is a large body of the
literature on imaging methods for reconstructing geometric information about targets, such
as their shapes, sizes and locations. We refer to, e.g., [2,3,8,9,11,18,22–24,27] and references
therein for well-known imaging techniques in inverse scattering such as level set methods,
sampling methods, expansion methods, and shape optimization methods. However, for de-
tecting or identifying, for instance, IEDs, the physical properties of the targets (in our model,
the dielectric constants), would play a more important role [33]. Furthermore, determining
the spatially distributed dielectric constants, which is of our main interest, is known to be a
more difficult task since CIPs are, in general, highly nonlinear and severely ill-posed.
Among the inversion methods developed for solving the CIPs, the two probably most well
known approaches are nonlinear approximation schemes and weak scattering approximation
methods such as Born approximation and physical optics. The weak scattering approximation
is not applicable to the inverse problem under consideration, where the scattering objects
can be strong scatterers. Regarding the nonlinear optimization approaches or also known
as iterative solution methods, we refer to, e.g., [10, 13, 14] and references therein. It is well-
known that the convergence for this class of methods typically requires a good a priori initial
approximation of the exact solution, that is, the starting point of iterations should be chosen
to be sufficiently close to the solution. Hence, we call such methods locally convergent. We
note that in our desired applications such a priori knowledge is not always available.
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This limitation of nonlinear optimization approaches is avoided in the so-called approxi-
mately globally convergent method (globally convergent method, for short, or GCM), which
has been recently introduced, see [4]. The GCM, which does not use optimization schemes,
aims to provide a good approximation to the solution of the coefficient inverse problem with-
out using any advanced a priori knowledge of the solution. More precisely, the concept
“approximate globally convergence” can be understood in the language of functional analysis
as follows: under a reasonable approximate mathematical assumption the method provides
at least one point in a sufficiently small neighborhood of the exact coefficient without a pri-
ori knowledge of any point in this neighborhood. The accuracy of the approximation or the
distance between those points and the exact solution depends on the error in the data and
some parameters of the discretization. We point out that the fact of the proximity of that
point to the correct coefficient, which was achieved without any a priori knowledge of that
small neighborhood, is the main advantage of our globally convergent method over locally
convergent ones. Indeed, as soon as one knows a point in a sufficiently small neighborhood of
the true solution, one can refine it via a locally convergent method, see, e.g., [4, Chapter 4].
The latter, however, is outside of the scope of the current publication. We refer to [4, Theo-
rem 2.9.4] for more details about the definition of the global convergence as well as a rigorous
mathematical analysis of the global convergence of the method relying on an approximate
mathematical framework.
In previous works of the GCM summarized in [4], the model of hyperbolic wave type
equations is considered and the time-domain problem is converted into the pseudo-frequency
domain problem via the Laplace transform. Since the Laplace transform used in the method
has an exponentially decaying kernel, one likely loses some information in taking this trans-
form of the (far field) measured data. Therefore, we exploit the Fourier transform to improve
the performance of the GCM and to extend its direct application to multi-frequency data,
which is common in applications to materials characterization. This leads us to study a new
GCM in [19]. More precisely, in the latter paper, we developed a GCM for solving the CIP
for the Helmholtz equation with multi-frequency data. The main difficulty in developing this
new GCM is to work with complex-valued functions where the maximum principle, which
plays an important role in the previous GCM [4], is no longer applicable.
As a continuation of the work of [19], the goal of this paper is to analyze the performance
of our new GCM for multi-frequency experimental raw data. There are some major new
features of the present paper:
i. The globally convergent approach together with its advantages makes this work different
from previously known locally convergent methods.
ii. This paper is the first one where we study the experimental multi-frequency data for
the new GCM of [19].
iii. For the multi-frequency raw data in this paper, we developed a new data preprocessing
procedure, which is discussed later in this section. This procedure is substantially
different from that of the time domain data in [30].
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iv. Recall that this is the CIP with a minimal amount of multi-frequency raw data
(backscatter data associated to a single incident wave) and we are not aware of any
literature that addresses the numerical solution of this problem without using any ad-
vanced a priori knowledge of the solution.
We also refer to [4, 20, 30] for our works on time-domain measured data for the previous
GCM. Furthermore, we remark that our measured data are stable only on a small interval
of frequencies surrounding the central frequency of 3.1 GHz, see section 4.2.2. Therefore,
transforming these data into time domain by the inverse Fourier transform may lead to
a large inaccuracy in the time-dependent data obtained. That means that time domain
inversion techniques including the previous GCM [4] are not a good candidate for the inverse
problem under consideration.
Keeping in mind our desired application to the detection and identification of mines and
IEDs, we did not arrange any “special” conditions for our experiments, which would eliminate
parasitic signals scattered by some objects, which are outside of our interest. Thus, our data
have been collected in a regular room with the presence of office furniture, computers, wifi
signals, air conditioning, etc., see Figure 1. Therefore, the measured data are contaminated
by a significant amount of noise. The latter is a major challenge for any inversion method. We
refer to section 4.2 for more details about the sources of the noise. We note that conventional
data denoising techniques are not helpful here due to the rich structure of the measured data.
We hence present in this paper a new heuristic data preprocessing procedure. This procedure
aims to make the raw data look somewhat similar to the corresponding computationally
simulated data. The latter is done basically via a sort of “distilling” signals reflected by the
targets of our interest from the rest of the measured signals. The preprocessed data are then
used as the input for the GCM. Our test results show that the GCM can reconstruct with
a good accuracy the dielectric constants of the scattering objects as well as their geometric
information such as location. In doing so, we do not use any detailed a priori knowledge on
physical and geometrical properties of the targets.
We also mention reconstruction algorithms of [1,16,17,25] for coefficient inverse problems,
which obtain unknown coefficients without using any advanced a priori knowledge of their
neighborhood. These algorithms use data resulting from multiple measurement events, i.e.,
the Dirichlet-to-Neumann map data. On the other hand, our GCM uses the data correspond-
ing to a single incident plane wave.
The paper is organized as follows. In section 2, we state the forward and inverse problems.
Section 3 is devoted to a short description of the globally convergent method. We describe
in section 4 the data collection and the steps of data preprocessing. Section 5 contains a
description of the numerical implementation of the method and a summary of reconstruction
results. Summary of results can be found in section 6.
2 The forward and inverse problems
In this section we formulate the forward and inverse problems for scattering of electromagnetic
waves by a penetrable inhomogeneous medium in R3 in a certain range of the frequency
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ω. Below x = (x, y, z) ∈ R3. We assume that the scattering medium, which occupies a
bounded domain D ⊂ R3, is isotropic, non-magnetic and that it is characterized by the
spatially distributed dielectric constant εr(x), which is also called the relative permittivity.
Our forward problem consists in finding the function u (x, k) from the following conditions:
∆u+ k2εr(x)u = 0, x ∈ R3, (1)
u = eikz + usc, (2)
lim
r→∞ r
(
∂usc
∂r
− ikusc
)
= 0, r = |x|. (3)
Here k = ω/c is the wavenumber with the speed of light c. Here u (x, k) is one of components
of the electric field. The total wave field u is the sum of the scattered field usc and the
incident field uinc = e
ikz, propagating along the z-direction towards the scattering medium.
We note that the scattered field usc satisfies the Sommerfeld radiation condition (3), which
guarantees that it is an outgoing wave.
Remark 1 To justify the description of the propagation of electromagnetic waves by a the
single Helmholtz equation (1) rather than by the full Maxwell’s equation, we refer for instance
to [6, Chapter 13]. It is shown there that if the function εr(x) varies slowly enough on
the scales of the wavelength, then the scattering problem for the Maxwell’s equations can be
approximated by the scattering problem for the Helmholtz equation for a certain component of
the electric field. An additional justification comes out of the accuracy of our reconstruction
results for our experimental data, see Table 2 in section 4.
We assume that the function εr(x) is frequency-independent, real-valued, εr ∈ C1(R3)
and that there exists a positive constant ε > 1 such that
1 ≤ εr(x) ≤ ε, εr(x) = 1 for all x ∈ R3 \D. (4)
The latter condition in (4) means that the medium outside of D is homogeneous. It is well-
known that the forward problem (1)–(3) of finding the total field u, given uinc and εr, is
uniquely solvable for u ∈ C2(R3), see [12, Chapter 8]. Our assumption of the frequency
independence of εr is justified by the fact that in our inverse algorithm of [19] we actually
work on a small interval of wavenumbers k. Our direct experimental measurements of the
dielectric constants of targets have shown that they vary slowly with respect to k on small
k−intervals.
We now formulate our inverse problem which is the main subject of the paper. To this
end let us define Ω ⊂ R3 as a convex bounded domain with its regular boundary ∂Ω such
that D ⊂ Ω, ∂D ∩ ∂Ω = ∅. Let k and k be positive constants such that k < k. Let Γ ⊂ ∂Ω
be the part of the boundary ∂Ω which corresponds to the backscatter side of Ω. We consider
the following inverse problem or also the coefficient inverse problem:
Coefficient Inverse Problem. Assume that we are given a multi-frequency backscatter
data g(x, k) defined by
g(x, k) := u(x, k), for x ∈ Γ, k ∈ [k, k], (5)
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where u(x, k) is the total field in the forward problem (1)–(3). Determine the relative per-
mittivity εr(x) for x ∈ Ω.
Remark 2 The mathematical justification of the globally convergent method [19] has been
done only for measurements on the entire boundary ∂Ω. Thus, in our theoretical derivation
we assume that the function g(x, k) is given on ∂Ω. In our numerical implementation we
would need to complement the backscatter data on the rest of the boundary ∂Ω. We show how
this is done in section 5.2.
Since we consider only a single direction of the incident plane wave uinc(x, k), then this
is an inverse problem with single measurement data. Given such data, we emphasize that in
our coefficient inverse problem we aim to reconstruct the coefficient εr(x) using a numerical
algorithm. The question whether εr(x) can be uniquely determined from the data is outside
of the scope of this paper. This is also one of the fundamental theoretical questions in the
field of inverse problems.
The first uniqueness result for multidimensional coefficient inverse problems with single
measurement data was established in [7], where the authors introduced a method based on
Carleman estimates. This method has been extensively studied by a number of authors for
uniqueness theorems in inverse problems with a finite number of measurements. We refer
to [4, 34] and references therein for surveys of this method and uniqueness results. However,
the technique of [7] works only if a non-vanishing function f(x) stands in the right hand side
of (1). Hence, we always assume below that uniqueness result holds true.
We end up this section with the Lippmann-Schwinger equation formulation for the forward
problem (1)–(3). Let the wavenumber k be fixed in (1)–(3). The Green’s function in free
space for the forward problem is given by
Φk(x,y) =
exp (ik|x− y|)
4pi|x− y| , x 6= y.
It is well-known that, see [12, Chapter 8], the forward problem (1)–(3) is equivalent to the
Lippmann-Schwinger equation
u(x) = eikz + k2
∫
Ω
Φk(x,y)(εr(y)− 1)u(y)dy, x ∈ R3. (6)
We observe from (6) that if we know the function u(x) in Ω, then we can just extend it to
x ∈ R3 \ Ω by the integration in (6). Hence, to solve (6), it is sufficient to find the function
u(x) only for points x ∈ Ω. This integral equation plays an important role for the convergence
analysis of [19] as well as for the numerical algorithm of the globally convergent method, see
section 3.3.
3 The globally convergent numerical method
We describe in this section the globally convergent method together with its numerical algo-
rithm. We essentially rely on the paper [19] where a theoretical study for this version of the
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method has been carried out for measurement data on the entire boundary ∂Ω. Therefore,
even though we are given only experimental backscatter data, we will assume that we have
the complete data on ∂Ω for our description of the method.
3.1 Integro-differential equation formulation
The first crucial step for the construction of the GCM is to formulate the coefficient inverse
problem as a nonlinear integro-differential equation. This is different from locally convergent
methods with iterative optimization processes which typically rely on least-squares formula-
tion. We describe in this section how to derive this integro-differential equation using the
structure of the forward problem and a change of variables. To follow the theory of [19], we
assume below that numbers k, k, which are given in (5), are sufficiently large and k ∈ [k, k].
It was shown in [19] that u(x, k) 6= 0 for x ∈ Ω as long as k is sufficiently large.
It has been shown in [19] that there exists a function v(x, k) ∈ C2(Ω) such that u(x, k) =
ev(x,k). Substitution of u(x, k) = ev(x,k) in the Helmholtz equation (1) and a simple calculation
give
∆v +∇v · ∇v = −k2εr(x). (7)
From now on, for the sake of presentation, we write a · a as a2 for a complex-valued vector
a ∈ C3. We eliminate εr(x) from (7) by the differentiation of both sides of this equation with
respect k, which is similar to the first step of the method of [7]. We obtain
∆∂kv + 2∇∂kv · ∇v = 2∆v + 2(∇v)
2
k
. (8)
It is seen that if we can somehow find v from the latter equation, then εr can be computed
via (7). We observe in (8) that ∂kv and v are related as
v(x, k) = −
∫ k
k
∂kv(x, s)ds+ v(x, k).
Defining
q(x, k) := ∂kv(x, k), V (x) := v(x, k), (9)
and substituting in (8), we obtain a nonlinear integro-differential equation for q
k
2
∆q(x, k) + k∇q(x, k) ·
(
−
∫ k
k
∇q(x, s)ds+∇V (x)
)
= −
∫ k
k
∆q(x, s)ds+ ∆V (x) +
(
−
∫ k
k
∇q(x, s)ds+∇V (x)
)2
. (10)
Now we complete the integro-differential equation formulation for our coefficient inverse
problem by exploiting the data g(x, k) = u(x, k) given on the boundary ∂Ω. Recall that
u(x, k) = ev(x,k), which deduces ∂kv(x, k) = ∂ku(x, k)/u(x, k). We hence have a Dirichlet
boundary condition for q(x, k) on ∂Ω as
q(x, k) = ψ(x, k) on ∂Ω, (11)
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where ψ(x, k) := ∂kg(x, k)/g(x, k) on ∂Ω.
We have obtained a nonlinear integro-differential equation (10) for the function q(x, k)
with the Dirichlet boundary condition (11). We call V (x) the tail function. Both functions
q and V in (10) are unknown. To solve our inverse problem, both these functions need to be
approximated. This is done by an iterative process, where we start the iterations from an
initial approximation V0(x) for the tail function V (x). We will describe later in section 3.4 how
to find V0(x), which is a crucial step in our method. Given V0, we find q(x, k) by solving (10)
and then compute εr(x) using (7). This ends the first iteration. The next iterations follow a
similar procedure but they use an updated tail function V instead of its initial approximation
V0. Here we observe that we need ∇V and ∆V instead of V in our computation. The gradient
of the updated tail is computed by ∇V (x) = ∇u(x, k)/u(x, k), where u(x, k) is obtained
by solving the Lippman-Schwinger equation (6) in Ω with εr obtained from the previous
iteration. Recall that ∆V = div(∇V ). This is an analog of the well known predictor-corrector
procedure, where updates for V are predictors and updates for q and εr are correctors.
3.2 Discretization with respect to the wavenumber
To find q and V from (10)–(11) using an iterative process, we consider a discretization of (10)–
(11) with respect to the wavenumber k. We divide the interval [k, k] into N subintervals with
the uniform step size h = kn−1 − kn as follows
k = kN < kN−1 < ... < k1 < k0 = k. (12)
We approximate the function q(x, k) as a piecewise constant function with respect to k ∈
[k, k]. More precisely, we assume that
q(x, k) = qn(x), for k ∈ [kn, kn−1) . (13)
For k ∈ [kn, kn−1), the latter approximation implies that∫ k
k
q(x, s)ds = (kn−1 − k)qn(x) + h
n−1∑
j=0
qj(x), (14)
where q0(x) = 0. Using (13) and (14) we rewrite problem (10)–(11) for k ∈ [kn, kn−1) as
(kn−1 − k/2)∆qn − Fn · ∇qn − kn−1(kn−1 − k)(∇qn)2 = Gn in Ω (15)
qn = ψn on ∂Ω,
where
Fn = (k + 2(kn−1 − k))(h
n−1∑
j=0
∇qj +∇Vn−1),
Gn = (h
n−1∑
j=0
∇qj)2 − h
n−1∑
j=0
∆qj − 2h∇Vn−1 ·
n−1∑
j=0
∇qj + ∆Vn−1 + (∇Vn−1)2.
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We indicate here the dependence of the tail function V := Vn on n since we approximate
V iteratively as outlined in the end of section 3.1. Now assuming that the step size h is
sufficiently small and that hk  1, we ignore those terms in (15), whose absolute values are
O(h) as h → 0. We note that these small terms include the nonlinear term kn−1(kn−1 −
k)(∇qn)2 for qn.
Even though the left hand side of equation (15) depends on k, it changes very little with
respect to k ∈ [kn, kn−1) since the interval [kn, kn−1) is small. Hence, we eliminate this
k−dependence by integrating both sides of (15) with respect to k ∈ (kn, kn−1) and then
dividing both sides of the resulting equation by h. We obtain the Dirichlet boundary value
problem
∆qn − F˜n · ∇qn = G˜n/kn−1 in Ω (16)
qn = ψn on ∂Ω, (17)
where
F˜n = (kn/kn−1 + 1)(h
n−1∑
j=0
∇qj +∇Vn−1),
G˜n = −2h
n−1∑
j=0
∆qj − 4h∇Vn−1 ·
n−1∑
j=0
∇qj + 2∆Vn−1 + 2(∇Vn−1)2.
We refer to the paper [19] for more details of the derivation of the Dirichlet boundary value
problem (16)–(17) as well as its solvability. Now we are ready to summarize the globally
convergent method as a computational algorithm in the next section.
3.3 The algorithm
In the algorithm below we use n for the outer iterations and i for the inner iterations, where
the latter play a role in updating the tails.
Algorithm 1 Globally convergent algorithm
1: Given ∇V0, set q0 := 0
2: for n = 1, 2, . . . , N do
3: Set qn,0 := qn−1 and ∇Vn,0 := ∇Vn−1
4: for i = 1, 2, . . . , IN do
5: Find qn,i by solving the boundary value problem (16)–(17)
6: Update ∇vn,i := −(h∇qn,i + h
∑n−1
j=0 ∇qj) +∇Vn,i−1 in Ω
7: Update εrn,i via (7)
8: Find un,i(x, k) by solving LS equation (6) in Ω with εr := εrn,i
9: Update ∇Vn,i(x) := ∇un,i(x, k)/un,i(x, k)
10: end for
11: Update qn := qn,IN , εrn := εrn,IN and ∇Vn := ∇Vn,IN
12: end for
13: Choose εr by the-criterion-of-choice
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Remark 3 (i) The criterion for choosing the final result for εr and the stopping rules with
respect to n and i in the iterations are addressed in section 5.3 of the numerical implemen-
tation. We also refer to [4, 31] for stopping criteria developed for the numerical verification
for globally convergent methods. Recall that the number of iterations is often considered as a
regularization parameter in the theory of ill-posed problems, see for instance [4].
(ii) We refer to section 5.1 for some details about the truncation and smoothing that is
used when updating εrn,i via (7).
It can be seen from the algorithm that its main computational part of the algorithm is to
solve at each iteration the Dirichlet boundary value problem (16)–(17) and the Lippmann-
Schwinger equation (6). Recall that the well-posedness of these two problems have been
established, see [19] for the boundary value problem and [12] for Lipmann-Schwinger equation.
Some details about solving these two problems can be found in the section 5.1 of the numerical
implementation.
3.4 The initial approximation V0(x) for the tail function
The initial approximation V0 of the tail function plays an important role in both numerical
implementation and the convergence analysis. We refer to [19] for more details on how
the convergence of the algorithm depends on the initial tail function. Using an asymptotic
expansion with respect to k for the solution u(x, k) to the forward problem (1)–(3), it has
been shown in [19] that there exists a function p(x) ∈ C2(Ω) such that
log u(x, k) = ik p(x)(1 +O(1/k)), as k →∞. (18)
Since k is sufficiently large, then dropping the term O(1/k) in (18) for k ≥ k, we obtain
v(x, k) = log u(x, k) = ikp(x) for k ≥ k. Hence, we approximate the initial tail function as
V (x) = ikp(x). (19)
Since by (9) q(x, k) = ∂kv(x, k), then q(x, k) = ip(x). Substituting these approximations
in (10) and (11) at k = k, we obtain that the function p(x) is the solution of the following
Dirichlet boundary value problem for the Laplace equation
∆p(x) = 0 in Ω, (20)
p(x) = iψ(x, k) on ∂Ω. (21)
We refer to [19] for more details on the derivation of the latter boundary value problem as
well as a discussion on its unique solvability.
Therefore, for the initial approximation V0 of the tail function V we take
V0(x) = ik p(x) (22)
where p(x) is computed by solving problem (20)–(21). It has been proved in [19] that the
accuracy of this initial approximation depends only on the error in the boundary data
‖V0(x)− V (x)‖C2,α(Ω) ≤ Ck‖ψ(x, k)− ψexact(x, k)‖C2,α(∂Ω),
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where C = C(Ω) is a positive constant depending only on the domain Ω and C2,α(Ω) is the
Ho¨lder space. This means that the error in the first tail function depends only on the error in
the boundary data. Therefore, we obtain a good approximation for the tail function already
on the zero iteration of our algorithm. However, our numerical experience tells us that we
need to do more iterations. The approximation (19) and, as a result, the assumption (22)
form our reasonable approximate mathematical assumption mentioned in Introduction. We
note that (19) and (22) are used only on the zero iteration of our algorithm and are not used
for other tail functions, which are obtained in the iterative process of our algorithm.
With the choice (22) of V0, it was proved in [19] that the algorithm proposed in section 3.3
converges in the sense that it provides a good approximation for the coefficient εr(x). The
accuracy of this approximation depends only on the noise in the backscatter data, discretiza-
tion step size h and the domain Ω. We note that no a priori information about a small
neighborhood of the unknown coefficient is used here. Therefore we say that our algorithm
is globally convergent within the approximation framework (19).
4 Experimental data and preprocessing
We describe in this section the experimental setup, how the data were collected, and an
important part of this paper: the data preprocessing procedure.
4.1 Data collection
(a) A photograph of our experimen-
tal setup
x
y
Measurement plane
Target
Horn antenna
z
(b) The schematic diagram of our setup
Figure 1: The experimental setup.
The measurement data has been collected in a regular room, see Figure 1. As mentioned
in Introduction, keeping in mind our desired applications, we did not want to arrange a
special anechoic chamber. On the measurement plane, which is a 1 m by 1 m area, we define
that the x-axis and the y-axis are the horizontal and the vertical axis, respectively, while the
z-axis is perpendicular to the measurement plane. The direction from the target, whose front
face is positioned at z = 0, to the measurement plane is the negative direction of the z-axis.
The source and receiver in the experiments are both from the same device, a 2 port Rohde
& Schwarz vector network analyzer (VNA), connected by 2-meter Megaphase RF Killer Bee
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test cables. The broadband horn antenna and the collecting probe are both connected to
the VNA. The antenna is positioned at a distance of about 75 cm from the target and 18
cm from the “wooden wall” of Figure 1(a), where the probe (i.e. detector) is located. For
some technical reasons it was impossible to place the antenna behind that “wooden wall”.
The VNA sends single frequency signals at frequencies ranging from 1 GHz to 10 GHz via
the horn antenna. Actually by design the signal is also emitted from the probe at the same
time. This probe technically collects both emitted and reflected signals, more precisely their
scattering parameters (S-parameters). However, in our setup, the reflection in the signal to
each device is calibrated when the detector is at the central position (x = y = 0), that is, the
internal reflections are removed at the position where the signal is strongest. Nevertheless,
the internal reflections are not calibrated at other locations of the detector, where the signals
are supposed to be weak. Therefore, the measured data are supposed to be as close to just
the wave scattered by the unknown target as possible. Still, the latter approximation is only
accurate at the central position, where the calibration of the internal reflections was done.
For the range of frequencies from 1 GHz to 10 GHz we collect the scattered wave at 300
frequency points uniformly distributed over that range.
To obtain the backscatter data on the measurement plane for a single incident wave,
the experiment is repeated for different positions of the probe on the measurement plane,
which is the above mentioned wooden wall. More precisely, the probe is uniformly moved
over the scanning area with the step size 2 cm, that means a total of 2550 data points. We
scale to dimensionless variables by considering x = x/(10 cm) for the convenience in our
numerical implementation. Therefore, from now on when we see, for example 0.75 of length,
this means 7.5 cm. Let E = (Ex, Ey, Ez) be the electric field. The component Ey, which is
the voltage, was incident upon the medium and the backscatter signal of the same component
was measured. Therefore, we denote u(x, k) := Ey(x, k), where the function u(x, k) is the
above discussed solution of the problem (1)–(3). As it is stated in section 4.2.2, our central
frequency is 3.1 GHz which corresponds to the wavelength λ = 9.67 cm. This means that
the source/target distance was 7.75 λ. Since this distance is sufficiently large in terms of λ,
we have treated the incident wave as a plane wave Ey,inc = e
ikz.
4.2 Data preprocessing
Due to a significant amount of noise involved in the measured data, there is a considerable
mismatch between these data and the computationally simulated data, see Figure 2. Here
are the main indicators for the significant noise in the measured data.
a. The emitted signal propagates not only towards the target but also backwards to the
measurement plane.
b. The measured signals are not only from the targets but also from other objects located
in the room. In addition, there were some metallic parts of our device placed behind
the measurement plane. So, the signals are scattered by these parts and come back to
the detectors. Furthermore, these signals are affected by WiFi signals.
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c. The horn antenna is placed between the measurement plane and the targets to be
imaged, due to technical issues in the experimental setup. Hence, a part of the wave
reflected by these targets arrives back to the antenna. It is then scattered by the
antenna and the latter signal propagates to the probe. This causes some additional
parasitic signals.
d. There is a significant difference in scales of magnitudes of experimental and computa-
tionally simulated data. One of the reasons is that it is not clear how to mathematically
model the power of the emitted source.
e. Due to the instability of the emitted signal, the backscatter signal is unstable.
Therefore, to invert the measured data using the above numerical method, we develop
here a new heuristic data preprocessing procedure. The goal of this procedure is twofold: (1)
We sort of distill the signals reflected by targets of our interest from signals reflected by other
objects and (2) We also make the experimental data look somehow similar to computationally
simulated data. It consists of three main steps:
Step 1. Data propagation. This step “moves” the data closer to the target. As a result, we
obtain good estimates of x, y coordinates of our targets. In addition, this step allows
us to reduce the computational domain Ω.
Step 2. Selection of an interval of frequencies on which the propagated data are stable. Our
observation is that this is a quite narrow interval.
Step 3. Truncation and calibration of propagated data.
Next, the so preprocessed data are used as the input for the algorithm described in
section 3.3.
4.2.1 Data propagation
This is one of the most important steps in data preprocessing. Given the experimental data
on the measurement plane, the data propagation process aims to approximate these data on
a plane which is closer to the unknown target than the measurement plane. This process
firstly reduces the computational domain for our algorithm and secondly makes the scattered
field data to look more focused. In addition, we have observed in our computations that the
data propagation process helps us separate our target signals from the unwanted signals, see
the first paragraph of section 4.2. This important observation leads to suitable truncations
for the data in the last step of the data preprocessing procedure.
The data propagation process is done using a well known method in optics called the
angular spectrum representation, see, e.g., [26, Chapter 2]. We note that this technique has
been successfully exploited in [31] for data preprocessing for the globally convergent method
of [4].
We recall that the negative z-direction is from the target to the measurement plane.
Denote by g(x, k) the experimental data defined on the measurement rectangle Pm = {x :
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Figure 2: The measured data (left) and the simulated data (right) on the measurement plane
(xy-plane) for k = 6.575.
−5 < x < 5,−5 < y < 5, z = b} of the plane {z = b} and by f(x, k) its approximation on
the propagated rectangle Pp = {x : −5 < x < 5,−5 < y < 5, z = a} of the plane {z = a} .
We set both functions g and f to be equal to zero on those parts of corresponding planes
{z = b} and {z = a} which are outside of those rectangles. Abusing notations a little bit, we
call below sets Pm and Pp “measurement plane” and “propagated plane” respectively. We
have b < a < 0 since Pp is closer to the target than Pm. Using the method of the angular
spectrum representation, we obtain
f(x, y, a, k) =
1
2pi
∫∫
k2x+k
2
y<k
2
gˆ(kx, ky, k)e
−i[kxx+kyy−kz(a−b)]dkxdky, (23)
where
gˆ(kx, ky, k) =
1
2pi
∫∫
R2
g(x, y, b, k)ei(kxx+kyy)dxdy
and kz = (k
2 − k2x − k2y)1/2. The idea of the method is that we consider the Helmholtz
equation satisfied by the total wave outside the scattering medium (εr(x) = 1). Then the
Fourier transform with respect to x and y of the total field satisfies an ordinary differential
equation in the z-direction. Together with the radiation condition and the boundary condition
on the measurement plane Pm one can solve the 1D problem and obtain the formula (23).
We refer to [26, 31] for more details on the angular spectrum representation. In Figure 3(b)
we present the absolute value of the experimental data on the propagated plane
Pp = {x : −5 < x < 5,−5 < y < 5, z = −0.75}, (24)
computed by the formula (23) for the wavenumber k = 6.575. Comparing Figure 3(a) and
Figure 3(b), we can easily see that the focusing of the scattered field is considerably improved
after data propagation. From now on it is important to note that we will be only interested
in the propagated data instead of the measured one.
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Figure 3: We respectively display in (a) and (b) the absolute value of the measured and
propagated data for k = 6.575.
4.2.2 Choosing a stable frequency interval
By manually plotting the absolute value of the propagated data for all 300 frequencies from
1 GHz to 10 GHz, we observed that the variation of the focusing (as in Figure 5(b)) of
the scattered field with respect to the frequency is continuous only on a small interval of
frequencies centered at around 3.1 GHz. We call this interval a stable frequency interval,
which is essential for the input data for our numerical method. Equivalently, in the numerical
implementation this stable frequency interval determines the corresponding small interval
[k, k] for the wavenumbers that is used in our theoretical setting. We remark that this
phenomenon does not exist for the computationally simulated data since the propagated field
focusing varies smoothly on any interval of frequencies. The latter is one of the significant
discrepancies between the simulated data and the measured data. The stable frequency
interval can also be roughly estimated in Figure 4, where we plot the absolute value of the
propagated data, which is written as a matrix of 300×2550. The stable interval of frequencies
from Figure 4 is [2.98, 3.19] GHz, which implies that [k, k] = [6.25, 6.70]. We observed that the
lower and upper bounds of such intervals differ only very slightly for the data from different
targets considered in this paper.
From now on, by using [k, k] we understand that this wavenumber interval corresponds
to a small interval of frequencies around 3.1 GHz, which is determined from the procedure
in this section.
4.2.3 Truncation and calibration of propagated data
We know from section 4.2.2 that the focusing of the propagated data changes continuously
on [k, k]. However, the behavior of the absolute value of the propagated data on this interval
of wavenumbers is still not close enough to those in simulations. Indeed, we observed that
after data propagation the magnitude of the simulated data has a clear peak at the xy-
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Figure 4: The absolute value of the experimental data after propagation for all frequencies
ranging from 1 GHz to 10 GHz.
location of the target for all frequencies, see Figure 5(b). For the propagated data, although
its magnitude always attains the global maximum at the xy-location of the target for all
k ∈ [k, k], it does not really have a clear peak as in simulations due to local maxima at other
regions of the propagated plane, see Figure 3(b). However, those latter local maxima are
not located at the same locations for different frequencies. On the other hand the global
maximum is located at the same place for all k ∈ [k, k]. From this important observation we
guess that the xy-location of the target should be actually in some small neighborhood of the
point where the propagated data attains its global maximum.
To make the propagated data look more similar to those in simulations we truncate those
by taking the points for which its magnitude is greater than or equal to 80% of its maximum
value, and setting the rest to be zero. In other words, for each k ∈ [k, k] we replace the
function f(x, y, a, k) with the function f˜(x, y, a, k) where
f˜(x, y, a, k) =
{
f(x, y, a, k), if |f(x, y, a, k)| ≥ 0.8 maxx,y |f(x, y, a, k)|,
0, otherwise.
(25)
After that we smooth the function f˜(x, y, a, k) by a Gaussian filter and obtain the function
f˜smth(x, y, a, k). More precisely, we use the smoothing function smooth3 in Matlab with
the Gaussian option. This is done for all values of k ∈ [k, k]. We display in Figure 5 the
propagated data after this procedure for k = 6.575. It can be seen that the behavior of the
absolute value of these processed data looks more similar to that of simulated data. The
results are similar for other wavenumbers k in [k, k].
We are now at the last step of data preprocessing called data calibration. This process is to
scale the amplitude of the measured data to the same scaling as in our simulations, since the
experimental data and simulated data usually have quite different amplitudes. For example,
in Figure 5, we can see that the maximal value of the absolute value of measured data is about
0.0065, while this value is about 0.4 for the simulated data. To do the scaling, we need the
so-called calibration factor. For estimating the calibration factor, we use the measured data
of a single calibrating object whose location, shape, size, and dielectric constant are known.
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The word “single” is important here to ensure that the calibration procedure is unbiased,
which means that we are supposed to know such information for only the calibrating object.
For k ∈ [k, k], where k and k are chosen from the process of choosing a stable frequency
interval of section 4.2.2, let U simcal.obj(x, k) and U
exp
cal.obj(x, k) be the propagated data of the
simulated and measured scattered field for the calibrating object, respectively. We define our
calibration factor as
A(k) =
max |U simcal.obj(x, k)|
max |U expcal.obj(x, k)|
.
It can be seen that the amplitude of A(k)U expcal.obj(x, k) has the same scale to that of the
simulated data. We use the calibration factor A(k) for measured data of all other objects.
More precisely, given the propagated and truncated scattered field data f˜smth(x, y, a, k) ob-
tained from (25), we consider A(k)f˜smth(x, y, a, k) + e
ikz as the input for our algorithm in
section 3.3. We emphasize that this calibration factor is computed using the geometrical and
physical information of only a single object: the calibrating object.
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Figure 5: The absolute value of the propagated data after truncation and the propagated
data in simulation for k = 6.575.
5 Numerical implementation and reconstruction results
We describe in this section some details of the numerical implementation and present the
reconstruction results for our experimental data using the globally convergent algorithm. We
have collected experimental data for five objects. So, we test here these five data sets. Each
data set corresponds to a single scattering object, numbered from 1 to 5, see Table 1. Object
1 (a piece of yellow pine) is chosen as our calibrating object.
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Table 1: Scattering objects
Object ID Name of the object
1 A piece of yellow pine
2 A piece of wet wood
3 A geode
4 A tennis ball
5 A baseball
5.1 Some computational details
In our numerical implementation the front face of the target is positioned at {z = 0}. We
consider the domain Ω as
Ω = (−2.5, 2.5)× (−2.5, 2.5)× (−0.75, 4.25).
Here we propagate all the measured data to the rectangle Pp located on the plane {z = −0.75}
and search for the unknown targets in the range (−0.75, 1) of the z-direction. This search
range is motivated by both: similar ranges that have been used in [30, 31] and our desired
applications for detection of hidden explosives. Indeed, z ∈ (−0.75, 1) means that the linear
size of the target in the z-direction does not exceed 17.5 cm. It is well-known that typical
linear size of antipersonnel mines and IEDs are between 5 cm and 15 cm. We note that the
larger range (−0.75, 4.25) is considered for the goal of completing the backscatter data in the
next section. Also in the xy-plane we restrict ourselves to the smaller area (−2.5, 2.5)2 than
the original measurement one (−5, 5)2. The main reason comes from the observation that the
truncated data is zero outside of the area (−2.5, 2.5)2, see Figure 5, and does not contribute
to the reconstruction process. This restriction helps us reduce our computational domain.
To solve the Lippmann-Schwinger integral equation (6), we use a spectral method de-
veloped in [21, 32]. This method exploits a periodization technique of the integral equation
introduced by G. Vainikko, which enables the use of the fast Fourier transform and a simple
numerical implementation. We use this method to find the solution in a box containing the
support of the function εr − 1. The solution in the complement of the box in Ω is then
computed by the integration in (6). We solve the boundary value problem (16)–(17) by a
finite element method. More precisely, we use FreeFem++ [15], a standard software designed
with a focus on solving partial differential equations using finite element methods. We refer
to www.freefem.org for more information about FreeFem++.
We observed from data preprocessing that the location of a target in the xy-plane can be
roughly estimated from the propagated data. Indeed, we define ΩT as
ΩT =
{
(x, y) : |f˜smth(x, y,−0.75, k˜)| > 0.7 max |f˜smth(x, y,−0.75, k˜)|
}
⊂ Pp,
where f˜smth(x, y,−0.75, k˜) is the propagated data after the truncation procedure in sec-
tion 4.2.3 and k˜ is the wavenumber corresponding to the frequency 3.1 GHz. Note that
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for each target |f˜smth(x, y,−0.75, k)| has a positive peak whose location is the same for all
k ∈ [k, k], see Figure 5. The truncation value 0.7 was chosen based on trial-and-error tests on
simulated and calibrating targets. We observed that ΩT provides a reasonable approximation
for the xy-location of a target. The same truncation was applied to all targets. Hence, it
is not biased. Using ΩT and the assumption that we seek for the target in (−0.75, 1) of the
z-direction, the coefficient εrn,i is truncated as follows
εrn,i(x) :=
{
max (|εrn,i(x)|, 1) , x ∈ ΩT × (−0.75, 1),
1, elsewhere.
After that it is smoothed by smooth3 in Matlab with the Gaussian option as in data trun-
cation. The so obtained εrn,i is then used for solving the Lippmann-Schwinger equation in
Algorithm 1.
Another important detail we would like to mention is a modification for approximat-
ing the data ψ(x, k) = ∂kg(x, k)/g(x, k) on Γ = {x ∈ ∂Ω : z = −0.75}, where g(x, k) =
A(k)f˜smth(x, y,−0.75, k) + e−0.75ik. First we calculated ∂kg(x, k) using finite difference. The
function g(x, k) is supposed to be as close to the total field as possible and ψ(x, k) should be
smooth with respect to k. However, the variation of ψ(x, k) with respect to k in the small
interval [k, k] is actually not small, since the behavior of g(x, k) with respect to k is not sim-
ilar to that of the corresponding total field in simulations. The latter is one of discrepancies
between simulated and propagated experimental data. We observe from simulations that, for
each k ∈ [k, k], the absolute value of the function ψ(x, k) = ∂kg(x, k)/g(x, k) on the propa-
gated plane typically has a global minimum at the xy-location of the scatterer. Motivated
by this observation, we approximate ψ(x, k) by ψ˜(x, k) = ∂kg(x, k)/g(x, k
∗), where for each
k we choose such a value k∗ ∈ [k, k] for which |ψ˜(x, k)| has a global minimum. However, we
also observed that the choice of k∗ is independent of k. By doing so, we see that the variation
of ψ˜(x, k) in k becomes small enough, when compared with those in simulations to be used
in the algorithm.
5.2 Completing the backscatter data
We recall that only the backscatter signals were measured in our experiments. This means
that after the above data preprocessing procedure, the function g(x, k) was known only on
the side Γ = {x ∈ ∂Ω : z = −0.75} of the domain Ω. As in [19, 30], we replace the missing
data on the other parts of Ω by the corresponding solution of the forward problem in the
homogeneous medium, where εr(x) = 1. In other words, in our computation, the function
g(x, k) is extended on the entire boundary ∂Ω as
g(x, k) :=
{
g(x, k), x ∈ Γ,
eikz, x ∈ ∂Ω \ Γ. (26)
We remark that data completion methods are widely used for inverse problems with in-
complete data. The data completion (26) is a heuristic technique relying on the successful
experiences of our group when working with globally convergent methods for experimental
data, see [5, 30]. Other data completion methods may also be applied.
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5.3 The stopping criteria and choosing the final result
Now we introduce the rules for stopping the iterations and choosing the final result for our
Algorithm 1 relying on the content of the convergence theorem of [19] and trial-and-error
testing for simulated data. Indeed, the global convergence theorem 7.1 of [19] only claims
that functions εrn,i are located in a sufficiently small neighborhood of the true solution if the
number of iterations is not too large. But this theorem does not claim that these functions
tend to the exact solution, also see theorem 2.9.4 in [4] and theorem 5.1 in [5]. This implies
that the stopping criteria should be chosen computationally.
We have two stopping criteria: one for the inner iterations and the second one for the
outer iterations. Before stating those criteria precisely we need some definitions. Denote by
en,i the relative error between the two computed coefficients corresponding to two consecutive
inner iterations of the n-th outer iteration. That means
en,i =
‖εrn,i − εrn,i−1‖L2(Ω)
‖εrn,i−1‖L2(Ω)
, for i = 2, 3, . . .
Consider the n-th and (n + 1)-th outer iterations which contain I1 and I2 inner iterations,
respectively. We define the sequence of relative errors associated to these two outer iterations
as
en,2, . . . , en,I1 , e˜n+1,1, en+1,2, . . . , en+1,I2 , (27)
where
e˜n+1,1 =
‖εrn+1,1 − εrn,I1‖L2(Ω)
‖εrn,I1‖L2(Ω)
.
The inner iterations with respect to i of the n-th outer iteration in the algorithm 1 are
stopped when either en,2 < 10
−6 or i = 3. Note that this rule is similar to the one used for
“Test 2” in [30], where the maximal number of inner iterations is set up to be 5. During our
numerical experiments we observed that the reconstruction results are essentially the same
when we use either 3 or 5 for the maximal number of inner iterations.
Concerning the outer iterations with respect to n in Algorithm 1, it can be seen from the
stopping rule for the inner iterations that each outer iteration consists of at least 2 and at
most 3 inner iterations. Equivalently, the error sequence (27) has at least 3 and at most 5
elements. We stop the outer iterations if there are two consecutive outer iterations for which
their error sequence (27) has three consecutive elements less than or equal to 5 × 10−4. We
emphasize again that we have no rigorous justification for these stopping rules; they rely on
the content of the convergence theorem [19] and trial-and-error testing for simulated data.
We choose the final result for εr(x) by taking the average of its approximations εrn,i(x)
corresponding to the relative errors in (27) that meet the stopping criterion for outer itera-
tions. The computed dielectric constant is determined as the maximal value of the computed
εr(x). We have observed in our numerical studies that we need no more than five outer
iterations to obtain the final result.
20
5.4 Reconstruction results
We present in Table 2 the reconstruction results for the dielectric constant of the scattering
objects under consideration. The second column of the table represents the dielectric con-
stants at 3 GHz of the scattering objects, independently measured by physicists from the
Department of Physics and Optical Science at the University of North Carolina Charlotte
(M. A. Fiddy and S. Kitchin). The percent number in the brackets is the error in the mea-
surement given by the standard deviation. The measured relative permittivity of object 5 (a
baseball) was not available due to some technical issues.
Our reconstruction results and their relative errors compared with measured dielectric
constants are in the last two columns of the table. One can observe a good accuracy for
our reconstructions: only a few percent. The dielectric constant of object 2 (wet wood) is
relatively high which leads to the worst error case in computations, as anticipated. We have
obtained best errors in objects 1 and 3. Note that object 1 is the calibrating object. We also
observe that the computational error in object 4 is 2.5 times less than its measurement error.
The computational error does not exceed a few percent in all four cases, just as in [4,30,31].
Table 2: Measured and computed dielectric constant of the targets
Obj. ID Measured εr (std. dev.) Computed εr Relative error
1 5.30 (1.6%) 5.44 2.6%
2 8.48 (4.9%) 7.60 10.3%
3 5.44 (1.1%) 5.55 2.0%
4 3.80 (13.0%) 4.00 5.2%
5 not available 4.76 n/a
We display in Figures 6 and 7 the 3D-visualizations of exact and reconstructed geometry
of the first four targets using isosurface in Matlab. We do not display the image for object
5, which is similar to that of object 4, since both are spherically shaped. In the isosurface
plotting the isovalue was chosen to be 50% of the maximal value of the computed εr. This
choice is simply based on the calibrating object and is applied to all other objects. From
the figures we can see that locations of the targets are well-reconstructed. It can also be
seen that although the shape reconstruction of targets is in general not very good, the results
for spherical shaped objects 3 and 4 seem to be better than those of rectangular prism ones
(objects 1 and 2), which is reasonable.
6 Summary
We have presented in this paper the performance on a set of experimental data of the recently
developed globally convergent numerical method [19] for a Coefficient Inverse Problems for the
Helmholtz equation. This is a CIP with the backscatter multi-frequency data resulting from
a single direction of the incident plane wave, i.e., this is a CIP with the minimal amount of
measurement. The key advantage of this method over traditional locally convergent inversion
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techniques is that, under a reasonable mathematical assumption in section 3.4, it rigorously
provides a good approximation for the exact coefficient without a priori knowledge of a small
neighborhood of this coefficient.
Our data were intentionally collected under non-ideal conditions: to model the focus of
our applications, which are detection and identification of explosive devices. Thus, our data
are contaminated by a significant amount of noise. Denoising procedures are inapplicable
here since our data have a rich content. Thus, we have developed a new heuristic data pre-
processing procedure. The result of this procedure is used as the input for our algorithm of
section 3.3. This procedure distills signals reflected by targets of our interest from parasitic
signals and also makes the preprocessed data look similarly with the computationally simu-
lated data. In particular, one can see from a comparison of Figures 3(a) and 3(b) that the
data propagation step of this procedure indeed helps us separate the signal reflected by our
targets from those scattered by all other objects in the room.
Table 2 shows that we come up with a good reconstruction accuracy of dielectric constants
of targets with the errors not exceeding a few percent. One can also see from this table that
our method can reconstruct relatively large inclusion/background contrasts, the case that is
well known to be difficult for conventional least-squares approaches. Figures 6 and 7 show
that locations of targets are also reconstructed with a good accuracy. This is achieved even
though the data are highly noisy and we measured only the backscatter data associated with
a single incident field.
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