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V magistrskem delu je opisan primer uporabe dnevniških zapisov sistema za upravljanje 
identitet v povezavi z dnevniškimi zapisi strežnika DHCP in sistema za nadzor pristopa srednje 
velikega slovenskega podjetja, iz katerih je izdelan podatkovni model, na katerem so bile s 
pomočjo metod strojnega učenja napovedane ocene vedenjskega uspeha uporabnikov za 
samoiniciativnost. Značilke podatkovnega modela so bile predstavljene kot število ponovitev 
vzorcev določenih sekvenc dogodkov za posameznega uporabnika povezanih dnevniških 
zapisov v multinomskem podatkovnem zapisu in podatkovnem zapisu TF-IDF. Najbolj 
diskriminatorne vzorce sekvenc glede na oznako razreda smo za skupino vseh analiziranih 
uporabnikov poiskali s pomočjo testa 2  in testa 2  z upoštevanjem Bonferronijevega 
popravka.  
V prvem in drugem poglavju sta predstavljena koncept digitalne identitete in sistemov za 
upravljanje identitet in glavna motivacija za napovedovanje vedenja uporabnikov s pomočjo 
metod strojnega učenja za napovedovanje uspeha uporabnikov sistemov za upravljanje 
identitet. 
V tretjem poglavju so na kratko opisani koncepti strojnega učenja, postopki učenja 
razvrščevalnih modelov, mere za ocenjevanje kakovosti razvrščevalnih modelov in na kratko 
postopki za izdelavo značilk. Opisani so tudi primeri uporabe metod strojnega učenje na 
področju analize dnevniških zapisov za potrebe odkrivanja vdorov v informacijske sisteme in 
primeri uporabe metod strojnega učenja na kadrovskem področju. 
Četrto poglavje opisuje postopek pridobivanja podatkov iz različni virov, njihovo pripravo 
in postopek izdelave podatkovnih modelov ter za to uporabljena orodja. 
V petem poglavju so opisani postopki napovedovanja uspeha uporabnikov z metodami 
strojnega učenje s predstavitvijo rezultatov. 
Delo je zaključeno s sklepom, v katerem so podani vzroki za slabe rezultate razvrščanja 
in predlogi za uporabo metod strojnega učenja za analizo dnevniških zapisov sistemov za 










This master thesis describes an example of applying machine learning methods on data 
model built from the most frequent sequences of events, occurring in log data of identity 
management system, connected with log data of DHCP server and access control system of 
medium sized Slovenian enterprise, with a goal of predicting employees’ performance for 
behavioral competence enthusiasm. Features were represented as a number of occurrences 
of different frequent sequence patterns for each user in multinomial and TF-IDF data format. 
Sequences with most discriminatory power based on class label, were extracted with 
2  test 
and with 
2 test with Bonferroni correction on all data. 
The first and the second chapter present a concept of digital identity, identity 
management systems and main motivations for predicting users’ behavior with machine 
learning methods based on identity management systems. 
The third chapter presents a concepts of machine learning, classification models training, 
feature generation process, and metrics for evaluation of classification models quality. The 
chapter also presents use cases of application of machine learning methods on analysis of log 
data, with a goal of intrusion detection in information systems, and application of machine 
learning methods in the field of human resource management. 
The fourth chapter describes process of data collection, preparation and data model 
building, and describes tools used in the thesis. 
The fifth chapter describes procedures for users’ performance prediction with machine 
learning methods with comments on results. 
The conclusion presents reasons for poor classification results and proposes other 
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KRATICE IN OZNAKE 
SVM metoda podpornih vektorjev (angl. Support Vector Machines) 
JPA javanski vmesnik za upravljanje relacijske podatkov (angl. Java 
Persistence API) 
ORM objektno-relacijska preslikava (angl. Object Relational Mapping)  
JDBC standard za baze podatkov pod Javo (angl. Java Database 
Connectivity)  
PCA analiza glavnih komponent (angl. Principal Component Analysis) 
SVD razgradnja lastnih vrednosti (angl. Singular Value 
Decomposition) 
LDAP internetni protokol za dostop do imenikov na osnovi arhitekture 
odjemalec–strežnik, (angl. Lightweight Directory Access 
Protocol) 
DHCP protokol, ki omogoča dinamično dodeljevanje naslova IP napravi 
v omrežju IP, (angl. Dynamic Host Configuration Protocol) 
IP internetni protokol (angl. Internet Protocol) 
ROC ROC-krivulja (angl. Receiver Operating Characteristic) 
AUC Ploščina pod krivuljo (angl. Area Under Curve) 
GBM Gradientno pospešeni modeli (angl. Gradient Boosted Models) 
CART Klasifikacijska in regresijska odločitvena drevesa (angl. 
Classification and Regression Trees) 
PLR Regularizirana logistična regresija, poimenovana v okolju R 
(angl. Penalized Liogistic Regression) 
GLM  Posplošeni linearni model (angl. Generalized Linear Model) 
k-NN k- najbližjih sosedov (angl. k-Neares Neighbours) 
PCF Funkcija cene verjetnosti (angl. Probability Cost Function) 
TP Pravilno pozitivni (angl. True Positive) 
TN Pravilno negativni (angl. True Negative) 
FP Napačno pozitivni (angl. False Positive) 
FN Napačno negativni (angl. False Negative) 
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TF-IDF Frekvenca besed – inverzna frekvenca dokumentov (angl. Term 
Frequency – Inverse Document Frequency) 
GSP algorithm Algoritem splošnih sekvenčnih vzorcev (angl. Generalized 





Sistemi za upravljanje identitet so sistemi, ki za informacijske storitve, ki za uporabo 
zahtevajo overjanje identitete uporabnika, opravljajo funkcijo overjanja ali avtentikacije in 
avtorizacije. Uporabniki so lahko fizične osebe, osebni računalniki, mobilni telefoni ali druge 
elektronske naprave, ki uporabljajo informacijske storitve. Primer uporabe storitev je lahko 
prijava uporabnika na spletno stran, kjer mora prek forme vnesti svoje poverilnice v obliki 
uporabniškega imena ali gesla. Drugi primer je lahko prijava uporabnikovega odjemalca za 
pošto na osebnem računalniku ali mobilnem telefonu, kjer ima odjemalec predhodno že 
shranjene poverilnice. Ko uporabnik zažene odjemalca, storitev ali vmesnik na drugi strani, 
prek sistema za upravljanje identitet preveri, ali je uporabnik pravi in ali ima zadostne pravice 
za uporabo storitev. Sistemi za upravljanje identitet so že zelo dobro razviti na različnih 
področjih informacijskih sistemov, od telekomunikacij pa do družbenih omrežij, in so lahko 
implementirani v okviru različnih tehnologij, uporabljajo pa različne komunikacijske protokole 
in rešitve [1].  
V poslovnih okoljih, pri čem želimo ta omejiti na srednje in velika podjetja z od 100 do 
5000 in več zaposlenimi, so sistemi za upravljanje identitet organizirani kot centralizirani 
sistemi, kar pomeni, da lahko uporabniki uporabljajo storitve, ki zahtevajo overjanje in 
avtorizacijo z enotno identiteto. S stališča uporabnika omogoča tak način enostavnejšo 
uporabno storitev v okviru podjetja, prav tako je tak način enostavnejši s stališča upravljanja 
pravic uporabnika. Storitve, do katerih dostopajo uporabniki v poslovnim okoljih, so lahko 
različni interni spletni portali, skladišča podatkov, specializirane aplikacije, terminalni dostopi 
in podobno. Za vsak dostop, pri katerem je zahtevano overjanje uporabnika, sistemi za 
upravljanje identitet proizvedejo dnevniški zapis. Dnevniški zapisi se tako hranijo v različnih 
oblikah (odvisno od implementacije sistema za upravljanje identitet) in se v največji meri 
uporabljajo za potrebe odpravljanja napak in varnostnih revizij. 
Ker sistemi za upravljanje identitet v okviru večjih podjetij zajemajo veliko število različnih 
aplikacij in je število uporabnikov relativno visoko, je možno z analizo dnevniških zapisov 
pridobiti podroben vpogled v način, kako se uporabniki ali njihove naprave prijavljajo v različne 
storitve v okviru zaprtega okolja podjetja, s tem pa tudi v določene vedenjske navade 
uporabnikov. Zadnjih 30 let je pri analizi dnevniških zapisov sistemov za upravljanje identitet 
skoraj nepogrešljiva uporaba metod strojnega učenja, statistike, podatkovnega rudarjenja in 
umetne inteligence. V začetku se je analiza dnevniških zapisov z metodami strojnega učenja 
izvajala predvsem za potrebe odkrivanja zlorab sistemov, a se je s časom razširila na različna 
specializirana področja odkrivanja zlorab pri bančnih transakcijah in telefonskih pogovorih, 
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odkrivanja kraje identitet, zaznavanj vdorov v omrežja ter analize uporabniških navad pri 
spletnem brskanju in še mnoga druga področja [2] [3]. Uporaba metod strojnega učenja in 
podatkovnega rudarjenja na področju analize dnevniških zapisov je tako prešla  iz akademskih 
krogov na različna področja v industriji, predvsem na področja, kjer se v okviru delovnih 
procesov predelajo ogromne količine dnevniških zapisov in so lahko podatki uporabljeni za 
najrazličnejše potrebe [4]. Trenutno je to najbolj razvidno na področju analize uporabniške 
aktivnosti pri spletnih velikanih, kot so Google, Facebook, Microsoft, Amazon, Netflix in še pri 
mnogo drugih, kjer delovanje spletnih storitev podjetij temelji na različnih oblikah analize 
vedenja uporabnikov. Zbiranje in analiza podatkov sta trenutno znano pod psevdonimom »Big 
Data«, kjer se podatki zbirajo iz različnih informacijskih sistemov in drugih naprav, z različnih 
področij; medicine, prometa, telekomunikacij, bančnih transakcij, različnih senzorjev z 
namenom obdelave in uporabe obdelanih podatkov za potrebe sprejemanja različnih odločitev. 
Eno od področij, na katerem uporaba metod strojnega učenja in podatkovnega 
rudarjenja še ni razširjenja, je tudi področje upravljanja s človeškimi viri. Eno od podpodročij 
upravljanja s človeškimi viri je tudi ocenjevanje uspešnosti zaposlenih, za katere obstajajo 
različna merila in metode, prirejena za različne panoge in posamezne organizacije. Večino 
poskusov rabe metod podatkovnega rudarjenja na področju ocenjevanja uspeha je doslej bilo 
opravljenih kot poskusov napovedovanja uspeha. Poskusi so bili opravljeni na sintetičnih in 
fiktivnih podatkih ter na podatkih, kjer je ocenjevanje delovne uspešnosti odvisno predvsem 
od točno zastavljenih ciljev, ne pa samo od procesa dela. Na področju ocenjevanja uspeha 
zaposlenih, predvsem za ocenjevanje vedenja zaposlenih, pa še nismo zaznali uporabe metod 
strojnega učenja in podatkovnega rudarjenja. 
Tema magistrskega dela se osredotoča na uporabo metod strojnega učenja za potrebe 
napovedi uspeha zaposlenih, v nadaljevanju uporabnikov, v srednje velikem slovenskem 
podjetju na osnovi analize dnevniških zapisov sistemov za upravljanje identitet. V okviru tega 
bodo pridobljeni dnevniški zapisi sistema za upravljanje identitet, ki bodo združeni z 
dnevniškimi zapisi sistema za nadzor pristopa in dnevniškimi zapisi strežnika DHCP. Iz 
združenih zapisov bo pridobljen ustrezen podatkovni model, ki bo predstavljal določeno obliko 
vedenja uporabnikov. Na podlagi realnih ocen zaposlenih bodo nato z različnimi metodami 
strojnega učenja preizkušene napovedi ocen zaposlenih za kompetenco samoiniciativnost. V 
delu bo izpostavljena možnost postavitve celovitega sistema za nadzor vedenja uporabnikov 
v okviru aktivnosti prisotnih v sistemih za upravljanje identitet. 
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2 DIGITALNA IDENTITETA UPORABNIKA IN SISTEMI ZA 
UPRAVLJANJE IDENTITET 
Digitalna identiteta uporabnika ali na kratko identiteta uporabnika je način predstavitve 
uporabnikov in naprav storitvam v različnih oblikah informacijskih sistemov. Digitalna identiteta 
predstavlja posameznike, naprave, njihove preference in jim omogoča normalno funkcioniranje 
v informacijski družbi. V osnovi digitalna identiteta uporabnika predstavlja skupek atributov, ki 
enoznačno opisujejo uporabnika. Nastopa lahko v različnih oblikah, najpogosteje je to par 
uporabniško ime in geslo, lahko pa tudi v obliki elektronskih naprav, kot na primer kartica SIM, 
in še v mnogih drugih oblikah [5]. Vsaka identiteta je predstavljena kot skupina atributov ali 
identifikatorjev, kot na primer ime, naslov, vloga v organizaciji, lokacija dela in druge lastnosti. 
S povezovanjem atributov posameznih digitalnih identitet pa lahko različne identitete 
posameznika med seboj povezujemo in združujemo, kot je razvidno na Slika 1.  
Uporabnik se z različnimi oblikami digitalne identitete predstavlja sistemom za 
zagotavljanje storitev. Sistemi so lahko različni javni ali zasebni internetni portali, specializirane 
storitve, industrijski informacijski sistemi, administracijski vmesniki naprav ali storitev ipd. S 
povečanjem števila različnih storitev v javnem internetnem omrežju in storitev v zaprtih 
poslovnih okoljih, kjer je potrebno preverjanje uporabnikove identitete, se je povečalo tudi 
število identitet uporabnika, s čimer se je pojavila potreba po enotni identiteti uporabnika. 
Enotna identiteta pomeni, da uporabnik pri uporabi storitve vedno uporablja isto identiteto v 
obliki poverilnic, ki je v osnovi njegovo uporabniško ime, možne pa so tudi druge oblike 
poverilnic, na primer digitalni certifikati, enkratni žetoni v kombinaciji z uporabniškim imenom 
in geslom, biometrične lastnosti človeka, elektronske naprave kot nosilci identitet ali 
kombinacija teh. Storitve, ki se lahko nahajajo znotraj zaprtega okolja organizacije ali ustanove 
in zahtevajo preverjanje uporabnikove identitete, so v večini primerov implementirane tako, da 
njihovi uporabniki uporabljajo enotno identiteto pri njihovi uporabi. V takem primeru storitev 
preveri, ali je uporabnik upravičen do uporabe storitve, tako da prek centralnega sistema za 
upravljanje identitet preveri, ali je uporabnik res oseba, za katero se izkazuje s svojimi 
poverilnicami. V določenih primerih pa lahko sistem za upravljanje identitet hrani tudi podatke 
o pravicah glede uporabe storitve oziroma podatke za avtorizacijo v obliki imen profilov, sama 
implementacija pravil za avtorizacijo pa je v domeni uporabljane storitve. S splošnim razvojem 
interneta so se razvile tudi različne oblike sistemov za upravljanje identitet, protokoli, standardi 





Slika 1: Primer predstavitve digitalne identitete uporabnika, kjer ima uporabnik lahko več digitalnih 
identitet, pri čemer je vsaka identiteta lahko sestavljena iz več različnih atributov. 
2.1 Pregled sistemov za upravljanje identitet 
2.1.1 Delitev sistemov za upravljanje identitet 
Sisteme za upravljanje identitet lahko glede na način uporabe ločimo v tri večje 
podskupine: 
 sisteme silosa,  
 centralizirane sisteme,  
 sisteme z uporabnikovo osrednjo vlogo.  
Najbolj pogosta oblika sistemov za upravljanje identitet v informacijskih sistemih so še 
vedno sistemi silosa, kjer se uporabnikovi podatki za overjanje in avtorizacijo hranijo na enem 
mestu, na primer v podatkovnih bazah, imenikih ali konfiguracijskih datotekah. Za vsako od 
storitev obstaja ločen sistem, kjer se hranijo uporabniški podatki, v okviru storitve pa se 
običajno izvaja proces, ki izvaja storitev overjanja in avtorizacije uporabnika. Uporabnik ima v 
takem primeru za vsako storitev ločeno digitalno identiteto, kar ob velikem številu različnih 
storitev, kjer je zahtevano overjanje, pomeni za uporabnika hranjenje velikega števila 
uporabniških imen in gesel ali drugih poverilnic, zaradi česar pogosto pride do pozabljanja 
gesel, prav tako je tak model zahteven za upravljanje, kadar gre za večje število sistemov, in 
je tako primeren predvsem za okolja z manjšim številom različnih storitev in uporabnikov. 
Druga oblika sistemov za upravljanje identitet sistem silosa nadomesti s centraliziranim 
sistemom za upravljanje identitet, ki združuje informacije o uporabniških identitetah in njihova 
medsebojna razmerja. Centraliziran sistem odpravi redundanco in nekonsistentnost večjega 
števila digitalnih identitet, ki se lahko pojavi v sistemih silosa, in omogoči uporabniku boljšo 
izkušnjo. Tak sistem lahko sestoji iz: 
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 centralnega sistema za hranjenje podatkov o identitetah, kar je primerno za manjša 
podjetja, 
 metaimenika, ki združuje podatke o identitetah iz različnih sistemov za upravljanje 
identitet, kjer so vsi podatki o identitetah za končnega uporabnika dosegljivi na 
enem mestu v metaimeniku, 
 navideznega imenika, ki predstavlja enoten pogled podatkov o identitetah, 
shranjenih v različnih imenikih, dostop do njih pa poteka prek posamične poizvedbe, 
 sistema enotne prijave (SSO), ki uporabniku omogoča, da je njegova prijava pri 
enem ponudniku identitete in storitve veljavna tudi pri drugih ponudnikih storitev, ki 
zaupajo ponudniku identitete. 
Sistemi centraliziranega upravljanja identitet so se uveljavili predvsem v večjih podjetjih 
z velikim številom različnih internih storitev. Sistem centraliziranega upravljanja identitet 
predstavlja šibko točko v primeru izpada, problem pa je tudi zaupanje v primeru, da tak sistem 
uporabljajo zunanji uporabniki in ponudniki storitev. Podoben sistem ponujajo tudi različne 
družabne spletne strani, ki so hkrati tudi ponudniki identitet za druge spletne strani [6]. Druga 
oblika centraliziranega sistema pa predstavlja združen sistem za upravljanje identitet (angl. 
Federated Identity Management), kjer je sistem za upravljanje identitet decentraliziran in 
razdeljen med več ponudnikov identitet, ki jih lahko uporabniki poljubno izberejo. Ponudniki 
identitet med sabo sklenejo tako imenovan krog zaupanja (angl. Circle of Trust), kjer ponudniki 
storitev zaupajo posameznim ponudnikom identitet. Sistem ponuja tudi interoperabilnost na 
nivoju identitet in je kot tak primeren za povezovanje različnih podjetij, ustanov in univerz, kjer 
proces overjanja in avtorizacije uporabnika pri svojem ponudniku identitete velja tudi pri 
ponudnikih storitev izven domene ponudnika identitete. Za sistem združenih identitet so bili 
definirani različni standardi [reference], obstajajo pa tudi številne komercialne rešitve [7]. V 
okviru standardov in njihovih številnih implementacij v različnih programskih jezikih je možna 
predelava silosnih sistemov v način, da storitve uporabljajo centraliziran sistem za upravljanje 
identitete. 
Tretjo obliko sistemov za upravljanje identitet predstavljajo sistemi, kjer ima uporabnik 
osrednjo vlogo pri opravljanju vseh storitev, ki vsebujejo njegovo identiteto. Tak pristop 
imenujemo sistem z uporabnikovo osrednjo vlogo (angl. User Centric), kjer je uporabniku 
omogočen osrednji pregled nad njegovo identiteto, in je kot tak osredotočen predvsem na 
uporabnika, medtem ko ostala dva sistema v osrednjo vlogo postavljata ponudnika storitev 
oziroma operaterja. Uporabnik ima v takem sistemu nadzor nad zasebnostjo, možnost večjega 
nadzora nad uporabo svojih identifikacijskih podatkov, omogočena mu je možnost privolitve 
uporabe identifikacijskih podatkov. V okviru razvoja sistemov za upravljanje identitet z 
uporabnikovo osrednjo vlogo so nastale številne iniciative, protokoli in standardi kot na primer: 
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OpenID, Microsoft Cardspace, SIXP in ogrodje Higgins. Ogrodje Higgins podpira protokole in 
standarde OpenID, CardSpace in XRI ter na tak način omogoča integracijo identitete 
uporabnika, njegovega profila in razmerij v različnih okoljih in na tak način uporabniku 
omogoča pregled nad lastno identiteto na spletu. V zadnjem obdobju se je na spletu pojavil 
način overjanja uporabnikov z identitetami vodilnih ponudnikov spletnih storitev, kjer manjši 
spletni portali podpirajo način overjanja z identiteto velikih spletnih ponudnikov. V ospredju sta 
tukaj podjetji Facebook in Google [6], kjer je možno s poverilnicami, ki se uporabljajo za prijavo 
v portale teh podjetij, opraviti prijavo v različne druge spletne portale. Za druge spletne portale 
imata Google in Facebook vlogo ponudnika identitete. 
2.2 Predstavitev problema 
V poslovnih okoljih z več kot 1.000 zaposlenimi, kjer zaposleni v okviru delovnih 
procesov uporabljajo računalnik, so sistemi za upravljanje identitet organizirani kot 
centralizirani sistemi, kar zaposlenim omogoča uporabo enotne digitalne identitete znotraj 
okolja podjetja. Zaposleni v okviru svojega dela uporabljajo e-pošto, dostopajo do skladišč 
podatkov, skupnih portalov ali uporabljajo kako od namenskih storitev. V primerih, da storitve 
od uporabnika zahtevajo overitev identitete in je overjanje izvedeno prek centralnega sistema 
za upravljanje identitet, se za vsako overitev, ki jo uporabnik izvede prek vnosa poverilnic v 
prijavni obrazec ali drugih mehanizmov za overjanje, v sistemu za upravljanje identitet za to 
ustvari dnevniški zapis. Dnevniški zapis v sistemu za upravljanje identitet predstavlja dogodek 
prijave uporabnika ali njegove naprave. Dnevniške zapise sistema za upravljanje identitet je 
možno na podlagi identitet uporabnika ali naprave povezati z dnevniškimi zapisi ostalih 
sistemov, na primer sistema DHCP ali sistema nadzora pristopa. Če dogodke dnevniških 
zapisov sistema za upravljanje identitet in dnevniške zapise ostalih sistemov povežemo in 
razvrstimo glede na čas nastanka, predstavljajo tako urejeni podatki sekvenco, ki na določen 
način opisuje vedenje uporabnika. V okviru dela se bomo omejili na iskanje samoiniciativnih 
uporabnikov. 
Glede na poznavanje okolja dela so samoiniciativni uporabniki bistveno bolj predani delu, 
kar se lahko odraža pri načinu uporabe storitev, na primer samoiniciativni uporabniki 
uporabljajo več različnih storitev od običajnih uporabnikov, do storitev dostopajo tudi izven 
delovnega časa, kadar delajo na terenu, pa dostopajo do storitev prek navideznih privatnih 
omrežij. Vedenje samoiniciativnih uporabnikov se tako lahko odraža na dnevniških zapisih 
sistemov za upravljanje identitet, predvsem je to vidno v času dogodka prijave oziroma v 




V okviru magistrskega dela bomo najprej združili dogodke dnevniških zapisov sistema 
za upravljanje identitet, strežnika DHCP in sistema za nadzor pristopa. Iz sekvenc tako 
združenih dogodkov bomo poiskali vzorce, iz katerih bomo zgradili ustrezen podatkovni model. 
Iz podatkovnega modela bomo nato naučili ustrezne razvrščvalne modele, na katerih bomo 
preverili kakovost razvrščanja. Za učenje bomo uporabili realne ocene uporabnikov, s katerimi 
so bili ocenjeni na letnih ocenjevalnih razgovorih s strani njihovih vodij ali vodij projektov, na 




3 PREGLED SORODNIH PODROČIJ 
V poglavju je predstavljen splošen koncept učenja razvrščevalnih modelov, opis 
postopkov za izdelavo podatkovnih modelov, kjer smo na kratko opisali postopek za izdelavo 
značilk s pomočjo povezovalnih pravil, in pregled uporabe strojnega učenja na področju 
analize dnevniških zapisov informacijskih sistemov in na kadrovskem področju. 
3.1 Strojno učenje 
Koncept strojnega učenja temelji na pridobivanju znanja in izkušenj iz podatkov ter 
nadaljnji uporabi pridobljenega znanja. Podatki so lahko različne vrste, izvora in dimenzij ter 
so z vseprisotno uporabo internetnih in drugih informacijskih storitev, elektronskih naprav, 
senzorjev, industrijskih in drugih sistemov dostopni kot sredstvo, ki ga sistemi in storitve 
uporabljajo za svoje delovanje ali nastajajo kot produkt njihovega delovanja. Z razvojem 
interneta skozi 90. leta prejšnjega stoletja se je kot posebna veja strojnega učenja razvilo 
področje podatkovnega rudarjenja, znano tudi pod imenom iskanje znanja iz podatkovnih baz, 
ki se ukvarja z analizo podatkov, ki so nastali kot produkt delovanja različnih informacijskih 
sistemov. Podatki so lahko na primer dnevniški zapisi, podatki bančnih transakcij, podatki o 
spletnih nakupih, podatki o rabi spletnih strani, podatki o klicih v telefonskih omrežjih ipd. 
Področje temelji na strojnem učenju in statistiki, v okviru področja pa so bile razvite tudi nove 
metode in postopki kot na primer metode za iskanje povezovalnih pravil in analizo sekvenčnih 
podatkov [2] [3].  
Sam cilj metod strojnega učenja je, da iz množice podatkov, dostopnih iz različnih virov, 
proizvedejo ustrezno funkcijo, ki za posamezno enoto podatka opravi označevalni proces, ki 
podatek ustrezno označi. Enota podatka lahko predstavlja na primer dnevniški zapis 
določenega informacijskega sistema z različnimi značilkami, lahko pa je skupina dnevniških 
zapisov, predstavljena kot enoten podatek, kjer povezavo med dogodki predstavlja določena 
značilnost, kot so na primer čas, identiteta ali ciljno opravilo. Enota podatka lahko nastopa še 
kot fotografija v digitalni obliki, odčitana vrednost senzorja ali katera koli vrednost ali skupina 
vrednosti različnih sistemov. Označevalni proces metode strojnega učenja na podlagi prisotnih 
značilk izvede označevalno funkcijo, ki podatek ustrezno označi. Glede na način označevanja 
metode strojnega učenja ločimo na nadzorovane (angl. supervised) in nenadzorovane (angl. 
unsupervised). Pri nadzorovanih metodah se iz predhodno znanih učnih podatkov zgradi 
oziroma nauči model, na podlagi katerega se nato označujejo še neznani podatki. Pri 
nadzorovanih metodah ločimo metode glede na ciljno oznako, pri čemer se, če je to diskretna 
vrednost ali oznaka razreda, postopek imenuje razvrščanje ali razvrščanje, prav tako se tudi 
metoda imenuje razvrščevalna ali klasifikacijska metoda, naučen model pa razvrščevalni ali 
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klasifikacijski model. Če je ciljna oznaka realno število, se postopek imenuje regresija, naučen 
model pa regresijski model. Določene nadzorovane metode strojnega učenja so prirejene, da 
opravljajo samo funkcijo razvrščanja ali regresije, določene pa oboje. Na spletni povezavi [8] 
se nahaja seznam razvrščevalnih in regresijskih metod, ki so na voljo v okviru knjižnice Caret 
okolja R. Pri nenadzorovanih metodah pa metode samostojno označijo podatke oziroma jih 
razvrstijo v skupine na podlagi vrednosti značilk podatkov brez predhodnega poznavanja 
vrednosti ciljne oznake podatkov ali njihove vrednosti. Metode so znane pod imenom metode 
gruč ali metode rojev (angl. clustering methods). Značilke, znane še kot atributi ali parametri 
podatkov, opisujejo enoto podatka, kjer število značilk pomeni dimenzijo podatkov. 
Cilj uporabe metod strojnega učenja je, da se na analiziranih podatkih poiščejo ustrezna 
pravila, zakonitosti ali druga znanja, na podlagi katerih se nato lahko sprejemajo ustrezne 
določitve. Metode strojnega učenja, pri čemer imamo v mislih tako nadzorovane kot tudi 
nenadzorovane, se danes uporabljajo skoraj v vseh okoljih: v akademskem okolju, v različnih 
industrijskih panogah, medicini, na finančnem področju in drugod, kjer se z metodami lahko 
rešuje na osnovi podatkov. Raba metod strojnega učenja je splošna za vsa področja uporabe, 
priprava in obdelava podatkov za analizo z metodami strojnega učenja pa je stvar 
posameznega področja in se lahko med področji močno razlikuje. V nalogi se bomo omejili na 
uporabo razvrščevalnih metod na podatkih dnevniških zapisov informacijskih sistemov.  
3.1.1 Postopek učenja razvrščevalnih modelov 
V splošnem lahko postopek učenja razvrščevalnih modelov opišemo kot iskanje 
najboljše funkcije, ki na učnih podatkih opravi najbolj kakovostno razvrščajo. Če se omejimo 
na podatke, kjer sta prisotni samo dve oznaki razredov, pozitivna in negativna, in so podatki 
prestavljeni samo z dvema značilkama oziroma so dvodimenzijski, lahko učenje 
razvrščevalnega modela predstavimo kot iskanje najboljše odločitvene meje med dvema 
razredoma. Meja je lahko predstavljena kot krivulja v dvodimenzijskem prostoru na Slika 2, kot 
ravnina v trodimenzijskem prostoru ali hiper-ravnina v več dimenzijskih prostorih. Postopek 
učenja pri razvrščanju je, da se za razvrščevalno metodo poiščejo parametri funkcije, ki v 
danem prostoru oziroma za prisotne značilke najbolj kakovostno ločijo dva razreda, kjer se 
kakovost meri z različnimi merami za ocenjevanje kakovosti razvrščanja. 
Kakovost razvrščanja je za podatke, na katerih se izvaja učenje razvrščevalnega 
modela, odvisna od same razvrščevalne metode, števila značilk, s katerimi so predstavljeni 
podatki, in izbire vrednosti nastavljivih parametrov za uporabljeno razvrščevalno metodo. Pri 
izbiri vrednosti parametrov za posamezno razvrščevalno metodo lahko glede na različne 
vrednost pridelamo različno kakovostne razvrščevalne modele. Na Slika 2 se nahaja primer 
določitvene krivulje za razvrščevalno metodo k-NN, kjer je bila izbrana vrednost parametra k 
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kot števila sosednjih elementov 15, medtem pa je na Slika 3 predstavljena odločitvena meja 
za vrednost parametra k 1, kar pomeni en sosednji element. Razvrščevalni model z vrednostjo 
k=1 je veliko bolj kakovosten od razvrščevalnega modela z vrednostjo parametra k=15, vendar 
je tak model veliko bolj nagnjen k preujemanju, kar pomeni, da kljub temu, da so bili rezultati 
učenja zelo dobri, model lahko nove podatke slabo razvršča.  
Pri učenju razvrščevalnih modelov učenje izvajamo tako, da podatke razdelimo na učni 
in testni del. Običajno se za učni del uporabita 2/3 podatkov, preostala tretjina pa za 
preverjanje kakovosti naučenega razvščevalnega modela. Pri takem postopku lahko pride do 
visoke variance pri prisotnosti podatkov v učni in testni množici, kar pomeni, da je pri enem 
poskusu delitve prisotnost dela podatkov učni in testni množici različna, posledično se zaradi 
tega pri ponovitvi poskusa zaradi drugačne postavitve podatkov nauči drugačen razvrščevalni 
model, zaradi česar se lahko tudi rezultati testov precej spremenijo. Zato se uporablja postopek 
samovzorčenja s k-kratnim navzkrižnim preverjanjem, kjer se podatki razdelijo na k enakih 
delov, nato se (k-1) del podatkov uporabi za učenje razvrščevalnega modela, preostalih k-ti 
del pa za preverjanje kakovosti naučenega modela. Postopek se ponovi k-krat tako, da je 
vsakič eden od k-tih delov uporabljen za preverjanje naučenega modela, ki je naučen na 
preostalih (k-1) delov. Tako se zagotovi, da so bile različne kombinacije podatkov uporabljene 
za učenje in preverjanje razvrščevalnega modela.  
 
Slika 2: Primer določitvene krivulje za razvrščevalno metodo k-NN, kjer število k znaša 15. Z modro 
barvo so označeni podatki z negativno oznako razreda, z zlatorumeno pa podatki s pozitivno oznako 
razreda. Podatki različnih oznak niso idealno ločeni, vendar je razvrščevalni model, zgrajen na podlagi 
najmanjše razdalje med 15 sosednjimi elementi, enostavnejši od razvrščevalnega modela, 




Slika 3: Primer določitvene krivulje za razvščevalno metodo k-NN, kjer število k znaša 1. Razvrščevalni 
model je bistveno kompleksnejši od razvrščevalnega modela na Slika 2 in je zaradi tega tudi bolj 
kakovosten, vendar tudi bolj nagnjen k preujemanju. Vir [9].  
3.1.2  Mere za ocenjevanje kakovosti razvrščanja 
Če se omejimo na problem razvrščanja podatkov z dvema oznakama razredov in 
določenim številom podatkovnih enot, se lahko kot rezultati razvrščanja zgodijo naslednji 
primeri: 
 Podatki s pozitivnimi oznakami se razvrstijo kot pozivni, število teh označimo kot 
TP. 
 Podatki z negativnimi oznakami se razvrstijo kot negativni, število teh označimo kot 
TN. 
 Podatki s pozitivnimi oznakami se razvrstijo kot negativni, število teh označimo kot 
FN. 
 Podatki z negativnimi oznakami se razvrstijo kot pozitivni, število teh označimo kot 
FP. 
Opisane rezultate lahko predstavimo z matriko zamenjav (angl. confusion matrix), primer 
matrike je Tabela 2, formule za izračun mer in matrike zamenjav pa se nahajajo v Tabela 1. 
Poleg naštetih mer obstajajo še druge mere za ocenjevanje kakovosti razvrščevalnih in 
regresijskih modelov, ki jih v nalogi nismo uporabili, so pa podrobneje opisane v [9]. Pri uporabi 
mer za ocenjevanje kakovosti razvrščevalnih modelov je treba biti pozoren predvsem na 
uravnoteženost razmerja med pozitivnimi in negativnimi oznakami razredov, kjer je lahko 
vrednost mere točnost sicer visoka, ampak v primeru zelo visokega deleža pozitivnih oznak in 
nizkega deleža negativnih oznak mera ne pove veliko o kakovosti razvrščevalnega modela. V 
takem primeru je primernejša vrednost mere mera F ali površina pod krivuljo ROC AUC. Mera 
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F pomeni srednjo geometrijsko vrednost med merama natančnost in preklic in je v primeru 
nizke vrednosti ene od mer in visoke vrednosti druge od mer nižja. Krivulja ROC opisuje 
sposobnost razvrščanja binarnega razvrščevalnega modela ob spremenjeni vrednosti praga 
klasifikacije [10], kjer je prag klasifikacije vrednost mere PCF (Slika 4).  
 
Slika 4: Primer krivulje ROC, na sliki narisana kot črna stopničasta krivulja, ki je predstavljena kot 
funkcija občutljivosti v odvisnosti od deleža lažno pozitivnih. Krivuljo narišemo tako, da spreminjamo 
vrednost za mero PCF, kjer nato za vsako vrednost mere PCF narišemo točko za vrednosti med 
občutljivostjo in deležem napačno pozitivnih. Na sliki je s črno točko narisano razmerje za vrednost mere 
PCF 50 %, z zelenim kvadratkov pa za vrednost 30 %. Vir [10]. 
MERA FORMULA 
natančnost (angl. precision ali positive 
predicted value) 
)/( FPTPTP   
preklic (angl. recall ali negative predicted value) )/( FNTNTN   
občutljivost (angl. sensitivity) )/( FNTNTN   
specifičnost (angl. specificity) )/( FPTNTN   






točnost (angl. accuracy) )/()( FNFPTNTPTNTP   



















Tabela 2: Primer matrike zamenjav, na podlagi katere izračunamo mere za ocenjevanje kakovosti 
razvrščevalnih modelov. 
3.2 Določanje značilk 
Določanje značilk je eden pomembnejših korakov pri postopku strojnega učenja, saj je 
na osnovi izbranih in uporabljenih značilk odvisna tudi kakovost razvrščevalnega modela. 
Različne razvrščevalne metode uporabljajo različne tipe značilk, najpogosteje so značilke 
realne vrednosti, lahko pa pri nekaterih metodah nastopajo tudi kot kategorične vrednosti, ki 
se po potrebi pretvorijo v realna števila ali pa obratno [3]. Podatki z množico značilk 
predstavljajo podatkovni model, na katerem s pomočjo razvrščevalnih metod naučimo 
ustrezen razvrščevalni model. V večini primerov se podatkovni modeli izdelajo iz surovih 
podatkov, kjer pa je postopek izdelave značilk večinoma podrejen problemu in področju 
uporabe, na primer pri obdelavi slik se značilke iz surovih slik pridobivajo s pomočjo postopkov 
za izločanje značilk PCA in SVD, isti postopek na enak način ni uporaben pri problemu analize 
podatkov dnevniških zapisov. Za postopek izdelave značilk lahko trdimo, da je to ena 
najkompleksnejših nalog na področju strojnega učenja, saj je zanjo poleg poznavanja metod 
strojnega učenja potrebno tudi dobro poznavanje problema. Postopki pogosto niso 
neposredno prenosljivi med različnimi področji uporabe, se pa lahko prilagodijo, kot se na 
primer področje za analizo sekvenčnih podatkov na osnovi povezovalnih pravil lahko uporablja 
za izdelavo podatkovnih modelov pri razvrščanju teksta [3] [11]. 
Dnevniške zapise informacijskih sistemov lahko obravnavamo kot sekvenčne podatke. 
Sekvenčni podatki so podatki, ki nastopajo določenem vrstnem redu. Če je vrstni red pogojen 
s časom nastanka dogodka, sekvence predstavljajo sekvence dogodkov, to so na primer 
dnevniški zapisi informacijskih sistemov, biološki procesi, spremembe socialnega statusa oseb 
ipd [12]. Če pa zaporedje sekvenc ni pogojeno s časom, sekvence predstavljajo sekvence 
stanj, primer takih sekvenc so besede ali besedne zveze v besedilu in zapisi DNK. Pri 
razvrščanju sekvenčnih podatkov sta možna dva pristopa. Pri prvem pristopu se sekvenčni 
podatki preslikajo v določen zapis, ki upošteva samo število posameznih dogodkov ali stanj, 
ne upošteva pa vrstnega reda nastopanja stanj in dogodkov ter časovnega intervala med 
dogodki. Tak primer je preslikava podatkov v multinomski podatkovni zapis ali zapis TF-IDF 
[13], kjer se podatki kasneje obdelujejo z nadzorovanimi ali nenadzorovanimi metodami. Drugi 
primer pa so postopki in metode, kjer se upošteva vrstni red nastopanja dogodkov in stanj pri 
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sekvencah, med katere sodijo metode za iskanje povezovalnih pravil (angl. association rules 
analysis), iz katerih so nato izpeljane metode za iskanje sekvenčnih vzorcev [12] [14], metode 
skritih markovskih modelov [15], metoda SVM z jedrom tekstovnega niza [16] in metode, ki 
temeljijo na nevronskih mrežah. 
Metode za iskanje sekvečnih vzorcev temeljijo na metodah za iskanje povezovalnih 
pravil, ki iščejo pogoste vzorce v množicah predmetov. Predmeti se lahko predstavljeni kot na 
primer nakupljeni predmeti, ki jih je kupec kupil v okviru spletnega nakupa ali pri obisku 
trgovine, kjer se spletni nakup ali obisk trgovine razume kot transakcija. Razlaga postopka za 
iskanje povezovalnih pravil je naslednja:  
1. Če je trgovini na voljo množica I  z m različnimi predmeti }.i...,i,{i= m21  
2. So nakupi predmetov v trgovini označeni kot množica transakcij }.t...,t,{t=T m21  
3. In vsaka transakcija vsebuje vsaj en element iz množice I : It i  . 
4. Potem je povezovalno pravilo sklepanje .0,,:  YXIYIXYX   
Povezovalno pravilo pomeni tudi, da so elementi množice X iz transakcije t1 prisotni v množici 
Y. Moč povezovalnega pravila se meri s podporo (angl. support) – Enačba 1 in zaupanjem 






Enačba 1: Enačba za mero podpora povezovalnega pravila, ki pove, kolikšen odstotek transakcij 






Enačba 2: Enačba za zaupanje pove, kolikšen odstotek transakcij, ki vsebujejo pravilo elemente X, 
vsebuje tudi elemente Y. Zaupanje določa napovedljivost pravila. 
ID-Transakcije Izdelki 
1 {kruh, mleko} 
2 {kruh, plenice, pivo, jajca} 
3 {mleko, plenice, pivo, kokakola} 
4 {kruh, mleko, plenice, pivo} 
5 {kruh, mleko, plenice, kokakola} 
Tabela 3: Primer nakupljenih izdelkov, kjer je vsak nakup označen z ID-jem transakcije. 
Cilj pri iskanju povezovalnih pravil je poiskati pravila, ki zadoščajo kriterijem minimalne 
podpore in minimalnega zaupanja. Za iskanje povezovalnih pravil je bil razvit postopek Apriori 
[3], ki je eden od osnovnih algoritmov za iskanje povezovalnih pravil in tudi osnova postopka 
15 
 
za iskanje pogostih sekvenc GSP [3]. Skupna strategija vseh postopkov za iskanje 
povezovalnih pravil je, če se za primer vzame seznam nakupljenih izdelkov, da se najprej 
poiščejo vsi vzorci nakupljenih izdelkov, ki so dovolj pogosti glede na minimalno vrednost mere 
podpora. Nato pa se iz pogostih vzorcev izpeljejo pravila, ki zadostujejo zahtevam mere po 
minimalnem zaupanju. Razlika med sekvencami in povezovalnimi pravili je, da so predmeti pri 
povezovalnih pravilih pri sekvencah predstavljeni kot vrstni red elementov sekvenc, transakcija 
pri povezovalnih pravilih pa je sekvenca, ki je lahko omejena z dolžino elementov v sekvenci 
ali časovnim oknom trajanja sekvence. 
Primer iskanja povezovalnih pravil lahko opišemo na sledeč način z analizo nakupljenih 
izdelkov v Tabela 3. Pri pravilu {Mleko, Plenice} {Pivo} ima pravilo podporo 0,4, ker vzorec 
{Mleko, Plenice, Pivo} nastopa dva krat v petih transakcijah. Vrednost mere zaupanje je 
izračunano kot količnik podpore vzorca {Mleko, Plenice, Pivo} in vzorca {Mleko, Plenice}. Ker 
so v seznamu transakcij, ki vsebujejo izdelke mleko in plenice tri transakcije, je vrednost mere 
zaupanje 2/3. 
S pomočjo postopka iskanja pogostih sekvenc je možno izvajati tudi razvrščanje, kot je 
to opisano v [17], ali pa pogoste sekvence pretvoriti v multinomski podatkovnih zapis ali 
podatkovni zapis TF-IDF, kjer se na tako pridobljenem podatkovnem modelu izvaja 
razvrščanje [11].  
3.2.1 Multinomski podatkovni zapis in podatkovni zapis TF-IDF 
Na področju analize teksta in dnevniških zapisov informacijskih sistemov se pogosto 
značilke dokumentov ali sekvence dogodkov predstavijo z multinomskim podatkovnim 
zapisom ali podatkovnim zapisom TF-IDF [17] [18]. Multinomski podatkovni zapis omogoča 
predstavitev dokumentov ali sekvenc dogodkov na način, da vsako besedo dokumenta ali 
določen tip dogodka v sekvenci predstavi kot delež števila nastopanj dogodka ali besede v 
primerjavi z vsemi besedami v dokumentu ali dogodki v sekvenci. Pri analizi teksta je izraz 
znan tudi kot frekvenca besede (angl. term frequency). Beseda ali tip dogodka s tako prirejeno 
vrednostjo predstavlja značilko. Problem pri multinomskem podatkovnem zapisu se pojavi, 
kadar določene besede ali dogodki nastopajo značilno bolj pogosto od ostalih besed in 
dogodkov, kar lahko povzroči, da ima značilka bistveno večji doprinos v primerjavi z ostalimi 
značilkami pri razvrščevalnih modelih, posebej pa je to problem pri nenadzorovanih metodah. 
Da bi se izničil vpliv takih značilk, podatkovni zapis TF-IDF vektor multinomskega zapisa 
pomnoži z vektorjem konstantnih vrednosti, ki za vsako besedo ali dogodek pove, ali je ta 
redek ali pogost glede na dokumente ali skupine dogodkov, obravnavane v analizi. Mero 
imenujemo inverzna frekvenca dokumenta, pomnožena s frekvenco besede pa predstavlja 






tftfidf   
Enačba 3: Enačba za podatkovni zapis TF-IDF, kjer spremenljivka N pomeni število dokumentov, nt pa 
število dokumentov kjer je prisotna beseda t. 
3.3 Pregled področja uporabe strojnega učenja na področju analize 
dnevniških zapisov 
Uporaba metod strojnega učenja za analizo dnevniških zapisov informacijskih sistemov 
je široko prisotna že od samih začetkov splošne uporabe informacijskih sistemov. Pri tem lahko 
delimo področje na naslednje podpodročja: 
 področje zaznavanja vdorov v računalniška omrežja in računalniške sisteme, 
 področje zaznavanja zlorab uporabe telekomunikacijskih omrežij in storitev, 
 področje zaznavanja zlorab elektronskega bančništva in spletne trgovine, 
 področje analize uporabniških navad spletnih storitev. 
Analiza se lahko opravlja na surovih podatkih, večinoma pa se iz podatkov pridobijo značilke, 
kjer pa je postopek pridobivanja značilk odvisen od področja uporabe. Podatki običajno 
nastopajo kot zajemi omrežnega prometa, kot dnevniški zapisi sistemskih klicev ali dnevniški 
zapisi posameznih aplikacij, ki se nahajajo v datotekah, podatkovnih bazah ali namenskih 
odložiščih za zbiranje in analizo dnevniških zapisov [18]. Pri analizi se lahko dnevniški zapisi 
upoštevajo kot enotni dogodki, kjer se iz atributov dogodka izdela ustrezen podatkovni model, 
lahko pa se podatkovni model izdela iz skupine dogodkov, kjer skupina predstavlja dogodke v 
določenem časovnem oknu ali izvedbo določenega opravila ali procesa. 
V [19] je opisan primer zaznave vdorov v računalniška omrežja, kjer so pri analizi 
uporabljeni dnevniški zapisi sistemskih klicev, ki se pojavljajo pri izvajanju strežnika FTP na 
operacijskem sistemu Linux in kjer so bili prisotni zapisi za običajno izvajanja ter zapisi za 
primer vdora prek strežnika FTP. Zaznava vdorov je bila opravljena prek metode skritih 
markovskih modelov in prek analize evklidske ter kosinusne razdalje sekvenc sistemskih 
klicev, predstavljenih v binomskem in multinomskem podatkovnem zapisu. Pri binomskem in 
multinomskem podatkovnem zapisu je bila uporabljena metoda PCA za zmanjševanje 
dimenzije obeh zapisov. V [20] je opisan primer zaznavanja porazdeljenih omrežnih napadov 
na podatkih zajema omrežnega prometa, kjer je bil zajem najprej razdeljen v sekundne 
intervale, nato pa so bile entropije vrednosti različnih parametrov, prisotnih v glavah protokola 
IP, UDP in TCP, ustvarjene kot značilke podatkovnega modela. Iz tako izdelanega 
podatkovnega modela so bile nato z metodo gruč ustvarjene oznake stanj prometa, na podlagi 
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prehodov med stanji pa z metodo skritih markovskih modelov zaznavane spremembe 
omrežnega prometa, ki predstavljajo porazdeljen omrežni napad.  
3.4 Pregled uporabe metod strojnega učenja na kadrovskem 
področju 
Področje uporabe metod strojnega učenja na kadrovskem področju oziroma področju 
upravljanja s človeškimi viri še ni dobro uveljavljeno, vsaj ne tolikšni meri, kot je uveljavljeno 
na drugih področjih. Glede na podatke v članku [21], je bila večina znanstvenih člankov s tega 
področja objavljena po letu 2006, kar je relativno pozno v primerjavi z ostalimi področji. Pri 
uporabi metod strojnega učenja se na kadrovskem področju rešujejo težave pri izbiri novih 
zaposlenih, izobraževanju in razvoju zaposlenih ter napovedovanju delovnega uspeha 
zaposlenih z uporabo tako nadzorovanih kot tudi nenadzorovanih metod. Podatki, ki so pri tem 
bili uporabljeni, so izvirali iz različnih kadrovskih informacijskih sistemov, izpolnjenih 
vprašalnikov, spletnih strani, v primerih, ko ti niso bili dostopni, so avtorji uporabili tudi 
sintetične podatke [22]. Večina del predstavlja rešitev realnih kadrovskih problemov iz podjetij 
in izobraževalnih ustanov ali pa opisuje predloge za njihovo reševanje. 
V [23] je opisan primer uporabe napovedi uspeha zaposlenih v klicnem centru podjetja, 
ki se ukvarja s kataloško prodajo izdelkov. Cilj raziskave je bil napovedati, kdo od 
novozaposlenih bo dosegel ali presegel prodajno normo in tako obdržal zaposlitev po preteku 
poskusnega obdobja. Uporabljena sta bila dva podatkovna modela, pri prvem so bile značilke 
zgrajene iz socialnih in demografskih podatkov zaposlenega, v drugem primeru pa iz merljivih 
podatkov doseganja delovnih ciljev. Za razvrščevalno metodo je bil uporabljen naivni Bayesov 
razvrščevalni model, kjer so pri podatkovnem modelu, zgrajenem iz merljivih podatkov 
doseganja delovnih ciljev, dosegli 80-odstotno točnost. Rezultati razvrščanja na podatkovnih 
modelih iz demografskih in socialnih podatkov pa so bili primerljivi z naključnih ugibanjem.  
V [24] je opisan primer napovedi odhodov zaposlenih iz podjetja oziroma iskanje 
zaposlenih v podjetju, za katere obstaja verjetnost, da bodo v podjetju dali odpoved. Motivacija 
za raziskavo so bile predhodne raziskave za napovedovanje odhoda strank (angl. churn 
prediction). Podatkovni model je bil sestavljen iz 25 značilk, ki so zajemale socialne podatke o 
zaposlenih, na primer spol, starost, izobrazbo in podatke, vezane na delovno mesto, na primer 
delovno dobo, oddelek, lokacijo dela in dodeljenost na projektih. Za razvrščevalne metode so 
bile uporabljene metode naključna drevesa, SVM in naivni Bayesov razvrščevalni model. 
Rezultati za točnost so znašali 77 za naivni Bayesov razvrščevalni model, 84 za SVM in 92 
odstotkov za naključne gozdove, pri čemer je bil rezultat za občutljivost 80 odstotkov samo pri 
metodi SVM, pri naključnih gozdovih je občutljivost znašala 53 odstotkov, pri naivnem 
Bayesovem razvrščevalnem modelu pa 63 odstotkov.  
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4 PRIPRAVA PODATKOV ZA ANALIZO 
V poglavju so predstavljeni posamezni viri podatkov, orodja, ki so bila uporabljena pri 
zajemu, pripravi in obdelavi podatkov, ter postopki od zajema podatkov pa do priprave 
podatkov za obdelavo z metodami strojnega učenja. 
4.1 Opisi dnevniških zapisov posameznih virov 
Dnevniški zapisi posameznih sistemov vsebujejo dogodke, ki so glede na sistem 
zapisani v različnih podatkovnih formatih in se lahko nahajajo v datotekah ali na relacijskih 
podatkovnih bazah. V okviru dela so bili uporabljeni dnevniški zapisi centralnega sistema za 
upravljanje identitet, dnevniški zapisi sistema za nadzor pristopa in podatki ocen kompetenc 
uporabnikov. 
4.1.1 Dnevniški zapisi sistema za upravljanje identitet 
Uporabljeni so bili dnevniški zapisi Microsoftovega sistema za upravljanje identitet Active 
Direcotry [7]. Dnevniški zapisi sistema so lahko na voljo v različnih dokumentnih formatih XML, 
EVTX in CSV ali pa se prek posebnih agentov zapisujejo na podatkovne baze v za to 
prirejenem formatu ali na namenske sisteme za zbiranje, analizo in obdelavo dnevniških 
zapisov [18] [25]. Podatki v nalogi so bili konkretno zapisani v podatkovni bazi MSSQL. 
Vsebina dnevniških zapisov sistema za upravljanje identitet je skladna z vsebino 
podatkovnega formata [26], kjer vsak dnevniški zapis predstavlja določen dogodek, ki se je 
zgodil na sistemu in predstavlja različne aktivnosti procesov in storitev, ki se izvajajo v sistemu 
za upravljanje identitet, ki se tudi sam izvaja kot proces v operacijskem sistemu. Zapisi so 
predstavljeni s tipi dogodkov, ki označujejo, za katero aktivnost je nastal zapis. Na osnovi tipa 
dogodka imajo zapisi različno število atributov. V nalogi smo uporabili samo zapise z ID-
dogodka 4624, 4648, 4768 in 4769, ki predstavljajo prijave uporabnikov in njihovih naprav v 
različne storitve, ki zahtevajo overjanje uporabnikove identitete in domenske prijave 
uporabnikov v osebne računalnike. Na Slika 5 je primer vsebine dnevniškega zapisa za prijavo 
uporabnika. Za izvedbo eksperimentalnega dela naloge smo za predhodno navedene tipe 
dogodkov uporabili naslednja polja: Account Name oziroma Ime računa, Source Network 
Address oziroma IP-naslov uporabnikovega osebnega računalnika ali storitve, ki jo uporabnik 
uporablja, in Čas nastanka dogodka, ki na sliki ni prisoten. Polju Ime računa je bila identiteta 
prikrita, IP-naslov pa smo uporabili za potrebe identifikacije aplikacije, na katero se je 
uporabnik prijavil, s tem, da pri metodah razvrščanja nismo uporabili dejanskega imena 
aplikacije, ampak smo imena ustrezno zamaskirali, kar je podrobneje opisano v poglavju 
Prilagoditev podatkov za uporabo. Podatki so služili kot osnova za izdelavo podatkovnega 
modela za razvrščevanje in za povezovanje z identitetami uporabnikov v dnevniških zapisih 
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drugih virov. Skupno smo, po umiku podvojenih dogodkov, uporabili 44 milijonov zapisov 
sistema za upravljanje identitet, kjer smo za zapis v nadaljevanju uporabljali izraz dogodek. 
 
Slika 5: Primer zapisa dogodka z ID-jem 4624, kot ga je možno videti v aplikaciji Windows Event Viewer 
[26]. Dogodek predstavlja uspešno prijavo uporabnika DEV1, ki je delovna postaja, kar je označeno z 
znakom $ za imenom DEV1$. Polje Logon Type 3 pomeni, da je šlo za omrežno prijavo oziroma da je 
sistem za upravljanje identitet opravil prijavo za napravo, označeno v polju Source Network Address, 
oziroma za napravo na določenem IP-naslovu. 
4.1.2 Dnevniški zapisi strežnika DHCP in sistema za nadzor pristopa 
Strežnik DHCP dinamično dodeljuje IP-naslove napravam v omrežju, pri čemer so 
naprave lahko delovne postaje, prenosni računalniki in mobilni telefoni. Med prehodi 
uporabnikov med lokacijami, kjer uporabnik s seboj nosi osebni prenosni računalnik, pri 
spremembi lokacije delovnega mesta, kjer uporabnik dostopa prek internega brezžičnega 
omrežja, ali pri dostopu uporabnika prek navideznega zasebnega omrežja uporabnikova 
naprava zahteva nov IP-naslov ali obnovitev obstoječega. Zahteve se obdelujejo prek 
strežnika DHCP, ki uporabnikovim napravam glede na lokacijo dostopa oziroma glede na 
podomrežje, iz katerega uporabnikova naprava dostopa do internega omrežja podjetja, 
dodeljuje ustrezne naslove IP. Dnevniške zapise smo zato uporabili za opis uporabnikovega 
prehoda med lokacijami znotraj podjetja ali dostop do aplikacije podjetja prek navideznega 
zasebnega omrežja, pri čemer samega imena lokacije, ki bi lahko bila razvidna iz IP-naslova, 
nismo uporabili. Uporabljeni so bili dnevniški zapisi strežnika Microsoftove implementacije 
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protokola DHCP, kjer so bili uporabljeni samo dogodki obnovitve obstoječega ali dodelitve 
novega IP-naslova. Dnevniški zapisi strežnika DHCP so bili dostopni v datoteki. 
Dnevniški zapisi sistema za nadzor pristopa vsebujejo dogodke vstopov in izstopov 
osebja iz prostorov in lokacij, kjer je za vstop ali izstop treba prisloniti elektronsko kartico. 
Uporabljeni so bili samo dogodki dnevniških zapisov za vstope in izstope na glavnih vhodih 
lokacij, na katerih dela več kot 100 zaposlenih. Z dogodki je predstavljena aktivnost zaposlenih 
na terenskem delu po izhodu ali pa aktivnost po vrnitvi nazaj na lokacijo. 
4.1.3 Ocene delovnega uspeha uporabnikov  
Kot ocene delovnega uspeha uporabnikov so bile uporabljene ocene vedenjskih 
kompetenc zaposlenih v podjetju. Zaposleni so ocenjeni enkrat letno na ocenjevalnih 
razgovorih, ki jih z njimi opravijo njihovi nadrejeni ali vodje projektov, na katerih so zaposleni 
delali. Pridobili smo ocene različnih kompetenc, kjer smo pri analizi uporabili samo 
kompetenco samoiniciativnost. Ocene so bile prisotne v obliki tekstovne datoteke s prikritimi 
identitetami zaposlenih, pri čemer so bilo kompetence ocenjene z lestvico od 1 do 3. 
4.2 Opis uporabljenih orodij 
Eksperimentalni del naloge je bil izveden v programskem jeziku Java, ki je zajemal zajem 
in pripravo podatkov in je bil opravljen s programom, napisanim v jeziku Java, proces 
razvrščanja in analiza sekvenc pa sta bila opravljena v okolju R s knjižnicama Caret in 
TraMineR. 
4.2.1 Java in programsko ogrodje Hibernate 
Programski jezik Java je jezik, ki je v uporabi že 21 let in je trenutno eden najpogosteje 
uporabljanih programskih jezikov, posebno v poslovnih okoljih [27]. Program za zajem, prikritje 
identitet uporabnikov in pripravo podatkov v nalogi smo v celoti napisali v Javi. Za potrebe 
dostopa do različnih podatkovnih baz smo poleg javanskih gonilnikov JDBC za podatkovne 
baze uporabili tudi ogrodje Hibernate [28], ki predstavlja implementacijo javanskega vmesnika 
JPA in omogoča uporabo funkcionalnosti ORM. Funkcionalnost ORM omogoča, da se 
operacije nad podatki v tabelah podatkovnih baz izvajajo na nivoju kode programskega jezika, 
vse operacije poizvedb, zapisovanja in spreminjanja podatkov v podatkovnih bazah pa se 
izvedejo v okviru ogrodja Hibernate, ki nato proži ustrezne ukaze SQL proti podatkovni bazi. 
Polja javanskih razredov so preslikana v imena stolpcev z javanskimi označbami na Slika 6. 
Posebej lahko to pride do izraza, ko se podatki selijo med bazami različnih proizvajalcev, kjer 
se določeni tipi podatkov v programskem jeziku Java lahko na drugačen način zapišejo v 
podatkovni bazi oziroma je pravilnost interpretacije podatkov skrb razvijalca storitve. Primer, 
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kjer se to lahko zgodi, so spremenljivke za čas, binarne spremenljivke, valute, relacije med 
tabelami ipd. Ogrodje Hibernate je uporabno tudi pri velikem število pogojev v stavkih SQL, 
kjer se pogoji vnašajo kot standardni javanski tipi v parametrih ustreznih metod razredov 
ogrodja Hibernate. Uporabnik mora pri selitvi na podatkovno bazo drugega proizvajalca pri tem 
samo zamenjati gonilnik podatkovne baze in v konfiguracijski datoteki za Hibernate navesti 
vrsto dialekta oziroma verzijo podatkovne baze proizvajalca, s katero je storitev povezana. 
V programskem jeziku Java sta bili uporabljeni še podatkovni strukturi HashSet in 
HashMap, vmesnik Comparator ter privzeti metodi vseh javanskih razredov hasCode() in 
equals(). S strukturo HashMap so bile izvedene preslikave med identitetami uporabnikov v 
različnih virih podatkov. S strukturo HashSet so bili izločeni podvojeni dogodki, ki so nastopali 
z enakim časovnim žigom. Za pridobitev enotnih dogodkov v delih dneva, na primer v prvi ali 
drugi polovici, ali pa v celem dnevu sta bili na ustreznih javanskih razredih implementirani 
metodi hashCode() in equals(). Z vključitvijo ustreznih polj razreda v metodah so bili za določen 
del dneva ali celoten dan pridobljeni enotni dogodki na (Slika 7). Z implementacijo vmesnika 
Comparator pa je bilo izvedeno razvrščanje elementov v strukturi HashSet po časovnem žigu. 
 





Slika 7: Primer implementacije metod hashCode() in equal() za objekt, ki je predstavljal dogodke in kjer 
je bil cilj izločiti vse dogodke v določenem dnevu leta. Dogodki nastopajo v polju type, dan leta pa v polju 
dayOfYear. V primeru, da se dodajo instance razreda s poljema type in dayOfYear v strukturo HashSet, 
v strukturi ostanejo samo elementi, ki so se tisti dan samo enkrat pojavili s kombinacijo vrednosti polj. 
V metodah equals() in hashCode() se lahko kombinirajo poljubna polja razredov. 
4.2.2 Programski jezik R ter knjižnici Caret in TraMineR 
R je programski jezik in delovno okolje, namenjeno statističnim analizam s širokim 
izborom dodatnih knjižnic za metode strojnega učenja in podatkovnega rudarjenja, 
povezovanja z različnimi viri podatkov ter širokim krogom uporabnikov iz različnih področij [29]. 
V nalogi sta bili poleg standardnih funkcij, ki so na voljo v osnovnem delovnem okolju R, 
uporabljeni tudi knjižnici Caret [30] in TraMineR [12]. 
Knjižnica Caret (angl. Classification And REgression Training) omogoča enostavno in 
pregledno uporabo različnih razvrščevalnih in regresijskih metod različnih knjižnic okolja R, ki 
se kličejo prek različnih parametrov na način, da se razvrščevalne in regresijske metode 
različnih knjižnic uporabljajo prek enotnega vmesnika kot na Slika 8. Trenutno je v knjižnici 
podprtih več kot 200 razvrščevalnih in regresijskih metod [31]. Na voljo so splošne funkcije za:  
 ločevanje podatkovnih nizov na testne in učno množico, 
 pred obdelavo podatkov,  
 izbiro značilk,  
 upravljanje učenja razvrščevalnih in regresijskih modelov s pomočjo 
samovzorčenja,  
 izbire pomembnosti značilk,  
 izločanja visoko koreliranih značilk,  
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 izločanje značilk z varianco blizu 0, 
 primerjave kakovosti razvrščevalnih in regresijskih metod.  
 
Slika 8: Primer uporabe knjižnice Caret za učenje modela GBM z mrežnim iskanjem najboljših 
parametrov, z metodo ponavljajočega samovzorčenja 10-kratno navzkrižno preverjanje s tremi 
ponovitvami in predpripravo podatkov. 
Knjižnica TraMiner omogoča obdelavo različnih formatov sekvenčnih podatkov, kjer so 
lahko sekvence predstavljene kot stanja ali kot dogodki. Omogočeni so različni formati zapisa 
sekvenčnih podatkov in kreiranje sekvenčnih podatkov iz tabelaričnih zapisov [12]. V nalogi 
smo knjižnico uporabili za kreiranje sekvenc iz tabelaričnega zapisa dogodkov in iskanje 
sekvenc z najvišjo diskriminatorno vrednostjo za posamezne oznake razredov, prikaz je na 
Slika 9.  
Slika 9: Primer kreiranja sekvenc dogodkov s pomočjo funkcij knjižnice TraMineR  
4.3 Priprava podatkov za potrebe analize 
Podatke smo zbirali iz treh različnih virov podatkov, sistema za upravljanje identitet, 
strežnika DHCP in sistema za nadzor pristopa. Ker so vsi obdelovani podatki osebni podatki, 
je bila zato potrebno njihovo prikritje ali anonimizacja. Zaradi oblike nastopanja identitet pa je 
bilo treba identitete uporabnikov iz različnih sistemov pred prikritjem predhodno preslikati v 
enotno identiteto. Podatke različnih sistemov smo nato za vsakega uporabnika združili v 
enoten niz sekvenc, kjer smo dejanska imena storitev nadomestili z naključnimi imeni, zaradi 
izjemno velikih razlik v številu dogodkov posameznih storitev in števila uporabnikov 
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posameznih storitev smo naključna imena storitev še zamenjali s skupinami storitev. Iz tako 
predelanih storitev smo nato zgradili multinomski podatkovni model in podatkovni model TF-
IDF za vse dogodke posameznega uporabnika, ter multinomski in podatkovni model ter 
podatkovni model TF-IDF za sekvence dogodkov. 
4.3.1 Zajem surovih podatkov 
Pri zajemu surovih podatkov je bil poleg pridobitve podatkov glavni cilj prikritje pravih 
identitet uporabnikov, ki so lahko nastopale kot uporabniško ime v sistemu za upravljanje 
identitet ter ime in priimek v sistemu za nadzor pristopa in ocenah zaposlenih. V dnevniških 
zapisih strežnika DHCP se poleg IP-naslova naprav uporabnikov nahajajo tudi imena njihovih 
naprav, ki se nahajajo tudi v dnevniških zapisih sistema za upravljanje identitet. Imena naprav 
smo lahko povezali z njihovimi uporabniki prek IP-naslovov. Zajeti so bili podatki za časovno 
obdobje štirih mesecev, od 1. 5. 2015 do 31. 8. 2015. 
Da bi v največji meri poenostavili zajem podatkov, ki je potekal iz različnih sistemov, in 
so pri zajemu in kasnejši obdelavi morali biti določeni uporabniki in njihove naprave izločeni, 
smo za zajem pripravili javanski programček, ki je izvajal zajem in izločanje določenih 
uporabnikov in njihovih naprav, preslikave med identitetami uporabnikov ter prikrivanje njihovih 
identitet. Programček smo kasneje uporabili za združevanje podatkov različnih virov in njihovo 
pripravo za učenje različnih razvrščevalnih modelov. Za preslikave različnih identitet 
uporabnikov smo pripravili tabelo preslikav uporabniških imen v imena in priimke uporabnikov. 
Iz tabele smo nato v javanskem programčku zgradili instanco javanske podatkovne strukture 
HashMap, kjer je bil ključ predstavljen z združenim imenom in priimkom, vrednost pa z 
uporabniškim imenom. Seznam dovoljenih identitet uporabnikov pa smo vnesli v javansko 
podatkovno strukturo ArrayList, kjer smo pripravili dva seznama, enega z imeni in priimki in 
napravami za sistem nadzora pristopa in ocen zaposlenih, enega pa z uporabniškimi imeni in 
napravami za sistem za upravljanje identitet in strežnik DHCP. Za dnevniške zapise sistema 
DHCP in ocene zaposlenih po preslikavi v uporabniško ime je bila prisotnost v seznamu pogoj 
za prikritje identitete in izvoz. Pri dnevniških zapisih sistema za upravljanje identitet in sistema 
za nadzor pristopa pa je bil seznam uporabljen kot parameter statične metode in() razreda 
Restrictions ogrodja Hiberante, ki se ob izvedbi preslika v ustrezno SQL-poizvedbo. Zaradi 
velike količine dnevniških zapisov sistema za upravljanje identitet smo morali dnevniške zapise 
pridobivati v 15-minutnih intervalih.  
Za vse pridobljene in preslikane podatke je bilo nato z istim javanskih programčkom 
izvedeno prikrivanje identitet s kriptografskim algoritmom HMAC-SHA1 [32], ki potrebuje tudi 
inicializacijski ključ. Inicializacijski ključ je bil v primeru izvoza podatkov dostopen samo 
administratorju sistema za upravljanje identitet, ki je opravil izvoze na računalnikih 
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administratorjev ostalih sistemov. Tako ni v nobenem primeru prišlo do nepooblaščenega 
prenosa podatkov med različnimi sistemi, niti do prenosa inicijalizacijskega ključa algoritma 
med posameznimi sistemi. 
Podatke s prikritimi identitetami uporabnikov in njihovih naprav smo pridobili v obliki 
tekstovnih datotek, kjer je bil vsak dogodek zapisan s prikrito identiteto uporabnika ali naprave 
ter časom nastanka dogodka in identifikatorjem dogodka. Identifikator dogodka za dnevniške 
zapise sistemov za upravljanje identitet je bil IP-naslov storitve ali naprave, za katero je bila 
opravljena prijava, identifikator dogodka za strežnik DHCP je bil IP-naslov  uporabnikove 
naprave, identifikator dogodka pri sistemu za nadzor pristopa pa je bila prikrita identiteta 
lokacije. Dnevniški zapisi sistemov za upravljanje identitet so vsebovali podvojene zapise ali 
pomnožene zapise istih dogodkov. Zapisi se pojavljajo zaradi implementacije prijave 
uporabnikov določenih storitev prek protokola LDAP in močno povečajo število dejanskih 
dogodkov. Podvojene in pomnožene dogodke smo odstranili tako, da smo vsako vrstico iz 
datoteke obravnavali kot javanski tip String, z vnosom v strukturo HashSet pa izvedli izločanje 
podvojenih ali pomnoženih dogodkov. Za nadaljnjo obdelavo smo podatke vnesli v relacijsko 
podatkovno bazo, kjer smo po umiku podvojenih dogodkov vnesli 44 milijonov dnevniških 
zapisov za upravljanje identitet, 4 milijone dnevniških zapisov sistema DHCP in 400 tisoč 
dnevniških zapisov sistema za nadzor pristopa. 
4.3.2 Združitev različnih podatkovnih virov  
Cilj združitve podatkov različnih dnevniških zapisov je bil, da se za vsakega uporabnika 
dogodke v dnevniških zapisih predstavi kot enoten niz dogodkov, urejenih glede na čas 
nastanka dogodka. Za vsakega uporabnika smo iz obstoječih dogodkov kreirali zapis, ki je 
vseboval prikrito identiteto uporabnika, ime storitve ter datum in čas nastanka dogodka. Kot 
povezovalni identifikator za združevanje dogodkov dnevniških zapisov sistemov za upravljanje 
identitet in sistema za nadzor pristopa smo uporabili prikrito identiteto uporabnika. Imena 
storitev, v katere so se uporabniki prijavljali, smo pridobili iz IP-naslovov, za katere je sistem 
za upravljanje identitet opravil overitev poverilnic. Pri tem moramo poudariti, da uporabljeni IP-
naslovi storitev niso bili iz naslovnega prostora osebnih računalnikov uporabnikov, imena 
storitev pa smo zamenjali z naključnimi imeni, na primer naslov IP-1 v STR12, naslov IP-2 v 
STR44. Upoštevali smo samo tiste storitve, za katere je bilo vsaj 20 dogodkov na uporabnika 
v obdobju 4 mesecev. Za povezovanje dogodkov dnevniških zapisov sistema DHCP oziroma 
povezovanje prikritih imen naprav pa smo za uporabnika za vsak dan poiskali dogodek v 
dnevniških zapisih sistema za upravljanje identitet z IP-naslovi iz uporabniškega podomrežja. 
Taki dogodki predstavljajo prijavo uporabnikov v domeno. Za IP-naslove iz uporabniškega 
podomrežja smo za iskalni dan med dogodki dnevniških zapisov sistema DHCP iskali dogodke 
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za pridobitev novega IP-naslova ali obnovitve obstoječega. Če smo IP-naslov na iskani dan 
našli in je ustrezal tipu dogodka, smo v niz dogodkov za uporabnika vnesli zapis z 
uporabnikovo identiteto in imenom storitve COMP. S tem smo označili, da je uporabnikov 
računalnik pridobil nov IP-naslov, nismo pa uporabili samega IP-naslova. Iskanje je potekalo 
prek ogrodja Hibernate, kjer smo zaradi pospešitve izvajali poizvedbe vzporedno prek 
funkcionalnosti programskega jezika Java za večnitnost. Vstope uporabnikov v lokacije smo 
zaradi nedostopnosti različnih vseh lokacij obravnavali kot storitve, tako da smo prikrita imena 
lokacij pretvorili v naključna imena storitev. Skupno smo za vse uporabnike z omejitvijo 
minimalno 20 dogodkov na storitev v obdobju 4 mesecev, od 1. 5. 2015 do 31. 8. 2015, pridobili 
204 različne storitve, z dodatno omejitvijo, da uporabnik uporablja vsaj 10 različnih storitev, pa 
smo identitficirali 1487 uporabnikov. Vsak dogodek iz različnih podatkovnih virov je bil v 
združenih dogodkih predstavljen kot dogodek z naključnim imenom storitve za dogodke iz 
sistema za upravljanje identitet in sistema za nadzor pristopa. Dogodki iz strežnika DHCP pa 
so bili predstavljeni z imenom COMP. Iz tabelaričnega zapisa dogodkov smo nato za vsakega 
uporabnika izdelali vektor za multinomski podatkovni model in podatkovni model TF-IDF. 
Pri tako pridobljenih podatkih smo ugotovili, da se število prijav uporabnikov v različne 
storitve in število uporabnikov, ki določene storitve uporabljajo, močno razlikuje. Vzrok za to je 
v največji meri vrsta storitev, načina implementacije prijave uporabnikov v storitev in načina 
uporabe storitve. Določene storitve, predvsem splošne storitve, kot so prijava uporabnikov v 
domeno ali storitve, katerih odjemalci se izvajajo na telefonih ali namenskih napravah, prijave 
uporabnikov izvajajo periodično, s tem pa močno povečajo število dogodkov za te storitve. Na 
drugi strani pa se določene storitve, predvsem tiste, ki se izvajajo kot spletne storitve overjanje 
uporabnika, izvajajo prek žetonov in zahtevajo vnos uporabnikovih poverilnic redkeje oziroma 
prijavo uporabnika zahtevajo po poteku veljavnosti žetona, ki pa se lahko razlikuje od storitve 
do storitve. Veljavnost žetona lahko traja nekaj ur, lahko pa je tudi neomejena, posledično so 
dogodki za take storitve lahko prisotni od enkrat do dvakrat dnevno, lahko pa samo enkrat 
mesečno. Število dogodkov na uporabnika za take storitve lahko zelo vpliva na vrednost 
frekvenc v multinomskem modelu, saj imajo nekateri uporabniki zaradi tega veliko število 
dogodkov za ene storitve, pri drugih pa nimajo nobenih dogodkov. Zato so vektorji, s katerimi 
predstavimo dogodek uporabnika v multinomskem zapisu ali zapisu TF-IDF, polni ničtih 
vrednosti, zaradi česar posledično postanejo matrike podatkov, s katerimi izvajamo razrščanje, 
razpršene. Zaradi razpršenih matrik se določene razvrščevalne metode pri 10-kratnem 
navzkrižnem preverjanju za določene vrednosti parametrov metod niso mogle izvesti do konca 
oziroma se je njihovo izvajanje prekinilo. Veliko nesorazmerje med številom dogodkov pri 
storitvah pa povzroči, da vrednosti frekvenc določenih storitev v multinomskem modelu močno 
prevladujejo nad ostalimi in posledično lahko precej pokvarijo rezultate razvrščanja. Delno je 
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problem rešljiv s skaliranjem vrednosti v podatkovnem modelu, deloma pa lahko nesorazmerje 
odpravi podatkovni zapis TF-IDF.  
Zaradi naštetih težav, predvsem pa zaradi težav pri izvajanju razvrščevalnih metod na 
multinomskih podatkovnih modelih in podatkovnih modelih TF-IDF, smo se odločili, da bomo 
značilke podatkov zgradili iz sekvenc in podsekvenc dogodkov. Ker pa smo želeli izločiti 
predvsem periodične dogodke in zmanjšati število različnih storitev, smo storitve najprej 
preimenovali, nato pa izločili periodične dogodke oziroma dogodke, ki so se pogosto pojavljali. 
Postopek za to je opisan v spodnjem poglavju. 
4.3.3 Prilagoditev podatkov za obdelavo 
Zaradi različnega števila uporabnikov pri različnih storitvah smo glede na število 
uporabnikov najprej preimenovali imena storitev v prilagojena imena. Preimenovanje smo 
opravili glede na pravila v Tabela 4 v okolju R. Na tak način je bilo število dogodkov še vedno 
zelo visoko, posebno za storitve, ki jih uporablja veliko število uporabnikov, ali za storitve, kjer 
se prijave izvajajo periodično. Pogostost takih dogodkov smo zmanjšali na način, da smo 
upoštevali samo prvi dogodek s prilagojenim imenom, ki se je zgodil v določenem delu dneva. 
Izločanje smo opravili po naslednjem postopku: 
1. Iz vsake vrstice iz datoteke s prilagojenimi imeni smo ustvarili javanski objekt s polji 
Uporabnik, Storitev, Prilagojena storitev, Čas kot javanski tip Calendar, Dan v letu in 
Del dneva v četrtinah. 
2. Dan smo razdelili na četrtine po urah, kjer je prva četrtina predstavljala čas od 0.00 do 
7.00, druga četrtina od 7.00 do 12.00, tretja četrtina od 12.00 do 18.00 in četrta četrtina 
od 18.00 do 23.59. 
3. V objektu smo implementirali privzeti metodi javanskih objektov hasCode() in equals() 
tako, da sta metodi vračali vrednosti na podlagi polj delDneva, prilagojenoIme. 
4. Z vnosom objektov v strukturo HashSet() smo nato pridobili samo skupino dogodkov, 
ki so se v zapisih pojavili na določen dan v letu v določenem delu dneva. 
5. Ker struktura HashSet ne ohranja vrstnega reda vnosa elementov, smo elemente 
strukture HashSet razvrstili padajoče glede na čas nastanka s privzeto metodo 
javanskega razreda Collections sort(), kjer smo morali implementirali vmesnik 
Comparator kot notranji javanski razred (Slika 10). 
6. V vsako vrstico smo za potrebe kasnejše obdelave s knjižnico TraMineR dodali še 
oceno zaposlenega. 
Za vsakega uporabnika smo tako pridobili množico podatkov, ki je vsebovala dogodke 
prijav uporabnikov v storitve, prihodov in odhodov z lokacij ter pridobitev ali obnovo IP-naslova 
, ki so se zgodili samo enkrat v določenem delu dneva Tabela 4. Iz takih dogodkov smo nato 
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poiskali pogoste podsekvence, ki so nato predstavljale značilke množice podatkov, vrednosti 
značilk pa število podsekvenc za posameznega uporabnika. Postopek iskanja podsekvenc je 
opisan v naslednjem podpoglavju. 
 
Storitev datumInČas danVLetu delDneva prilagojenoIme Uporabnik Ocena 
STR279 2015-05-04 08:15:22 119 2ndQ 500_USER upx good 
STR157 2015-05-04 09:56:10 119 2ndQ 100_USER upx good 
COMP 2015-05-05 07:52:11 124 2ndQ COMP upx  
Tabela 4: Primer zapisa dogodkov za uporabnika po spremembi imen storitev v naključna imena, 









Tabela 5: Pravila za preimenovanje imen storitev v prilagojena imena glede na število različnih 
uporabnikov storitev. 
 
Slika 10: Primer naraščajočega razvrščanja po času, uporabljenega za razvrščanje elementov v strukturi 
HashSet. 
4.3.4 Priprava podatkovnega modela za razvrščanje 
Za potrebe razvrščanja smo najprej pripravili multinomski in podatkovni zapis TF-IDF, 
pridobljen iz spremenjenih imen storitev, nato pa še multinomski podatkovni zapis in 
podatkovni zapis TF-IDF, pridobljen iz podsekvenc prilagojenih imen dogodkov združenih 
dnevniških zapisov, opisanih v prejšnjem poglavju. Podsekvence smo pridobili iz sekvenc 
dogodkov združenih zapisov s pomočjo R-knjižnice TraMineR [12] tako, da smo najprej za vse 
uporabnike pridobili dve skupini najbolj diskriminatornih podsekvenc, eno s testom 
2 , eno pa 
s testom 
2  in upoštevanjem Bonferronijevega popravka. Upoštevanje Bonferronijevega 
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popravka statističnega testa pomeni, da se vrednost stopnje značilnosti prilagodi glede na 
število testov ali število primerjav. Pri multiplih primerjavah in testih lahko pride do povečanja 
slučajnosti redkih dogodkov, s tem pa tudi do povečanja možnosti neupravičene zavrnitve 
ničelne domneve in povečanja napake tipa 1. Z upoštevanjem Bonferronijevega popravka se 
vrednost stopnje značilnosti posameznega statističnega testa prilagodi na stopnjo 
m
1  željene 
stopnje značilnosti, pri čemer m predstavlja število testov. Če je željena vrednost stopnje 
značilnosti 0,05 in se opravi 8 testov hipoteze, potem je vrednost stopnje značilnosti pri 
posameznem testu 0,00625.  
S testom 
2 in upoštevanjem Bonferronijevega popravka testa 2  smo želeli pridobiti 
značilke dveh podatkovnih modelov, kjer bodo te predstavljene z najbolj diskriminatornimi 
podsekvencami. Za vsakega uporabnika smo nato poiskali vse podsekvence in upoštevali 
samo število dogodkov najbolj diskriminatornih podsekvenc. Tako smo ustvarili dva 
podatkovna modela za razvrščanje, ki smo ju zaradi lažjega razumevanja poimenovali 2  in 
bonferroni. Podrobnejši potek izdelave podatkovnih modelov je bil naslednji:  
1. Za vse uporabnike, za katere smo izvajali analizo, smo najprej kreirali sekvence 
dogodkov s funkcijo seqecreate(), kjer smo kot parametre metode id, timestamp in 
event vnesli vrednosti iz Tabela 4 uporabnik za id, danVLetu za time in prilagojenoIme 
za event (Slika 9). 
2. Iz sekvenc smo nato kreirali podsekvence s podporo do 1 % s funkcijo seqefsub(). 
3. Iz tako pridobljenih podsekvenc smo nato poiskali najbolj diskriminatorne podsekvence 
s funkcijo seqecmpgroup(), kjer smo za parameter group vnesli ocene, za parameter 
method pa posebej niz chiSquare za test 
2 in bonferroni test 2  z upoštevanjem 
Bonferronijevega popravka. 
4. Od najbolj diskriminatornih podsekvenc, ki jih vrne funkcija seqecmpgroup(), smo 
izbrali vse podsekvence s p-vrednostjo, manjšo ali enako 0.05.  
5. Pridobljene podsekvence so za test 
2 in test 2 z upoštevanjem Bonferronijevega 
popravka predstavljale imena značilk za podatkovna modela 2  in bonferroni.  
6. Za vsakega uporabnika posebej smo nato poiskali podsekvence na enak način kot v 
točki 2. 
7. Iz pridobljenih podsekvenc uporabnika smo izbrali samo podsekvence, ki so ustrezale 
imenom značilk v podatkovnih modelih 2  in bonferroni. 
8. Vsakega uporabnika smo v posamezen podatkovni model vnesli kot vektor s številom 




9. Vsakemu vektorju smo dodali še oceno uporabnikove kompetence samoiniciativnost, 
ki smo jo kasneje napovedovali s razvrščevalnimi metodami. 
Ocene uporabnikovih kompetenc smo z lestvice od 1 do 3 spremenili v oznake »odlično« 
za najvišjo oceno 3 in oznako »dobro« za oceno z vrednostjo 2. Uporabnike z ocenama 1 in 0 
smo iz analize izločili, uporabnike z oceno 0 zato ker v resnici niso bili ocenjeni, uporabnike z 
oceno 1, pa smo izločili zaradi nizkega števila v primerjavi z ocenama 2 in 3. Po izločitvi 
uporabnikov z oceno 1 in uporabnikov brez ocene smo ustvarili podatkovna modela s 1315 
vrsticami, kjer vsaka vrstica predstavlja uporabnika, pri čemer je podatkovni model 2 imel 97 
značilk, podatkovni model bonferroni pa 24 značilk. Za vsakega od podatkovnih modelov smo 
nato še izračunali multinimski podatkovni zapis in podatkovni zapis TF-IDF. 
Pri izbiri značilk kot skupine najbolj diskriminatornih značilk smo se zavedali dejstva, da 
smo s tem ustvarili pristranski model, vendar se nam je ob številu možnih značilk, ki se lahko 
pojavijo to zdel najbolj primeren postopek.  
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5 PREIZKUS NAPOVEDI OCEN UPORABNIKOV 
Cilj preizkusa napovedi ocen uporabnikov je bil preveriti, ali so izdelani podatkovni 
modeli primerni za izvajanje samodejnega ocenjevanja vedenjske kompetence 
samoiniciativnost oziroma za avtomatsko razvrščanje samoiniciativnih uporabnikov na podlagi 
predlaganih podatkovnih modelov s pripadajočimi podatkovnimi zapisi. Podatkovne modele 
smo preizkusili s šestimi različnimi razvrščevalnimi metodami, kjer smo za vsako 
razvrščevalno metodo s postopkom 10-kratnega navzkrižnega preverjanja s tremi ponovitvami 
in mrežnim iskanjem izbrali najboljši razvrščevalni model posamezne metode. Razvrščevalni 
model smo izdelali na 2/3 naključno izbranih podatkih posameznega podatkovnega modela, 
preostalo 1/3 pa smo na koncu uporabili kot testno množico za preverjanje kakovosti modela 
na podatkih, na katerih učenje ni bilo izvedeno.  
Zaradi velikega nesorazmerja med deležem pozitivnih in negativnih oznak razreda v 
korist negativnih oznak in slabih rezultatov razvrščanja smo iz obstoječih podatkovnih modelov 
ustvarili modele z enakim številom pozitivnih in negativnih oznak razreda. Pri tem smo uporabili 
postopek podvzorčenja, ki število podatkov vseh razredov prilagodi na število podatkov 
najmanj prevladujočega razreda. Postopek podvzorčenja smo opravili s pomočjo funkcije 
downSample() knjižnice Caret [33], tako da smo postopek opravili pred postopkom 
samovzorčenja z 10-kratnim navzkrižnim preverjanjem. Tak postopek je lahko problematičen, 
saj lahko del podatkov, ki se pri 10-kratnem navzkrižnem preverjanju uporabi za preverjanje, 
ne vsebuje uravnoteženega števila razredov. Priporočen postopek je sicer, da se podvzorčenje 
opravi v okviru učenja razvrščevalnega modela z 10-kratnim navzkrižnim preverjanjem, vendar 
se zanj nismo odločili zaradi dejstva, da tak postopek močno poveča računsko kompleksnost. 
Prav tako postopek s podvzorčenjem ne odraža realnega stanja, kjer je visoka 
neuravnoteženost razmerja razredov vedno prisotna, ampak se s tem ustvari umeten vzorec, 
zato je bil v nalogi uporabljen izključno za potrebe preverjanja kakovosti razvrščanja z 
uravnoteženim razmerjem oznak. Na tako predelanih podatkovnih modelih smo nato na enak 
način kot pri originalnih podatkovnih modelih opravili postopek izbire najboljšega modela, na 
testni množici pa preverili delovanje modela na novih podatkih.  
Učenje podatkovnih modelov, podvzorčenje, predpriprava podatkov, testiranje in analiza 
rezultatov so bili opravljeni s funkcijami knjižnice Caret. Za vizualizacijo rezultatov pa smo 
uporabili skupino standardnih funkcij okolja R za vizualizacijo xyplot in funkcije knjižnice 






5.1 Priprava razvrščevalnih metod in testov 
Za učenje razvrščevalnih modelov smo v nalogi uporabili naslednje razvrščevalne 
metode (v oklepajih se nahajajo vrednosti parametrov za metodo v funkciji train() (Slika 8):  
 SVM z radialnimi funkcijami jedra (svmRadial), 
 klasifikacijska odločitvena drevesa (rpart),  
 logistična regresija (glm),  
 regularizirana logistična regresija (plr),  
 metoda GBM (gbm), 
 naključni gozdovi (rf).  
Metode smo uporabljali prek R-knjižnice Caret, kjer smo različne metode klicali na način, 
da smo v funkcijo train() knjižnice Caret vnesli ime metode z imenom, predpisanim v seznamu 
podprtih metod knjižnice Caret (Slika 8) [8]. Metodo SVM z radialnimi funkcijami jedra smo 
uporabili zato, ker je možno s pomočjo takih funkcij jedra pridelati zelo kompleksne odločitvene 
ravnine. Logistično regresijo in metodo odločitvenih dreves smo uporabili kot dve osnovni in 
enostavnejši razvrščevalni metodi. Z uporabo regularizirane logistične regresije pa smo želeli 
preveriti, ali lahko z zmanjšanjem vrednosti posameznih značilk izboljšamo kakovost 
razvrščanja. Z metodo naključnih gozdov in metodo GBM pa smo želeli preveriti kakovost 
(angl. ensamble) metod.  
Kakovost razvrščevalnih modelov smo za različne nastavitve parametrov pri posameznih 
metodah preverjali prek mrežnega iskanja z 10-kratnim navzkrižnim preverjanjem s tremi 
ponovitvami. Tri ponovitve smo opravili zaradi zmanjšanja variance rezultatov razvrščanja, ki 
se lahko pojavi pri učenju z 10-kratnem navzkrižnim preverjanjem, kadar je podatkovni model 
nestabilen [35]. Poudariti moramo, da učenje s ponavljajočim navzkrižnim ponavljanjem v 
kombinaciji z mrežnim iskanjem pri določenih razvrščevalnih metodah močno poveča čas 
izvajanja učenja modela, kar je razvidno v Tabela 12. Mrežno iskanje smo opravili prek funkcije 
knjižnice Caret expand.grid(), ki vrne matriko vseh kombinacij parametrov metod, matrika je 
bila uporabljena kot vrednost parametra tuneGrid funkcije train(). Pri metodi klasifikacijska 
odločitvena drevesa, kjer z nastavitvami parametra za kompleksnost drevesa nismo mogli 
naučiti modela, da bi pravilno razvrščal pozitivne uporabnike, smo iskanje najboljšega 
parametra prepustili funkciji train(), ki lahko poišče parameter s pomočjo naključnega 
preverjanja parametra glede na prisotne podatke za učenje [30]. V funkciji train() smo pri 
naključnem iskanju parametra nastavili deset poskusov iskanja prek nastavitve parametra 
tuneLegth=10. Z mrežnim in naključnim iskanjem smo želeli poiskati najboljše parametre 
posameznega razvrščevalnega modela. Pri učenju in testiranju modelov smo skušali preveriti, 
kakšen je vpliv predpriprave podatkov, tako da smo za vsako značilko vsem vrednostim odšteli 
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njeno srednjo vrednost »centriranje« in vse njene vrednosti delili z njenim standardnim 
odklonom »skaliranje«. To smo opravili prek nastavitve parametra preProcess v funkciji train() 
in predict() knjižnice Caret na vrednost center in scale (Slika 8). 
Pri vseh metodah smo spreminjali vrednosti parametrov glede na možnosti spreminjanja, 
razen pri metodah logistična regresija, kjer nastavljanje parametrov ni potrebno, in pri 
klasifikacijskih drevesih, kjer smo vrednosti parametra za kompleksnost iskali prek naključnega 
iskanja, implementiranega v knjižnici Caret. Vrednosti parametrov smo nastavljali prek že 
omenjene funkcije expand.grid(). Za metodo SVM smo spreminjali vrednosti parametrov 
gamma in C. Parameter gamma predstavlja širino vpliva posameznih učnih podatkov, izbranih 
za podporne vektorje na določitveno krivuljo, kjer nizka vrednost predstavlja kompleksnejšo 
določitveno krivuljo, visoka pa preprosto. Parameter C predstavlja kompromis med napačno 
razvrščenimi učnimi podatki in kompleksnostjo določitveno krivuljo, kjer visoka vrednost 
pomeni, da lahko model razvršča pravilno vse učne podatke, tako da izbere čim večje število 
učnih podatkov za podporne vektorje. Parameter gamma smo spreminjali od vrednosti 10-3 do 
101, parameter C pa od 10-2 do 102 z logaritemskih povečevanjem. Pri metodi regularizirana 
logistična regresija smo spreminjali vrednost parametra lambda, ki pomeni stopnjo 
zmanjševanja vpliva značilk z visoko vrednostjo, od vrednosti 2-3 do 28 s spreminjanjem 
vrednosti eksponenta za 1. Pri metodi GBM smo spreminjali vrednosti parametrov za število 
iteracij n.trees, kjer smo spreminjali vrednosti od 50 do 1500 v korakih po 50, kompleksnost 
drevesa interaction.depth, kjer smo upoštevali vrednosti 1, 5 in 9, hitrost učenja shrinkage pa 
smo nastavili na vrednost 0,1, medtem ko smo vrednost parametra n.minobsinnode za 
minimalno število učnih podatkov v vozlišču drevesa pred pričetkom razcepa nastavili na 
vrednost 20. Pri metodi naključni gozdovi smo za parameter mtry, ki pomeni število naključno 
izbranih značilk kot kandidatov za razcep, spreminjali vrednosti od 1 do 10.  
Za izbiro najboljšega razvrščevalnega modela za posamično metodo smo za podatkovna 
modela z neuravnoteženim razmerjem oznak uporabili model z najvišjo vrednostjo AUC, pri 
podatkovnih modelih z uravnoteženim razmerjem oznak pa model z najvišjo točnostjo. Izbira 
najkakovostnejšega modela je bila izvedena samodejno v okviru funkcije train(), kjer je privzeta 
metrika natančnost modela, z vnosom parametra metric pa funkcija vrne model, ki je dosegel 
najvišjo od izbranih mer, ki so na voljo v knjižnici Caret [30]. Za primerjavo kakovosti naučenih 
razvrščevalnih modelov smo uporabili funkcijo resamples(), ki omogoča zbiranje, analizo in 
vizualizacijo rezultatov funkcije train() ob uporabi različnih postopkov samovzorčenja. Funkcija 
kot rezultat vrne povzetek rezultatov vseh mer za ocenjevanje kakovosti razvrščevalnih in 
regresijskih modelov ter za vsakega od naučenih razvrščevalnih modelov opravi izbiro 
najboljšega glede na izbrano mero, s pomočjo funkcije diff() pa smo opravili parne t-teste med 
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rezultati posameznih modelov. Z najboljšim razvrščevalnim modelom smo nato opravili teste 
na testni množici podatkov. 
Pri postopku učenja s multinomskim podatkovnim zapisom in podatkovnim zapisom TF-
IDF za podatkovni model, sestavljen iz frekvence nastopanja posameznih značilk, smo imeli 
težave, ki so bile predvsem posledica razpršenih matrik. Ker so se težave odražale v težavah 
pri izvajanju določenih razvrščevalnih metod, ki se na primer pri določenih poskusih pri 
navzkrižnem preverjanju niso izvedle, smo razvrščanje izvajali samo na podatkovnih zapisih, 
izdelanih iz sekvenc. 
 
5.2 Rezultati testiranj z neuravnoteženim razmerjem oznak 
Rezultate testiranj podatkovnih modelov z neuravnoteženim razmerjem oznak smo 
prestavili kot rezultate razvrščanja 1/3 preostalih podatkov in primerjave rezultatov učenja 
različnih razvrščevalnih modelov, ki smo jih pridobili s funkcijami R-knjižnice Caret. Za učenje 
in testiranje smo uporabili nastavitve deležev podatkov, opisanih v Tabela 6. 
Podatkovni model Število vrstic Število značilk Delež pozitivnega razreda 
2  1321 96 0.27 
bonferroni 1321 23 0.27 
2  - učenje 877 96 0.728 
2  - test 438 96 0.272 
bonferroni - učenje 877 23 0.728 
bonferroni - test 438 23 0.271 
Tabela 6: Deleži podatkovnih modelov 
2  in bonferroni, uporabljenih za učenje in testiranje 
razvrščevalnih modelov za primer neuravnoteženega razmerja razredov. 
5.2.1 Rezultati testiranj za podatkovni model 2  
Rezultati testiranj na podatkovnem modelu z neuravnoteženih razmerjem oznak so 
pokazali, da noben od naučenih razvrščevalnih modelov ni sposoben dobro razvrščati 
uporabnikov, ki so bili pozivno ocenjeni oziroma so dobili najvišjo oceno za kompetenco 
samoiniciativnost. To je razvidno v Tabela 7, kjer so vrednosti za merilo natančnost pri večini 
metod skoraj vedno nižje od 0.5 za oba podatkovna zapisa. Mera natančnost ali pozitivno 
napovedane vrednosti je podana kot razmerje med številom pozitivno razvrščenih elementov 
in vsoti pozitivno in lažno pozitivno razvrščenih elementov. Zato se lahko pojavljajo tudi 
vrednosti za natančnost 100 odstotkov, kar se je pojavilo pri vrednosti za razvrščevalni model 
naključni gozdovi pri podatkovnem zapisu TF-IDF. Zaradi tega smo še dodatno analizirali 
rezultate učenja razvrščevalnih modelov s pomočjo funkcije resamples(), kjer se rezultati 
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učenja pri nekaterih metodah precej razlikujejo od rezultatov testiranj, vendar vsebujejo veliko 
več informacij o poteku učenja, predvsem pri vrednosti različnih mer za ocenjevanje kakovosti 
razvrščevalnih modelov, kjer se precej razlikujejo glede na nastavitev parametrov učenja 
razvrščevalne metode. 
Posebej so nas zato zanimali rezultati za meri občutljivost (angl. sensitivity) in 
specifičnost (angl. specifisity), ki opisujeta vrednost razmerja med pravilno razvrščenimi 
pozitivnimi razredi in vsoto pravilno razvrščenih pozitivnih razredov in lažno razvrščenih 
negativnih razredov. Pri učenju različnih razvrščevalnih modelov smo opazili, da je občutljivost 
v večini primerov zelo nizka, medtem ko je specifičnost zelo visoka. Pri analizi rezultatov 
učenja smo opazili, da so bile vrednosti za mero občutljivost zelo nizke, kar je razvidno na 
Slika 15, vrednosti za mero specifičnost pa zelo visoke, kar je razvidno na Slika 16, kot najboljši 
razvrščevalni model pa je bil izbran model z najvišjo vrednostjo mere AUC. Zaradi tako izbranih 
razvrščevalnih modelov so bili tudi rezultati razvrščanja na testnih množicah za mero 
specifičnost ustrezno slabši. Pri podrobnejšem pregledu rezultatov učenja pri posameznih 
metodah smo ugotovili, da se pri določenih nastavitvah parametrov metod vrednost mere 
občutljivost znatno poveča. Tak primer je na primer metoda GBM, ki pri določenih nastavitvah 
parametrov lahko doseže vrednost za mero občutljivost tudi do 25 odstotkov (Slika 11), a je 
pri izbranem razvrščevalnem modelu za metodo GBM dosegla vrednost samo 11 odstotkov, 
zaradi česar so bili rezultati razvrščanja na testni množici slabši. Zato smo preizkusili učenje 
modelov in razvrščanje na testni množici na način, da smo izbrali model, ki je pri učenju 
dosegel najvišjo vrednost za mero občutljivost.  
Rezultati testiranj z razvrščevalnimi modeli, ki so bili izbrani glede na najvišjo vrednost 
za mero občutljivost, so pokazali, da se je občutljivost pri razvrščanju znatno povečala, 
vrednosti za ostale mere pa se niso bistveno zmanjšale, kar je razvidno iz primerjav vrednosti 
mer v Tabela 7 in Tabela 9. Še bolj je to razvidno na Slika 12, kjer so rezultati za občutljivost 
bistveno boljši za modele, ki so bili izbrani glede na najvišjo vrednost za mero občutljivost pri 
učenju, ob tem pa rezultati za točnost niso bili bistveno slabši. Za mero specifičnost pa se je 
izkazalo, da se je pri izbiri razvrščevalnega modela z najvišjo vrednostjo za občutljivost pri 
določenih metodah zmanjšala za od 10 do 15 odstotkov v primerjavi z razvrščevalnim 
modelom z najvišjo vrednostjo mere AUC (Slika 13). Z izbiro razvrščevalnega modela z 
najvišjo vrednostjo za mero občutljivost, kar sicer ni splošna praksa, smo želeli pokazati, da 
se lahko do določene mere izboljšajo rezultati razvrščanja za pozitivni razred, kar pa pri 
problemu razvrščanja samoiniciativnih uporabnikov ni veliko pripomoglo. Izbira takih 
razvrščevalnih modelov je v splošnem sicer lahko tudi nevarna, saj so taki razvrščevalni modeli 
lahko bistveno kompleksnejši in lahko pride pri uporabi na testnih množicah tudi do pre-
ujemanja (Slika 17). 
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Metoda Natančnost Preklic Občutljivost Specifičnost Mera F Točnost 
SVM 0.2 0.744 0.009 0.988 0.315 0.737 
CART 0.439 0.763 0.161 0.929 0.557 0.733 
LR 0.451 0.77 0.205 0.914 0.569 0.733 
RLR 0.5 0.751 0.054 0.982 0.6 0.744 
GBM 0.382 0.755 0.116 0.936 0.508 0.726 
RF 0.6 0.748 0.027 0.994 0.666 0.747 
SVM_TFIDF 0 0.743 0 0.994 0 0.74 
CART_TFIDF 0.517 0.763 0.134 0.957 0.616 0.747 
LR_TFIDF 0.359 0.754 0.125 0.923 0.486 0.719 
RLR_TFIDF 0.2 0.743 0.018 0.975 0.315 0.731 
GBM_TFIDF 0.4 0.753 0.089 0.954 0.522 0.733 
RF_TFIDF 1 0.749 0.027 1 0.857 0.751 
Tabela 7: Rezultati testov razvrščevalnih metod za multinomski zapis in zapis TF-IDF z različnimi 
razvrščevalnimi metodami za podatkovni model 
2  z neuravnoteženim razmerjem oznak, kjer je bil pri 
posameznih metodah izbran model s parametri, kjer je bila vrednost mere AUC pri učenju najvišja. 
Metoda Natančnost Preklic Občutljivost Specifičnost AUC 
SVM_TFIDF 0.0000 0.7273 0.00000 1.0 0.5708 
SVM 0.5000 0.7289 0.00000 1.0 0.5639 
RF_TFIDF 0.4000 0.7428 0.16670 0.9219 0.5681 
RF 0.3333 0.7273 0.00000 1.0 0.5958 
GBM_TFIDF 0.5000 0.7412 0.12500 0.9688 0.5235 
GBM 0.4481 0.7459 0.12500 0.9645 0.5860 
CART_TFIDF 0.5000 0.7470 0.12500 0.9688 0.5244 
CART 0.5278 0.7412 0.12500 0.9843 0.5390 
PLR_TFIDF 1.0 0.7412 0.08333 1.0 0.6084 
PLR 0.6667 0.7381 0.08333 1.0 0.5565 
GLM_TFIDF 0.4409 0.7462 0.20830 0.9336 0.5461 
GLM 0.4444 0.7534 0.24180 0.9219 0.5221 
Tabela 8: Rezultati učenja razvrščevalnih modelov za srednje vrednosti mer občutljivost, specifičnost, 
natančnost in preklic za podatkovni model 
2  z neuravnoteženim razmerjem oznak, pri čemer je bila 




Slika 11: Primer učenja razvrščevalnega modela GBM prek mrežnega učenja z različnimi kombinacijami 
parametrov, kjer je bil na koncu izbran razvrščevalni model z najvišjo vrednostjo mere občutljivost. 
Učenje je bilo opravljeno na podatkih z neuravnoteženim razmerjem pozitivnih in negativnih oznak. 
Metoda Natančnost Preklic Občutljivost Specifičnost Mera F Točnost 
SVM 0 0.741 0 0.982 0 0.731 
CART 0.286 0.752 0.232 0.801 0.414 0.655 
LR 0.451 0.77 0.205 0.914 0.569 0.733 
RLR 0.386 0.759 0.152 0.917 0.512 0.721 
GBM 0.289 0.754 0.25 0.788 0.417 0.651 
RF 0.283 0.748 0.134 0.883 0.411 0.692 
SVM_TFIDF 0.462 0.751 0.054 0.979 0.572 0.742 
CART_TFIDF 0.337 0.767 0.286 0.807 0.468 0.674 
LR_TFIDF 0.359 0.754 0.125 0.923 0.486 0.719 
RLR_TFIDF 0.316 0.747 0.054 0.96 0.444 0.728 
GBM_TFIDF 0.263 0.746 0.232 0.776 0.389 0.637 
RF_TFIDF 0.306 0.749 0.098 0.923 0.434 0.712 
Tabela 9: Rezultati testov razvrščevalnih metod za multinomski zapis in zapis TF-IDF z različnimi 
razvrščevalnimi metodami za podatkovni model 
2  z neuravnoteženim razmerjem oznak, kjer je bil pri 




Slika 12: Primerjava razlike v merah občutljivost in točnost pri testiranju razvrščevalnih modelov na testni 
množici za podatkovni model 
2 , kjer so testi bili opravljeni z razvrščevalnimi modeli, ki so bili enkrat 
izbrani glede na najvišjo vrednost mere občutljivost, enkrat pa glede na najvišjo vrednost mere AUC. 
Imena razvrščevalnih metod, ki se končajo s T, predstavljajo rezultate razvščanja na podatkovnem 
zapisu TF-IDF. 
 
Slika 13: Primerjava razlike za mero specifičnost razvrščevalnih modelov na testni množici za 
podatkovni model 
2 , kjer so testi bili opravljeni z razvrščevalnimi modeli, enkrat izbranimi glede na 




Pri preverjanju vpliva podatkovnega zapisa na kakovost razvrščanja smo uporabili 
funkcijo diff() knjižnice Caret, ki po parih izračuna razlike za vse mere za preverjanje kakovosti 
naučenih razvrščevalnih modelov. Funkcija nato še opravi parni t-test, s katerim preveri, ali so 
razlike med merami kakovosti razvrščevalnih modelov statistično značilne. Funkcijo diff() smo 
uporabili tudi pri preverjanju vpliva podatkovnega zapisa na podatkovnem modelu bonferroni 
in pri primerjavi naučenih razvrščevalnih modelov glede na podatkovni format. 
Primerjavo smo zaradi lažje grafične predstavitve izvedli samo za štiri razvrščevalne 
metode: naključni gozdovi, SVM, GBM in regularizirana logistična regresija. Pri primerjavi 
vpliva podatkovnega zapisa na kakovost naučenega razvrščevalnega modela smo ugotovili, 
da je za podatkovni format 
2  statistično značilna samo razlika mere občutljivost za metodo 
SVM glede na podatkovni zapis. Razlika med razvrščevalnima modeloma za metodo SVM je 
približno 1 odstotek v korist razvrščevalnega modelu, naučenega iz podatkovnega zapisa TF-
IDF. Razlike za mero občutljivost pri razvrščevalnih modelih, naučenih z ostalimi metodami 
glede na podatkovni zapis, niso statistično značilne, saj interval zaupanja seka vrednost 0 
(Slika 14).  
Rezultati razvrščanja pri podatkovnem modelu 2  so pokazali, da je kakovost 
razvrščanja pozitivnih instanc razreda zelo slaba, saj ne znaša niti 50 odstotkov, kar se odraža 
v nizki vrednosti za občutljivost, kljub temu da točnost znaša 73 odstotkov. Visoka točnost je 
predvsem posledica visoke specifičnosti (Slika 13), kar pomeni, da smo bili z razvrščevalnim 
modelom predvsem uspešni pri razvrščanju negativnih oznak razreda oziroma uporabnikov, ki 
niso dobili najvišje ocene za samoiniciativnost. Visoka specifičnost in nizka občutljivost pri 
rezultatih razvrščanja se je pojavila predvsem zaradi dejstva, da so bili pri učenju modela 
uporabljeni podatki s skoraj ¾ negativnih oznak oziroma uporabnikov z ne najvišjo oceno ali 
pa podatkovni model 




Slika 14: Primerjava razvrščevalnih metod med različnimi podatkovnimi zapisi za mero občutljivost pri 
učenju s stopnjo zaupanja 0.95 in brez upoštevanja Bonferronijevega popravka za podatkovni model 
2 . Zaradi preglednosti sta bili iz primerjave izločeni metodi logistična regresija in odločitvena drevesa. 
Primerjave med metodami so izvedene s parnim t-testom. Z rdečo barvo so označene primerjave med 





Slika 15: Slika prikazuje grafikone kvantilov za mero občutljivost pri posameznih razvrščevalnih metodah 
kot rezultate učenja z 10-kratnim navzkrižnim preverjanjem s tremi ponovitvami za podatkovni model 
2 . Metode, naučene na podatkovnem zapisu TF-IDF, imajo končnico TFIDF. Slika je bila ustvarjena 
s pomočjo funkcije R bwplot(), kjer je bil vhodni parameter rezultat funkcije resamples(). 
 
Slika 16: Slika prikazuje grafikone kvantilov za mero občutljivost pri posameznih razvrščevalnih 
metodah kot rezultate učenja z 10-kratnim navzkrižnim preverjanjem s tremi ponovitvami za 
podatkovni model 





Slika 17: Nivojski izris (angl. Level Plot) za primer mrežnega učenja razvrščevalnega modela z rezultati 
za mero občutljivost, katere vrednosti so predstavljene z barvno lestvico na desni strani slike. Slika 
prikazuje vse vrednosti mere občutljivost pri učenju razvrščevalnega modela GBM na podatkovnem 
modelu 
2  z multinomskim podatkovnim zapisom. Razvrščevalni model z najvišjo vrednostjo za mero 
občutljivost je model z globino drevesa 9, pridelan pri 1.450 iteracijah učenja, kar je bistveno več kot pri 
najboljšem modelu, izbranem na podlagi najvišje vrednosti mere AUC (Slika 18).  
 
Slika 18: Nivojski izris za primer mrežnega učenja razvrščevalnega modela GBM z rezultati za mero 
AUC, katere vrednosti so predstavljene z barvno lestvico na desni strani slike. Vrednost za mero 
občutljivost za kombinacijo parametrov za model GBM, s katerim doseženo maksimalno vrednost mere 
AUC 61,5, znaša 10 odstotkov. Glej primerjavo barv za kombinacijo parametrov s Sliko 17. 
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5.2.2 Rezultati testiranj za podatkovni model bonferroni. 
Pri testiranju s podatkovnim modelom bonferroni smo opravili enake postopke kot pri 
testiranju podatkovnega modela 
2 , kjer smo najprej opravili teste z različnimi metodami, kjer 
so bili razvrščevalni modeli izbrani glede na najvišjo vrednost mere AUC pri učenju. Teste smo 
ponovili še na razvrščevalnih modelih metod, ki so dosegli najvišjo vrednost za mero 
občutljivost pri učenju.  
Na Slika 19 se nahaja primerjava občutljivosti in točnosti glede na izbiro najboljšega 
razvrščevalnega modela pri učenju glede na meri AUC ali občutljivost, na Slika 20 pa 
primerjava specifičnosti glede na izbiro razvrščevalnega modela po istih kriterijih. Za razliko 
od podatkovnega modela 
2  se je pri podatkovnem modelu bonferroni izkazalo, da izbira 
razvrščevalnega modela z najvišjo občutljivostjo pri učenju ni imela tako velikega vpliva na 
občutljivost pri razvrščanju na testni množici kot pri podatkovnem modelu 2 . Občutljivost pri 
razvrščanju za razvrščevalne modele, izbrane na podlagi najvišje občutljivosti, je bila višja 
samo za razvrščevalne metode naključni gozdovi in SVM na podatkovnem zapisu TF-IDF. 
Vrednosti za točnost pa so bile znatno višje samo za metodo klasifikacijska drevesa na 
multinomskem podatkovnem zapisu. Vrednost za specifičnost je bila enaka glede na izbiro 
mere, razen pri razvrščevalnem modelu za metodo klasifikacijska drevesa, naučenem na 
multinomskem podatkovnem zapisu in razvrščevalnem modelu za metodo logistična regresija, 
naučenem na podatkovnem zapisu TF-IDF (Slika 20). Primerjave ostalih mer se nahajajo v 
Tabela 10 in Tabela 11.  
Metoda Natančnost Preklic Občutljivost Specifičnost Mera F Točnost 
SVM NA 0.72 0 1 NA 0.72 
CART 0.31 0.731 0.285 0.754 0.435 0.623 
LR 0.522 0.734 0.098 0.965 0.61 0.723 
RLR 0.875 0.731 0.057 0.997 0.797 0.734 
GBM 0.5 0.739 0.138 0.946 0.596 0.72 
RF 0.308 0.721 0.033 0.972 0.431 0.709 
SVM_TFIDF 0.278 0.72 0.041 0.959 0.401 0.702 
CART_TFIDF 0.467 0.742 0.171 0.924 0.573 0.714 
LR_TFIDF 0.417 0.728 0.53 0.711 0.417 0.728 
RLR_TFIDF 0.545 0.727 0.049 0.984 0.623 0.723 
GBM_TFIDF 0.476 0.73 0.081 0.965 0.576 0.718 
RF_TFIDF 0.611 0.735 0.089 0.978 0.667 0.73 
Tabela 10: Rezultati razvrščevalnih metod za multinomski zapis in zapis TF-IDF z različnimi 
razvrščevalnimi metodami za podatkovni model bonferroni z neuravnoteženim razmerjem oznak, kjer 





Metoda Natančnost Preklic Občutljivost Specifičnost Mera F Točnost 
SVM NA 0.72 0 1 NA 0.72 
CART 0.31 0.731 0.285 0.754 0.435 0.623 
LR 0.522 0.734 0.098 0.965 0.61 0.723 
RLR 0.875 0.731 0.057 0.997 0.797 0.734 
GBM 0.5 0.739 0.138 0.946 0.596 0.72 
RF 0.308 0.721 0.033 0.972 0.431 0.709 
SVM_TFIDF 0.278 0.72 0.041 0.959 0.401 0.702 
CART_TFIDF 0.467 0.742 0.171 0.924 0.573 0.714 
LR_TFIDF 0.417 0.728 0.53 0.711 0.417 0.728 
RLR_TFIDF 0.545 0.727 0.049 0.984 0.623 0.723 
GBM_TFIDF 0.476 0.73 0.081 0.965 0.576 0.718 
RF_TFIDF 0.611 0.735 0.089 0.978 0.667 0.73 
Tabela 11: Rezultati razvrščevalnih metod za multinomski zapis in zapis TF-IDF z različnimi 
razvrščevalnimi metodami za podatkovni model bonferroni z neuravnoteženim razmerjem oznak, kjer 
je bil pri posameznih metodah izbran model s parametri, kjer je bila vrednost mere občutljivost 
najvišja. 
 
Slika 19: Primerjava razlike v merah občutljivost in točnost pri testiranju razvrščevalnih modelov na testni 
množici za podatkovni model bonferroni, kjer so bili testi opravljeni z razvrščevalnimi modeli, izbranimi 




Slika 20: Primerjava razlike za mero specifičnost na testni množici za podatkovni model bonferroni, kjer 
so testi bili opravljeni z razvrščevalnimi modeli, izbranimi enkrat glede na najvišjo vrednost za mero 
občutljivost, drugič pa glede na najvišjo za mero AUC. 
 
Tudi pri podatkovnem modelu bonferroni smo zaradi lažje grafične predstavitve opravili 
primerjavo z istimi metodami kot pri podatkovnem modelu 
2 . Pri primerjavi vpliva 
podatkovnega zapisa na kakovost naučenega razvrščevalnega modela smo ugotovili, da so 
pri podatkovnem modelu bonferroni razlike za mero občutljivost statistično značilne za vse 
razvrščevalne metode. Razlike so v prid razvrščevalnim modelom, naučenim na podatkovnem 
zapisu TF-IDF, kjer je razlika v občutljivosti za razvrščevalni model naključna drevesa znašala 
celo 10 odstotkov (Slika 21). 
Enako kot pri podatkovnem modelu 
2  so bili tudi pri podatkovnem modelu bonferroni 
rezultati razvrščanja na testni množici zelo slabi, razen pri razvrščevalnem modelu logistična 
regresija, naučenem na podatkovnem zapisu TF-IDF, kjer je bila vrednost za mero občutljivost 
celo 70 odstotkov. V primerjavi z ostalimi metodami je to sicer veliko, vendar so bili rezultati 
pri ostalih metodah še vedno zelo slabi. Razlogi za to so lahko spet v neuravnoteženem 






Slika 21: Primerjava razvrščevalnih metod glede na podatkovni zapis za mero občutljivost pri učenju s 
stopnjo zaupanja 0.95 in brez upoštevanja Bonferronijevega popravka za podatkovni model bonferroni. 
Z rdečo barvo so označene primerjave med podatkovnimi zapisi za različne metode, z zeleno barvo pa 
največje razlike med metodami.  
 
5.2.3 Primerjava podatkovnih modelov 2  in bonferroni na učnih podatkih 
Pri primerjavi podatkovnih modelov na učnih podatkih smo želel preveriti, kako 
podatkovna modela vplivata na kakovost razvrščanja oziroma ali so lahko rezultati razvrščanja 
med podatkovnima modeloma bistveno različni. Primerjavo smo opravili tako, da smo zaradi 
lažje grafične predstavitve primerjali dva razvrščevalna modela, naključni gozdovi in GBM, 
vsak enkrat naučen na podatkovnem modelu 2 , enkrat na podatkovnem modelu bonferroni 
ter vsak enkrat z multinomskim podatkovnim zapisom in enkrat s podatkovnim zapisom TF-
IDF. Tako smo opravili primerjavo štirih različnih razvrščevalnih modelov, naučenih na dveh 
različnih podatkovnih modelih. Primerjavo smo opravili s funkcijama resamples() in diff() na 
enak način kot v predhodnih dveh poglavjih. Primerjavo smo izvajali za mere občutljivost, AUC 




Slika 22: Primerjava razvrščevalnih metod naključni gozdovi in GBM za mero občutljivost pri učenju s 
stopnjo zaupanja 0.95 na podatkovnih modelih 
2  in bonferroni z multinomskim podatkovnim zapisom 
in podatkovnim zapisom TF-IDF. Metode, naučene na podatkovnem modelu bonferroni, imajo oznako 
BF, metode, naučene na podatkovnem modelu 
2 , pa CHISQ. Metode, naučene na podatkovnem 
zapisu TF-IDF, imajo na koncu oznako T. 
 
Pri primerjavi razvrščevalnih modelov za mero občutljivost smo ugotovili, da razlike za 
mero občutljivost pri razvrščevalnih modelih, naučenih z metodo GBM, niso statistično 
značilne, saj interval zaupanja seka vrednost 0 (Slika 22). Razlike pri modelih, naučenih s 
razvrščevalno metodo naključni gozdovi, so statistično značilni in se po občutljivosti razlikujejo 
za od 2 odstotka za podatkovni zapis TF-IDF in 3 odstotke za multinomski podatkovni zapis v 
korist podatkovnega modela bonferroni. 
Pri primerjavi razvrščevalnih modelov za mero AUC je bila statistično značilna samo 
razlika za razvrščevalni model, naučen z metodo GBM za podatkovni zapis TF-IDF, kjer je 
razlika med modeloma znašala 4 odstotke v korist modela, naučenega na podatkovnem 
modelu bonfferoni (Slika 23). 
Pri primerjavi razvrščevalnih modelov za mero točnost so bile vse razlike statistično 
značilne in so znašale 1 odstotek za metodo naključni gozdovi, naučeno na podatkovnem 
zapisu TF-IDF, 1,5 odstotka za metodo naključni gozdovi, naučeno na multinomskem 
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podatkovnem zapisu, 2 odstotka za metodo GBM, naučeno na podatkovnem zapisu TF-IDF, 
in 2,5 odstotka za metodo GBM, naučeno na multinomskem podatkovnem modelu. Vse razlike 
so bile v korist podatkovnega modela bonferroni (Slika 24). 
 
Slika 23: Primerjava razvrščevalnih metod naključni gozdovi in GBM za mero AUC pri učenju na 
podatkih z neuravnoteženim razmerjem oznak razredov s stopnjo zaupanja 0.95 na podatkovnih 
modelih 
2  in bonferroni. Opisi oznak metod so prisotni v napisu Slika 22. Pomembne primerjave so 
označene z rdečo barvo. 
Pri primerjavi podatkovnih modelov bonferroni in 
2  se je izkazalo, da se je podatkovni 
model bonferroni izkazal za malenkost boljši od podatkovnega modela 2 , vendar le za nekaj 
odstotkov pri merah občutljivost, AUC in točnost. To sicer ni veliko, je pa podatkovni model 
bonferroni z dimenzijskega stališča veliko primernejši od podatkovnega modela 2 , saj ima le 
23 značilk v primerjavi s 97 značilkami pri podatkovnem modelu 2 . Zaradi tega traja postopek 
učenja razvrščevalnih modelov ob postopku samovzorčenja z 10-kratnim navzkrižnim 
preverjanjem s tremi ponovitvami pri podatkovnem modelu bonferroni bistveno manj kot pri 
podatkovnem modelu 




Slika 24: Primerjava razvrščevalnih metod naključni gozdovi in GBM za mero točnost pri učenju na 
podatkih z neuravnoteženim razmerjem oznak razredov s stopnjo zaupanja 0.95 na podatkovnih 
modelih 
2  in bonferroni. Opisi oznak metod so prisotni v napisu predhodne slike. Pomembne 
primerjave so označene z rdečo barvo. 
 
Metoda_zapis 
2  Čas [s] bonferroni Čas [s] 
SVM_TFIDF 297.79 207.99 
SVM 288.88 276.82 
RF_TFIDF 722.41 210.72 
RF 723.42 219.06 
GBM_TFIDF 670.93 209.58 
GBM 641.81 240.91 
CART_TFIDF 10.31 6.08 
CART 10.58 5.74 
PLR_TFIDF 27.07 12.43 
PLR 67.89 17.56 
GLM_TFIDF 7.54 2.48 
GLM 7.21 1.81 
Tabela 12: Primerjava časov trajanja učenja razvrščevalnih modelov za podatkovna modela bonferroni 
in 




5.3 Rezultati testiranj z uravnoteženim razmerjem oznak 
Podatkovni model Število vrstic Število značilk Delež pozitivnega razreda 
2  704 96 0.5 
bonferroni 704 23 0.5 
2  - učenje 469 96 0.5 
2  - test 235 96 0.5 
bonferroni - učenje 469 23 0.5 
bonferroni - test 235 23 0.5 
Tabela 13: Deleži podatkovnih modelov 
2  in bonferroni, uporabljenih za učno in testno množico za 
primer uravnoteženega razmerja razredov 
Ker smo pri razvrščanju na testni množici z razvrščevalnimi modeli, ki so bili naučeni na 
podatkih z neuravnoteženim razmerjem pozitivnih in negativnih oznak razreda, dobili zelo 
slabe rezultate za pozitivne oznake, smo se odločili, da učenje razredov preverimo še na 
podatkih z uravnoteženim razmerjem oznak razreda. S tem smo želi preveriti, ali je samo 
nesorazmerje v oznakah razredov imelo kakršen koli vpliv na kakovost razvrščanja in ali je tudi 
problem v izbiri podatkovnega modela. Na enak način kot pri podatkih z uravnoteženim 
razmerjem oznak smo podatke razdelili v učno in testno množico, kjer smo prek mrežnega 
iskanja z 10-kratnim navzkrižnim preverjanjem s tremi ponovitvami naučili razvrščevalne 
modele z istimi razvrščevalnimi metodami kot pri neuravnoteženem razmerju oznak in na 
koncu na testni množici podatkov preverili kakovost razvrščanja. Rezultat smo podali kot 
rezultat razvrščanja na testni množici za mere natančnost, preklic, občutljivost, specifičnost, 
mera F in točnost ter opravili analizo vpliva izbire podatkovnega modela glede na rezultate 
razvrščanja. Za rezultate učenja smo preverili rezultate za mero točnost za vse razvrščevalne 
metode za podatkovna modela 
2  in bonferroni za različne podatkovne zapise ter preverili 
vpliv uporabne podatkovnih modelov na kakovost učenja za metodi naključni gozdovi in GBM. 
Za učno in testno množico smo uporabili nastavitve deležev podatkov, opisanih v Tabela 13 in 
Tabela 6. 
5.3.1 Rezultati razvrščanja na testni množici 
Glede na vrednosti mere točnost pri rezultatih razvrščanja lahko sklepamo, da je tudi pri 
podatkih z uravnoteženim razmerjem pozitivnih in negativnih oznak točnost znašala le nekaj 
več kot 50 odstotkov, pri nekaterih razvrščevalnih metodah pa tudi manj kot 50 odstotkov. 
Rezultati so primerljivi z naključnim ugibanjem, čemur se pri postopku razvrščanja želimo na 
vsak način izogniti. Rezultati razvrščanja za mero točnost so podobni za oba podatkovna 
modela, kar je razvidno v Tabela 15 in Tabela 14 ter na Slika 25, majhna razlika je prisotna 
glede na to, ali je bil razvrščevalni model naučen na podatkovnem zapisu TD-IDF ali 
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multinomskem podatkovnem zapisu, pri čemer so bili rezultati za mero točnost za nekaj 
odstotkov boljši pri podatkovnem zapisu TD-IDF.  
Pri vrednostih za meri občutljivost in specifičnost so bile pri določenih razvrščevalnih 
metodah vrednosti za mero občutljivost tudi 86 odstotkov, pri čemer pa je bila vrednost za 
mero specifičnost za isto mero samo 29 odstotkov. Tak primer je rezultat pri metodi odločitvena 
drevesa pri podatkovnem modelu 
2  s podatkovnim zapisom TF-IDF, kar lahko vidimo v 
Tabela 14 in na Slika 26. Glede občutljivosti je razvidno tudi, da je skoraj pri vseh 
razvrščevalnih metodah vrednost za občutljivost višja za razvrščevalne modele, naučene na 
podatkovnem zapisu TF-IDF, tako za podatkovni model 
2  kot za podatkovni model 
bonferroni. 
Specifičnost je bila pri vseh razvrščevalnih metodah razen pri razvrščevalni metodi SVM 
višja pri podatkovnem modelu bonferroni za vse podatkovne zapise, kar je razvidno v tretjem 
in četrtem grafikonu na Slika 26. Pri podatkovnem modelu je bonferroni vrednost občutljivosti 
za podatkovni zapis TF-IDF višja kot za multinomski podatkovni zapis, prav tako so pri 
podatkovnem modelu bonferroni manjše razlike med občutljivostjo in specifičnostjo. 
 
Slika 25: Primerjava kakovosti razvrščanja za mero točnost za podatkovna zapisa bonferroni in 
2  pri 
multinomskem podatkovnem zapisu in podatkovnem zapisu 
2 . Učenje in testiranje modelov je bilo 





Slika 26: Primerjava rezultatov razvrščanja na testni množici za meri občutljivost in specifičnost za 
podatkovna modela bonferroni in 
2  pri multinomskem podatkovnem zapisu in podatkovnem zapisu 




Metoda Natančnost Preklic Občutljivost Specifičnost Mera F Točnost 
SVM 0.438 0.58 0.42 0.597 0.499 0.521 
CART 0.444 0.615 0.75 0.299 0.516 0.491 
LR 0.443 0.617 0.77 0.276 0.515 0.487 
RLR 0.444 0.593 0.56 0.478 0.508 0.513 
GBM 0.48 0.631 0.59 0.522 0.545 0.551 
RF 0.467 0.616 0.57 0.515 0.531 0.538 
SVM_TFIDF 0.486 0.667 0.7 0.448 0.562 0.556 
CART_TFIDF 0.475 0.736 0.86 0.291 0.577 0.534 
LR_TFIDF 0.419 0.566 0.44 0.545 0.482 0.5 
RLR_TFIDF 0.491 0.718 0.8 0.381 0.583 0.56 
GBM_TFIDF 0.471 0.662 0.74 0.381 0.551 0.534 
RF_TFIDF 0.484 0.634 0.59 0.53 0.549 0.556 
 Tabela 14: Rezultati razvrščevalnih metod za multinomski zapis in zapis TF-IDF z različnimi 
razvrščevalnimi metodami za podatkovni model 
2  z uravnoteženim razmerjem oznak. 
Metoda Natančnost Preklic Občutljivost Specifičnost Mera F Točnost 
SVM 0.534 0.463 0.496 0.485 0.534 0.463 
CART 0.671 0.528 0.591 0.574 0.671 0.528 
LR 0.478 0.44 0.458 0.451 0.478 0.44 
RLR 0.516 0.456 0.484 0.472 0.516 0.456 
GBM 0.653 0.547 0.596 0.591 0.653 0.547 
RF 0.634 0.528 0.576 0.57 0.634 0.528 
SVM_TFIDF 0.626 0.539 0.579 0.579 0.626 0.539 
CART_TFIDF 0.689 0.534 0.602 0.583 0.689 0.534 
LR_TFIDF 0.652 0.538 0.59 0.583 0.652 0.538 
RLR_TFIDF 0.646 0.544 0.591 0.587 0.646 0.544 
GBM_TFIDF 0.613 0.532 0.57 0.57 0.613 0.532 
RF_TFIDF 0.607 0.54 0.571 0.574 0.607 0.54 
Tabela 15: Rezultati razvrščevalnih metod za multinomski zapis in zapis TF-IDF z različnimi 
razvrščevalnimi metodami za podatkovni model bonferroni z uravnoteženim razmerjem oznak. 
Kljub učenju razvrščevalnih metod na podatkih z uravnoteženim razmerjem pozitivih in 
negativnih oznak so bili rezultati razvrščanja pri vseh razvrščevalnih metodah slabi. Točnost 
je pri večini razvrščevalnih metod znašala nekaj nad 50 odstotki, pri nekaterih celo manj. Mera 
za občutljivost je pri razvrščanju na podatkih podatkovnega modela 2  znašala tudi več kot 
50 odstotkov, je pa bila zato vrednost za mero specifično pri večini metod na istem 
podatkovnem modelu tudi pod 50 odstotki. Pri učenju razvrščevalnih modelov na podatkih z 
uravnoteženim razmerjem razredov izbira modelov z visoko mero občutljivosti ne bi bistveno 
doprinesla k izboljšanji rezultatov razvrščanja, kot je bil to primer pri razvrščevalnih modelih, 
naučenih na podatkih z neuravnoteženim razmerjem razredov. Vrednosti mere občutljivost se 
skozi postopek mrežnega iskanja niso bistveno spreminjale glede na vrednosti parametrov 
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metode, kar je razvidno pri mrežnem iskanju najboljšega razvrščevalnega modela za metodo 
GBM na Slika 27. V splošnem so rezultati razvrščanja za razvrščevalne modele, zgrajene na 
podatkovnem modelu bonferroni, boljši od tistih, zgrajenih na podatkovnem modelu 2 , prav 
tako so rezultati splošno boljši za podatkovne zapise TF-IDF. Učenje razvrščevalnih modelov 
na podatkovnem modelu bonferroni je trajalo bistveno manj časa kot za podatkovni model 2
, prav tako je učenje za podatkovni zapis TF-IDF pri večini metod trajalo manj časa kot za 
multinomski podatkovni zapis, kar je razvidno v Tabela 16. 
 
Slika 27: Primer mrežnega iskanja pri razvrščevalni metodi GBM na podatkovnem modelu 
2  s 
podatkovnim zapisom TF-IDF za mero občutljivost. Učenje je bilo opravljeno na podatkih z 
uravnoteženim razmerjem pozitivnih in negativnih oznak razreda. S spreminjanem parametrov so, za 
razliko od podatkov z neuravnoteženim razmerjem razredov, pri podatkih z uravnoteženim razmerjem 
razredov spremembe mere občutljivost znašale največ 5 odstotkov. 
Metoda_zapis 
2   Čas [s] bonferroni Čas [s] 
SVM_TFIDF 368.32 82.96 
SVM 403.91 89.70 
RF_TFIDF 277.01 125.38 
RF 427.76 132.35 
GBM_TFIDF 322.11 137.17 
GBM 305.92 159.51 
CART_TFIDF 11.59 6.14 
CART 8.64 7.80 
PLR_TFIDF 16.29 9.18 
PLR 30.90 13.07 
GLM_TFIDF 5.29 1.50 
GLM 16.19 1.76 
Tabela 16: Primerjava časov trajanja učenja razvrščevalnih modelov za podatkovna modela bonferroni 
in 
2  pri podatkovnih modelih z uravnoteženim razmerjem oznak. 
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5.3.2 Rezultati učenja z uravnoteženim razmerjem oznak 
Pri rezultatih učenja smo želeli pokazati, da se srednje vrednosti za mero točnost pri 
naučenih razvrščevalnih metodah gibljejo med vrednostjo 50 in 60 odstotkov za oba 
podatkovna modela, kar je razvidno na Slika 28 za podatkovni model 
2  in na Slika 29 za 
podatkovni model bonferroni. Razvidno je tudi, da so srednje vrednosti za mero točnost pri 
podatkovnem modelu bonferroni bistveno manj razpršene kot pri podatkovnem modelu 2 , 
česar pri rezultatih razvrščanja nismo opazili. Razlog za to je v dejstvu, da je število značilk pri 
podatkovnem modelu bonferroni manjše in je zato postopek učenja stabilnejši. Primerjava 
mere točnost med metodami glede na podatkovni model bonferroni in 2 , kjer smo primerjali 
metodi GBM in naključni gozdovi, je pokazala, da razlike med metodama niso statistično 
značilne, kar je razvidno na Slika 30, kjer intervali zaupanja za primerjane metode sekajo 
vrednost 0. Razlike za mero specifičnost so statistično značilne pri obeh metodah za vse 
podatkovne zapise v prid podatkovnega modela 
2  (Slika 31). Pri meri specifičnost pa so 
razlike statistično značilne pri metodi GBM v korist podatkovnega modela bonferroni pri obeh 
podatkovnih zapisih, pri metodi naključna drevesa pa je razlika statistično značilna samo pri 
multinomskem podatkovnem zapisu v korist podatkovnega modela 
2 , razlika za podatkovni 
zapis TF-IDF pa ni bila statistično značilna (Slika 32). 
 
Slika 28: Slika prikazuje grafikone kvantilov za mero točnost pri posameznih razvrščevalnih metodah 






Slika 29: Slika prikazuje grafikone kvantilov za mero točnost pri posameznih razvrščevalnih metodah 
kot rezultate učenja z 10-kratnim navzkrižnim preverjanjem s tremi ponovitvami za podatkovni model 
bonferroni. 
 
Slika 30: Primerjava razvrščevalnih metod naključni gozdovi in GBM za mero točnost pri učenju na 
podatkih z uravnoteženim razmerjem oznak razredov s stopnjo zaupanja 0.95 na podatkovnih modelih 




Slika 31: Primerjava razvrščevalnih metod naključni gozdovi in GBM za mero občutljivost pri učenju na 
podatkih z uravnoteženim razmerjem oznak razredov s stopnjo zaupanja 0.95 na podatkovnih modelih 
2  in bonferroni. Opisi oznak metod so prisotni v napisu Slika 22. 
 
Slika 32: Primerjava razvrščevalnih metod naključni gozdovi in GBM za mero specifičnost pri učenju na 
podatkih z uravnoteženim razmerjem oznak razredov s stopnjo zaupanja 0.95 na podatkovnih modelih 
2  in bonferroni. Opisi oznak metod so prisotni v napisu Slika 22. 
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5.4 Komentar k rezultatom eksperimentalnega dela 
Cilj eksperimentalnega dela je bil, da se na osnovi predlaganega podatkovnega modela, 
s katerim smo predstavili dogodke prijav uporabnikov v različne informacijske sisteme v okviru 
večjega podjetja, izvedejo napovedi ocen uporabnikov za vedenjsko kompetenco 
samoiniciativnost. Rezultati testiranj na testni možici podatkov za realen primer, ko je število 
oznak razredov med različnimi možnimi razredi zelo uravnoteženo v prid negativnim razredom, 
so pokazali, da je večina razvrščevalnih modelov popolnoma neprimernih za tak način 
ocenjevanja uporabnikov. Rezultati razvrščanja na testnih množicah so pokazali, da je pri 
neuravnoteženih podatkih vrednost mere občutljivost komaj nekaj odstotkov. Razlog za tako 
nizko občutljivost je bil dejstvu, da smo pri postopku mrežnega iskanja najboljšega 
razvrščevalnega modela izbrali model z najvišjo vrednostjo mere AUC. Zaradi prevladujočega 
razreda z negativnimi oznakami so bili pri mrežnem iskanju izbrani razvrščevalni modeli z 
najvišjo vrednostjo mere AUC, ki so na testni množici kakovostno razvrščali samo elemente z 
negativnimi oznakami.  
Da bi izločili težavo učenja z neuravnoteženim razmerjem oznak razredov, smo 
preizkusili še razvrščanje na možici z uravnoteženim razmerjem oznak razredov, kjer smo tudi 
dobili slabe rezultate razvrščanja z vrednostmi za mero točnost nekaj nad 50 odstotkov za oba 
podatkovna modela, 
2  in bonferroni. Iz rezultata lahko sklepamo, da uporabljen podatkovni 
model, s katerim smo predstavili dogodke, ki jih uporabnik ustvarja ob prijavah v različne 
aplikacije, ni primeren, vsaj ne za potrebe napovedovanja vedenja uporabnika. Za uporabo 
takega podatkovnega modela smo se odločili predvsem zaradi dejstva, da smo hoteli dogodke 
prijav uporabnikov v aplikacije obravnavati kot sekvence, pri čemer je bilo naše vodilo 
predvsem uporaba metod za analizo sekvenc na področju zaznavanja vdorov v računalniška 
omrežja in zaznavanja izvajanja zlonamerne kode [22] [37] [38] [39] [26]. 
Pri analizi dnevniških zapisov računalniških sistemov in zajemov sledi omrežnega 
prometa z namenom zaznavanja omrežnih napadov in izvajanja zlonamerne programske kode 
je večina avtorjev uporabila podatke iz javno dostopnih shramb [40]. Podatki so v večini 
primerov produkt laboratorijske simulacije računalniških virusov in hroščev v zaprtem 
laboratorijskem okolju. Podatki so sicer vsebinsko zelo podobni podatkom, ki smo jih 
obdelovali v okviru naloge, vendar s popolnoma drugačnim ciljem. Podatki, ki so jih ostali 
uporabili pri zaznavanju izvajanja zlonamerne kode, kjer so skupine sistemskih klicev 
razvrščali kot zlonamerne ali običajne, neposredno predstavljajo vedenje programske opreme, 
ki izvaja vdor v računalniški sistem [37]. Prav tako velja za podatke zajema omrežnega 
prometa za zaznavanje vdorov v računalniška omrežja [20]. 
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Na drugi strani pa je pri uporabi metod strojnega učenja na kadrovskem področju veliko 
primerov, kjer so bili pri napovedovanju uspeha uporabljeni sintetični podatki [28] [29], podatki, 
ki niso predstavljali vedenja uporabnikov, temveč samo njihov socialni status in demografske 
lastnosti, ali pa podatki, na podlagi katerih je bilo izvedeno napovedovanje cilja kot uspeha, ne 
pa vedenja [42]. Predvsem pri napovedovanja uspeha zaposlenih, kjer se napovedujejo cilji, 
ki so merljivi, procesi dela pa znani, je veliko lažje generirati ustrezne značilke, s pomočjo 
katerih je kasneje možno izdelati ustrezne razvrščevalne modele. Podatki, s pomočjo katerih 
smo zgradili razvrščevalne modele za napovedovanje uspeha vedenja, sicer predstavljajo 
določeno obliko vedenja uporabnikov, vidni so na primer vrstni red uporabe storitev, cirkadični 
ritmi uporabnikov, delo z različnih lokacij, vendar iz predlaganih podatkovnih modelov nismo 
mogli doseči kakovostne razvrščanja za kompetenco samoiniciativnost.  
V nalogi smo vseeno pokazali, da uporaba enostavnejših podatkovnih modelov, to je 
tistih z manjšim številom značilk, kar je bil v našem primeru podatkovni model bonferroni, dajo 
boljše rezultate razvrščanja pri vseh merah. To smo pokazali pri primerjavi rezultatov učenja 
med razvrščevalnimi modeli, naučenimi s podatkovnim modelom 2  in bonferroni, kjer so bili 
razvrščevalni modeli, naučeni na podatkih podatkovnega modela bonferroni, statistično 
značilneje boljši od razvrščevalnih modelov, naučenih na podatkovnem modelu 2 . 
 Menimo, da bi za dosego boljših rezultatov razvrščanja morali izvesti bolj strukturirano 
izdelavo podatkovnih modelov, kjer bi v analizo zajeli samo določene uporabnike, na primer 
omejene na oddelke, ali izvesti analizo samo na uporabnikih, ki opravljajo točno določena 
opravila, ki nazorneje odražajo njihovo samoiniciativnost. Iz takih podatkov bi lahko izdelali 
tudi drugačne podatkovne modele, vendar bi to zahtevalo poznavanje uporabnikov oziroma bi 
morala biti analiza opravljena na neprikritih identitetah uporabnikov. Lahko pa se podatki 
dnevniških zapisov sistemov za upravljanje identitet uporabijo za analizo z nenadzorovanimi 
metodami, kjer se lahko analizira uporaba storitev, cirkadični ritmi uporabnikov in na osnovi 






Iz dnevniških zapisov sistemov za upravljanje identitet nismo uspeli izdelati ustreznega 
podatkovnega modela, na katerem bi naučili ustrezne razvrščevalne modele, da bi lahko 
kakovostno razvrščali samoiniciativne uporabnike. Razlog je po našem mnenju dejstvo, da 
število posameznih vzorcev sekvenc dogodkov, ki predstavljajo prijave uporabnikov v različne 
storitve, iz katerih so bili izdelali podatkovni model, niso dovolj dober pokazatelj 
samoiniciativnega vedenja uporabnikov. To se je izkazalo v rezultatih razvrščanja, kjer so bile 
vrednosti mer za točnost sicer visoke, a je bil razvrščevalni model izdelan iz podatkov z 
neuravnoteženim razmerjem pozitivnih in negativnih oznak razredov in pozitivnih uporabnikov 
ni pravilno razvrščal. Pri preverjanju razvrščevalnega modela, naučenega z uravnoteženim 
razmerjem oznak razredov, smo dobili rezultate za mero točnost le nekoliko višjo od 50 
odstotkov, kar je približno nekoliko bolje od naključnega ugibanja. Glede na izkušnje, ki so jih 
imeli raziskovalci, ki so z uporabo metod strojnega učenja napovedovali uspeh na delovnem 
mestu, je primerneje napovedovati uspeh za merljive cilje dela, ne pa za vedenje.  
Za dosego boljših rezultatov bi bilo treba izdelati podatkovne modele, ki bi upoštevali še 
druge lastnosti uporabnikov, na primer čas med posameznimi dogodki, predvsem pa opraviti 
analizo na podatkih uporabnikov, za katere je možno iz procesa dela, razvidnega v dnevniških 
zapisih ostalih informacijskih sistemov, poiskati lastnosti, ki opisujejo vedenje samoiniciativnih 
uporabnikov. Je pa pri uporabi dnevniških zapisov sistemov za upravljanje identitet za potrebe 
analize vedenja uporabnikov treba upoštevati tudi možnosti spremembe okolja dela. Tukaj 
imamo v mislih predvsem spremembe delovnih procesov uporabnikov, umik starih in uvajanje 
novih storitev ter spremembe pravil glede dostopa in uporabe storitev, ki lahko precej vplivajo 
na navade uporabnikov in s tem zahtevajo tudi prilagajanje podatkovnih modelov. V delu 
opisani postopki za napovedovanje delovnega uspeha uporabnikov zaradi specifičnosti dela 
med različnimi organizacijami niso enostavno prenosljivi. 
Glede na to, da dnevniški zapisi centraliziranih sistemov za upravljanje identitet zajemajo 
podatke o uporabi velike večine storitev znotraj okolja podjetja, so lahko podatki primerni 
predvsem za analizo z nenadzorovanimi metodami strojnega učenja, kjer je možno analizirati 
splošne navade dela posameznih skupin uporabnikov ali celotnega podjetja. Tukaj je možno 
spremljati navade uporabnikov v različnih delih leta, ob različnih vremenskih razmerah in ob 
izrednih dogodkih, povezanih s podjetjem. Prav tako je možno spremljanje delovanja 
uporabnikovih naprav, predvsem osebnih računalnikov, njihovo delovanje po posodobitvah 
programske opreme ter načine rabe prenosnih računalnikov in drugih lastnosti, kjer se 
obravnavajo skupine uporabnikov, ne pa posameznih uporabniki. 
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