Abstract
Introduction
With the advances in the technology of micro electro mechanical system (MEMS) and the great advancement in wireless communications, wireless sensor networks have emerged [1] . Recently, wireless sensor networks (WSNs) have become a one of the most popular network technology which has a potential of changing our lives drastically. It has become increasingly useful in all sorts of critical applications, such as battlefield surveillance, environmental monitoring [2] , military application monitoring [3] , intelligent office and traffic monitoring [4] . These various applications require high reliability of the sensor networks. In order to make sensor networks more reliable, the increasing attentions have been attracted to the researches on heterogeneous wireless sensor networks (HWSNs) in recent past [5] [6] [7] [8] . Due to the small size, low cost, deployment flexibility and maintenance simplicity, sensor node can also be arranged in extremely poor condition, where battery replacement is difficult or even impossible to be performed. Therefore, a relevant scheme which has to develop to prolong the lifetime and increase the stability of the network by considering energy efficiency is essential for wireless sensor networks.
Network lifetime can be defined as the time elapsed until the first node in the network depletes its energy [9] . The clustering Algorithm is a key technique used to prolong the lifetime of a sensor network by reducing energy consumption [10] . Efficiently organizing sensor nodes into the different clusters is very useful in reducing
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The main aim of clustering scheme is to efficiently maintain the energy consumption of sensor nodes by involving them in multi-hop communication within a cluster and by performing data aggregation and fusion in order to decrease the number of transmitted messages to the sink and transmission distance of sensor nodes. There are two kinds of clustering algorithms. The clustering algorithms applied in homogeneous networks are called homogeneous clustering schemes, and the clustering algorithms applied in heterogeneous networks are referred to as heterogeneous ones.
At present there are some classical algorithms which are LEACH [11] , HEED [9] and WLEACH [16] . Low Energy Adaptive Clustering Hierarchy (LEACH) [11] is a solution where clusters are dynamically created and well distributed to improve the energy load using probability. The LEACH algorithm selects cluster-heads periodically and drains energy uniformly by role rotation. In the homogeneous environments, LEACH performs very well, but its performance becomes badly in the heterogeneous network as shown by [12] .
Unlike LEACH, Hybrid Energy-Efficient Distributed Clustering (HEED) [9] does not select cell-head nodes randomly. It is a distributed clustering scheme in which CH nodes are picked from the deployed sensors. HEED considers a hybrid of energy and communication cost when selecting CHs. Only sensors that have a high residual energy can become cell-head nodes. But under heterogeneous network, the low-energy nodes may own larger election probability than the high-energy nodes in HEED. So that the 41 low-energy nodes will die more quickly than the high-energy ones, because HEED is unable to treat each node discriminatorily in term of the energy discrepancy.
Wise Low Energy Adaptive Clustering Hierarchy (WLEACH) [16] that is a improved of LEACH protocol by three improved sides: the first side is adding considering of energy ,the second aspect is adding multi-jump routing between nodes, and thethird aspect is adding dormancy of cluster head node.
Many heterogeneous clustering algorithms in various contexts have also been proposed in the past [12] [13] [14] 17 ], but to our knowledge, all of these algorithms are based on LEACH protocol and need to assume that the communication range of nodes must cover the entire network. So these algorithms are only suitable for small networks.
Stable Election Protocol (SEP) [12] was improved of LEACH protocol. It is among the first an energy efficiency routing protocol that used a two-level heterogeneous network, which is composed of two types of nodes according to the initial energy. In SEP algorithm, every sensor node independently elects itself as a cluster head based on its initial energy relative to that of other nodes.
Based on the SEP algorithm, Distributed energy efficient Clustering (DEEC) [13] algorithm is presented. In DEEC algorithm, cluster head is selected on the basis of probability of ratio of residual energy and average energy of the network. The nodes with high initial and residual energy have more opportunities than other node s to become a cluster head node. Simulations show that DEEC achieves longer network lifetime and more effective messages than SEP algorithms in two -level heterogeneous environments.
Energy Efficient Heterogeneous Clustered (EEHC) [14] , which is also based on LEACH, is a three-level heterogeneous WSNs. EEHC selects cluster heads based on the weighted probability of each node related to the initial energy, the more initial energy, the higher probability the node will be selected as a cluster head.
Improved and Balanced LEACH (IB-LEACH) [17] is a protocol that some high energy nodes elect themselves to be gateway at any given time with a certain probability and the non-gateway nodes elect themselves to be cluster heads with a certain probability. The non-cluster head determines to which cluster it wants to belong by choosing the cluster head that requires the minimum communication energy. Each cluster head collects and aggregates the data of their cluster members and transmits it to the chosen gateway which costs the minimum communication energy to reduce the energy consumption of cluster head and decreases probability of failure nodes.
Heterogeneous network model
In this section, we describe our system model of a wireless sensor network with nodes heterogeneous in their different initial amount of energy level. Firstly we describe the two-level heterogeneous networks and then consider the multi-level heterogeneous networks.
In the two-level heterogeneous networks, there are two types of sensor nodes, the normal nodes and advanced nodes. Suppose E 0 is the initial energy of each normal node, and m is the fraction of the total number of nodes N, which are equipped with a times more energy than the normal ones. Thus there are m * N advanced nodes which own an initial energy of (1 + a) * E 0 , and (1 -m) * N normal nodes which own an initial energy of E 0 .
For multi-level heterogeneous networks, initial energy of sensor nodes is randomly distributed over the close set [E 0 , E 0 (1 + a max )], where E 0 is the lower bound and a max 42 determines the value of the maximal energy. Initially, the node s i is equipped with an initial energy of E 0 * (1 + a i ), which is a i times more energy than the lower bound E 0 .
In addition to the above assumptions, we also assume that Nodes are quasi-stationary and location-aware which can be defined using GPS, signal strength or direction.
We do not make any assumptions about: 1) Network density or size 2) Nodes distribution;
3) The distribution of energy consumption among nodes;
4) The synchronization of the network.
The HDEEHC Protocol
In this section, we describe our HDEEHC protocol which is an extension of the HEED. HDEEHC protocol improves the stable region of the clustering hierarchy using the characteristic parameters of heterogeneity and is more effective in prolonging the network life time and the time interval before the death of the first node. The HDEEHC protocol periodically selects cluster heads according to a hybrid of a primary parameter and a secondary parameter. The residual energy and the type of a node is the first parameter in the election of a cluster head, and the proximity to its neighbors or node degree is the second similar to HEED. HDEEHC uses the residual energy and the type of the nodes to initialize the probability of nodes becoming a cluster head. HDEEHC algorithm for HWSNs has a periodic round; each round is divided into two different phases known as cluster formation and data communication.
Cluster formation
Similar to HEED protocol, the cluster formation of HDEEHC is divided into three different phases known as initialization phase, repetition phase and finalization phase. After the cluster formation phase, each node in the network become s either a cluster head or a member of the cluster, so that the entire network become s a hierarchical network.
Initialization Phase
The main idea is for the sensor nodes to compute its intra-cluster communication cost and set its probability of becoming a cluster head before a node starts executing HDEEHC. The goal is to let sensors with a high residual energy become cluster-head nodes.
The secondary clustering parameter, intra-cluster communication cost, is similar to HEED. Using Eq. (1) given in [9] , each sensor node computes its intra-cluster communication cost, 
where MinPwr i is the minimum power level required by a node v i communicating with a cluster head u, 1≤i≤M, M is the number of nodes within the cluster range.
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For homogenous network liked HEED algorithm, every node sets its probability of becoming a cluster head, CH prob , as follows:
where C prob is only used to limit the initial cluster head announcements and has no direct impact on the final clusters, E i_residual is the estimated current residual energy in the node and E i_max is a reference maximum energy (corresponding to a fully charged battery), which is typically identical for all nodes. The CH prob value of a node, however, is not allowed to fall below a certain threshold p min (e.g., 10_4), that is selected to be inversely proportional to E i_max .
From Eq. (2), we can see that CH prob is relevant to the ratio of the initial energy and the residual energy of nodes, E i_residual / E i_max . In homogenous networks, all the nodes are equipped with the same initial energy, thus CH prob is only relevant to the residual energy of nodes. But under heterogeneous network, it can't really reflect the level of residual energy of nodes that every node uses Eq. (2) to set its CH prob . Because the initial energy of nodes is different, which some nodes are equipped with more energy resources than the others. In this case, the low-energy nodes will die more quickly than the high-energy ones. In order to keep CH prob being only relevant to the residual energy of nodes, we replace the reference value C prob with the weighted probabilities which is given in Eq. (3) for normal and advanced nodes. 
Using Eq. (4), we can make sure that CH prob is only relevant to the residual energy of nodes. In HDEEHC algorithm, every node uses Eq. (4) to set its CH prob in the initialization phase.
This model can be easily extended to multi-level heterogeneous networks. We use the weighted probability shown in Eq. (5).
From Eq. (4) and (5), the nodes with more energy will have a high CH prob and more chances to be the cluster-heads than the nodes with less energy. Thus the energy of network is well distributed in the evolving process.
Repetition Phase
This phase is also similar to HEED. During this phase, every sensor goes through several iterations until it finds the CH which it can transmit to with the least transmission power (cost). If it hears from no CH in the cluster radius, the sensor node elects itself to be a CH and sends an announcement message to its neighbors informing them about the change of its status. Finally, each sensor node doubles its CH prob value and then goes to the next iteration of this phase. It stops executing this phase when its CH prob has reached 1. Therefore, there are 2 types of cell head status that a sensor node could announce to its neighbors:
• Tentative_CH: The sensor becomes a tentative CH if its CH prob is less than 1. It can change its status to a regular node at a later iteration if it finds a lower cost CH.
• Final_CH: The sensor permanently becomes a CH if its CH prob has reached 1.
Finalization phase
During this phase, each sensor would make a final decision on its status. It either picks the least cost CH or pronounces itself as CH.
Data communication
After cluster formation was completed, all the alive nodes in for each cluster will periodically collect data and send it to its cluster head node. Consequently, the cluster head will collect all the data and send it to the sink node if it can communicate direct with the sink node or it's a neighbor cluster head node which is closer than it from the base station.
Simulation
In this section, we evaluate the performance of our protocol via Simulation. We simulated HDEEHC and HEED using parameters which are similar to those in [15] . The parameters are listed in Table 1 and we ignore the effect caused by signal collision and interference in the wireless channel. To validate the performance of HDEEHC, we simulate a heterogeneous wireless sensor network in a field with dimensions 1000m * 1000 m. The total number of the sensors nodes N=300. Simulations with 300 nodes are run for cluster ranges of 75, 100, 150, 200, 250 , 300 meters. The normal and advanced nodes are randomly distributed over the field. This means that the horizontal and vertical coordinates of each sensor are randomly selected between 0 and the maximum value of the dimension. The sink node is placed in the middle. Each result represents the average of 30 simulation runs with the same parameters.
In the analysis, HDEEHC protocol and HEED protocol had been analyzed using the same energy model as proposed by [15] . In the process of transmitting an l-bit message over a distance d, the energy expended by the radio is given by: 
where E elec is the energy dissipated per bit to run the transmitter or the receiver circuit, and fs d 2 
Results under two-level heterogeneous networks
We first observe the performance of HEED, and HDEEHC under two kinds of twolevel heterogeneous networks. Figure 1 shows the results of the case with m = 0.6 and a =2, and Figure 2 shows the results of the case with m = 0.4 and a = 4. It is obvious that the stable time and the lifetime of HDEEHC is prolonged compared to that of HEED. It is because that the advanced nodes which have high initial and residual energy will have more chances to be the cluster-heads than the low-energy nodes. Then we increase the fraction m of the advanced nodes from 0.1 to 0.9. Figure 3 shows the number of rounds when the first node dies. We observe that HEED takes few advantages from the increase of total energy caused by increasing of m. The phenomenon mainly stems from the fact that the normal node haves lees chance to become a cluster head in HDEEHC. 
. # Rounds until the first node dies when a is varying and cluster radius is 75
We increase the fraction a of the advanced nodes from 0.5 to 4.0. Figure 4 shows the number of round when the first node dies. We observe that HEED also takes few advantages from the increase of total energy caused by increasing of a. This is because that the low-energy nodes may own larger election probability than the high-energy nodes in HEED.
Results under multi-level heterogeneous networks
For multi-level heterogeneous networks, the initial energy of nodes are randomly distributed in [E 0 , 4E 0 ]. To prevent the affection of random factors, the network is equipped with the same amount of initial energy.
48 Figure 5 . #Rounds until the first node dies under multi-level heterogeneous networks Figure 5 compares network lifetime with HDEEHC to HEED, where network lifetime is the time until the first node dies. We observe that HEED fails to take full advantage of the extra energy provided by the heterogeneous nodes. This is because that HEED treats all the nodes without discrimination. The results show that HDEEHC increases 15% more rounds of lifetime than HEED.
Conclusions
HDEEHC is an extension of the HEED, is more energy efficient and is more stability in prolonging the network life time using the characteristic parameters of heterogeneity in networks. Simulation results show that the HDEEHC achieves better performance in this respect, compared to HEED in heterogeneous environments.
