We present a spline collocation scheme for the numerical solution of the shallow water equations in spherical geometry. Space is discretized by bilinear spherical splines, adapted to a reduced longitude-latitude grid. The poles are not exceptional points in this approach. Time is discretized by standard centered di erences. We obtain a fully explicit and very e cient scheme that reduces to simple matrix-vector multiplications in every time step. No linear systems have to be inverted. The scheme is applied to a standard test set 13] and its accuracy is compared to recent results 1] that document the implementation of a preliminary version of the new global model of German Weather Service (DWD).
Introduction
The shallow water equations are known to describe large scale phenomena of the horizontal dynamics of global atmospheric motion to a good approximation. They are the simplest model that exhibits gravity waves. Therefore they provide a widely accepted rst test for any numerical method for the integration of global models for numerical weather forecasts 13] . Under the shallow water assumptions, they are prognostic equations for the horizontal velocity eld and the depth of the atmosphere. Their major de ciency is that the vertical strati cation of density within the atmosphere is neglected, excluding the explicit resolution of small scale details. By introducing more variables such as temperature and humidity and by a vertical coupling of several shallow water layers, this system can be extended to more realistic models of atmospheric motion like those that are currently in operational use by the weather services, see e.g. 11]. In the last years, several approaches for the numerical solution of PDEs in spherical geometry have been established. For example, the European Center for Medium-Range Weather Forecast (ECMWF), Reading, UK, and the National Center for Atmospheric Research (NCAR), Boulder, Colorado, USA, developed spectral transform methods, where spherical harmonics are applied for the spatial discretization. Currently at Deutscher Wetterdienst (DWD), O enbach, Germany, a nite di erence scheme is implemented, where the sphere is discretized by a uniform triangular grid. Roughly spoken, the rst class of methods provides exponentially accurate schemes, whereas for schemes of the second class the computational complexity grows slower when the spatial resolution is re ned. This paper is organized as follows. In section 2 we describe the spatial discretization by bilinear spherical splines. They are adapted to a reduced longitude-latitude grid that is obtained from the spherical equiangular standard grid by dropping grid points when approaching the poles, such that the grid points are quasi-uniformly distributed. Test functionals are provided by simple point functionals. Next, after brie y recalling the shallow water model, we derive a numerical model for its integration, see section 3. Linear stability of the time marching procedure is guaranteed by a Courant-Friedrich-Lewy condition on the time steps. For the linear scalar advection equation, in a previous paper 4] we could prove rst order convergence of this method. For the nonlinear shallow water system a small arti cial smoothing term is added to prevent nonlinear instabilities. We obtain a fully explicit method, where every time step only requires matrix-vector multiplications with sparse interaction matrices. In particular, no linear systems have to be inverted. Summing up, our scheme has (asymptotically) optimal order of complexity. Finally, in section 4 we apply our scheme to a set of problems that now have been established as a de facto test for any numerical method for the solution of the shallow water equations in spherical geometry 13]. This set contains seven particular tests of increasing order of complexity from simple code checks up to realistic simulations with observed and analyzed initial height and wind elds. The rst test only treats the advective component of the equations. All other tests deal with the complete nonlinear system. Analytic solutions exist only for the test cases 2 to 4. For the test cases 5 to 7 there are no more analytic solutions, but reference solutions are generated by a high resolution spectral model. All tests are brie y described below. For more details see 8, 9, 13]. 4 , and m := 1 2 (1 z) = 1 2 (1 cos #) = 1 1+ is the metric coe cient. Finally, to simplify our notation, in the following sometimes we writeṽ := (u; v) for horizontal velocity elds on , where u and v are the velocity components in -and #-direction (or in -and -direction), respectively.
Spherical Splines
We brie y sketch our construction 3, 4] 
Here bxc denotes the largest integer less or equal to x. Now a reduced spherical grid is given by 
ful lls
see 4] . Note that rf (j) is de ned almost everywhere on . In particular, a second order quadrature formula is given by 
Finally let' (j) : (10) 3 Numerical Solutions to the Shallow Water Equations
Formulation of the Continuous Equations
The motivation to study the shallow water equations was already given in the introduction. Their derivation can be found in the literature 2, 7, 10]. We use the non-dimensional coordinate-free form dṽ dt = @ṽ @t + rṽṽ = fṽ k ? rh (11) for the equation of motion and dh dt = @h @t + rṽh = ?hr ṽ (12) for the equation of continuity, that result from the scaling h 7 ! (2 r) 2 g h, u 7 ! 2 ru, v 7 ! 2 rv, and t 7 ! t 2 with g the constant of gravity, r = 6:37122 10 6 m the earth's radius, and its angular velocity. In the non-dimensional equations (11) and (12) 
Discretization of the Shallow Water Equations by the Method of Lines
In this section we derive discrete equations for numerical approximations to the shallow water equations. For the sake of ease of notation, we do not use any additional indices to distinguish between the discrete equations in polar and in stereographic coordinates, but it will be clear from the context which representation we are dealing with. Now assume we are given initial values h(0; !) = h 0 (!) andṽ(0) =ṽ 0 . For the evolution in time we discretize the system separately in space and in time, following the method of lines. Therefore x some level j of resolution and let h(t)
Furthermore, if we admit topography, then h s (22) into (13) to (18) 
for functions f; g on . For the full discretization we x time steps t (n) = t (n) j ; n 2 IN 0 ;
and approximate the time derivatives at time t (n) = t (n) j :=
) by generalized centered di erences, involving the unknown variables at times t (n+1) and t (n?1) and evaluating the right hand sides at time t (n) . This yields approximations 8 appearing in the right hand sides of (27) to (32) are independent of time. Hence they can be precalculated and stored, and the time marching procedure reduces to matrix-vector multiplications of the time coe cients with sparse interaction matrices. Note that since the trial functions and the test functionals are biorthogonal, we do not have to invert any linear system as long as an explicit time discretization is applied. Since the trial functions ' (j) (i;k) are not in C 1 ( ), the partial derivatives in the right hand sides of the interaction coe cients cannot be taken in a classical sense. Essentially we replace them by centered di erentials, thus we can consider the present method as a generalization of the classical leap-frog scheme. But to obtain linear stability, we have to make some modi cations at those grid points ! (j) 4 ; stereographic coordinates at the south pole for 3 4 < # (j)
Note that since the right hand sides of (27) 
This choice for t (n) j guarantees linear stability. Here the quasi-uniformity (4) of the reduced grids becomes crucial. Note that the time steps t (n) j may vary in time t (n) , depending onṽ (n) j and h (n) j . To avoid nonlinear stabilities that might arise from aliasing 7], we use an arti cial smoothing that damps out high frequent error modes. We choose a fourth order di usion as in 1, 9] and calculate after every time step for any approximated variable z z 7 ! z ? w(#) 2 z; (35) where is the Laplace operator on the sphere, appropriately adapted to the reduced grid, and > 0 is a constant, see table II. w is a weight function that is introduced to balance the error at the poles and at the equator. Throughout we use iterations have to be performed. To get an impression of the constants of the asymptotic growth, note that due to the biorthogonality (10) and the splitting (23) the quadratic nonlinearities in the continuous equations are discretized by the simple sums in (27) to (29) and in (30) to (32) that extend over at most 9 terms (slightly more terms are involved at some grid points belonging to latitudes # (j) k , where a reduction in the meridional stretching factor r (j) k occurs). Furthermore, the Courant-Friedrich-Lewy condition (34) is the best we can expect unless the gravity and Coriolis forces are treated implicitly. However, in the next section we will see that the time steps in our approach are of similar magnitude as those that are used in operational schemes. Summing up, we obtain a scheme that has asymptotically optimal complexity with small constants.
Numerical Results
We apply the scheme presented in the last section to the standard test set for the shallow water equations in spherical geometry 13] and compare our results to recent experiments of a group at Forschungszentrum Informationstechnik (GMD), St. Augustin, Germany 1]. We have chosen this reference since this paper reports on the implementation of a semi-implicit nite volume Lax-Wendro scheme on the triangular geodesic grid that in future will be in operational use by Deutscher Wetterdienst for the integration of its global model, and hence it can be considered as a challenging comparison. In their approach the underlying grids are obtained by dyadic and geodetic re nement of an initial icosahedral grid projected onto the sphere. Here grid points are slightly more uniformly distributed than in our approach. All unknowns are placed into the midpoints of the triangles. The resolution their results are given for corresponds to 20480 triangles with an average distance of 136 km between neighbours, hence it should be compared with approximations on level j = 6 in our approach. They implemented two di erent two-step Lax-Wendro time integration schemes. The second \modi ed" version with better stability properties allows much larger time steps than the rst \original" version. Note that the indicated time steps only are applied to the slower advective changes, and they are subdivided into ve smaller time steps whose values are given in round brackets for the evaluation of the Coriolis and the gravity terms. In each case we compare our results with the modi ed version, but mention that the original version yields slightly lower errors norms in some For numerical tests we use angles = 0:05; 4 ; 2 ? 0:05 (the shift by 0:05 is chosen to exclude symmetries) and resolutions j 7. First, we observe that for su ciently ne resolution, say j 5, there is no signi cant dependence of the approximation on the angle , even if the cone is transported across the poles, con rming the quasi-uniformity of the reduced grid and the stability of our scheme (see gures 2 to 4). The oscillations behind the moving cones that are due to the non-positivity of the leap-frog scheme have the same magnitude. Next, as expected, we observe convergence of the approximations when increasing the resolution j, see table III. The relative errors are quite large, but as can be seen from gures 2 to 4, they mainly result from a small backward shift of the numerical solution with respect to the reference eld. This results from the computational dispersion of the leap-frog scheme 7] . From the results presented in table III, a better order of convergence, say p 3 2 , might be estimated. We guess that this is due to the second order time discretization, but we cannot prove this statement. To check the e ect of the irregular grid structure close to the poles and the change of the parameterization, the grid also is rotated by di erent angles around the y-axis. Although at coarse resolutions the error norms somewhat depend on the rotation angle , in any case we observe convergence of our scheme when the level j of resolution is increased, see table IV and gures 6 and 8. Note that for the \critical" angle = 3 the ow runs across a pole. In this case the results are slightly worse than for = 0. But gures 5 and 7 show that the error rather re ects the strong gradients of the approximated height elds than the grid structure. The irregularities of the grid do not cause any additional errors. But the results of this test should not be overrated, since our grid is longitude-latitude based, hence for = 0 the longitudinal component completely drops out in the discretization. Finally, mass and energy are almost perfectly conserved. As noted in 13], since the test cases 2 to 4 describe smooth phenomena, they are not realistic tests for any numerical scheme. They rather provide a super cial check of the implementation of the code. Therefore we do not report on all experiments, but mention that the results are very similar to those of test case 3. The next examples describe settings closer to reality. Reference solutions are generated by a high resolution spectral model of NCAR with T213 truncation, that is, all elds are approximated in the space Harm 213 , corresponding to 640 320 = 204800 grid points in a Gaussian grid. For more details we refer to 5, 8, 9] . For the plots of the evolution of the errors note that the reference solutions are not available for all times, but only for multiples of 24 hours. Again we have convergence of the approximations, see table V and gure 9. In the time evolution, see gures 10 to 14, no signi cant dependence of the error on the grid structure nor on the underlying topography can be observed. Small scale details are well approximated. It is remarkable that the lee waves that are triggered by the isolated mountain extend over the entire sphere within a few days. Concerning the numerical results, similar remarks apply as for test case 5. The oscillations of the norms of the errors for high resolutions is striking, see gure 15. Maybe this behaviour is due to the quality of the reference solutions, we recall that they are generated by a spectral method. The nal tests base on observed data. They consist of atmospheric initial conditions of the 500 mb height and winds from several atmospheric states, but again we assume at topography (h s = 0). They are chosen since they initially exhibit particular atmospheric features such as a strong ow over the north pole (for December 21, 1978, 0000 GMT), blocking (for January 9, 1979, 0000 GMT), and a strong zonal ow (for January 16, 1979, 0000 GMT). All height elds are scaled such that their mean height equals 10 km. They are initialized by Machenhaur nonlinear normal mode initialization (NNMI), see 7, 8] . By this procedure high frequent variations in the initial data that are due to gravity waves shall be ltered out. In fact, gures 21 to 23, showing the trajectories of the height eld during a 5 day forecast at Mainz, Germany (located at 50 00 0 00 00 N, 8 00 0 26 00 O), indicate the presence of gravity waves in the numerical solutions (see also gure 4.52 and 4.53 in 1]), but they do not disturb the overall structure of the elds signi cantly. Figures 24 to 26 and tables VII to IX show similar evolution in time of the norms of the errors for any particular initial value. After 5 days of simulation the global structure of the height elds is well reproduced, but small scale details are slightly blurred, in particular in the north polar region, where the weather is more "active" than in the south polar region, see gures 27 to 41. 
