The ill-posed problem of attempting to recover the temperature functions from one measured transient data temperature at some interior point of a one-dimensional semi-infinite conductor when the governing linear diffusion equation is of fractional type is discussed. A simple regularization method based on Dirichlet kernel mollification techniques is introduced. We also propose a priori and a posteriori parameter choice rules and get the corresponding error estimate between the exact solution and its regularized approximation. Moreover, a numerical example is provided to verify our theoretical results.
Introduction
It is well known that the classical diffusion equation requires second spatial derivatives and first time derivatives. However, people are shifting their partial focus to fractional-order differential equations with the realization that the use of fractional-order derivatives and integrals leads to formulas of certain physical processes which is more economical and useful than the classical approach in terms of Fick's laws of diffusion [1] [2] [3] [4] . Some time fractional diffusion equations involving only a first-order spatial derivative and a halforder time derivative are successfully used for modeling some anomalous diffusion physical phenomena (see, e.g., [5] [6] [7] and the references therein). One can also find some applications of such fractional diffusion equations in several scenarios in [2, 7] , such as relaxation to equilibrium in systems (such as polymers chains and membranes) with long temporal memory, anomalous transport in disordered systems, diffusion on fractals, and to model non-Markovian dynamical processes in protein folding. Fractional diffusion equations have been extensively investigated both in theory itself and numerical computation based on the broad applications in many application fields, especially in describing phenomena related to anomalous diffusion processes. The following is a partial list of articles which contain theoretical results and numerical tests. Some fundamental solutions and Green functions of fractional differential equations are given in [8, 9] . Finite difference techniques [10] [11] [12] and finite element methods [13, 14] provide some efficiency numerical results for several kinds of fractional differential equations. In [15] , the decomposition method is used to construct analytical approximate solutions of time-fractional wave equation subject to specified boundary conditions. An analytical solution of a fractional diffusion equation by Adomian decomposition method is presented in [16] . One can also refer [17] [18] [19] to the regularity of the solution of fractional diffusion equations and some a priori estimates.
In this paper, we consider the following one-dimensional fractional diffusion problem on a semi-infinite slab: suppose the temperature ( ) at some interior point = 0 > 0 is approximately measurable. For convenience, we set 0 = 1. The temperature ( , ) at the 0 < < 1 is desired and unknown. The mathematical description of the fractional diffusion problem is listed in the following. The unknown temperature ( , ) satisfies
where is the constant diffusivity coefficient, 0 = ( , 0), a constant. The half-time differentiation
indicates the Riemann-Liouville fractional derivative with order = 1/2 which is given by the convolution integral
where Γ(⋅) is the Gamma function. More detailed information on fractional derivatives and a general historical perspective may be found in [7, 20, 21] . The situations we will treat are those in which the system is initially at equilibrium, so that
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applies. In [22] , Murio discussed the similar problems using mollification method with Gauss kernel. The idea used in this current work is a development of the ideas in [22] . However, there is only formal stability and discrete error discussion in the cited paper. Here, we give some analysis of error estimates under a priori and a posteriori regularization parameter, and a comparison of those two choice methods in our regularization method. In the following, the regularization method is outlined.
In order to simplify the Fourier analysis of fractional diffusion problem (1), and in the rest of the paper, we assume without loss of generality, = 1, 0 = 0. We also assume that all the functions involved are 2 (R) and use the corresponding 2 norm, as defined in the following, to measure errors:
If the Fourier transform of a function ( ) is written aŝ then the Fourier inversion formula reads
Fourier transforming (1) with respect to variable , it follows that̂(
according to the fact that [7] 1/2
The first-order ordinary differential equation (8) has the general solution
or equivalently,
Now, we can write the problem (1) aŝ
wherê( , ) := −√ (1− ) is a multiplication operator. Since we requirê( , ⋅) ∈ 2 (R) and 0 = 0, we see from (4) and (10) that the real part of √ is positive. Thereby, the multiplication operator̂( , ) is a bounded linear operator for 0 ≤ < 1. Then its inverse operator is unbounded. Therefore problem (12) is linear ill posed. For the general theory of linear ill posed problems, we can refer to [23] . It is worth pointing out that ill posed problems of a large number of diffusion equations, both fractionalorder as well as integral order, have been discussed by many authors. Yang et al. [24] [25] [26] [27] [28] discuss the identification of source terms for some integral-order diffusion equations using some regularization strategies. Hon et al. [29, 30] apply some meshless methods to the ill posed problems of heat conduction equations. In [17, 22, 29, 31, 32] , some uniqueness results and numerical methods are given for some fractional diffusion ill posed problems. Here, we apply a simple stabilizing method, namely, the mollification method with Dirichlet kernel [33] , to stabilize the problem (1) . Suppose that the measured data function ( ) satisfies
where is noise level. Take the Dirichlet function
as the mollifier kernel, where is a positive constant. Define operator as
Then, we have the following associated problem: for some > 0, find ( , ) that satisfies
In fact, plays the role of regularization parameter. In Section 2 an a priori parameter choice rule and the corresponding error estimate are discussed. In Section 3, we propose an a posteriori parameter choice rule and get the error bound. Numerical tests are given in Section 4.
The Error Estimate with a Priori Parameter Choice
In this section, the error estimate of the mollification regularization method will be derived under the a priori parameter choice rule. Suppose that the following source condition holds:
The source condition (17) is indispensable, otherwise, there can be no uniform convergence rates for any regularization method, that is, the convergence is arbitrarily slow 
Since | √ | = √| |/2 , for 1 , we get by (13)
For 2 , we use the source condition (17) and obtain
Therefore,
Minimizing the right-hand side of (21), we set
and get
which also implies
Therefore, we get the following theorem. (22) , then for 0 < < 1, there holds the error estimate (23). (23) is order optimal in the sense of Tautenhahn [34] . In our application ‖ (0, ⋅)‖ is usually not known, therefore we have no exact a priori bound and cannot choose the parameter according to (22) . However, if selecting = 2(log(1/ )) 2 , we can obtain the convergence rate ( , ⋅) − ( , ⋅) ≤ 2 , for 0 < < 1.
Theorem 1. Assume conditions (13), (17) hold. If the regularization parameter is taken by

Remark 2. The error estimate
Theorem 1 provides no information about the convergence and convergence rates of ( , ⋅) at = 0. The question is settled by our next result. We now give the error estimate at = 0 under a stronger a priori assumption
where ‖⋅‖ denotes the norm on Sobolev space (R) defined by
for ∈ (R). We only need to reestimate 2 for = 0. Under the stronger a priori bound (25), it is not hard to get
Then, (18) , (19) , and (27) lead to the following error bound:
The error bound (28) does not provide the convergence as → 0 obviously. Hence, we need to choose a proper parameter . For this reason, some proper lower bound of the right-hand side of (28) should be given. In order to minimize the right-hand side of (28), it is necessary to introduce the following lemma and its proof can be found in [34] .
Lemma 3 (see [34] ). Let the function ( ) : (0, ] → R be given by
with a constant ∈ R and positive constants < 1, and , then for the inverse function −1 ( ) one has
Minimizing the right-hand side of (28), we let √ /2 = / 2 . Denote −√ /2 := . Simple computation shows (log(1/ )) −4 = 2 2 / . By using (30) in Lemma 3, we obtain
which also implies that
Therefore, the following estimate holds
where is a constant, which also shows that the convergence rate at = 0 is logarithmic. (13), (25) (23), as → 0, we see that the accuracy of regularization solution becomes progressively lower and even cannot get convergence for = 0. This is common in the theory of ill posed problems. Nevertheless, if a stronger a priori assumption (25) is imposed, the regularization solution converges to the exact solution at = 0, but only in a slower way.
Theorem 4. Assume conditions
The Error Estimate with a Posteriori Parameter Choice
In this section, we consider the a posteriori regularization parameter choice rule. Choose the regularization parameter as the solution of the equation
where > 1 is a constant. To establish existence and uniqueness of solution of (34), we need the following lemma.
Lemma 6. If > 0, then there hold the following:
(a) ( ) is a continuous function;
The proof is very easy and we omit it here. Denote
We give the main result of this section as follows.
Theorem 7.
Assume the conditions (11) and (17) hold and > 1. Take the solution of (34) as the regularization parameter, then there holds the error estimate for 0 < < 1:
where ( , ) is a constant depending on , . Proof. By (35), the Parseval formula, triangle inequality, and (17), we have
By virtue of (34), we know that
which means
Thus it is obvious that
Moreover, inserting (40) into (37), we get the following inequality:
In addition,
It is easy to see
Denote =:̂̂( ) −̂( ). By using the Hölder inequality, we know that
Therefore, we obtain
Therefore, we complete the proof.
Numerical Examples
For linear heat diffusion, analytic solutions for the temperature distribution ( , ), > 0, > 0 in a semi-infinite solid with zero initial temperature, and (0, ) := ( ) at the surface, are obtained using the integral equation where the kernel function
is the temperature distribution corresponding to a unit step boundary temperature, ( ) = 1, > 0. Here, erfc(⋅) denotes the complementary error function defined by
We take the example from [22] . As an interesting and challenging test for the numerical method, we proposed the surface temperature function ( ), which is 1 between 0.2 and 0.6 and zero otherwise. The exact solutions for the FICHP, in this example, are the functions
Consequently, the exact interior data temperature is given by
Suppose the vector represents samples from the function ( ). The noisy discrete data function is generated by adding random errors to the exact data function, at every grid point, that is,
where the ( )'s are independent random Gaussian variables with variance 2 = 2 . The absolute and relative weighted 2 errors for the recovered interior temperatures are calculated as
respectively. It is easy to implement the algorithm described in (16) . Using an available fast Fourier transform (FFT) subroutine, a simple program was written to test the algorithm for the above example in Matlab. Firstly, some tests are implemented to verify the effectiveness of the regularization method under a priori parameter choice rule at several interior points. In addition, we would like to compare the a posteriori parameter choice rule (34) with the a priori parameter choice rule (22) . The a priori bound in (22) can be calculated easily in this example. The Newton's bisection is used to solve (34), where we choose = 1.1. Figures 1 and 2 provide the comparisons between the exact solutions and regularization solutions with error bound = 0.01 and = 0.001 at interior point = 0.1, 0.5, 0.9 using a priori parameter choice rule (22) , respectively. Figure 3 gives the comparison between the exact solutions and regularization solutions with error bound = 0.001 at boundary point = 0 using a priori parameter choice rule (32) . And intuitively, it seems that there are better numerical effects for closer distance from = 1. We list the error in Tables 1 and  2 to verify our result. Figure 4 demonstrates the comparisons between a priori and a posteriori parameter choice rules and Table 3 tells us that it has better effect using a posteriori parameter choice rule than a priori parameter choice rule. We also see that the difference of the numerical results between a priori choice rule and a posteriori choice rule is slight, which agrees with our theoretical results.
