Introduction
The fluid nature of the conceptual and preliminary design stages has hindered general design support tools. While there exist specific support tools for certain design domains, these have been constructed at considerable expense due to the need to acquire and encode domain specific knowledge into the support tool. A further issue with support tools for the earlier phases of the design process is the inherent fluidity of the design at this end of the process. Specifically, it is difficult to provide objective metrics to measure the quality of design concepts. As design concepts still require significant effort transform into the final product, there is the potential for a 'good' concept to be poorly detailed and thus result in a poor final product and vice versa: a 'poor' concept can be carefuly developed through the detailing phase to result in a 'good' final product. The terms 'good' and 'poor' in this case are context dependent, and cover such criteria as technical quality, commercial success, and aesthetics. However, in general good concepts are more readily transformed into good final products whereas poor concepts require greater effort to ensure a similar final high quality level.
For this paper, conceptual design will be defined as the point in the design process when the designers have transformed the initial product specification to a form that defines the nature of all key elements of the final product (Pahl and Beitz, 1996; Cross, 1994; Ulrich and Eppinger, 2000) . This paper presents a 1 Bayesian approach to supporting the decision process in the conceptual design stage. Central to implementing the Bayesian approach is the need to acquire good stochastic information about the design domain. This is achieved through the use of databases of prior design examples. These databases of conceptual designs require defining, and hence there is a need to define conceptual design. In this context, conceptual design will be considered in a morphological sense: the design will be structured into a set of functional and characteristic variables (Pahl and Beitz, 1996; Hollins and Pugh, 1990) . Against each of these variables, a designer will have to select a conceptual solution. The combination of all these solutions then generates the final design concept. While this approach has traditionally been used to represent different solution categories, in this work this will be simply extended to also include the representation of numerical design parameter values as well, for example the overall wing span of an aircraft. This representation enables this methodology to be used in design domains where some aspects of the design require such values. Ultimately, generating 'good' design using this approach relies on the designer understanding the interaction between the design variables.
There have been other attempts at supporting the conceptual design stage. Most of these attempts implement a rule based system, that is specific domain knowledge is encoded within the support system. A typical example of such a support system is given by Zhang et al. (2002) . This system takes a functional/behaviour based approach. The system incorporates a database for matching desired behaviours to known functions. However, the rules required to encode these functions are complex, although no specific details are given within the paper to the cost associated with encoding the rules. Design concepts are then scored according to their simplicity as determined by the part count required to instantiate a given concept. It then remains the designer's decision which concept to se-lect. Another example of a rule based system is provided by Geyer (2008) . This is a more complex approach based on shape grammar. The shape grammar provides a framework for being able to decompose and subsequently recompose a design while maintaining functionality. These actions are based on a set of predetermined rules. By applying these actions, a set of design alternatives can be automatically created and presented to the designer for final decision. In conclusion, while rule based systems are able to automatically perform design search, they present the designer with a small set of fully determined design alternatives from which one must be selected. Although the designer has flexibility in which alternative to select, the presented alternatives are rigid. A further example of conceptual design support is given by Ziv-Av and Reich (2005) which provides a means for generating optimal concepts subject to the designer's subjective objectives. This approach decomposes the design problem to support the design search process. The designer is ultimately presented with a rank ordered set of design concepts to take further.
In contrast to a rule based approach, adopting a stochastic view of the design domain results in the fluid nature of the early design stages becomes relatively simple to represent. As the underlying model is stochastic rather than rule based, multiple outcomes are natively represented. There are a number of important benefits to be gained from using a stochastic view of the design domain (He et al., 2006) . First, a stochastic approach natively supports missing or imprecise input data. This degree of uncertainty is common during the conceptual design stage, as not all aspects of the design are likely to have been determined. Second, a stochastic approach is able to perform inference under uncertainty. Perfoming inference under uncertainty is much more challenging for rule based systems, as the uncertainty of the input data means that the rule based systems are unable to trigger production rules and thereby pro-vide useful feedback to the designer. Finally, the stochastic approach is also able to provide stochastic inference. This inference supports multiple outcomes, which is a significant difference from the rule based approach. Under a rule based approach the outcome is deterministic, that is given the input there is a unique output. Where alternative solutions are provided, these tend to be as a result of a search process and again are deterministically scored. However, under a stochastic approach multiple alternatives can be presented for a given input. These alternative outcomes are then presented with an associated probability for each outcome. Therefore, at any point in the early design process, the range of potential outcomes of any decision can be represented using probability distribution functions (PDFs). The most likely outcome is represented by taking the maximum value of the PDF, but the designer is clearly presented with the other potential outcomes. Assuming that the PDFs represent the probability of an outcome being present in the final design, a designer can get a feel of the likelihood of a successful final design based on the decisions made. Therefore, the stochastic support tool effectively suggests that the designer should follow the path of greatest probability but allows other paths to be explored should the designer wish to. By following a low probability path, the designer understands that greater care must be taken later in the design process, as this path is one that has not been successfully followed previously. This paper presents two empirical trials that seek to test if these benefits are realisable. This paper introduces a stochastic design support tool based on Bayesian Belief Networks (BBNs). A brief overview of the underlying theory will be presented (Section 3). Greater attention is given to the empirical assessment of this design support tool (Section 4). The empirical work leads to a critical discussion on the nature of developing and implementing generic design support tools (Section 5).
Background
Design support tools have been an active area for some time. Research in the development of support tools tends to be focussed on supporting one type of design activity or a particular design domain. Chong et al. (2009) report that a good design theory is required prior to any attempt is made on providing computational design support. To underpin the stochastic support tool described in this paper, the morphological matrix design framework is adopted (Pahl and Beitz, 1996) . The morphological matrix provides flexible support, yet without requiring any rule base to be put into place prior to using it. The support tool that is presented in this paper has the potential to provide computational support for efficient use of the morphological matrix during the conceptual design phase.
An important aspect of conceptual design is enabling the designer to fully search the design space. One flexible method of supporting this is the use of morphological matrices. While this approach enables the designer to visualise and construct a very wide variety of potential designs, it provides no support in providing feedback to the designer about the likelihood of a particular combination (or partial combination) resulting in a successful design. This section will consider previous design support tools, and what contexts these different tools operate within. These then inform the support method for morphological design that are developed in Section 3.
To be able to successfully develop a design support tool, there are four aspects that need to be adressed: (1) morphological matrix definition, (2) design model structure, (3) knowledge acquisition, and (4) interfacing the model with the designer.
Morphological Matrix
One common method for spanning and exploring the conceptual design space is the morphological matrix (Zwicky, 1967; Hollins and Pugh, 1990; Pahl and Beitz, 1996) . The design space is spanned by the set of functional modules of the product, that is the set of independent functions or properties that are expected of the product. For example, consider the (very simplified) design of an aircraft. An aircraft can be described by the following: the primary construction material, the propulsion system, the capacity, and the wing geometry. Against each function, there are a number of possible solutions. Considering the propulsion system function, there are four possible soltions: jet, turbo-propellor, piston-based propellor, and none (in the case of a glider). Figure 1 expands this aircraft example, providing a more complete functional breakdown of the conceptual design space. The design space can be explored by selecting one solution against each functional module of the product. By selecting a functional solution for each functional module, a designer can then construct a full design concept. Figure 2 illustrates four separate concepts that can be extracted from this particular morphological matrix example. Finally, it is worth noting that there is no need to restrict the solutions to discrete nominal categories: it is possible to also have continuous solutions, for example the capacity could have been represented by the number of passengers using the integer range 1-1000.
The morphological matrix provides a means for visualising the conceptual design space and composing potential design concepts. However, there are a number of challenges associated with this approach. The first is the explosion in number of potential concepts that can be created from the matrix. As in theory the selection of each function solution is independent of all other selected function solutions, the theoretical total number of concepts that exist is given by the product of the number of solutions for each function. In the case of the aircraft example in Figure 1 , there are 4 × 4 × 4 × 3 = 192 different concepts. A significant number of these will be, if not physically impossible, highly unlikely, for ex-ample any combination of a cloth body and a jet engine. Clearly, the choice of function solutions are not independent of each other. This leads to the second challenge: what is the best order in which to determine function solutions? Depending on the design specification, a rigid ordering is unlikely to be helpful. Different design specification will predetermine some function solutions and therefore the designer will set the remaining function solutions in a different order. Finally, as the morphological matrix is a static representation, no guidance is provided on the suitability of different function combinations. Instead, a designer can only rely on their intuition and tacit knowledge about the domain when combining function solutions.
Design model structure
The design model structure defines not only how the model is represented, but also determines to a large extent how the computational support tool operates. Historically, the design models and support tools adopted a case based approach. Prior designs are encoded and entered into a database so that when a designer comes to create a new design, previous similar designs are presented (Maher and Gómez de Silva Garza, 1997; Rivard and Fenves, 2000) . An extension of the case based approach is the knowledge based design support. With this system, engineering knowledge is stored within the design support system. This knowledge is formatted as a set of rules that can be applied to the evolving design. For example, Moore et al. (1997) use an object oriented representation of both the design and knowledge base to provide support in the form of design critique. When the system notes that a designer is either potentially in error or the system identifies a potential alternative solution, this is brought to the designer's attention. Scwabacher et al. (1998) use a machine learning approach to support a designer in setting up an optimiser, along with predicting design goals. On a similar note, Ong and Keane (2002) provide a support method that advises a designer on suitable optimisers to use for a given design problem. This support was provided by representing the optimisers according to their characteristics, thus forming a knowledge base about design optimisers. In addition to case and knowledge based representations, stochastic approaches for representing the design domain have also been used. An early report of using a Bayesian approach described modelling an electronic chip design domain (Osio and Amon, 1996) . Computer simulations were used to generate training data to create the probability distributions, and this enabled a more cost effective modelling of the design domain. More recently, Simpson et al. (2001) and Chen et al. (2006) discuss the creation of statistical metamodels of design domains. These focus on the two aspects of meta-modelling, namely the selection of a suitable statistical model class and then the fitting of the model to the empirical evidence. One of the benefits of using a stochastic approach is that it becomes feasible to model non-deterministic aspects of the domain. There are a number of examples of using stochastic approaches to model domains with strong 'external' events, such as flood risk (Apel et al., 2006) or subjective evalua-tion and the resulting behaviour as exhibited by the spreading of subjective cinema evaluations by the word of mouth (Eliashberg et al., 2000) .
The robustness of a design represents a particularly interesting non-deterministic characteristic of a design that can be represented stochastically. Robustness has been stochastically considered in the context of uncertainty in planning (Sahinidis, 2004) and in change propagation (Clarkson et al., 2004) . There has also been work in categorising risks and using this to indicate promising design directions Raine, 2004, 2005) . Nonstochastic approaches to risk modelling include inducing regression trees to identify paretooptimal designs (Forouraghi, 1999) and using utility function based approaches for risk mitigation based on designer preferences (Fernandez et al., 2005).
Knowledge acquisition
Given a model of a design domain, this is of little use beyond design representation without any knowledge about how different aspects of the design domain interact with each other. This knowledge must be acquired: either deduced from physical laws, from designers in person or induced from analysis of previous designs. This knowledge acquisition is a known bottleneck for developing expert systems (Gaines and Shaw, 1993) , and by extension design support tools. Methodologies have been developed to acquire design knowledge from domain experts, but this tends to be highly tailored to the particular domain under review (Hughes et al., 2001) . A more automated approach is to use machine learning techniques to support the knowledge acquisition process. This typically involves analysing a set of design examples to induce a domain model (Potter et al., 2001) . There are a number of examples and approaches to this methodology. Pacheco et al. (2003) use a covariance based method to generate a rough surrogate model that can provide a designer with a basic understanding of the domain relationships. Mahdavi and Gurtekin (2004) use a neural network to generate a design performance space that can then be visualised by a designer to provide greater insight into the design performance space, thus enabling a designer to explore the relationships between sets of design variables. Matthews et al. (2006) use an augmented genetic programming method to identify a set of relationships that provide an algebraic description of the relationships between the design variables.
Designer interaction
The final aspect to consider when developing a design support tool is the interface between the design model and the designer. This represents the most challenging part of the design support tool, as a good user interface must consider the fundamental human functions and tasks related to the design domain (Rinkus et al., 2005) . There is relatively little technical literature on this topic. Most of the literature concerns generic user interface development. The research tends to focus on general user interface development methodologies, for example best practises (Szewczyk, 2003; Resnick and Vaughan, 2006) and practical reports (Kim and Yoon, 2005) .
The research in this paper does not extensively consider the user interface, beyond using software development and implementation tools that ensure wide access to support active designers. Further details of the user interface are presented in Matthews (2008) . 6
Summary
From the literature, there are four key areas relevant to this research. The first two relate to the mode of knowledge representation: rule based versus stochastic based. These two modes compete, and this research seeks to empirically demonstrate the potential benefits of the stochastic approach. The argument against the rule based approach is two-fold. Firstly, there is the complexity of the rules required to populate a useful rule based system. Secondly, there is the rigidity of the application of the rules. The designer is constrained to apply the rules as presented, rather than to be able to slightly modify the outcome to one that the designer believes to be more appropriate. These issues are overcome through the adoption of a stochastic approach. The designer gains flexibility, and is informed through the related probability values of the chance of success.
The third area relevant to this research is the design domain knowledge acquisition. This typically is a bottleneck area, and attempts have been made to use machine learning techniques to streamline this area. Finally, the fourth area is the interface between the design support system and the designer. This area is unfortunately one with the least literature specific to design support.
Stochastic modelling approach
The stochastic approach to modelling an uncertain domain enables a natural representation of the fluid characteristics inherent with uncertainty. This is in contrast to rule based modelling approaches, where outcomes are deterministic. The design concepts generated using morphological matrices require further detailing and hence contain uncertainty. There are ample opportunities to modify these designs further downstream, albeit less significantly than is possible during the earlier stages.
The challenge of creating a suitably representative domain model remains. The model must represent the relationships between the various design variables, specifically how changes to one variable are likely to affect other aspects of the design. There are two main approaches to obtaining these relationships: acquiring the knowledge directly from domain experts or analysing design databases using machine learning techniques. Due to the relatively high cost of the knowledge acquisition from domain experts, this research focuses on investigating the use of machine learning algorithms.
Bayesian Belief Networks (BBNs) have been selected to represent the domain model, as these provide a simple and relatively intuitive perspective on the domain. These models are created using an information content based metric. Figure 3 illustrates the machine learning process for creating the BBNs. In larger domains, even BBNs can become complex. Therefore, an additional aspect of this research is to investigate the potential of breaking these networks into smaller domain sub-space models that are more readily understood. Each of these aspects is expanded on below.
Bayesian Belief Networks for Design
The design space is encoded parametrically. The functions from the morphological matrix that span the design space define the parameters and the function solutions represent the values that each parameter takes under this design encoding scheme. These variables are interpreted as 'observations' in the BBN sense. The BBN is a graphical model, where the nodes (design variables) are linked by directed arcs. These directed arcs represent the causal dependencies between design variables. Where a design variable is 'observed' (i.e. has a value associated to it), it becomes possible to infer the likelihoods and/or probabilities of the values that would be taken on by neighbouring variables. Figure 4 illustrates the process of using the BBN as part of the conceptual design process.
A key difference with this approach to modelling the design space is that both design parameters (aspects of the design that are directly determined by the designer) and design characteristics (aspects of the design that are the result of the designer's choices) are both represented as abstract design variables. The approach taken in this research removes this distinction and allows the designer to specify either design parameters or characteristics at the outset. This is a powerful abstraction, as a designer is not constrained to first determine the design parameters but can determine the characteristics and then use the tool to be provided with guidance on how to achieve these design characteristics. This approach of removing the parameter-characteristic ordering is valid. Consider a hypothetical aircraft design process: design parameters include the wing geometry, the skin material, and the propulsion type. Design characteristics include the lift and drag coefficients for the aircraft. The choice of material will affect the drag coefficient which in turn will affect the choice of wing geometry and propulsion system. If all the design parameters are considered first as a group, this results in the need for an iterative approach as the design characteristics that do not meet the specification can only be affected by modifying the design parameters. This process is then repeated until a successful design is achieved.
The stochastic nature of BBNs makes this a highly flexible approach to modelling the design space. Conceptual design is by its nature very fluid: any given design concept can be detailed later in the design process in a number of different ways. This leads to the following argument: a 'good' design concept has a high probability of becoming a 'good' final product, while a 'poor' design concept has a low probability of becoming a 'good' final product. The stochastic representation enables the opposite outcome in both events, however these are represented by accordingly low probabilities. Further details of this illustration are provided by Matthews (2008) .
Information content based learning
There are two key aspects to the BBN: (1) the acquiring of the distribution functions and (2) the creation of the variable network. It is assumed that a database of prior designs is available. This database is populated with the parametric and characteristic values taken from previous designs, and could also include the results of costly emprical and computational results. Using this database, it is a relatively trivial task to generate the conditional distribution function, given a network. The second aspect, creation of the network representing the causal relationships within the domain, is a considerably more challenging task. Where no information about the causal ordering is known, this is theoretically a very computationally expensive task (Pearl and Verma, 1991; Pearl, 1995) . An alternative method is to obtain the network structure from domain experts. While this is computationally much simpler and does not require a design database, it does place a very large task on the domain experts. As the number of design variables increases, the amount of effort required by the domain expert in considering possible relationships increases quadratically. Hence, for realistic design domains, this is not an appealing method.
A computationally more efficient approach has been adopted based on the information content that would be contained in any potential causal arc (Matthews, 2006 (Matthews, , 2008 . This approach is similar to that developed by Chen Figure 4 : The design process using the BBN starts with the design specification being entered into the BBN (filled nodes). The conceptual design is then iteratively completed by the designer, guided by the variable PDFs. et al. (2002) which measures the conditional independence between pairs of variables. Where the causal ordering of the variables is not known in advance, they demonstrate that it is possible to learn a suitably accurate network complexity of O(n 4 ) in terms of the number of variables. The approach described in Matthews (2008) uses a greedy algorithm that learns a network with complexity O(n 2 ). This approach uses the basic definition of conditional probability:
Where the events, or variables, A and B are independent, P(B, A) = P(B)P(A). Therefore, when A and B are independent, P(B|A) = P(B). By considering the difference between the observed conditional and prior probabilities taken from the design database, it is possible to measure the information content that is contained within this conditional probability distribution. Hence, the following information content metric is defined between variables A and B:
Where the variables are truly independent, the measured difference will be zero, and hence a zero information score will be returned. This indicates that there is nothing to be gained by including this arc. Where a large I value is returned, this indicates that the conditional probability distribution contributes significantly to the domain knowledge and hence this arc should be included. It is also worth noting that this information metric is asymmetric, namely I(A, B) = I(B, A) . This is useful, as it provides an indication of the causal direction of relationships within the network. This information metric is measured for all variable pairings in both directions. For each variable, the arc with maximum information content either entering or leaving that variable is identified. These arcs form a set of partial models. Next, the two models that share a variable and have the lowest total information content are merged, to form a new partial model with three variables. This process is continued until all nodes are connected, resulting in a full model for the domain. The flowchart representing this process is given in Figure 5 .
Empirical work
To verify the effectiveness of a Bayesian design support tool, two empircal studies were undertaken. The two studies were largely complementary in their nature, rather than reinforcing. The first used the support tool within a laboratory setting, enabling a fine grain of control of both the design domain and methods used by the designers. In this study, the user interface and the representation of the design model was not under investigation. The aim was to measure how well the BBN induction algorithm was and how effective the decision support tool was when no alternative was available. The second empirical study was undertaken within an industrial setting. This provided a real life design problem, three times larger than the laboratory based study in terms of number of design variables, with all the complexities and subtleties that this entails. This, however, was at the cost of control over the experiment, and the results from this study were of a more subjective nature. In this study the aim was to determine how acceptable the BBN design domain representation was, from the perspective of domain experts. This provided a critique on the Bayesian design domain representation and of the effectiveness of the user interface.
Each case followed the same process to induce a BBN. First, the design data was acquired and where necessary discretised. This data was then processed by the structure learning algorithm to produce the BBN network. This network was then imported into the design support tool, for interactive use. At the same time, a static hard copy of the BBN structure was made available for designers to refer to while using the tool. This provided them with a representation of the causal relationship structure between the design variables, thereby enabling the designer to understand how changes in variables would affect the probability distributions in other variables. Each case study was followed by an analysis on the usability and usefulness of the support tool within each context.
Laboratory based study
The laboratory based study used the 'Car Design' machine learning benchmarking database from the University of California at Irvine (Blake and Merz, 1998) . Although this is an artificially constructed database, it does represent a good approximation to a real conceptual car design database. Additionally, the variable structure is also known, thereby enabling a direct comparison between the induced network and the actual deterministic network. The scope of this paper presents the qualitative aspects of this study that inform the specific challenges of deploying a stochastic design decision support tool. An in-depth quantitative analysis of this study alone is presented in Matthews (2008) .
The car database contains a sample of 1728 fully described designs. The design domain is defined by ten variables, of which six are design parameters (the target purchase price; the expected maintenance cost; the designed safety level; the number of doors; the number of passengers; and the volume of luggage that can be carried) and the remaining four are design characteristics (the overall cost of ownership; the comfort level; the technology level; and the overall car acceptability). All the variables are discrete, and hence this fully defines the domain's morphological matrix, and a more detailed description of the variables is listed in Table 1 . The original car design database was constructed using a set of predetermined rules. The structure of these rules is provided in Figure 6 . This known rule structure makes it possible to evaluate the quality of the machine learnt domain model.
The car database was first loaded into Matlab and passed to the BBN learning algorithm. This generated a network representing the causal links between the design variables. The algorithm identifies exactly as many arcs as there are design variables. This resulted in a nontree structure. In a tree structure each node, with the exception of the root node, should have a single child. The structure that was produced by the learning algorithm had the 'safety' node linked to both the 'technology' and 'car acceptability' nodes. By considering the information content of these two arcs coming out of the safety node, the arc with the lower information content was deleted which in this case was the arc leading to 'car acceptability'. The impact of this deletion is minor, as 'safety' is still related to 'car acceptability', albeit indirectly through the 'technology' node. The resulting tree network that was learnt from the dataset had an identical causal structure to the underlying rule structure used to create original the design database, as illustrated in Figure 6 . Subsequently, this network was encoded in the Excel spreadsheet, along with the design database. The stochastic approach was compared against a more 'traditional' approach to design. This required the designers to consider the design characteristics separately, without any information about feasibility of the design until the design had been completely specified. This approach was implemented using a similar interface to ensure that a fair comparison was possible between the Bayesian and traditional design approaches.
Summary of the effects of Bayesian design
The car design case study provided in this section illustrates three key aspects of the stochastic design support tool. The first is that the machine learning algorithm induces a suitably good domain model from a set of prior design examples. The algorithm produced a graph structure with one arc too many for it to be a tree structure, as required for a BBN. A tree structure is required, as the implementation of this code is only able to handle one input arc per node. By using the information content heuristic, it was possible to identify which arc should be deleted and this resulted in the same structure that generated the data in the first instance. The second aspect of the stochastic support tool is that the design search process can begin with a partial design specification. This was demonstrated by starting the de- sign search with a specification on a subset of both design parameters and characteristics. The interactive search tool then guided the design refinement process, variable by variable. For each variable, the various possible settings were ordered according to the probability of a successful outcome. The designer is encouraged to follow this 'path of greatest likelihood', but is not compelled to. The illustration of this search process thus provides evidence for the third key aspect, namely that the design search heuristics lead to an efficient yet flexible design search path.
Empirical comparison of the two design approaches
The stochastic and traditional approaches were empirically compared. This involved primarily recording how designers used these two different approaches. For this experiment, undergraduate students were used as subjects. These subjects had limited experience of design, and were therefore open to exploring new approaches. All subjects were given training in the design approach they were going to use as well as how to use the design support tool interface. Throughout the design search process, observations were made on how each designer used their support tool. This observation was primarily to evaluate the effectiveness of the user interface. The full results are reported in Matthews (2008) . The key points of this trail are summarised here, with a focus on the benefits and challenges that were observed. The results of this trial were interesting in two ways: (1) there was not a statistically significant difference in the performance between the two tools, but (2) the designers using the stochastic support tool developed a novel search approach to the design space that was not expected. The resulting designs and time required to create those designs was very similar across the two different tools. A small number of design variables were statistically different, but not enough to provide significant evidence that the two tools result in different designs, or that one tool results in designs being generated significantly faster than the other. However, the second point illustrated that the stochastic tool lead designers to explore the design space in a novel manner. Both tools were used in a 'test' mode to explore the design space: designers would enter speculative design variable settings and see what effect that would have on the remainder of the design space. In the rule based tool, this effect was seen on the design characteristics as a result of modifying a design parameter. The stochastic tool provided information more broadly: a designer would set a particular design variable, and then see how this would affect the various PDFs throughout the remaining unspecified design. Effectively, they were monitoring a far greater number of variables with greater breadth within each variable than is possible with the rule based support tool. This represents a significant advance in the ability to search a design space interactively.
The reason for the lack of any significant difference between the two support tools can be in part explained by the simple nature of the design domain. The conceptual car domain that was used is relatively intuitive. Therefore, it can be expected that the subjects using the rule based tool were readily able to get a rough feel for the domain rules. The subjects using the stochastic support tool on the other hand needed to learn the how to interpret the displayed PDFs. It is not as clear if these subjects gained an equivalent 'feel' for the design domain as the rule based tool trial subjects were able to. However, the stochastic support tool subjects did develop a novel search methodology that reveals at any point a wider set of options than is possible using the traditional design support tool.
Industrial based study
The industrial trial was undertaken with a large aerospace company that designs and manufactures a large range of gas turbine aeroengines. The focus of this trial was centered around the combustor system within the gas turbine. The gas turbine can be abstractly thought of having three key systems: (1) the compressor, which takes the gas from the outside at ambient pressure, raises the pressure of this gas which is then passed to (2) the combustor where the gas is mixed with fuel which is then combusted to heat the gas before it continues on to (3) the turbine which extracts mechanical energy from the gas stream. The combustor has a challenging task: the incoming high velocity and pressure gas stream must be slowed down to a speed in which a flame can be sustained, the flow within the combustor needs to be sufficiently turbulent to achieve good fuel mixing, and a film of cool air on the combustor wall is required to protect the combustor from the high flame temperature. The combustor is effectively a cylinder, and the gas from the compressor is passed along the outside of this cylinder. The gas then enters into the cylinder through a series of holes on the surface of the combustor. It is the designer's job to determine the type and placement of these holes on the combustor cylinder. Due to the turbulent nature of the gas flow within the combustor, it is very costly to obtain accurate prediction to the behaviour of the gas for a given combustor configuration. It is the difficulty in obtaining rapid design feedback that provides a key challenge to the designer. The aim of the research was to investigate the potential of a rapid stochastic design decision support tool to guide the designer through the selection and placement of holes on the combustor cylinder.
BBN Induction
A design database of preliminary gas turbine combustors was used to induce the Bayesian Belief Network and provide the underlying probability distribution functions for all the design variables. The database contained a sample of previous combustor designs that had been created by the designers, and the data included various evaluations for these combustors. The combustor database represented a considerably larger design domain than the car design laboratory based study. Further, unlike the car domain, the causal relationship structure between the design variables in this study was not explicitly known. Therefore the induced causal structure and subsequent design sup-port tool were to be critically reviewed by a team of the company's senior combustion design experts.
The combustor design dataset contained a combination of both continuous valued (e.g. pressure) and discrete valued (e.g. hole type) design variables. The continuous variables were discretised into seven categories. Two discretisation approaches were used: a uniform discretisation, where the discretisation boundaries within each variable were kept equally distant between each other; and non-uniform discretisation, where each discrete category had the same number of samples within it. The two discretisation methods resulted in a slightly different BBNs, both of which were considered by the combustor design team.
As there were 25 design variables, the combustor design domain represented a significantly more challenging representation problem that the car domain. To handle this higher complexity level, the structure learning algorithm identified a set of smaller, independent, BBNs. The same structure learning algorithm was applied to the combustor data set. The direct result in this case was again not a tree, specifically a number of variables had multiple arcs coming out from the variable node rather than one as would be the case in a tree. This was rectified again by considering which arcs could be deleted to transform the network into a tree and then eliminating those arcs with the lowest information content. This resulted in creating a set of five trees, with each tree representing a sub-space of the whole design domain.
Experimental Parameters
The industrial experiment focused on how well the stochastic design search tool supported industrial designers in the early design stages. The induced trees representing the causal relationships within the combustor design domain were presented to the industrial design team. This presentation included a brief tutorial on how to use the stochastic support tool. The design team were also left with a written overview of both the underlying theory, the BBNs, and a user guide for the interactive designer support tool. The design team were then left with the support tool for them to trial in their own time. In addition to the tool, the design team were asked to consider the following criteria to assess the support tool against:
1. How well does the tool support the design process;
2. How well does the model match your understanding of the design domain; and 3. How could the user interface be improved.
After the design team had a chance to investigate the support tool, they had difficulty in determining how well the stochastic decision support tool was able to merge with the combustor design process. The combustor design process involves building a network of gas flows which is then incrementally adjusted using a flow analysis tool and the designer's expertise. The initial network can be taken from a previous design that meets a number of the new design's requirements. Although there is a clear morphology for design elements within the combustor design, these apply at a very local level. It was not clear how the stochastic design tool should support the designer in this case.
Results and Discussion
The nature of the stochastic design support tool was insufficiently aligned with this stage of the combustor design process. Specifically, there were three principal reasons that the support tool was not adequate, in response to the above criteria that the designers were asked to consider:
First, as the designers would typically consider different configurations separately, they were expecting separate explicit models for each configuration. The stochastic support tool was not able to support this global view of the combustor model. Rather than a global combustor model, it considered the impact that a given hole type and geometry would have locally on the gas flow. Without the global combustor aspects being made explicit, the designers could not be confident about assessing the accuracy of the single configuration model.
Second, the support tool was trained on a series of different combustor configurations. As a result of the machine learning process, the designers felt that there were a number of aspects within the induced causal model that did not make physical sense according to their understanding of the combustor domain. It was not clear if this represented an unexpected aspect of the combustor domain that the designers were not aware of, i.e. that the machine learning process had discovered novel aspects of the combustor domain, or if this was due to the causal model either extrapolating to regions it should not do or averaging what should be different models into an incorrect combination of models.
Third, as a result a lack of clarity in the presentation of the model, the designers did not feel they were able to provide constructive criticism on the nature of the user interface. The fundamental problem here was that the designers did not feel comfortable with the stochastic approach to decision support. The stochastic approach, as discussed in Section 1, allows multiple outcomes, weighted by their probabilities, to be simultaneously possible. The designer then selects which of these outcomes they would prefer, guided by the PDF. The presentation of this information and the understanding of the impact of a choice requires the decision maker to have a good understanding of the underlying stochastic theory. The fundamentals of the stochastic decision theory were introduced as part of the trial, it is clear that not enough time was devoted to ensuring the designers had a good grasp of this approach.
Overall, the design team could not reach a consensus on the benefits of the support tool. It was felt that either the tool should be deployed at an earlier stage of the design process where there is more flexibility in the decision process or that the decision support tool should be able to integrate a number of different models where obtaining trade-offs between design variables is difficult. These are both aspects that currently require designer expertise and have not been formally captured.
The training data for the stochastic support tool was obtained from an intermediate combustor evaluation tool, and therefore did not represent one of the more challenging aspects of the combustor design process. Obtaining training data for the other aspects of the design process is a challenge, and was beyond the scope of the collaboration in this project.
In summary, the key challenge that arose through this process is that the tool must be intimately developed with the designer's processes and needs. Further, and significantly for this approach, the data that is used by the machine learning algorithm must be directly linkable to the data that the designer directly uses and manipulates. In this case, the data used for the machine learning process was taken from an intermediate process that is not directly manipulated by the designer. This resulted in the designer not being able to intuitively sense if the support tool was providing meaningful and useful support to the design process. Ultimately, the designers were not able to successfully consider the design support tool against the three criteria set out in the previous section.
Discussion
The empirical studies conducted highlighted three challenges affecting the implementation and adoption of a general stochastic design support tool. First, it is important to select and fit an underlying domain model. This provides the computational foundation for the support tool. Second, the model, and by ex-tension the support tool, must be perceived to be of a sufficiently high accuracy as needed for the design task at hand. Finally, the tool must be accessible by a designer. Specifically, the benefits of using the tool must outweigh the cost of learning to use the tool.
When selecting the underlying model, it is critical to consider how it will approximate the design domain. There are two options at this point: it can either be explicitly provided with domain rules or it can use previous data as a means for model fitting to the domain. Providing the domain rules explicitly requires these rules to be acquired, this represents an expensive approach in terms of the time required by a knowledge engineering to extract these rules (Potter et al., 2001 (Potter et al., , 2003 . The alternative approach is to use machine learning algorithms to fit domain models based on prior design examples. Provided the design data is readily available, this removes the cost of using a knowledge engineer.
In the laboratory case study, both rules and data were available, allowing for the induced model to be verified against the original domain rules. The induced model compared favourably against the original domain model, providing evidence that the machine learning algorithm was sound. There was the need to delete a single arc to maintain the tree structure. In general, this does not pose a problem: the deleted arc is the one with the lower information content. From a knowledge representation perspective, the arc would either be linking the node to a node higher in the tree (bypassing an indirect link: no major knowledge loss) or linking 'vertically' into another subtree (suggesting the node 'belongs' in two different subtrees: a loss of information, magnitude dependent on the information content). In the second case, there is only a problem with loss of knowledge if the deleted arc has an information content that is relatively large in comparison to the globally retained arc. In conclusion, the laboratory case study confirmed that the flexibility of the stochastic tool provided realistic bene-fits to the designers in terms of selecting options, and that the machine-based knowledge acquisition process was successful. The designer interaction aspects were overcome in this case due to the simplicity of the design problem and the ability of novice designers to accept 'awkward' design tools.
In the industrial case study, the domain experts could only afford to spend the relatively short time required to extract a suitable design database. Further, the induction approach adds the risk of either inducing extrapolation errors or limiting designers to only search within the boundaries set by the set of designs used to train or fit the underlying model. In the industrial case study it was not possible to determine if this was the case. Other important challenges with the underlying model are: the computational efficiency, the level of guidance to select appropriate model tuning parameters, and the ability to assess the model accuracy (Martin and Simpson, 2005) . The benefit of the stochastic support tool is that, computationally, it is quite efficient. However, the implementation of the algorithm using standard office tools to ensure wide access, resulted in a barely acceptable refresh rate when the design state was updated. This highlighted the importance of good user interface design for successful decision support tools. Support tools for the early phases of the design process are by their nature approximations of the actual design domain. These tools are intended to provide a rapid and efficient means for broadly searching the design domain. However, it is important to consider how the model accuracy is being traded off against the search efficiency (Simpson et al., 2001) . Clearly the underlying model needs a sufficient level of accuracy. However, it is also important the tool is perceived as providing an accurate representation of the domain. Without this, designers will not trust the tool and hence not use it. A designer obtains trust in a support tool when the underlying model provides similar or tractable predic-tions to queries that the designer 'knows' the answer to. Effectively, this illustrates to the designer that the underlying model is aligned with their own understanding of the domain. In the laboratory case, there were two aspects that resulted in effective use of the stochastic tool. Firstly, the domain was intuitive and hence it was possible to see that the stochastic tool was providing plausible guidance. Secondly, the subjects had no formal background in the domain, and were therefore more receptive to the guidance being provided. This contrasts with the industrial case study, where the sub-space domain models did not appear to be aligned with the domain experts' views or search methods. The data appears to support a different view on the design domain than that held by the domain experts, however, the experts did not have sufficient time to be able to consider these alternative views more deeply. As a result, the stochastic models were perceived to be inaccurate in some respects.
The final challenge affecting a design support tool is its accessibility. User interface design represents a modern challenge, which is typically case based driven rather than either analytic or deductive (Kim and Yoon, 2005) . Szewczyk (2003) reports the need to design the user interface to reflect the manner in which the users work. Therefore it is essential to obtain a good understanding of the users' working practises before designing the user interface. This was not possible in the industrial trial, as access to the domain experts was limited. This partly explains why the design team were not able to provide a critical review of the support tool. In addition, Hauck and Wesiband (2002) report that novice users more readily adapt to using novel support tools than experts. This is supported by the evidence from the two empirical trials. The student designers took to the support tool swiftly as they had never been exposed to a parametric design situation before. Conversely, the expert industrial designers were accustomed to their design tools, and found the stochastic support tool awkward. Ultimately, good user interface design requires that the tool 'leads, follows, and gets out of the way' of the user (Kamper, 2002) . The stochastic design support tool fulfils the first two criteria: it leads the designer to a design solution based on the specification provided and it interactively follows the designer updating the design, but it does not get out of the way to allow the user to easily finish the design task.
Conclusion
The research in stochastic design support tools has developed, implemented and empirically tested a generic design support tool. The support tool uses prior design databases to learn both the model structure and conditional PDFs between causally related variables. The two empirical trials did highlight a number of challenges relating to the use of such a design support tool.
A number of challenges remain before this type of support tool can be widely adopted. The laboratory empirical trial suggested that the model structure learning algorithm is acceptably accurate. However, the industrial trial could neither confirm or reject the stochastic model structure. There is a strong possibility that this was due to applying the machine learning algorithm on a single dataset where this should have been distinct datasets, or that the machine learning should have been applied to a dataset that was more closely related to the data that the designer directly manipulates. There were both expected and unexpected aspects within the industrial model. Due to commercial pressures, the domain experts were unable to investigate the unexpected model aspects in sufficient detail to either explain or reject these phenomena the stochastic structure learning algorithm identified. These open questions resulted in a degree of uncertainty in the stochastic model quality.
With the more complex industrial design domain, it became clear that there were also barriers to adopting the support tool created by the nature of the user interface. The support tool was implemented using standard office tools to ensure wide access. However, these tools do not provide a suitable set of user interface options. It was therefore difficult to provide a natural or intuitive interface to the underlying model. Further, it was difficult to clearly visualise the PDFs in the larger industrial case study. These issues were not so great in the simpler laboratory case study, as the complexity of the design domain could still be readily digested by the designers. From the industrial case study, it became clear that the design variables needed to be grouped according to their respective sub-domain models and the designer heuristic of first setting 'narrow mode' PDFs needed to be encoded so as to identify explicitly the suggested variable determination order. In summary, the user interface to the stochastic model required a greater degree of alignment to the design domain. This requires a greater understanding of the domain-context design process. There is also a clear requirement that the designers need time to be able to familiarise themselves with the stochastic data format. However, the laboratory case study did provide evidence of an emergent design space search method. Subjects using the stochastic tool were observed searching the design space more widely by inspecting a series of PDFs while trying various design variable settings. This emergent behaviour illustrates that the stochastic design support tool provides a novel and powerful means for searching the design space.
In summary, the benefits that were observed from the stochastic design tool were:
(1) the ability to flexibly choose among possible design options and being provided with the probability of success for that outcome, (2) the emergence of a novel search strategy, and (3) the automatic knowledge acquisition method. However, there remain significant challenges: (1) the BBN generated through the machine learning process must be able to be verified by domain experts for them to trust the support system, and (2) the interaction between designer and support system must be aligned with the design process.
Further work is required to address these hurdles. This will need to consider both the user interface aspects of the tool and the means for training designers in the use of the tool. This will require a related line of research to investigate human abilities to reason with stochastic, and in particular Bayesian, domain representations: what and how is the most intuitive manner for presenting these multiple options and how is this information processed by the designer. In addition, a modular methodology for developing interfaces from this generic design support tool with more specific design domains and tools. By providing a lightweight domain specific interface, this will enable the adoption of stochastic design representation across a wide collection of design domains. So long as these hurdles remain, the adoption of stochastic approaches to support the design process will remain limited.
