Abstract. Moulton's Theorem says that given an ordering of masses, m 1 , m 2 , . . . , mn, there exists a unique collinear central configuration with center of mass at the origin and moment of inertia equal to 1. This theorem allows us to ask the questions: What is the distribution of mass in this standardized collinear central configuration? What is the behavior of the distribution as n → ∞? In this paper, we define continuous configurations, prove a continuous version of Moulton's Theorem, and then, in the spirit of limit theorems in probability theory, prove that as n → ∞, under rather general conditions, the discrete mass distributions of the standardized collinear central configurations have distribution functions which converge uniformly to the distribution function of the unique continuous standardized collinear central configuration which we determine.
Introduction
Central configurations are initial positions of masses that lead to special families of solutions of the n-body problem. They have been studied extensively, at least in part because the general n-body problem appears intractable for n ≥ 3. (For a comprehensive introduction see Moeckel [5] , and Saari [8] .) The collinear central configurations were first studied by Euler [2] in the 1760s; and Moulton [7] , at the turn of this century, proved an existence and uniqueness theorem for these configurations. Many recent papers have been published and new questions raised. Moeckel in the 1980s asked about the behavior of the mass distribution in the collinear case as n → ∞. In 1990, attacking this problem, Buck [1] obtained bounds for the size of the configuration in the case of equal masses.
In this paper we present a solution to the mass distribution problem that was motivated by a probabilistic view. Taking the total mass of the point masses to be 1, we can identify a configuration as a discrete probability distribution. Moulton's Theorem implies, if the n masses are ordered from left to right on the x axis, there is a unique positioning or configuration of the masses so that the associated probability distribution is standardized (i.e. the mean is 0 and the standard deviation is 1) and the configuration is central. In the work that follows, we will define collinear central configurations for continuous mass distributions, prove a continuous version of Moulton's Theorem, and then show that, if the ratio of the maximum mass to the minimum mass is kept less than some fixed value, as n → ∞, the mass (or probability) distribution functions for the discrete standardized collinear central configurations converge uniformly to the continuous distribution function of the standardized continuous collinear central configuration. We also show that the limiting distribution function corresponds to a quadratic density function which we determine.
In the case of equal masses, the convergence is quite rapid, with close agreement to the limit function for n as small as 4. This enables one to use the continuous collinear central configuration to estimate the potential and positions of the masses in the discrete case. Even for non-equal masses the predictions of position and potential are often quite good for small n. this is under further study in conjunction with other limiting distributions that arise when a few of the masses are kept fixed and not allowed to tend to 0 when n gets large.
The uniform convergence result also shows promise of extensions to higher dimensions. See Lindstrom [3] .
Since we are dealing only with collinear configurations, the notation that we now introduce will be limited to handling situations in R 1 .
Definition 1.1.
A (discrete) configuration X = {x 1 , x 2 , . . . , x n ; a 1 , a 2 , . . . , a n } of n bodies is a choice of positions x 1 , x 2 , . . . , x n ∈ R 1 and masses a 1 , a 2 , . . . , a n ∈ R 1 . It will be assumed that x 1 < x 2 < · · · < x n . Also, unless it is specifically or by context indicated to the contrary, it will be assumed that n i=1 a i = 1. This configuration may also be denoted by X A when it is necessary to emphasize the mass vector A = (a 1 , a 2 , . . . , a n ). Similarly, if lower case y's represent positions and lower case b's the masses, then the configuration will be denoted by either Y or Y B .
The potential of the configuration X = X A is denoted by U (X) and defined as
If X = X A is an n point configuration, its mass distribution function, F (x), is defined as: 0 :
a i : x k ≤ x < x k+1 ; k = 1, . . . , n − 1.
: x ≥ x n
If g(x) is a function defined at the mass positions of X = X A , then g(X) is the configuration defined as:
{g(x 1 ), g(x 2 ), . . . , g(x n ); a 1 , a 2 , . . . , a n }.
In particular, if c is a real number, then X + c = {x 1 + c, x 2 + c, . . . , x n + c; a 1 , a 2 , . . . , a n } and cX = {cx 1 , cx 2 , . . . , cx n ; a 1 , a 2 , . . . , a n }.
Let X = X A . The mean or center of mass of the configuration g(X), denoted by Eg(X) or µ(g(X)), is defined as:
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The standard deviation of a configuration X, denoted σ(X), is defined as:
A configuration X = X A is said to be standardized if σ(X) = 1 and µ(X) = 0. In the n-body problem of Newtonian mechanics, let X A represent the initial configuration of n collinear bodies at rest, and X(t) the configuration at a future time t. X A is a collinear central configuration if there is some decreasing function ϕ(t) and time τ > 0 such that ϕ(0) = 1, ϕ(τ ) = 0, and, for 0 ≤ t ≤ τ , X(t) = µ(X A ) + ϕ(t)(X A − µ(X A )). That is, X A is a collinear central configuration, if starting at rest it collapses homothetically to its center of mass and results in a collision singularity. Collinear central configurations which are standardized will be denoted by a superscript asterisk.
We will not be involved with the n-body problem per se, but rather will focus on collinear central configurations for their own sake. Our analysis will be based upon a reworded version of Moulton's Theorem which includes an alternative characterization of collinear central configurations in terms of the potential function U (X).
Theorem 1.1 (Moulton's Theorem). Given an n-dimensional mass vector A, there exists a unique standardized collinear central configuration X *

A . The positions of the bodies in X *
A are those that minimize U (X A ) subject to the constraints µ(X A ) = 0 and σ(X A ) = 1. (See the proof in [7] and further discussions and proofs in [4] , [5] , and [8] .)
For completeness sake, we note that the property of being a collinear central configuration is maintained by translation and change of scale, and hence from Moulton's Theorem, it follows that all collinear central configurations corresponding to a mass vector A are of the form cX * A + b where b and c are scalars and c > 0. From this point on our efforts will be aimed at analyzing X * A and its mass distribution when n is large.
Continuous analogues
As in the case of probability distributions, when n is large we can use a histogram to picture the mass distribution in a configuration X. The motivating idea behind this paper was the assumption that as n gets large, at least in the case of equal masses, the histograms for X (i) f is non-negative a.e., (ii)
The set of standardized density functions, denoted D(R), is defined as those density functions with the following properties:
A continuous configuration X is defined as a distribution of mass on (−∞, ∞) with the property that there is a density function f such that the mass X in any interval I is given by I f (x)dx. If X is a continuous configuration with density function f , the normalized potential of X, denoted Π(X), is defined as:
If X is an n-point configuration, the normalized potential of X, denoted Π(X), is defined as:
If X is a continuous configuration with density function f , and g is a real valued function defined on (−∞, ∞), then Eg(X) is defined as
The center of mass of a continuous configuration X, denoted µ(X), is defined as:
The standard deviation of a continuous configuration X is denoted and defined in terms of E as in Definition 1.1. A continuous configuration X is standardized if its density function is contained in D(R), or equivalently, µ(X) = 0 and σ(X) = 1. The set of standardized continuous configurations is denoted S ∞ .
A continuous configuration X, having a mean and standard deviation, is a continuous collinear central configuration if
where Y denotes a continuous configuration. Continuous collinear central configurations which are standardized will be denoted by a superscript asterisk. If X is a continuous configuration with distribution function F (x) and density function f (x), then for any real c, X + c is the continuous configuration with distribution function F (x − c) and density function f (x − c). Also, if c > 0, cX is the continuous configuration with distribution function F (x/c) and density function f (x/c)/c.
If X is any configuration, discrete or continuous, with mean µ and standard deviation σ, the standardization of X, denoted X s , is defined as:
Two useful consequences of the above definitions are: (i) We can manipulate discrete or continuous configurations algebraically in the sense that if c > 0 and b are real numbers and
Using the normalized potential rather than U (X) enables us, in many instances, to carry results across from discrete to continuous configurations. 
Proof. The result is obvious if X is discrete. If X is continuous with density function f (x), then the density function for cX + b is equal to
. Hence, 
we note that g ia , f −g = 0, i = 0, 2, and hence, g, f −g = 0. Since g and f −g are orthogonal, the Pythagorean Theorem yields f
Hence, f 
Some analysis reveals that the largest value of a for which Q([−a, a])∩D([−a, a])
is non-empty is a = √ 5. Though we make no essential use of this fact, it does suggest that √ 5 plays a special role in the problem.
.
Before completing the proof of the continuous version of Moulton's Theorem we will examine a transformation that will be used in the proof.
The truncation transformation for continuous configurations
This transformation is used to show that if a standardized continuous configuration extends beyond [− √ 5, √ 5], it is possible to find another standardized continuous configuration with a lower normalized potential. Definition 4.1. Let X ∈ S ∞ exist with density function f ; then r i (X), i = 0, 1, 2, are defined as: 
Noting that Proposition 4.1 implies 1 − r 0 (X) ≥ .8 > 0, we define the truncation transformation as follows. Definition 4.2. Let X ∈ S ∞ exist with density function f . The truncation of X, denoted T (X), is defined as the continuous configuration with density function f T given by:
The related function W is defined by: Proof. The result follows from the fact that W (r) = −20r
Proof. Let X ∈ S ∞ have density function f , and set r i = r i (X). We have
and thus, σ(T (X)) ≤
The next proposition will enable us to bound the location of T S (X) when X ∈ S ∞ has nearly minimal normalized potential.
Note that if {α i } is a sequence, Lim α i = Lim i→∞ α i .
Lemma 4.2. If
Proof. Set r 0i = r 0 (X i ), and
With r ji = r j (X i ), j = 0, 1, 2, from the proof of Proposition 4.2, we have
Since Proposition 4.2 states that Lim r 0i = 0, it follows that if either Lim r 2i = 0 or Lim r 1i = 0, then there will exist a j such that Π(Z j ) < Π * . But this is impossible. Hence, Lim r 2i = 0 and Lim r 1i = 0. Now using µ(T (X i )) = −r1i
(1−r0i) 2 , we conclude that Lim µ(T (X i )) = 0 and Lim σ(T (X i )) = 1.
Proof of Moulton's Theorem for continuous configurations, Part II
Using the truncation transformation, we can readily complete the proof of Theorem 2.1.
The following two propositions constitute the proof. .
, and X * = X * √ 5 .
Proposition 5.2. There exists a configuration
Proof. Let {X i } be a sequence of configurations in S ∞ for which Lim Π( 
Uniform convergence: The strategy
The task is now to prove that under rather general conditions the mass distribution functions for discrete standardized collinear central configurations converge uniformly to F * , the mass distribution function for X * . In order to discuss the strategy for doing so, we require additional definitions and notation. Definition 6.1. If A is a mass vector, the dispersion of A, denoted by d(A), is defined as:
The dispersion of a configuration X = X A is defined to be d(A). 
(ii) to conclude that the mass distribution function for H S n is uniformly close to F * . Finally, on verifying that H S n and X * n have approximately the same mass distribution, conclude that the mass distribution function for X * n is uniformly close to F * . In implementing this strategy there are technical difficulties that arise. In particular, if we attempt to construct the unstandardized histogram H n directly from X * n , we encounter difficulties due to the following: 1. If a standardized discrete configuration X has long tails, an appropriate histogram constructed from X could smear outlying point masses of X over large intervals, thus altering the mean and standard deviation. As a result the standardized version of the histogram might not have a mass distribution close to that of the histogram, and hence, not close to that of X.
2. In the case when X is an equal-mass configuration known to be contained in a given finite interval, we are able to use a method, based upon an inequality (Lemma 8.4) holding in the equal mass case, to show that the normalized potential of X is close to that of the constructed histogram. The same approach fails if the masses of X are not equal.
To surmount these difficulties, and others caused by lack of guarantee of uniform boundedness, and by non-equal masses, we alter X * n slightly prior to constructing H n . The alternation turns out to be non-existent in the sense of standardization and slight in the sense of mass distribution and normalized potential. Asymptotically in these senses, as n → ∞, there is no alteration. We use configuration transformations to perform the alteration and do so as follows:
1. To guarantee uniform boundedness of the configurations prior to constructing the histograms, we use a discrete version of the truncation transformation T . We pass from X *
2. To enable us to use the equal-mass inequality, we coalesce neighboring point masses in Z n to form a new equal-mass configuration of fewer points. This configuration is denoted by K T (Z n ). We then pass from Z n to W n = K S T (Z n ). The unstandardized histogram H n is constructed from equal-mass configuration W n and denoted H(W n ). The standardized version, H S n , is defined as H S n = H S (W n ). Procedure 6.1 summarizes the transformation process leading from the many-mass standardized colinear central configuration X * n to the standardized histogram configuration H S n , which in mass distribution is close to both X * n and X * .
. In Sections 7-10, we give the specific definitions of these, and one other transformation, and derive the necessary properties. In Section 11, we prove (i) and (ii) and go on to implement the proof strategy outlined above.
The coalescing transformations
Our goal is to define two specific instances of a general transformation that coalesces points in a configuration to form a new configuration, with fewer points and a given mass vector, and ideally with lower potential and standardization maintained.
To begin, we note from Appendix B that it can be shown using a convexity argument that if we partition a discrete configuration X into disjoint subsets of successive point masses and combine each subset into a single point mass at the center of mass of the subset, then we produce a new configuration with fewer point masses and lower potential than that of X. Reducing the potential in this fashion is the motivation behind the coalescing transformations.
Given X = X A , an n 1 point configuration, and B, an n 2 point mass vector, where n 1 > n 2 and Min i b i > Max i a i , the ideal coalescing transformation would combine points of X as above and create a new n 2 point configuration Z having mass vector B. Thus X would be transformed from an n 1 point configuration with mass vector A into an n 2 point configuration Z with mass vector B, and Z would have the same center of mass as X and a lower potential. It is also reasonable to assume, in this case, that the standard deviation would only be altered slightly if n 1 and n 2 are large. The ideal, however, is generally not possible, and so our coalescing transformations are approximations to this.
We now give the specific definition of the general form. As in the ideal situation, it takes the n 1 point configuration X with mass vector A and transforms it into an n 2 point configuration Z with mass vector B. The transformation is easily seen to be well defined provided Min i b i > Max i a i . 2 , denote the partial sums of the mass vectors A and B, and set
Procedure 7.1 (General Coalescing Transformation). Assuming that Min
Partition X into n 2 groups of successive points. A point mass located at x j goes into the ith group if s j ∈ I i . Next, define W to be the configuration obtained by replacing the point masses in each of the groups by the point mass at the center of mass of the group with mass equal to the total mass of the group. Let R denote the mass vector for W . The final step is to create Z out of W by simply replacing R by B. More precisely, if
We note that if the A masses are small relative to the B masses, then the largest A partial sum in I i will be close to v i and the largest in I i−1 will be close to v i−1 . As a result, the total mass placed in the ith group, being the difference of these partial sums, will be close to v i − v i−1 = b i . Hence, R ≈ B, and the transformation approximates the ideal.
We now derive properties of this general transformation. We begin with a definition and lemmas dealing with dispersion. 
Proof. Since
. . , x n are given, and
(ii) Two applications of Lemma 7.1 yield q i ≤ β n ≤ β(βp i ). Reversing the roles of p i and q i gives the other half of the inequality.
(iii) |Eg(
Interchanging P and Q gives a similar inequality and the result follows.
The following results are specific to Procedure 7.1. Our first goal is to relate the normalized potential of X and that of its image Z under the general coalescing transformation. 
Proof. Using the notation of Procedure 7.1, let l 2 denote the largest A partial sum in I i , and l 1 the largest in I i−1 , and if i = 1, set l 1 = 0. l 2 is at most v i , and, from Lemma 7.1, 
we find d(R) bounded above by
The next proposition is the basis for our later showing that two specific versions of the coalescing transformation lead to configurations with normalized potential asymptotically no greater than that of X. 
Proof. Using the notation of Procedure 7.1, we have
, where we've taken β equal to 3K 2 because by Lemma 7.4 both R and B have dispersion less than or equal to 3K
2 . On using Lemma 7.3, this yields Π(Z)
. The result follows from the above inequality relating Π(W ) and Π(X).
Our next goal is to relate the mean and standard deviation of X to that of the image Z under the general coalescing transformation. 
Proof. (i) is an immediate consequence of the construction of W .
(ii) Let G j denote the jth group of X mass coordinates whose corresponding masses were combined to yield the mass r j at w j , x t the smallest value in G j , x u the largest, and ∆x j = x u − x t . With g(x) = x 2 and w *
Letting M denote the maximum of |g(x)| on [−c, c], and using Lemma 7.1 in conjunction with d(R) ≤ 3K 2 , we find that this last sum is bounded by
. Thus, 
Lemma 7.6. If X, Z, W, A, B, n 1 , n 2 are as given in Procedure 7.1, and if
d(A), d(B) ≤ K, n1 n2 > 2K 2 ,
and X is contained in the finite interval [−c, c], then
(ii) Applying Lemma 7.2, part (iii) as above, except changing g(w) to g(w) = w 2 , yields
As a result, we have 
Proof. The results are an immediate consequence of Lemmas 7.5, 7.6.
Our final goal in developing properties of the general coalescing transformation is to examine the closeness of the mass distribution functions corresponding to X and its image Z. . Proof. Let G j denote the jth group of X mass coordinates whose corresponding masses were combined to yield the mass r j at w j , x t the smallest value in G j , and x u the largest. Assume that x ∈ [x t , x u ], and let x − t denote an x value less than x t but arbitrarily close to
, with the last inequality following from Lemma 7.1 in conjunction with . We now define two specific forms of the general coalescing transformation. In the definitions, [c] denotes the greatest integer less than or equal to c. In this form of the coalescing transformation, n, the number of points in X, determines the number of equal masses in B.
Definition 7.3. The coalescing-from-equal-mass transformation, denoted by K F , is defined by Procedure 7.1 with B a given n 2 = n point mass vector and X any given configuration having n 1 = [n Log(n)] + 1 equal masses. Z, the image of X under K F , is denoted as K F (X : B).
In this form of the coalescing transformation, the number of equal-mass points in X is determined by n, the number of masses in B. 
In the case of K F , Max i a i = 
. The final two propositions in this section contain the results that we will subsequently use to establish uniform convergence of the mass distribution functions. Their implication is that the transformations K T and K F , in acting on standardized uniformly bounded configurations having bounded normalized potential and mass vectors of bounded dispersion, asymptotically produce configurations with no greater normalized potential and with standardization and mass distribution maintained.
Notation 7.1. For a sequence {α i }, Limα i will denote LimSup i→∞ α i , and Limα i will denote LimInf i→∞ α i .
is bounded, each configuration has a mass vector with dispersion less than or equal to K, and each is contained in a given finite interval
, and F i and G i are respectively the mass distribution functions for X i and Log(n2) → 1. We take A equal to the mass vector for X i and B the equal-mass vector. Each has dispersion less than or equal to K. Applying the proposition with X = X i and Z = Z i yields the result.
(ii) Proceeding as in (i), we can apply Proposition 7.2. The result follows since µ(X i ) = 0 and 
, and F i and G i are respectively the mass distribution functions for X i and Z i ,
Proof. (i)
Log(n2) → 1. We take A to be the n 1 -point equal-mass vector and B the mass vector for X i . Each has dispersion less than or equal to K. Applying the proposition with X = X i and Z = Z i yields the result.
(ii)-(iv) Proceeding as in (i), these follow respectively from Propositions 7.2 and 7.3.
The histogram transformation
In this section, we will define a histogram-like continuous mass configuration, H(X), corresponding to a discrete n-point equal-mass configuration X.
Each bar in the histogram will correspond to a grouping of adjacent point masses. For large n, we will want many classes (groupings), many points in each class, and simultaneously, as n → ∞, total mass in each class to go to 0 in a rather precise fashion.
Let
n } be an n-point equal-mass configuration, where, to avoid picky details, we assume n ≥ 100. H(X) will be determined by a density function h(x) which is constructed as follows: It is easily seen that δ(n) → 0 as n → ∞. Further,
In the next two lemmas we establish some additional properties for h(x). 
(ii)
Proof. (i) It can be shown that nδ(n)
is an increasing function of n for n > e, and hence, for n ≥ 100, nδ(n) ≥ 100δ(100) > 4.
To prove the result for j = 1, we use n 1 = [nδ(n)] − 1 together with
For j = 2, . . . , N − 1,
and
(ii) This follows immediately from (i).
Lemma 8.2. Given ε > 0 and c > 0, there exists an integer
Proof. The results are implied by inequalities stemming from the previous lemma as follows : (i)
The next lemma begins the analysis of the relationship between the normalized potentials of X and H(X).
Lemma 8.3. Let R > 0 be given and y 1 , y 2 , . . . , y l be l positive real numbers satisfying
Proof. Let G(y 1 , y 2 , . . . , y l ) = In the next proposition the configuration X is not restricted to having a total mass of 1. The total mass can be any positive number. 
, . . . ,
Π(X) can be written as Π(X) =
j=1 S j . Now in S j , the sum of the k − j denominators is less than or equal to j(x k − x 1 ).
Applying Lemma 8.3 to S j , with l = k−j and R
Noting that
where γ is Euler's gamma and
Log(k) | < ε, yields the result.
Lemma 8.4. Given ε > 0, there exists an integer N 1 , such that if X is any equalmass configuration with more than N 1 points, then its normalized potential and that of H(X) satisfy Π(X) ≥ (1 − ε)Π(H(X)).
Proof. Let X be an n-point equal-mass configuration where n > 100. Using the notation employed in defining H(X), let Y j denote the configuration of point masses from X which are contained in the jth class interval, j = 1, . . . , N. Pick ε 1 > 0 such that ε 1 < 1 and (1 − ε 1 ) 2 ≥ 1 − ε. On noting that Y j has total mass ∆m j , contains n j points, and has distance between its extreme points less than or equal to ∆x j , we find from Proposition 8. . In conjunction with this, using Lemma 8.2, we can find an integer N 1 such that if n > N 1 , then n j > c and |
)Π(H(X)).
The next lemma indicates how well H maintains standardization.
Lemma 8.5. If X is a standardized n-point equal-mass configuration which is contained in a finite interval [−c, c]
, and for which n > 100, then
Proof. Let g be a continuously differentiable function defined on [−c, c], I j the jth class interval in the construction of H(X), I
j the closure of I j , B j the maximum of g(x) on I j , and b j the minimum of g(x) on I j .
Using the notation involved in the definition of H(X), we have Eg(X)
= N j=1 xi∈Ij 1 n g(x i ) and
Eg(H(X))
From the above expressions it follows that both
and employing Lemma 8.1, we find
Taking g(x) = x gives Q = 1 and yields |µ(H(X))| ≤ 6cδ(n). On letting g(x) = x 2 , we get Q = 2c and |σ
The following lemma indicates how well H maintains mass distribution.
Lemma 8.6. If F and G respectively denote the mass distribution functions corresponding to X and H(X), then F − G S ≤ 3δ(n).
Proof. If x < x 1 or x > x n , then |F(x) − G(x)| = 0. Assume x is contained in I j , the jth class interval. Let a denote the left endpoint of this interval and set L = Lim x→a − F (x) = Lim x→a − G(x). Both F (x) and G(x) are bounded below by L and above by L + ∆m j . As a result, using Lemma 8.1,
The results that we will need to establish uniform convergence are given in the next proposition. It is analogous to Propositions 7.5, 7.6. Its implication is that H, when acting on uniformly bounded standardized equal-mass configurations having bounded normalized potential, asymptotically produces configurations with no greater normalized potential and with standardization and mass distribution maintained. 
and F i and G i are respectively the mass distribution functions for X i and
Proof. (i) This follows from Lemma 8.4.
(ii)-(iv) These follow from Lemmas 8.5, 8.6 using the fact that δ(l i ) → 0 as i → ∞.
(v) This follows from the fact that for a discrete configuration X, h(x), the density function determining H(X), is constructed in such a manner as to be 0 outside of any interval which contains X.
The continuous-to-discrete transformation
This transformation plays the opposite role from that of the histogram transformation. It takes a continuous configuration and produces an equal-mass discrete configuration.
Definition 9.1. Let X be a continuous configuration with distribution function F . The n-point continuous-to-discrete transformation acting on X is denoted by C D (X; n). It produces an n-point equal-mass configuration defined as
Our objectives are similar to those for the other transformations. We will show under regularity conditions that in acting on a bounded standardized configuration X, asymptotically as n → ∞, C D maintains standardization and does not increase normalized potential. For this transformation, we are not interested in the effects on mass distribution. 
(F (F −1 (y))) 3 and letting f (x) = F (x), x u = F −1 (u), and 
is a continuous function of (u, v) at (u * , v * ), and thus it is not possible for |b(u i , v i )| to approach infinity. We conclude that no such sequence exists, and it follows that b(u, v) is bounded independent of u and v in [F (a), F (b)]. 
Proof. For convenience, the symbol "∼" attached as a superscript to an integer j will denote j − .5, i.e. j ∼ = j − .5.
. This is a Riemann sum and tends to
is the mass density function. The second part follows from the fact that
as follows: Y 1 will be those point masses in the interval [c,
(These configurations generally do not have total mass equal to 1.) Using this partition, the potential of
The remainder of the proof will consist of an examination of the terms on the right side of (1).
We begin with LimSup n→∞ (
Then, with f = F , Lemma 9.1, applied to the interval [
The first double sum is bounded above by
It follows that LimSup n→∞ (
Log(n) ) ≤ Π(X). In examining the remaining terms on the right side of (1), we will make use of the inequality 
This leads to
n ) and then computing the cross potential of this point-mass and Y 2 . Thus,
Similarly,
Placing all of the mass of
n ) and all of the mass of
We conclude that LimSup n→∞
Log(n) ≤ M ε, and LimSup n→∞ C(Y1,Y3) Log(n) = 0, and hence LimΠ(C D (X; n)) ≤ Π(X) + 4M ε, thus establishing the result.
The truncation transformation for discrete configurations
This transformation is the discrete analog of that appearing in Section 4.
Definition 10.1. Let X = X A be a standardized discrete configuration; then r i (X), i = 0, 1, 2, is defined as:
The truncation transformation is denoted T (X) and defined for standardized discrete configurations as follows: if the point masses of X that are in the inter-
We note that T (X) is well defined because Proposition 4.1 yields 1 − r 0 (X) ≥ .8.
T will be applied to the members of a sequence of standardized collinear central configurations with dispersion less than or equal to K. The number of points in the configurations will tend to infinity and the normalized potentials will tend to the lower asymptotic normalized potential Π * [K] . In this section, we will show that when so applied, T asymptotically maintains standardization, mass distribution, dispersion, and normalized potential, together with the added benefit that the transformed configurations are uniformly bounded.
Lemma 10.1. Let X = X A be a standardized n-point configuration with dispersion less than or equal to K, and let l denote the number of points in T (X).
Proof. (i) This follows immediately from the definition of T (X).
(ii) From Lemma 7.1, a i ≤ 
Log(ni) ), where we have used
. The next proposition is the analogue of Proposition 4.2. The function W is defined in Definition 4.2.
Proof. On setting r i = r i (X), as in the proof of Proposition 4.2, we find σ 2 (T (X)) = 1−r2 
(1−r0) 2 . The result follows on noting that, as in the proof of Proposition 4.2, r 2 ≥ 5r 0 .
Proposition 10.2. Let
, and each configuration has dispersion less than or equal to K. Then, if Z i = T (X i ) and F i and G i are respectively the mass distribution functions for X i and
Proof. (i), (ii) We note that since the dispersion of Z S i is less than or equal to K, it is impossible for LimΠ(Z On using r ji = r j (X i ), for n i > 1.25K the proof of Proposition 10.1 gives 
(iv) Let X = X A be any standardized n-point configuration, and let F (x) and G(x) respectively represent the mass distribution functions for X and T (X). Set r 0 = r 0 (X), and let x L , x L+1 , . . . , x R be the coordinates of the point-masses of X that are in [− √ 5, 
Uniform convergence: The proof
Our goal is to show that F * , the mass distribution function for X * , is the uniform limit of the mass distribution functions of standardized collinear central configurations of bounded dispersion. We begin by determining the formula for F * , and then, following the approach outlined in Section 6, establish versions of key results (i) and (ii) in Theorems 11.2 and 11.3. 
Proof. This follows from integrating the density function f * (x) given in Theorem 2.1.
is a sequence of either discrete or continuous configurations, each consisting of more than a single point and for which Lim i→∞ σ(Z i ) = 1 and {Π(Z i )} ∞ i=1 are bounded, and if
, and the result follows. {x 1 , x 2 , . . . , x n ; a 1 , a 2 , . . . , a n }.
From Lemma 7.1 we have 
Proof. From Theorem 2.1 and Proposition 3.4, Π * = Π * √ 5
25 . The proof of the remainder of the second of the equivalent formulations will be divided into two parts.
From Lemma 11.2, Π * [K; n] is finite. Noting a priori that
be a given sequence of l i -point standardized collinear central configurations of dispersion less than or equal to K with mass
. We note that the standardizations X 0i and X 1i exist because Z 0i and Z 1i each contain more than a single point. Hence, X 0i is an [l i Log(l i )] + 1-point standardized equal-mass configuration and X 1i is an l i -point standardized configuration with mass vector B i .
Using Lemma 11.1 and results related to the configuration transformations, we can establish the inequalities in (1).
The justification is as follows: Since X * and F * on [− √ 5, √ 5] satisfy the hypotheses of Proposition 9.1, the first inequality is an immediate consequence of part (ii) of this proposition. The next equality follows from Lemma 11.1, because by Proposition 9.1, Lim i→∞ σ(Z 0i ) = 1 and {Π(Z 0i )} ∞ i=1 is bounded. To establish the second inequality, we begin by noting that Proposition 9.1 also yields Lim i→∞ µ(Z 0i ) = 0. The proof of Part A is completed on noting that X 1i is a standardized l i -point configuration with mass vector B i . Its normalized potential is thus greater than or equal to that of W *
, and
be a given sequence of n i -point standardized collinear central configurations of dispersion less than or equal to K for which n i → ∞,
. Using the transformation sequence of Procedure 6.1, set
We first examine the number of points in the discrete configurations to show that they tend to infinity and to verify that the X ji and Z ji are well defined. For j = 1, 2, the number of points in X ji and Z ji are equal. Let l ji denote this common number. From part (ii) of Lemma 10.1,
Thus l 1i → ∞, and further, it follows form part (i) of Proposition 7.4 that Z 2i is well defined, and from Definition 7.2 that l 2i = [ l1i Log(l1i) ]. Thus, l 2i → ∞, and l 2i > 648 Log(648) − 1 ≈ 99.0944. Hence, l 2i ≥ 100, and so, according to Section 8, Z 3i is well defined, as is X 3i .
We can now establish the equalities and inequalities in (2), (3), and (4).
In (2), the first is by definition and the second by part (iii) of Proposition 10.2, since {X 0i } ∞ i=1 satisfies all the hypotheses of that proposition. The final equality of (2) follows from Proposition 2.3, because by part (ii) of Proposition 10.2, Lim i→∞ σ(Z 1i ) = 1.
To establish the first inequality in (3), we begin by noting that Proposition 10.2 also yields Lim i→∞ µ(Z 1i ) = 0. As a result, since Z 1i is contained in [− √ 5, √ 5], we conclude that there is a finite interval [−c, c] containing each of the configurations in the sequence
. Further, by part (i) of Lemma 10.1, the Z 1i , and hence the X 1i , have dispersion less than or equal to K, and thus the sequence
satisfies all of the hypotheses of Proposition 7.5. So part (i) of this proposition gives the inequality. The first equality in (3) follows from Lemma 11.1 because
is bounded and Proposition 7.5 gives Lim i→∞ σ(Z 2i ) = 1 as well as Lim i→∞ µ(Z 2i ) = 0. To prove the final inequality in (3), we first note that parts (ii), (iii), and (v) of Proposition 7.5 imply that there is a finite interval [−c 1 , c 1 ] which contains each member of the sequence {X 2i } ∞ i=1 . Thus the sequence satisfies all the hypotheses of Proposition 8.2, and so part (i) yields the inequality.
In (4), the first equality follows from Lemma 11.1, because by part (iii) of Proposition 8.2, Lim i→∞ σ(Z 3i ) = 1. The final inequality is an immediate consequence of the fact that for all i, X 3i ∈ S ∞ , and hence Π(X 3i ) ≥ Π * .
Combining (2) 
Proof. Let f ∈ D(R) denote the mass density function for X. We will begin by
2 ). If δ > 0, ε could be chosen small enough so that g 2 2 < Π * . But, since this inequality is not possible, it follows that δ ≤ 0 and f −f * 2
|f(t) − f * (t)|dt. Applying the Schwarz inequality to the last integral yields
Prior to completing the proof of uniform convergence in Theorem 11.4, we need a final lemma relating standardization and uniform convergence to F * . This will enable us to transfer uniform convergence from a standardized configuration sequence to the unstandardized version. 
Proof. Let ε > 0 be given, and set µ i = µ(Z i ) and σ i = σ(Z i ).
Since F * is uniformly continuous on [−7, 7] , there is a δ, 0 < δ < 1, such that x, y ∈ [−7, 7] and |x − y| < δ implies that |F 
This completes the proof.
With the necessary lemmas in place and Theorems 11.2 and 11.3 giving key results (i) and (ii) of Section 6, the proof of uniform convergence can now be implemented using the Proof Strategy from that section. can be viewed as the sequence appearing in Part B of the proof of that theorem. As in that proof, and again using the transformation sequence of Procedure 6.1, set X 0i = X *
, and X 3i = Z S 3i , and let F ji , j = 0, 1, 2, 3, denote the mass distribution function for X ji , and G ji , j = 1, 2, 3, the mass distribution function for Z ji . X 3i is the standardization histogram configuration constructed from X * i after some alteration of X * i via the transformations T and K T . From (2), (3), and (4) in the proof of Theorem 11.2, we find that LimSup i→∞ Π(X 3i ) = Π * , and since Π(X 3i ) ≥ Π * , it follows that Lim i→∞ Π(X 3i ) = Π * . In line with the Proof Strategy, we can also take the point of view that (2), (3), and (4) show that Π(X 3i ) ≈ Π(X * i ) for large i. To apply Theorem 11.3 to conclude that for large i the mass distribution function for X 3i is uniformly close to F * , we must first show that each member of the sequence {X 3i } ∞ i=1 is contained in a fixed finite interval. In the proof of Part B of Theorem 11.2, it is shown that each member of {X 2i } To complete the proof we must now verify that when i is large, the mass distribution for X 3i is approximately that of X * i . We will accomplish this by working backwards through the configuration transformations. We will show that if the mass distribution functions of a transformed sequence of configurations have F * as a uniform limit, then so do the mass distribution functions of the original sequence.
To begin, we note from above and from the proof of Part B of Theorem 11.2 that Lim i→∞ σ(Z ji ) = 1 and Lim i→∞ µ(Z ji ) = 0, j = 1, 2, 3. Applying Lemma 11. 
Numerical verification
We'll illustrate the convergence results in the equal-mass case. Let X * n denote the standardized n-point equal-mass collinear central configuration and F n its mass distribution function. From Theorem 11.4, it follows that F n converges uniformly to F * as n gets large. The convergence is shown in Figures 12.1-12.5. In order, for n = 4, 5, 6, 7, and 8, these figures contain the graph of the step function F n together with that of F * . Note also, per Theorem 11.2, that Π(X * n ) is close to Π * ≈ .26833 and getting closer as n increases. The x coordinates of X * n appear in Table 12 .1 on page 2519 and have been adapted from computations due to Moeckel [6] .
The initial confirmation that X * was the correct limiting continuous configuration came from seeing that it could accurately predict the positions of the masses in X * n . This prediction was accomplished using the approximation X * n ≈ C S D (X * ; n) and was applied to Moeckel's data. The coordinates of C S D (X * ; n) appear in Table 12.2 on page 2520.
This prediction process can improved and extended to the unequal mass case. We are investigating this in conjunction with other limiting mass distributions that can arise when the magnitude of one or several of the masses remains fixed as the number of masses gets large. Since C( X 1 , X 2 ) = g(x 1 ), and
the convexity of g on I yields C( X 1 , X 2 ) ≤ C(X 1 , X 2 ).
