We consider decay of metastable topological configurations such as strings and domain walls. The transition from a state with higher energy density to a state with lower one proceeds through quantum tunneling or through thermally catalyzed quantum tunneling (at sufficiently small temperatures). The transition rate is calculated at zero temperature including the preexponential factor and also at a finite low temperature. The thermal catalysis factor is closely related to the probability (effective length) of destruction of the string (the domain wall) in collisions of the Goldstone bosons, corresponding to transverse waves on the string (wall). We derive a general formula which allows to find the probability (effective length) of a string (wall) breakup by a collision of arbitrary number of the bosons. We find that the destruction of a string only takes place in collisions of even number of the bosons, while the destruction of the wall can occur in a collision of any number of particles. We explicitly calculate the energy dependence of such processes in two-particle collisions for arbitrary relation between the energy and the largest infrared scale (the size of a critical gap).
Introduction
Topological configurations of fields with the geometry of a string or a domain wall arise in various models either as solutions of classical field equations or as nonperturbative effective configurations of essentially quantum fields. String-like configurations are present in polymers, superconductors, in theoretical models of non-Abelian dynamics, as well as in models of QCD confinement, and as topological defects in models with spontaneous breaking of gauge or global symmetries. Metastable domain wall solutions arise in models with spontaneously broken approximate symmetry. The existence of such solutions was shown from different points of view, for example, in Refs. [1, 2, 3] .
These configurations are classically stable, since there is no classical trajectory which takes from one topological solution into another with different topological number. But it may be the case that a classically forbidden trajectory for such a deformation exists so that the considered configurations are unstable quasiclassically and decay due to e.g. quantum tunneling effects. As an illustration of such decay process one can consider the example of a metastable domain wall investigated in Refs. [4, 5] which arises in a model with a scalar field potential shown in Fig.1 . The domain wall solution corresponds to the interpolation between the same vacuum state at two spatial infinities, e.g. at z = −∞ and z = +∞ with the field winding around the 'peg' in the potential. Such configuration is classically stable Figure 1 : Potential in the sense that the solution with certain winding number can not evolve classically to a solution with different topological number. However, such a transition can proceed either due to a thermal fluctuation, where the path, corresponding to the solution, is lifted over the barrier or due to quantum tunneling (the motion in a classically forbidden region). The topological configurations can be metastable with respect to either a complete breaking, or a transition to an object of lower tension emerging instead of the initial one. The former situation is relevant e.g. for a break up of a QCD string with formation of a quark -antiquark pair, or a formation of a monopole -antimonopole pair [6] , and also in a whole class of theories with spontaneous symmetry breaking [7] . The latter situation involving a phase transition between states of a string with different tension is found e.g. in Abelian Higgs models embedded in non-Abelian theories [8, 9] .
A domain wall decay is analogous to the well-known spontaneous false vacuum decay process [10, 11, 12] in 2 + 1 dimensions. Indeed, if a hole of area A c is created in a wall with tension ǫ, the gain in the energy is ǫ A c . The barrier that inhibits the process is created by the energy σP, with P being the perimeter of the hole and σ being a tension associated with the interface. Thus, the 'area' energy gain exceeds the barrier energy only starting from a critical size of the hole created, i.e. starting with a round hole of radius R w = 2σ/ǫ. Once a critical bubble of the lower phase has nucleated due to tunneling, it expands, converting the domain wall. Therefore the probability of the transition is given by the rate of nucleation of the critical holes in the domain wall.
The same argument also applies to the string decay which is similar to a metastable vacuum decay process in 1 + 1 dimensions. The critical size of the gap in the initial string is then ℓ c = 2R s = 2 µ/ε. Moreover due to the geometry of the problem such decay also bears a great similarity to the well known Schwinger process of production of pair of charged particles by an external electromagnetic field [13] .
Despite the similarity with the false vacuum decay the breaking of the strings and walls involves an essential difference associated with the transverse waves propagating on the latter objects, corresponding to massless bosons, which in fact are the Goldstone bosons of the spontaneously broken translational invariance. The effect of the soft modes of the field of these bosons enters the probability of breaking the topological defects at the preexponential level [5, 9] .
The process of a metastable string transition from a state with tension ε 1 to a state with tension ε 2 was considered in [6, 7, 8] . Using the analogy with the false vacuum decay the decay rate was found with exponential accuracy in terms of the rate of nucleation of critical gaps per unit length of the string, γ s = dΓ/dℓ 1 ,
where µ is the mass associated with the interface between the two phases of the string. The decay rate of an axion domain wall was considered at the level of the semiclassical exponent in Ref. [4] by adapting the expression for metastable vacuum decay in 2 + 1 dimensions. The preexponential factors for the spontaneous decay of string and walls were calculated in [5, 9] . For a string the rate of the transition between the states with tension ε 1 and ε 2 was found to be
with the dimensionless factor F given by
while the decay rate of a domain wall is formulated in terms of the rate γ w of nucleation of critical holes per unit area, γ w = dΓ/dA,
where µ R and σ R are renormalized mass and tension parameters associated with the interface of the strings and domain walls respectively, andC is a constant that does not depend on ǫ but does depend on other dimensional parameters in the underlying field theory.
The thermal effects in the decay of metastable strings [14] further expose the difference from the false vacuum decay and the Schwinger process. Namely, as long as the temperature T is lower than the inverse of the critical length, T < 1/ℓ c the thermal effects in the latter processes are exponentially suppressed as exp(−m/T ) with m being the lowest scale for particle masses in the theory, and these effects are very small due to the strongly suppressed presence of massive particles in the thermal equilibrium [15] . In the case of a string, however, 1 It should be mentioned that in d = 2 there is no transverse motion for the string, and the preexponential factor can be also copied from the known result of spontaneous metastable vacuum decay
the transverse waves on the string are massless so that their excitation has no suppression by the mass at arbitrarily low temperature. The thermal excitations of these waves create fluctuations in the distribution of the energy in the string which catalyze the nucleation of the critical gap. Clearly, at T ≪ 1/ℓ c the typical wavelength of the thermal waves ∼ 1/T is large in comparison with the critical length ℓ c , and the thermal effect in the rate is quite small, although not exponentially small. The leading low temperature correction in the nucleation rate is given by the thermal catalysis factor [14] 
while as T approaches 1/ℓ c , the catalysis factor develops a singularity at ℓ c T = 1. At still higher temperatures the considered string transition behaves, in a sense, similarly to the false vacuum decay [15] , namely the regime of the transition changes to a different tunneling trajectory, so that the temperature dependence appears in the semiclassical exponential factor in Eq.(2), rather than in the preexponential term. The effect of the thermally excited waves in the decay rate can in fact be considered [16] as an additional contribution to the probability of the decay due to collisions of the Goldstone bosons that are present in the thermal bath. As it turns out, it is possible to identify in the thermal catalysis factor the contribution of individual such collisions and thus calculate the probability of the destruction of metastable string by colliding particles. In particular, the first temperature dependent term in the expansion (5) is entirely due to the process of the critical gap creation in a collision of two particles in the limit, where their center of mass energy E = √ s is much smaller than 1/ℓ c . In order to separate the terms in the decay probability originating from collisions of different number of the bosons, the standard thermal approach to calculating the decay rate at finite temperature [14] is modified [16] by formally introducing a negative chemical potential for the bosons. This allows to find the dependence of the probability of string destruction in an n-boson collision for an arbitrary relation between ℓ c and the energy of the bosons. One of the results of such a consideration is that the string destruction takes place only in collisions of even number of bosons and is absent at odd n. The explicit expression for the (dimensionless) probability W 2 of the critical gap creation in two-boson collisions at arbitrary values of the parameter E ℓ c has especially simple form for the decay of the string into 'nothing' i.e. at ε 2 = 0:
with I 3 (x) being the standard notation for the modified Bessel function of the third order. This expression is applicable as long as the energy E is small in comparison with the string energy scale: E ≪ √ ǫ, which condition still allows for the parameter E ℓ c to be large. At E ℓ c ≫ 1 the energy dependent factor in Eq.(6) has the exponential behavior exp(Eℓ c ) which matches the semiclassical approximation for the energy-dependent factor [17] , corresponding to tunneling at the energy E rather than at zero energy. In this sense the discussed energy dependence of the collision-induced probability of the decay describes the onset of the semiclassical behavior. One can also notice that the thermal factor K s , is singular [14] at ℓ c T = 1. However the two-boson production rate does not exhibit any singularity at any value of the parameter Eℓ c , and a similar smooth energy behavior is also true for individual n-boson processes.
Thus the 'explosion' of the thermal rate at ℓ c T = 1 is a result of infinite number of processes becoming important at this point, rather than due to a finite set of processes with a limited range of n developing large probability at the energy per particle of the order of 1/ℓ c .
The purpose of this paper is to generalize to the case of a metastable domain wall the approach used for analyzing the thermal and collision induced effects in the decay of metastable strings. We find the general expression for the thermal catalysis factor K w . In particular, the leading term in this factor at low temperature (in d dimensions) is given by
where R w is the radius of the critical hole in the metastable wall, and ζ(x) is the standard notation for the Riemann ζ function, ζ(5) ≈ 1.037. We also aim at providing here a systematic and self-contained presentation of the calculations leading to our final results. To this end we recapitulate in detail in Section 2 the technically simpler calculations for the processes with metastable strings, and then in Section 3 expand the method to the case of a metastable domain wall. Such 'semi-review' format of the paper also allows us to illustrate the similarity and the difference between the string and the domain wall transitions.
Although the calculations in both cases are very much similar, the results differ in some essential details. In particular the destruction of a metastable wall is induced by a collision of any number of Goldstone bosons, whereas a string can be destroyed by a collision of only even number of the bosons. Another difference relates to the thermal catalysis of the decay: for a string the low temperature expansion for the enhancement of the quantum tunneling is applicable everywhere where the series is convergent, i.e. up to the temperature T = 1/ℓ c , while for a domain wall the thermal fluctuations start dominating [15] at a lower temperature (T = 3/(4ℓ w ) with ℓ w being the diameter of the critical hole in the wall), at which the thermal effects in the quantum tunneling probability are still very small numerically.
2 String-like configuration
Spontaneous decay of a metastable string
The tunneling trajectory can be described in the Euclidean space by a configuration called the 'bounce' [11] , which is a solution to (Euclidean) classical equations of motion. The general expression for the effective Euclidean space action for the string with the two considered phases can be written in the familiar Nambu-Goto form:
where A 1 and A 2 are the areas of the world sheet for the two phases, and P (the perimeter) is the length of the world line for the interface between them. The action (8) is an effective low-energy expression in the sense that it only describes the 'stringy' variables and is applicable as long as the effects of thickness of the string and of its internal structure can be neglected. Denoting M 0 the mass scale at which such approach becomes invalid (e.g. the thickness of the string r 0 ∼ 1/M 0 ), one can write the condition for the applicability of the effective action (8) in terms of the length scale, ℓ ≫ 1/M 0 , and the momentum scale k ≪ M 0 . Assuming that the initial very long string with tension ε 1 is located along the x axis, one can readily find that the action (8) has a nontrivial stationary configuration, the bounce, namely, that of a disk in the (t,x) plane occupied by the phase 2, as shown in Figure 2 , with the radius
which is the radius (one half of the length ℓ c ) of the critical gap. The difference between the action (8) on this configuration and on the trivial one is exactly the expression for the exponential power in Eq. (1), and the condition for applicability of the effective action (8) requires
Generally one also has µ > ∼ M 0 , and for the strings in weakly coupled theories µ ≫ M 0 , so that the power in the exponent in Eq. (1) is large, which justifies a semiclassical treatment.
The probability of the transition is determined [11, 18, 19] by (the imaginary part of) the ratio of the path integrals Z 12 and Z 1 calculated with the action (8) around respectively the bounce configuration and around the initial flat string:
It can also be reminded that, as explained in great detail in Ref. [18] , that the imaginary part of Z 12 arises from one negative mode at the bounce configuration, and that due to two translational zero modes the numerator in Eq. (11) is proportional to the total space time area A in the (t, x) plane occupied by the string, so that the finite quantity is the transition probability per unit time (the rate) and per unit length of the string. In order to evaluate the relevant path integrals with pre-exponential accuracy we use the cylindrical coordinates, with r and θ being the polar variables in the (t, x) plane (of the bounce), and z being the transverse coordinate. We consider only one transverse coordinate, since the effect of each of the extra dimensions factorizes, so that the corresponding generalization is straightforward. We further assume, for definiteness, that the space-time boundary in the (t, x) plane is a circle of large radius L, where the boundary condition for the string is z(r = L) = 0. The small deviations of the string configuration from the bounce, illustrated in Fig.3 , can be parametrized by the radial (f ) and transverse (ξ) shifts of the boundary between the string phases:
and by the variations of the surfaces of the two string phases: z 1 (r, θ) and z 2 (r, θ), where, naturally, Figure 3 : Fluctuations around the bounce configuration.
In terms of these variables the action (8) can be written in the quadratic approximation in the deviations from the bounce as
where the primed and dotted symbols stand for the derivatives with respect to r and θ correspondingly. Finally, the action around a flat initial string configuration in the quadratic approximation takes the form
with z(r, θ) parametrizing small deviations of the string in the transverse direction.
Separating variables in the path integrals
One can readily see that in the quadratic part of the action (14) the 'longitudinal' variation of the bounce boundary in the (t, x) plane, described by the function f (θ) completely decouples from the rest of the variables. This implies that the path integral over f can be considered independently of the integration over other variables and that it enters as a factor in Z 12 . On the other hand it is this integral that provides the imaginary part to the partition function, and it is also proportional to the total space-time area A. Moreover, this path integral is identical to the one entering the problem of false vacuum decay in (1+1) dimensions and we can directly apply the result of that calculation [20] :
The expression for the transition rate thus can be written in the form
with the path integralZ 12 running only over the transverse variables ξ, z 1 and z 2 ,
and involving only the quadratic in these variables part of the action (14),
In the same quadratic approximation the flat string partition function Z 1 is given by
with S 1 given by Eq.(15) and the integral running over all the functions vanishing at the space-time boundary: z(L, θ) = 0. At this point there still is a coupling in the path integral (18) between the bulk variables z 1 , z 2 and the boundary variable ξ arising from the boundary conditions (13) . This however is a simple issue which is resolved by a straightforward shift of the integration variables z 1 and z 2 . Namely, we write
where z 1q and z 2q are the new integration variables inZ 12 and these functions satisfy zero boundary conditions,
while z 1c and z 2c are fixed (for a fixed ξ(θ)) functions satisfying the boundary conditions
which are also harmonic, i.e. satisfying the Laplace equation ∆z = 0.
After the specified shift of the variables we arrive at the expression for the action (19) in which the bulk and the boundary degrees of freedom are fully separated:
Clearly, the boundary terms in the first line here, arising from the integration by parts, depend only on the transverse shift of the boundary ξ(θ). The partition functionZ 12 can thus be written as a product of the 'boundary' and the 'bulk' terms:
with the Z 12(bulk) being given by the path integral over the bulk variables z 1q and z 2q only :
and the boundary term
(27) involving integration over only the boundary values.
The subsequent calculation of the ratio of the partition functions in Eq.(17) can in fact be reduced to a calculation of Z 12(boundary) only. In order to achieve this reduction one should organize the partition function Z 1 in the denominator of Eq.(17) in a form similar to Eq.(25) as follows. Although the flat string configuration makes no reference to a circle of the radius R, the partition function Z 1 can be calculated by first fixing the transverse variable z at r = R s : z(R s , θ) = ξ(θ) and separating the integration over the bulk variables. Then the flat string partition function factorizes in the form similar to Eq.(25):
with Z 1(bulk) given a similar path integral as in Eq.(26),
where, as in Eq.(26), z 1q and z 2q are respectively the outer (i.e. at r > R s ) and the inner (r < R s ) transverse fluctuations with zero boundary conditions. The difference in the coefficient in the expressions (26) and (29) for the contribution of the inner part, ε 2 vs. ε 1 , is not essential, since the overall coefficient of the quadratic part of the action is absorbed in the measure of integration, as can be seen by rescaling to the corresponding canonically normalized variables φ = √ ε z.
One therefore finds that Z 1(bulk) = Z 12(bulk) , and the ratio of the partition functions in Eq. (17) is in fact determined by the ratio of the boundary terms.
Regularization
The boundary factor Z 1(boundary) for the flat string is somewhat different from the one given by Eq.(27) and reads as
where the functions z 1c and z 2c are defined in the same way as in Eq.(27). The latter functions can be readily found by expanding the boundary function ξ(θ) in angular harmonics:
with a n and b n being the amplitudes of the harmonics. Then at n = 0 the harmonics of the discussed functions are found as
and for n=0 these are given by
Substituting these expressions for the harmonics in the equations (27) and (30) and performing the Gaussian integration over the amplitudes a n and b n we find the boundary factors in the form
and
with N being a normalization factor.
Clearly, each of the formal expressions (34) and (35) contains a divergent product, and their ratio is also ill defined, so that our calculation requires a regularization procedure that would cut off the contribution of harmonics with large n. A regularization of high harmonics is also required on general grounds. Indeed, as previously mentioned, our consideration using the effective string action (8) is only valid for smooth deformations of the string, i.e. as long as the relevant momenta are smaller than the mass scale M 0 for excitation of the internal degrees of freedom within the thickness of the string. For an n-th harmonic the relevant momentum is k ∼ n/R s so that the applicability of the effective low energy action requires a cutoff at n ≪ M 0 R s . In order to perform such regularization we use the standard Pauli-Villars method and introduce a regulator field Z with negative norm and the action corresponding to the quadratic part of the Nambu-Goto expression (8) for small z:
with M being the regulator mass, which physically should be understood as satisfying the condition M ≪ M 0 and still being much larger than the relevant scale in the discussed problem, in particular MR s ≫ 1.
The regularized expression for the ratio of the boundary terms in Z 12 and Z 1 thus takes the form
where we introduced the notation R for the regularized ratio, and the regulator partition
12(boundary) and Z
1(boundary) are determined by the same expressions as in Eqs.(27) and (30) with the 'outer' and 'inner' functions z 1c and z 2c being replaced by their regulator counterparts Z 1c and Z 2c which still satisfy the boundary conditions similar to (23):
but are the solutions of the Helmholtz rather than Laplace equation:
The solutions of the latter equation fall off exponentially at the scale determined by M, and for our purposes only the behavior near the circle r = R s is needed. For this reason we write the equation for the radial part of the n-th angular harmonic Z n (r),
and parametrize the radial coordinate as r = R s + x, and treat the parameter (x/R s ) as small, since the scale for the variation of the solution is x ∼ 1/ M 2 + n 2 /R 2 s . This approach yields an expansion of the regulator action associated with the boundary at r = R in powers of 1/ (MR s ) 2 + n 2 . With the accuracy required in the present calculation, the (normalized to one at r = R s ) solution to Eq.(39) is found in the first order of expansion in (x/R s ) as
Using the form of the solutions for the harmonics of the regulator field given by Eq. (40) and the expressions (34) and (35), one can write the regularized ratio of the boundary partition functions (37) as
where we introduced the notation
and the last product factor in Eq.(41) arises from the first term of expansion in (x/R) in the pre-exponential factor in Eq.(40)
Calculating the products
Each of the products in Eq. (41) is finite at a finite M and can be calculated separately. We start with the most straightforward one, which is directly given by an Euler's formula:
where the last transition corresponds to the limit MR s ≫ 1.
The other two factors in Eq.(41), the first and the last, generally depend on the relation between the parameters b and MR s , or equivalently between (ε 1 + ε 2 ) and µM. We find however that the latter product is equal to one at MR s ≫ 1 independently of b. In particular in the nontrivial case of b ≪ MR s we find
where the lower limit in the integral is any number n 0 that is finite in the limit MR s → ∞.
The dependence of the first product factor in Eq.(41) on the ratio (ε 1 + ε 2 )/(µM) = b/(MR s ) is essential and we consider two limiting cases when this ratio is much bigger than one and when it is very small. In the former case, i.e. for b ≫ MR s , the first product in Eq.(41) becomes reciprocal of the second, and one finds
(Clearly one can also safely make the replacement (
The behavior of R in the opposite limit, i.e. at b ≪ MR s , turns out to be significantly more interesting. Using the Euler-Maclaurin summation formula for the logarithm of the first product in Eq.(41) we find in the limit MR s ≫ 1 and MR s ≫ b:
Being combined with the expression (44) this yields the formula
which contains an essential dependence on the regulator mass parameter M. We will show
however that all such dependence in the phase transition rate can be absorbed in renormalization of the parameter µ in the leading semiclassical term.
Renormalization of µ
The parameter µ is defined in the action (8) as the coefficient in front of the length of the boundary between the world sheets for two phases of the string. Generally this parameter gets renormalized by the quantum corrections, and in order to find such renormalization at the level of first quantum corrections, one needs to perform the path integration using the quadratic part of the action around a configuration, in which the length of the interface is an arbitrary parameter. For a practical calculation of this effect we consider a Euclidean space configuration, shown in Fig.4 , with the string lying flat along the x axis, and the interface between the two phases being at x = 0. The length of the world line for the boundary is thus the total size T of the world sheet in the time direction. It should be mentioned that such configuration with different string tension on each side of the boundary is not stationary for the action (8) . However it can be 'stabilized' by a source term (external force) depending on the coordinate x(t) of the boundary: J(t)x(t) dt, which term does not affect the quadratic in fluctuations part of the action. The Gaussian path integral over the transverse coordinates z(x, t) is then to be calculated with zero boundary conditions at the edges of the total world sheet. Using the notation ξ(t) for the transverse shift of the boundary, this condition implies ξ(0) = ξ(T ) = 0, so that the function ξ(t) has the Fourier expansion of the form
and a similar expansion applies to the regulator boundary function ξ R (t). The part of the effective action associated with the boundary is determined by the functions z c (x, t) for the transverse shift of the string and the corresponding regulator functions Z c (x, t) that satisfy the equations ∆z c = 0 and (
and the boundary conditions
as well as zero boundary conditions at the edges of the total world sheet. One can readily find these functions for each harmonic of the boundary values ξ and ξ R , using the solutions for z c and Z c in each harmonic:
In order to separate the boundary effect in the path integral around the considered configuration from the bulk effects, we again divide it by the path integral around the configuration where the whole world sheet is occupied by the same phase of the string. The latter phase can be chosen with either of the tensions, or with an arbitrary tension ε.
Such division results, as previously, in the cancellation of the bulk contributions, and the remaining part of the effective action associated with the boundary is written in terms of the regularized path integral over the boundary function ξ as
where µ R = µ + δµ is the renormalized mass parameter. The correction to µ can thus be written in the form
In the limit ε 1 + ε 2 ≪ µM one can directly apply the results in Eqs. (43) and (46) for evaluation of the expression (54) and write
where a use is made of the Stirling formula
considering thatb is proportional to large T .
In the limiting case where ε 1 + ε 2 ≫ µM the correction δµ vanishes, so that the renormalization effect is negligible.
The result
We can now assemble all the relevant elements into a formula for the rate of the considered transition. Clearly, the path integration over the variables z factorizes for each of the (d − 2) transverse dimensions, so that the expression for the decay rate takes the form
where µ is the zeroth order mass parameter. In the case of large string tension, ε 1 + ε 2 ≫ µ M 0 , the 'bare' µ coincides with the renormalized one, and the factor R is equal to one.
It can be noted that the resulting obvious expression for the rate is also correctly given by Eq. (2) as soon as the factor F in Eq. (3) is taken in the limit ε 1 − ε 2 ≪ ε 1 + ε 2 : F → 1, which limit, as previously discussed, is mandated in this case.
In the opposite limit of heavy µ, ε 1 + ε 2 ≪ µ M 0 , both the expression (47) depends on the regulator mass M and the M-dependent renormalization of µ is essential. Taking into account that each of the transverse dimensions contributes additively to δµ and expressing in Eq.(57) the bare µ through the renormalized one: µ = µ R − δµ, one readily finds that the dependence on the regulator mass M cancels in the transition rate, and one arrives at the formula given by Eq. (2) and Eq.(3).
The formula (3) is applicable for arbitrary ratio of the string tensions ε 2 /ε 1 . In particular it can be also applied at ε 2 = 0, in which case the considered transition describes a complete breaking of the string.
It can be also noted that numerically the factor F depends very moderately on the ratio of the tensions and changes approximately linearly between F (0) = e/ √ 4π = 0.7668 . . . and F (1) = 1. We thus conclude that the two-dimensional expression (ε 1 − ε 2 )/(2π) for the preexponential factor in the transition rate provides a fairly accurate approximation in higher dimensions as well, as long as the exponential factor is expressed in terms of the physical renormalized mass µ R .
There is however an interesting methodical point pertaining to the considered here problem. Indeed, as was already mentioned, the difference from the problem of particle creation by external electric field is in that the motion of the ends of the string involves in addition to the mass µ also an adjacent part of the string. In terms of the calculation of the path integrals around the bounce the difference is in that the spectrum of soft modes in the particle creation problem (as well as in that of the two-dimensional false vacuum decay) consists only of the modes associated with one-dimensional world line of the boundary of the bounce. The entire pre-exponential factor can then be found using the effective low energy action for these modes [20] . In the considered here string transition there are also low modes in the bulk of the world sheet of the string, and there is no parametric separation of their eigenvalues from those of the modes associated with fluctuations of the boundary. In the presented calculation the separation of the boundary and bulk variables is achieved through an 'artificial' organization of the normalization partition function for a flat string into boundary and bulk factors Z boundary and Z bulk . The bulk contribution then cancels in the ratio of the partition functions near the bounce and near a flat string, so that the remaining calculation is reduced to considering the integrals over the boundary functions only. One can also readily notice that the additional contribution to the action from the boundary terms as e.g. those with the functions z 1c and z 2c in Eq.(27) corresponds to precisely the effect of 'dragging' of the string by its end.
String transition at non-zero temperature
The formula in Eq.(11) corresponds to a calculation of the decay rate as the imaginary part of the energy of the initial string. At a finite temperature T the corresponding relevant quantity is the imaginary part of the free energy [21] , which one can calculate in the Euclidean space by considering periodic in time configurations with the period β = T −1 . In other words the thermal calculation corresponds to the path integration in the Euclidean space-time having the topology of a cylinder. The nucleation rate is then described by the same formula (11) with the action and the area being calculated over one period, A = X β, where X is the length of the string along the spatial dimension. We consider only sufficiently small temperatures β > ℓ c , at which temperatures we show the thermal effects behaving as powers of T , which distinguish the string process from the decay of metastable vacuum [15] . We also treat the length X of the metastable string as the largest length parameter in the problem, so that β ≪ X. Under these conditions the bounce corresponding to the action (8) is the same as at zero temperature, except that it is placed on a long cylinder rather than on a large flat plane (Fig. 5 ). As above we aim at calculating the path integral over the variations of the string around the bounce configuration as illustrated in Fig. 6 . The coordinates on the cylinder (or on the plane where all the points separated by nβ along Euclidean time are identified) are t, x, with t being the periodic time coordinate, and the coordinate orthogonal to the surface of the cylinder is z. The boundary conditions for the configurations over which we integrate are z t, x = ± X 2 = 0,
In polar coordinates (r, θ) in the (t, x)-plane one finds the variation of the bounce action (8) similar to (14) while for the flat string one has the expression analogous to that in Eq.(15). Figure 6 : Variation of the bounce configuration
As it was shown for the case of zero temperature the partition functions factorize, therefore the expression for a decay rate is given by (17) , with the only difference for a nonzero temperature case that the boundary conditions for outer solution are
while the inner solution z 2c is required to be regular inside the disk.
In order to do the path integrals as before one can expand the boundary function ξ(θ) in angular harmonics. For the inner solution z 2c to the Laplace equation, i.e. at r ≤ R s one finds no difficulty in finding the harmonics matching the boundary function at the interface (32). For the outer solution z 1c however there is a difficulty due to the mismatch between the symmetry of the boundary and of the periodicity conditions. It is impossible to choose the solution to the Laplace equation for outer string bulk variable to be z
since it is not periodic in time. In this situation in order to have a periodic solution one can perform a periodic mapping of the cylinder on the plane and consider the outer solution of the Laplace equation as the sum of the solutions produced by a "source" at each period as illustrated in Fig. 7 . Introducing the complex variable w = t + i x, we construct the solutions for the functions z 1c (r, θ) using the harmonic real and imaginary parts of the following basis set of periodic functions, satisfying the boundary condition (60) at large |x|, Clearly, these functions are periodic in the Euclidean time by construction, with the period β. Also the functions g k (w) with k > 1 are analytic complex functions, so that their real and imaginary parts are harmonic. In the functions g 0 (w) and g 1 (w) the explicit dependence on x, introducing non-analyticity, is linear and is thus also harmonic, so that their real and imaginary parts do satisfy the Laplace equation.
An arbitrary periodic outer solution to the Laplace equation, satisfying the boundary condition (60) at large |x| can be expanded in the series
The disadvantage of this set of solutions (hence of such an expansion) is that it is not orthogonal, so that the expression for the action up to quadratic terms is not diagonal in this basis. Therefore, the calculation of the integral is not just a calculation of the product of eigenvalues. To find the integral over the amplitudes of the Fourier harmonics one has to express the amplitudes of the solutions chosen A k ,B k in terms of the amplitudes a k , b k . The relation between the coefficients A k ,B k and a k , b k can be found from the matching condition (first relation in 23) on the interface
(63) One can readily notice that the function g 0 contains a large constant term, proportional to X, which totally dominates the matching condition for the a 0 mode at r = R s , so that
For this reason the effect of the mixing between a 0 and higher modes is suppressed by inverse powers of X and can be ignored in the limit of a long string. For this reason in considering the mixing of the modes in the following calculation we keep only k = 0. Furthermore the linear in x terms in the functions g 0 and g 1 are suppressed at r = R s by the factor R s /X and can also be disregarded.
In what follows we consider the expansion of the functions g k at r = R s in powers of R s /β, which expansion, as will be seen later, converges at R s < β/2. Using
where C p p+k−1 are the binomial coefficients,
and also a definition of the Riemann ζ-function
we find for k = 0
with
We have omitted in the expression (68) a constant term, which describes the mixing with the a 0 mode as well as a term explicitly proportional to R s /X. Using the expansion (68) for g k (w) and considering the real part of the functions g k (w), one can find the coefficients a l in terms of A k
or in the matrix form
where matrix D has elements d lk . Similarly for the imaginary part one gets
As usual, the contributions from the cos and sin modes are independent, and we consider the contribution to the boundary term from the even (cos) harmonics first
Introducing the matrixN
one can rewrite the expression (74) in the matrix form
A substitution in this expression of the solution for A in terms of a (71) leads to
Clearly, for the odd (sin) modes one gets the same expression with the replacement D → −D.
Collecting all the terms together one can write the result for the boundary partition functions (27) and (30) as
where {D → −D} means that one should take the expression and make the replacement D → −D.
The zero temperature limit for the probability rate γ s formally corresponds to setting D → 0. Thus one can use the result for the zero temperature decay rate in Eq.(57), and concentrate on a calculation of the thermal catalysis factor K defined as
In a d-dimensional theory, i.e. with d − 2 transverse dimensions, the catalysis factor can be written as
where G is the factor per each transverse direction given by
According to Eq.(78) it is a matter of simple algebra to express the factor G in terms of the matrix D:
with b defined in Eq.(42).
Analysis of the general formula
In this section we consider in some detail the temperature effect in the string transition rate described by our general formula (81) in the situation where the inverse temperature is larger then the diameter of the classical configuration (bounce): β > 2R s . We first notice that due to the presence of the factor (N −1) the first elements from the first row and the first column Hence, there is no mixing between the amplitudes with even (a 2l , b 2l ) and odd (a 2l+1 , b 2l+1 ) indices. Therefore the determinant in the (81) can be written as a product of determinants corresponding to the even and odd amplitudes
where the matrix elements of the matrices U and V are
and the indices p and k take values 1, 2, . . . . For practical calculations it is also convenient to write the expressions for the elements of the matrices entering in Eq.(82) in terms of their indices:
with p, k = 1, 2, . . .. In order to find the first thermal correction at low temperature one can expand the matrices in power series using well known formula for the determinant
In our case Therefore the first correction to the zero temperature value of the rate is proportional to R The series for the function G(T ) diverges when β = 2 R s . The corrections for the temperature close to (2R s ) −1 can be found numerically. The proximity to this point defines the number of terms which should be taken into account in the series for G(T ). The plot for the function G(T ) vs the parameter R s /β = R s T calculated numerically with 50 first rows and columns retained in each of the matrices U and V is shown in Fig. 8 .
Decay of a string induced by two-particle collisions
As we have seen in the previous sections, the only difference between the calculation of the decay at finite temperature T and at T = 0 arises at the level of calculating the preexponential factor due to the functional determinant of the quadratic part of the action and amounts to the standard treatment of the boundary conditions in (Euclidean) time for the fluctuations: zero boundary conditions at large time for considering zero temperature and periodic boundary conditions with period β = 1/T at finite temperature. The formula (11) is in fact the unitarity relation [19] between the decay rate and the imaginary part of the amplitude of the transition amplitude from the false vacuum to the false vacuum (vacuum 1) out |(vacuum 1) in . Similarly, one can treat the probability of the string breakup by an excited state in terms of the bounce contribution to the imaginary part of its forward scattering amplitude. Proceeding to discussion of the string decay induced by the Goldstone bosons, we readily notice that a state with just one Goldstone boson cannot induce the destruction of the string. Indeed the total probability of such induced process is Lorentz invariant and thus can depend only on the (Lorentz) square of the particle momentum k 2 . The Goldstone bosons are massless, so that for them k 2 = 0 and is fixed. If a single massless boson produced an effect on the decay, this effect would thus be not depend on the energy ω of the boson. In the limit ω → 0 the Goldstone boson is indistinguishable from the vacuum. (In other words the limit ω → 0 corresponds to an overall shift of the string in transverse direction.) Thus the decay rate of a single -boson state is the same as that of the vacuum, and the presence of a single boson with any energy produces no effect. The simplest excited state, contributing to the string destruction, is that with two particles. The probability W 2 of creation of the critical gap in a collision of two particles with the two-momenta k 1 and k 2 can depend only on the Lorentz invariant s = (k 1 + k 2 )
2 . Obviously, for two particles colliding on a string s = 4ω 1 ω 2 (and s = 0 for two particles moving in the same direction, i.e. non-colliding). Using the unitarity relation, this probability can in principle be found in terms of the imaginary part of the forward scattering amplitude A(k 1 , k 2 ; k 1 , k 2 ):
where the factor ω 1 ω 2 is the usual flux factor, and the constant C does not depend on either of the energies, and is determined by specific convention on the normalization of the amplitude. The dynamics of the Goldstone bosons on the string, including their scattering, can be considered in terms of the transverse shift z i (x) treated as a two-dimensional field described by the Nambu-Goto action (8) as
where dl is the element of the length of the interface P between the phases. Clearly, at low energy of the Goldstone bosons one can make use of the expansion in Eq.(89) in powers of (∂z) which generates the expansion of the scattering amplitudes in the momenta of the particles with each one entering the amplitude with (at least) one power of its energy ω, as is mandatory for Goldstone bosons. For the scattering in the metastable state this generates expansion in powers of ω/ √ ε 1 , so that in the lowest order in this ratio, that we are discussing here, it is sufficient to retain only the quadratic in (∂z) terms in the action (89). It should be noted that in spite of retaining only the quadratic terms, the multiboson scattering amplitudes do not vanish, since the necessary non-linearity arises from the bounce configuration. In other words, the bosons scatter 'through the bounce'. The energy expansion for these amplitudes is determined by the bounce scale ℓ c , so that the parameter of such expansion is (ωℓ c ) which we do not assume to be small. Clearly, the condition for applicability of the present approach where the terms of order ω/ √ ε 1 are dropped, while those with the parameter ωℓ c are retained is that
which is always true if the semiclassical tunneling can be applied at all to the string decay.
We shall now show that in the on-shell scattering through the bounce each external leg enters with at least two powers of its energy. Let us start, for the simplicity of illustration, with the binary scattering. The general two → two scattering amplitude A(k 1 , k 2 ; k 3 , k 4 ) can be related in the standard application of the reduction formula to the connected 4-point Green's function vacuum 1|T {z(x 1 )z(x 2 )z(x 3 )z(x 4 )}|vacuum 1 , which in turn is an analytical continuation of the Euclidean connected correlator
The latter expression for the correlator assumes the conventional procedure of introducing in the action the source term j(x) z(x) d 2 x for the Goldstone variable z(x) and Z b [j] is the path integral around the bounce in the presence of the source.
The low-energy limit of the on-shell scattering amplitude is determined by the correlator at widely separated points x 1 , . . . , x 4 . Weak δ-function sources 'prop' the string in the transverse direction at those points as shown in Fig. 9 , and generally distort the bounce located between those points. The correlator (91) is determined by the distortion of the bounce by all four sources, so that at large separation between the points the bounce is located far (in the scale of its size ℓ c ) from the sources, where the overall distortion of the world sheet for the string is small and is slowly varying on the scale ℓ c . One can therefore expand the background field z s generated by the sources at the bounce location in the Taylor series around an arbitrarily chosen inside the bounce point x = 0. Clearly the first term of this expansion z s (0) corresponds to an overall transverse shift of the string and does proportional to the gradient ∂z s (0) does not change the bounce action either. Indeed this term corresponds to a linear incline of the string in the transverse coordinates, and can be eliminated by an overall rotation of the string in the d dimensional space. In other words the absence of the linear in the gradient of z s term in the action is a direct consequence of the d-dimensional Lorentz invariance of the string. We thus arrive at the conclusion that the expansion for the distortion of the bounce starts from the second order in the derivatives of z s (the curvature of the background world sheet), which for a connected correlator implies that in the expansion in the energy each external source enters with at least two powers of the energy. This conclusion clearly applies to the on-shell amplitudes with arbitrary number of external legs, since the generalization to multiparticle scattering is straightforward.
In particular, the binary scattering amplitude A(k 1 , k 2 ; k 3 , k 4 ) at low energy scales as the eighth power of the energy, and the related to it (by the Eq.(88)) probability of the string destruction by collision of two particles is proportional to the sixth power of the energy scale, or equivalently, to s 3 at small s. Applying in the same manner the unitarity condition to the forward scattering amplitude of a general n-particle state, one readily concludes that the corresponding probability W n of the induced string breakup scales with the overall energy scale ω as W n ∝ ω 3n .
Thermal decay and the string destruction by particle collisions
The described procedure for calculating the bounce-induced scattering amplitudes in terms of the Euclidean correlators runs into the technical difficulty of calculating the bounce distortion by the background created by the sources. Furthermore, this procedure obviously involves a great redundancy, if the final purpose is to calculate the probabilities W n , i.e. only the absorptive parts of the forward scattering on-shell amplitudes are the quantities of interest. We find that in fact one can directly calculate the probabilities W n by an appropriate interpretation of the more readily calculable thermal decay rate in terms of the collision-induced probabilities. Such an approach is technically more tractable due to the fact that in the thermal calculation the bounce is not distorted, i.e. it is still a flat disk, and only the boundary conditions for the modes of fluctuations are modified. We first illustrate this approach by using the first nontrivial term of the low temperature expansion in Eq. (5) for calculation of the low energy limit of the binary probability W 2 . Indeed, the temperature dependent factors in the catalysis factor K s arise from the contribution to the critical gap nucleation of the boson collision, weighed with the thermal number density distribution for the massless Goldstone bosons
where k is the spatial momentum, |k| = ω, running from −∞ to +∞. Given the low energy behavior W n ∝ ω 3n found in the previous section, one readily concludes that the contribution of n-particle string destruction starts with the term T 4n in the low T expansion for K. Thus the first term written in Eq. (5) can arise only from n = 2 i.e. from the binary production of the critical gap. Writing the expansion in s of the probability W 2 as W 2 = c 3 s 3 + . . ., one determines the coefficient c 3 of the s 3 term by comparing the result in Eq.(5) with the one calculated in terms of the two-particle collision rate using the number density distribution (92):
where the relation s = 4ω 1 ω 2 is used and the integration is done only for the bosons with opposite signs of their momenta, and avoiding the double-counting for the identical particles.
The factor (d − 2) counting the number of the transverse dimension, corresponds to the summation over the polarizations of the Goldstone bosons. The expression for the coefficient c 3 following from Eq.(93) thus determines the first term in the expansion for W 2
(One can notice that at ε 2 = 0 the s 3 term coincides with the first term of expansion of the expression in Eq.(6).)
Thermal bath with a chemical potential
The discussed procedure for extracting the coefficients of the energy expansion for the probability of collision-induced string decay is obviously limited to only the first term in W 2 . In the higher terms in the temperature expansion for K s the contribution of the energy expansion for W n with different n generally gets entangled. This happens because the temperature is the only parameter and terms originating from different n can contribute in the same power in T . In order to disentangle the terms of higher order in energy in W n with low n from similar terms originating from higher n we introduce a negative chemical potential ν for the Goldstone bosons. Generally such procedure would be impossible, since the number of these bosons is not conserved. However in our application this procedure is fully legitimate.
Indeed the thermal state of the string that we study here is that of collisionless bosons, in which their number is conserved. The string decay, resulting in a change in this number, is a very weak process that we consider only in the first order, which justifies averaging the rate of this process over the unperturbed state with conserved number of particles. At negative ν the number density distribution of the bosons (92) is replaced by
and by tuning the parameter |ν|/T one can readily resolve between the contribution of n-particle processes with different n.
The introduction of the chemical potential requires us to modify our previous thermal calculation (see Sec. 2.2). The modification of this calculation for a thermal state with a negative chemical potential, where the number density of the bosons be given by Eq.(95), is achieved by introducing a 'damping factor' in the periodic sums for the outer functions in Eq.(61):
One can readily see that the only net result of the ν dependent factor in the calculation is a modification of the matrix coefficients d pk amounting to the replacement of the factors ζ(q)
by the standard polylogarithm function,
In other words, the catalysis factor for a thermal state with a negative chemical potential is given by the expression
with the elements of the matrix D(ν, T ) having the form
The dependence on two 'tunable' parameters ν and T in Eq.(97) makes it possible to disentangle the contribution of processes with different number of particles from the energy behavior in each of these processes. Such a separation becomes straightforward if one notices that each factor with the polylogarithm Li arises from the integration over the distribution (95):
One therefore concludes that the number of the 'Li factors' in each term of the expansion of the catalysis factor in Eq.(97) directly gives the number of particles in the process, while the indices of these polylogarithmic factors give the power of the energy for each particle. Given 
The latter expression merits some observations. The first is that all the terms in the expansion in powers of D(ν, T ) are positive, which is certainly the necessary condition for the consistency of our interpretation of these terms as corresponding to the probability of the destruction of the string by n-particle collisions. The second is that the string is destroyed only in collisions of even number of particles, since the expansion goes in the even powers of D(ν, T ). Finally, the third observation is related to the dependence in Eq.(100) on the number of the transverse dimensions (d − 2). Namely, the quadratic in D(ν, T ) term is proportional to (d−2). This corresponds to that in two-particle collisions only the Goldstone bosons with the same transverse polarization do destroy the string. On the contrary, the quartic in D(ν, T ) term has one contribution proportional to (d − 2) and one proportional to (d − 2)
2 . The linear in (d − 2) part corresponds to all the bosons in the collision having the same polarization, while the quadratic in (d − 2) part is necessarily contributed by the collisions, where the colliding bosons have different polarization.
2.3.3
Destruction of the string in two-particle collisions at arbitrary R s √ s
The expression (100) for the catalysis factor K s (ν, T ) together with the formulas (98) and (99) reduce the calculation of the probability of the string breakup by a collision of an arbitrary (even) number n of particles to straightforward, although not necessarily short, algebraic manipulations. In this section we consider in full the most physically transparent case of two-particle collisions. The probability in this case is found from the term in Eq. (100) with the trace Tr[D(ν, T ) 2 ]. Using Eq.(98), this trace can be written as a double sum:
One can readily recognize the expression in the straight braces here as the integral (99) with the power of the energy q given by (p + k + 1), and thus identify the coefficient of the same power of s = 4ω 1 ω 2 in the expansion of the probability W 2 (s) in s. In this way we find the following formula for W 2 (s) in terms of this expansion,
where the function Φ b (x) expands in a single series as
It can be noted that the two-particle probability depends only on the odd powers of s. This in fact is consequence of the binary forward scattering amplitude being even in s, as required by the Bose symmetry.
For integer values of the parameter b, the function Φ b (x) has a simple expression in terms of the modified Bessel functions I q (x) of the order q up to q = b + 2. This expression is especially simple for b = 1, i.e. for the case of the string decay into 'nothing': Φ 1 (x) = I 3 (x), so that one arrives at the formula (6). We also write here, for an illustration, the corresponding expressions for the next two integer values of b:
3 Domain wall
Spontaneous decay of a metastable domain wall
In the following sections we generalize the previously obtained results for the decay of a metastable domain wall. We denote the tension of a domain wall by ǫ and the tension of a string associated with the edge of the wall by σ, so that there should not be any confusion with previously used notations for a string. For a complete decay of a domain wall the low energy effective action is similar to (8) and is given by Nambu-Goto action for two and tree dimensional objects
with V being the world volume of the wall, while A is the world area of interface. As before this action does not take into account the inner structure of the wall or the interface. A nontrivial classical solution (bounce) in this case is empty sphere with the radius
surrounded by the metastable phase (Fig. 10) . The appropriate quantity to be found is γ w : the nucleation rate of critical holes per unit area (not length as it was for a string transition).
Following the same steps as in calculating the decay rate of a string we find
2 The factor 
Substituting these functions to the equations (108) and (109) and performing integration over the amplitudes A lm yields
(113) and
Regularization
Each of the expressions (108) and (109) contains a divergent product (compare to Eqs. (34) and (35)). As previously, introducing Pauli-Villars regulators with masses M α , we find the ratio of the boundary partition functions to be equal to
where we took into account that R w = 2 σ/ǫ. Now, each of the products in Eq. (41) is finite at a finite M α and can be calculated separately. Instead of calculating the product directly, we can use the relation
and calculate the sum. We start from the third product. The expression under the sign of product is of the form 1 + g(l), with g(l) close to 0 for any l, since it behaves as M −1
α . Hence we can leave only the first term in the expansion of the logarithm ln(1 + x) = x + O(x 2 ).
Thus, we need to find the sum
(117) The sums associated with the three products are readily calculable with the help of the Euler-Maclaurin summation formula and the result for the regularized ratio has the form
where
The expression for R w contains an essential dependence on the regulator mass parameter M. However, similarly to the previously considered case all such dependence in the phase transition rate can be absorbed in renormalization of the parameter σ in the leading semiclassical term.
Using the same technique as employed in Section 2 one can find the renormalized parameter σ to be given by
with δσ = 1 2
Results
Collecting all terms together we find the rate of the process. It is clear that the result for each d − 3 transverse dimensions factorizes, thus we have the expression for the rate in the form
where σ is the bare (non-renormalized) tension, and the regularized ratio R is given by (118). Taking into account that each of the transverse dimensions contributes additively to δσ and the interface is a sphere with area A = 4πR
and expressing the bare σ through the renormalized one: σ = σ R − δσ, one readily finds that the dependence on the regulator mass M cancels in the transition rate, and one arrives at the formula given by Eq.(4). Thus we obtained the result similar to the decay of a string, where the effect of all extra transverse dimensions results only in the renormalization of parameter σ associated with the interface. It should be mentioned, however, that the result for a string was, actually, obtained for a transition between two states of a string with different tensions. Here we considered decay of a wall (transition into nothing). For the calculation used it is impossible to preserve finite terms, but only proportional to some power of the regulator mass parameter M.
Having calculated the probability rate for a decay of one-and two-dimensional objects, e.g. string and domain wall, it is tempting to assume that the situation is somewhat similar for the decay of an object of arbitrary dimensionality. But it is not true already for the decay of tree-and four-dimensional objects, where the dependence of the result on regulator mass is substantial even after renormalization of a parameter associated with an interface. That dependence demands introduction of new terms into initial action, which corresponds to nonrenormalizibility of the effective 'low-energy' theory.
Thermally induced decay of a domain wall
The thermal effects in decay of a metastable domain wall involve one important difference from those in the decay of a string. Namely, the previously considered expansion of the catalysis factor K s is valid up to the temperature T = 1/ℓ c = 1/(2R s ), at which point the whole calculation breaks down due to a change in the mechanism of the transition: the thermal fluctuations of the string start dominating over the quantum ones. Simultaneously, at this temperature the thermal factor in Eq.(81) develops a singularity, and the low-temperature expansion diverges. In the case of a domain wall decay at low temperature the thermal effects in the quantum tunneling result in a catalysis factor K w multiplying the semiclassical exponential factor in γ w :
On the other hand, the static potential for a bubble, a round hole in the wall, depends on the radius R of the bubble as
and this potential has a maximum at R m = σ/ǫ where its value is
The probability of classical thermal fluctuations over the barrier V m is proportional to the activation factor exp(−V m /T ), and this factor becomes larger than the exponential term in γ w (Eq.(4)) starting from T = 3/(8R w ), at which temperature the classical fluctuations over the barrier start to dominate over the considered here quantum tunneling. In terms of the Euclidean space formulation of the problem the periodic replication with the period β of the spherical bounce (Fig.11a) gives a larger action per period [15] than the cylindrical configuration in Fig.11b as soon as T > 3/(8R w ). For this reason our calculation of the thermal factor K w makes physical sense only as long as the temperature is lower than this value.
(a) (b) Figure 11 : Bounce configuration for the quantum tunneling at low temperature (a) and for the thermally activated transition (b).
In calculating the preexponential factor arising in the periodically replicated bounce configuration, we encounter the same problem of a mismatch between the symmetry of the boundary conditions and the symmetry of the bounce. However one can cope with this problem in a way similar to the previously discussed approach to calculating the decay rate of the string at finite temperature. Namely, one can consider the solution to the Laplace equation as one produced by the sources placed at each period (see Fig. 12 ). Thus the solution z lm (the periodic analog of the functions in Eq.(112)) is given by
with r n and θ n reading as
The solution (126) can be expanded in a power series Figure 12 : The illustration of the notation for the angles and distances used in Eq.(127).
In order to find the constants C m ll ′ one can notice that the expression in Eq.(126) has the same structure for each n. Therefore, for the purposes at hand we can consider only two adjacent periods (±β). Then integrating the r.h.s. of the (126) with Y * lm (θ, ϕ) we find the result to be
It should be mentioned here that obviously
This relation can be understood even without actual calculation. Indeed, the expression
is proportional to the electric potential at point β created by the set of 2 l -poles placed on a sphere with its center in the origin. Obviously, such a potential is equal to zero. Once we have found the coefficients (129) of the expansion (128) we can follow the same routine as used in the section (2.2). Namely, we can express any solution of the Laplace equation with periodic boundary conditions as a series
After that using the expansion of a boundary function (111) and the relation (110), we express coefficients B lm through A lm
or
where D m is a matrix with elements
and A m (similarly B m ) is the row type object with elements
It should be mentioned that since the solution z lm exists only for l ≥ m, the row A m has nonzero elements A lm only for l ≥ m. Substituting the solution (132) to the expressions for the partition functions (108) and (109) and integrating over the amplitudes A lm (with a help of relation (134)) we find the catalysis factor in the following form
with matrix N defined in (75). Equivalently, one can rewrite the expression in the following form
where D stands for the block diagonal matrix defined as
with elements
The first nontrivial term of expansion of the catalysis factor K w at small temperatures is determined by the coefficients in Eq. (135) at l = l ′ = 2 and the result for this term is given in Eq. (7). One can notice that the low-temperature expansion for the factor K w generated by Eq.(138) is well behaved at T R w = 3/8, beyond which temperature, as previously discussed, the regime of the transition changes from quantum tunneling to a classical thermal activation. Moreover, the calculated thermal effect at this point is numerically extremely small: K w − 1 ∼ 10 −3 . Thus the explicit form of higher terms in the temperature expansion is of a 'practical' interest only inasmuch as the thermal calculation is used as a preliminary step for finding the generating function for the rate of the wall destruction in collisions of Goldstone bosons.
Destruction of a metastable domain wall in binary collisions
Using the arguments from the section 2.3.2 it is possible to relate the catalysis factor K w for a decay rate of the domain wall at finite temperature calculated in the previous section, to the effective length of a particle collision (the analog of the probability in 1 + 1 dimensional case). As before we consider the distribution function for the Goldstone bosons in the following form (with negative chemical potential −|ν|) dn( k) = 1
Such an introduction of the chemical potential modifies the result for the catalysis factor K w in the way that the solutions (128) are modified as This modification can be accounted for by the substitution ζ(l + l ′ + 1) → Li l+l ′ +1 (e −|ν|/T ).
Thus, the catalysis factor becomes (with d − 3 transverse dimensions)
where the matrixD(T, ν) has a block diagonal form with elements
In order to separate the contribution of binary collisions we expand the catalysis factor in powers of D to the second order:
where we have taken into account that the linear term vanishes:
due to the relation (130). Similarly to the case of string decay the physical reason for the absence of the first power is the Lorentz invariance of the system (there is no destruction of the wall by presence of one massless particle). It should be also noted that unlike in the decay of a string the destruction of a domain wall can occur in collisions of an odd number of particles, since the expansion (146) generally contains any larger then one power of matrix D.
For an actual calculation of binary processes one can now follow the same steps as in the calculation of the section 2.3.2. The only difference from the (1+1) dimensional string geometry is that now the kinematical invariant s also depends on the angle θ between the two particles' momenta, s( k 1 , k 2 ) = 2 ω 1 ω 2 (1 + cos θ) .
Summary and conclusions
In this paper we considered the decays of metastable topological configurations such as string and domain wall. For each process we found the rate at zero temperature and calculated catalysis factor at finite temperature. Using the relation between catalysis factor and probability (effective) length of a collision of the Goldstone bosons we found probability of a string (domain wall) decay in a collision of two particles. The main conclusions that can be drawn from the presented here study can be formulated as follows i. The effect on the preexponential factor in the tunneling decay rate arising from the Goldstone modes living on strings and walls is expressed in terms of boundary terms in the path integral around the bounce configuration. This effect is fully calculable within the low-energy effective action of the Nambu-Goto type, and essentially reduces to a renormalization of the tension of the interface between the two phases of the topological defect. We have found that this property is unique for the strings and walls and is generally lost in a description of decay of topological objects with more dimensions, where one would have to go beyond the effective Nambu-Goto description.
ii. The thermal effects in the tunneling rate are also fully calculable and are described by an expansion in powers of the temperature. The power-like, rather than exponential, behavior of the thermal terms is due to the presence of the massless Goldstone bosons.
iii. The expansion for the thermal catalysis factor converges as long as the temperature is less than the inverse diameter of the bounce, so that in the Euclidean calculation of the bounce configuration to (the imaginary part of) the free energy there is no obstruction to periodically replicating the bounce with the Matsubara period β = 1/T .
For the decay of strings this range of temperatures corresponds to the dominance of the (thermally enhanced) quantum tunneling over the classical thermal effects, and at the critical temperature 1/ℓ c the regime of the transition changes and the classical thermal effects take over. For the domain wall decay the classical thermal activation starts dominating at a lower temperature, where the thermal enhancement of the quantum tunneling is still very small.
iv. The thermal enhancement of the tunneling rate can be viewed as and additional contribution to the decay probability arising from collisions of the Goldstone bosons which are present in the thermal state. Such an interpretation in fact allows to determine the rate of destruction of the considered topological objects in collisions of the Goldstone bosons. In order to unambiguously identify in the thermal expansion the terms corresponding to the contribution of collisions between a given number of the bosons, we have modified the considered statistical ensemble by introducing a (fictitious) negative chemical potential ν for the Goldstone bosons. The calculated dependence on ν and T of the preexponential factor in the decay rate thus serves as a generating function for the rates of the decay induced by collisions of particles, including the dependence of those rates on the energies in the collisions.
v. We find that a destruction of a string takes place only in collisions of even number of the Goldstone bosons, while a metastable wall can be destroyed in collisions of any number of the bosons, n ≥ 2.
vi. We have calculated in a closed form the energy behavior of the probability of destruction of a string in a collision of two Goldstone bosons, which is valid at an arbitrary relation between the energy √ s and the infrared scale in the problem R s . The found expression takes an especially simple form of Eq.(6) for the decay of a string into 'nothing'
vii. At large values of R √ s the collision-induced decay rate contains an exponential factor exp(2R √ s), which has been previously argued [17, 22] within the leading semiclassical approach and corresponds to a full transfer of the energy from the colliding particles to the tunneling degrees of freedom.
One can readily notice that our calculation of the collision-induced rate through a thermal ensemble with an artificially introduced chemical potential is quite indirect. In a sense, this approach is reminiscent of the treatment in Ref. [23] , where finite volume effects in the energy of a two-particle state are related to the binary scattering amplitude. The obvious difference is that we calculate the free energy of a statistical ensemble rather than of a particular quantum state. In relation to this part of our calculation it would certainly be illuminating to have a more direct, and possibly simpler method for calculating the probability of creating semiclassical objects, such as the bubbles of the stable phase, in collisions of particle. However, lacking such a method at present, we have to resort to the indirect calculation described in the present paper.
