Cross-covariance operators arise naturally in many applications using Reproducing Kernel Hilbert Spaces (RKHSs) and are typically estimated using an empirical plugin estimator, which we demonstrate are poor estimators of operator (eigen)spectra at low sample sizes. This paper studies the phenomenon of Stein shrinkage for infinite dimensional cross-covariance operators in RKHSs, as briefly initiated by Muandet et al (2014) who recently suggested two shrinkage estimators. We develop a third family of shrinkage estimators and undertake a study of how shrinkage improves estimation of operator spectra. We demonstrate an important and surprising application, that shrunk test statistics yield higher power for kernel independence tests and we provide insights into why they improve performance.
Introduction
Reproducing Kernel Hilbert Spaces (RKHSs) have become an indispensable part of machine learning. The long list of applications includes kernel PCA [1] , dimension reduction [2] , structure discovery [3] , independence testing [4] , Granger causality in time series [5] , learning graphical models [6] , feature learning [7] , target or conditional shift [8] and kernel Bayes' rule [9] . All the above methods rely on empirical covariance and cross-covariance operators. We derive, and analyze in detail, better estimators for these operators (than their corresponding plugin estimators) and demonstrate their usefulness in independence testing.
It is well known that the sample covariance matrix is a poor estimator for estimating finite dimensional covariance matrices from small samples, i.e. it results in highly inaccurate eigenvalues/vectors. Over the decades, there have been many estimators proposed for covariance matrices that outperform the sample covariance matrix in different situations -see [10, 11, 12, 13] . The observation that led to the development of these estimators is a special case of a phenomenon known as the Stein effect [14] which has long been studied in the classical parametric statistics literature. The Stein estimator was originally used for the problem of estimating the mean of multivariate Gaussian distributions: it was shown that shrinking the sample mean towards any fixed point always had lower mean squared error than the sample mean.
This phenomenon was only very recently proved to occur in RKHSs by [15] who show that the sample kernel mean estimator is inadmissible, i.e. there always exist an estimator that outperforms it. The crosscovariance operator is a specific case of a kernel mean estimator (see Appendix or [15] ) and hence its sample estimator is also inadmissible. This motivates us to find better estimators (possibly task-specific) that improve performance across the wide variety of aforementioned tasks. A first step was taken by [15] , who extend their techniques for a more accurate kernel mean map to also mention two shrinkage estimators for cross-covariance operators. However, these shrunk operators were not given much special attention in their theoretical and experimental treatment of the topic. Here, we will introduce a third novel shrinkage estimator, and perform an in-depth analysis of all three, with special focus on their ability to improve power of independence testing.
Notation Assume X and Y are measurable domains, and F and G are RKHSs defined on them, i.e. F is the set of functions f : X → R corresponding to a reproducing kernel k : X × X → R and feature map at each x ∈ X denoted by φ x : X → R, where φ x (y) = k(x, y). Similarly, G is the set g : Y → R corresponding to kernel : Y × Y → R and and feature map ϕ y : Y → R for all y ∈ Y. Given a joint distribution P XY on X × Y with marginals P X , P Y , the cross-covariance operator Σ XY : Y → X is defined as:
where ⊗ represents a tensor/outer product and µ P X : X → R is the kernel mean map defined as µ
The most common estimator of Σ XY is the sample cross-covariance operator, a plugin estimator obtained by using the empirical joint and marginal distributions,
To illustrate that sample mean operators perform poorly at low sample sizes, we show two extremely varied examples where the spectra of the sample operators are drastically far from the truth (Appendix Fig.6 ). Indeed, it shows that the problem (of plug-in operators being poor estimators) does indeed exist across a wide variety of kernels, types of operators, input distributions and underlying data dimensionality. This highlights the importance of the study of Stein shrinkage for kernel operators as taken up in this paper.
The paper outline is as follows. Section 2 introduces a new shrinkage estimator, and compares it to existing ones. Section 3 discusses the application of shrunk estimators to independence testing. Section 4 wraps up by showing promising future directions.
Ledoit-Wolf Style Shrinkage Estimation
We now develop a new family of linear shrinkage estimators for the cross covariance operator Σ XY (estimators for Σ XX follows naturally) by extending a now classical technique described by [10] .
We derive the optimal (oracle) shrinkage towards the zero operator 0 (which maps each RKHS function to the zero function). A common shrinkage target for covariance matrices is the identity matrix -it seems like a natural generalization would be to shrink the covariance operator towards the identity operator (which maps each function in the RKHS to itself). However, the identity operator is not Hilbert-Schmidt (HS) -all its eigenvalues are unity, and hence the sum of squares is infinite -making any linear/convex combination with it also not Hilbert-Schmidt. We discuss another possible target in the future work section.
The oracle S * XY is derived by finding the convex combination of S XY and 0 that minimizes quadratic risk:
First define the constants
Substituting and expanding the objective of the optimization problem, we get:
Differentiating and equating to zero, the optimal value of ρ is ρ =
The oracle operator S * XY has the drawback that it depends on unknown constants β 2 , δ 2 , and we now describe a bonafide estimator by suggesting simple sample estimators for these. δ 2 has the simple plugin estimator
whereK = HKH,L = HLH are centered gram matrices. K, L are the n × n kernel matrices corresponding to k, l i.e. K ij := k(x i , x j ), (y i , y j ) := l(y i , y j ) and H = I − 1 n 11 , where 1 is the vector [1, 1, ..., 1] . β 2 is the variance of the sample covariance operator, which can in turn be estimated by the sample variance of the sample covariance operator (note the extra factor of 1/n since the variance of the sample mean ofφ xi ⊗φ xi is 1/n times the variance ofφ xi ⊗φ xi ):
Then we get a bona fide Ledoit-Wolf estimator that can be calculated from data:
We kept our notation consistent with Ledoit and Wolf [10] to make our results visually similar to theirs. However, our constants α 2 , δ 2 (and their corresponding estimators) are mathematically different from theirs due to a different shrinkage target and the use of kernel gram matrices. Note the use of centered kernel matrixK and not K in our formulae. The shrinkage intensity depends both on the kernel being used and on 1 As often seen in Stein Shrinkage, the estimator 1 − the underlying distribution of points, since the sample and true covariance operator themselves depend on these. However, it is presently unclear qualitatively how these quantities (eg: the decay of kernel eigenvalues) affect the shrinkage intensity and needs further investigation.
The shrinkage intensity β 2 /δ 2 is precisely the relative improvement in average loss, i.e.
Intuitively, if the variance of the sample covariance operator is small, then we wouldn't need to shrink (since S XY would be both unbiased and have low variance). This is exactly the quantity β 2 in the numerator. An important interpretation of the shrunk estimator is achieved via the bias-variance decomposition, since Eq.(3) can be alternately be expanded as
While S = S XY has zero bias and high variance, target S = 0 has high bias and zero variance, and S = S * XY represents the optimal bias-variance tradeoff between the two extremes (a common idea in Stein shrinkage literature [14] ). Below, we see an example of the singular values before and after shrinkage. Notice how, after shrinkage, the singular values are brought closer to the "true" singular values (approximated with n = 5000). LW given in legend. The purple line (5000) remains unchanged, while all the others are shrunk towards zero and are closer to the purple ("truth"), thought the light blue (n=20) is a bit overshrunk (which is expected at small n).
Comparing LW to SCOSE and FCOSE
We summarise some important details of shrunk estimators derived by [15] , before comparing all three estimators qualitatively and quantitatively through detailed simulations.
SCOSE Since the sample covariance operator can be derived as the solution to the optimization problem,
HS
, one can derive a regularized estimator by considering
and the optimal solution (called Simple COvariance Shrinkage Estimator) is
where λ (or the shrinkage intensity) is estimated by leave-one-out cross-validation as
SCOSE bears similarity to LW -by multiplying numerator and denominator by 1/n, ρ S can be rewritten as
which looks very similar to ρ LW = b 2 /d 2 when n is large (though both ρs will be near zero then). Indeed, we shall see that they have very similar performance on most tasks. Hence SCOSE can be seen as an alternative way to interpret or derive the LW estimator, even for covariance matrices.
A subtle issue occurs when b 2 > d 2 and (1 − ρ LW ) + = 0. This is often encountered at small n when
In this case, one can make the observation that
As with LW we should instead rightly use (1 − ρ S ) + , and we get S LW XY = S S XY = 0. An alternate option is to calculate λ CV to minimize LOOCV and if λ CV < 0, to set λ CV = 0. This corresponds to setting S S XY to S XY and not to 0, and is incorrect since λ CV < 0 when S XY is too unreliable.
FCOSE By the representer theorem, the sample covariance operator can alternately be derived by solving
, one can derive a regularized estimator as follows:
and the optimal solution (called Flexible COvariance Shrinkage Estimator) is given by
λ is determined by leave one out cross-validation (LOOCV) -a single eigenvalue decomposition ofK •L costing O(n 3 ) can be done, following which evaluating LOOCV is only O(n 2 ) per λ (see [15] for details). Even though FCOSE is more computationally intensive compared to SCOSE and LW due to cross-validation, since shrinkage is really useful at low sample sizes, it is probably the case that by the time n gets large enough for eigenvalue decompositions to become prohibitively expensive, there is already little need for shrinkage. Note FCOSE applies a nonlinear transformation to S XY , while LW and SCOSE are linear shrinkage methods. Fig.1 was used. ΣXY was approximated from 5000 points, and E was approximated by 1000 experiment repetitions. Takeaways: The improvement for Laplace is more than for Gaussian, the relative gain goes down with n and LW/SCOSE outperform FCOSE.
Kernel Independence Testing
One of the most important recent uses of the cross-covariance operator is in (kernel) independence testing, where we have samples (x i , y i ) from a joint distribution P XY and we want to test H 0 is rejected if the sample statistic is in the right tail of the statistic's null distribution determined by permutation testing, giving rise to a nonparametric test for independence. If a characteristic kernel (see [4] for details) is used, then the test is consistent against any fixed alternative, i.e. HSIC = 0 if and only if X and Y are independent. The experiments in [4] show that HSIC has reasonable power against difficult alternatives. We will show that a better estimator of Σ XY than S XY can improve the power of HSIC. This fact is not obvious -a monotone transformation of HSIC n that is a function solely of HSIC n will not change its quantile in permutation tests and hence cannot improve power. Indeed, we see below that the aforementioned shrinkage methods do lead to non-monotone transformations of HSIC. The top row corresponds to n = 20, and the bottom row has n = 50. Each cross mark corresponds to the value of shrunk and unshrunk HSIC calculated during a single permutation of a permutation test. Visually, all three look like a softthresholding operator -if the unshrunk HSIC is small, it deems it as "noise" and shrinks it to zero. For larger n, it shrinks to zero in a smaller region, and the effect gets more monotone. Shrinking increases power because, under H1, HSIC shrinks less than under H0. This is demonstrated by the right panel, which shows the ratio between the mean real HSIC and the mean 95 percentile HSIC from the permutation test that is used as a threshold for rejecting H0. In other words, for the shrunk estimators the unpermuted HSIC is differentiated better from (since it is shrunk less than) the permuted HSICs. See Appendix Fig.8,9 for more examples.
The familiar reader would have already noticed that the d 2 term in ρ LW was nothing but HSIC. Indeed, even b 2 has an HSIC term lurking in it and the LW-shrunk test statistic S LW XY 2 HS can be simplified as
Note that the larger the HSIC, the lesser the shrinkage. Also, while the shrinkage intensity depends on HSIC, it also depends on another term capturing the mean interaction between all elements of K, L through K,L. One can similarly derive expressions for HSIC when SCOSE and FCOSE are used for shrinkage:
Refer to Fig.3 for visualizing the effect of shrinkage on HSIC in permutation testing (i.e. under H 0 ). Also note that power improves because the effect of shrinkage is different under H 1 (Fig.3 right panel, Fig.8 ).
Simulations for Power
We will draw samples from a non-product distribution multiple (100) times, and for each test statistic we will calculate the power, which is the percentage of times it correctly rejects the null. Refer to the subtext of Fig.4 for detailed analysis. We provide two more examples in the Appendix, Fig.9 . We do not plot SCOSE since we found that it overlaps with LW in most experiments. shows the scatter plot of the distribution being used. In the first example, we fix the number of points and increase the radius of the empty circle in the middle. In the second, we increase the number of points, keeping the orientation angle fixed. The middle panels show the power of shrunk and unshrunk HSICs versus varying radius (top) or sample size (bottom). In each example, the top right panel shows how often shrunk HSIC gets it right when HSIC gets it right (correctly rejects the null) -higher is better and any drop from 1 shows a worsening of shrunk estimators. The bottom right panel shows how often shrunk HSIC gets it right when HSIC makes a mistake (incorrectly fails to reject the null) -higher is better and any rise from 0 shows an improvement for shrunk estimators. From the top right panels, one may conclude that the shrunk HSICs are almost never worse, and from the bottom right panels, we see that they can be significantly better. The middle panels show that you can get improvements in the low power as well as high power regime. Unlike for quadratic risk, FCOSE almost always outperforms LW, with LW sometimes showing smaller improvement.
Understanding FCOSE
While LW is better than FCOSE for minimizing quadratic risk (sometimes far better, see Appendix Fig.  7) , FCOSE seems to typically outperform SCOSE for Kernel PCA reconstruction error, as seen in the experiments of [15] (LW performs similar to SCOSE). Our experimental results suggest that FCOSE is also better for HSIC power (it is never worse than HSIC, and rarely worse than HSIC LW ). Since HSIC is the sum of squared singular values of S XY , it might seem that just shrinking the singular values "optimally" should yield the most improvement in power. However, we conjecture that estimating the singular functions accurately is also important. Unlike FCOSE, LW and SCOSE do not change the eigen (singular) functions of the sample (cross) covariance operator, but only shrink the eigen (singular) values. Fig. 5 has preliminary experiments that suggests FCOSE could possibly result in more stable estimation of singular functions. . The right panels show that over the 100 repeated experiments, the FCOSE error for the singular functions is on average smaller than the unshrunk error, demonstrating its better accuracy in estimating singular vectors. We verified this by calculating the MSE between the unshrunk/shrunk functions and the "truth", i.e. E f1 − f * 1 2
K . MSE of unshrunk estimators of f is 0.5941 and of g is 0.5704, which were larger than MSE of FCOSE for f which was 0.5397, and for g which was 0.5309. See Appendix for more examples.
Conclusion
In this paper we introduced and conducted a study of a novel third family of shrinkage estimators. We demonstrated a very important application of shrinkage, the ability of shrunk test statistics to yield higher power in independence testing. We clearly showed why this initially surprising effect occurs -the permuted test statistics shrunk more than the actual sample statistic. We also gave insights into why FCOSE seems to consistently outperform LW, SCOSE on Kernel PCA and HSIC, even though it has demonstrably worse quadratic risk. We end with some exciting future directions mentioned below.
Non-linear shrinkage and kernel spectra. It seems crucial to figure out the formal connection between the decay of eigenvalues of the kernel, and which kind (linear/nonlinear) of shrinkage works better. Even though shrinkage often helps and rarely hurts, there are indications that non-linear shrinkage methods work better. Alternately, one could find better shrinkage targets, like one with an exponential decay of singular values.
New Estimators It is of interest to investigate the properties of a Flexible Sparse COSE (FS-COSE) that uses β 1 instead of β 2 2 . Since the covariance operator is also trace class, another promising direction could be a Spectrally Sparse COSE (SS-COSE) that we define as:
Shrinking gram matrices K. The LW technique can also be extended to shrinking kernel matrices to get more stable estimates. To see this, note that an estimator of the expected kernel matrix can be achieved by averaging the diagonals and off-diagonals separately. Then, using a similar LW strategy, one can shrink towards several targets, including the zero and the identity matrix, and the expected kernel matrix.
Large-scale Experiments. COCO, NOCCO and HSNIC are important alternatives to HSIC from [16] , [17] . Our preliminary experiments suggest that shrinkage often improves and never worsens the power of these related methods. While we see improvements to different degrees on various metrics, it is still unclear to us the extent to which shrinkage can improve performance of common kernelized ML tasks. A large scale empirical comparision with a variety of kernels, distributions and tasks is called for.
A Two Motivating Examples
When p is comparable or larger than n, the sample covariance matrix is quite a poor estimator of the true covariance matrix, even though it is the maximum likelihood estimator and is asymptotically (as n → ∞ with p fixed) optimal. Since covariance matrices are a special case of kernel covariance operators when a linear kernel is used, that will be our first example, shown in the left plot of Figure 6 .
We drew a varying number of points from a 50-dimensional standard Gaussian distribution (n = 20, 50, 100, 5000, p = 50). For each sample size, we formed the sample covariance matrix, and we calculated the eigenvalues and plot them below (sorted) as a curve for each n. The main message is that at small sample sizes, the sample covariance matrices are poor estimators of the true covariance -the largest eigenvalues are biased upwards, and the smallest are biased downwards, and only at large values of n (like 5000) does the spectrum seem accurate.
For our second example, we drew a varying number of points from a joint distribution which is proportional to a 2-dimensional sinusoid of some arbitrarily chosen frequency (n = 20, 50, 100, 5000, p = 2). For each dimension x and y, we use the Gaussian kernel with the bandwidth parameter chosen by the well-known median heuristic (this detail is of little relevance to the main point of the example, and may be skipped by the unfamiliar reader). For each sample size, we formed the sample cross-covariance operator, calculated the singular values (this operator has at most n non-zero singular values for each n), and plotted the logarithm of the top ten singular values as a curve for each n. In this example, all the leading singular values are heavily overestimated of factors of over 100, and the extremely small ones (beyond the top 10, not plotted) are estimated as zero. 
B The cross-covariance operator as a kernel mean
In [15] , the covariance operator is shown to be a kernel mean on F ⊗ G. Since S Y X := 1 n n i=1φ xi ⊗φ yi , whereφ xi andφ yi are centered versions of φ xi and ϕ yi , we can write S Y X as the kernel mean of the kernel defined by the dot product: Fig.1 was used. ΣXY was approximated from 5000 points, and E was approximated by 1000 experiment repetitions. Takeaways: The improvement for the linear kernel is slightly more than for the polynomial, the relative gain goes down with n and LW/SCOSE outperform FCOSE even more than in the Gaussian and Laplace case (Fig.2) . shows the scatter plot of the distribution being used. In the first example, we fix the spatial frequency (1/3) of a 2D grid and we increase the number of point. In the second, we keep the number of points fixed and tilt the four clusters with an increasing angle. The middle panels show the power of shrunk and unshrunk HSICs versus varying radius (top) or sample size (bottom). In each example, the top right panel shows how often shrunk HSIC gets it right when HSIC gets it right (correctly rejects the null) -higher is better and any drop from 1 shows a worsening of shrunk estimators. The bottom right panel shows how often shrunk HSIC gets it right when HSIC makes a mistake (incorrectly fails to reject the null) -higher is better and any rise from 0 shows an improvement for shrunk estimators. Gray rectangles indicates regions with too few samples to estimate the probability. From the top right panels, one may conclude that the shrunk HSICs are almost never worse, and from the bottom right panels, we see that they can be significantly better. The middle panels show that you can get improvements in the low power as well as high power regime. FCOSE and LW both outperform HSIC in the first case, while in the second only FCOSE with LW showing nearly no improvement. . The right panels show that over the 100 repeated experiments, the FCOSE error for the singular functions is on average smaller than the unshrunk error, demonstrating its better accuracy in estimating singular vectors. We verified this by calculating the MSE between the unshrunk/shrunk functions and the "truth", i.e. E f1 − f * 1
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K . MSE of unshrunk estimators of f is 0.5488 and of g is 0.7286, which were larger than MSE of FCOSE for f which was 0.5207, and for g which was 0.7336. Figure 11 : The left panels shows 30, 1000 samples from the same distribution. In the middle panels, the "true" left and right singular functions f * 1 , g * 1 of ΣXY (Gaussian kernel) are estimated from 1000 points, and plotted in black. Then, from one example of 30 points, we plot the sample left and right singular functions, before (f1, g1, blue) and after (f . The right panels show that over the 100 repeated experiments, the FCOSE error for the singular functions is on average smaller than the unshrunk error, demonstrating its better accuracy in estimating singular vectors. We verified this by calculating the MSE between the unshrunk/shrunk functions and the "truth", i.e. E f1 − f * 1
K . MSE of unshrunk estimators of f is 0.1875 and of g is 0.2429, which were larger than MSE of FCOSE for f which was 0.0816, and for g which was 0.1028.
