Histone acetylation is an evolutionarily conserved phenomenon that can alter chromatin structure and activity. The basic unit of chromatin, the nucleosome, contains two molecules of each of the core histones, H3, H4, H2A, and H2B, wrapped by DNA. Each core histone has a central hydrophobic domain that contributes to the histone-histone and histone-DNA contacts that form the basis of the structural organization of the nucleosome (Luger et al. 1997) . Extending from the nucleosomal core, the charged amino-and carboxy-terminal tail domains of the histones are free to interact with linker DNA, adjacent nucleosomes, and other chromosomal proteins (Zheng and Hayes 2003) . These tail domains can be modified by acetyltransferases, methyltransferases, and kinases, thus altering their chemical characteristics and, consequently, those of the chromatin fiber.
Acetylation of lysine residues by histone acetyltransferases (HATs) is the most prevalent type of histone modification and can be rapidly reversed through the action of histone deacetylases (HDACs). Addition of an acetyl group neutralizes the positive charge of a lysine, and this change in charge can affect the in vitro interactions of histone tails with DNA, adjacent nucleosomes, and other chromatin components, ultimately altering the higher-order folding of chromatin (Tse et al. 1998; Zheng and Hayes 2003) . However, the extent to which such charge-induced structural changes occur in vivo is unclear. A complementary view of the function of acetylation is based on its role in regulating the binding of proteins to the histone tails. It has been shown in genetic and biochemical studies that interactions of certain chromosomal regulatory proteins with histone tails are dependent on the histones' acetylatable lysines (Johnson et al. 1990; Hecht et al. 1995; Jacobson et al. 2000; Corona et al. 2002; Kasten et al. 2004 ). For example, Sir3, a chromosomal regulator that binds to histones and organizes heterochromatin structure in yeast, requires the deacetylation of H4-K16 for its interaction with chromatin (Johnson et al. 1990; Hecht et al. 1995) and preferentially binds to a completely deacetylated H4 amino terminus in vitro (Carmen et al. 2002) . In contrast, proteins containing bromodomains interact preferentially with acetylated histone tails via a conserved hydrophobic pocket within the bromodomain that selectively binds acetyl-lysine residues (Dhalluin et al. 1999) . SANT domains also interact with histones and may prefer to bind unacetylated histone tails, although the structural basis for this discrimination is unknown (Boyer et al. 2002; Yu et al. 2003) . Numerous chromatin remodeling complexes contain at least one bromo-and/or SANT domain, indicating that the regulation of binding by acetylation and deacetylation may be a common mechanism for controlling protein-protein interactions within chromatin. In this paper we will discuss the role of H4-K16 acetylation in yeast heterochromatin and euchromatin as a switch to affect the binding of regulatory proteins to chromatin.
HISTONE H4 ACETYLATION SITES ARE NONREDUNDANT
The lysine residues at positions 5, 8, 12, and 16 (K5, K8, K12, and K16) within the amino-terminal tail of H4 are acetylated in Saccharomyces cerevisiae and all other species examined to date. In yeast, this region of H4 is important for a number of cellular processes including chromatin assembly (Ma et al. 1998) , heterochromatic silencing (Kayne et al. 1988) , activation of inducible genes (Durrin et al. 1991) , repression of basal transcription (Lenfant et al. 1996) , and double-strand break repair (Bird et al. 2002) . In all of these processes, there is a distinction between the roles of sites K5, K8, and K12 (and their acetylation and/or deacetylation) and that of K16. For example, sites K5, K8, and K12 are redundant with each other, but not with K16, for chromatin assembly (Ma et al. 1998) . Correspondingly, mutations in K16 have a uniquely strong effect on repression of heterochromatin at the silent mating loci (Johnson et al. 1990; Megee et al. 1990; Park and Szostak 1990) and telomeres (Aparicio et al. 1991) . The roles for acetylated sites in DNA doublestrand break repair are not well-characterized, but mutants in K5, K8, and K12 behave similarly, while K16 is less important in this process (Bird et al. 2002) . Taken together, these results suggest that K16 has functions that are distinct from the other acetylated sites on H4.
ROLE OF H4-K16 ACETYLATION AND DEACETYLATION IN THE FORMATION AND SPREADING OF TELOMERIC HETEROCHROMATIN
The H4 amino-terminal tail plays an important role in heterochromatic silencing at yeast telomeres and matingtype loci (Kayne et al. 1988; Aparicio et al. 1991) . Mutations of individual lysine residues in the H4 tail show that, of the four acetylated sites, K16 is critical for silencing whereas K5, K8, and K12 are much less important (Kayne et al. 1988; Johnson et al. 1990; Megee et al. 1990; Park and Szostak 1990) . The H4 amino terminus, and K16 in particular, is required for the binding of Sir3, one of the components of the SIR (silent information regulator) silencing complex that spreads from initiation sites to form heterochromatin (Johnson et al. 1990; Hecht et al. 1996) . At the right arm of chromosome VI, the spreading of the SIR complex extends only as far as ~3 kilobases from the telomere, despite the absence of a discrete DNA boundary element. In fact, specific changes in chromatin components, both within the telomeric heterochromatin and in the subtelomeric euchromatin, regulate the extent of spreading of the SIR proteins from the telomeres into the subtelomeric chromatin (van Leeuwen et al. 2002; Kristjuhan et al. 2003; Ladurner et al. 2003; Meneghini et al. 2003; Ng et al. 2003) . One such change is the deacetylation (in telomeric heterochromatin) and acetylation (in subtelomeric euchromatin) of K16 by the Sir2 HDAC and Sas2 HAT, respectively (Kimura et al. 2002; Suka et al. 2002) . The role of H4-K16 in initiation and spreading of telomeric heterochromatin is illustrated in Figure 1 .
K16 is part of a larger stretch of basic amino acids (residues 16-19) that are required for Sir3 binding in vivo and in vitro (Johnson et al. 1990; Hecht et al. 1995 Hecht et al. , 1996 . The charge of K16 is crucial, since substitution with an uncharged residue or increased acetylation of K16 reduces Sir3 binding to the H4 amino terminus (Johnson et al. 1990; Carmen et al. 2002; Kimura et al. 2002) . In this context, K16 acetylation and deacetylation may function as an electrostatic switch that prevents or enables binding of Sir3 to a larger domain and thus controls the formation and boundaries of heterochromatin.
GLOBAL H4-K16 ACETYLATION
Heterochromatin accounts for a relatively small proportion of the yeast genome (if the amount of heterochromatin at chromosome VI-R is indicative of other chromosomes). However, H4-K16 acetylation is a highly abundant modification, with ~80% of histone H4 molecules having an acetyl group on K16 (Clarke et al. 1993; Smith et al. 2003) . The function of K16 acetylation is therefore unlikely to be restricted to the formation of a boundary between telomeric heterochromatin and euchromatin. Indeed, in Drosophila, H4-K16 acetylation plays a key role in transcriptional activation of the male X chromosome for dosage compensation (Akhtar and Becker 2000) . In yeast, K16 may similarly modulate transcription regulation in euchromatic regions. It is known that the acetylation sites at the amino terminus of H4 are required for the activation of a number of inducible promoters (Durrin et al. 1991 ) and for the steady-state expression of many genes (Sabet et al. 2003) , but the specific role of K16 in transcription is otherwise unclear. As part of a systematic analysis of the acetylation status of lysines in the four core histones, we have obtained information about the genome-wide acetylation profile of 11 of these sites, including K16. This information has allowed us to examine the relationships between the acetylated sites and between each site and transcriptional activity (Kurdistani et al. 2004 ).
PATTERNS OF HISTONE ACETYLATION THROUGHOUT THE GENOME
The development of antibodies that are highly specific to each acetylated lysine has allowed us to examine the relative acetylation levels of specific sites at a number of heterochromatic and euchromatic loci by chromatin immunoprecipitation (ChIP) Wu et al. 2001) . Moreover, the fusion of ChIP analysis and microarrays (Ren et al. 2000; Iyer et al. 2001 ) has enabled genome-wide studies of the targets of histone deacetylases in yeast and, most recently, of the patterns of acetylation in wild-type cells (Kurdistani et al. , 2004 Robyr et al. 2002) .
Using antibodies specific for 11 different acetylated lysines on the four core histones, we isolated fragments of DNA cross-linked to histones acetylated on particular sites. These DNA fragments were then amplified and used to probe microarrays spotted with either 6200 open reading fames (ORFs) or 6700 intergenic regions (IGRs) from the yeast genome. We analyzed genomic loci for which we had data for all 11 acetylated sites. In addition Figure 1 . Initiation and spreading of telomeric heterochromatin and its regulation by H4-K16 (de)acetylation. Rap1 determines where heterochromatin initiates by binding to cis-acting DNA sequences and recruiting Sir4. This step is independent of H4-K16, but all subsequent events require the unacetylated K16 residue (Hoppe et al. 2002; Luo et al. 2002) . These events include recruitment of Sir2 and Sir3 to the initiation site and subsequent spreading of Sir2, Sir3, and Sir4 along the chromosome. The nucleosomes are shown as black circles, with the H4 amino termini extending from them. The interaction between Sir3 and the histones requires H4-K16 deacetylation, which is achieved through the action of Sir2. The acetylation of H4-K16 (orange circles) by Sas2 prevents Sir protein binding and therefore establishes a boundary to the spreading of heterochromatin.
with H3-K18 (Fig. 2F ). H4-K16 acetylation correlates best with the other two H4 sites that were examined, K8 and K12 (Fig. 2C) , although after variance normalization it is clear that K16 acetylation correlates poorly even with these two sites (Fig. 2F) , mirroring the discrete functions of K16 and the other H4 acetylation sites. We believe that the high correlations we see before variance normalization are due to the pervasive global acetylation and deacetylation of lysines (Kuo et al. 2000; Vogelauer et al. 2000; Waterborg 2001 ), which would mask smaller local changes given the low resolution of the current generation of DNA microarrays.
ACETYLATION AND TRANSCRIPTIONAL ACTIVITY
Historically, hyperacetylation has been associated with transcription, while inactive regions have been characterized as hypoacetylated. This view is too simplistic, however, given the finding that the HDAC Hos2 acts preferto comparing the acetylation levels of individual lysines, we variance-normalized the data across the acetylation sites to compare relative acetylation levels of each lysine to all other lysines (for a more detailed description of methods and normalization procedures, see Kurdistani et al. 2004) . Variance normalization emphasizes the local relationship among the various lysines rather than the more global (background) acetylation levels.
The correlation values obtained, before and after variance normalization, when the 11 acetylated sites were compared in a pair-wise manner are shown in Figure 2 . Overall, acetylated lysines are positively correlated with each other. This means that, for a particular genomic region, if a single site is acetylated the probability of acetylation at other sites is high. In contrast to this general trend, the acetylation of H4-K16 has a distinctly lower correlation with other sites ( Fig. 2A-C) , and it is evident after variance normalization that H4-K16 acetylation is, in fact, negatively correlated with most other sites (Fig.  2D-F) . In particular, H4-K16 is strongly anticorrelated entially on the coding regions of active genes genomewide, and is, in fact, required for gene activation . In order to assess how acetylation of particular lysines is correlated with gene expression, we compared our acetylation data with data on the transcriptional activity of genes throughout the genome under the experimental conditions we used (Causton et al. 2001 ). For both IGRs and ORFs, we conclude that the sites for which acetylation is best correlated with gene activity are on H3 (K18, followed by K9 and K27; Fig. 3A,B) . Acetylation of lysines on H2A, H2B, and H4, on the other hand, show either a low or negative correlation with transcription. Notably, the acetylation of H2B sites K11 and K16, as well as H4-K16, shows a marked anticorrelation with active genes, lending further weight to the idea that deacetylation, as well as acetylation, can be important for normal gene activity.
GENE CLUSTERS WITH SIGNATURE ACETYLATION PATTERNS
The above correlations compare acetylation states for individual lysines with gene expression throughout the genome. The positive and negative correlations between acetylation sites and gene activity suggest that combinations of acetylated and deacetylated lysines may generate distinct modification patterns, each of which may be common to genes with related functions. To address this question systematically and without bias, we applied the k-means partitional clustering method (Hartigan 1975) to the variance-normalized acetylation data. Each IGR or ORF is included in only one cluster, based solely on the similarity of its acetylation patterns to other cluster members (Fig. 4A,C) . In any one cluster, the correlation between patterns of acetylation for genes is 0.7 or higher. In this manner, we identified 53 and 68 groups of genes from IGRs and ORFs, respectively. Examination of the average acetylation patterns of the IGR clusters reveals a diverse array of acetylation patterns on the promoter regions. Remarkably, independent clustering of the ORF acetylation data also uncovered groups of genes with patterns as diverse as those of IGRs. We have shown by four different criteria that the genes in the acetylation clusters are biologically related to each other. Genes in the same cluster show significant coexpression, are significantly grouped within the same functional classes or physiological processes, have common upstream DNA sequence motifs, and show significant enrichment for binding of particular transcription factors (Kurdistani et al. 2004) .
We find that the whole-genome relationships between individual lysines and their correlations to gene activity are further amplified in the acetylation clusters. This is perhaps due to the fact that these clusters are comprised of biologically cohesive groups of genes, and thus have a better signal to noise ratio. For instance, we find that H4-K16 is hypoacetylated and H3-K18 is hyperacetylated in IGR cluster 1 and, conversely, in IGR cluster 30, H3-K18 is hypoacetylated and H4-K186 is hyperacetylated (Fig.  4B) . Consistent with the genome-wide correlations, cluster 1 is highly expressed whereas cluster 30 is highly repressed under the conditions of growth used. The same is true for ORF clusters 1 and 6 (Fig. 4D) . In fact, the inverse acetylation states of H4-K16 and H3-K18 are correlated strongly with expression state for a number of different clusters, indicating that, both globally and in the identified clusters, H3-K18 and H4-K16 are acetylated in an inverse manner with respect to each other. Therefore, for many clusters, the acetylation state of these sites can be a mark for transcriptional status. It will be interesting to determine whether such a mark exists in other eukaryotes as well.
HOW IS K16 ACETYLATION REGULATED DURING GENE ACTIVITY?
The acetylation and deacetylation of H4-K16 must be achieved by the enzymes that show specificity for this site within H4, making Esa1and Sas2 the candidate HATs and Rpd3 and Hos2 the potential HDACs that target K16 in euchromatin (Allard et al. 1999; Kimura et al. 2002; Robyr et al. 2002; Suka et al. 2002) . Rpd3 can be recruited to promoters by transcription factors such as Ume6, but also binds and deacetylates chromatin globally (Vogelauer et al. 2000; Kurdistani et al. 2002) . Hos2, on the other hand, acts primarily on the coding region of active genes . While Rpd3 is strongly required for the deacetylation of H4-K5, K8, and K12, Rpd3 deletion has the least effect on H4-K16 . Interestingly, the effect of Hos2 deletion on K16 acetylation is greater than that of Rpd3 . Since Hos2 acts on active coding regions, we must consider the possibility that this enzyme is responsible for the observed underacetylation of K16 on active genes genome-wide. Conversely, by acetylating K16, Esa1 and/or Sas2 may negatively regulate gene activity.
ACETYLATION OF THE HISTONE H4 TAIL AND BDF1 BINDING
The acetylation microarrays give us a picture of the genome-wide patterns of acetylation in logarithmically growing yeast cells. We wondered whether this information could be used to predict the binding preferences of chromatin proteins whose interaction with histones is affected by acetylation. Because the bromodomain has been identified as an acetyl-lysine binding domain, we looked at the genome-wide binding of Bdf1, a chromosomal protein that has two bromodomains and that binds preferentially to increasingly acetylated isoforms of H4 in vitro (Chua and Roeder 1995; Ladurner et al. 2003; Matangkasombut and Buratowski 2003) .
Comparison of the binding profile of HA-tagged Bdf1 to the individual acetylation sites indicates that Bdf1 binding correlates positively with acetylation at all sites examined (Fig. 5A) . The poorest correlation was with H4-K16 acetylation on ORFs. When the acetylation levels of the 11 lysines are normalized to each other (variance-normalized) and then compared to the genome-wide Bdf1 binding, the correlation with most sites remained positive, apart from H3-K9 and K27, H2B-K11, and H4-K16. Relative acetylation of H4-K16 showed the strongest anticorrelation with Bdf1 binding (Fig. 5B) .
Since Bdf1 is known to interact with the acetylated H4 tail, we looked in vivo at the consequences of point mutations in the H4 tail on Bdf1 binding (Fig. 5C,D) . We found that mutation of K12 to arginine reduced binding at three out of the four promoters tested, arguing that, as predicted from the in vitro data, acetylation of H4-K12 is important for Bdf1 binding. In contrast, mutation of K16 to arginine had little effect on Bdf1 binding, suggesting that K16 acetylation is not required for Bdf1 binding at these promoters. In fact, substitution of K16 by glutamine (approximating the acetylated state) strongly reduced binding of Bdf1 to the four promoters in vivo. We conclude that optimal binding of Bdf1 to these promoters requires a positive charge at H4 site K16, indicating that the specific deacetylation of K16 may enhance Bdf1 binding to the otherwise acetylated H4 tail.
H4-K16 ACETYLATION/DEACETYLATION IS A SWITCH FOR PROTEIN BINDING
The amino terminus of H4 can be bound by a number of chromosomal proteins, and the acetylation status of K16 is a key regulator of these interactions. In most cases documented so far, deacetylation of K16 is a prerequisite for protein binding, but this deacetylation can affect binding to different subdomains in the H4 tail (Fig. 6) . Sir3 binds the region carboxy-terminal to unacetylated K16 in the histone H4 tail (Fig. 6A) . This region consists of a highly basic region (residues 16-19) and a relatively un- charged domain (residues 21-29), both of which are required for Sir3 binding in vivo and in vitro (Johnson et al. 1990 (Johnson et al. , 1992 Hecht et al. 1995 Hecht et al. , 1996 . The Drosophila remodeling factor ISWI has similar binding characteristics to Sir3. ISWI is also dependent on residues 16-19 of the H4 tail for its interaction with chromatin (Hamiche et al. 2001; Clapier et al. 2002) and acetylation of K16 reduces the ATPase activity of ISWI (Fig. 6B) Corona et al. 2002) . The SLIDE (SANT-like-ISWI-domain) is responsible for the interaction between ISWI and this region of H4 (Grune et al. 2003) . Unexpectedly, K16 deacetylation is also favorable for the binding of the euchromatic bromodomain protein Bdf1. In this case, however, the acetylation of the other H4 amino-terminal lysines is also critical, indicating that K16 acetylation status may be important for the binding of Bdf1 to the region that is amino-terminal to K16 (Fig.  6C) . Because the deacetylation of K16 is important for Sir3, ISWI, and Bdf1 binding, it is possible that K16 deacetylation enhances the accessibility of the entire amino terminus of H4 in vivo, while acetylation of K16 restricts access. However, at least one protein is known to depend on K16 acetylation for its interaction with the H4 amino terminus. The crystal structure of the Gcn5 bromodomain complexed with residues 15-29 of H4 shows that Gcn5 makes contacts with the same region of the H4 tail involved in Sir3 binding (Owen et al. 2000) , but K16 acetylation is favorable for binding in this case (Fig. 6D ). It will be interesting to see if Gcn5, or other factors, rely on K16 acetylation in order to interact with the H4 aminoterminal tail in vivo. In conclusion, the acetylation state of H4-K16 may act a switch that determines the binding of numerous regulatory factors to different H4 regions, amino-or carboxyterminal to K16. The ability of K16 acetylation and deacetylation to affect multiple protein interactions with the H4 amino terminus may explain the unique status of K16 in the regulation of both heterochromatin and euchromatin.
