Controlling ligand-mediated exchange interactions in periodically driven
  magnetic materials by Chaudhary, Swati et al.
Controlling ligand-mediated exchange interactions in periodically driven magnetic
materials
Swati Chaudhary,1 Alon Ron,2 David Hsieh,1 and Gil Refael1
1Department of Physics and Institute for Quantum Information and Matter,
California Institute of Technology, Pasadena, California 91125, USA
2Raymond and Beverly Sackler School of Physics and Astronomy, Tel-Aviv University, Tel Aviv, 69978, Israel
A periodic drive could alter the effective exchange interactions in magnetic materials. Here,
we explore how exchange pathways affect the effective interactions of periodically driven magnetic
materials. Aiming to apply Floquet engineering methods to two-dimensional magnetic materials,
we consider realistic models and discuss the effect of a periodic drive on ligand-mediated exchange
interactions. We show that depending on bond angles and the number of ligand ions involved in
the exchange process, drive-induced changes can be very different from those calculated from direct-
hopping models considered earlier. We study these effects and find that the presence of ligand
ions must be taken into account, especially for TMTCs where ligand ion mediated next-neighbor
interactions play a crucial role in determining the magnetic ground state of the system.
I. INTRODUCTION
Periodic drives have been used extensively to tailor the
properties of the hamiltonians for ultracold gases in opti-
cal lattices, ranging from the generation of artificial gauge
fields for neutral atoms in optical lattices to many body
localization [1–47]. The evolution of such periodically-
driven systems can be described by an effective time-
independent hamiltonian using Floquet theory [48]. The
properties of this effective hamiltonian can be controlled
by changing the drive parameters like its frequency, am-
plitude etc. Extending these methods to quantum ma-
terials seems very promising as it may allow us to real-
ize new states of matter and manipulate the electronic
and magnetic properties of these materials on demand
[49, 50].
Previously, several works studied light-induced
changes in the magnetic properties of transition met-
als compounds [51–62]. Recent works [53–61] have
demonstrated the possibility of using periodic drives for
manipulating the exchange interactions in extended anti-
ferromagnetic (AFM) Mott insulators. These results can
be applied to many transition metal (TM) compounds.
Transition metal trichalcogenide (TMTC) monolayers
are one of the prime candidates, where periodic drive
could lead to interesting results. As shown in Ref. [63],
the magnetic properties of such monolayers are very
well described by the Heisenberg model on a honeycomb
lattice with up to third nearest-neighbor interactions.
Motivated by these materials, we study the effects of
the periodic drive on a Fermi-Hubbard Model(FHM)
on a honeycomb lattice, and study how the magnetic
coupling strength can be modified by tuning different
drive parameters. We further explore the consequences
of the ligand ions and study how the changes in mag-
netic coupling strength depend not only on the drive
parameters, but also on the bond angles and the orbital
orientation of these intermediary ions.
II. PERIODICALLY DRIVEN FERMI
HUBBARD MODEL
We study the effect of a periodic drive on the exchange
interactions using a periodically driven Fermi Hubbard
model (FHM) in the Mott regime at half-filling. Let us
first review this model.
A. Review : Toy Model for AFM coupling
renormalization due to photo-modified tunneling
In the presence of a time-dependent electric field, the
full Hamiltonian of the Fermi-Hubbard model is given
by:
H = −t
∑
<i,j>
c†iσcjσ+h.c+U
∑
i
ni↑ni↓+eE·
∑
i,σ
niσrj cos(ωt).
(1)
After Peierls substitution, it becomes:
H ′ = −t
∑
<i,j>
e
i
[
eE·(rj−ri)
ω sin(ωt)
]
c†iσcjσ+h.c+HU = H
′
t+HU .
(2)
In the limit U  t, and for a non-resonant drive, the
exchange coupling is given by:
J ′i = JiU
∞∑
n=−∞
1
U + nω
Jn(ζi)2, (3)
where, Ji =
4t2
U is the magnetic coupling strength for the
undriven case, Jn denotes nth order Bessel function, and
drive parameter
ζi =
eE ·∆ri
ω
, (4)
where ∆ri is the displacement between i
th neighbors. In
the presence of this periodic drive, spin exchange interac-
tions are affected mainly due to two factors: (a) change
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FIG. 1. Periodic drive effect on magnetic coupling.
Changes in the spin exchange interaction energy for different
neighbors as a function of the drive parameter ζ0 (in terms
of E field magnitude, one unit on this scale can be read as
1V/A˚) for two different values of U/ω. The changes are larger
for smaller values of U/ω as expected from Eq. 3.
in the hopping parameter due to photon-assisted tun-
neling, and (b) virtual excitations between different Flo-
quet sectors. The effective spin exchange interactions
can thus be controlled by changing the frequency, polar-
ization or intensity of the laser. Previous works [53–58]
have studied the periodically driven FHM extensively for
both near-resonant and off-resonant cases. The above ex-
pression in Eq. (3) is valid only for a non-resonant drive
where doublon sectors are well separated in energy from
the single occupation sector. Near-resonant drive can be
handled using a somewhat similar machinery of Floquet
formalism as shown in Ref. [56] but in certain cases, real
doublon-holon pairs can significantly affect the exchange
interactions [64].
B. Driven FHM on Honeycomb lattice
We are interested in controlling the properties of mag-
netic materials using light, and monolayer magnetic ma-
terials, e.g TMTC monolayers, provide a suitable plat-
form for our exploration. The magnetic structure of these
2D magnetic materials is captured by the Heisenberg
model on a honeycomb lattice with up to third near-
est neighbor interactions. It exhibits numerous ground
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FIG. 2. Magnetic ground state of effective Hamilto-
nian. (a) Change in the magnetic coupling strength ratio as
a function of the drive parameter, and (b) same change shown
by a red arrow on the phase diagram [63].
states depending on the relative signs and values of dif-
ferent neighbor exchange interactions [63]. So, before
proceeding further, we briefly consider the effects of a
non-resonant periodic drive on the exchange interactions
in this model.
Consider the Fermi-Hubbard Model on a honeycomb
lattice with up to third nearest neighbor hopping:
H =HU +Ht = U
∑
i
nˆi↑nˆi↓ +
∑
〈i,j〉σ
t1c
†
riσ
crjσ
+
∑
〈〈i,j,σ〉〉
t2c
†
riσ
crjσ +
∑
〈〈〈i,j〉〉〉
t3c
†
riσ
crjσ + h.c
(5)
where U  ti. Adding a circularly polarized light beam
gives rise to the following periodic drive:
H ′(t) =
∑
i
eE0(cosωt xˆ+ sinωt yˆ) · rinˆi (6)
which results in a direction-independent modification of
exchange interactions.
In the presence of this drive, the magnetic coupling
strength between ith neighbors is given by an expres-
sion similar to Eq. (3) with t replaced by ti, and the
3changes with drive parameter ζ0 =
eE0a
ω , where E0 is the
electric field amplitude, e is the electron charge and ω
is the frequency of drive measured in units of eV, and
a is the separation between the nearest neighbors on a
honeycomb lattice, are shown in Fig. 1. This drive pa-
rameter is dimensionless. In most of the cases, a ≈ 1A˚
and ω ≈ 1eV , and thus ζ = 1, roughly corresponds to an
electric field amplitude of 1V/A˚, i.e 100MV/cm. The
changes in the coupling strength depend on both the
drive parameter ζ0, and the ratio U/ω. The main con-
tribution in Eq. (3) comes from those values of n which
are close to U/ω. Roughly speaking, this change in the
coupling constant behaves in the same manner as Jn(ζi),
and thus for large values of U/ω, the renormalization
factor peaks at a higher value of the drive parameter,
and its amplitude is also smaller as we notice in Fig. 1.
This model is particularly interesting because depending
on the drive parameter, the ground state of the effective
time-independent hamiltonian can be very different from
the undriven case as shown in Fig. 2.
III. APPLICATIONS TO MATERIALS WITH
LIGAND MEDIATED MAGNETIC
INTERACTIONS
Most of the previous works [53–58] on the periodically
driven FHM assumed direct hopping between two metal
sites. In TM compounds spin-exchange interactions are
mostly mediated by ligand ions as shown in Fig. 3 for
TMTC monolayers [63], and thus the exchange coupling
depends on factors like bond lengths, bond angles, and
the nature of orbitals involved in the exchange process.
There are usually multiple pathways available for spin-
exchange processes between two metal sites. Particularly
for TMTC monolayers [63], the nearest neighbor inter-
actions occur via direct hopping or via one ligand ion,
second and third nearest neighbor interactions involve
indirect hopping mediated by two ligand ions as shown
in Fig. 3. In order to provide a more precise estimate of
the change in coupling strength, one must take these fac-
tors into account. Below, we explore the consequences of
periodic drive for different cases, and contrast them with
the periodic drive effects for the direct-hopping case.
Case 1 : AF coupling via one intermediate ion with
only one orbital
Consider a simple two-site model with one spin on each
site, and with a non-magnetic (ligand) ion between the
two metal sites, which mediates the spin exchange be-
tween two spins located at metal sites as shown in Fig. 4.
This model can be described the following Hamiltonian:
H = −
∑
i=1,2,σ
tc†iσcAσ+h.c +EA(nˆA−2)+U
∑
i=1,2
nˆi↑nˆi↓,
(7)
where i denotes the metals sites, A denotes the orbitals
of non magnetic ions involved in the exchange process
and its electronic energy EA is negative, and the on-site
interaction on metal sites is U . For the undriven case,
the magnetic coupling strength is given by:
J=4t4
(
1
(Ed)2U
+
1
(Ed)3
)
, (8)
where Ed = |EA|+U is the energy of those virtual states
where one electron has been transferred from the ligand
orbital A to the metal ion [65]. Now, we apply a uniform
AC electric field which adds an extra term Hp to above
Hamiltonian where,
Hp = −
∑
i
eE(t) · rinˆi + eE(t) · rAnˆA (9)
and E(t) = E0(cosωt xˆ + sinωt yˆ). Using fourth order
perturbation theory, we show that in the non-resonant
case, the new coupling strength is modified as follows:
Jex = 4t
4
∑
m1,n1,n
1
2(Ed + n1ω)(Ed +m1ω)(Ed +
n
2ω)
(cos(2(n1 −m1)α)Jm1(ζ1)Jn1(ζ1)Jn1−n(ζ1)Jm1−n(ζ1)+
cos(2(n−m1 − n1)α)Jn1(ζ1)Jm1(ζ2)Jn1−n(ζ1)Jm1−n(ζ2))
+
1
(Ed + n1ω)(Ed +m1ω)(U + nω)
(cos(2(n1 −m1)α)Jm1(ζ1)Jn1(ζ1)Jn1−n(ζ2)Jm1−n(ζ2))
(10)
where ζ1 = −ζ2 = ζ02 cosα , and ζ0 = eE0aω . The resulting
magnetic coupling strength is shown in Fig. 5 for differ-
ent values of charge transfer gap Ed. We notice that the
observed changes do not differ significantly from the di-
rect hopping case if Ed  U but the changes for Ed ≈ U
can be much different.
In addition to the charge transfer gap, Jex also de-
pends on the bond angle α in Fig. 4, which is usually
close to zero for AF coupling in most cases. In most of
the transition metal compounds, only p type orbitals of
the ligand ion are involved in this superexchange mecha-
nism, and thus both metal sites should have finite overlap
with the same orbital which is possible only if bond an-
gle is very small. We study the effect of periodic drive on
magnetic coupling for different bond angles. As shown in
Fig. 6, the changes in magnetic coupling strength follows
the same trend as the direct hopping case approaches the
same value when Ed increases and α 1 .
Case 2 : Effect of a periodic drive on FM coupling
mediated by a ligand ion
In some cases, the ligand ion can also mediate FM in-
teractions. When the spin exchange between two metal
sites is not allowed but the two spins can still hop to two
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FIG. 3. Exchange Pathways in TMTC monolayers. Top view of single layer metal phosphorus trichalcogenides (MPX3)
illustrating different paths responsible for spin exchange interaction (a) Nearest neighbor interactions J1 can occur via direct
hopping or via one ligand ion (b) Second nearest neighbor interactions are mediated by two intermediate ions, and there are
five paths available for spin exchange (c) Third nearest neighbor interactions occur via two intermediate ions and both belong
to the same plane.
FIG. 4. AF coupling via one ligand ion. Spin exchange
between two sites(denoted by i) with one spin on each via
orbital A of the ligand ion. There is no direct hopping between
two metal sites, but the spin can hop between metal site and
the orbital A for very small values of bond angle α. This
superexchange mediated by a non-magnetic ion gives rise to
AF interactions between two spins at sites denoted by i.
different ligand orbitals of the same ligand ion, then due
to Hund’s coupling, two spins align in the same direction.
Even in this situation, the magnetic coupling strength de-
pends on the hopping parameter, and thus can be tuned
by a periodic drive to a certain extent. Consider a toy
model shown in Fig. 7 with two TM ions (M) at sites
i = 1 and i = 2, and a ligand ion (X) with two degener-
ate orbitals namely A and B described by Hamiltonian:
H =U
∑
i=1,2
nˆi↑nˆi↓ + JH
∑
α=A,B,
α 6=α′
c†α↑c
†
α′↓cα↓cα′↑+
∑
α={A,B},
σ={↑,↓}
EAnˆασ −
∑
i={1,2},
α={A,B}
tiα(c
†
iσcασ + c
†
ασciσ)
(11)
where JH is Hund’s coupling and the hopping parame-
ters, t1A = t2B = t, and t2A = t1B = 0 as the spins at
i = 1, and at i = 2 hop to orbitals A and B respectively.
In the presence of a circularly polarized light, the mag-
netic coupling strength is given by:
J = t4
∑
m1,n1,n
4JH
(Ed +m1ω)(Ed + n1ω)((2Ed + nω)2 − J2H)
(cos(2(m1 − n1)α)Jn1(ζ1a)Jm1(ζ1a)Jn−n1(ζ2b)
Jn−m1(ζ2b) + cos(2(n−m1 − n1)α)Jn1(ζ1a)
Jm1(ζ2b)Jn−n1(ζ2b)Jn−m1(ζ1a))
(12)
where Ed = U − EA, ζ1a = −ζ2b = ζ02 cosα , with ζ0 =
eE0a/ω, a is the separation between two TM ions and
α is the angle between the line joining the two TM ions
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FIG. 5. Effect of charge transfer gap. Changes in AFM
coupling as a function of drive parameter for different values
of charge transfer gap Ed, when the ligand ion lies at the line
joining the two TM ions. The qualitative behavior of renor-
malized coupling is independent of Ed, but the quantitative
predictions start to differ significantly as Ed decreases.
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FIG. 6. Effect of bond angle. Change in AF coupling as a
function of drive parameter for different values of bond angle
α in Fig. (4). This change follows the same trend as the direct
hopping case, and approaches the direct hopping limit when
Ed  U, α→ 0.
and the projection of M-X bond on the plane contain-
ing these TM ions. We are using a circularly polarized
drive to introduce a direction-independent modification
of exchange interactions. As shown in Fig. 8, the change
in FM interaction is sensitive to bond angle α and start
to increase with the bond angle. Also, these changes are
more significant when the charge transfer gap and drive
frequency are of the same order.
Case 3: Effect of periodic drive on AF coupling
mediated by two intermediate ligand ions
In some materials, especially in TMTC monolayers,
second and third nearest neighbor interactions play a
very important role in deciding the magnetic ground
state. This kind of interactions are allowed only due to
the presence of two or more intermediate ions available
i=1 i=2
M
X
A
B
t t
FIG. 7. FM coupling via two orbitals of the ligand ion.
FM interactions between spins mediated by a non-magnetic
ion with two orbitals shown in different shades of blue. The
electrons from each orbital of the ligand ion can hop to only
one metal ion site so the intermediate state with same spin
in two orbitals of the ligand ion is preferred due to Hund’s
coupling. This favors the parallel arrangement of the two
spins at metal sites.
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FIG. 8. Effect of bond angle. Change in FM interactions as
a function of drive parameter ζ0 for charge transfer gap Ed =
5eV (dashed lines) and Ed = 10eV (solid lines) for different
values of angle α, where α is the angle between the line joining
the two TM ions and the projection of M-X bond on the plane
containing these TM ions. In this case, changes depend on
angle α and charge-transfer gap Ed.
for spin exchange as shown in Fig. 3. In such cases, the
effect of a periodic drive can be expected to be very dif-
ferent from the direct hopping case. We consider the toy
model shown in Fig. 9, where the electron at site i = 1
can hop to orbital A, the electron at other metals site can
hop to orbital B of the different ligand ion, and hopping
between orbitals A and B is allowed. It can be described
6by the following hamiltonian:
H = U
∑
i
nˆi↑nˆi↓ −
∑
i={1,2},
α={A,B},
σ={↑,↓}
tiαc
†
iσcασ + h.c + EA(nˆA − 2)
+ EB(nˆB − 2)− tAB(c†AσcBσ + c†BσcAσ),
(13)
where, EA and EB are the electronic energies of the or-
bitals A and B of the ligand ions, tiα denotes the hopping
parameter between orbital α of the ligand ion and metal
site i, and t1A = t2B = t, while t1B = t2A = 0. Since
in most cases, all ligand ions are similar so here we as-
sume EA = EB . In the presence of a circularly polarized
EM field, we calculate the changes in the effective spin-
exchange interactions and observe that bond angles play
a very important role as shown in Fig. 10.
β
⍺2⍺1
A
B
i=1 i=2
FIG. 9. AF coupling via two ligand ions. AF coupling
between two spins mediated by two ligand ions where no di-
rect hopping is allowed between two metal sites. This system
is represented by the hamiltonian in Eq. (13).
0 1 2 3 4 5 6 7 8 9
ζ0
2
1
0
1
2
J
′ i/
J
i
U= 5. 0eV, ω= 1. 1eV, ∆pd = 15eV, β= 0, α2 =α1
direct hopping
α1 = 0
α1 = pi/10
α1 = pi/5
α1 = pi/4
FIG. 10. Effect of bond angles. Change in AF coupling
strength as a function of drive parameter ζ0 =
eEa
ω
, where a
is the separation between two magnetic ions and the spin ex-
change is mediated by two intermediate ions in the presence
of a periodic drive. This is one of the most important spin ex-
change pathway in TMTC monolayer, and the changes in spin
exchange interactions are very different from direct hopping
case.
Although Floquet engineering of the spin exchange in-
teractions looks very promising, and changes in the effec-
tive spin exchange interactions have been demonstrated
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FIG. 11. Effect of ligands on modified magnetic cou-
pling in MnPS3. Changes in magnetic coupling strength
for the second nearest-neighbor (i = 2) and third nearest
neighbor (i = 3) as a function of drive parameter ζ0 =
eEa
ω
,
where a is the distance between nearest-neighbor Mn ions
(Here, a ≈ 3A˚ and ω ≈ 1eV , so electric field E ≈ ζ0
3
eV/A˚).
We compare the results from a direct hopping model (Fig. 1)
with a more realistic model with ligand ions. These changes
were calculated mainly for MnPS3 in Neel state for the bond
parameters taken from Ref. [68]. For the second nearest neigh-
bor case, spin exchange occurs via two different pathways: one
involves the two X atoms attached to the same P atom while
the other one occurs via two X atoms attached to different P
atoms. For the purpose of this calculation, we focused on the
first case.
in some cold atom experiments [66, 67], in real materi-
als, we need very large E fields (of the order of 1V/A˚) to
make any significant changes, and we need to take into
account the microscopic details of the spin exchange pro-
cesses. In most cases, there are more than one compet-
ing mechanisms, and quantitatively precise predictions
can be made only if the relative contributions from dif-
ferent exchange pathways are known a priori. Indeed,
we find that the presence of intermediary ions can not
be neglected, and must be taken into account, especially
for materials like TMTCs where even the third nearest
neighbor interactions play a crucial role in determining
the magnetic ground state of the system. This section
provided us an estimate of how depending on the ex-
change mechanism, changes in the magnetic coupling
strength can be very different from the direct hopping
case.
7Implications for TMTC monolayers
The effect of ligand ions on the magnetic coupling
renormalization depends on the material properties like
bond length, bond angle and charge transfer gap. For
TMTC monolayers, the ligand ions mainly affect the sec-
ond and third nearest neighbor interactions (Fig. 3). As
a result, the analysis shown in Fig. 1 and Fig. 2, where we
assumed that all spin exchange processes were occurring
as a result of direct hopping would be affected. In Fig. 11,
we plot the changes in magnetic coupling strength for
MnPS3 by taking into account the different exchange
mechanism and compare it to the direct-hopping case.
We notice that, depending on the frequency, in certain
cases even the qualitative behavior can be drastically dif-
ferent, for, e.g, when the drive frequency is ω = 1.1eV ,
the second and third nearest-neighbor interactions, J2
and J3, change sign at some values of the drive parame-
ter for direct-hopping, but they remain positive when the
ligand ions are taken into account. This deviation from
the results of direct-hopping model is significant as the
ground state of the effective Floquet hamiltonian has a
very different magnetic order (Fig. 2) for the above two
situations.
IV. CONCLUSIONS
We studied the consequences of a periodic drive on the
ligand mediated spin-exchange interactions in a model
inspired by TMTCs . Although our calculations are not
material specific, they capture the essential features of
periodically driven magnetic materials where exchange
interactions are mediated by non-magnetic ions. We
showed that the modifications due to periodic drive de-
pend on the exchange pathways, and in certain cases
these changes can significantly differ from the changes
predicted by the direct hopping models. This brings us
a step closer to the experimental implementation of Flo-
quet engineering in such materials.
We made several assumptions in order to understand
the effects of periodic drive. Particularly, we restricted
our analysis to a two-site toy model. Most of our cal-
culations rely on the validity of perturbation methods in
Floquet space, and hence we focused on off-resonant cases
only. Furthermore, we restricted our analysis to a single
orbital on each TM ion except for the FM case. As a re-
sult of these simplifications, these findings are applicable
to only those cases where degeneracy between different
d orbitals is lifted or the exchange process involves only
one spin on each magnetic-ion site.
Also, our discussion was limited to the magnetic prop-
erties of Floquet hamiltonians only. In practice, most
of the observables also depend on the method used for
switching on the drive. This analysis is valid only if the
drive is turned on adiabatically. Additionally, the drive
must be kept on for a long time to let the system adjust
to the new effective hamiltonian. In these spin systems,
this time scale is roughly of the order of 1/J ≈ 5ps. As
we observed in Fig. 2 , for certain values of the drive
parameter, the effective hamiltonian can have a very dif-
ferent magnetic ground state which can be measured di-
rectly from the changes in experimental quantities like
reflectivity. While in other cases, the magnetic ground
state might not change, but only the strength of mag-
netic coupling strength is modified. This kind of changes
should be reflected in the magnon spectrum or transition
temperatures. In certain TMTCs like CrSiTe3, where
spin-lattice coupling is very strong [69], the modified ex-
change interactions can also affect the phonon frequency
shifts which can be studied experimentally.
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8Appendix A: Derivation for ligand-mediated AF coupling
For a two site-model considered in the main text, we have
H = EA(nˆA − 2) + U
∑
i=1,2
nˆi↑nˆi↓ −
∑
i=1,2,σ
tAc
†
iσcAσ + h.c = H0 +Hhop, (A1)
where nˆA = c
†
A↑cA↑+ c
†
A↓cA↓, i denotes the magnetic metal-ion sites, A is the orbital of the non-magnetic ion involved
in the exchange process and its electronic energy EA is negative, and the on-site interaction on metal sites is U . First,
we’ll calculate the exchange interactions in the static model where we have one spin on each magnetic ion and the
ligand-orbital is completely filled. We can extract the AF coupling by focussing on Sz = 0 sector only, i.e by finding
the energy difference between triplet and singlet configurations. We treat the hopping part as a perturbation. Within
Sz = 0 subspace, H0 has nine eigenstates which can be divided into following four sectors:
1. Magnetic-ion single-occupation sector P (two states)
|g1〉 = c†1↑c†2↓c†A↑c†A↓ |0〉 , |g2〉 = c†1↓c†2↑c†A↑c†A↓ |0〉 (A2)
which has energy EP = 0. This also happens to be the low-energy supspace of H0 for EA < 0 which is the case
here.
2. Magnetic-ion double-occupation sector Q1 (two states)∣∣Q11〉 = c†1↑c†1↓c†A↑c†A↓ |0〉 , ∣∣Q21〉 = c†2↑c†2↓c†A↑c†A↓ |0〉 (A3)
with energy EQ1 = U .
3. Ligand-ion single-occupation sector Q2 (four states)∣∣Q12〉 = c†1↑c†1↓c†A↑c†2↓ |0〉 , ∣∣Q22〉 = c†1↑c†1↓c†A↓c†2↑ |0〉∣∣Q32〉 = c†2↑c†2↓c†A↓c†1↑ |0〉 , ∣∣Q42〉 = c†2↑c†2↓c†A↑c†1↓ |0〉 (A4)
which has energy EQ2 = Ed = U − EA.
4. Ligand-ion zero-occupation sector Q3 (one state)
|Q3〉 = c†1↑c†1↓c†2↑c†2↓ |0〉 (A5)
which has energy EQ3 = 2Ed = 2U − 2EA.
In order to find the exchange interactions, we can write-down an effective hamiltonian for the ground state sector
P by using Schrieffer-Wolf transformations [70]. In the model described above, the first contribution to exchange
interactions comes from fourth-order corrections in low-energy effective hamiltonian. This term arises because of
virtual process which connects state |g1〉 to |g2〉 or vice-versa as shown in Fig. 12. The contribution of fourth-order
terms can be expressed as:
H4eff ≈
∑
i,j,k=1,2,3
PˆHhopQˆiHhopQˆjHhopQˆkHhopPˆ
(EP − EQi)(EP − EQj )(EP − EQk)
(A6)
where Pˆ and Qˆi denotes the projection operator on low-energy sector P and high-energy sector Qi. We notice that
PˆHhopQˆ1 = PˆHhopQˆ3 = 0 (A7)
which reduces the above sum to
H
(4)
eff ≈ −
∑
j=1,3
PˆHhopQˆ2HhopQˆjHhopQˆ2HhopPˆ
E2dEQj
, (A8)
9|g1i
|g2i
  Q12↵
  Q22↵
  Q32↵
  Q42↵ |Q3i
  Q21↵
  Q11↵
|g1i
|g2i
  Q12↵
  Q22↵
  Q32↵
  Q42↵
EP = 0 EQ2 = U   EA EQ2 = U   EA
EQ1 = U
EQ3 = 2U   2EA EP = 0
FIG. 12. This figure shows the different energy sectors of unperturbed hamiltonian H0 of Eq. A1. It also shows all the fourth
order perturbation terms which connect the low-energy subspace (shown on left) to the same sub-space (shown on right) after
different virtual hoppings to high-energy sectors. All these virtual processes are captured by the effective hamiltonian in H4eff
in Eq. A6. The low energy sector P is shown in gray and high-energy sectors Q1, Q2, Q3 are shown in orange color. Each
state in a given sector is represented by four spins placed in three boxes where green boxes indicate the magnetic ions site and
the blue box indicates the ligand-ion site. All the hopping processes are shown by dashed lines. These hopping processes are
responsible for the exchange interactions calculated in Eq. A9.
and it takes the following form
H
(4)
eff ≈ −
2t4A
E2d
(
1
U
+
1
Ed
) ∑
i,j=1,2
(−1)i−j |gi〉 〈gj | (A9)
for states |g1〉 , |g2〉 of low-energy manifold (single-occupation sector P ) of hamiltonian H in Eq. A1. A similar analysis
for Sz = ±1 sector shows that H(4)eff = 0 indicating that the energy of this sector is equal to that of Sz = 0 triplet
state 1√
2
(|g1〉+ |g2〉) as expected. This gives us a coupling strength:
Jex = −4t
4
A
E2d
(
1
U
+
1
Ed
)
. (A10)
Now, this analysis can be extended to include an off-resonant drive as well. For a driven system, after Peierls
substitution, Hhop is replaced by:
Hhop(t) = −
∑
i=1,2,σ
tAe
i
[
E(t)·riA
ω
]
c†iσcAσ + h.c (A11)
where riA = ri − rA and ω is the frequency of EM field. For a circularly polarized light,
E(t) · riA = EriA cos(αiA) cosωt+ EriA sin(αiA) sinωt = EriA cos (ωt− αiA) (A12)
where αiA is the angle between riA and xˆ ( we have chosen r12 as x direction). Now, using Jacob-Anger identity we
get
Hhop(t) = −
∑
i=1,2,σ
tAJn(ζiA)e−inαiAeinωtc†iσcAσ + h.c (A13)
where Jn denotes nth order Bessel function and ζiA = EriASign(xiA). Now, we can use Floquet theory to express this
hamiltonian in a time-independent manner by extendind the original basis to include the photon degree of freedom.
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In this basis, the hooping part takes the following form
Hhop =
∑
n,m
Hnhop ⊗ |m+ n〉 〈m|+ h.c (A14)
where Hnhop = −
∑
i=1,2,σ tAJn(ζiA)e−inαiA
(
c†iσcAσ + c
†
Aσciσ
)
denotes the n photon-assisted hopping, and similarly
the nth sector of unperturbed part becomes
Hn0 = (H0 + nω)⊗ |n〉 〈n| (A15)
For an off-resonant drive, we can employ the same SW transformation technique in the extended Floquet basis which
can account for all photo-assisted virtual processes. Here, again we notice that the lowest-order contribution to
exchange splitting comes from the fourth-order terms and it is captured by the following term
H
(4)
eff ≈ −
∑
n1,n,m1
∑
j=1,3
PˆHhopQˆ2,m1H
m1−n
hop Qˆj,nH
n−n1
hop Qˆ2,n1H
n1
hopPˆ
(Ed +m1ω)(EQj + nω)(Ed + n1ω)
, (A16)
where Qˆi,n denotes the n photon-dressed Qˆi sector. By repeating the same steps as in the static case, we get
Jex = 4t
4
A
∑
m1,n1,n
1
2(Ed + n1ω)(Ed +m1ω)(Ed +
n
2ω)
(cos(2(n1 −m1)α)Jm1(ζ1)Jn1(ζ1)Jn1−n(ζ1)Jm1−n(ζ1)+
cos(2(n−m1 − n1)α)Jn1(ζ1)Jm1(ζ2)Jn1−n(ζ1)Jm1−n(ζ2))+
1
(Ed + n1ω)(Ed +m1ω)(U + nω)
(cos(2(n1 −m1)α)Jm1(ζ1)Jn1(ζ1)Jn1−n(ζ2)Jm1−n(ζ2))
(A17)
where ζ1 = −ζ2 = ζ02 cosα , and ζ0 = eE0aω where α = α1A = −α2A and a = |r12|. A similar approach has been used
to calculate the magnetic coupling strength for other cases based on an exchange mechanism involving two-ligand
orbitals.
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