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Abstract
A system which can implement an analog quantum simulation of lattice gauge theories
has been proposed. In particular, the Schwinger model is formulated in terms of a lattice
and superconducting qubit implementation is found which maps onto these dynamics. This
thesis details the design of the superconducting circuit implementation of the model. The
Hamiltonian of the superconducting circuit is designed to exhibit the gauge invariant dy-
namics of a U(1) symmetry. The gauge invariant set of states corresponds to those that are
in the subspace of states that are shared by the Hamiltonian and the symmetry. Gauge in-
variance is simulated by looking at the dynamics of those states which obey a lattice version
of Gauss’ law.
The device is simulated in an open quantum system and the measurable observables
are extracted and mapped onto processes which can be observed in the lab. We find that
the dynamics occur over realistic time scales that can be observed with current laboratory
equipment. These dynamics occur over hundred nanosecond timescales well within the min-
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...because nature isn’t classical,
dammit, and if you want to
make a simulation of nature,
you’d better make it quantum
mechanical, and by golly it’s a
wonderful problem, because it
doesn’t look so easy
Richard P. Feynman
Quantum computing is often traced back to Richard Feynman’s 1981 keynote address to
the MIT Physics of Computation Conference[21] where he argued that what we think of as
a classical computer is insufficient to adequately describe the full physical world. However,
the origins of the field actually go back two years earlier to Paul Benioff[7] who created a
Hamiltonian description Turing machine and later showed that this quantum Turing machine
could simulate a classical computer[9, 8]. To Feynman’s credit though he was the first person
to really play with the idea that quantum mechanics could really do something new in
terms of computability, that is quantum mechanics has access to a larger space of efficiently
computable problems. The first hints that quantum computing offered something new came
from David Deutsch and Richard Jozsa[18] where they discovered a class of problems which
the fastest classical algorithm scaled exponentially with the size problem, but the quantum
version could evaluate the problem with a single query. This opened the floodgates for
computer scientists. They suddenly had a new ontological toy to play with and new rules to
explore quickly leading to the much celebrated Shor’s algorithm[60] and Grover’s search[28]
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algorithm. This expanded the field from Feynman’s original proposal of simulating physics
with physics.
There are two major goals of quantum computing. The first has been alluded to in
the previous paragraph. The expansion of our understanding of computational complexity
and what it means to be “efficiently” computable has driven much of the research in the
field. With this comes the push for implementing these efficient algorithms on a physical
quantum computer and understanding the limitations nature imposes on a physical system.
The second goal of quantum computing is very much at the heart of the epigraph at the
beginning of this chapter and is central to this thesis. To return to Feynman once again,
the initial push for a quantum computer came from trying to understand the physical world
just that little bit more and using nature’s most fundamental mechanism to probe the world
that little bit more. Quantum simulation is in my opinion a far more powerful tool in
the quantum computing arsenal than many researchers realize or appreciate. The potential
of this area of study opens avenues into understanding condensed matter physics[71, 43],
chemistry[3, 37],high-energy particle physics[47, 44], and a range of other fields such as
cosmology, and biology. This subtlety that we are moving into a new paradigm of computing
is going to be beneficial across all of the sciences.
With all this theoretical work laid out the question now turns to how to implement these
simulations. A very fashionable implementation of quantum computing is to use circuit quan-
tum electrodynamics (cQED) and in particular superconducting qubits. They are attractive
for several reasons. The first major reason is the top down perspective this implementation
takes in terms of design. Rather than take an existing microscopic quantum system, such as a
spin system in NMR, and force it to behave against the limitations imposed on it by Nature,
the cQED approach is to take an engineered electrical circuit and force it into a situation
where it behaves quantum mechanically. The second major reason is that these engineered
systems are particularly scalable. In principle being able to design one circuit means being
able to engineer hundreds (with some caveats). Variations due to fabrication procedures can
be narrowed down to a few percent allowing for easy standardization of design. These two




Often times we take for granted the tools we use in physics to achieve our research goals.
This is even more apparent the more developed a field becomes. As more and more layers of
knowledge are discovered we tend to glaze over previous results for the sake of brevity. I have
found that this has a compounding effect on individuals trying to enter a new field. It is a
difficult task to try and have a comprehensive understanding of why modern developments
are well justified. In this thesis my aim is to qualify and justify each logical progression of
the theory and experiment (in this I will surely fail, but nevertheless try).
I will begin this thesis by introducing our fundamental building blocks in our experimental
architecture of circuit quantum electrodynamics beginning with superconductivity. I will
show that superconductivity leads us to a description of a macroscopic wavefunction and
argue that this description allows us to take the top down approach to engineering quantum
systems rather than needing to revert to a microscopic perspective every time. From there
I will introduce the key electrical elements of resonators, Josephson junctions and qubits
which will form our quantum circuit.
Next I will outline the principles of lattice gauge theories and delve into the specific model
we are trying to simulate experimentally; the Schwinger model. To do this I will outline how
to define a mapping between the Schwinger model and our superconducting implementation
that gives us an analog quantum simulator.
In the next chapter I will discuss the design of the qubits. I will explore the physical
constraints that need to be designed to have a properly engineered Hamiltonian that exhibits
the gauge invariant dynamics. I will also describe some of the methods used to engineer
junctions and the capactiances of our circuits.
In my final chapter I will focus on the implementation of the design and show simulations
of the dynamics we wish to observe in a physical experiment. I will propose an experimental







Superconductivity was originally discovered trying to demonstrate the complete opposite
effect in 1911 by Heike Kamerlingh Onnes. After becoming the first individual to successfully
liquefy helium he began investigating how different materials behaved when they were cooled
to extremely low temperatures. It was thought at the time that metals would not be able
to support an electric current as the electrons would essentially be frozen in place at these
temperatures and the resistance would become infinitely large. In fact he demonstrated the
exact opposite of what he set out to prove. He showed for the first time in mercury that
below a certain critical temperature (Tc = 4.2K for mercury) the resistance dropped in his
own words to “practically zero”. He also at the same time as this experiment was performed
demonstrated another transition in the superfluid transition of helium.[51] Fourteen years
later the first mathematical treatments began to explain the transition into superconductivity
and its properties from a classical electrodynamic depiction[40]. It was only during the middle
of the 20th century that a fully microscopic description appeared first phenomenologically
with Ginzburg-Landau theory[26] in 1950 then from a fully quantum mechanical derivation
with BCS theory in 1957[5].
To truly understand the implications superconductivity has on macroscopic quantum
computing implementations such as in cQED it is illustrative to show a derivation of the the-
ory. The following derivation is adapted from Tinkham’s “Introduction to Superconductivity”[64].
To begin consider a filled non-interacting Fermi sphere at T = 0. You can think of the
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Fermi sphere intuitively as a sphere made up of lego blocks where each block represents an
energy eigenstate of the space. In this analogy the lego blocks are spatially localized and two
blocks cannot occupy more than one space as electrons are fermions and due to the Pauli
exclusion principle two fermions cannot occupy the same state due to their anti-symmetry.
Only a single fermion can occupy each energy eigenstate as opposed to a bosonic system
where multiple bosons can occupy an eigenstate.
Now consider two interacting electrons added on top of this Fermi sea. The lowest energy
eigenstate for this two particle problem must have zero total momentum. A particular ansatz







This expansion into plane waves implies g(~k) is the probability amplitude of finding the
two electrons with opposite momentum ~~k and −~~k. Since these electrons lie above the
Fermi sea the probability of finding the electrons with a momentum,
∣∣∣~k∣∣∣ less than the Fermi
momentum, kF =
√
2me~EF , is zero. Using this wavefunction in the Schödinger equation





∇21 +∇22 + V (~r1,~r2)
)
ψ(~r1,~r2) = (E + 2EF )ψ(~r1,~r2) (2.2)
Substituting in the wavefunction gives in momentum space,













with Ω as a normalization factor and ~r = ~r1 − ~r2 as the distance between the electrons. It
now comes to analyze what the potential is. In Cooper’s original work, motivated by the
work of Bardeen, he made the approximation that the potential was V~k,~k′ = −V for the
states ~k and to some cutoff energy ~ωc. Equation 2.3 now reduces into the form,
g(~k)(E + 2EF − 2ε~k) = −V
∑
~k′
g(~k′) for EF ≤ ε~k′ < EF + ~ωc (2.5)
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(2ε~k − E − EF )
−1 (2.6)
Taking the momentum states to be a continuum changes this into an integral. Making the
substitution η = ε−EF and the substitution of the density of states for an isotropic spherical























This gives the energy as,
E = − 2~ωc
e−2/N(0)V − 1
(2.9)
In the weak limit ofN(0)V  1, this reduces down to a binding energy ofE ≈ −2~ωce−2/N(0)V .
So electrons have a non-zero binding energy in the presence of a finite attractive potential,
but it remains to be seen what the origin of the attractive potential is and can this cutoff
energy be quantified.
The interaction arises from the electron-lattice coupling. Electrons are repelled by the
Coulomb force acting between them, but they are at the same time attracted to the positive
nuclei that make up a metal’s crystal lattice. The attraction between electrons and this
lattice leads to deformations of the physical structure creating pockets of higher positive
charge density. This higher positive charge density causes other electrons to group near the
region and overcome the Coulomb repulsion to form Cooper pairs. The energy cutoff then
has a characteristic value on the scale of the Debye frequency or the maximum frequency of
vibrations that the lattice can respond to.
The above derivation showed that the Fermi sea is unstable against the formation of
Cooper pairs. The Fermi sea continues to form Cooper pairs until the binding energy of
forming another pair becomes zero (due to the shrinking N(0) of the system as pairs form).
The many particle ground state wavefunction can be described by macroscopic quantities.
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This can be shown by taking the BCS ansatz and finding a collective operator which acts as
















(∣∣u~k∣∣+ ∣∣v~k∣∣ei2ϕc†~k↑c†−~k↓) |0〉 (2.11)
Here c~kσ and c
†
~kσ
represent the annihilation and creation operators for a fermionic system




} = δ~k,~k′δσ,σ′ (2.12)
{c~kσ, c~k′σ′} = {c
†
~kσ
, c†~k′σ′} = 0 (2.13)
and
∣∣u~k∣∣2 + ∣∣v~k∣∣2 = 1. In this context ∣∣u~k∣∣2 and ∣∣v~k∣∣2 represent the probability of finding
an unoccupied or occupied Cooper pair with momentum ~~k respectively. By expanding out





where the ground state is represented as a superposition of numbers states of Cooper pairs







with ~k running over unoccupied pairs and ~k′ running over occupied pairs. Projecting out













This should immediately bring to mind the idea of a coherent state in which it is well
characterized by an amplitude and a phase over the entire material. The bulk superconductor
can then be represented in terms of these macroscopic variables.
2.2 The Josephson Equations
Developed in 1962, and experimentally observed a year later[2], the Josephson equations[31]
describe the flow of a superconducting current across a “weak link” between two independent
superconductors known as a junction. The weak link can take many forms the most common
is that of a superconductor-insulator-superconductor (SIS) junctions where a superconduct-
ing material sandwiches a thin insulating barrier of oxide. There are also superconductor-
normal-superconductor (SNS) junctions where a normal metal is placed between the super-
conducting electrodes and constricted contact junctions (SsS) where the contact is physically
weak between electrodes.
The effort of the previous section was to justify that the “wavefunction” of supercon-
ducting material can be written macroscopically. When the Cooper pairs condense the
superconductor forms a coherent state whose wavefunction can be defined in terms of a




Figure 2.1: Depiction of a weak link between two superconductors. Josephson junctions can
take many forms where the barrier is given by some insulating metal, a normal metal, or just a
constriction of the metal. This forms a potential barrier between the two islands. Cooper pairs on
either side of the island have a nonzero probability of tunnelling across the link. The current and
voltage of this circuit element is given by the Josephson equations.
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The derivation of the Josephson equations which govern the behaviour of the supercon-
ducting weak link follows from the Schrödinger equation by assuming that the insulator
forms a constant barrier of height EJ .









Applying a voltage V across the two superconductors and under the assumption of a


























ΨR + EJΨL (2.22)
Assuming that the wavefunction is uniformly distributed this can be simplified using ∇Ψ =


























Defining the phase across the barrier as φ = ϕL − ϕR and separating the equation into real










































which for a single Cooper pair tunnelling across the barrier gives,









~ is the critical current density and q = 2e, is the charge of a Cooper pair.
2.3 Circuit Quantization
Superconductivity and the Josephson equations give two important characteristics for
designing interesting dynamics on quantum circuits, a low dissipation environment and non-
linear dynamics. The first is evident from the low temperature nature of superconductivity.
Temperatures below 50mK can be readily achieved in dilution refrigerators limiting the ef-
fects of thermal fluctuations and allowing near zero loss of power. The second characteristic
of non-linearity of Josephson junctions will be shown to introduce an anharmonicity in quan-
tum circuits allowing for qubit behaviour. This section presents the methods and techniques
of circuit quantization with which to build and develop quantum circuits.
2.3.1 Transmon Qubits
Superconducting qubits have enjoyed much success as an implementation of quantum
computing. This has been largely due to the the transmon qubit[32]. Superconducting
devices are in theory easily scalable, simply controlled, and readily fabricated. The imple-
mentation has been able to make great use of the advances across a range of industries
from microwave electronics to the silicon wars of modern computing. The transmon qubit is
formed by capacitively shunting a Cooper-Pair Box (CPB). A CPB is an electronic circuit
formed by taking a superconducting island and coupling it to the ground plane where there
is an excess of Cooper pairs. Excess Cooper pairs on the island then form the basis (of
charge states) of the implementation.
The shunting of the CPB acts to suppress the charge noise associated with the circuit.The
Hamiltonian for the CPB can be derived from the equations of motion given by the Josephson
equations 2.28-2.29 and corresponds to the circuit shown in 2.2.
H = 4Ec(n− ng)2 − EJ(Φext) cos (ϕ) (2.30)
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The charging energy EC =
e2
2CΣ
, of the device can be solved for using the techniques outlined
Figure 2.2: Circuit depiction of a transmon qubit. The Hamiltonian can be thought of as arising
from interplay between the circuit elements to ‘hold’ a charge (electrostatic contributions in blue)
on either side of the islands. and the ability for a charge to tunnel across the insulating barrier of
the Josephson junction (SQUID in red).
in [32, 15] or numerically as outlined in chapter 4. When EJ  EC the operators n and ϕ



















8EC/EJ . The transmon regime is usually quoted as starting at EJ/EC & 20.
The effects of the gate charge, ng is greatly diminished in this regime as the charge dispersion
decreases exponentially with the ratio EJ/EC . The anharmonicity also decreases with the
ratio but decreases geometrically. This still gives a well isolated single excitation manifold for
defining qubit levels[32]. The spectrum of equation 2.30 is shown in figure 2.3 as a function
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of the gate charge for various ratios.
Figure 2.3: Energy spectrum of the Cooper-Pair Box Hamiltonian as a function of the gate charge
ng. As the ratio EJ/Ec increases the sensitivity of the energy levels to variations in ng decreases
exponentially. The charge dispersion is given by
∂Eij
∂ng
. If the device is biased at a point where the
curvature changes rapidly any small fluctuation can cause dramatic changes in the energy structure.
As EJ/EC increases this sensitivity to variations smooths out and the levels become flat. In the
transmon the well defined quantum observable is the phase rather than the charge.
















The anharmonicity is given by α = E12 − E01 = −EC . Treating the case of a split junction
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or SQUID separately[58]. The Hamiltonian for the two junctions is,
HJ = EJ1 cos (ϕ1) + EJ2 cos (ϕ2) (2.34)
These variables can be redefined in terms of a total phase and the difference of phases across





θ = ϕ1 − ϕ2 (2.36)
The phase difference can be written as the total external magnetic flux passing through the
loop, θ = 2πΦext
Φ0
, where Φ0 is the magnetic flux quantum. The Hamiltonian after applying a
trigonometric identity and factoring can then be written as,










The parameter d = (EJ1 − EJ2)/(EJ1+EJ2) is related to the symmetry between the junctions.
Variations in the junction symmetry are often small and thus d ∼ 0. This gives,
HJ = EJ(Φext) cos(ϕ) = 2EJ
∣∣∣∣cos(2πΦextΦ0
)∣∣∣∣ cos (ϕ) (2.38)
2.3.2 Transmission Lines and Harmonic Oscillators
Another fundamental element of the superconducting circuit implementation is the trans-
mission line. These elements guide propagating electromagnetic waves from their source
allowing various dynamics of our qubits to be probed as well as to protect the qubit against
decoherence when formed into a cavity.
Consider a transmission line as in figure 2.4. The line can be broken up into differential
elements of lengths dz and represented in terms of lumped elements. The line then has
inductance and capacitance per unit length `0 and c0. From Kirchhoff’s voltage and circuit





Figure 2.4: Model of a distributed transmission line resonator and broken up into
lumped elements. By defining an endpoint to the infinite transmission line and imposing
boundary conditions, Z1, Z2 at either end, the transmission line supports a standing wave
and becomes a resonator or a cavity. A capacitor, or an open, and a short both reflect
incoming radiation. A capacitor acts as a mirror forming an anti-node of the electric field
where as a short to ground can be thought of as an anchoring point to a rope and forms
a node as a boundary condition.





















This can be solved by taking a separable solution with angular frequency, ω,
V (z, t) = Ṽω(z)e
−iωt (2.43)
I(z, t) = Ĩω(z)e
−iωt (2.44)
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Equations 2.41 and 2.42 then can be decoupled and take the familiar form of the equation
of motion for a harmonic oscillator.
∂2Ṽω
∂z2
+ ω2l0c0Ṽω = 0 (2.45)
∂2Ĩω
∂z2
+ ω2l0c0Ĩω = 0 (2.46)
The solutions to these can be combined with their time dependent component to form two
solutions for left and right propagating waves.










ei(ks(ω)z−ωt) + c.c (2.48)
AC voltages and currents can be written as the sum of these forward and backward propagat-
ing waves as well as a superposition of frequency. Here, s, ranges over forward and backward
moving waves (+ and -), k±(ω) = ±ω
√
l0c0 is the wavenumber and has dispersion relation-
ship v = ω/k(ω) = 1/
√
l0c0 which is the effective speed of light in the transmission line, and
Z0 =
√
l0/c0 is the characteristic impedance. Given boundary conditions imposed by Z1 and
Z2, the voltage forms a standing wave in the transmission line and kn(ω) = (2πn/L)β, where
β is a factor imposed by the boundary conditions, for a typical half-wave or quarter-wave
resonator β is equal to 1/2 and 1/4 respectively. Here, n ∈ Z, runs over negative and positive
integers and will take the place in the notation for s.















where the time dependence can be pulled out via the time averaging theorem[72]. Expanding

































(Vn − Vn∗) (2.53)
By promoting these dynamical quantities to operators and imposing the canonical commu-








(ωnq̂n − ip̂n) (2.55)
This allows us to write the Hamiltonian as that of a harmonic oscillator of discrete modes












The discussion of mirrors in the previous section was no coincidence. When combining
the circuit elements together the transmon and the transmission line resonator act as an
atom inside of a cavity. The field of cavity QED has been well studied[29, 14, 67] and
describes the interaction of a light field and the electric dipole of an atom. In circuit QED
strong couplings are granted relatively for free as the electric field of the cavity has very high
mode confinement in the case of planar cavities or because electrical elements can be made
“large” in the case of 3D cavities. The regime of ultra-strong coupling has also recently
been achieved allowing for new atomic dynamics to be studied within the context of circuit
QED[22].
To see how these electrical devices couple it is useful to refer back to the original Hamil-
tonian of the CPB (eq 2.30). The electrical circuit of the coupled system is shown in figure
2.5. The qubit couples to all modes of the cavity individually, but the model of the cavity
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Figure 2.5: Circuit depiction of a resonant cavity and a transmon qubit.
can be reduced to that of a single LC-oscillator as it is often the case that we are working
with the fundamental mode. In the CPB Hamiltonian the gate charge, ng, can be written as
VgCg/e which is the number of charges corresponding to an applied voltage from the source.
Vg can then be written as,
Vg = VDC + VAC (2.57)
Vg is then the sum of some classical DC voltage and some AC voltage. This AC voltage can







(a†n + an) (2.58)
For just the fundamental mode of the cavity this reduces to a single voltage. Expanding the
first term of the CPB Hamiltonian now gives,








eV (z) = 2
Cg
CΣ












In the regime where g/ωr  1 the rotating wave approximation can be applied due to the
fast counter-rotating terms averaging out. This results in the Jaynes-Cummings model of








It useful now to move into the interacting frame to approximately diagonalize the Hamilto-









where ∆ = |ωr − ωq| > g is the detuning of the qubit and the










Here the state of the qubit introduces a shift into the frequency of the cavity which can be
use to non-destructively infer the state of the qubit[10].
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Chapter 3
Quantum Simulation of Gauge
Theories
As stated in the epigraph of the introduction a long standing goal of quantum computing
has been to simulate and emulate the physics of other quantum systems. Lattice gauge
theories (LGTs) in particular pose issues for classical computation. The “sign problem” of
Monte-Carlo algorithms for fermions is known to be a thorn in the side of many computa-
tional physicists[66]. When trying to calculate the expectation of some observable classically
you need to calculate the partition function. However to do so you need to sum over the
probabilities of all configurations of the system. For a bosonic system this is fine, but as
soon as you introduce the antisymmetry of fermions this involves sampling over negative
probabilities (or more accurately negative weights). To solve this one could consider diag-
onalizing the Hamiltonian, but finding a decomposition is an exponentially hard problem.
Often times one has to restrict their models to “sign-problem free” systems, quasi one di-
mensional systems, or use various approximation methods such as mean field theory which
limit their regime of applicability. One solution to this is to accept defeat and deal with the
exponential growth of simulating quantum physics by build ever larger supercomputers that
are up to the computational task, or in lieu of that find a completely different method of
which quantum computers seem to be up to the task.
3.1 Quantum Simulation
There are two major types of quantum simulation that researchers tend to work with.
These are digital and analog simulators. Digital simulations try to break down and decom-
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pose the time evolution of a Hamiltonian to be simulated into a universal set of gates that can
be implemented on any universal quantum computer. There has been some success[46, 50]
with these implementations as of late, but a fully fault tolerant system would need to embed
error correction into the simulation algorithm to reduce the problems introduced by noisy
gates. Analog simulation however acts as an intermediate step toward a fully universal sys-
tem. The idea is to map directly from the Hamiltonian to be simulated onto the system
which simulates, which in turn also has its own issues, but provides some interesting insight
into physical problems which are achievable on a few qubit system. This section gives a brief
overview of the two paradigms and their advantages/disadvantages.
3.1.1 Digital Quantum Simulation (DQS)
Suppose we have some Hamiltonian we want to study given by Hsys and some state |φ(0)〉
which evolves in time under the action of this Hamiltonian,
|φ(t)〉 = U(t) |φ(0)〉 = e−i~Hsyst |φ(0)〉 (3.1)
In principle implementing the physical Hamiltonian may not be readily achievable on our
particular hardware. The goal then is to decompose this unitary into a set of universal gates
and time step the problem by successive applications of these gates. By using a universal
set of gates it stands to reason that digital quantum simulation is also universal and thus
can simulate any Hamiltonian[39]. Universality is not the same though as efficiency. Not all
unitary operators have an efficient decomposition into a universal gate set[24]. The following
gives an outline of the ideas behind DQS.





In general it is not the case that [Hi, Hi′ ] = 0. Due to this the unitary U(t) cannot be broken
down simply as U(t) =
∏
i e
i~Hit. Instead this unitary is broken up into time steps of size
∆t,




















This expression can then be decomposed into local gates such as in the Trotter-Suzuki
expansion[63]. While this method is perhaps not the most efficient and has several other
issues[13] there exist higher order methods than this first order Trotter formula which are
more efficient and precise. Also since the digital quantum simulation process uses universal
gate sets this implementation can be embedded within quantum error correction schemes to
better preserve the evolution of the system at each iteration. Figure 3.1 illustrates the DQS
process.
Figure 3.1: Digital quantum simulation involves three steps. The first is initialization. A state
|φ(0)〉 that represents the initial state of a physical system under study needs to be prepared or
initialized with high fidelity. The Trotterized unitary is then applied iteratively to evolve the initial
state to a final state |φ(t)〉. This final state is then read out and an observable of interest can be
computed from this information.
3.1.2 Analog Quantum Simulation
In analog quantum simulation (AQS) one looks for a physical system for which the
Hamiltonian can be designed or engineered to behave as a Hamiltonian of interest. The
process can be summarized as looking for an operator f such that a state in the system
to be emulated, |ψ〉, maps to a state that can be controllably implemented, |φ〉, via a
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transformation U |ψ〉 = |φ〉 and maps the Hamiltonian of the system of interest via Hsim =
UHsysU [62]. Physics tends to often be counter-intuitively simple in that many problems
of interest tend to be local. This means that many microscopic properties result in larger
scale emergent phenomena and parameters become compressed[57, 42, 65]. One may be
interested in studying phenomenological effects such as phase transitions[25, 17], dynamical
behaviour[11], or like the name sake a direct analogy between the system to be emulated and
the emulator[35]. Also, because the emulator and the emulated are assumed to be similar,
to a certain degree state preparation is given for free as the natural evolution of an initially
prepared state will tend toward the equilibrium of the problem as time evolves the system.
There are drawbacks for analog quantum simulation that should be noted. Chiefly among
these is that these simulations are not universal meaning that care and attention needs to
be made in designing these systems. Variations in physical parameters need to be accounted
for when translating from model to reality. However as techniques in fabrication improve
and reduce the variability of designs AQS offers a near term solution to achieving the long
standing goals of quantum computing especially when fully fault-tolerant architectures that
can implement this physics is a long term goal.
3.2 Lattice Gauge Theories
Gauge theories underpin almost all of modern physics. The standard model is built upon
the SU(3) × SU(2) × U(1) non-abelian symmetry group and unifies the electromagnetic,
weak, and strong force[53]. The abstractness of gauge theories are difficult to manage, but
can be somewhat encapsulated by making the statement that physics shouldn not change
depending on whether it is looked at from the right or the left. A gauge then fixes the
direction we are looking and any local change that occurs in the system leaves the overall
structure unchanged.
These symmetries can be broken down into two categories, global and local symmetries.
A global symmetry is something that applies to the system as a whole and does not depend
on the space-time position of the system. A local symmetry depends explicitly on where the
system is within space-time.
The easiest example of a local symmetry is to think about the flow of a general flux. In
the absence of charge accumulation a flux that enters any point must exit that point.
As an example consider traffic in New York on a day with no accidents. Any traffic
that enters an intersection must leave that intersection (a sort of Gauss’ law). A local
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transformation then corresponds to the lights of the intersection changing. The direction
of traffic may change, but the flow of traffic through the intersection does not accumulate.
In this case the traffic acts as our current that flows with each car being a charge and
the mediating gauge field is the traffic light (the stoplight-ion is our gauge boson). This is
Noether’s theorem in action where any continuous symmetry implies a conserved current
and the generator of the symmetry is the conserved charge. Quantum electrodynamics is
the more notable example of this which is a manifestation of a U(1) symmetry.
Figure 3.2: We are trying to capture a discretized version of Gauss’ law in our quantum simulator.
This version in one dimension is given by, Êi,i+1− Êi−1,i = ψ†iψi. Êi,i+1 corresponds to the electric
field between lattice sites i and i+ 1. On each lattice site exists a fermionic field operator ψi. If an
excitation wants to hop through the lattice then the electric field must reciprocate that change so
as to enforce Gauss’ law.
The successes of perturbative approaches à la Feynmann are useful and give a full de-
scription of high energy QED, but break down when applied to other problems. Consider
the coupling constant of quantum chromodynamics. The constant is inversely proportional
to the square of the momentum of the system. Then at high energies a perturbative ap-
proach works fine and explains asymptotic freedom for which the Nobel Prize was award to
David Gross, Frank Wilczek, and David Politzer in 2004[27, 54]. However at low energies
the coupling becomes greater than unity and the usual perturbative approaches break down.
Lattice gauge theories (LGTs) were originally developed in the mid seventies by Kenneth
Wilson to deal with just this issue[70]. The method involves performing a Wick rotation to
translate from a Minkowski space to a Euclidean space then discretizing the spatial compo-
nents into a discrete lattice. The work set off a chain of developments not only in the realms
of QCD, but across many areas of physics where a non-perturbative approach is valid. One
such example with wide ranging applications is the modelling of phase transitions in high
temperature superconducting cuprates[52].
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3.2.1 A Short Primer on LGTs
Following from the Kogut-Susskind formulation of lattice gauge theories[33] consider a
lattice where the degrees of freedom occupy the links and massive particles occupy the
vertices. A simple example of a Hamiltonian where one particle hops from one site to











A global symmetry is given via the transformation ψi → ψ
′
i = V (φ)
†ψiV (φ) where,
















iψi, commutes with the Hamiltonian, [H,G] = 0, and so the underlying
dynamics are left unchanged by the transformation.
This global transformation, V (φ), is then promoted to a local invariance, V (φi), via a









j φjGj = e−iφiψi (3.7)
The Hamiltonian under this transformation is no longer invariant as the hopping term ac-
quires a phase, ei(φi−φi+1). A link variable needs to be introduced such that the Hamiltonian
remains invariant under a local transformation. That is a variable, Ui,i+1 needs to be intro-









j φjGj = e−iφiUi,i+1e
iφi+1 (3.8)











As well there is a locally conserved quantity, [H,Gi] = 0. There are two major types of
gauge fields static and dynamical. The differences are summarized below in figure 3.3.
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Figure 3.3: (Left) A static gauge field acts like a Aharonov-Bohm phase. There is no physical
field that has it’s own dynamics associated with the accumulation of the phase as it moves through
the lattice. (Right) A dynamical gauge field is one where there is a physical field moderating the
exchange between vertices of the lattice. These fields give rise to exchange particles and contain
their own energy and dynamics. There is a reciprocal effect acting on the field as a particle moves
from lattice site to lattice site.
3.2.2 The Schwinger Model
The Schwinger model[59] was originally developed to explain that gauge invariant fields
can indeed give rise to massive particles. The model describes a U(1) symmetry in 1+1
dimensions (one spatial, one time). The model can be drawn upon to understand concepts
such as QED, which itself is a U(1) gauge theory. Although a toy model it is one of the
simplest descriptions of lattice gauge theories that exhibit non-trivial phenomena such as
spontaneous symmetry breaking and confinement of particles (i.e. the fermions cannot ex-
ist independently). This makes the Schwinger model a useful benchmark of a quantum
simulator.























where a is the lattice spacing.
Here there are massive fermionic matter sites, an electric field, and the hopping term
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between adjacent sites. The electric field and vector potential form a continuum of states, but
this can be simplified by mapping the electric field to a discrete space of angular momentum
states, Szk,k+1, and the vector field to a phase denoted θk. The commutator is then given by







iθk then acts as a ladder operator on the

















This forms a quantum link representation of a lattice gauge theory[69]. This discretized spin





where Gk is given by, Gk = S
z








. Gk is a conservered
quantity [Gk, H] = 0 and so eigenstates of the Hamiltonian, |ψ〉 are also eigenstates of Gi
and those that additionally satisfy Gk |ψ〉 = 0 represent physical states that obey Gauss’
law. This is summarized in figure 3.4.
Figure 3.4: A hopping of a fermion in the Schwinger model causes the field to reciprocate this
change and flip its direction. This gauge invariant behaviour captures the physics of Gauss’s law,
∇ · E − ρ = 0 (in the limit of the lattice spacing, a → 0), where the flux leaving a lattice site is
propotional to the charge contained within it.
The QLM formalism is powerful in that with it abelian and non-abelian gauge theories can
be represented[69] and more complicated models can be studied in the context of quantum
simulation.
The quantum link formulation is increadibly useful, but a bit hard to implement phys-
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ically. Thankfully this can be achieved via two other transformations which preserve the
gauge-invariant behaviour. These are the Schwinger representation[56] and the Jordan-
Wigner transformation[30] (for one dimensional systems).
The Schwinger representation is given by,








This transformation encodes the spin state into two harmonic oscillators with total spin
S = 1
2
(a†a+ b†b) and existing in the N = 2S energy manifold.
The Schwinger representation can be used to implement a mapping of both bosons and
fermions, however it requires two oscillators for every component of the lattice. This resource




j<i (σzj +1)/2σ−i (3.15)
For a lattice of k fermionic matter sites and k − 1 fields the mapping requires k + 2(k − 1)
elements. This mapping also takes advantage of the natural anti-commutation of the Pauli





(σzi + 1) (3.16)





























A full superconducting implementation has been outlined by our theory collaborators
and the calculations here are reproduced from their work for the sake of completeness[44]. A
unit cell of the Schwinger circuit consists of two matter qubits and two linking anharmonic
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Figure 3.5: Effects of the Schwinger representation mapping a continuous field onto the discrete
angular momentum states of the quantum link model. Each excitation manifold in this mapping
corresponds to a different total angular momentum and spin moments allowing for the dynamics of
different spins to be studied. For the single excitation manifold the field can only point toward or
away from each lattice vertex. This gives an approximation to QED when a fermion on the lattice
site hops and the field has to reciprocate. The spin-1 manifold allows from interesting dynamics of
confinement to be observed due to the presence of a “vacuum” field state. This corresponds to no
interaction of the link on the matter sites and studying the phase transition from string to vacuum
gives an indication of spontaneous symmetry breaking in a large lattice chain.
oscillators coupled through a junction. These can be formed by capacitively shunting a
junction in different regimes. For qubits the transmon regime consists of shunting a junction
with a capacitance such that the ratios of junction energy to charging energy are EJ/EC ∼
20 − 60. For the anharmonic oscillators this requires shunting the junction with a larger
capacitance than a qubit to take advantage of the transmon’s higher levels. The circuit for
the implementation of shown below in figure 3.6.
The Hamiltonian for this circuit is explored in more detail in Chapter 4, but is stated












Figure 3.6: Single iterate of the superconducting circuit implementation of the Schwinger model.
The red box corresponds to the non-linear link or the fields of a gauge theory whereas the blue
boxes correspond to the massive fermionic matter sites. The 1D model can be extended by adding
on more of these blocks to the circuit. Moving to the correct parameter space can be achieved by
setting a static background field with a coil and tuning the qubits locally with an on-chip DC line.
Readout can be achieved by coupling dispersively to cavity resonators (not pictured).







































The first two terms in the Hamiltonian corresponds to all the cross capacitances and induc-







and the capacitance and inductance
matrices, C,L, are given by,
C =
[
CL + CJ −CJ




EJL + EJ −EJ
−EJ EJR + EJ
]
The operators φi/φ0 and Qi can be approximated as harmonic oscillators as per the first
chapter. Engineering this parameter space is explored in the next chapter.





σ+1 aL + σ
+
2 aR + h.c
)
(3.20)
Moving to a rotating frame with respect to,

















where ∆ is the detuning from the adjacent link site, moves to a frame where the overall




































σ+i (ai + bi) + h.c (3.23)
Up to second order perturbation with respect to λ then gives the effective Hamiltonian for
an entire network matching that of equation 3.17 (identifying the detuning ∆ as equivalent
to the mass) with some correction terms that need to be energetically supressed by enforcing




4.1 Circuit Parameter Space
The parameter space of the design needs to be carefully engineered to exhibit a few key
properties. Namely the non-linearities of the link need to be engineered such that first order
cross-coupling which leads to gauge variant dynamics is suppressed. This decoupling of the
modes also allows for simple excitation of elements within the circuit network. The first
thing to show is that the terms in the Hamiltonian obey the hierarchy of energy scales to
implement the gauge invariant dynamics.
Starting from the link Hamiltonian of equation 3.19 it is useful to break the Hamiltonian







































= (EJ + EJi)εia
†
iai (4.4)
The mixing of the harmonic Hamiltonian modes (off-diagonal elements of the capacitance
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To minimize mixing of the modes and localize to the Hamiltonian into these “left” and
“right” modes there are two conditions to be satisfied. First is that the harmonic oscillators
of HL and HR need to be detuned from one another so that the modes can be discriminated
between. This gives the condition,
(EJ + EJL)εL − (EJ + EJR)εR 6= 0 (4.7)
It is also required that the first order hopping terms of HLR cancel so that the the modes


























I have taken these conditions and plotted them below in figure 4.1 to map out the space in
which the link must be designed to satisfy the mode decoupling constraints.
The terms corresponding to processes a†La
†
R correspond to processes which do not con-
tribute to the dynamics at second order perturbation. The remaining components of the
linking Hamiltonian,



























































Keeping only number conserving terms and no counter-rotating terms (as they will not
contribute to the dynamics at second order perturbation) the interaction Hamiltonian to the






































The eigenenergies for the total link Hamiltonian as a function of the external flux is given






)2 − ΩR(b†b)2 − ΩLRa†ab†b+Hgv (4.13)
where aL, aR are redefined as a, b respectively to match the definitions of the previous chapter.
Hgv correspond to gauge variant terms which preserve total excitation number, but take








ai. Moving into the
Schwinger representation,
|n1, n2〉 = |N = n1 + n2,m = (n1 − n2)/2〉 (4.14)












z)⊗ |N〉 〈N |+ g(Sz)2 +Hλ +Hgv (4.15)




(ΩL + ΩR + ΩLR) (4.16)







ωzN = ωL − ωR − (ΩL − ΩR)N (4.19)
The non-excitation preserving components of the expansion of equation 4.10 at second
order perturbation lead to a redefinition of the nonlinearity of g[44]. However from the
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Figure 4.1: (Top) The off-resonance condition has places where the condition is satisfied and
outside of typical linewidths to avoid concerns of accidental excitation. The more limiting condition
is the second where there is a narrow band of validity (white band in second image). In principle this
constraint can be designed around.(Bottom) By setting the coupling capacitance to, for example,
40 fF and fabricating a coupling SQUID of ∼ 20 GHz, the device can be tuned via an external
biasing field to satisfy the second condition. Variations in the coupling junction were swept to find
places where both conditions were met. The parameters for these images were EJL = 17 GHz,
EJR = 16 GHz, CL = 65 fF (ECL ≈ 0.3 GHz) and CR = 48.8 fF (ECR ≈ 0.4 GHz).
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defined parameters there is an imposed scale,
ωN > |ωzN |  |ωN − ωN±1| (4.20)
This makes it energetically unfavourable for a direct flip of the spin on the link. ωN is the
energy corresponding to the fixed energy manifold, ωzN is then the energy between spin states
within the manifold.
The model breaks down when the energy of transitions within the fixed manifold becomes
less energetically favourable than to move to a higher or lower total excitation manifold. I
have shown the breakdown of the separation of the higher modes in figure 4.2.
Figure 4.2: The total energy spectrum of the linking Hamiltonian as a function of the external flux
Φext through a coupling SQUID. The N = 0, 1, 2, 3, 4 manifolds are all well separated in energy at
positions Φ/2π ∼ −0.151, −0.35 and their positive counter parts. These correspond to the positions
where the inter-modal coupling is minimized as we will see in the next section. The model begins
breaking down as N moves upwards to the fifth manifold and the fifth begins to separate at the
decoupling position and is no longer well bunched. Using the same parameters as for the above
coupling conditions the energy scales in GHz are, ωL = 7.14, ωR = 7.63 ΩL ∼ 0.10, ΩR ∼ 0.12,
ΩLR ∼ 0.19, W ∼ 0.1, g = 0.04 at the decoupling point.
35
4.1.1 Mode Decoupling
Using the same parameters of the above design the inter-modal coupling of the left and
right qubits will change as a function of the external flux. By numerically diagonalizing
the Hamiltonian in equation 3.19 the eigenstates can be found and the positions where
the states become nearly decoupled can be extracted. Shown below in figure 4.3 are the
occupation probabilities of the various levels written in terms of the bare excitation levels.
In all eigenstates of the Hamiltonian there are positions in flux where the left and right modes
decouple from one another and the eigenbasis becomes the number states of two harmonic



















At these points the first order hopping between modes of the two oscillators is suppressed
which plays a larger role in the correlated dynamics of the four qubit system. This serves a
secondary purpose of helping the addressability of the qubits. The decoupled states are far
more easily driven into excitations than the coupled states when applying a driving field.
4.2 Cavity Resonators
Resonant cavities are a critical component in cQED. Cavities act as both the way of
measuring with quantum devices through dispersive readout and a way of protecting the
device from noise and dissipation.
In this section the co-planar waveguide (CPW) resonator will be introduced. The ge-
ometry has two significant features that make it attractive. The first feature is that the
architecture has a simple fabrication process which can be defined using optical lithography.
The second is that the CPW confines the electromagnetic field along a single direction which
allows for strong coupling to qubits.
4.2.1 Resonator Design
For a CPW transmission line to be effective the line needs to be impedance matched
to the external environment. Microwave components are typically matched to 50Ω. The
characteristic impedance of the line can be solved analytically using a series of conformal
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Figure 4.3: Compositions of the zero, one, and two total excitation manifold of the link and their
corresponding eigenstates. States are labelled according to ground, first, and second individual
excitation levels (g,e,f) for the left and right link elements. The decoupling occurs at positions
Φ/2π ∼ −0.15 and ∼ −0.35 as well as their positive counterparts. At this decoupling point the
mixing of modes is well suppressed. This allows for single addressability of the transitions from
0→ 1 when driving the circuit element. These calculations were performed by directly diagonalizing
and projecting out the components of each eigenstate while sweeping the external bias field on the
coupling link.
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where εeff = (ε1 + ε2)/2 is the effective dielectric constant, k0 = S/(S + 2W ) is the ratio of








sinh (π(S + 2W )/4h)
(4.23)
For a CPW with only one substrate ε1 = εvac = 1. The geometry of the problem is shown
in Figure (picture of CPW). With a geometry that matches the external environment the
resonance frequency can now be designed for. From the wavenumber of a cavity in the second










where again β is either 1/2 or 1/4 depending on whether the CPW is a half-wave or quarter-
wave resontator.
The final important factor for the cavity is the quality factor or Q-factor. The Q-factor
is defined as the ratio of the energy stored in the cavity compared to the energy lost, and is










The external Q corresponds to the design of the coupling capacitance whereas the internal Q
is related to intrinsic losses due to factors such as fabrication process, material dependencies,
and defects. The Q-factor is essentially a measure of how well a cavity can hold onto photons
and how easily it can preserve a quantum state. It is the case that internal losses should
dominate over external losses (Qint > Qext) so that the resonator is over-coupled. This means
that the loss of a photon is into an environment that we can readout (the transmission line)
and not lost to defects in the device which cannot be accounted for.
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Figure 4.4: Geometry of a coplanar waveguide. A metalized layer is deposited ontop of a substrate.
The two ground planes on either side of the center conductor confine the propagating electric field
into a very small mode volume so as to maximize coupling between other microwave elements.
4.3 Qubit Design
4.3.1 Junction Parameters
The critical current for a Josephson junction can be derived from BCS theory and are





Here Ic is the critical current, Rn is the normal state resistance, ∆(0) is the superconducting
gap for the material at absolute zero. For qubit design it is important to keep in mind
film thickness to better account for variations across multiple devices. For thin films the
superconducting gap can vary between 150 − 200µV [20] and can dramatically affect the
consistency of the fabrication process.
Extracting the Rn allows a calculation of the critical current and more importantly the
critical current density which can be used to make more consistent future designs. Using
double angle shadow evaporation[19] the junction overlap is given by the geometry of figure
4.5 and the overlapping junction area is,
A = W ([r − t cos (θ1)][tan (θ1) + tan (θ2)]− b+ t) (4.27)
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Here W is the width of the overlap of the smaller metallic trace. The Josephson Energy
Figure 4.5: r is the thickness of the first layer of photoresist when using a bi-layer process, t is the
thickness of the first deposited trace, θ1 and θ2 are the two deposition angles, and b is the width of
the photoresist bridge.
of the junction can then be calculated from the relation in Section 2.2 and is given by,
EJ = RQ∆/2Rn where RQ = h/4e
2 is the resistance quantum.
4.3.2 Qubit Capacitances
The reduced circuit of figure 2.2 does not accurately encapsulate the entire capacitance
network. There are more geometric effects which contribute to the effective charging energy
of the device. The effective charging energy is given by,
CΣ = Cg + CS (4.28)
The variables Cg and CS are the gate capacitances and the shunt capacitances respectively.
To find these capacitances we use ANSYS Q3D Extractor to solve for the capacitance matrix
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via a finite element solver. The gate capacitance is extracted via a transient simulation of
the RC circuit shown in 4.6. The RC constant that is extracted from the simulation gives
a good estimate of Cg. The shunt capacitance is then CS = CAB + CJ , where CAB is the
inter-digitated capacitance shown below. Typical junction capacitances are on the order of
1− 10 fF.
Comparing this against a measured device shows this is a consistent method of estimating
the total charging energy. In [23] we found an effective capacitance of 136 fF for the device.
Using this method of extracting capacitances gave C23 ∼ 100 fF for our device and Cg ∼ 15
fF. This would give an estimated effective capacitance of ∼ 125 fF which is within 10% of
the measured value of CΣ = 136 fF.
4.4 First Generation Devices
The first generation devices were fabricated using the recipe outline in Appendix B. First
the high resistivity silicon (ρ ∼ 10kΩcm) was first cleaned using a Piranha etch to remove any
organic residues from the surface of the wafer. The Piranha cleaning oxidizes the surface of
the silicon which is removed by dip cleaning the wafer with hydrogen flouride (HF). Optical
lithography is then used in combination with a vapour deposition process to pattern large
features on the device (features > 2µm). Optical alignment markers are first patterned
in palladium then large scale aluminum structures such as the webbed ground plane and
the cavities are patterned on the chip. Small scale structures such as the interdigitated
qubit capacitors and junctions are patterned using electron-beam lithography. Finally these
structures are generated using a double angle shadow evaporation technique outlined above
to create the Josephson junctions.
The junctions were fabricated assuming a critical current density of ∼ 0.8− 0.9µA/µm2.
This value was estimated across several devices fabricated previously at Syracuse University
under the same deposition conditions. The Josephson junctions of the link were were designed
for an EJ of approximately 12-14 GHz (Ic ∼ 25−30nA), but the measured normal resistance
of the test junctions corresponded to approximately 11GHz. The original design did not
include a tunable SQUID coupling between link sites. The link sites themselves formed
using SQUIDs which increases the difficulty of finding a correct decoupling point.
The matter sites were coupled to a λ/4 cavity via a capacitive coupling where as the link
sites were coupled with a short island. The characteristic length of the island is designed
to be far smaller than the wavelength of the cavity so that it can be approximated as a
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Figure 4.6: (Top) The physical device that was simulated in Q3D Extractor. The circuit design
was imported in the software and the capactiance network was simulated. A transient simulation
is then performed using QUCS (Quite Universal Circuit Simulator) by applying 1V to the circuit
from completely discharged capacitor state to extract the RC constant. (Left) The capacitance
network for the simulated device with an artificial resistor. To extract Cg the capacitances C14,
C23, and CJ are dropped from the network. (Right) From the transient simulation the RC constant






lumped capacitor in the model. This adds an extra term to the gate capacitance of the
qubit. Two pulse lines were staggered, one on a matter site and one on the non-adjacent link
site to create a direct route for state initialization rather than driving excitations through
the cavity. The circuit is shown below in figure 4.7.
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Figure 4.7: (Top) Full four qubit circuit of the first iteration of the quantum simulator. Two
transmission lines connect the matter qubits and the link qubits. The link qubits are connected to
the transmission line with a small capacitance due to constraints of the layout. Each matter site
has a SQUID to tune the qubits into resonance with the link. Two excitation lines are staggered to
initialize into the state |↓ 10 ↑〉. (Left) SQUID of a separate device for looking at the spectrum of
just the link. (Right) SEM of on of the Josephson junctions of the four qubit device. The overlap
of the junction corresponded to about half of the estimated overlap during the design phase. This
could have been due to error in the design, a fabrication issue during the development of the




5.1 Single Transition Spectrum
To perform the analog simulation of the Schwinger model correctly we are interested
in engineering a Hamiltonian that naturally enforces Gauss’ law. That is to say that we
want to only see transitions in the links if and only if there is a simultaneous transition in
the matter sites that reciprocates the change. This processes is mediated by the link sites.
The eigenstates at the decoupling point for a fixed manifold cannot have a single photon
transition element linking them otherwise the incoherent process of a Jaynes-Cummings like
interaction will dominate. The coherent process that obeys Gauss’ law is a virtual process
which is mediated by the hopping of a matter site to its adjacent link. Plotted in figure
5.1 are the single photon transitions between various levels of the circuit when applying
an excitation to the left or right link sites. The large matrix elements are those that can
be driven or are virtual processes within the device and the small transition elements will
be washed out due to decoherence. From figure 5.1 we can visualize the process in terms
of the eigenstates of the link Hamiltonian, |ψi〉. At the decoupled point these eigenstates
represent the bare eigenbasis of the two oscillators. In the single excitation manifold, say
initializing the link in the states |ψ1〉, the virtual process which obeys Gauss’ law will keep
us in the same manifold. There are two processes which correspond to this. The processes
|ψ1〉 → |ψ4〉 → |ψ2〉 and |ψ1〉 → |ψg〉 → |ψ2〉 keep the initial state in the manifold. The a
non-zero interference between these two paths allows the gauge invariant dynamics to occur.
This transition corresponds to the single excitation hopping from site to site. Figure 5.2
depicts the allowed transitions between energy levels.
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Figure 5.1: Coupling matrix elements for single photon transitions between eigenstates of the
Hamiltonian, |ψi〉, as a function of the external flux. In the experimental setup both qubits would
be driven simultaneously, but at the decoupling points the left and right qubits are isolated from
one another. At the decoupling points the states |ψi〉 correspond to the bare eigenstates of the
bosonic annihilation/creation operators. Large elements are the levels that would be seen while
performing spectroscopy on the device. A threshold of 5 MHz is used to isolate the couplings from
those observable in spectroscopy.
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Figure 5.2: Allowed energy transitions between eigenstates corresponding to large matrix elements
within the Hamiltonian 3.19. The intra-manifold transitions are suppressed by engineering the
Hamiltonian in such a way as to cancel the first order hopping as described in the previous chapter.
The gauge invariant processes correspond to those that leave a fixed manifold and have a path to
return to that manifold. Processes such as the blue dashed line or green dotted line contribute to
the noise processes discussed in later sections. These are gauge invariant, but affect the dynamics
and correspond to the fast oscillations in the time dynamics.
47
5.2 Gauge Invariant Hopping
To achieve the gauge invariant dynamics the device needs to be fabricated with a hierarchy
of energy scales in mind. The energy corresponding to the matter fermions (qubits) needs
to be on resonance with the frequency of the anharmonic oscillators that are adjacent to the
lattice vertex. This amounts to the condition, ωqi = ωi. By taking the matter sites to be
transmons with a split junction these can be tuned into resonance locally with an on chip
DC line against the presence of a fixed background field from an external coil which sets the
mode decoupling condition of equation 4.21.
From here the next consideration is that the self and cross-Kerr non-linearities of the link

































where W and g are defined in equation 4.16. The second term maps onto the notion of
energy stored within an electric field of this lattice model. This imposes the restriction that
W > g in order to ensure that it is energetically unfavourable to store energy in the link and
thus leave the excitation manifold.
The final energy scale is that the Jaynes-Cummings coupling between matter sites and
field sites satisfies that λ2i /W ∼ g. If this condition is satisfied then applying perturbation
theory to second order on the fermion/field coupling recovers the gauge invariant hopping.
5.2.1 Time Domain Simulations
Too see that this Hamiltonian and these parameters faithfully reproduce the dynamics
we are hoping to emulate we simulate the time evolution of the quantum circuit using The
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Lindblad master equation[38, 12]. The equation is then,














Γiai where ai is the lowering operator corresponding to each component of the
Hamiltonian and Γi is the decay rate for that element. This equation models the effects of
a system in an open environment where non-unitary processes affect the outcome.
Starting with the spin-1/2 model we initialize the state as |↑,m = +1/2, ↓〉 = |↑ 01 ↓〉.
This state corresponds to a system where there is an electron sitting on a lattice site and
the field points away from it. As the electron hops from lattice site to lattice site the
field must reciprocate this change by changing the direction of the electric field. The state
hops between the initial state and the state |↓,m = −1/2, ↑〉 = |↓ 10 ↑〉. In the single
excitation manifold (spin-1/2 manifold) the matter sites always exhibit confinement. That
is the system always has a field polarization linking it to its adjacent neighbour site. This
will change when we consider the two excitation manifold (spin-1) manifold where the field
now admits a “vacuum” field or more accurately a zero amplitude electric field. In figure
5.3, I have plotted the evolution of the state initialized as above. The bottom left figure
tracks the gauge invariant behaviour as the fermions and fields swap positions. There are
two major sources of decay. There are the processes corresponding to an excitation being
lost completely due to decoherence and loss out of the computational space of the gauge
invariant dynamics (see figure 5.4). The system was modelled assuming a decohering system
in the absence of pure dephasing so that T2=2T1 with each qubit having T1 = 50µs. This
is well within typical lifespans of cavity-qubit systems.
Initializing the state for the spin-1 dynamics involves creating the state, |↑,m = 0, ↓〉 =
|↑ 11 ↓〉. This corresponds to a lone unconfined “quark” (or anti-quark) which is located
on the left most lattice site. The link of this state corresponds to a vacuum field (not
to be confused with the vacuum state of the whole system) or “null” field, m = 0. The
state then coherently evolves from this unconfined state to one where it is confined as a
meson and a linking field polarized between the two lattice sites. The state then hops
from |↑, S = 1,m = 0, ↓〉 and |↓, S = 1,m = −1〉. In a longer chain one can think about
this process as starting in a filled Fermi sea. The ground state corresponds to a state with
staggered fermions on the links and this “null” field between matter sites. An excitation
hopping then forms an electron-hole pair which is joined by the field changing its state to
join the pairs.
Both of these situations obey the gauge invariant dynamics we are trying to emulate.
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Figure 5.3: (Top) Gauge invariance is captured by seeing the coherent dynamics of the staggered
circuit elements exchanging their excitations without a Jaynes-Cummings like hopping. (Bottom)
Fast internal oscillations are filtered out using a boxcar window. The fast internal oscillations
arise due to correction terms from the second order perturbation. These take the form Szσzi and
σ+1 S
−Szσ−2 . They terms preserve the gauge invariant dynamics, but contribute to not seeing a full
saturation of the link. A maximum of 80% for the initial state is achieved and only a maximum of
60% is achieved in the saturation of of the corresponding gauge invariant state. These numerical
simulations are filtered similarly to how we would handle the filtering on the experimental level.
This simulation was performed assuming a T1 of 50µs. On the left is the evolution of the state. The
initial state is prepared as |↑ 01 ↓〉 and allowed to evolve. The π phase difference in the oscillations
show that the gauge invariant dynamics is being preserved as the state leaks out of the manifold.
Left is the number of excitations of each element in the circuit. We can see the oscillations are π
out of phase as well and match the expected number of excitations in each element corresponding
to the state to the left. Importantly we are not leaving the single excitation manifold other than
through decay processes. The odd shape of the total excitation number on the right is due to the
intra-manifold leakage as explained below in figure 5.4.
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Figure 5.4: The system is initialized the same as in figure 5.3 and averaged using a boxcar to
remove the fast oscillations. (Top) As the system evolves in time relaxation causes leakage into the
lower lying states. These then decay into the ground state through a cascaded process. (Bottom)
Leakage out of the gauge invariant subspace but still within the same excitation manifold. The
fast oscillating terms of the dynamics are mainly contributed to by the Jaynes-Cummings hopping
from matter site to adjacent link without obeying the gauge invariant dynamics of the model.
That is an excitation hops from a matter site without the link reciprocating the change. In both
instances leakage out of the initial state affects the visibility of the gauge invariant behaviour. The
occupation probability out of the gauge invariant subspace remains small (<5%) well beyond a
measurable timescale allowing us to observe the gauge invariant dynamics on realistic timescales.
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The states are initialized as eigenstates of the underlying U(1) symmetry given by Gi of
equation 3.12 and oscillate between the allowable physical states imposed by the constraint
Gi |ψ〉 = 0. If the spin wants to hop to a different position in the lattice the field must
reciprocate this by changing it’s corresponding direction (see figure 3.4).
While it is important that these dynamics are occurring it is more important from an
experimental perspective that these dynamics can occur over a range of the flux passing
through the linking circuit rather than the optimal decoupling point. It is difficult to precisely
achieve the optimal decoupling of the link so a window around this point should produce the
same or similar gauge invariant dynamics. This is shown to be the case in 5.5
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Figure 5.5: Spin excitation remains visible even away from the optimal decoupling point (see eq.
4.21) of Φext/2π = −0.151. This as well as the decoherence over µs lifetimes lends to the idea that
simulating the gauge invariant dynamics is physically realizable. The model is robust enough that
variations in design parameters will still allow for the dynamics to be observed provided that the
hierarchy of parameters is obeyed. The plot of figure 5.3 corresponds to a horizontal trace at the
optimal decoupling point.
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5.3 State Preparation & Readout
State preparation is an integral component of developing analog quantum simulators.
The initial state for simulating the Schwinger dynamics of the above sections is dependent
on being able to accurately prepare states in the eigenbasis of the generator of the gauge
invariance (see equation 3.12).
To properly prepare the initial states to observe the gauge dynamics a calibrated π-pulse
for each circuit element needs to be characterized. The theory behind single-qubit gates is
well studied[16, 41]. An optimal π-pulse to drive a transition using a Gaussian wavepacket
requires that the area underneath the Gaussian is equal to π. The two parameters of interest
are the amplitude and the half width half max (HWHM) of the Gaussian. By fixing one of





















Here a and a† are the bosonic creation and annihilation operators. The driving term repre-
sents driving a system with a coherent field. in the case of a two level system direct qubit
driving takes the form σ+ + σ−. However, since we are simulating the transmon qubits as
anharmonic oscillators and including the higher levels we directly drive the system with the
bosonic creation and annihilation operators at the frequency of the 0→ 1 transition. In the
presence of limitations due to instrumentation (either bandwidth or maximum amplitudes)
a flat time can be introduced to offset the two parameters as long as the area underneath the
pulse is kept to π. In coupled systems or systems with decoherence optimal pulse shaping
can be performed to prepare states with high fidelity using techniques such as DRAG[49].
Driving a qubit into its excited state will shift a coupled cavity’s frequency due to the
dispersive shift. By listening to the output of the cavity at one of the dispersed resonator we
can infers the state of the qubit. The peak (or trough) of the outgoing signal maps directly
onto the excitation state.
High fidelity single shot readout can be readily achieved using a Josephson Paramet-
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ric Amplifier (JPA)[34]. State discrimination has reached upwards of 98% over nanoscale
timescales[68].
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Figure 5.6: (Top Left) The state of the qubit rotates according to the length (or amplitude) of
the driving pulse at the qubit frequency. (Top Right) The integrated decay of the Rabi oscillations
(Bottom) of the I quadrature. In our recent work[23] the qubit emits directly into an open envi-
ronment by coupling to the vacuum oscillations of an open transmission line. The single photon
emitted from the qubit when it is in the state |1〉 is a pure Fock state and has no coherence. The
coherent signal associated with the I and Q quadratures is thus zero. The I and Q quadratures
signal is maximized when the qubit lies on the equator of the Bloch sphere as it is fully coherent.
These positions can be used as reference to calibrate for the optimal π and π/2 times for a given
driving amplitude. (Bottom) 2D sweep of the Rabi Oscillations as a function of the pulse width.
As the pulse width increases we drive from the ground state and over the excited state. This can
be seen in the bands within the Rabi pulse (green and orange) where the internal dynamics of the
dephasing are observed.
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5.3.1 Pulsing Protocol and Measurements
To observe the spin-1/2 dynamics, control over two qubits needs to be fully characterized.
To initialize the state we first bias the link to its decoupled position as found in equation
4.21. The qubits are locally detuned from their adjacent link site. This detuning prevents
the qubit-link system from coupling and forming a dressed basis that will affect the driving
of the qubit to the excited state. π-pulses excite the circuit into the state |1010〉. The states
have been prepared with a fidelity, F (ρideal, ρprep) ∼ 0.87. Perfect fidelity is not achieved
due to the stray coupling between elements as simulating the state initialization without
decoherence achieves similar fidelity. This can be improved by applying pulse optimization
techniques such as the DRAG protocol[49]. Tuning the qubit matter sites into resonance
with their adjacent link are then left to evolve under the gauge invariant dynamics and read
out.
As the qubits coherently swap from |1010〉 → |0101〉 the cavities are listened to. Os-
cillations in the cavity population directly correspond to the qubit states using dispersive
readout. We can then use this to infer the gauge invariant dynamics by seeing oscillations
in the form of figure 5.3 and cross correlating the output.
5.4 Experimental Proposal
The time domain measurements we want to observe necessitate the use of accurate and
synchronized microwave pulses. To accomplish this we use a Signatec PXDAC4800 arbitary
waveform generator. The AWG can output wave to four channels allowing full control over
the individual qubits within the proposed device. The AWG also allows extremely short
pulsing down to nanosecond time scales. This resolution allows for extremely accurate pulse
shaping and pulse optimization. Microwave tones are produced via the SGS100A by Rhode
& Schwarz, and QuickSyn FSW-0020 frequency synthesizer by National Instruments. Both
offer low phase noise solutions to signal synthesis. The two signals are mixed together to
produce the required pulsed output for driving the qubits into their excited states.
Internal to the cryogenic setup are attenuators and filters on the cabling down the the
physical samples. The power necessary to drive qubit or resonator excitations for large
coupling is given by
P ∼ n~ωΓ (5.9)
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Figure 5.7: (Top) Sketch of the pulse sequence for the spin-1/2 dynamics. The initial state is
prepared with the application of two pi pulses (HWHM of 5ns). The two matter qubits are then
brought into resonance with the link by tuning the qubits with on-chip DC lines (green pulse).
(Bottom) Occupation probability and individual excitations of the pulsed system. The system
initially starts in the ground state then is excited to the state |1000〉. After this the second π-
pulse is applied and drives the qubit to the state |1010〉. The DC pulse (at t = 50ns) bring the
qubits into resonance and when this occurs the gauge invariant dynamics proceed. The decoherence
times for these simulations was 50µs, which is comparable to the decay times for developments in
the field. The limiting constraint on the state preparation is intrinsic to the stray couplings of
the Hamiltonian and not due to decoherence on the system. This can be be improved through
optimized pulsing.
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where ω and Γ are the angular frequencies and decay rates of the qubit or resonator and n
is the number of photons. For qubits with frequencies on the order of GHz and decay rates
on the order of 100 kHz- 1 MHz this corresponds to approximately powers on the order of
∼ 10−18W or approximately -140dBm and upwards of -80dBm to drive nanosecond Rabi
oscillations.
Frequency multiplexing has been readily achieved in several architectures and allows
for the addressability of multiple qubits with reduced line overhead. The readout can be
performed on a single or few transmission lines coupled to individual cavity resonators and
qubits. The scheme lifts some of the constraints of individual readout lines and at the same
time allows a clear path forward in terms of scalability[6].
The Analog-Digital-Converter (ADC) takes the signal from the fridge and digitizes it
in a way that can be understood and processed. For this we have a GaGe RazorMax 16
PXIe card. The digitizer can work down to a 2ns resolution well within the times scales of
predicted dynamics of the device.
Shown below in figure 5.8 is a sample setup of the experiment.
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Figure 5.8: Simplified setup of the proposed experiment. Starting at room temperature the π-
pulses (Purple) can be generated by mixing RF signals with a DC pulse generated from a AWG
to create shaped outputs. These can then be routed to the individual qubits to prepare the initial
state. Readout pulses are generated with another RF source (Green). The readout of the qubits
is multiplexed removing the need to have individual readout lines for each individual qubit. The
output from the device can then be amplified using a combination of a JPA (not depicted), a HEMT,
and room temperature amplifiers to be digitized and processed in the analog-digital converter. The
coil can be tuned to create a static background field for setting the decoupling of the two link qubits
and local on-chip DC fast flux lines can be used to tune the matter site qubits individually (Red)
and apply Z pulses.
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Chapter 6
Conclusions & Future Direction
This thesis has aimed to present the feasibility of physically implementing an analog
quantum simulator.
In chapter 2 we outlined the theory of superconducting quantum circuits and presented
the building blocks necessary to create large scale quantum circuits.
The focus of chapter 3 was to present the theory and models of lattice gauge theories and
why they are an interesting field of study. Here we also sought to bridge the gap between
the language of LGTs and superconducting qubits. We found that by using transmons to
implement LGTs was extremely useful. By selectively taking advantage of the transmon’s
multilevel structure we can get away with expressing both fermionic and bosonic degrees of
freedom as transmons make good qubits, but bad two-level systems due to the presence of
higher modes.
In chapter 4 we worked towards demonstrating that a physical design was indeed achiev-
able using realistic parameters from a fabrication perspective and was faithful towards the
hierarchy of energy scales necessary to implement the gauge invariant dynamics. As well
we explored design aspects of developing superconducting qubits and presented a methodol-
ogy of engineering and simulating the the parameter space compared against experimentally
observed values.
In chapter 5 we outlined the experimental observations we would need to observe to
demonstrate a faithful implementation of the Schwinger model. To achieve the Schwinger
model we need to demonstrate that there is mode decoupling between the link qubits so as to
suppress an incoherent Jaynes-Cummings like hopping from site to site and instead produce
a coherent hopping that mimics the gauge invariant dynamics which preserve Gauss’s Law.
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We also demonstrated that the model can be designed in such a robust way that the dynamics
can be observed in a region around the optimal decoupling point for both the spin-1/2 and
spin-1 manifolds. We also presented a simple protocol to initialize the system so as to observe
the gauge invariant dynamics.
The steps outlined here are the beginnings of moving towards large scale quantum simu-
lation. These simple demonstrations show what the true power of what quantum computers
will show in the near future. It has only been a few years since the superconducting ar-
chitecture arose and has seen startling progress over such a short period. Small scale error
correction has been implemented, new regimes of physics in the ultra-strong coupling range,
and the first cloud quantum computers. These small but impressive feats have spurred
commercial interests in the field and continue to accelerate it forward. In keeping with the
culture of constantly pushing the boundaries that is so common in the field I present some
considerations on improving and extending the work of this thesis.
6.1 Scaling 1D Simulations
The proposed implementation consists of just a single building block for larger scale
quantum simulation. Combing these blocks into larger chains the toy model presented of
confinement becomes less superficial. In a longer lattice where the initial state is given by
a confined pair of adjacent lattice sites, |...〉 ⊗ |2010〉 ⊗ |...〉 the gauge invariant dynamics
are observed when adding a flux to adjacent links. This forces the matter site to hop to the
next lattice position to preserve the gauge invariant dynamics and obey Gauss’ law. As we
continue to force the separation of the matter sites the tension on the “string” increases and
it becomes energetically favourable to break the confined structure and spontaneously create
two confined pairs. A small simulation of L = 4 lattice sites would in principle be able to
demonstrate this as there would be no “unphysical” disconnected mesons as there is in the
case for the L = 2 lattice.
6.2 Moving Into 2D Architectures
The next natural extension of a one dimension lattice gauge simulator is to begin moving
into two dimensional architectures. Recent work[45] has shown that implementations of a 2D
architecture on superconducting devices is readily achievable. These models have far reaching
applications into moving towards both more realistic simulations of QCD as well as the
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Figure 6.1: String breaking of a L = 4 chain. Two spatially separated lattice sites are confined by
a linking field. By increasing the “mass” (detuning of the matter site qubits in the model) of the
lattice sites it becomes more energetically favourable to spontaneously break the string and form
two disconnected pairs.
beginnings of building towards applications in condensed matter. In particular the quantum
dimer model (see [48] for a good overview) which was originally developed to understand
the origins of high temperature superconductivity, but has applications in understanding the
lattice structure of hydrogen bonds in ice. A superconducting implementation would go a
long way towards demonstrating the true power of quantum simulation.
6.3 Digital-Analog Hybrids
Combining the two paradigms of digital and analog quantum simulation would give great
insight into how to move the field forwards towards a fully universal architecture. Recent
proposals[36] have shown that there are efficient techniques to combine the knowledge that
already exists for two levels systems and qubits digitally with the analog bosonic degrees of
freedom we get for free from transmission lines and these multilevel systems. In principle
this would allow us to explore previously untouched regimes of physics.
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A.1 Parameter Space Conditions
1 ”””
2 @author : Chris Warren
3 @Ins t i tu t e : I n s t i t u t e f o r Quantum Computing , Un ive r s i ty o f Waterloo
4
5 C a l c u l a t i o n s o f the c o n d i t i o n s as per equat ions 4 . 7 , 4 . 9
6




10 Parameter Cancel lat ion Cond ( args ) : c a l c u l a t e s the c a n c e l l a t i o n between the
11 f i r s t order hopping terms
12
13 See f i g u r e 3 .5
14 EjL : Le f t l i n k ’ s junc t i on energy
15 EJ : Linking junc t i on energy
16 EjR : Right l i n k ’ s junc t i on energy
17 CL: Le f t capac i tance
18 Cj : Junct ion capac i tance
19 CR: Right capac i tance
20 ”””
21 fname = ’ ParameterCondit ions ’
22 import numpy as np
23 import matp lo t l i b . pyplot as p l t
24 import datet ime as dt
25
26 de f Off Resonance Cond ( EjL , EJ , EjR ,CL, Cj ,CR) :
27 e charge = 1.602 e−19 #e l e c t r o n charge
28 h = 6.626 e−34 #planck ’ s constant
29 C to GHz = ( e charge ∗∗2) /(h∗1 e9 ) #e ˆ2/(hC) g i v e s f requency in GHz
30
31 C det = 1 . 0 / ( Cj∗CL + Cj∗CR + CL∗CR) #Determinant o f cap matrix
32 eps L = 2∗np . s q r t ( ( Cj+CR) ∗C det∗C to GHz /(EJ+EjL ) )
33 eps R = 2∗np . s q r t ( ( Cj+CL) ∗C det∗C to GHz /(EJ+EjR) )
70
34 re turn (EJ+EjL ) ∗ eps L − (EJ+EjR) ∗ eps R #[GHz]
35
36 de f Parameter Cancel lat ion Cond ( EjL , EJ , EjR ,CL, Cj ,CR) :
37 re turn ( EjL/EJ + 1) ∗(EjR/EJ + 1) − (CL/Cj + 1) ∗(CR/Cj + 1)
38
39 #Setup Sweep parameters
40 Ej = np . l i n s p a c e (1 ,101 ,1000)
41 Cj = np . l i n s p a c e (1 e−15 ,101e−15 ,1000)
42 #Generate s to rage matr i ce s
43 A = np . z e ro s ( ( l en ( Ej ) , l en ( Cj ) ) )
44 B = np . z e ro s ( ( l en ( Ej ) , l en ( Cj ) ) )
45 #Sweep the c o n d i t i o n s and s t o r e the r e s u l t s
46 f o r i ,E in enumerate ( Ej ) :
47 A[ i , : ] = Off Resonance Cond ( 1 7 . 0 ,E,16 ,65 e−15,Cj , 4 8 . 8 e−15)
48 B[ i , : ] = Parameter Cancel lat ion Cond ( 1 7 . 0 ,E,16 ,65 e−15,Cj , 4 8 . 8 e−15)
49 ##Uncomment to save data
50 #today = dt . datet ime . now ( )
51 #outname = fname + ’ {} {}{}{} . tx t ’ . format ( ’ F i r s tCond i t i on ’ ,
52 # today . year ,
53 # today . month ,
54 # today . day )
55 ##np . save txt ( outname ,A, fmt=’%f ’ , d e l i m i t e r = ’ , ’ )
56 #outname = fname + ’ {} {}{}{} . tx t ’ . format ( ’ SecondCondition ’ ,
57 # today . year ,
58 # today . month ,
59 # today . day )
60 #np . save txt ( outname ,B, fmt=’%f ’ , d e l i m i t e r = ’ , ’ )
61
62 #2D p l o t t i n g f i r s t cond i t i on
63 p l t . pco l o r ( Cj∗1e15 , Ej ,A, cmap=’RdBu ’ , vmin=−1, vmax=1)
64 p l t . x l a b e l ( r ’ Capacitance , $C J$ [ fF ] ’ )
65 p l t . y l a b e l ( r ’ Josephson Energy $E j$ [GHz] ’ )
66 p l t . c o l o rba r ( )
67 p l t . g r i d ( )
68 p l t . show ( )
69 #2D p l o t t i n g second cond i t i on
70 p l t . pco l o r ( Cj∗1e15 , Ej ,B, cmap=’RdBu ’ , vmin=−0.5,vmax=0.5)
71 p l t . x l a b e l ( r ’ Capacitance , $C J$ [ fF ] ’ )
72 p l t . y l a b e l ( r ’ Josephson Energy $E j$ [GHz] ’ )
73 p l t . c o l o rba r ( )
74 p l t . g r i d ( )
75 p l t . show ( )
A.2 Static Hamiltonian Calculations
1 ”””
2 @author : Chris Warren
3 @Ins t i tu t e : I n s t i t u t e f o r Quantum Computing , Un ive r s i ty o f Waterloo
4
5 C a l c u l a t i o n s o f the non l in ea r spectrum of the l i n k and p l o t s the e i g e n e n e r g i e s
,
6 t r a n s i t i o n ene rg i e s , t r a n s i t i o n matrix elements , and s t a t e compos it ion o f the
7 e i g e n s t a t e s
71
8
9 Link Hamiltonian ( args ) : r e tu rn s the Hamiltonian o f the l i n k as a func t i on o f
10 f l u x
11 ”””
12 import qut ip as qt
13 import numpy as np
14 import matp lo t l i b . pyplot as p l t
15
16 n = 5 #number o f o s c i l l a t o r s t a t e s
17
18 de f Link Hamiltonian ( EjL , EjR ,CL,CR, Ej , Cj , phi=0) :
19 e charge = 1.602 e−19 #e l e c t r o n charge
20 h = 6.626 e−34 #planck ’ s constant
21 EJ = Ej∗np . abs (np . cos ( phi ∗2∗np . p i ) ) #Link energy
22 C to GHz = ( e charge ∗∗2) /(h∗1 e9 ) #e ˆ2/(hC) g i v e s f requency in GHz
23 C det = 1 . 0 / ( Cj∗CL + Cj∗CR + CL∗CR) #Capacitance matrix determinant
24 # Lef t and Right anharmonic ity f a c t o r
25 eps L = 2∗np . s q r t ( ( Cj+CR) ∗C det∗C to GHz /(EJ+EjL ) )
26 eps R = 2∗np . s q r t ( ( Cj+CL) ∗C det∗C to GHz /(EJ+EjR) )
27 # Create qubit ope ra to r s
28 a = qt . t en so r ( qt . des t roy (n) , qt . qeye (n) )
29 b = qt . t en so r ( qt . qeye (n) , qt . des t roy (n) )
30 # Harmonic energy s c a l e s
31 omega L = ( ( EJ+EjL ) ∗ eps L ∗ (2∗np . p i ) )
32 omega R = ( ( EJ+EjR) ∗ eps R ∗ (2∗np . p i ) )
33 H L = omega L∗a . dag ( ) ∗a
34 H R = omega R∗b . dag ( ) ∗b
35 # Mixing C o e f f i c i e n t s ( c a p a c i t i v e & induc t i v e )
36 omega Mcap = (2∗np . p i ) ∗(2∗Cj∗C det∗C to GHz/np . s q r t ( eps L ∗ eps R ) )
37 omega Mind = (2∗np . p i ) ∗(EJ∗np . s q r t ( eps L ∗ eps R ) /2)
38 H LR = ( omega Mcap∗( a . dag ( ) ∗b − a . dag ( ) ∗b . dag ( ) + a∗b . dag ( ) − a∗b )
39 − omega Mind ∗( a . dag ( ) ∗b + a . dag ( ) ∗b . dag ( ) + a∗b . dag ( ) + a∗b ) )
40 H0 = H L + H R + H LR #Total f i r s t order Hamiltonian
41 # Anharmonic energy s c a l e s
42 Omega L = (2∗np . p i ) ∗( eps L ∗∗2/16) ∗( EjL∗np . exp(−eps L /4)
43 + EJ∗np . exp(−np . s q r t ( eps L ∗ eps R ) /4) )
44 Omega R = (2∗np . p i ) ∗( eps R ∗∗2/16) ∗(EjR∗np . exp(−eps R /4)
45 + EJ∗np . exp(−np . s q r t ( eps L ∗ eps R ) /4) )
46 Omega LR = (2∗np . p i ) ∗( eps L ∗ eps R /4) ∗(EJ∗np . exp(−np . s q r t ( eps L ∗ eps R ) /4) )
47 H int1 = −Omega L∗( ( a . dag ( ) ∗∗2) ∗( a ∗∗2) )
48 H int2 = −Omega R∗( (b . dag ( ) ∗∗2) ∗(b∗∗2) )
49 H int3 = −Omega LR∗( ( a . dag ( ) ∗a ) ∗ (b . dag ( ) ∗b) )
50 H int = H int1 + H int2+ H int3 #Total I n t e r a c t i o n Hamiltonian
51
52 H = H0 + H int #Total Hamiltonian
53 re turn H
54
55 #========================================================================
56 # Generating Ca l cu l a t i on Parameters and Storage
57 #========================================================================
58
59 #Sweep f l u x through SQUID
60 phi = np . l i n s p a c e ( −0 .5 ,0 .5 ,1001)
61 #Driving Operators
72
62 a = qt . t en so r ( qt . des t roy (n) , qt . qeye (n) )
63 b = qt . t en so r ( qt . qeye (n) , qt . des t roy (n) )
64 Hopping a = a+a . dag ( ) # ( a + adag ) X I
65 Hopping b = b+b . dag ( ) # I X (b + bdag )
66 #Generate Bas i s S ta t e s
67 gg = qt . t en so r ( qt . b a s i s (n , 0 ) , qt . b a s i s (n , 0 ) )
68 eg = qt . t en so r ( qt . b a s i s (n , 1 ) , qt . b a s i s (n , 0 ) )
69 ge = qt . t en so r ( qt . b a s i s (n , 0 ) , qt . b a s i s (n , 1 ) )
70 ee = qt . t en so r ( qt . b a s i s (n , 1 ) , qt . b a s i s (n , 1 ) )
71 f g = qt . t en so r ( qt . b a s i s (n , 2 ) , qt . b a s i s (n , 0 ) )
72 g f = qt . t en so r ( qt . b a s i s (n , 0 ) , qt . b a s i s (n , 2 ) )
73 #Store b a s i s v e c t o r s
74 b a s i s l i s t = [ gg , eg , ge , fg , ee , g f ]
75 #Generate var i ous s to rage v a r i a b l e s
76 Eval mat = np . z e ro s ( ( l en ( phi ) ,n∗n) ) #Store e i g e n v a l u e s
77 #Create Trans i t i on Elements matr i ce s
78 Eval mat1a = np . z e r o s ( ( l en ( phi ) ,n∗n) )
79 Eval mat2a = np . z e r o s ( ( l en ( phi ) ,n∗n) )
80 Eval mat3a = np . z e r o s ( ( l en ( phi ) ,n∗n) )
81
82 Eval mat1b = np . z e r o s ( ( l en ( phi ) ,n∗n) )
83 Eval mat2b = np . z e r o s ( ( l en ( phi ) ,n∗n) )
84 Eval mat3b = np . z e r o s ( ( l en ( phi ) ,n∗n) )
85
86 Eval mat1c = np . z e ro s ( ( l en ( phi ) ,n∗n) )
87 Eval mat2c = np . z e ro s ( ( l en ( phi ) ,n∗n) )
88 Eval mat3c = np . z e ro s ( ( l en ( phi ) ,n∗n) )
89
90 Eval mat1d = np . z e r o s ( ( l en ( phi ) ,n∗n) )
91 Eval mat2d = np . z e r o s ( ( l en ( phi ) ,n∗n) )
92 Eval mat3d = np . z e r o s ( ( l en ( phi ) ,n∗n) )
93 #Coupling Matr ices (CHANGE SIZE TO MATCH T r a n s i t i o n L i s t )
94 Coupling matA = np . z e r o s ( ( l en ( phi ) , 8 ) )
95 Coupling matB = np . z e r o s ( ( l en ( phi ) , 8 ) )
96 Coupling matC = np . z e r o s ( ( l en ( phi ) , 8 ) )
97 Coupling matD = np . z e r o s ( ( l en ( phi ) , 8 ) )
98 #Generate matr i ce s to s t o r e compos it ion o f f i r s t 6 e i g e n s t a t e s
99 EvecMat gnd = np . z e r o s ( ( l en ( phi ) , 6 ) )
100 EvecMat f i r s t = np . z e r o s ( ( l en ( phi ) , 6 ) )
101 EvecMat second = np . z e r o s ( ( l en ( phi ) , 6 ) )
102 EvecMat third = np . z e r o s ( ( l en ( phi ) , 6 ) )
103 EvecMat fourth = np . z e ro s ( ( l en ( phi ) , 6 ) )
104 EvecMat f i f th = np . z e r o s ( ( l en ( phi ) , 6 ) )
105
106 #========================================================================
107 # C a l c u l a t i o n s from Hamiltonian
108 #========================================================================
109
110 f o r i , Phi in enumerate ( phi ) :
111 i f ( i %(( l en ( phi )−1)/10) )==0:
112 pr in t ( ’%f Percent Completed ’ %( i /( l en ( phi )−1)∗100) )
113 #Compute Hamiltonian as a func t i on o f f l u x
114 H = Link Hamiltonian ( 1 7 . 0 , 1 6 . 0 , 6 5 e−15 ,48.8 e−15 ,20 .0 ,40 .0 e−15,Phi )
115 H. tidyup ( a t o l=1e−12)
73
116 eva l s , evecs = H. e i g e n e n e r g i e s ( ) #Diagona l i z e
117 #Assign low l y i n g e igen s t a t e s
118 gnd = evecs [ 0 ]
119 f i r s t = evecs [ 1 ]
120 second = evecs [ 2 ]
121 th i r d = evecs [ 3 ]
122 f our th = evecs [ 4 ]
123 f i f t h = evecs [ 5 ]
124 #d e f i n e t r a n s i t i o n s
125 g n d t o f i r s t = f i r s t ∗gnd . dag ( )
126 gnd to second = second ∗gnd . dag ( )
127
128 f i r s t t o s e c o n d = second ∗ f i r s t . dag ( )
129 f i r s t t o t h i r d = th i r d ∗ f i r s t . dag ( )
130 f i r s t t o f o u r t h = four th ∗ f i r s t . dag ( )
131 f i r s t t o f i f t h = f i f t h ∗ f i r s t . dag ( )
132
133 s e c o n d t o f i r s t = f i r s t ∗ second . dag ( )
134 s e c o n d t o t h i r d = th i rd ∗ second . dag ( )
135 s e c o n d t o f o u r t h = four th ∗ second . dag ( )
136 s e c o n d t o f i f t h = f i f t h ∗ second . dag ( )
137
138 g n d t o t h i r d = th i r d ∗gnd . dag ( )
139 gnd to fou r th = four th ∗gnd . dag ( )
140 g n d t o f i f t h = f i f t h ∗gnd . dag ( )
141 #Calcu la te occupat ion p r o b a b i l i t i e s and s t o r e them
142 f o r j in range (6 ) :
143 Number gnd = b a s i s l i s t [ j ] . dag ( ) ∗gnd
144 Number f i r s t = b a s i s l i s t [ j ] . dag ( ) ∗ f i r s t
145 Number second = b a s i s l i s t [ j ] . dag ( ) ∗ second
146 Number third = b a s i s l i s t [ j ] . dag ( ) ∗ th i r d
147 Number fourth = b a s i s l i s t [ j ] . dag ( ) ∗ f our th
148 Number f i f th = b a s i s l i s t [ j ] . dag ( ) ∗ f i f t h
149 EvecMat gnd [ i , j ] = np . abs ( Number gnd [ 0 , 0 ] ) ∗∗2
150 EvecMat f i r s t [ i , j ] = np . abs ( Number f i r s t [ 0 , 0 ] ) ∗∗2
151 EvecMat second [ i , j ] = np . abs ( Number second [ 0 , 0 ] ) ∗∗2
152 EvecMat third [ i , j ] = np . abs ( Number third [ 0 , 0 ] ) ∗∗2
153 EvecMat fourth [ i , j ] = np . abs ( Number fourth [ 0 , 0 ] ) ∗∗2
154 EvecMat f i f th [ i , j ] = np . abs ( Number f i f th [ 0 , 0 ] ) ∗∗2
155 #Store e v a l s to p l o t
156 Eval mat [ i , : ] = e v a l s
157 #Store t r a n s i t i o n e n e r g i e s between l e v e l s
158 Eval mat1a [ i , : ] = e v a l s − e v a l s [ 0 ]
159 Eval mat2a [ i , : ] = e v a l s − e v a l s [ 1 ]
160 Eval mat3a [ i , : ] = e v a l s − e v a l s [ 2 ]
161
162 Eval mat1b [ i , : ] = e v a l s − e v a l s [ 0 ]
163 Eval mat2b [ i , : ] = e v a l s − e v a l s [ 1 ]
164 Eval mat3b [ i , : ] = e v a l s − e v a l s [ 2 ]
165 #Def ine the t r a n s i t i o n e lements in terms o f the e i g e n s t a t e s
166 T r a n s i t i o n L i s t = [ g n d t o f i r s t , gnd to second ,
167 f i r s t t o t h i r d , f i r s t t o f o u r t h , f i r s t t o f i f t h ,
168 s e cond to th i rd , s e cond to four th , s e c o n d t o f i f t h ]
169 #Calcu la te t r a n s i t i o n matrix e lements
74
170 f o r j in range ( l en ( T r a n s i t i o n L i s t ) ) :
171 Coupling matA [ i , j ] = np . abs ( qt . expect ( Hopping a , T r a n s i t i o n L i s t [ j ] ) )
172 Coupling matB [ i , j ] = np . abs ( qt . expect ( Hopping b , T r a n s i t i o n L i s t [ j ] ) )
173 c u t o f f = 0 .04
174 #Calcu la te which t r a n s t i o n element i s below c u t o f f
175 i f Coupling matA [ i , 0 ] / ( 2 ∗ np . p i ) < c u t o f f :
176 Eval mat1a [ i , 1 ] = np . nan
177 i f Coupling matA [ i , 1 ] / ( 2 ∗ np . p i ) < c u t o f f :
178 Eval mat1a [ i , 2 ] = np . nan
179 i f Coupling matA [ i , 2 ] / ( 2 ∗ np . p i ) < c u t o f f :
180 Eval mat2a [ i , 3 ] = np . nan
181 i f Coupling matA [ i , 3 ] / ( 2 ∗ np . p i ) < c u t o f f :
182 Eval mat2a [ i , 4 ] = np . nan
183 i f Coupling matA [ i , 4 ] / ( 2 ∗ np . p i ) < c u t o f f :
184 Eval mat2a [ i , 5 ] = np . nan
185 i f Coupling matA [ i , 5 ] / ( 2 ∗ np . p i ) < c u t o f f :
186 Eval mat3a [ i , 3 ] = np . nan
187 i f Coupling matA [ i , 6 ] / ( 2 ∗ np . p i ) < c u t o f f :
188 Eval mat3a [ i , 4 ] = np . nan
189 i f Coupling matA [ i , 7 ] / ( 2 ∗ np . p i ) < c u t o f f :
190 Eval mat3a [ i , 5 ] = np . nan
191
192 i f Coupling matB [ i , 0 ] / ( 2 ∗ np . p i ) < c u t o f f :
193 Eval mat1b [ i , 1 ] = np . nan
194 i f Coupling matB [ i , 1 ] / ( 2 ∗ np . p i ) < c u t o f f :
195 Eval mat1b [ i , 2 ] = np . nan
196 i f Coupling matB [ i , 2 ] / ( 2 ∗ np . p i ) < c u t o f f :
197 Eval mat2b [ i , 3 ] = np . nan
198 i f Coupling matB [ i , 3 ] / ( 2 ∗ np . p i ) < c u t o f f :
199 Eval mat2b [ i , 4 ] = np . nan
200 i f Coupling matB [ i , 4 ] / ( 2 ∗ np . p i ) < c u t o f f :
201 Eval mat2b [ i , 5 ] = np . nan
202 i f Coupling matB [ i , 5 ] / ( 2 ∗ np . p i ) < c u t o f f :
203 Eval mat3b [ i , 3 ] = np . nan
204 i f Coupling matB [ i , 6 ] / ( 2 ∗ np . p i ) < c u t o f f :
205 Eval mat3b [ i , 4 ] = np . nan
206 i f Coupling matB [ i , 7 ] / ( 2 ∗ np . p i ) < c u t o f f :
207 Eval mat3b [ i , 5 ] = np . nan
208
209 #========================================================================
210 # V i s u a l i z a t i o n o f Resu l t s (Comment/Uncomment to p l o t s e c t i o n s )
211 #========================================================================
212 #Plot Energy Leve l s o f the Hamiltonian as a func t i on o f f l u x
213 f o r i in range (21) :
214 p l t . p l o t ( phi , Eval mat [ : , i ] / ( 2∗ np . p i ) )
215 p l t . y l a b e l ( r ’ Freqnecy [GHz] ’ , f o n t s i z e =15)
216 p l t . x l a b e l ( r ’ $\Phi /2\ pi$ ’ , f o n t s i z e =15)
217 p l t . t i t l e ( r ’ Total Energy Spectrum ’ , f o n t s i z e =15)
218 p l t . g r i d ( )
219 p l t . annotate ( r ’$N=0$ ’ , xy =(0 .45 ,0) )
220 p l t . annotate ( r ’$N=1$ ’ , xy =(0 .45 ,8) )
221 p l t . annotate ( r ’$N=2$ ’ , xy =(0 .45 ,15 .4 ) )
222 p l t . annotate ( r ’$N=3$ ’ , xy =(0 .45 ,22 .5 ) )
223 p l t . show ( )
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224 #Plot Trans i t i on Energ ie s
225 #Gnd −> S i n g l e Exc i ta t i on mani fo ld
226 p l t . p l o t ( phi , ( Eval mat1a [ : , 1 ] ) /(2∗np . p i ) , ’ b ’ )
227 p l t . p l o t ( phi , ( Eval mat1b [ : , 1 ] ) /(2∗np . p i ) , ’ b ’ )
228 p l t . p l o t ( phi , ( Eval mat1a [ : , 2 ] ) /(2∗np . p i ) , ’ r ’ )
229 p l t . p l o t ( phi , ( Eval mat1b [ : , 2 ] ) /(2∗np . p i ) , ’ r ’ )
230 p l t . y l a b e l ( r ’ Freqnecy [GHz] ’ , f o n t s i z e =14)
231 p l t . x l a b e l ( r ’ $\Phi /2\ pi$ ’ , f o n t s i z e =14)
232 p l t . t i t l e ( r ’ Trans i t i on Energ i e s o f Ground/ S i n g l e Manifold ’ , f o n t s i z e =12)
233 p l t . g r i d ( )
234 p l t . show ( )
235 #S i n g l e Exc i ta t i on −> double mani fo ld
236 p l t . p l o t ( phi , ( Eval mat2a [ : , 3 ] ) /(2∗np . p i ) , ’b−− ’ )
237 p l t . p l o t ( phi , ( Eval mat2b [ : , 3 ] ) /(2∗np . p i ) , ’b−− ’ )
238 p l t . p l o t ( phi , ( Eval mat2a [ : , 4 ] ) /(2∗np . p i ) , ’ r−− ’ )
239 p l t . p l o t ( phi , ( Eval mat2b [ : , 4 ] ) /(2∗np . p i ) , ’ r−− ’ )
240 p l t . p l o t ( phi , Eval mat3a [ : , 4 ] / ( 2 ∗ np . p i ) , ’ r−. ’ )
241 p l t . p l o t ( phi , Eval mat3b [ : , 4 ] / ( 2 ∗ np . p i ) , ’ r−. ’ )
242 p l t . p l o t ( phi , Eval mat3a [ : , 5 ] / ( 2 ∗ np . p i ) , ’ g−. ’ )
243 p l t . p l o t ( phi , Eval mat3b [ : , 5 ] / ( 2 ∗ np . p i ) , ’ g−. ’ )
244 p l t . y l a b e l ( r ’ Freqnecy [GHz] ’ , f o n t s i z e =14)
245 p l t . x l a b e l ( r ’ $\Phi /2\ pi$ ’ , f o n t s i z e =14)
246 p l t . t i t l e ( r ’ Trans i t i on Energ i e s o f S i n g l e /Double Manifold ’ , f o n t s i z e =12)
247 p l t . g r i d ( )
248 p l t . show ( )
249 #Plot Trans i t i on Matrix Elements
250 #Change second index to p l o t va r i ous t r a n s i t i o n s cor re spond ing to
251 #t r a n s i t i o n l i s t
252 # a + aˆdag
253 p l t . p l o t ( phi , Coupling matA [ : , 0 ] / ( 2 ∗ np . p i ) , ’ b ’ )
254 p l t . p l o t ( phi , Coupling matA [ : , 1 ] / ( 2 ∗ np . p i ) , ’ r ’ )
255 p l t . p l o t ( phi , Coupling matA [ : , 2 ] / ( 2 ∗ np . p i ) , ’ g ’ )
256 p l t . y l a b e l ( r ’ Frequency [GHz] ’ , f o n t s i z e =15)
257 p l t . x l a b e l ( r ’ $\Phi /2\ pi$ ’ , f o n t s i z e =15)
258 p l t . t i t l e ( r ’ $<\p s i { i } | ( a+aˆ{\ dagger }) \ ot imes \mathbb {1} |\ p s i { j}>$ ’ ,
259 f o n t s i z e =20)
260 p l t . p l o t ( [ − 0 . 5 , 0 . 5 ] , [ 0 . 0 0 5 , 0 . 0 0 5 ] , ’ k−− ’ )
261 p l t . l egend ( [ r ’ $ | \ p s i {g}> \ r i ghtar row | \ p s i {1}>$ ’ ,
262 r ’ $ | \ p s i {g}> \ r i ghtar row | \ p s i {2}>$ ’ ,
263 r ’ $ | \ p s i {1}> \ r i ghtar row | \ p s i {2}>$ ’ ,
264 r ’ Threshold ’ ] , l o c=’ upper r i g h t ’ , f o n t s i z e =12)
265 p l t . g r i d ( )
266 p l t . show ( )
267 # b + bˆdag
268 p l t . p l o t ( phi , Coupling matB [ : , 0 ] / ( 2 ∗ np . p i ) , ’ b ’ )
269 p l t . p l o t ( phi , Coupling matB [ : , 1 ] / ( 2 ∗ np . p i ) , ’ r ’ )
270 p l t . p l o t ( phi , Coupling matB [ : , 2 ] / ( 2 ∗ np . p i ) , ’ g ’ )
271 p l t . y l a b e l ( r ’ Frequency [GHz] ’ , f o n t s i z e =15)
272 p l t . x l a b e l ( r ’ $\Phi /2\ pi$ ’ , f o n t s i z e =15)
273 p l t . t i t l e ( r ’ $<\p s i { i } |\mathbb{1}\ otimes (b+bˆ{\ dagger }) | \ p s i { j}>$ ’ ,
274 f o n t s i z e =20)
275 p l t . p l o t ( [ − 0 . 5 , 0 . 5 ] , [ 0 . 0 0 5 , 0 . 0 0 5 ] , ’ k−− ’ )
276 p l t . l egend ( [ r ’ $ | \ p s i {g}> \ r i ghtar row | \ p s i {1}>$ ’ ,
277 r ’ $ | \ p s i {g}> \ r i ghtar row | \ p s i {2}>$ ’ ,
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278 r ’ $ | \ p s i {1}> \ r i ghtar row | \ p s i {2}>$ ’ ,
279 r ’ Threshold ’ ] , l o c=’ upper r i g h t ’ , f o n t s i z e =12)
280 #Eigens ta te p r o b a b i l i t i e s
281 #Change EvecMat blah [ : , i ] to p l o t the compos it ion o f the var i ous l e v e l s
282 f o r i in range (6 ) :
283 p l t . p l o t ( phi , EvecMat gnd [ : , i ] )
284 p l t . g r i d ( )
285 p l t . t i t l e ( r ’ Composition o f Ground State ’ , f o n t s i z e =15)
286 p l t . l egend ( [ r ’ | gg> ’ , r ’ | eg> ’ , r ’ | ge> ’ , r ’ | ee> ’ , r ’ | fg> ’ , r ’ | gf> ’ ] , l o c=’ upper r i g h t ’
,
287 f o n t s i z e =12)
288 p l t . y l a b e l ( r ’ Occupation P ro b a b i l i t y ’ , f o n t s i z e =15)
289 p l t . x l a b e l ( r ’ $\Phi /2\ pi$ ’ , f o n t s i z e =15)
290 p l t . show ( )
A.3 Time Domain Calculations
1 ”””
2 @author : Chris Warren
3 @Ins t i tu t e : I n s t i t u t e f o r Quantum Computing , Un ive r s i ty o f Waterloo
4
5 Calcu la te the time evo lu t i on o f the f u l l f our qubit Hamiltonian and
6 var i ous obse rvab l e s o f i n t e r e s t such as occupat ion p r o b a b i l i t y and
7 occupat ion number with decoherence
8
9 FourQubit ( args ) : Ca l cu la t e the Hamiltonian o f the f u l l f our qubit dev i c e
10 takes a keyword argument i n r e s to determine whether the
11 two matter qub i t s s t a r t in resonance or are pulsed in to
12 resonance l a t e r
13 ”””
14 import qut ip as qt
15 import numpy as np
16 import matp lo t l i b . pyplot as p l t
17 import datet ime as dt
18
19 n = 4
20 de f FourQubit (wq1 , wq2 , lambda1 , lambda2 , EjL , EjR ,CL,CR, Ej , Cj , phi =0, i n r e s=True ) :
21 #Constants
22 e charge = 1.602 e−19 #e l e c t r o n charge
23 h = 6.626 e−34 #planck ’ s constant
24 EJ = Ej∗np . abs (np . cos ( phi ∗2∗np . p i ) )
25 C to GHz = ( e charge ∗∗2) /(h∗1 e9 ) # e ˆ2/(hC) g i v e s f requency in GHz
26 C det = 1 . 0 / ( Cj∗CL + Cj∗CR + CL∗CR)
27 eps L = 2∗np . s q r t ( ( Cj+CR) ∗C det∗C to GHz /(EJ+EjL ) )
28 eps R = 2∗np . s q r t ( ( Cj+CL) ∗C det∗C to GHz /(EJ+EjR) )
29 # Qubit Operators
30 sm1 = qt . t enso r ( [ qt . des t roy (2 ) , qt . qeye (n) , qt . qeye (n) , qt . qeye (2 ) ] )
31 sm2 = qt . t enso r ( [ qt . qeye (2 ) , qt . qeye (n) , qt . qeye (n) , qt . des t roy (2 ) ] )
32 a = qt . t en so r ( [ qt . qeye (2 ) , qt . des t roy (n) , qt . qeye (n) , qt . qeye (2 ) ] )
33 b = qt . t en so r ( [ qt . qeye (2 ) , qt . qeye (n) , qt . des t roy (n) , qt . qeye (2 ) ] )
34 # Harmonic energy s c a l e s
35 omega L = ( ( EJ+EjL ) ∗ eps L ∗ (2∗np . p i ) )
36 omega R = ( ( EJ+EjR) ∗ eps R ∗ (2∗np . p i ) )
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37 H L = omega L∗a . dag ( ) ∗a
38 H R = omega R∗b . dag ( ) ∗b
39 # Mixing C o e f f i c i e n t s ( c a p a c i t i v e & induc t i v e )
40 omega Mcap = (2∗np . p i ) ∗(2∗Cj∗C det∗C to GHz/np . s q r t ( eps L ∗ eps R ) )
41 omega Mind = (2∗np . p i ) ∗(EJ∗np . s q r t ( eps L ∗ eps R ) /2)
42 H LR = ( omega Mcap∗( a . dag ( ) ∗b − a . dag ( ) ∗b . dag ( ) + a∗b . dag ( ) − a∗b )
43 − omega Mind ∗( a . dag ( ) ∗b + a . dag ( ) ∗b . dag ( ) + a∗b . dag ( ) + a∗b ) )
44 H HarmLink = H L + H R + H LR
45 # Anharmonic Link e lements
46 Omega L = (2∗np . p i ) ∗( eps L ∗∗2/16) ∗( EjL∗np . exp(−eps L /4)
47 + EJ∗np . exp(−np . s q r t ( eps L ∗ eps R ) /4) )
48 Omega R = (2∗np . p i ) ∗( eps R ∗∗2/16) ∗(EjR∗np . exp(−eps R /4)
49 + EJ∗np . exp(−np . s q r t ( eps L ∗ eps R ) /4) )
50 Omega LR = (2∗np . p i ) ∗( eps L ∗ eps R /4) ∗(EJ∗np . exp(−np . s q r t ( eps L ∗ eps R ) /4) )
51 H int1 = −Omega L∗( ( a . dag ( ) ∗∗2) ∗( a ∗∗2) )
52 H int2 = −Omega R∗( (b . dag ( ) ∗∗2) ∗(b∗∗2) )
53 H int3 = −Omega LR∗( ( a . dag ( ) ∗a ) ∗ (b . dag ( ) ∗b) )
54 H AnharmLink = H int1 + H int2+ H int3
55 # Total Link Hamiltonian
56 H l ink = H HarmLink + H AnharmLink
57 #Matter Qubits ( check i f in resonance with l i n k or i f pu lsed )
58 i f i n r e s :
59 wq1 = omega L
60 wq2 = omega R
61 e l s e :
62 wq1 = wq1∗2∗np . p i
63 wq2 = wq2∗2∗np . p i
64 Hqb = (wq1) ∗sm1 . dag ( ) ∗sm1 + (wq2) ∗sm2 . dag ( ) ∗sm2
65 H0 = Hqb + H l ink
66 #JC− l i k e coup l ing
67 H lambda = ( (2∗np . p i ∗ lambda1 ) ∗( sm1 . dag ( ) ∗a + sm1∗a . dag ( ) )
68 +(2∗np . p i ∗ lambda2 ) ∗( sm2 . dag ( ) ∗b + sm2∗b . dag ( ) ) )
69 #Total Hamiltonian
70 H = H0 + H lambda
71 re turn H, Hqb , omega L , omega R
72
73 H nopulse , Hqb , omega L , omega R = FourQubit ( 6 , 6 . 4 , #qubit f r e q u e n c i e s
74 0 . 1 , 0 . 1 , #coup l ing e n e r g i e s
75 1 7 . 0 , 1 6 . 0 , #EjL , EjR
76 65e−15 ,48.8 e−15, #C L , C R
77 2 0 . 0 , 4 0 . 0 e−15, #EJ , CJ
78 −0.151 , #f l u x
79 i n r e s=True )
80 #Time dynamics o f IN RESONANCE Hamiltonian
81 t l i s t = np . l i n s p a c e (0 ,400 ,1001)
82 eva l s , evecs = H nopulse . e i g e n s t a t e s ( )
83 #I n i t i a l State
84 p s i 0 = qt . t en so r ( [ qt . b a s i s ( 2 , 1 ) , qt . b a s i s (n , 0 ) , qt . b a s i s (n , 1 ) , qt . b a s i s ( 2 , 0 ) ] )
85 #I n i t i a l i z e va r i ous b a s i s s t a t e s o f i n t e r e s t
86 ps i0000 = qt . t en so r ( qt . b a s i s ( 2 , 0 ) , qt . b a s i s (n , 0 ) , qt . b a s i s (n , 0 ) , qt . b a s i s ( 2 , 0 ) )
87 ps i1010 = qt . t en so r ( qt . b a s i s ( 2 , 1 ) , qt . b a s i s (n , 0 ) , qt . b a s i s (n , 1 ) , qt . b a s i s ( 2 , 0 ) )
88 ps i0101 = qt . t en so r ( qt . b a s i s ( 2 , 0 ) , qt . b a s i s (n , 1 ) , qt . b a s i s (n , 0 ) , qt . b a s i s ( 2 , 1 ) )
89
90 ps i1110 = qt . t en so r ( qt . b a s i s ( 2 , 1 ) , qt . b a s i s (n , 1 ) , qt . b a s i s (n , 1 ) , qt . b a s i s ( 2 , 0 ) )
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91 ps i0201 = qt . t en so r ( qt . b a s i s ( 2 , 0 ) , qt . b a s i s (n , 2 ) , qt . b a s i s (n , 0 ) , qt . b a s i s ( 2 , 1 ) )
92 ps i0111 = qt . t en so r ( qt . b a s i s ( 2 , 0 ) , qt . b a s i s (n , 1 ) , qt . b a s i s (n , 1 ) , qt . b a s i s ( 2 , 1 ) )
93 ps i1020 = qt . t en so r ( qt . b a s i s ( 2 , 1 ) , qt . b a s i s (n , 0 ) , qt . b a s i s (n , 2 ) , qt . b a s i s ( 2 , 0 ) )
94 #2D Param
95 #p h i l i s t = np . l i n s p a c e (−0.16 ,−0.14 ,201) #I f 2D i s wanted
96 #Sz 2D = np . z e r o s ( ( l en ( p h i l i s t ) , l en ( t l i s t ) ) )
97 #I n i t i a l i z e l i s t s to conta in obse rvab l e s and c o l l a p s e ops
98 e ops = [ ]
99 c ops = [ ]
100 #P r o j e c t o r s onto s i n g l e e x c i t a t i o n mani fo ld o f i n t e r e s t
101 e ops . append ( ps i1010 ∗ ps i1010 . dag ( ) )
102 e ops . append ( ps i0101 ∗ ps i0101 . dag ( ) )
103 #Create occupat ion number obse rvab l e s
104 sm1 = qt . t en so r ( [ qt . des t roy (2 ) , qt . qeye (n) , qt . qeye (n) , qt . qeye (2 ) ] )
105 sm2 = qt . t en so r ( [ qt . qeye (2 ) , qt . qeye (n) , qt . qeye (n) , qt . des t roy (2 ) ] )
106 a = qt . t en so r ( [ qt . qeye (2 ) , qt . des t roy (n) , qt . qeye (n) , qt . qeye (2 ) ] )
107 b = qt . t en so r ( [ qt . qeye (2 ) , qt . qeye (n) , qt . des t roy (n) , qt . qeye (2 ) ] )
108
109 e ops . append (sm1 . dag ( ) ∗sm1)
110 e ops . append (sm2 . dag ( ) ∗sm2)
111 e ops . append ( a . dag ( ) ∗a )
112 e ops . append (b . dag ( ) ∗b)
113 #Create Co l lapse r a t e s f o r each element in GHz
114 kappa1 = 0.0005
115 kappa2 = 0.0005
116 kappa3 = 0.0005
117 kappa4 = 0.0005
118
119 c ops . append (np . s q r t ( kappa1 ) ∗a )
120 c ops . append (np . s q r t ( kappa2 ) ∗b)
121 c ops . append (np . s q r t ( kappa3 ) ∗sm1)
122 c ops . append (np . s q r t ( kappa4 ) ∗sm2)
123 #run time domain s imu la t i on
124 r e s u l t = qt . mesolve ( H nopulse , p s i 0 , t l i s t , c ops , e ops , p r o g r e s s b a r=True )
125 #save r e s u l t s in qut ip format
126 today = dt . datet ime . now ( )
127 qt . f i l e i o . qsave ( r e s u l t , ’ NoPulseTimeDomain {}{}{} ’ . format ( today . year ,
128 today . month ,
129 today . day ) )
130 #Plot r e s u l t s
131 p l t . p l o t ( r e s u l t . times , r e s u l t . expect [ 0 ] )
132 p l t . p l o t ( r e s u l t . times , r e s u l t . expect [ 1 ] )
133 p l t . y l a b e l ( r ’ Occupation P ro b a b i l i t y ’ , f o n t s i z e =15)
134 p l t . x l a b e l ( r ’Time [ ns ] ’ , f o n t s i z e =15)
135 p l t . t i t l e ( r ’ I n i t i a l State $ | \ uparrow 0 1 \downarrow>$ ’ , f o n t s i z e =18)
136 p l t . l egend ( [ r ’ $ | \ uparrow 01\downarrow>$ ’ ,
137 r ’ $ | \ downarrow 10 \uparrow>$ ’ ] ,
138 l o c=’ upper r i g h t ’ , f o n t s i z e =12)
139 p l t . yl im ( [ 0 , 1 ] )
140 p l t . g r i d ( )
141 p l t . show ( )
142 #Plot Occupation Number
143 p l t . p l o t ( r e s u l t . times , r e s u l t . expect [ 2 ] )
144 p l t . p l o t ( r e s u l t . times , r e s u l t . expect [ 3 ] )
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145 p l t . p l o t ( r e s u l t . times , r e s u l t . expect [ 4 ] )
146 p l t . p l o t ( r e s u l t . times , r e s u l t . expect [ 5 ] )
147 p l t . x l a b e l ( r ’Time [ ns ] ’ , f o n t s i z e =15)
148 p l t . y l a b e l ( r ’ Exc i ta t i on Number ’ , f o n t s i z e =15)
149 p l t . t i t l e ( r ’ I n i t i a l State $ | \ uparrow 0 1 \downarrow>$ ’ , f o n t s i z e =18)
150 p l t . l egend ( [ r ’ $<\sigmaˆ{+} {1} \ sigmaˆ{−} {1}>$ ’ ,
151 r ’ $<\sigmaˆ{+} {2}\ sigmaˆ{−} 2>$ ’ ,
152 r ’ $<aˆ{+} a>$ ’ , r ’ $<bˆ{+} b>$ ’ ] ,
153 f o n t s i z e =12, l o c=’ upper r i g h t ’ )
154 p l t . yl im ( [ 0 , 2 ] )
155 p l t . g r i d ( )
156 p l t . show ( )
157
158 #Pulsed Time Dynamics o f out o f resonance Hamiltonian
159 H pulse , Hqb , omega L , omega R = FourQubit ( 6 , 6 . 4 , #qubit f r e q u e n c i e s
160 0 . 1 , 0 . 1 , #coup l ing e n e r g i e s
161 1 7 . 0 , 1 6 . 0 , #EjL , EjR
162 65e−15 ,48.8 e−15, #C L , C R
163 2 0 . 0 , 4 0 . 0 e−15, #EJ , CJ
164 −0.151 , #f l u x
165 i n r e s=False )
166 eva l s , evecs = H pulse . e i g e n s t a t e s ( )
167 ps i 0 = evecs [ 0 ] # I n i t i a l i z e in the ground s t a t e o f the system
168 ##Find the s t a t e that mostly corresponds to a p a r t i c u l a r t r a n s i t i o n
169 #S t a t e o f I n t e r s t = qt . t en so r ( [ qt . b a s i s ( 2 , 1 ) ,
170 # qt . b a s i s (n , 0 ) ,
171 # qt . b a s i s (n , 1 )
172 # , qt . b a s i s ( 2 , 0 ) ] )
173 #f o r i , evec in enumerate ( evecs ) :
174 # pr in t ( i , blah . dag ( ) ∗ evec )
175 ## Evecs [ 8 ] cor re sponds mostly to the s t a t e |1010>
176 ## Want to dr iv e the t r a n s i t i o n between |1000> and |1010>
177 omega dr = np . abs ( e v a l s [8]− e v a l s [ 1 ] )
178 #I n i t i a l i z e va r i ous s t a t e s in the mani fo ld o f i n t e r e s t
179 p s i 1 = qt . t en so r ( [ qt . b a s i s ( 2 , 1 ) , qt . b a s i s (n , 0 ) , qt . b a s i s (n , 0 ) , qt . b a s i s ( 2 , 0 ) ] )
180 p s i 2 = qt . t en so r ( [ qt . b a s i s ( 2 , 0 ) , qt . b a s i s (n , 0 ) , qt . b a s i s (n , 1 ) , qt . b a s i s ( 2 , 0 ) ] )
181 p s i 3 = qt . t en so r ( [ qt . b a s i s ( 2 , 1 ) , qt . b a s i s (n , 0 ) , qt . b a s i s (n , 1 ) , qt . b a s i s ( 2 , 0 ) ] )
182 p s i 4 = qt . t en so r ( [ qt . b a s i s ( 2 , 0 ) , qt . b a s i s (n , 1 ) , qt . b a s i s (n , 0 ) , qt . b a s i s ( 2 , 1 ) ] )
183 #s e t master equat ion opt ions to s t o r e f i n a l s t a t e f o r f i d e l i t y c a l c
184 opts = qt . Options ( max step =0.01 , ns teps =100000 , s t o r e f i n a l s t a t e=True )
185 # Find qubit d r i v e f requency be f o r e being brought in to r e s
186 wq1 = np . abs ( e v a l s [1]− e v a l s [ 0 ] )
187 # Create d r i v i n g c o e f f i c i e n t s
188 #Can change the over lap by changing ( t−t0 ) in Gaussian
189 de f Pu l s e Coe f f 1 ( t , a rgs ) :
190 HWHM = args [ ’HWHM’ ]
191 sigma = HWHM/np . s q r t (2∗np . l og (2 ) )
192 A = np . s q r t (np . p i ∗np . l og (2 ) ) /HWHM
193 f = A∗np . exp (−(( t−20)/ sigma ) ∗∗2/2) ∗(np . s i n (wq1∗ t ) )
194 re turn f
195
196 de f Pu l s e Coe f f 2 ( t , a rgs ) :
197 HWHM = args [ ’HWHM’ ]
198 sigma = HWHM/np . s q r t (2∗np . l og (2 ) )
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199 A = np . s q r t (np . p i ∗np . l og (2 ) ) /HWHM
200 f = A∗np . exp (−(( t−50)/ sigma ) ∗∗2/2) ∗(np . s i n ( omega dr∗ t ) )
201 re turn f
202
203 de f s tep ( t , args ) :
204 t0 = args [ ’ t0 ’ ]
205 re turn 1∗( t>t0 )
206
207 HWHM = 5 #Gaussian pu l s e HWHM
208 t0 = 50 #step func t i on s t a r t time to br ing in to resonance
209
210 args = { ’HWHM’ :HWHM, ’ t0 ’ : 50}
211 #Col lapse operators , comment out to s e l e c t which you want
212 #c ops = [ np . s q r t ( 0 . 0 0 2 ) ∗sm1 ,
213 # np . s q r t ( 0 . 0 0 2 ) ∗a ,
214 # np . s q r t ( 0 . 0 0 2 ) ∗b ,
215 # np . s q r t ( 0 . 0 0 2 ) ∗sm2 ]
216 c ops = [ ]
217 # Create dr i v e Hamiltonians f o r 0000−>1000
218 H1 = sm1+sm1 . dag ( )
219 # S e l e c t i v e l y d r iv e s t a t e 1000−>1010
220 s t a t e 1 = evecs [ 1 ]
221 s t a t e 2 = evecs [ 8 ]
222 s t a t e 1 t o s t a t e 2 = s t a t e 2 ∗ s t a t e 1 . dag ( )
223 H2 = s t a t e 1 t o s t a t e 2 . dag ( ) + s t a t e 1 t o s t a t e 2
224 # Bring Qubits back in to resonance with adjacent l i n k
225 H3 = omega L∗sm1 . dag ( ) ∗sm1 + omega R∗sm2 . dag ( ) ∗sm2 − Hqb
226 #Def ine time−dependent Hamiltonians
227 #w/ f i n a l z−pu l s e
228 #H = [ H pulse , [ H1 , Pu l s e Coe f f 1 ] , [ H2 , Pu l s e Coe f f 2 ] , [ H3 , s tep ] ]
229 #w/o f i n a l z−pu l s e
230 H = [ H pulse , [ H1 , Pu l s e Coe f f 1 ] , [ H2 , Pu l s e Coe f f 2 ] ]
231 #Run time dynamics
232 t l i s t = np . l i n s p a c e (0 ,100 ,201)
233
234 e ops = [ p s i 1 ∗ p s i 1 . dag ( ) ,
235 p s i 2 ∗ p s i 2 . dag ( ) ,
236 p s i 3 ∗ p s i 3 . dag ( ) ,
237 p s i 4 ∗ p s i 4 . dag ( ) ,
238 ps i 0 ∗ ps i 0 . dag ( ) ]
239 e ops . append (sm1 . dag ( ) ∗sm1)
240 e ops . append ( a . dag ( ) ∗a )
241 e ops . append (b . dag ( ) ∗b)
242 e ops . append (sm2 . dag ( ) ∗sm2)
243 output = qt . mesolve (H, ps i0 , t l i s t ,
244 c ops , e ops ,
245 args=args ,
246 p r o g r e s s b a r=True ,
247 opt ions=opts )
248 qt . f i l e i o . qsave ( output , ’ Pulsed TimeDomain {}{}{} ’ . format ( today . year ,
249 today . month ,
250 today . day ) )
251 # Compute f i d e l i t y o f s t a t e o f i n t e r e s t
252 p s i f = qt . t en so r ( qt . b a s i s ( 2 , 1 ) , qt . b a s i s (n , 0 ) , qt . b a s i s (n , 1 ) , qt . b a s i s ( 2 , 0 ) )
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253 A = p s i f ∗ p s i f . dag ( )
254 B = output . f i n a l s t a t e ∗output . f i n a l s t a t e . dag ( )
255 pr in t ( qt . f i d e l i t y (A,B) )
256 #Plot occupat ion p r o b a b i l i t i e s
257 p l t . p l o t ( output . times , output . expect [ 0 ] )
258 p l t . p l o t ( output . times , output . expect [ 1 ] )
259 p l t . p l o t ( output . times , output . expect [ 2 ] )
260 p l t . p l o t ( output . times , output . expect [ 3 ] )
261 p l t . p l o t ( output . times , output . expect [ 4 ] )
262 p l t . x l a b e l ( r ’Time [ ns ] ’ , f o n t s i z e =15)
263 p l t . y l a b e l ( r ’ Occupation P ro b a b i l i t y ’ , f o n t s i z e =15)
264 p l t . t i t l e ( r ’ Pulsed Gauge Invar i an t Dynamics ’ , f o n t s i z e =15)
265 p l t . l egend ( [ r ’ 1000 ’ ,
266 r ’ 0010 ’ ,
267 r ’ 1010 ’ ,
268 r ’ 0101 ’ ,
269 ’ gnd ’ ] ,
270 l o c=’ upper r i g h t ’ , f o n t s i z e =12)
271 p l t . g r i d ( )
272 p l t . show ( )
273 #Plot Occupation Numbers
274 p l t . p l o t ( output . times , output . expect [ 5 ] )
275 p l t . p l o t ( output . times , output . expect [ 6 ] )
276 p l t . p l o t ( output . times , output . expect [ 7 ] )
277 p l t . p l o t ( output . times , output . expect [ 8 ] )
278 p l t . x l a b e l ( r ’Time [ ns ] ’ , f o n t s i z e =15)
279 p l t . y l a b e l ( r ’ Exc i ta t i on Number ’ , f o n t s i z e =15)
280 p l t . t i t l e ( r ’ Pulsed Gauge Invar i an t Dynamics ’ , f o n t s i z e =15)
281 p l t . l egend ( [ r ’ $<\sigmaˆ{+} {1} \ sigmaˆ{−} {1}>$ ’ ,
282 r ’ $<aˆ{+} a>$ ’ ,
283 r ’ $<bˆ{+} b>$ ’ ,
284 r ’ $<\sigmaˆ{+} {2}\ sigmaˆ{−} 2>$ ’ ] ,
285 f o n t s i z e =12, l o c=’ upper r i g h t ’ )
286 p l t . g r i d ( )





• Piranha cleaning 15min (4:1 ratio of H2SO4 : H2O2)
• DI water soak 5min
• Quick dump rinse & spin rinse dryer
• HF-dip clean 90s (2% solution)
• DI water soak 5min (×3, new water each time)
• YES-ash ashing cycle to clean leftover organic material
• Acetone bath @ 40C with sonication, 10min
• IPA bath @ 40C with sonication, 10min
• Rinse fresh IPA, 1min
2. Marker Layer (Palladium)
• Wafer dehyration in Fisher oven @ 200C for 10min
• YES-HMDS oven to prime surface for vapor deposition
• Spin PMGI SF7, 5000RPM for 60s
• Bake @ 140C for 90s
• Spin S1811, 5000RPM for 60s
• Bake @ 110C for 90s
• Expose under mask aligner 4s, vacuum contact, UV 405nm, 25mW/cm2
• Develop resist in MF-319
• Stop developer in DI water (×2), 30s
• Yes-ash descum (plasma ashing), 20s
• E-beam evaporator (Intlvac-Ebeam) Ti/Pd, 5nm/100nm
• Lift-off with PG-remover @ 80C, ∼45min or overnight cold lift-off
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• IPA clean, 5min
3. Circuit Layer (Aluminum)
• YES-ash descum
• Repeat wafer dehydration and YES-HMDS priming
• Spin MaN-1410, 3000RPM for 60s
• Bake @ 100C for 90s
• Expose under mask aligner 20s, vacuum contact, UV 365nm, 10mW/cm2
• Develop resist in MaD 533S, 120s
• Stop developer in DI water (×2), 30s
• YES-ash descum, 20s
• E-beam evaporator (Intlvac-Ebeam or Plassys) Al, 70-100nm (pump overnight in
Intlvac down to 1× 10−7 torr)
• Lift-off in PG Remover @ 80C, 1h (agitate to remove ground squares)
• Warm IPA bath, 15min (agitate)
• Clean IPA bath 5min
4. Wafer Dicing
• Spin S1811, 5000RPM for 60s
• Soft bake @ 50C
• Dice wafer leaving 100µm of chip
• Break and clean blocks in DI water then acetone & IPA
5. Qubit Layer (Aluminum)
• Clean bloack in warm acetone and IPA
• Spin PMGI SF11, 500RPM for 5s, 2800RPM for 50s
• Bake @ 220C for 15min
• Spin PMMA, 500RPM for 5s, 6000RPM for 60s
• Bake @ 210C for 15min
• Write with e-beam (RAITH), coarse features with 60µm aperture and 15kV
beam @ 150µC/cm2 dose, fine features with 10µm aperture and 25kV beam @
250µC/cm2 dose
• Develop PMMA with MIBK:IPA 1:3 for 60s then stop in IPA for 30s
• Develop PMGI with Microposite Developer Concentrate for 35s, stop in DI water
(×2) for 30s then 10s
• Load in double angle evaporator and pump down pressure
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• Argon milling 11s
• Evaporate aluminum at first angle to 40nm
• Oxidation @ 25 torr for 15min
• Evaporate aluminum at second angle to 60nm
• Lift-off with PG Remover @ 80C for 30min
• Warm IPA bath at 40C for 5 min, clean IPA 1min
6. Device Dicing
• Spin PMMA A5
• Bake @ 100C for 5min
• Dice chip leaving 100µm
• Clean device in DI, then warm acetone (10min) and IPA (10min)
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