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Abstract: Credit card business is an important asset business in the bank,to construct a suitable personal credit evaluation model is very im-
portant.Based on the recent development in the field of intelligent system of the new theory,introduced the general learning small sample
learning algorithm: support vector machine (SVM) to establish the individual credit evaluation model,through the comparison with the neu-
ral network model,This method proves to be used to evaluate the personal credit card superiority and effectively.





统计评估方法主要包括判别分析(MDA)、线性回归、非线性回归、Logit 模型[1]以及非参数统计中的 k 一近邻判别分析方法等。 非统计
评估方法包括线性规划、整数规划、人工神经网络、进化算法、专家系统等.MDA 最大优点是具有较好的解释性和简明性，但需满足
实际中难以满足的正态、等协方差的条件。 尽管二次判别分析(ODA)模型可解决等协方差阵问题，但却不满足正态性假定；并且，当







在实际中的应用。 支持向量机(SVM)[1]是由 Cones 和 Vapnik 于 1995 年首先提出来的。 它具有良好的泛化能力和较好的分类精确性，
在解决模式识别中小样本、非线性及高维识别问题中表现出独特的优势和良好的应用前景。 另外，SVM 采用的是结构风险最小化原
则，整个求解过程转化为一个凸二次规划问题，解是全局最优的和唯一的，因此，正成为继模式识别和神经网络研究之后机器学习
领域新的研究热点 [2]。 本文将 SVM 用于建立信用卡个人信用评估模型，取得了较好的效果。
2 模型与参数
2.1 SVM 算法
统计学习理论(Statistical Learning Theoyr)是 Vapnik 等人提出的一种专门研究小样本情况下机器学习规律的理论，是传统统计学
的重要发展和补充。该理论针对小样本统计问题建立了一套新的理论体系，在这种体系下的统计推理规则不仅考虑了对渐近性能的要
求，而且追求在现有有限信息的条件下得到最优结果 [3]。 在这一理论的基础上发展了一种新的通用的学习方法—SVM(Support Vector
Machine) SVM 是从线性可分情况下的最优分类超平面发展而来的[4]，基本原理如下：假定训练数据 可以
被一个超平面 没有错误地分开，与两类样本点距离最大的分类超平面会获得最佳的推广能力。 最优超平面将由离它最近的少
数样本点（称为支持向量）决定，而与其它样本无关。 用如下形式描述与样本间隔为 △的分类超平面：
Vapnik 给出了一个关于△—间隔分类超平面 VC 维上界的定理：如果向量 x 属于一个半径为 R 的球中，那么 △—间隔分类超平
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由此 SVM 首先保证了一个小的经验风险 (在训练样本可分时就是零)， 并通过选择边缘最大的超平面的方式控制了函数集的
VC 维，这正是 SRM 原则所要求的。
目前，在解决二分类问题的 SVM 分类算法主要有两种，分别为 C_SVC 系列和 V_SVC 系列，下面将介绍这两种算法的基本思想。
2.2 C_SVC 算法
C_SVC 支持向量机分类算法是最经典的支持向量机形式。 对于训练向量 ，属于两类，即 ，初始问题为：
其中 C 为惩罚参数，C 越大表示对错误分类的惩罚越大，它也是算法中唯一可以调节的参数。 为了区别，称之为 C_ SVM 算法。
采用拉格朗日乘子法求解这个具有线性约束的二次规划问题，得到的对偶问题为：
其中 e 是单位向量，C>0 是上界，Q 是一个 l×l 正半定义矩阵， 。
2.3 V_SVC 算法
V_SVM 支持向量机分类算法使用一个新参数 v 来控制支持向量的数目和误差。 其初始问题为：
比较起来，它与 C_SVM 相比区别就比较大了。这里不含参数 C，但是却有另一个参数 V,其含义是，对于 l 个训练样本，若被错分



















中拥有 4500 名具有贷款资格的客户，而办理过贷款业务的客户只有 827 名，其中 792 名客户的信誉度良好，银行对其发放贷款的
风险较小，记为“好”客户；其余的 31 名客户信誉度较差，若给予贷款，其违约的可能性较大，记为“坏”客户。 因此，从 7%名“履约”客
户中抽取 415 名，与 31 名“违约”客户构成了一个规模为 450 名客户的样本集。
3.3 SVM 模型构造
根据上述分析，构造了样本集(x,y)，其中二的维数为 8,y 是样本的类别属性，对于“履约”客户 y=1，对于“违约”客户 y=-1。 在
SVM 算法中不同的内积核函数对数据样本的预测能力具有不同的效果，目前主要有：多项式核函数(Ploy: nomial Kernel)；径向基核
1662
人工智能及识别技术本栏目责任编辑：唐一东
函数(Redial Bais Kernel) ；Sigmoid 函数 3 种。 手写数字识别实验表明采
用这三种不同核函数的 SVM 得到相近的结果， 且支持向量的分布差别
不大。 对于具体问题，如何选择核函数，目前还没有一般性的方法。 因
此，选取了多项式和径向基这两种核函数。 对 SVM 分类算法，采用了交
叉验证方法解决两类样本数据不均衡的问题 [6]， 通过两种 SVM 分类算
法，即 C_SVC 和 V_SVC，与两种核函数 的 结 合 同 神 经 网 络 算 法 进 行 实
验分析比较。
4 结果分析
表 1 列出 SVM 模型的结果，包括在采用不同 SVM 分类算法的和核函数的判别结果。 同时，和神经网络所建模型的结果进行了
比较。 神经网络使用的是 BP 算法，目标误差及隐层的个数也是采用交叉验证的方法得到的(目标误差为 0.1，隐层个数为 15)。 由于
神经网络方法并不是一种稳定的方法， 故表中神经网络的结果是 9 次平均的结果。 从表 1 可以看出，SVM 在整体准确率较高可达
93.44%，明显好于神经网络模型的 88.65%。在设计神经网络过程中，有效利用自己的经验和先验知识是至关重要的。因此，神经网络
模型的优劣是因人而异的，而支持向量机具有严格的理论和数学基础，可以有效克服神经网络中人为因素影响的不足。 在本实验过
程中，对 SVM 模型的不同分类算法及核函数的选取的影响也作了分析比较，实验数据表明，无论采用哪种 SVM 模型，均可以达到很
高的分类精度。 但由于 C_SVC 分类算法中唯一可调节的参数 C 没有直观解释，从而导致在实际应用中合适的参数值难以选择。 而




等实际问题。 通过采用不同的核函数以及选取不同的参数提出了一种有效的、基于 SVM 的银行客户信用评估模型。 通过与神经网
络模型的比较，发现 SVM 模型在选取较优的核函数及参数后能有效地提高预测准确率，模型本身的鲁棒性也较强，具有较好的发
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表 1 不同客户信用评估模型的判别结果
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