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Elastic scattering of photons from 12 C has been investigated using quasimonoenergetic tagged photons with
energies in the range 65–115 MeV at laboratory angles of 60◦ , 120◦ , and 150◦ at the Tagged-Photon Facility at
the MAX IV Laboratory in Lund, Sweden. A phenomenological model was employed to provide an estimate of
the sensitivity of the 12 C(γ ,γ )12 C cross section to the bound-nucleon polarizabilities.
DOI: 10.1103/PhysRevC.89.035202

PACS number(s): 25.20.Dc, 24.70.+s

I. INTRODUCTION

Much effort has been devoted to studying α and β, the electromagnetic polarizabilities of the proton and neutron. These
polarizabilities represent the first-order responses of the internal structure of the nucleon to an external electric or magnetic
field. The majority of nucleon-polarizability measurements
have utilized the process of nuclear Compton scattering. A
review of these experiments can be found in Ref. [1].
The most recent global fit [1] to all the data up to 170 MeV
has yielded polarizabilities for the proton in units of 10−4 fm3
of
αp = 10.7 ± 0.3stat ± 0.2BSR ± 0.8th ,
βp = 3.1 ∓ 0.3stat ± 0.2BSR ± 0.8th ,

(1)

where the first uncertainty is statistical, the second is due to
uncertainties in the Baldin sum rule (BSR), and the third is due
to theoretical uncertainty. The Baldin sum rule is given by [2]
 ∞
σγ (ω)dω
1
,
(2)
α+β =
2π 2 ωth
ω2
where σγ (ω) is the total photoabsorption cross section for the
nucleon and ωth is the threshold energy for pion photoproduction. These results were obtained under the constraint of the
present-day evaluation [3] of the BSR for the proton which is
αp + βp = 13.8 ± 0.4.

(3)

Similarly, the neutron polarizabilities have been extracted
from measurements of 2 H(γ ,γ )2 H. They have been determined
to be
αn = 11.1 ± 1.8stat ± 0.4BSR ± 0.8th ,
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βn = 4.1 ∓ 1.8stat ± 0.4BSR ± 0.8th ,

(4)

preserving the BSR for the neutron [4]
αn + βn = 15.2 ± 0.4.

(5)

It is also reasonable to ask whether the nucleon polarizabilities are modified when the proton or neutron is bound
in a nucleus and, if so, to what degree. A multitude of
Compton-scattering experiments have been carried out with
a variety of light nuclei (see Table I) for the purpose of
determining the bound-nucleon polarizabilities (αeff and βeff )
given by
αeff = αN + α, βeff = βN + β,

(6)

where αN and βN are the nucleon-averaged free polarizabilities
and α and β represent the nuclear modifications [13] which
can be extracted from the scattering data.
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TABLE I. Summary of nuclei studied using Compton scattering
below the energy threshold for pion production.
Nucleus
4

He
Li
12
C
16
O
40
Ca

Reference
[5], [6], [7]
[8]
[9], [10], [11], [12], [13]
[7], [8], [11], [12], [14], [15]
[7], [9]

6

These data sets have been analyzed using a model that
parameterizes the Compton-scattering amplitude in terms of
the photoabsorption cross section, its multipole decomposition
and the bound-nucleon polarizabilities. The results typically
produce a value for αeff + βeff that is in agreement with the
free-nucleon sum rules given above [16]. However, although
the sum is unchanged, several measurements [6,15] have
reported a significant modification to the electric polarizability
(α approximately −5 to −10) whereas other groups report
bound and free polarizabilities that are nearly equal [12]. In
this paper we present a substantial new data set for Compton
scattering from 12 C and report on the extracted values of the
bound-nucleon polarizabilities.
II. PHENOMENOLOGICAL MODEL

A phenomenological model has been used to evaluate the
sensitivity of the 12 C Compton-scattering data to the magnitude
of the electromagnetic polarizabilities. This model is based
on the work presented in Ref. [9]. The Compton-scattering
amplitude can be written [15] in terms of the one- and two-body
seagull (SG) amplitudes (which are explicitly dependent on the
polarizabilities αeff and βeff ) as
R(E,θ ) = R GR (E,θ ) + R QD (E,θ ) + R1SG (E,θ ) + R2SG (E,θ ).
(7)
The first two terms in Eq. (7) are related to the giant
resonances (E1, E2, and M1; hereafter referred to as GR)
and the quasideuteron (QD) processes, respectively. The
amplitudes are given by
R GR (E,θ ) = fE1 (E)gE1 (θ ) + fE2 (E)gE2 (θ )
NZ
+ fM1 (E)gM1 (θ ) +
r0 [1 + κGR ]gE1 (θ ),
A
(8)
and
R

QD



NZ
r0 κQD F2 (q)gE1 (θ ),
(E,θ ) = fQD (E) +
A

pair, it is modulated by a two-body form factor F2 (q) where q
is the momentum transfer.
The seagull amplitudes account for subnucleon and mesonexchange degrees of freedom and are necessary to preserve
gauge invariance in the total scattering amplitude. The onebody seagull amplitude is


 2
E
R1SG (E,θ ) = −Zr0 +
Aαeff gE1 (θ )
c


 2
E
Aβeff gM1 (θ ) F1 (q), (10)
+
c
where the higher-order terms have been omitted. This process
is modulated by the one-body form factor F1 (q) which is
given by

4π ∞
ρ(r)sin(qr)rdr,
(11)
F1 (q) =
q 0
where ρ(r) is given by the three-parameter Fermi function [17]
ρ(r) = ρ0

1+

wr 2
c2

1+e

r−c
z

(12)

,

with w = −0.149, c = 2.355 fm, z = 0.522 fm, and the form
factor is normalized so that F1 (0) = 1.
The two-body seagull amplitude is


 2
NZ
E
SG
R2 (E,θ ) = −
κr0 +
Aαex gE1 (θ )
A
c


 2
E
Aβex gM1 (θ ) F2 (q),
(13)
+
c
where the exchange polarizabilities are denoted by αex and
βex , κ = κGR + κQD , and the higher-order terms have been
dropped. The two-body form factor is chosen by convention
as F2 (q) = [F1 (q/2)]2 .
The parametrization of the E1 resonance is taken from
Ref. [9] where the angle-averaged differential cross section
was used to extract the E1 resonance below 40 MeV. The E2
strength between 25 and 35 MeV [12] and an M1 resonance
[18] were also included. These included resonances are listed
in Table II.
Levinger’s modified quasideuteron model [19] and a
damped Lorentzian lineshape were used to define a piecewise
function to parametrize the QD process [Eq. (14)]. This
parametrization was fit to the existing total photoabsorption
cross-section data [20] above 50 MeV in order to establish
the normalization. The QD scattering cross section was taken

(9)
TABLE II. E2, M1, and QD parameters.

where the complex forward-scattering amplitudes are denoted
by fλ (E) (λ = E1, E2, M1), the appropriate angular factor is
gλ (θ ) (see Ref. [8] for the angular factors), r0 is the classical
nucleon radius, and the enhancement factors [1 + κGR ] and
κQD are the integrals of the GR and QD photoabsorption cross
sections in units of the classical dipole sum rule. Since the QD
process is modeled as an interaction with a neutron-proton

Resonance
E2
M1
QD
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Eλ (MeV)

σλ (mb)

26.0
32.3
15.1
40

1.8
1.2
29 780
1.0

λ

(MeV)

0.50
2.60
37 × 10−6
100
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to be
σQD (E) =

⎧1
t
LQD (E),
⎨ 2 1 + tanh E−E
E
⎩

Le−D/E

NZ
A

σD (E),
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E < 50 MeV
E > 50 MeV,
(14)

where σD (E) is the deuteron photoabsorption cross section and
the parameters L = 5.0 and D = 5.4 were determined from
the fit to the data. The Lorentzian LQD (E) has the parameters
EQD , QD , and σQD given in Table II, with Et = 40 MeV
and E = 10 MeV. Since the analysis of Warkentin et al.
[13] indicated that the extraction of αeff and βeff depends only
slightly on the parametrization of the QD amplitude, only the
above parametrization will be used in this analysis.
III. EXPERIMENT

The experiment was performed at the Tagged-Photon
Facility [21,22] located at the MAX IV Laboratory [23] in
Lund, Sweden. A pulse-stretched electron beam [24] with
nominal energies of 144 MeV and 165 MeV, a current of
15 nA, and a duty factor of 45% was used to produce quasimonoenergetic photons in the energy range 65–115 MeV via
the bremsstrahlung-tagging technique [25,26]. An overview of
the experimental layout is shown in Fig. 1.
The size of the photon beam was defined by a tapered
tungsten-alloy primary collimator of 19 mm nominal diameter.
The primary collimator was followed by a dipole magnet
and a postcollimator which were used to remove any charged
particles produced in the primary collimator. The beam spot at
the target location was approximately 60 mm in diameter.
The tagging efficiency [26] is the ratio of the number of
tagged photons which struck the target to the number of

FIG. 1. The layout of the experimental area showing the location
of the focal-plane hodoscope, 12 C target, and NaI(Tl) detectors labeled
DIANA, BUNI, and CATS.

postbremsstrahlung electrons which were registered by the
associated focal-plane channel. It was measured absolutely
during the experiment startup with three large-volume NaI(Tl)
photon spectrometers placed directly in the beam (see below)
and it was monitored during the experiment itself on a daily
basis using a lead-glass photon detector. The tagging efficiency
was determined to be (44 ± 1)% throughout the experiment.
A graphite block 5.22 cm thick was used as a target. The
density of the target was measured to be (1.83 ± 0.02) g/cm3 .
The target was positioned such that the photon beam was
perpendicular to the face of the target resulting in a target
thickness of (4.80 ± 0.07) × 1023 nuclei/cm2 . The average
loss of incident photon-beam flux due to absorption in the
target was approximately 7%.
Three large-volume, segmented NaI(Tl) detectors labeled
BUNI [27], CATS [28], and DIANA [29] in Fig. 1 were used
to detect the Compton-scattered photons. The detectors were
located at laboratory angles of 60◦ , 120◦ , and 150◦ . These
detectors were each composed of a single, large NaI(Tl) crystal
surrounded by optically isolated, annular NaI(Tl) segments.
The detectors have an energy resolution of better than 2%
at energies near 100 MeV. Such resolution is necessary to
unambiguously separate elastically scattered photons from
those originating from the breakup of deuterium, a parallel
and ongoing experimental effort to be reported upon in the
near future.
IV. DATA ANALYSIS
A. Yield extraction

The signals from each detector were passed to analogto-digital converters (ADCs) and time-to-digital converters
(TDCs) and the data recorded on an event-by-event basis. The
comprehensive dataset presented in this paper was acquired
over a five-year period from 2007 to 2012. During this time,
the single-hit TDCs used to instrument the tagger focal plane
were complemented with multihit TDCs. Data obtained using
both types of TDCs are presented here.1 The ADCs allowed
reconstruction of the scattered-photon energies, while the
TDCs enabled coincident timing between the NaI(Tl) detectors
and the focal-plane hodoscope. The energy calibration of each
detector was determined by placing them directly into the
photon beam and observing their response as a function of
tagged-photon energy. A typical measured in-beam lineshape
together with a GEANT4 simulation [32] of the response
function of the detector fit to the data is shown in Fig. 2.
Large backgrounds arose when the detectors were moved
to the various scattering angles and the beam intensity
was increased from 10–100 Hz (for in-beam runs) to
1–4 MHz. Untagged bremsstrahlung photons (related to the
beam intensity) and cosmic rays (constant) were the dominant
sources of background. An energy cut that accepted only
events in the tagged-energy range enabled the prompt peak

1
The interested reader is directed to Refs. [30,31] for a detailed
discussion and comparison of the results obtained using the two
different types of TDCs.
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16
400

14

10

FWHM = 1.95 MeV

8

ΔE/E ~ 2.0%

Counts

300
200

3

10 Counts

12

100

6
4

0

2
0
-15

-100
-15

-10

-5
0
Missing Energy [MeV]

5

FIG. 2. Typical in-beam detector response to incident photons as
a function of missing energy. The curve is the simulated GEANT4
detector response fit to the data.

[representing coincidences between electrons in the focalplane hodoscope and events in the NaI(Tl) detectors] to be
identified in the focal-plane TDC spectra (see Fig. 3). For each
NaI(Tl) detector, events occurring within the prompt peak were
selected and a prompt missing-energy (ME) spectrum was
filled. ME was defined as the difference between the detected
photon energy and the expected photon energy based upon
the tagged-electron energy. A second cut was placed on an
accidental (or random) timing region and an accidental ME
spectrum was filled. This process was carried out for each
focal-plane channel.
A net sum ME spectrum for each focal-plane channel was
generated by removing both the cosmic-ray and untaggedphoton backgrounds. Due to the complex nature of the time
structure that exists in the focal-plane TDC spectrum, this
process was carried out in two steps. First, the cosmicray contribution was subtracted from both the prompt and
accidental ME spectra by normalizing these spectra in the

3500
3000
Prompt Peak
Counts

2500

Accidentals

2000
1500
1000

-10

-5
0
Missing Energy [MeV]

5

FIG. 4. A typical missing-energy spectrum for a focal-plane bin
obtained in one of the scattering configurations, with both cosmics and
accidentals removed. The solid line is the fit of the GEANT4 lineshape
to the data. The dashed lines indicate the ROI used to determine the
yield of Compton-scattered photons (see text).

energy region above the electron-beam energy. Next, the
cosmic-subtracted accidentals were removed from the cosmicsubtracted prompts by normalizing the two spectra in the
energy range above the tagged-photon energy corresponding to
the particular focal-plane channel but below the electron-beam
energy. The focal plane was divided into four energy bins, each
approximately 9 MeV wide. The background-corrected ME
spectrum for each tagged channel in a particular energy bin
was then summed to create a ME spectrum for that bin, such
as the one shown in Fig. 4.
A GEANT4 simulation was employed to determine the total
yield in the elastic-scattering peak and also to quantify any
corrections due to finite geometrical effects. The simulation
output was first determined for the case of a NaI(Tl) detector
positioned directly in the low-intensity photon beam (θ = 0◦ )
as shown in Fig. 2. This intrinsic simulation was then smeared
with a Gaussian function to phenomenologically account for
the individual characteristics of each NaI(Tl) detector that are
difficult to model in GEANT4. The simulated detector response,
with the smearing determined as above, was then fit to the
scattering data over the region of interest (ROI) indicated by
the vertical dashed lines shown in Fig. 4. The fit GEANT4
lineshape was then used to correct for the detection efficiency
of the NaI(Tl) detector in the ROI. This efficiency accounts for
events that deposit some energy outside the ROI in the detector.
Additionally, the correction factor for photons absorbed by the
target and the correction to the detector acceptance due to the
finite geometry of the experimental setup were obtained from
this simulation.

500
0

100

200

300
400
500
Time-of-Flight [ns]

B. Normalization

600

FIG. 3. (Color online) The focal-plane TDC spectrum for the
scattering data. The prompt (red) and the accidental (gray) windows
are indicated.

The scattering-photon yield was then normalized to the
number of photons incident on the target and corrected for
rate-dependent factors. The number of photons incident on the
target was determined from the number of postbremsstrahlung
electrons detected in each focal-plane channel and the
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TABLE III. Systematic uncertainties.
Type

Variable

Value

Scale

Tagging efficiency
Target thickness
Missed trues
Ghost events
Detector acceptance
Stolen Trues

∼1%
∼1%
∼1%
∼2%
3%–4%
2%–4%
5%–7%

Angular
Point-to-point
Total

measured tagging efficiency. The rate-dependent corrections
included “stolen” trues [33], “missed” trues, and “ghost”
events [34]. A stolen true arose when a random electron
was detected in the focal-plane channel prior to the electron
corresponding to the tagged photon. This correction was only
applied to the single-hit TDC data. It was determined using
the method outlined in Ref. [35] and was typically 20%–45%.
Missed trues resulted from dead-time effects in the focal-plane
instrumentation electronics. Ghost events were an artifact of
the physical overlap of the focal-plane counters. The missed
trues and ghost corrections were determined using a Monte
Carlo simulation of the focal-plane electronics and amounted
to approximately 5% and 1%, respectively.2

TABLE IV. Measured cross sections for 12 C(γ ,γ ) at the laboratory angles listed. The type of TDC used to record coincidences is
indicated. The first uncertainty is statistical and the second uncertainty
is total systematic.
Eγ
(MeV)

D. Cross sections
12

The C elastic scattering cross sections measured in this
experiment are presented in Table IV. The results are also
shown in Fig. 5, along with the results from [10–13] above
55 MeV. The new data are in excellent agreement with the
results from Schelhaas et al. [10] and Warkentin et al. [13].

2

The interested reader is directed to Ref. [30] for a detailed
discussion of the focal-plane simulation.

dσ
(120◦ )
d

dσ
(150◦ )
d

(nb/sr)

(nb/sr)

(nb/sr)

Single-hit TDCs, Ebeam = 144 MeV
618 ± 24 ± 42
502 ± 19 ± 32
423 ± 17 ± 26
354 ± 16 ± 23

599 ± 28 ± 32
496 ± 24 ± 26
354 ± 21 ± 18
298 ± 23 ± 16

85.8
94.8
103.8
112.1

Single-hit TDCs, Ebeam = 165 MeV
439 ± 29 ± 29
519 ± 21 ± 34
312 ± 24 ± 19
358 ± 16 ± 23
261 ± 21 ± 17
309 ± 15 ± 20
233 ± 19 ± 16
223 ± 12 ± 15

389 ± 21 ± 22
284 ± 17 ± 18
230 ± 14 ± 13
156 ± 13 ± 19

87.3
96.3
104.7
112.9

Multi-hit TDCs, Ebeam = 165 MeV
389 ± 14 ± 16
365 ± 11 ± 14
324 ± 13 ± 13
312 ± 10 ± 13
212 ± 11 ± 11
256 ± 18 ± 11
209 ± 19 ± 10
213 ± 17 ± 10

381 ± 11 ± 14
312 ± 10 ± 13
263 ± 18 ± 13
166 ± 17 ± 18

65.5
75.7
86.2
95.9

Single-hit TDCs, Ebeam = 165 MeV
562 ± 42 ± 35
570 ± 22 ± 29
470 ± 28 ± 29
519 ± 17 ± 25
392 ± 27 ± 22
398 ± 16 ± 18
281 ± 23 ± 14
294 ± 15 ± 13

65.5
75.7
86.2
95.9

Multi-hit TDCs, Ebeam = 165 MeV
517 ± 34 ± 22
546 ± 19 ± 24
432 ± 23 ± 18
489 ± 15 ± 20
368 ± 22 ± 16
372 ± 14 ± 15
250 ± 20 ± 10
300 ± 14 ± 12

69.6
77.9
86.1
93.4

C. Systematic uncertainties

The systematic uncertainties in this experiment were
grouped into three types. The first was an overall scale
systematic uncertainty that affected the data obtained at all
angles and energies equally. This uncertainty arose from
normalization factors such as the tagging efficiency. The
second type of uncertainty varied only with angle but not
energy and was due to the acceptance of the individual NaI(Tl)
detectors. This uncertainty had two origins: (1) the distance
and aperture size of the detector in its scattering location; and
(2) the effect of placing cuts on the data during analysis.
Finally, certain uncertainties were strongly dependent on
kinematics and varied with both energy and angle such as the
stolen-trues correction. The dominant sources of systematic
uncertainties are listed in Table III along with typical values.
The systematic uncertainties were combined in quadrature to
obtain the overall systematic uncertainty.

dσ
(60◦ )
d

V. RESULTS

The most recent interpretations of 12 C(γ ,γ ) cross-section
data [12,13] utilize multiple Lorentzian lineshapes to construct
the E1 scattering amplitude. However, in our analysis, the
phenomenological model is unable to fit the low-energy data
of Wright et al. [9] using these lineshapes (see Fig. 6). In an
attempt to incorporate all the published data, we have elected
to use the analysis procedure detailed in Ref. [9] where the
E1 resonance is deduced from the low-energy (40 MeV),
angle-averaged Compton-scattering cross section, and the QD
scattering amplitude is given by Eq. (14). The E2 and M1
resonances below 40 MeV are included for completeness but
have little effect on the results.
As suggested by Wright et al. [9] and reinforced by
Warkentin et al. [13], we also allowed for the possibility
of E2 strength above 50 MeV. A third E2 resonance was
added to the phenomenological model (with an equivalent
lineshape subtracted from the QD parametrization so as to
not affect the total photoabsorption cross section [14]) with
a width of 30 MeV. The best fits to the data were achieved
with an E2 resonance energy of approximately 90 MeV and
a peak strength of approximately 0.2 mb. These values are
consistent with the resonance assumed by Warkentin et al. The
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FIG. 6. (Color online) Comparison of the fit to the Wright et al.
data [9] using the E1 resonance parametrization suggested by the
author (black) as well as that of Häger et al. [12] (red).
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FIG. 5. (Color online) Measurements of the 12 C Comptonscattering cross section from previous experiments compared to
the results from the current experiment. Statistical uncertainties are
shown.

addition of this E2 resonance reduced χ 2 by approximately
30% compared to an identical fit without the additional E2
strength.
With the above parametrization, we were able to fit
the entire world data set (excluding the data from Häger
et al. [12]) below 150 MeV with the phenomenological
model. Four different approaches were used involving different
combinations of the BSR, the bound-nucleon polarizabilities
(αeff and βeff ), and the exchange polarizabilities (αex and βex )
(see Table V). In approach (1), αeff and βeff were varied
under the BSR constraint while αex = βex = 0 were fixed. In
approach (2), the effective polarizabilities were fixed while
the exchange polarizabilities were varied. In approach (3),
αex = βex = 0 were once again fixed, and αeff and βeff were
varied without the BSR constraint. In approach (4), using only
the BSR constraint, all the polarizabilities were allowed to
vary in order to minimize the χ 2 /DOF. In all four cases,
the additional E2 resonance was fixed at Eres = 89 MeV,
σres = 0.22 mb, and res = 30 MeV) as minor variations in
the resonance parameters had a negligible effect on the results.
Together with the E1 parametrization developed by Wright
et al. [9], this analysis presents a consistent framework for
fitting the scattering data from photon energies below the
giant dipole resonance to energies near the threshold for pion

production. The results are summarized in Table V (quantities
listed without uncertainties were held fixed during the fitting)
and are shown in Fig. 7.
The extracted value of αeff varied over the range 3–11.
Additionally, the exchange polarizabilities were quite large
depending on the values used for αeff and βeff . Thus, it is clear
that this model for Compton scattering is unable to differentiate between in-medium modifications to the free-nucleon
polarizabilities and the effects of the two-body exchange
polarizabilities. The results of our analysis indicate that the
net electric polarizability of the bound nucleon (αeff + αex ) is
significantly reduced from its free value and that the magnetic
polarizability is much larger than its free value. This is in direct
opposition to the results reported by Häger et al. [12] where
the observed bound-nucleon polarizabilities were in agreement
with the free values. The sources of this discrepancy are the
reported cross sections, especially at the backward scattering
angles (see Fig. 5), and the choice of the model parametrization. Fitting the Häger et al. [12] data alone with the model
developed in this paper (with αex = βex = 0 fixed) produces
a value of αeff = 8.2 ± 0.5 and βeff = 6.3 ∓ 0.5. Thus, the
TABLE V. Extracted values of the effective and exchange
polarizabilities subject to the constraints outlined in the text.
Approach αeff + βeff
(1)
(2)
(3)
(4)
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14.5
14.5
18.3(0.3)
14.5

αeff

βeff

3.4(0.2) 11.1(0.2)
10.9
3.6
4.9(0.2) 13.4(0.2)
3.6(1.1) 10.9(1.1)

αex

βex

0
0
− 3.9(0.2) 6.4(0.2)
0
0
1.3(0.8) 2.1(0.7)

dσ/dΩ [nb/sr]

dσ/dΩ [nb/sr]
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free-nucleon values or there are substantial contributions of
two-body exchange polarizabilities. Both of these statements
agree with the conclusions of Feldman et al. [15] drawn based
upon 16 O(γ ,γ ) data.

This work
Warkentin et al.
Schelhaas et al.

VI. CONCLUSIONS

In this work, we present a new measurement of the
C Compton-scattering cross section for the energy range
65–115 MeV. The results are in good agreement with the
previously published results of Schelhaas et al. [10], Ludwig
et al. [11], and Warkentin et al. [13]. However, there is a
substantial discrepancy with the results reported by Häger et al.
[12].
The values of the extracted bound-nucleon polarizabilities
were found to be strongly dependent on the parametrization
of the cross section. The range of extracted αeff was 3–11
depending on whether or not the exchange polarizabilities
were included. Based on the results and analysis, there are
in-medium effects and/or exchange polarizabilities that must
be accounted for in a full calculation of the Compton-scattering
process. Unfortunately, the current world-data set does not
indicate which of these effects is more important. The data
do seem to have a strong preference for additional E2
strength located above 50 MeV which could be experimentally
determined.
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choice of the resonance parametrization explains part of the
discrepancy. We note that the Häger et al. [12] cross-section
data, especially at the backward angles, are much smaller
than those reported in most other experiments [10,11,13].
The effect of a smaller cross section is an increase in the
difference αeff − βeff which, in turn, produces values for the
bound polarizabilities much closer to their free values. Based
on our data and the analysis presented here, we assert that either
the bound-nucleon polarizabilities differ considerably from the
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