Abstract Television daily produces massive amounts of videos. Digital video is unfortunately an unstructured document in which it is very difficult to find any information. Television streams have however a strong and stable but hidden structure that we want to discover by detecting repeating objects in the video stream. This paper shows that television streams are actually highly redundant and that detecting repeats can be an effective way to detect the underlying structure of the video. A method for detecting these repetitions is presented here with an emphasis on the efficiency of the search in a large video corpus. Very good results are obtained both in terms of effectiveness (98% in recall and precision) as well as efficiency since one day of video is queried against a 3 weeks dataset in only 1 s.
material. Querying and retrieving information from a large television (or video) corpus is still a challenge, for both professional archivers and simple TV users as well.
One simple but surprisingly poorly addressed issue is to retrieve an entire program with its exact boundaries, i.e. from its first to its last frame. It would be convenient to automatically identify the program segments from a recorded television stream, thus building an updated and enhanced program guide. This may be of interest to many applications, VCR, regulation authorities or channels themselves, which may want to store or monitor precisely what has been broadcasted. All these tasks are usually done manually or in a basic semi-automatic way. This is a very tedious work especially if precise timestamps are needed.
The main idea behind this work is to look for repetitions in the television stream. A lot of segments are indeed repeated in a TV stream, and the goal of this work is to see whether these repetitions can help to discover the hidden structure of the stream. Considering that the repeated segments are mostly commercials, trailers, channel lead-in, lead-out, we believe that detecting repetitions make sense from a structuring point of view, as long as the process is run over a large dataset.
The article is structured as follows: Section 1 is an introductory section explaining the context and the goal of the method. Section 2 is dedicated to feature extraction and thus explain the choice and the construction of the features used for the retrieval. The organisation of the database is presented in Section 3 and the retrieval process in Section 4. Results are eventually presented in Section 5.
Related work
A lot of research has been done to identify similar video clips in a video dataset. Most of this research has been conducted with two main purposes in mind: video copy detection and video similarity search for content-based retrieval. Most of the techniques used in these previous works are not suited to our requirements, mainly because of their low efficiency. Recognition of commercials is much closer to our topic. Lienhart et al. [14] used a fingerprint based on color coherence vector and compare the fingerprints using a standard approximate substring matching algorithm. Sanchez et al. [19] built a subspace by computing principal component analysis on key-frames. Matching is then done by computing the minimum Euclidean distance of the key-frames representation in this subspace. An interesting attempt to see commercials as repetitions is by Duygulu et al. [5] . Unfortunately, the method does not seem to be very effective and has to be combined with classification based on lowlevel features to isolate commercials from broadcast news. The drawback of these methods is that they are unfortunately restricted to commercials and do not consider seriously large datasets and efficiency issues. To the best of our knowledge, no work has been conducted on detecting repetitions for video structuring, although some authors mentioned this possibility [10, 22] or investigated very close topics [18] .
Very few works have considered indexing mechanisms based on monodimensional descriptors. Pua et al. [18] proposed a hashing mechanism based on color moment vectors to efficiently retrieve repeated video clips. Oostveen et al. [17] used a lookup table to store fingerprints based on mean luminance of image blocks. Both these methods use exact matching of image fingerprints to locate a candidate sequence rather than exhaustive search in the fingerprint set, and are thus very efficient. These two works are the closest to our own.
Challenges and overview

Requirements
This report proposes a very fast method for detecting common elements between two video streams. The purpose of our research is to apply this method to television streams for monitoring and indexing purposes. It is therefore assumed that the set of transformations between two repetitions of the same segment is rather small. These transformations are basically coming from broadcast noise (additive gaussian noise, color shift, digitization...) and also from edition at the production stage (small temporal variations, text, banners...). These latter transformations are supposed to be limited, in the sense that if the difference is too large, then the images surely appear in different context, and should therefore not be seen as "repetitions". Our view is quite different from both the fingerprinting/watermarking and retrieval paradigms, and the method will differ adequately.
Apart from being robust to this limited set of transformations, a desired property is to be able to search efficiently in a fairly large video dataset. In order to detect repetitions, a kind of reference dataset must indeed be built to act as the "memory" of the channel. This memory should be a long term memory, e.g. able to remember program lead-in and lead-out, as well as a short term memory, e.g. able to remember trailers or commercials. The dataset has to be rather large, but not huge, since it should reflect the current state of the channel broadcast and can be considered of a constant size. The constraints on the video dataset are not as hard as in Joly et al. [10] where the dataset may grow endlessly. We estimate that a size of 100 to 200 hours should be far than enough for our purpose. However, the precise evaluation of the dataset size and the dynamic update of the dataset are left for future research.
Method overview
Consider the problem where one wants to find the structure of a video stream recorded from television. This article does not consider the whole structuring mechanism, the reader is referred to Naturel et al. [16] for this purpose, but only the detection of repetitions, i.e. identifying which parts of this video have already been broadcasted and belong to a reference video dataset (RVD). The video to be indexed is the query, and a typical query size of 24 h is assumed throughout the article. The RVD is assumed to be 100 to 200 h.
Both the query and the RVD are shot segmented. Shots will be used as the basic unit for recognition. The crucial step is the choice of the features to represent an image. The number of features of course deeply impacts the effectiveness but also drives the retrieval complexity. Most previous work on this topic [10, 11, 22] favor robust descriptors or descriptors with multiple features, sometimes only computed on keyframes. Unfortunately these descriptors generate a high dimensional space in which search is very difficult to perform. A less popular solution is to choose a single non-robust but discriminating descriptor, which can be easily searched using hash or look-up tables, such as in [17, 18] . Despite the weakness of the descriptor these methods can nonetheless reach high effectiveness by using temporal information more effectively than the other methods. This latter solution is the most suited to our context. The descriptor, or signature, is built for each video frame from the low-frequency coefficients of the discrete cosine transform (DCT). Section 2.2 details the signature construction.
The next step is to define an architecture for the storage and retrieval. A signature is used as a key to a hash table to retrieve the shot containing this specific signature. Section 3 explains this database organisation. Section 4 defines how to decide that the retrieved shot is the repetition of the query.
Feature extraction
Temporal segmentation
A first issue is to define the elements on which the comparison will be performed. In most previous researches, the query is a small manually segmented clip. In our view the query can be quite large, thus both the query and the RVD have to be segmented. Shot segmentation is a good candidate because it is quite uncommon in television broadcast to edit the shots themselves. A shot is thus chosen as the basic unit for recognition. Shot segmentation is unfortunately not a perfect process and inaccuracies might appear, but this is not critical. It is important for the shot segmentation not to miss important boundaries like commercial ending or boundaries of a repeated segment. However, shots may be missed or falsely detected in a feature film without any quality loss from the recognition point of view. The most needed feature for the shot segmentation is its repeatability, i.e. identical videos broadcasted at different times should have the same shot segmentation.
A standard algorithm based on adaptative thresholding of luminance histogram based on Truong et al. [20] is chosen, with improvements to detect dissolves and fades. The algorithm is robust enough to give satisfactory results on any kind of video from different television channels, without any threshold modification.
Signature definition
Our choice is to define a simple, one-dimension descriptor rather than building a complex set of descriptors which will generate a high dimensional space. With this goal in mind, a signature that can be mapped into a 64-bit integer is built for each frame.
One of the most common ways to reduce dimensionality in image processing is to work in the DCT domain. This transform is widely used because for smooth, natural images, it approximates the Karhunen-Loeve transform (KLT), which provide optimal energy compaction and coefficients decorrelation [8] . It has been shown that the DCT is one of the best approximation, without the computational burden of the KLT, which is data-dependent.
For an image I of size (N, M) , the DCT(u, v) coefficient is given by:
for u = 0 1 otherwise The DCT transform is applied on the whole image ( Fig. 1) , on the luminance channel only, thus capturing global properties. The next step is to use the dimensionality reduction property of the DCT in a rather extreme way, by extracting a small superior left n × n submatrix in the DCT matrix and by quantizing it aggressively, i.e. each coefficient is quantized on only one bit. One fairly intuitive idea is to encode the sign of the DCT coefficient, which is known to be a robust feature. The DCT n × n submatrix is thus quantized as such:
To encode the sign we can merely take m = 0. Here however, m is taken as the median value of the first n 2 coefficients. This is almost equivalent since the median is usually very close to zero, but it emerged as slightly more robust and satisfactory from a theoretical point of view: it has maximal entropy, i.e. the information kept in the descriptor is maximized by this code. A similar quantization scheme has already been proposed by Coskun and Sankur [4] and Barr et al. [2] for copy detection purposes, and has been shown to be robust to severe transformations. However, our emphasis is here more on size than robustness. This quantization scheme results in a vector of size n 2 , n is chosen between 5 and 8, allowing the binary vector σ to be mapped into a 64-bit integer. Note that for our purpose the DC coefficient is removed because it is useless in its quantized form (always quantized to 1). Figure 2 shows a visual interpretation of the signature of the Lena image. These images are obtained by applying an inverse DCT on the quantized DCT matrix, where all coefficients are set to zero, except for the upper-left n × n sub-matrix which is quantized as explained above. It is interesting to see the information kept in the signature, especially for n = 8 where the shape of Lena can be guessed, although we have only 64 bits of data. 
Algorithm 1 Database construction
3 Database organization
Strategy
The main idea behind the database organization is to take advantage of the fact that exact matching can be used between the signatures. This property allows the use of fast retrieval data structures such as hash tables, which provide constant time insertion and look-up. The data stored in the hash table for every image is a pair (i, k). i is the index of the shot containing the signature and k is the signature position in this shot. Shots are themselves stored in an array A. The shot which contained the signature is then easily retrieved by A [i] . The image signature is used as the key. Algorithm 1 sums up the database construction in the general case. Two methods of database organisation are defined: -Single reference scheme: a key points to a single pair (i, k), i.e. for a given signature, the pair (i, k) is stored only if the signature is not already in the hash table. -Multiple reference scheme: a key points to several pairs, i.e. several candidate shots are considered for a single signature. Though it has higher memory demands, this scheme is hoped to lead to better results. This is also the approach used by Oostveen et al. [17] and Pua et al. [18] and is very close to the inverted file technique used in text retrieval [7] .
Storing the signature position k is not necessary. This information is in fact used by the best of the algorithms presented in Section 5 and is thus included in the database construction.
Hash function
A hash table is a data structure that allows to retrieve an element in a constant time, i.e. O(1). It is composed of an array and a hash function. This hash function maps an element from the input domain E to the hash domain H which is usually a subset of N, h : E → H, with |H| |E|. h is not one-to-one, meaning that two different elements of E can be mapped to the same hash value. This event is called a collision. The choice of h is crucial for the search performance. Designing h usually means to find a trade-off between minimising the number of collisions, and low complexity. To prevent collisions we must look at the initial distribution of the signatures and find a way of transforming it into a uniform distribution in the reduced space. The function has however to be as simple as possible. We thus define hash functions with only elementary operation such as shift and sum. The modulo function is usually a popular one and is presented here for comparison purposes.
Experimentally, the LSB function is the fastest. The LSB + MSB function behaves also quite well. In order to justify the choice of the hash function, a histogram is built to visualize and estimate the closeness of the distribution to the uniform one. The Freedman-Diaconis rule [6] is used to estimate an acceptable bin width to perform distribution estimation. The bin width W is given by:
where N is the number of samples, and IQR the interquartile range. To give a hint of how close the distribution is to the uniform one, the Kullback-Leibler divergence (KLD) is computed. The KLD is defined for two distributions p and q as:
The KLD, the standard deviation of the histogram and the percentage of collisions are given in Table 1 . The LSB function achieves the best value for the standard deviation, although it does not have the closest distribution to the uniform one in the Kullback-Leibler sense. The KLD gives a more global opinion on the smoothness of the distribution, while the standard deviation measures the fact that the samples are more evenly distributed around the mean, as can be seen on Fig. 3 . An example of the impact of the hash function complexity is given by functions modulo and MSB + LSB. These functions have in fact almost identical distribution. This can be justify by the following relation, with n a 64 bit integer, and p = 2 32 − 1:
and thus
The LSB + MSB is however a bit faster, because of its lesser complexity. The retrieval time indicated in Table 1 is obtained by querying a 24-h video file against a RVD of 1 week. The collisions are resolved through chaining. What has to be avoided is to have some buckets with a large number of records. The percentage of collisions (i.e. the percentage of input signatures which will actually The choice of the function is now indeed to find a trade-off between the good properties of its distribution and its low complexity. From the retrieval time presented in Table 1 the LSB function seems a good choice It is also very easy to implement since the LSB hash function is a simple cast from a 64-bit integer to a 32 bit-integer.
Retrieval method
Algorithm definition
Given a query shot, our goal is to determine if this shot has been broadcasted before, i.e. if this shot is present in the RVD. Algorithm 2 shows the different steps followed by the retrieval process.
It works as follows: once the features have been extracted and the database has been built, the signatures of the query shot are queried one by one against the hash table. If a signature yields a match then a candidate shot from the RVD can be retrieved thanks to its index and a global distance between the query and the candidate shot is computed.
One important property of the retrieval algorithm is that a single signature of the query shot may be sufficient to retrieve a candidate shot. Unfortunately, the DCT descriptor is not robust enough to guarantee that each signature of a duplicate shot will be identical to the original. However there is a very high probability that two , S Q i ) < α break; // shots match, go on to the next query shot endIf endIf endFor endFor identical shots will share at least one common signature. This is the main assumption of the method and results in Section 5 show that this assumption is correct most of the time. Therefore all the signatures of the query shot are tested until one of them yields a correct match.
The definition of various distances for matching two shots together is the subject of the next section.
Shot distance definition
Naïve distance
Since the signatures can be compared using a simple equality test, a voting procedure, i.e counting the number of equal signatures in two shots, could be considered. However, because small variations in the frame may also cause very small variations in the signature, the number of frames with identical signature may be low. On the contrary, the Hamming distance is well suited to measure small variations between the signatures vectors.
Consider two shots S q = σ q1 , ..., σ qN and S c = σ c1 , ..., σ cM and suppose that the ideal case where N = M happens. The naïve distance between two shots D Na (S q , S c ) is defined as the average Hamming distance:
is the Hamming distance between the binary vectors σ qi and σ ci . It is called naïve because the case where N = M almost never happens. Figure 4 shows the effectiveness of the Hamming distance between the signatures. This figure represent the naïve distances between a hand-picked shot of 100 frames and every possible positions of a 100-frames shot in a 24-h RVD. The test shot belongs to the RVD (near frame 250000). Two others instances of this test shot are easily identified in the 24-h video. This figure also helps to choose the threshold α which represent the mean number of bit errors allowable by signature. The threshold is set to α = 4. The naïve distance is however not usable as such. Because of complex and various transition effects or because the property of repeatability desired for the shot segmentation algorithm is not respected, two identical video sequences may have a very different temporal segmentation.
Normalized edit distance
Many authors have proposed to view a sequence of images as a string, and use string matching algorithms to resolve this problem of alignment [12, 14] . The edit distance is often used for this purpose and may be more robust to noise or to complex video editing as mentioned in Adjeroh et al. [1] . One important drawback is that the edit distance is sensitive to the length of the strings and requires some type of normalization. Marzal and Vidal [15] have defined the Normalized Edit Distance (NED) which solves this problem and could therefore be used. Unfortunately, the NED has a cubic complexity and is thus not suited for a fast retrieval.
Exhaustive search
Consider a query shot S q and a candidate shot S c of respective length N and M, N < M. We want to find the position in the candidate shot that the minimize the naïve distance between S q and a subset of S c of length N. Formally, we look for the position k min :
While this is a very basic search strategy, the exhaustive search is not intractable even for a very large RVD, because M and N are usually very close, yielding few possible alignments. Note that this search may be easily quickened up by stopping the search as soon as the distance falls below a threshold.
Aligned average hamming distance
This distance is based on the relative positions of the signatures in the shot. This is both simpler and more efficient. Finding a candidate shot S c is based on the fact that a signature σ ci has matched to a signature σ q j using the hash table, i.e. h(σ ci ) = h(σ q j ). Suppose now the relative positions of these signature in their original shots, i.e. i and j, have also been stored. The method uses i and j to align the shots and to compute the naïve distance between the common subset of S q and S c . Figure 5 gives an example of a such an alignment. Note that several positions may be tried, since every signature of the query shot is being tested. The same candidate shot may be found several times, with a different alignment. 
Results
All tests except the simulations in Section 5.1.1 were made on two video files recorded from the same french channel on 2 consecutive days. The file used as a RVD is 24 h long (2,180,727 frames, 19,046 shots) and the file used as a query is 1 h long (85,601 frames, 734 shots). The videos are encoded in MPEG-2, in PAL resolution (720 × 576) at 25 frames/s. Four sizes of signature n = 5, 6, 7, 8 were tested, producing binary vectors of size 25, 36, 49 and 64.
To perform detection we extract metadata from the video stream. These metadata are a list of shots containing the signature of every image of the shot. It may also contain a label if these metadata are to be used as a RVD rather than as query. These metadata weight only 17 Mo for a 24 h video i.e. 0.04% of the original file size.
Signature robustness
Retrieval of a candidate shot is uniquely based on the capacity of the query signature to have at least one exact correspondence in the candidate shot. It is therefore critical to test if this assumption holds. Two experiments are conducted. The first one operates on a single short video sequence subjected to various simulated noises. The second one tests the robustness of the signature on real data.
Simulations
This section evaluates the robustness of the signature when subjected to various noises. A short sequence of 110 images is filtered with different noises considered to be representative of the broadcast noise on television sequences. VirtualDub [13] is used to create the noisy sequences. In Table 2 , for each noisy sequence we give its peak signal-to-noise ratio and structural similarity of Wang and Bovik [21] , to give an idea of the amount of modified data and the visual impact. The results are given by two indicators: the percentage of signatures that have not been modified by the PSNR peak signal-to-noise ratio, SSIM structural similarity transformation, and the average Hamming distance between the original sequence and the noisy one. It shows that the signature is robust to common noise like blur or random impulse noise but withstands insertions with difficulty. These tests are made with n = 8.
Retrieval capacity on real data
The retrieval capacity of the signature is tested by doing the following experiment. Each signature of the query file is queried against the hash table, to see if the signature can retrieve an identical shot if there is one, or if not, it is checked that it does not produce any false alarms. This test procedure is different from the shot matching procedure devised earlier since here every single signature is queried against the hash table. Only one exact signature by shot is truly needed. The results are expressed in terms of precision and recall in Table 3 for the simple and multiple reference schemes. It is important to understand that the recall does not need to be very high because only one signature by shot is enough to retrieve a shot. On the contrary, precision is important since false alarms will lead to useless computations. We cannot therefore conclude on the superiority of the simple or multiple reference scheme over the other for now. However, it is obvious that n = 5 produces too weak signatures (only 25 bits per image!). It leads to a considerable number of false alarms and thus cannot be trusted.
Shot matching
This section presents the main results of the algorithm. The influence of the signature size n and the comparison of single/multiple reference scheme are examined in Table 4 for the exhaustive search and in Table 5 for the alignment using the signature position [aligned average hamming distance (AAHD)]. The most obvious fact from these two tables is that the multiple reference scheme does not bring any improvements. Since it is also more demanding in memory and processing power, it has no interest at all. Results show in fact that the signature is robust enough to avoid a scheme like multiple reference. The variation of precision and recall with n were expected and are satisfactory. High precision is more suited than high recall because we want the recognition process to guide the video structuring, and thus to be reliable. A signature size of n = 8 will therefore be used as the default from now on. Figure 6 shows the precision/recall curves for the various distances discussed in Section 4.2: AAHD, NED and exhaustive search. It also shows their efficiency. It is quite surprising to observe that AAHD is actually better than the exhaustive search. Two main reasons explain this result. First, as hoped, the position of the signature in the shot is quite accurate, explaining the fact that AAHD may be as good as the exhaustive one. The other reason is that AAHD may consider only a subset of the shots, thus finding alignments that the exhaustive search does not explore. This is especially helpful when identical shots are begun and ended with different The right-hand side of Fig. 6 shows the time spent in the matching process, which includes hash table lookup and retrieval as defined in Section 4. It is clear from this figure that the best distance is the AAHD. Let us now focus on the results of AAHD. Most of the false alarms are monochrome shots or shots with very little information, e.g. shots containing text on a uniform background. The same kind of shots may also be missed, thus impacting recall. A few missed shots were due to artifacts coming from television interlaced mode, and also from incoherent shot segmentation. In general, shots that contain natural images are very well identified, but shots containing very few information or synthetic images are far less well represented by the DCT, and may be missed or falsely recognized.
Efficiency and scaling
Speed was a key factor in designing the algorithms. Two processes are distinguished: metadata extraction, and shot matching. Metadata extraction means shot segmentation and signature computation. Since video decoding is needed, the decoding process is also given as a reference: 230 frames/s on a standard 3Ghz PC running Linux Fedora 3. The metadata extraction performs at a frame rate of 115 frames/s, twice as slow as decoding, but still much faster than real-time.
Concerning shot matching, we only consider AAHD since it emerged as the best solution. The nature of the retrieval method should imply that the RVD and the query sizes have no influence over the search time because of the constant lookup time provided by the hash table. What has however an influence is the number of shot distance computations. This number of distance computations is clearly correlated with the number of detections because a detection means that at least one distance has been computed. It also seems to be correlated with the size of the RVD since a large RVD increases the number of false alarms of matching signatures, which therefore leads useless distance computations. Figure 7 indeed shows this dependency between the number of detections and the search time. The query size is 24 h, the RVD size ranges from 24 to 500 h. Two different queries are shown. On the left-hand side the query has been recorded 1 week before the RVD, while on the right-hand side the query is 6 months old. The former has a steadily increasing number of detections while the latter has a number of detections which only slightly increase with the RVD. Figure 7 shows that the search time slightly increases with the size of the RVD, but can also decreases. It thus shows that the response time is not dependant on the size of the RVD but rather on its content. It also shows that the method can put up with datasets of 500 h and yield a response time only slightly superior to 1s. These performances seem to be faster than existing methods. Pua et al. [18] achieved an average sequence compare time of 0.5 s with a 24 h database and sequences of average length 26 s, whereas our method yields a response time of approximately 1 s for a 24 h query (i.e. 20,000 sub-queries of average length 5 s) against a 500 h database. One of the fastest existing method is work by Joly [9] . Joly can compare a 10 s extract to a 875 h database in only 1.8 ms, and can put up with a database size of 40,000 h and more. It is however very difficult to compare it with our own work because the purpose is quite different, and Joly's method has not been built to handle very large queries in a very short time. 
Detecting repeats
This section gives some insights about the actual interest of repetitions for video structuring, mainly by giving some applications and results.
RVD influence over the number of detections
One of the first thing to notice is the influence of the size and "quality" of the RVD upon the retrieval results. Table 6 shows the retrieval results with the same two files used in Section 5 except that the query and RVD are swapped. One obvious thing is that if the RVD is small, the number of detections per hour is also very small because the RVD does not contain enough data to be recognized. What is however interesting is that the recall is slightly lower when using a small RVD, meaning that a redundant RVD improves the retrieval results. Indeed if the RVD contains multiple instances of the same video clip, with possibly different transformations due to noise, it increases the retrieval probability. All the RVD used in these tests are non structured, i.e. they have not been edited by hand. A RVD is just a recording of TV broadcast of a certain length. A carefully built RVD would increase the number of detections and their quality. Another interesting test is to measure the number of detections over a long period of time with a static RVD. Figure 8 shows the number of detections over a period of 3 weeks. The RVD used is 24 h long and is the day just before the 3 weeks test. One surprising but welcome figure is the number of detections between two consecutive days. In this example the number of common shots between two consecutive days is 4,411 or put another way, about 20 to 25% of the shots have already been broadcast the day before! This remanence drops sharply in the next few days. If the RVD is 6 months old with respect to the query, only 200 common shots are left between the two days. This of course shows the necessity of updating the RVD to give as much detections as possible to increase the precision and reliability of the structuring process.
First applications
One of the first application of our method is commercial monitoring. Companies want to check that their commercials are aired the way they were intended to be. The system has to monitor the TV stream and to give back the instants where the company spots have been broadcasted.
The second application is specific to French television. Legal regulation specifies that a commercial break should not exceed 4 min, and that in average over one day, a channel should not broadcast more than 6 min of commercial per hour [3] . These constraints differ from channel to channel and are supposed to be monitored by a special regulation authority [3] . The monitoring information provided to this authority is done manually or semi-automatically. Table 7 shows some results obtained on several days.
The ground truth in brackets shows that the method still fails to detect all commercials. This is mainly due to the RVD used which does not contain every single commercial that has been broadcast on these three days. it would be very easy to increase the results by using a more complete RVD or by using context information, as in Naturel et al. [16] . One of the key points in future work is to build a meaningful RVD. However, the method can nonetheless raise an alarm when legal regulations are obviously not respected, as in days 15 and 16.
A third application, already mentioned by Pua et al. [18] is compression. An intelligent storage scheme for digital television archiving would be to skip the parts of the incoming stream that are already in the archive, thus achieving both 20 to 30% compression gain.
Conclusion
A very fast shot matching strategy to retrieve identical shots from a television broadcast has been presented. The algorithm computes a frame signature which can be mapped to a 64-bit integer, thus allowing exact retrieval and the use of a hash table. We also presented a simple but nonetheless effective strategy to align two candidate shots based on the signature position. Results show the effectiveness of our method on a very large video corpus recorded from French television.
This method could be used in many potential applications: commercials monitoring, television archives compression, intelligent digital VCR. Our first motivation was however to detect repetitions for structuring television archives. The next step in our research is therefore to find efficient ways of using this repetition information to achieve video structuring.
