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Abstract
This work connects the three domains of experimental nuclear physics, computational
physics and environmental physics centered around the neutron. The CASCADE ther-
mal neutron detector is based on a combination of solid 10B coatings in several layers,
GEMs as gas amplification stages, a microstructured readout, multichannel ASICs and
FPGA hardware triggered data acquisition. The detailed analysis to improve the system
in terms of time-of-flight resolution for Neutron Resonance Spin Echo Spectroscopy
required for a simulation model of the detector. The limitations of existing codes led
to the development of the Monte Carlo transport code URANOS, which fully integrates
the detector components and features a voxel-based geometry definition. The simu-
lation could then successfully be applied to precisely understand neutron transport
within the frame of Cosmic-Ray Neutron Sensing. This novel and interdisciplinary
method offers the possibility to non-invasively measure soil moisture on the hectare
scale using neutrons of the environmental radiation. The endeavor of this work led
to the development of the footprint weighting function, which describes the neutron
density change by different hydrogen pools in the air-ground interface. Significant
influences of the near-field topology around the sensor were predicted by this work,
experimentally verified and correction methods were successfully tested.
Zusammenfassung
Die vorliegende Arbeit befasst sich mit den drei Disziplinen der experimentellen Kern-
physik, der computergestützten Physik und der Umweltphysik mit dem Neutron als
Pivotelement. Der zur Messung von thermischen Neutronen entwickelte CASCADE
Detektor besteht aus einer Kombination aus mehreren Ebenen von 10B Schichten,
GEMs zur Gasverstärkung, eine mikrostrukturierte Auslese, Vielkanal-ASICs und einer
FPGA-gestützten digitalen Datenverarbeitung. Die detaillierte Analyse um das System
hinsichtlich seiner Flugzeitauflösung zur Anwendung in der Neutronen-Resonanz-Spin-
Echo-Spektroskopie zu verbessern, erforderte ein Simulationsmodell des Detektors. Die
Limitationen bestehender Softwarelösungen führten zur Entwicklung des Monte-Carlo
Neutronentransportprogramms URANOS, welches alle wesentlichen Komponenten des
Detektors abbildet und über eine voxelbasierte Geometrie-Engine verfügt. Die Simula-
tion konnte erfolgreich angewendet werden um den Neutronentransport im Rahmen
des Cosmic-Ray Neutron Sensings präzise zu verstehen. Diese neuartige und interdiszi-
plinäre Methode bietet die Möglichkeit der nichtinvasiven Bodenfeuchtebestimmung
auf der Hektarskala mit Hilfe von Neutronen aus der kosmischen Höhenstrahlung. Das
Bestreben dieser Arbeit führte zu der Ausarbeitung der Flächengewichtungsfunktion,
welche die Neutronendichteänderung hinsichtlich verschiedener Wasserstoffpools an
der Luft-Boden-Schnittstelle beschreibt. Der maßgebliche Einfluss der Topologie des
unmittelbaren Nahbereichs um den Sensor herum wurde in dieser Arbeit vorhergesagt,
experimentell bestätigt und Korrekturmethoden wurden untersucht.

An den Mistral
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P R E FA C E
The world of neutron detection is changing.
Much of what once was established technology has been discarded. For them now
alternative ones have been presented. It began with production of tritium and peaked
at the crisis of helium-3. Part of that was given to sciences for basic or applied research.
Part for the industry, explorating oil deep in the rocks. And the largest part was given to
homeland security, which above all demanded for it for the protection against hazards.
After the stockpile was nearly exhausted, alerts on the future supply, which are espe-
cially critical to perspectives of the European Spallation Source led to developments of
replacement technologies, most of them adapted from particle physics. The CASCADE
thermal neutron detector is such a new generation system, which was designed specifi-
cally for the purposes of Neutron Spin Echo (NSE) spectroscopy. This method and its
successors, Neutron Resonance Spin Echo (NRSE) and MIEZE (Modulation of IntEnsity
by Zero Effort), demanded a highly granular and time-resolved detector to be operated
efficiently at high rates. Contrary to triple-axis spectrometry or standard time-of-flight
measurements, NRSE methods can achieve a high energy resolution using wavelength
distributions of up to 20 % width. In a research field, where beam intensity in general
is scarce due to limitations in the upscaling of the source, this technology offers in
combination with a high-end detector the benefits which are looked for.
The CASCADE design is based on a combination of solid 10B coatings in several layers,
GEMs as gas amplification stages, a microstructured readout, multichannel ASICs and
FPGA hardware triggered data acquisition. The developments of this work success-
fully brought the CASCADE detector into operation at the Forschungs-Neutronenquelle
Heinz Maier-Leibnitz at the instruments RESEDA and MIRA.
The world of neutron simulations is changing.
What once was the most demanding domain for high performance computing infras-
tructures can meanwhile be realized on a modern personal computer. Along with this
loss of exclusivity the heritage of those system architectures can be abandoned: Fortran-
based ASCII interfaces, which aim for criticality calculations. And set back the scope
to focus on the neutron as a probe to the otherwise invisible and impenetrable. What
makes neutrons to messengers for hidden orders in matter, makes them likewise hard
to control and hard to describe. They are produced randomly, their momentum and
their interaction appear to be stochastic. While being less abundant than photons or
electrons but far from few-body systems in terms of numbers, the Monte Carlo simula-
tion is the most suitable tool bridging the gap between thermodynamic flux models and
analytical calculations. Neutrons also interact with volumes rather than with surfaces.
Hence, the essential unit to comprehend and implement a geometry model is the voxel,
a threedimensional pixel.
The URANOS Monte Carlo simulation has been created based on this computational
philosophy and has been realized in a collaboration with environmental physics as a
valuable community tool.
The world of neutron applications is changing.
What began with the fission of uranium as source of energy and peaked with the devel-
opment of a thermonuclear arsenal has been discarded. Large-scale research centers
with most recently the European Spallation Source being built are shaping the research
infrastructure to consequently stretch out the scope of fundamental research to other
1
science domains. Sources like the FRM II, ILL, SNS or ISIS are equipped with dozens of
different experiments to investigate structures on the nanoscale from complex crystals
to polymers or biomolecules, to image the magnetic ordering of superconductors or
skyrmion lattices, to provide direct insights into storage cells or artifacts of cultural her-
itage and also to support the production of radio-isotopes and the medical treatment
of cancer.
Since the recent initiative of Desilets and Zreda the method of Cosmic-Ray Neutron
Sensing is gaining momentum. It allows to determine soil moisture on the hectare scale
by the density of neutrons created in the atmosphere and reflected from the ground.
It represents a technology to quantify non-invasively the most essential resource in
food production: water. The effect that soil moisture influences the above-ground neu-
tron flux had been known at least since the 1960s. Several attempts, however, failed
to comprehensively understand the signal dependencies due to the lack of resources
and interest to address the complexity of the transport problem. With the develop-
ment of URANOS using computationally efficient the nowadays available off-the-shelf
hardware, the model dependencies within the environmental system have been tracked
down in extensive simulations. This work manages to unfold the intricacy of the cosmic-
ray neutron transport, discovering the solution of a 50-year old problem and enabling
CRNS to become an established hydrological method.
The world of neutrons is changing.
This is the phase front.
2
I N T R O D U C T I O N
THE CASCADE DETECTOR - THE CHALLENGE
The CASCADE detector is designed for thermal neutron scattering measurements at
high intensities. The active detection volume is comprised of solid enriched 10B con-
verter layers in a gas detector. Gas Electron multiplier foils (GEMs) are stacked ontop
of each other acting as a gas amplification stage and at the same time as a substrate
for the converter. The limited efficiency of a single boron-10 layer of around 5 % can
be improved by projecting the conversion ion tracks onto a common readout without
significantly losing spatial resolution.
At the beginning of this work, a CASCADE detector with six layers in two half-spheres
had already been successfully employed in twodimensional measurements. For the ap-
plication in time-resolved Neutron Resonance Spin Echo Spectroscopy it was necessary
to additionally identify the layer in which the conversion took place. This seemed to be
feasible by measuring the charge signal of electrons traversing the stack, however, the
correct identification turned out to be far more complicated than assumed. With the
whole detector already in place it was also not possible toe easily disentangle different
parts to reduce the complexity. Additionally, this detector was neither characterized
nor simulated, therefore the focus of this work was first set to close the knowledge gap
and understand the detector in its technical and physical details. It turned out, that
crosstalk and misidentification were more dominant than the signal itself and therefore
a rework of a manifold of functional parts of the detector was necessary in order to
achieve a stable operation. The electrical design had to be optimized for increasing the
signal-to-noise ratio for the already weak signals. The introduction of metal meshes in
between the GEM layers improved the capacitive decoupling, the boron coatings were
partly too thick and the firmware had to be adapted to the event topology from raw
data as it was based rather on assumptions about the data structure than on the actual
signals.
COSMIC-RAY NEUTRON SENSING - THE CHALLENGE
From 2008 on the method of Cosmic-Ray Neutron Sensing rapidly developed. Its in-
triguing aspects are the possibility to measure soil moisture non-invasively at so-called
intermediate scales, which cannot be accessed by other technologies, but especially
match typical soil water correlation lengths. The method relies on the fact, that in
collisions with hydrogen neutrons are stopped much more efficiently than with any
other element due to the high cross section and the equal masses of the projectiles.
High energetic cascades in the upper atmosphere generate neutrons, which finally tend
to be reflected by dry soil or get moderated under wet conditions. A significant amount
of data could be collected by deploying a network of standardized Cosmic-Ray Probes.
Such are detectors sensitive to epithermal neutrons and similar in the buildup to Bon-
ner Spheres with a one inch moderator around a proportional counter filled with a
converter gas. However, it became clear that the data sets could not be fully under-
stood and several attempts of analyzing the soil response using the Monte Carlo tool
MCNPX failed. In 2013, the pioneers of the method, Desilets and Zreda, published a
paper, in which they stated the footprint of the method would be approximately 30 ha
and not significantly depend on the soil moisture content. As the data not at all showed
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evidence for such a relation, the interest rose for an accurate understanding of the
system. The already existing code URANOS could be tailored to address the neutron
transport problem in the air-ground interface, yet requiring some modifications on
the scattering and scoring kernel and the implementation of additional processes like
inelastic scattering. Initial calculations showed already promising results as the simu-
lation could reproduce experimental data already better than the results presented by
the authors of the mentioned paper. However, it turned out, that whereas some parts of
the problem like the above-ground neutron intensity follow rather simple laws, others
like the radial distribution revealed complex dependencies on different hydrogen pools.
The sophisticated neutron transport problem, which indeed has remained unexplained
for nearly 50 years, along with the possible fundamental impact of the method paved
the ground for the necessity of a plain and conclusive analysis of the CRNS signal
formation in this work.
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T H E P H Y S I C S O F N E U T R O N S
1.1 ABOUT THE NEUTRON
1.1.1 FUNDAMENTALS
Figure 1: Artistic adapta-
tion of measurement con-
straints on the CKM ma-
trix [1, 2], inspired by re-
sults from [3]. The el-
ement Vud [4], which
is located in the lower
left corner of the uni-
tarity triangle, represents
the transition probability
for up and down type
quarks. It is, among oth-
ers [5], linked to nuclear
beta decay and can be de-
rived from neutron life-
time measurements.
Mass m = 1.0086649159(5) u
m = 939.565413(6) MeV
Spin s = 1/2h/(2π )
Lifetime τ = 880.2(1.0) s
Mean-square charge radius < r 2N >= -0.1161(22) fm
2
Charge q = -0.2(8) 10−21 e
Magnetic moment µ = -1.9130427(5) µN
Electric dipole moment dN < 0.30 10−25 ecm (90 % CL)
Table 1: Basic physical
properties of the neu-
tron [1].
The neutron has a net charge of zero and a spin of 1/2 h/(2π ). Its dipole moment is
expected to be dN ≈ (10−37−10−40) ecm according to the standard model and measure-
ments with nuclear bound states and sensitivities up to 10−32 ecm so far confirm this
value [6]. Yet, they have a magnetic moment caused by small loop currents [7]. Its rest
mass is slightly higher than the one of the proton, therefore it can decay weakly [4]
into an electron and an electron antineutrino by
n→ p + e + νe
with a maximum kinetic energy transfer of 781.32 keV and a lifetime of approximately
15 min [8]. Thus there are nearly no free neutrons in the universe as the only stable
condition available is the bound state in a nucleus.
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1.1.2 HISTORICAL OVERVIEW
The term ’Neutron’ describing an electrically neutral entity of matter appeared as early
as the end of the 20th century [9]. It was mainly discussed as an assumed bound state
of the electron and its counterpart, which could for example make up the ether[a] and
explain the results of experiments with cathode rays [10]. Though Rutherford[b] em-
pirically discovered in 1911 [11] and theoretically described the nuclei of atoms, the
neutron was proposed to be a particle comprised of a proton and an electron [12][c].
Albeit in the late 1920s the newly developed quantum mechanics raised serious ques-
tions about such a model of nuclear electrons regarding the incorrectly predicted spin
of this compound and the escape probability of the electron due to its large wavelength,
the fundamental questions about nuclei stayed unanswered.
Experiments in 1930 by Bothe[d] [14] showed evidence of an at that time unknown
type of reaction. In a test series of exposing light elements to alpha particles, beryl-
lium showed the production of hard gamma rays, which originated as they supposed
from nuclear excitations, producing furthermore a new type of neutral radiation. It
could knock off protons with kinetic energies of several MeV from a hydrogen-rich
material through several centimeters of lead. In 1932, based on the experiments of
Curie[e] and Joliot[f] [15], it was quickly understood by kinetic considerations that this
radiation is made of particles as heavy as the proton - in terms of comments reported
first of Majorana[g] [16], then of Chadwick[h] [17]. Iwanenko[i], who had theoretically
worked on the problems of spin statistics before, realized that the neutron could also
be a constituent of the nucleus [18], which was then confirmed [19] and celebrated
as the birth of the neutron. This discovery was the key to understand the structure of
atoms as composed of a shell and a small nucleus which itself is made up of protons
and neutrons [20].
It is notable that in the first series of experimental trials boron has its first mention
as a neutron absorber [21] and furthermore that the cosmic radiation soon after its
discovery has been proposed to be partially made up of neutrons [22].
[a] to be noted: there was neither a common conception of the ether nor a consistent framework of theories.
However, as in the case of the invention of the special relativity theory, this heritage can be considered an
important foundation.
[b] Ernest RUTHERFORD, *1871-†1937, New Zealand, United Kingdom of Great Britain.
[c] Rutherford himself, however, had already mentioned in 1904 in a sidenote of his book ’Radio-activity’ [13]
a proper description of the neutron appearing as a form of radiation.
[d] Walther Wilhelm Georg BOTHE, *1891-†1957, German Empire.
[e] Iréne JOLIOT-CURIE, *1897-†1956, France.
[f] Frédéric JOLIOT-CURIE, *1900-†1958, France.
[g] Ettore MAJORANA, *1906-?1938, Kingdom of Italy.
[h] Sir James CHADWICK, *1891-†1974, United Kingdom of Great Britain.
[i] Dmitri Dmitrieviq Ivanenko., *1904-†1994, Russian Empire.
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1.2 NEUTRON INTERACTIONS
Neutron interactions are mainly governed by the nuclear force. Due to the small ex-
tension of nucleon potentials in the order of femtometers, the de Broglie[j] wavelength
of the (slow) neutron instead defines the range for the interaction. Typical cross sec-
tions can be related to the geometric size of the nucleus and therefore path lengths in
matter can easily be in the order of centimeters[k]. In this work the kinetic energy is
limited to 1 GeV and neutrons are treated as a single particle, which means that they
are neither subject to Coulomb[l] forces due to a net charge of zero nor to strong forces
acting on the parton level in deep inelastic scattering and beyond. It is of importance,
that, besides the participation of (strong) nuclear forces, interactions with nuclei are
dominated by the probability of a neutron joining and forming a compound. For the
production of such a state energy and momentum, including spin, relations have to be
conserved. Furthermore, nuclear resonance widths are small compared to their sepa-
ration, especially for low energies and light elements, and the transition probabilities
depending on the small overlap integrals appear to be small.
Absorption and scattering are described in a similar interaction picture, except for the
final state. For an absorption reaction the compound is produced as real state by re-
quiring that its excitation energy is of the same magnitude as the binding energy of the
neutron. Therefore, the nucleus also decays predominantly by emitting a neutron again
- or by a photon in case that process is suppressed if the potential difference slightly
exceeds the binding energy like for the capture of slow neutrons. This gives rise to the
fact that typically the cross section for elastic scattering is the most dominant. Inelastic
scattering leaves the target in an excited state and so differs from elastic scattering
only by the recoil to the neutron minus the excitation energy. In the case of fission a
heavy nucleus decays by deformation into fragments due to the energy gained from
the additional neutron. The declaration scheme is the following (see also Fig. 2):
n + (A,Z) → (A+1,Z) → (A,Z) + n (n, n)
→ (A,Z)∗ + n’ (n,n’)
→ (A+1,Z) +γ (n, γ )
→ (A1,Z1) + (A2,Z2) + xn (n, f),
where (n,n) denotes elastic and (n,n’) inelastic scattering off a nucleus with mass
number A and atomic number Z.
Figure 2: Types of
neutron interactions and
their classification.
Scattering Absorption
elastic
(n,n)
inelastic
(n,n‘)
coherent photonic
(n,γ‘)
neutral
(n,2n)
fission
(n,f)
charged
(n,p)
(n,d)
(n,α)
(n,3n)
Typical interactions neutrons undergo can be classified as either with one neutron in
the initial and final state:
• Coherent Scattering describes the interference of incoming neutrons in terms
of wave mechanics, therefore leading to distinct spatial distributions like in the
[j] Louis Victor Pierre Raymond, 7e duc DE BROGLIE, *1892-†1987, France.
[k] Neutrons, when treated as a form of radiation, are often compared to x-rays in common literature. This is
understood from an engineering point of view in terms of the mean free path in materials. Such a number can
be derived for both types of interactions, but it cannot be compared in its quality as neither the interaction
partners are the same nor the action principle. The only valid direct link can be shown for the case of
diffraction.
[l] Charles-Augustin de COULOMB, *1736-†1806, France.
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case of Laue[m] diffraction. Originally coming from crystallography there is a
distinction between elastic scattering, which refers to the prior mentioned process,
and inelastic scattering, which refers to the additional excitation of phonons in
the sample. This definition is ambiguous in its terminology[n] taking into account
the further mentioned interaction types. Furthermore, quasi-elastic scattering
applies to the case of (thermal) motion of the atoms giving rise to a significant
contribution blurring the observed line shape.
• Elastic Scattering is the predominant mechanism of losing energy and can be
understood as an elastic collision with energy and momentum conservation in
the center-of-mass frame.
• Inelastic Scattering is an inelastic collision with the nucleus leaving it in an ex-
cited state. The allowed energy transfer is determined by the available nuclear
excitation levels and therefore this process is mostly suppressed for kinetic ener-
gies below 1 MeV.
or such altering the target nucleus:
• Radiative Capture brings the nucleus into a A+1-state, which de-excites by emis-
sion of a photon.
• Charged Capture means that after absorbing a neutron the nucleus will decay by
emitting either electrons, protons or larger compounds like helium ions, which
in the case of light elements can be considered as fragments of the nucleus.
• Neutral Capture appears as an inelastic collision with similar initial and final
states. Due to the absorption process and the following decay time constants and
kinematics are different.
• Fission can occur for heavy elements absorbing a slow neutron if the final state
energy budget is in favor of several fragments. Besides those, typically an energy
dependent number of neutrons is emitted which are not any more needed to
stabilize the smaller nuclei.
• Spallation is not limited incoming neutron. Any high energetic projectile with
energies larger than approximately 100 MeV can induce the total breakup of a
nucleus, which is described as a hadron shower.
1.3 UNITS AND DEFINITIONS
1.3.1 KINEMATICS
The possible reactions heavily depend on the energy of the neutron, which therefore is
classified by its energy domain. The kinetic energy E of a neutron can be described in
the non-relativistic limit by its wavelength λ derived from the de Broglie relationship
λ =
h
mnv
→ E = 1
2
mnv
2 =
h2
2mnλ2
, (1)
where h is the Planck[o] constant, v and mn velocity and mass of the neutron. The
neutron’s energy regimes are described as follows.
[m] Max Theodor Felix VON LAUE, *1879-†1960, German Confederation.
[n] This work will not refer to lattice structure analysis in particular and therefore will not make use of this
naming scheme.
[o] Max Karl Ernst Ludwig PLANCK, *1858-†1947, German Empire.
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Table 2: Classiﬁcation of
neutrons by kinetic en-
ergy and corresponding
interaction distances.
kinetic energy [eV] wavelength [Å] velocity [m/s]
ultra cold < 3 · 10−7 < 520 < 7.5
very cold 3 · 10−7 − 5 · 10−5 520 − 40 7.5 − 100
cold 5 · 10−5 − 5 · 10−3 40 − 4 100 − 1000
thermal 5 · 10−3 − 5 · 10−1 4 − 0.4 1000 − 10000
thermal peak 25.3 · 10−3 1.8 2200
epithermal 5 · 10−1 − 103 0.4 − 0.01 103 − 4.4 · 105
intermediate 103 − 105 0.01 − 0.001 4.4 · 105 − 4.4 · 106
fast 105 − 2 · 107 0.001 − 6 · 10−5 4.4 · 106 − 6.2 · 107
high energy > 2 · 107 < 6 · 10−5 > 6.2 · 107
The most widely used deﬁnitions of the energy range, especially the thermal regime
with the standard wavelength of 1.8Å, are derived from the temperature T of the
medium the neutrons are interacting with. According to the kinetic theory of ideal
gases the velocities v of the particles in the system can be described by a Maxwell[p]-
Boltzmann[q] distribution[r]
fM (v) =
√(
m
2πkBT
)3
4πv2 exp
(
− mv
2
2kBT
)
, (2)
where m is the particle’s mass and kB the Boltzmann constant. The typical speed of
particles vp at the maximum of this probability distribution can be related to the
temperature by
dfM (v)
dv
= 0 → vp =
√
2kBT
m
and T =
mv2p
2kB
(3)
and therefore, assuming the energy of neutrons can be described as kBT in a statistical
thermodynamical interpretation, temperature models are applied.
1.3.2 NEUTRON FLUX
Let n(r,Ω,E) be the neutron density as a function of space r, direction Ω[s] and energy
E. Then n(r,Ω,E)dV dΩ dE is called the differential density of neutrons in a volume
V . The total number density of neutrons at point r is obtained by integration over all neutrons/cm3
energies and angles
n(r)dV =
∫
4π
8∫
0
n(r,Ω,E)dV dΩ dE. (4)
The differential neutron ﬂux, deﬁned by F (r,Ω,E)dΩ dE = n(r,Ω,E)v dΩ dE, leads to
the number of neutrons per second by taking into account the individual velocities v neutrons/cm2/s
[p] James Clerk MAXWELL, *1831-†1879, Scotland.
[q] Ludwig Eduard BOLTZMANN, *1844-†1906, Austrian Empire.
[r] Nota bene: for a single direction, say vz , the distribution is f
(1)
M
(vz ) =
√
m
2πkBT
exp
(
− mv2z
2kBT
)
, as by integrat-
ing over all directions the spherical volume element given by dV = v2 sinϑ dϑ dϕ dv is needed.
[s] Often the unit vector Ω is expressed in spherical coordinates, especially for scattering interactions. Then it is
composed of the mean direction angle ϑ at the mean azimuthal angle ϕ. For many special cases a canonical
axis of the neutron beam direction is used.
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and therefore represents the total path length covered by all neutrons. The quantity
Φ(r⃗ ) =
∫
4π
F (r⃗ ,Ω)dΩ = n(r⃗ )v (5)
is called the total neutron flux and
φ(r⃗ ) =
∫
Φ(r⃗ )dt . (6)
defines the neutron fluence. The terms fluence rate and flux are often used equivalently.neutrons/cm2
The integral neutron flux takes the whole ensemble of energies into account, as it
assumes an equilibrium (thermalized) state of the system. Therefore, it is necessary to
introduce the energy dependent flux quantityneutrons/cm2/s/MeV
˜︁ϕ(r⃗ ,E) = dΦ(r⃗ ,E)
dE
, (7)
which is called the neutron spectrum. However, most interaction processes lead to
a partial energy transfer proportional to the initial energy. Therefore, the number of
particles per logarithmic energy decrement ratio is a constant and the neutron spectrum
can be depicted as an energy weighted spectrumneutrons/cm2/s
ϕ(r⃗ ,E) = E dΦ(r⃗ ,E)
dE
. (8)
Nota bene:
• In general the term ’flux’ describes a directionality in the particle transport by
an underlying vector field. In the field of neutron sciences it is a scalar quantity.
However, the corresponding vector quantity, which is obtained by the gradient of
the flux, is called a current J [t]. This misalignment in terminology is of historic
origin and has to be kept in mind.
• Additionally, as a consequence there is also a subtle difference between flux and
fluence rate. As the latter is the time derivative of an integral quantity there is
no information about directionality, contrary to the flux, which in the picture of
neutron motion with gain and loss effects, still has a directional dependence.
• In the following the term ’neutron spectrum’ will not specifically refer to (7), but
rather be used as a synonym to the energy weighted neutron spectrum, which
will be the standard representation.
[t] This quantity is not used in this work.
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1.4 NEUTRON TRANSPORT
Neutron transport theory describes the flux through a medium by a Boltzmann equation
in order to model the neutron field by conserving the total number of particles. This
balance is kept by the four terms
• leakage out of the volume 1⃝,
• loss due to absorption and scattering out of the volume or energy range 2⃝,
• in-scattering from outside the volume and/or a different energy 3⃝,
• gain by a source inside the volume 4⃝.
δn(r ,Ω,E)
δt
= −vΩ∇n(r ,Ω,E) 1⃝
− (Σa(E) + Σs (E))vn(r ,Ω,E) 2⃝
+
∫
4π
8∫
0
Σs (Ω ′ → Ω,E ′ → E)vn(r ,Ω ′,E ′)dΩ ′ dE ′ 3⃝
S(r ,Ω,E). 4⃝ (9)
with the macroscopic cross sections, which are also called linear attenuation coeffi-
cients, for absorption Σa and scattering Σs . Both are combined to the total macroscopic 1/cm
cross section
Σt = Σa + Σs (+ . . .). (10)
The macroscopic cross section Σ can be derived from the microscopic cross section[u] σ , cm2
which defines the probability of interaction in a mass element divided by the product
of interaction centers and the fluence:
Σ = ρNA
σ
M
, (11)
where ρ denotes the density of a material with atoms of molar mass M and NA the
Avogadro[v] or also called Loschmidt[w] constant. On a microscopic level vice versa the
microscopic cross section is described as
σ =
1
nl
. (12)
It has the dimension of an area and is defined as the inverse of the product number
density n = ρNA/M and the mean free path l , which by themselves describe the inter-
action opacity of the material[x]. The typical unit is the barn: 1 b = 10−28 m2.
As reactions can depend on parameters like the incoming energy or the (emission)
angle, one introduces the differential cross section dσdΩ .
The cross section can be composed like the attenuation coefficient of a sum energy
dependent absorption σa and scattering σs contributions
σ (E) = σa(E) + σs (E) (+ . . .). (13)
[u] In this work the term cross section will always refer to σ . For the macroscopic cross section the term
attenuation coefficient is preferred.
[v] Lorenzo Romano Amedeo Carlo AVOGADRO, Conte di Quaregna e Cerreto, *1776-†1856, Italian Empire.
[w] Johann Josef LOSCHMIDT, *1821-†1895, Austrian Empire.
[x] To be noted: Macroscopic cross sections have the dimension of a reciprocal length, microscopic cross sections
the dimension of an area.
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In case of a compound with weight fractions wi of n elements the weighted sum of
cross sections is evaluated:
Σt = ρNA
n∑︂
i=1
wi
σi
Mi
. (14)
Therefore, the occurrence probability of an interaction type at an element can be cal-
culated by the relative fraction of the cross sections σi/σ and is called reaction rate.
In a homogeneous medium the mean free path[y] between two interactions is
l(E) = 1
Σt (E) . (15)
Therefore, in case of dominant absorption, the abundance of neutrons follows the
Beer[z]-Lambert[aa] attenuation law.
The probability distribution function can be denoted as
p(l ,E)dl = Σt (E) exp (−Σt (E)l)dl . (16)
Integrating over a finite length leads to the number of neutrons N in a distance L
N (L,E)
N0
=
L∫
0
p(l ,E)dl =
L∫
0
Σt (E) exp (−Σt (E)l)dl = 1 − exp (−Σt (E)L) . (17)
Therefore, the percentage of neutrons traversing a thin layer of thickness d without
interaction is exp (−Σt (E)d).
1.4.1 SLOWING DOWN
Neutrons of typical energies up to 200 MeV can be treated non-relativistically for col-
lisions by energy and momentum conservation. As for elastic interactions only the
relative rather than the absolute masses are required, the neutron can be considered of
mass 1 and a nucleus of mass A. It is furthermore convenient to transform the collision
Figure 3: Kinematics of
an elastic collision in
the laboratory (left) and
center-of-mass frame
(right).
m mM M
v
v
lab
Θ
cm v
lab
v
cm
Θ
lab
from the laboratory (lab) into the center-of-mass (cm) frame as in such the angular
distribution is isotropic. The velocity of the cm system with velocities of the neutron v
and the nucleus V can be calculated as follows
vcm =
1
1 +A
(vl +AVl) = vl1 +A (18)
[y] also called the distance to the next collision.
[z] August BEER, *1825-†1863, German Empire.
[aa] Johann Heinrich LAMBERT, *1728-†1777, France.
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and within the cm system the velocities of the particles are
vc = vl −vcm = AA+ 1vl (19)
Vc = −vcm = − 1
A+ 1
vl (20)
The energy of the neutron in the cm system Ec can be derived as well according to
Ec =
1
2
vc2 +
1
2
AV 2c =
A
A+ 1
1
2
v2l =
A
A+ 1
El. (21)
In the cm frame the absolute values of velocities of the particles do not change, so
v ′c = vc. The angles can be calculated as
tanϑl =
v ′c sinϑc
vcm +v
′
c cosϑc
=
sinϑc
1
A + cosϑc
(22)
or by trigonometric transformation
cos(π − ϑc) =
(v ′c )2 + (vcm)2 − (v ′l )2
(A+ 1)2 . (23)
Using (18) the kinetic energy after scattering can be derived as
1
2
(v ′l )2
1
2
(vl)2
=
E ′l
El
=
A2 + 1 + 2A cosϑc
(A+ 1)2 =
(1 + α) + (1 − α) cosϑc
2
(24)
with
α =
(︃
A− 1
A+ 1
)︃2
. (25)
From (24) it can be derived that the angle in the cm system, and therefore also in the
lab frame, is correlated to the energy loss. This is maximized for
• ϑc = π , a central ’head-on’ collision, and
• A = 1, a hydrogen nucleus consisting only of a proton of equal mass.
Under these conditions the kinetic energy of a neutron can be transferred to the tar-
get nucleus in one single collision. Typically the energy loss depends on the impact
parameter, which can be assumed as randomly distributed, so following the standard
representation for elastic scattering the probability for a neutron to scatter[ab] into a
cone of 2π sinϑc dϑc around ϑc from energy E to a range of energies dE ′ around E ′ is
σs(E)P(E → E ′)dE ′ = −σcm(E,ϑc)2π sinϑc dϑc. (26)
Using (24) yields
P(E → E ′) = 4π − σcm(E,ϑc)(1 − α)Eσs (E) for αE ≤ E
′ ≤ E (27)
or zero otherwise. The scattering can mostly be considered isotropic (except for high
energies, see also sec. 6.4.3.1) in angle, so σcm(E,ϑc) = σs (E)/4π leading to
σs (E → E ′) = σs (E)P(E → E ′) = σs (E)(1 − α)E for αE ≤ E
′ ≤ E. (28)
[ab] an increase in the scattering angle means a larger energy loss.
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With the probability for each angle and consecutively for the corresponding energy
transfer, the average energy loss can be calculated as
∆E = E −
E∫
αE
dE ′E ′P(E → E ′) = 1
2
(1 − α)E (29)
and the important quantity of the average logarithmic energy loss as
ξ =
E∫
αE
dE ′ ln
(︃
E
E ′
)︃
P(E → E ′) (30)
= 1 +
α
1 − α lnα = 1 −
(A− 1)2
2A
ln
(︃
A+ 1
A− 1
)︃
. (31)
The logarithm represents the fact, that by elastic collisions not an absolute quantity but
always a fraction of the kinetic energy is lost. Therefore, the moderation power of a
material is defined as the average number of collisions from an initial energy, say E0 =
10 MeV, until entering the thermal regime at 1 eV
ncol =
u
ξ
=
ln(E0/E)
ξ
, (32)
where the lethargy u is defined as
u = ln
(︃
E0
E
)︃
. (33)
So ξ represents the average change in lethargy per collision. According to (31) this
property of a material decreases with nuclide mass and the slowing down requires
more collisions.
1.4.2 THERMAL NEUTRONS
In the previous chapter 1.4.1 it has been assumed that the target nucleus is at rest. Yet,
as soon as the kinetic energy of the neutron is
• comparable to the mean kinetic energy of atoms in a gas phase or
• in the order of the binding energy or excitation of modes of additional degrees
of freedom in molecules
the process has to be extended. As thermal neutron transport has been worked out
elaborately by many authors, this chapter summarized the key ideas. For further read-
ing and derivation chapter 10 of [23] is recommended. In the case of gases the velocity
distribution of the particles is known - it is assumed that atoms follow a Maxwell-
Boltzmann distribution (2), which allows for a straightforward treatment of the inter-
action. This effect of thermal motion on the scattering process is discussed in detail in
sec. 5.1.3.
For a relative velocity between target and neutron before the collision of vr = ∥v⃗ − V⃗ ∥ =√
v2 +V 2 − 2vV cosϑ , the velocity in the laboratory system after the collision will be
v ′ =
√︄
v2cm +
(︃
A
A+ 1
)︃2
v2r + 2vcm
A
A+ 1
vr cosϑ (34)
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and the largest and smallest velocities are
vmax = vcm +
A
A+ 1
vr and vmin = vcm − A
A+ 1
vr . (35)
The total cross section as to the third term of (9) is obtained by integrating the micro-
scopic cross section
dσ (v ′,V , cosϑ ) = 1
2
vr
v ′
σ frees p(V )dV dcosϑ , (36)
which relates the free elastic scattering cross section σ frees to the probability of inter-
acting with a target nucleus having a velocity distribution p(V ). So the probability of a
velocity change of the neutron v→ v ′ is represented by the modified cross section
σ (v→ v ′)dv = 1
2
1
v ′
8∫
0
dV
1∫
−1
vr dcosϑ σ frees p(V )д(v ′→ v)dv (37)
with
д(v ′→ v) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, v < vmin or v > vmax
2v
v2max−v2min
, vmin < v < vmax.
(38)
By integrating (36) over V and cosϑ and substituting velocities by energy the total
cross section can be obtained[ac]:
σs (E ′) = σ frees
1
β2
√
π
Ψ (β) , (39)
where β2 = AE ′/kBT and
Ψ (β) = β exp (︁−β2)︁ + (︁2β2 + 1)︁ √π
2
erf(β). (40)
The Ψ (β) function is originating from kinetic gas theory, therefore using β as a variable.
For β < 1 the cross section can roughly be approximated by σs (E ′) ∼ σ frees /
√
E ′ ∼ σ frees /v.
Figure 4: Cross section of pro-
tons bound in various hydrocarbons
(CXHY ) and in hydrogen gas H2,
modified from [24]. For H2 the de-
viation from the unbound cross sec-
tion is small. H2O scales nearly as the
presented curve for cetane (C16H34).
In complex molecules the interaction
probability around thermal energies
and below strongly depends on the
binding type and the associated de-
grees of freedom.
[ac] As σs (E ′) =
∫ 8
0
σs (E ′→ E)dE.
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2
T H E P H Y S I C S O F E L E C T R O M A G N E T I C
I N T E R A C T I O N S
All charged particles dissipate energy while crossing a medium. Depending on the
particle species and the material, different processes play a role. The most important
processes are in ascending order of the energy range: Electron excitation of atoms,
ionization, Bremsstrahlung, pair production, nuclear excitation and following the rela-
tivistic processes like Cˇherenkov and transition radiation, which are not relevant here.
2.1 ENERGY LOSS IN THE MEDIUM
2.1.1 ENERGY LOSS BY IONIZATION
The Bethe[a]-Bloch[b] equation describes the energy loss dE per length dx in a medium:
−dE
dx
= 2πNAr
2
emec
2ρ
Z
A
z2
β2
(︃
ln
(︃
2meγ
2c2β2Wmax
I 2
)︃
− 2β2 − δ − 2C
Z
)︃
. (41)
re classical electron radius ρ weight density
me electron mass z projectile charge
NA Avogadro number β = v/c projectile velocity
I mean excitation potential γ = (1 − β2)−1/2
Z charge number δ density correction
A atomic weight C shell correction
The scaling constants are often combined to
κ = 2πNAr
2
emec
2
Z
A
1
β2
. (42)
The maximum energy transferWmax possible in a single head-on collision for an incident
projectile of mass mA can be calculated as follows:
Wmax =
2mec
2β2γ 2
1 + 2memA
√︂
1 + β2γ 2 + m
2
e
mA
. (43)
For mA ≫me the energy transfer can be approximated as
Wmax ≈ 2mec2β2γ 2. (44)
The density factor is a correction for projectiles of high energies and describes the
polarization of the atoms in the medium along the path, whereas the shell correction
accounts for projectiles which have a velocity in the order of or smaller than those of
[a] Hans Albrecht BETHE, *1906-†2005, German Empire.
[b] Felix BLOCH, *1905-†1983, Switzerland.
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the electrons orbiting the target atoms. These empirical constants are mainly important
for relativistic particles. The mean excitation potential can be approximated by
I ≈ 16 eV · Z 0.9. (45)
Fig. 5 shows exemplarily the energy deposition for the counting gas argon and the
neutron converter boron.
Figure 5: Energy loss dE per unit length dx for electrons in argon (NTP) and boron, modified from [25].
The process of energy loss is of statistical nature and (41) describes the mean energy
deposition. Its energy dependent function, as shown in Fig. 5, is specific to the particle
species and the medium. Yet, the Bethe-Bloch equation has a minimum for all particles
which satisfy βγ ≈ 3. Such are called minimum ionizing particles (MIP). The ionization
density increases towards small momenta, which is equivalent to a projectile losing a
large fraction of the kinetic energy on a close range at the end of its trajectory. This is
called the Bragg[c] peak.
The Bethe-Bloch-equation provides a good approximation for heavy particles, e.g. ions.
For light particles like electrons Bremsstrahlung has to be taken into account as well.
2.1.2 BREMSSTRAHLUNG
Particles in a medium are deflected by the Coulomb poten-
Figure 6: First order
Feynman graph for
Bremsstrahlung.
tial of the host atoms. Accelerated particles radiate pho-
tons, therefore this effect has to be considered in addition
to ionization. For (light) particles with large kinetic en-
ergy this effect is called Bremsstrahlung, see also the Feyn-
man[d] graph of Fig 6 and for electrons one can derive for
the mean energy loss
−dE
dx
≈ 4αNAr 2e z2E
Z 2
A
ln
(︃
183
Z1/3
)︃
. (46)
The coupling constant α = e2/(2chϵ0) with the electric charge e and the electric field
constant ϵ0, represents the strength of the Coulomb interaction. Compared to ioniza-
tion (41) there is an explicit energy dependence in (46), which makes this effect not
only dependent on the surrounding medium, but also the momentum of the particle.
[c] William Lawrence BRAGG, *1890-†1971, Australia.
[d] Richard Phillips FEYNMAN, *1918-†1988, USA.
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Therefore one can summarize all constants of (46) under the term radiation length X0
and write
−dE
dx
=
E
X0
. (47)
As the differential equation (47) can be solved by an exponential function of the form
exp(−x/X0), the radiation length defines the distance in which the energy of the particle
drops to 1/e of its original value.
2.1.3 MULTIPLE SCATTERING
Multiple Scattering describes a manifold of Coulomb deflections. Such are mostly weak,
which means that the trajectory of a particle keeps its general direction. A simplified
model [26] of this statistical process leads to a particle of momentum p after a distance
x to a gaussian[e] distribution of the scattering angles around the original axis of the
trajectory ϑ = 0 with a width of
σϑ =
13.6MeV
βcp
√︃
x
X0
. (48)
2.2 PROCESSES IN GASEOUS MEDIA
Particles can be detected via their ionization track in a gas. In the case of neutrons a so-
called converter captures the uncharged particle by nuclear absorption and then either
fragments or releases excitation or binding energy in form of radiation. This chapter
summarizes the relevant physics starting from the ionization track to the transport and
gas gain, which is necessary to detect the electron cloud.
2.2.1 IONIZATION
In a small finite volume the Landau[f] distribution [27] describes the possible energy
transfer to a host atom. The Landau distribution approximates the energy loss for thin
absorbers, which do not significantly reduce the overall momentum of the propagating
particle. Due to the large amount of collisions with small momentum transfer, the
Landau distribution has a maximum at low values and has a positive skew towards
higher values, which model the unlikely hard collisions with large energy transfers. It
takes the following form
f (Λ) = 1√
2π
e−
1
2
(Λ+e−Λ), (49)
whereas for a length element x of an absorber of a density ρ the quantity Λ = (∆E −
∆Ep )/(κρx) describes the deviation of a possible energy loss ∆E from its most probable
value ∆Ep , which is the maximum of the Landau distribution. It can be calculated
by [26]
Ep = κρx
[︃
ln
(︃
2mec
2β2
I (1 − β2)
)︃
+ ln
(︃
κρx
I
)︃
+0, 2 − β2 − δ
(︃
β
1 − β2
)︃]︃
. (50)
[e] Johann Carl Friedrich GAUSS, *1777-†1855, Holy Roman Empire.
[f] Lev Davidovicq Landau, *1908-†1968, Russian Empire.
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2.2.2 ENERGY RESOLUTION
The energy deposition for the primary ionization along the trajectory of a charged
particle can be described by a Poisson[g] distribution. However in case the full energy is
transferred, there is no variance and hence there is a correlation between the single pro-
cesses of energy deposition. Then, the usage of Poisson statistics is inadequate. Instead
of a variance of σ 2 = N for N ionization processes, a material- and energy-dependent
correction term F , with F ≤ 1, is introduced, which is called Fano[h] factor [28]:
σ 2 = FN . (51)
Due to the variance reduction the resolution is improved by a factor of
√
F . As an
example for an electron with a kinetic energy O(1 keV) in argon a Fano factor of F =
0.16 can be calculated [29].
The factual mean energyW for creating an electron-ion pair indeed is higher than the
minimum ionization potential I as additional energy is transferred to vibration modes
or kinematics. For gases the approximationW ≈ (2-3) I [27] can be assumed.
UsingW allows to calculate the number of free charge carriers nt released by a process
of energy ∆E by nt = ∆E/W . For a gas mixture of different fractions ci one has
nt = ∆E
∑︂
i
ci
Wi
. (52)
This is the total number of primary electrons due to primary and secondary ionization
for a given energy deposition ∆E.
2.2.3 DRIFT AND DIFFUSION
Charged particles in a gas can be accelerated under the influence of electromagnetic
fields. Yet, decelerating effects like scattering off atoms in the medium lead to a balance
in the forces and so to an on average constant propagation. This is called drifting. The
non-deterministic and omnidirectional transport by interaction with other particles at
rather thermal energies is called diffusion.
Under the influence of an electric E⃗ and a magnetic field B⃗ the trajectory of a charged
particle is described by the Langevin[i] equation. The solution for constant drift veloci-
ties v⃗D can be denoted as
v⃗D = e
τ
m
1
1 +ω2τ 2
⎡⎢⎢⎢⎢⎢⎣E⃗ +ωτ
E⃗ × B⃗|︁|︁|︁B⃗|︁|︁|︁ +ω2τ 2
(︂
E⃗ · B⃗
)︂
|︁|︁|︁B⃗|︁|︁|︁2 · B⃗
⎤⎥⎥⎥⎥⎥⎦ . (53)
ω denotes the cyclotron frequency with ω = (e/m)|B⃗ |. τ represents the mean time
between two collisions with atoms of the medium.
For electrons in the absence of a magnetic field (53) can be simplified to
v⃗D =
e
m
τ E⃗. (54)
[g] Siméon Denis POISSON, *1781-†1840, France.
[h] Ugo FANO, *1912-†2001, Italian Empire.
[i] Paul LANGEVIN, *1872-†1946, France.
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For ions a different parametrization of the motion of the particles is used, as for such
the ratio of the actual pressure p to standard pressure p0 has a strong influence on the
kinetics. Therefore one uses
v⃗D = µE⃗
p0
p
. (55)
Due to their higher mass, the drifting of ions is typically three order of magnitude lower
than the drift velocity of electrons and therefore is characterized by the mobility µ.
Figure 7: Drift velocity for electrons in argon:CO2 as a function of electric field strength and pressure (left) and
(right) simulations of the diffusion constant D ′ for the same functional dependencies and gas mixture, modified
from [30].
Without fields or gradients, charged particles like neutrons are carrying out a random-
walk propagation by collision with other atoms. This diffusion leads to a gaussian-
shaped spatial particle density of the form
ρ(r , t) =
(︃
1√
4πDt
)︃3
exp
(︃
− r
2
4Dt
)︃
. (56)
Its width σD =
√
2Dt increases over time t . D denotes a diffusion constant and depends
on the medium, but also on the electric field strength. Therefore, charge diffusion is
typically modeled using a longitudinal and a transverse component with respect to the
field. If the transverse axis with the diffusion constant DT is denoted by the spatial
coordinates x and y and the longitudinal axis coordinate with DL is described by z, one
writes
ρ(r , t) =
(︃
1√
4πDT t
)︃2 (︃
1√
4πDLt
)︃
exp
(︃
−x
2 +y2
4DT t
− (z −vDt)
2
4DLt
)︃
. (57)
The diffusion constant can be defined as a function of drift velocity D ′ =
√︁
2D/vD ,
yielding
σD ′ = D
′√x . (58)
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2.2.4 GAS GAIN
Typically the primary ionization is often not sufficient to generate a signal large enough
for detection. A gaseous medium allows for applying the principle of charge multipli-
cation. If electrons, e.g. the primary charge carriers, can be accelerated to energies,
which are high enough to ionize other atoms of the medium, an avalanche effect oc-
curs, which can increase the number of electrons by a factor of 104 to 106. The so
created additional electron-ion pairs dN for an actual number of electrons N satisfies
the differential equation
dN = α(r )N (r )dr , (59)
whereas α denotes the Townsend[j] coefficient, which depends on the track length
coordinate r as far as the electric field strength changes. The solution for an initial
number of final charge carriers Ntotal for an initial number of charge carriers N0 takes
the following form
Ntotal = N0 exp
⎛⎜⎝
r2∫
r1
α(r )dr⎞⎟⎠ . (60)
The ratio G = Ntotal/N0 is called gas gain.
[j] Sir John Sealy Edward TOWNSEND, *1868-†1957, Ireland.
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Part II
N E U T R O N S O U R C E S

3
N AT U R A L S O U R C E S : C O S M I C N E U T R O N S
Due to the limited lifetime of approximately 15 minutes, all free neutrons, naturally
abundant or from laboratory sources, originate from an ongoing production mechanism
- either the interaction of cosmic radiation with the atmosphere and the soil or natural
radioactivity, which can sometimes even scale up to so-called „natural reactors“ [31].
The following section presents a short overview about how cosmic neutrons are created.
A good summary can also be found in [32].
3.1 FROM SUPERNOVAE TO SEA LEVEL
Cosmic rays consist mostly of ionized
atomic nuclei with protons being the most
abundant species with a contribution of
90 % of the total measured particle num-
ber, followed by helium ions. The fraction
of electrons, positrons, antiprotons, gamma
rays and neutrinos can be considered neg-
ligible. The net charge of the cosmic radi-
ation is highly positive with protons being
overrepresented with a ratio of 10:1 [33].
While in general sources, also on galactic
scales [34], are charge conserving, the rea-
son for this asymmetry is inverse Compton
scattering [35]. This effect leads to espe-
cially light charged particles like electrons
losing energy by interactions with photons
of the cosmic microwave background and
therefore being slowed down more effi-
ciently than their hadronic partners.
The cosmic ray spectrum, see Fig. 8, ex-
tends from the MeV regime up to ZeV en-
ergies with meanwhile more than a dozen
candidates of extremely high energies of
∼1020 eV, observed by the Fly’s Eye detec-
tor [36].
Figure 8: Energies and rates of the primary cosmic ray par-
ticles before entering the atmosphere from various experi-
ments [37].
The lowest part of the spectrum is result of the solar wind, ∼1036 particles per second
released from the plasma of the Sun’s corona and especially from solar flares [38].
Particles in the range of 1 GeV to ∼100 TeV mostly come from supernova remnants.
Therefore, the cosmic ray flux has one component of extragalactic origin overlayed by
the charge emission from the Sun with a separation of low energy and high energy
contributions. Theoretical considerations of the diffusive shock acceleration[a] needed
to achieve such energies [39] as well as observations from the Crab nebula1 can heavily 1 NGC 1952
support these generators, see also the overview in [40]. For higher energies the pro-
duction and transport mechanisms change around the points, which in the log-log plot
[a] thermal cosmic rays passing a dense matter distribution in which the strong magnetic gradient leads to an
acceleration by turning several times around the ’shock’ region.
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are called ’knee’ and ’ankle’. Below the knee at around 3·1017 eV the spectrum follows
approximately an E−2.7 power law and beyond ∼ E−3.1. Between these two points the
typical composition changes towards more massive particles. Yet, for the identified
sources, like a reacceleration in the galactic wind termination shock [41] or neutron
stars [42], the theoretical understanding has not condensed to an accepted answer. For
Ultra High Energy Cosmic Rays the discussion around the proposed sources is even
broader, see also the overview in [43]. The direct observation of such phenomena is
suppressed by the diffusive motion of particles on the galactic scale in the interstellar
medium. This leads to an almost isotropic and time-independent flux of cosmic radia-
tion - which is then influenced by the solar activity.
As the former experiences an energy decrement from the outward gradient of the Sun’s
particle flux this leads to an inverse proportional relation between solar activity and
cosmic ray flux. There are several mechanisms influencing the measured particle den-
sity with the most prominent being the 11-year intensity modulation cycle, which is
due to the underlying solar magnetic field activity of the 22-year Hale[b] cycle, see also
Fig. 9. Yet, modulations with larger period lengths can also be identified [44] as well
as shorter cycles like 27 days caused by the Sun’s rotation around its own axis [45].
Due to their low energy these particles have a minor direct influence on the Earth ex-
cept in case of large plasma releases, called coronal mass ejections. These can cause a
sudden increase in the cosmic ray intensity, which are measured in the form of ground
level enhancements [46]. However, these events can also lead to an increase in the
activity of the Sun and consequently a drop in cosmic ray intensity, called Forbush[c]
decrease [47].
The cosmic ray intensity measured on Earth varies on average around 20 %, occa-
sionally reaching 30 %. During periods of high solar activity, coronal mass ejections
can appear several times per day and in periods of low solar activity once in a few
days. Since the beginning of the global recordings by neutron monitors, see sec. 8.2.2,
around 70 ground level enhancements and 40 Forbush decreases have been observed.
Figure 9: Time series of
the cosmic ray flux (top)
measured by the neu-
tron monitor McMurdo,
Antarctica, and the num-
ber of sun spots (below).
Colors indicate the he-
liospheric magnetic field
in near-Earth space and
gray boxes the polarity
change thereof, modified
from [48]. The magnetic field of the Earth exhibits in the first order a dipole structure tilted by
11 degrees with respect to the rotation axis. It deflects and reflects charged particles
entering from the outside, especially the low energetic part from the solar wind. The
Lorentz[d] force leads to an equation of motion for a particle with charge q, mass m
and velocity v⃗ in the presence of a magnetic field B⃗(r )
dv⃗
dt
=
q
γm
v⃗ × B⃗(r ), (61)
[b] George Ellery HALE, *1868-†1938, USA
[c] Scott Ellsworth FORBUSH, *1904-†1984, USA
[d] Hendrik Antoon LORENTZ, *1853-†1928, Netherlands
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where γ = 1/√︁1 −v2/c2 is the Lorentz factor. Depending on the inclination angle to the
field a particle spirals around the field lines with a radius r
qv⃗ × B⃗(r ) = γm v⃗
2
r
, (62)
which can be written in scalar form as
Br =
γmv
q
=
p
q
(63)
using the momentum p of the particle. The quantity Br is called magnetic rigidity and
can be expressed in units of GV[e], momentum per unit charge. Depending on incoming
direction and destination location there is an energy threshold for which the particle
flux due to magnetic shielding on the ground becomes zero. This parameter, the cutoff
rigidity rc , characterizes the local deflection capability of a magnetic field. On the Earth
the cutoff rigidity ranges from a few hundred MV at the poles, where particles are
barely deflected due to being orthogonally incident with respect to the field, to nearly
18 GV around the equator, where the Lorentz force is maximized. The cutoff rigidity
Figure 10: Vertical cut-
off rigidity contours of
the International Geo-
magnetic Reference Field
calculated for the year
2010 (red countour lines
with rigidities in GV and
atmospheric attenuation
lengths) based on the
work of [49], and loca-
tions of all cosmic ray
stations (blue) listed in
2017. The slow changes
of the magnetic field
of the Earth also al-
ters the cutoff rigidity re-
gions. [50]
can be used to estimate [51] the particle flux N entering the atmosphere by
N (rc ) = N0
(︂
1 − exp
(︂
−αr−kc
)︂)︂
, (64)
with the parameters α ≈ 9.02 and k ≈ 1.05 GV−1.
Those highly energetic particles then create air showers of elementary particles by
interacting with molecules of the atmosphere, that can be regarded as a large calorime-
ter[f] [53]. Such showers consist partly or entirely of an electromagnetic and an
hadronic cascade, which both feature a different phenomenology, see also Fig. 11.
Electromagnetic showers, governed by the Coulomb interaction, consist of leptons and
photons with electron and muon bremsstrahlung together with pair production being
the dominant processes. This leads to the cascade being dependent mainly on the
charge number Z - for example the electromagnetic radiation length X0 can roughly
be estimated [54] by
X0 ≈ 710MeV
Z + 0.92
, (65)
[e] conveniently leaving the 1/c factor.
[f] the term refers to an energy measurement - as the principles compare well to detectors for calorimetry in
nuclear and particle physics, see also [52]. Yet, although its integral, height dependent, properties can be
well estimated, its variation in time is a large uncertainty.
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which leads to X air
0
≈ 86 MeV ≈ 37 g/cm2 ≈ 310 m for dry air [55]. One can com-
pare this value to the total scale height of the atmosphere h0 ≈ 8400 m, known from
the barometric pressure formula. Therefore, a substantial part of a shower will be ab-
sorbed in the atmosphere. Hadronic showers are mainly created in collisions of protons
with other nuclei. They can also be comprised of an electromagnetic component[g]
but mainly consist of particles, which interact by the strong force, like pions. Unlike
cascades governed by Coulomb force, hadronic interactions at high energies are much
more complicated in their event topology and less well understood on the level of per-
turbative quantum chromo dynamics. However, a number of phenomenological models
have been developed. For energies in the lower GeV range soft multiparticle production
with small transverse momenta are the dominant feature [56]. At higher energies of
the projectile additionally hard scattering of partons carrying only a small fraction of
the momentum of the hadron can take place, which leads to smaller sub-cascades [57].
For much higher energies gluon interactions finally start to compete with quark-quark
interactions.
Figure 11: Air showers: (left) Feynman graph representation of electromagnetic and hadronic cascades with the
typical interaction lengths [58] and (right) simulation of leptons, hadrons and heavy nuclei in the atmosphere (same
scale) [59].
The hadronic interaction length λhad therefore mainly depends on the atomic number
A and their corresponding cross section.
λhad ∼ 1
nσ0A2/3
, (66)
whereas the mean cross section σ0 being specific for the particle species. For example
the interaction length for GeV pions in air amounts to λπhad ≈ 120 g/cm2 [55]. This leads
to hadronic showers in general developing faster due to the multiplicity and lasting
longer as the hadronic cross section is smaller than in the electromagnetic case.
One of the by-products in these cascades are neutrons. Although neither being present
in cosmic radiation nor being the dominant production channel neutrons make up a
large part of the particles at ground level as their interaction probability is smaller
compared to charged particles and their lifetime is long enough to traverse the atmo-
sphere, see also Fig. 12. The neutron density increases until a height of around 20 km
or (50-100) g/cm2, the so-called Pfotzer[h] maximum [60], by spallation reactions in
the upper atmosphere, and beyond it follows a simple exponential law as a function
of atmospheric depth. As seen in Fig. 12, the initial flux decreases by several orders
of magnitude with only marginal deviations of the base spectrum until reaching the
ground level.
[g] Muons are for example primarily produced by pion decay, which is mediated by the weak force.
[h] Georg PFOTZER, *1909-†1981, German Empire
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Figure 12: Atmospheric
depth dependencies of ef-
fective dose rates at rc =
0GV for solar minimum
conditions in log-linear
(left) and log-log repre-
sentation (right), calcula-
tions carried out using
PARMA [61].
The spectrum of cosmic-ray induced neutrons, see Fig. 13, offers some distinct features
with three prominent peaks, which originate from the physics involved from the process
of creation until absorption, see here sec. 1.4. Highly energetic neutrons at ≈ 100MeV
are produced as secondary particles by intra-nuclear cascades and pre-equilibrium
processes [62]. When high-energy neutrons or protons interact with atoms of the
atmosphere, the excited nuclei evaporate neutrons at a lower energy. This process
manifests itself at the peak at ≈ 1MeV and shows additional absorption ﬁne structure
due to distinct resonances of non-hydrogen atoms, especially oxygen, compare also
the cross sections in Fig. 31. Neutron interactions in the sub-MeV region are entirely
dominated by elastic collisions, in which the energy loss is correlated to the mass of
the target nucleus. Due to the mass of hydrogen being nearly equal to the one of
the neutron, this energy band is most sensitive to water and organic molecules and
thus most relevant for the method of cosmic ray neutron sensing. Below ≈ 1 eV the
kinetic energy of the target, which is usually in thermal equilibrium at kBT ≈ 25meV,
signiﬁcantly contributes to the neutron’s energy during a collision. As a consequence,
neutrons ﬁnally become thermalized at ≈ 25meV. Since neutrons cannot leave the
thermal equilibrium they perform a random walk until they are absorbed[i].
Figure 13: The cosmic
ray neutron spectrum
with its different
domains. Data (his-
togrammed) from [65]
and analytical descrip-
tion (dashed line)
by [66].
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[i] The dominant channel [63] is absorption by nitrogen, 14N+ n→14 C, being the main source of atmospheric
carbon-14 used in radiocarbon dating for inferring the chronometric age for materials recovered from
archeological contexts [64].
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3.2 ANALYTICAL DESCRIPTION OF THE COSMIC RAY NEUTRON SPECTRUM
Cosmic ray propagation in the atmosphere has been modeled extensively by Sato et
al. [66] using PARMA [67], which is based on PHITS [68], see also sec. 5.2.1. They
provide an energy spectrum of cosmic ray neutrons for a variety of altitudes, cutoff-
rigidities, solar modulation potentials and surface conditions. These simulations have
been validated with various independent measurements, i.e. [65] and [69], at different
altitudes and locations on Earth. Moreover, the analytical formulations of the spectra
turned out to be effective in use for subsequent calculations. The presented energy-
dependent flux ϕ(E) is described by a mean basic spectrum ϕB, a function for neutrons
below 15 MeV ϕL, an extension for thermal neutrons ϕth, and a modifier fG for the
geometry of the interface, which is defined by the ratio in comparison to a hypothetical
spectrum of a semi-infinite atmosphere:
ϕ (s, rc ,d,E,w) = ϕB (s, rc ,d,E) · (fG(E,w) +ϕth(E,w)) · ϕL (s, rc ,d) . (67)
The individual terms are
ϕB (s, rc ,d,E) =
0.229
(︃
E
2.31
)︃0.721
exp
(︃
− E
2.31
)︃
+ c4(d) exp
(︃
−(log(E) − log(126))
2
2 (log(2.17))2
)︃
+ 0.00108 log
(︃
E
3.33
1012
)︃
·
(︃
1 + tanh
(︃
1.62 log
(︃
E
9.59
108
)︃)︃)︃ (︃
1 − tanh
(︃
1.48 log
(︃
E
c12
)︃)︃)︃
, (68)
log (fG(E,w)) = −0.0235− 0.0129 (log(E) −д3(w))
(︃
1 − tanh
(︃
0.969 log
(︃
E
д5(w)
)︃)︃)︃
, (69)
ϕL (s, rc ,d) = a1(rc ) (exp (−a2(rc )d) − a3(rc ) exp (−a4(rc )d)) , (70)
and
ϕT(ET ,w) = 0.118 + 0.144 exp (−3.87w)
1. + 0.653 exp(−42.8w)
(︃
E
ET
)︃2
exp
(︃−E
ET
)︃
, (71)
denoting the solar modulation potential s, cutoff rigidity rc , the weight fraction of water
w and atmospheric depth d. ET = kBT represents the thermal energy. The calculation of
the individual parameters is described in appendix B.2.4 by (192). For some parameters
the solar modulation potential can be set to a minimum and a maximum condition,
whereas here the latter has been chosen allowing to already expand many numerical
values.
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4
A R T I F I C I A L H I G H F L U X S O U R C E S
4.1 OVERVIEW OF FACILITIES
The earliest research with neutron sources, see sec. 1.1.2, was based on natural α emit-
ters interacting with targets like beryllium. Nuclear fission quickly became the standard
source yielding a high flux of up to 1015n/cm2s. Meanwhile, in the 21st century, pulsed
sources based on accelerator, apart from the design exception of the IBR-II in Dubna,
started to outperform the existing reactors.
In 1968, Brugger [70] reviewed the progress in flux intensity as a function of time. In
this plot, see also Fig. 14, which has been updated over decades [71, 72], two phe-
nomena can be observed: that every baseline technology levels off, sooner or later, and
that there is belief, that, although recent trends indicate stagnation, upcoming projects
would succeed to achieve tremendous steps forward.
In neutron physics up to now only three (Radioisotopes with α particles, fission and
spallation) out of five (fusion and photofission) main production methods are used
efficiently as sources for large-scale research centers. Technological trends and limi-
tations, the leveling-off, can for example be observed in the history of particle accel-
erators. In this related field, having a larger variety of acceleration mechanisms, the
beam energy of charged particle experiments saturated very quickly and so in most
facilities one can find them as boosters chained one after the other. Yet, as a conse-
quence of reviewing only a limited time frame, this engineering principle has been
disregarded in particle physics, when extrapolating the „energy frontier“ exponentially
like Moore’s[a] law[b] [73]. Although the original publication showed the contrary, see
Fig. 16, this expected trend is often displayed as a Livingston[c] plot. The conclusion,
which can be drawn instead, is, that rather a new technology can introduce a boost
to outperform existing systems instead of the upscaling of already established methods.
Figure 14: Neutron sources with their thermal neutron flux
plotted by the initial year of operation (Note: the axis is not
scaled correctly). The optimistic extrapolation presented by
Brugger [70] in 1968 calls for a next generation of sources
based on novel technologies.
Figure 15: Highest flux sources as a function of
initial year of operation and grouped by produc-
tion method. The initial plot by Carpenter [71]
has been updated in 2009.
[a] Gordon Earle MOORE, *1929, USA
[b] The paradigm of the semiconductor industry that since the 1970s the packing density of integrated circuits
doubles in a period often referred to as 18 months.
[c] Milton Stanley LIVINGSTON, *1905-†1986, USA
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To understand the limitations of actual neutron sources in their intensity, the character-
istics of the production mechanisms are summarized in the following. Spallation and
fission differ in their released neutron energy spectrum, which is significantly harder
for spallation. Both also contrast in their production mechanism. The overall number
of neutrons released per fission event is on average 2.4 for 235U, which is less than
the incoming beam energy dependent 10-20 neutrons for spallation. Furthermore, in
fission one neutron is required to sustain the chain reaction and in typical fuel elements
nearly half of the remaining fraction of 239U ends in the production of plutonium. For
fission around 180 MeV is deposited as heat, for spallation in tungsten it is around
32 MeV. In a fission process the average gamma energy deposited is 12 MeV, whereas
for spallation it is 2 MeV per neutron. Yet, for spallation the kinetic energy of the in-
cident ion beam, which is dumped in the target, has to be added to the heat budget.
Finally the limitation for the overall intensity is a trade-off between the source geom-
etry, which focuses on maximizing the neutron flux in the surrounding moderator by
minimizing self-absorption, and the cooling capabilities for a compact source or target.
This effectively limits the thermal design power to ≈100 MW[d] and the total neutron
flux to ≈ 1015 n/(cm2·s). Spallation sources can operate in a pulsed mode and therefore
achieve a much higher peak flux within the duty cycle.
Figure 16: The original Livingston
plot [74] shows the collision energy of
of different charged particle accelera-
tors. The non-proton labeled entities de-
note electron machines.
Figure 17: One of the rare graphs showing
that hadron and lepton synchrotrons and stor-
age rings are reaching their technological lim-
its in the 21st century [75].
Quod sumus, hoc eritis. Fuimus quandoque, quod estis.
[d] compared to 1500 MW per block for conventional nuclear power plants.
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4.2 RESEARCH CENTERS
The following neutron research centers in Europe directed towards scattering methods
are currently operating a research reactor, see the map presented in Fig. 18.
A detailed overview is given in tab. 3. Spin-Echo instruments are available at FRM II,
Figure 18: Overview:
Sites of neutron sources
of scattering facilities
in Europe organized in
the ENSA association,
collected in [76].
ILL, LLB, ISIS and formerly at BER II and BNC.
Table 3: Neutron re-
search facilities in Eu-
rope with their opera-
tional period ordered by
type and thermal design
power as a rough estima-
tor for the total neutron
ﬂux [76][77][78].
Facility Organization Country Type Year
ESS ERIC Consortium Sweden Spallation 2025
ISIS Rutherford Appleton Laboratory England Spallation 1985
SINQ Paul Scherrer Institute Switzerland Spallation 1996
PIK Petersburg Nuclear Physics Institute Russia 100MW 2018
ILL Institute Laue-Langevin France 58MW 1971
FRM II Heinz Maier-Leibnitz Zentrum Germany 20MW 2004
WWR-M Petersburg Nuclear Physics Institute Russia 18MW 1960
LLB CEA/CNRS France 14MW 1980
BNC Budapest Research Centre Hungary 10MW 1992
BER-II Helmholtz-Zentrums Berlin Germany 10MW 1973
JEEP-II Institute for Energy Technology Norway 2MW 1967
RID Delft University of Technology Netherlands 2MW 1963
IBR-2 Frank Laboratory of Neutron Physics Russia 2MW 1982
RPI Instituto Superior Técnico Portugal 1MW 1960
RIC Joz˘ef Stefan Institute Slowenia 250 kW 1966
TRIGA II V Atominstitut Wien Austria 250 kW 1962
FRMZ Johannes Gutenberg University Mainz Germany 100 kW 1967
The total amount of research facilities and training reactors in Europe is 48, this also
includes the n_TOF facility at CERN. In addition the Russian Federation keeps currently
another 63 reactors in operation [78].
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4.3 THE FRM II SOURCE
The Forschungs-Neutronenquelle Heinz Maier-Leibnitz[e], FRM II, is a research reactor
cooled by light water with a heavy water moderator. The compact fuel element [79],
see Fig. 19 (left), has specifically been developed in order to achieve the highest ther-
mal neutron flux [80] for its nominal power of 20 MW. The active core, see Fig. 19
(right), consists of 113 curved AlMg3 embedded U3Si2 fuel elements between a cylinder
6.75 cm (for the control rod) and 11.2 cm with an active region of 70 cm. The uranium
is enriched to 93 % of 235U. A maximum of unperturbated thermal neutron flux of
8·1014 n/cm2/s can be achieved, whereas typically a fuel element can be operated non-
stop for 60 days until the power density cannot be held any more, which means that
the control rod is at its maximum position. Neutrons are extracted by guides which
are directed towards the region of highest flux but perpendicular to the line of sight to
the reactor core. This tangential arrangement significantly reduces the background of
gamma radiation and fast neutrons. Several dedicated moderators tailor the neutron
energy to the needs of specific instruments. Besides the room temperature (∼320 K) of
the deuterium moderator there is a hot and a cold source, see below and Fig. 20. The
hot source consists of a cylindrical graphite block of 14 kg heated to 2300 K and the cold
source of a spherical containment for 12 l of liquid deuterium at 18 K. A fission neutron
converter can in turn again produce MeV-neutrons for the fast neutron tomography sta-
tion [81]. Most of the eleven beam tubes (SR) supply experiments in the Experimental
Hall, which require the highest flux, and some are fanned out into the Neutron Guide
Hall (SR-1 split into six guides NL-1 to NL-6). The Spin Echo instruments RESEDA [82]
and MIRA [83] are located at the end of NL-5 and NL-6, respectively. The HEiDi [84]
single crystal diffractometer aims at the hot source.
The spectrum of a moderator can be described in a first order approximation by a
Maxwell-Boltzmann distribution (99), see also sec. 1.3.1. Fig. 20 shows the results of
simulations of the neutron flux density at the beginning of the respective beam tubes.
The D2O thermal neutron source can be well approximated by a distribution with a
temperature of 318 K - as the heavy water moderator is sufficiently large to achieve a
thermally equilibrated flux. For the description of the hot and cold source the fit has
to be carried out by a sum of Maxwell-Boltzmann functions. As for technical reasons
both vessels are limited in size the results are undermoderated spectra, which do not
correspond to the temperature of the moderators but can be described by a thermal
spectrum with shifts towards a cold or a hot thermal bath. Experiments then limit the
phase space by wavelength selectors like choppers or monochromators.
Figure 19: Horizontal
section through the re-
actor core with its dif-
ferent moderators and
beam tubes (left). The
cylindrical fuel element
(right) is specifically de-
signed to maximize the
flux per thermal power,
modified from [85].
[e] Heinz MAIER-LEIBNITZ, *1911-†2000, Germany
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Figure 20: Monte Carlo simulations of the neutron flux at the FRM-II for different moderators relevant in this
work. The left column shows from top to bottom the results for all sources as a function of wavelength, logarithmic
wavelength and logarithmic energy. The right column shows each flux distribution as a function of energy fitted by
one or more Maxwell-Boltzmann functions (99) in order to describe the spectrum. These fits are also shown in the
same color in the left column.
37

Part III
U R A N O S M O N T E C A R L O T R A N S P O R T C O D E

5
M O D E L I N G A N D M O N T E C A R L O A P P R O A C H
The Monte Carlo [86] method is a brute-force calculation technique, which is used
for complicated problems consisting of well-defined or independent sub-tasks. The
method retains a close relation to the problem it is trying to solve by repeated random
sampling from a set of initial conditions. Although especially in high-energy physics
the modeling of complicated particle interactions and transport problems by means
of such simulations have even become an own discipline, it has to be noted, that the
first realization of this method in physics was carried out by the initiative of Fermi[a] in
order to solve problems of neutron transport. His FERMIAC [87], an analog computer,
consisted of an adjustable trolley, which was able to ray-trace neutron paths on a two
dimensional technical drawing. In the same year, 1947, von Neumann[b] then set up
similar programs [88] on the first entirely digital computer, the ENIAC [89], in order
to calculate thermonuclear reactions in spherical symmetric geometry [90].
5.1 SAMPLING
The Monte Carlo approach is a stochastic method, in which a randomly chosen subset
of a system is used as an estimator for specific parameters, observables of the system.
The requirements are
• the sample space S is defined,
• the values associated with the sample space need to be accessible, either by
a known probability distribution function f (x) or
an invertible cumulative probability distribution F (x) =
x∫
− 8
f (t)dt ,
• a method for the generation of random numbers.
After one or more random numbers ξi have been chosen there are two methods for
evaluation. The sampling by rejection accepts a random number if sampling by rejection
f (ξ1) < ξ2, (72)
whereas for real ξ ∈ [0, 1] the support and the codomain of the function should be
normalized accordingly, i.e. ∥ f ∥max ≤ 1. Then the result will be x = ξ .
The sampling by the inverse cumulative distribution function calculates the resulting sampling by the inverse
cumulative functionnumber by
x = F−1(ξ ). (73)
5.1.1 RANDOM NUMBER GENERATION
The pseudo-random number generator TRandom3 uses the Mersenne[c]-Twister algo-
rithm MT 19937 [91] based on the Mersenne prime number 19937. It has the following
features:
[a] Enrico FERMI, *1901-†1954, Kingdom of Italy.
[b] John VON NEUMANN, *1903-†1957, Austro-Hungarian Empire.
[c] Marin MERSENNE, *1588-†1648, France.
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• a very long period of p = 219937 − 1 ≈ 4.3 · 106001[d],
• low correlation between subsequent numbers (k-distributed for the output se-
quence),
• relatively fast, as it generates the output sequence of 624 32bit integers at once.
The random generator is seeded at the initialization of the program by the system time
in milliseconds. This is taken as the first integer of the seed sequence, the remaining
623 numbers[e] are generated by the multipliers from [92].
5.1.2 SAMPLING FREE PATH LENGTH
According to the definition of the macroscopic cross section Σt , which in general is
energy dependent, see sec. 1.4, the probability p of an interaction on a distance dx in
a homogeneous material can be stated as
dp = Σt dx . (74)
Solutions of this type of differential equation are exponential functions. For the non-
interaction probability one therefore can write
p(x) = exp (−xΣt ) . (75)
The probability distribution function for the distance to the next collision (75) assuming
conditional probabilities transforms to
p(x)dx = Σt exp (−xΣt )dx . (76)
The free path length l is obtained by the cumulative probability distribution function
of (76)
l∫
0
p(x)dx =
l∫
0
Σt exp (−xΣt )dx = 1 − exp (−Σt l) = P(l). (77)
Now, in order to retrieve a path length, (77) can be sampled using the inversion
method (73). This means, that the normalized cumulative function is set equal to a
random number ξ on a unit interval:
l = − ln(1 − ξ )
Σt
= − ln(ξ )
Σt
. (78)
As ξ is uniformly distributed in [0, 1) the same holds true for 1 − ξ , justifying the latter
transformation.
It is assumed in (78) that the material is homogeneous and the cross section and
therefore the energy stay constant. In case of an inhomogeneous material it is possible
that the integral cannot be resolved in a closed form. The solution is to split the domain
into entities of homogeneous materials and only evaluate the path to the respective
border. This procedure is equal to the prerequisite already stated in (76), that the
probability at any point x does not depend on the individual path history.
[d] A typical URANOS run can easily require more than 232 random numbers. TRandom3 takes approximately
10 ns for each random number on a modern architecture, e.g. the one presented in sec. 6.6.4.
[e] If too many zeros are in the initial seed tuple it can take up to 105 calls until the output vector is equidis-
tributed.
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5.1.3 SAMPLING THERMAL VELOCITY DISTRIBUTIONS
In order to describe scattering processes with thermal neutrons an algorithm has to
be applied which preserves the thermally-averaged reaction rate. Such has been in-
troduced by [93], whereas this modified version follows the implementation by [94]
and [95]. Besides sampling a Maxwell-Boltzmann distribution, see also (2), for the
velocity of the target nuclide it has to be taken into account, that velocities that lead to
relative velocities which correspond to a high cross section will have a larger effect on
the reaction rate. Therefore, by using the effect of thermal motion on the interaction
probability
vσ (v,T ) =
∫
vrσ (vr ) f (1)M (V )dV⃗ , (79)
one has to conserve the reaction rate (integrand of (79))
R(V ) = ∥v⃗ − V⃗ ∥σ
(︂
∥v⃗ − V⃗ ∥
)︂
f (1)M (V ), (80)
whereas f (1)M (V ) denotes the speed distribution as in (2) for target nuclei of temperature
T , velocity V⃗ and magnitude of velocity V . The CM system of the collision of a neutron
with velocity v⃗ moves at vr = ∥vr⃗ ∥ = ∥v⃗ − V⃗ ∥ =
√
v2 +V 2 − 2vV cosϑ . Such a probability
function can be constructed by
p(V )dV = R(V )dV∫
R(V )dV . (81)
Defining the denominator of (81) as the normalization factor C and
β =
√︃
m
2kBT
(82)
as well as µ = cosϑ one obtains
p(V , µ)dV dµ = 4σ (vr )√
πC ′
√︁
v2 +V 2 − 2vV µβ3V 2 exp (︁−β2V 2)︁ dV dµ. (83)
In order to obtain a sampling scheme one can divide (83) into two parts such that
p(V , µ) = д1(V , µ)д2(V ) (84)
д1(V , µ) = 4σ (vr )√
πC ′
√︁
v2 +V 2 − 2vV µ
v +V
д2(V ) = (v +V )β3V 2 exp
(︁−β2V 2)︁ .
Here the reason for dividing and multiplying (83) by v +V is that д1 is bounded. As
∥v⃗ − V⃗ ∥ can take on arbitrarily large values, dividing by the sum of the speeds as the
maximum value ensures it to be bounded. In general a probability distribution function
q(x) = д1(x)д2(x) can sampled by sampling x ′ from a normalized distribution q(x)
q(x)dx = д2(x)∫
д2(x)
(85)
and accepting it with a probability of
paccept =
д1(x ′)
max[д1(x)] , (86)
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with д1(x) bounded. In order to determine q(V ) it is necessary to integrate д2 into (84)
8∫
0
dV (v +V )β3V 2 exp (︁−β2V 2)︁ = 1
4β
(︁√
πβv + 2
)︁
, (87)
leading to sampling the probability distribution function
q(V )dV =
(︃
4β2vV 2√
πβv + 2
+
4β4V 3√
πβv + 2
)︃
exp
(︁−β2V 2)︁ . (88)
By substituting x = βV , likewise dx = β dV , and y = βv leads finally to
q(x)dx =
[︃(︃ √
πy√
πy + 2
)︃
4√
π
x2 exp
(︁−x2)︁ + (︃ 2√
πy + 2
)︃
2x3 exp
(︁−x2)︁ ]︃ dx . (89)
The terms outside the parentheses are normalized probability distribution functions
which allow to be sampled directly and the expressions inside the parentheses are
always < 1.
The thermal neutron scattering sampling scheme therefore is the following:
A random number ξ1 is sampled from [0, 1) and if
ξ1 <
2√
πy + 2
, (90)
the function 2x3 exp
(︁−x2)︁ is sampled using method (72), otherwise 4/√πx2 exp (︁−x2)︁.
The retrieved x gives the value for V by dividing by β .
For this velocity it has to be decided to accept it based on (86). The cosine of the angle
can be sampled by another random number ξ2 in [0, 1] by
µ = 2ξ2 − 1 (91)
and as the maximum of д1 is 4σ (vr )/√πC ′ another sampling random number ξ3 can be
used to accept speed and angle by
ξ3 <
√︁
v2 +V 2 − 2vV µ
v +V
. (92)
If this condition is not met speed and cosine of the angle have to be resampled.
5.1.4 EVALUATED NUCLEAR DATA FILES
Experimental and theoretical results on neutron-nuclear interactions and their sub-
sequent products are collected in libraries. The main data base is the Experimental
Nuclear Reaction Data Library (EXFOR) [96], which stores most of the accepted pub-
lished results in a scheme of general observables. Such measurements are often not
comprehensive or contradictory, therefore so called evaluated data bases exist, which
assess the literature especially regarding the intercomparison of different results and
compress them to standardized and consistent values. The maintained data bases,
which are used for this work are the United States Evaluated Nuclear Data File (END-
F/B) [97] and the Japanese Evaluated Nuclear Data Library (JENDL) [98].
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5.1.4.1 DATA FORMATS
The standard reference data is provided in the ENDF-6 format [99], which for reasons
of downward compatibility uses 80-character records and variables in FORTRAN form.
A typical file could look like the following example
Table 4: Example for an
ENDF card: the elastic
scattering cross section
of hydrogen.
#LIBRARY JENDL-4.0
#REACTION H-1(N,EL)H-1-L0,SIG
#NUCLEUS H-1
#MF 3
#MT 2
#EN-MIN 1e-05
#EN-MAX 2e+07
#E,eV Sig,b Interpolation
1E-05 1156.94 Lin-Lin
1.1024E-05 1101.91 Lin-Lin
... ... ...
The header describes the data according to the parameters: Energies are given in eV,
Library Collection (JENDL) and version (4.0)
Reaction Element (H), Isotope (H-1), Projectile (Neutron),
Reaction type (elastic scattering) and data type (cross section)
MT Type of the reaction (elastic scattering)
MF Subdivision of MT into data types (cross section)
Range Minimum and maximum of the energy
angles in dimensionless cosines of angles, cross sections in barns and temperatures in
Kelvin. For the data types the important numbers are MF=3, which is the reaction cross
section, and MF=4, which is the angular distribution of the emitted particles. The MT
numbers necessary for this work are given in table 5.
Table 5: Selection of rel-
evant MT numbers and
designated purpose [99].
MT Description
1 Neutron total cross section
2 Elastic Scattering
3 Sum of non-elastic processes
4 Sum of inelastic cross sections
5 Sum of processes without any MT number
16-21 Neutron final state reactions (incl. fission)
22-26 Neutron and charged particle final state
50+i Inelastic scattering to the ith excited state
102 Radiative capture
103-117 Neutron capture with charged particle emission
208-210 Pion (π+,π−,π 0) production
211,212 Myon (µ+, µ−) production
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5.1.4.2 INTERPOLATION LAWS
Cross sections are treated by the following rules given in table 6. As seen, the extrap-
olation rules take into account the typical logarithmic behavior of the cross section.
Nevertheless there is no hyperbolic law supposed to be applied, which would take
into account especially the 1/v behavior in the thermal regime; instead, the values are
tabulated in very short intervals.
Table 6: Interpolation
rules for tabulated cross
sections.
law Description law Description
const σ is constant (a histogram)
lin-lin σ is linear in x lin-log σ is linear in lnx
log-log lnσ is linear in lnx log-lin lnσ is linear in x
Angular distributions are described by normalized probability distributions. That means
a process describing an incident particle of energy E into an interval dµ around the
angular cosine µ = cosϑ by a probability function f (µ,E) with
1∫
−1
f (µ,E)dµ = 1.
Due to the azimuthal symmetry of the distribution, they are represented by Legendre[f]
polynomial series[g]
f (µ,E) = 2π
σs(E)σ (µ,E) =
N∑︂
l=0
2l + 1
2
al (E)Pl (µ), (93)
where the number l denotes the order of a Legendre polynomial with coefficient al .
The zero order factor a0 = 1 is implicitly assumed. So the cross section is obtained by
σ (µ,E) = σs(E)
2π
N∑︂
l=0
2l + 1
2
al (E)Pl (µ). (94)
5.1.4.3 INTERPOLATION ALGORITHM
Data in structures defined by the ENDF cards are stored by points and corresponding in-
terpolation laws, see chapter 5.1.4.2. Therefore, in order to calculate a cross section as
a function of energy, the upper and lower tabulated values have to be selected from the
arrays they are stored in. These are found by an interpolation search algorithm [100].
The performance is O(n) in a general case, but O(log logn) on linear data set. As some
cross sections are stored in files with a mixed metric, consisting of a point matrix of
fluctuating density regarding a linear energy scale, if the interval limits during the
algorithm are not changed fast enough, the algorithm changes to logarithmic interval
search. This improves the performance in case the cross section does not change be-
tween 20 MeV and 1 GeV.
Interpolation search defines upper and lower limits of the interval L and R, starting at
the minimum and maximum of the data set, and compares the value at (L +R)/2 to the
search value x . Then the L or R limit is set to (L + R)/2, dependent on in which of inter-
val x is located. If L + 1 = R, the search is stopped and result provided is determined
either by a linear or a logarithmic interpolation of the values at L and R according to
their relative position compared to x .
[f] Adrien-Marie LEGENDRE, *1752-†1833, France.
[g] with up to 20 coefficients.
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5.2 NEUTRON MONTE CARLO CODES
Among the existing Monte Carlo tools, most codes do have a long history and strong
aim towards nuclear fuel calculations. Besides dedicated programs, the most widely
used in neutron physics is MCNP, especially for purposes of the ESS, GEANT4 can be
considered the most important.
5.2.1 GENERAL PURPOSE PACKAGES
MCNP (Monte Carlo N-Particle) was developed in Los Alamos as a general purpose USA
software to treat neutrons, photons, electrons[h] and the coupled transport thereof.
Versions until MCNP4 [101] were capable of simulating neutrons up to 20 MeV, which
is the maximum of most of the cross sections available in the evaluated data bases,
and were written in FORTRAN 77 [102], which was until the mid-90s considered the
standard in scientific computing. With version 5 [103] the development was forked
to the MCNPX [104](MCNP eXtendend) branch, which converted the code to For-
tran 90 [105] and included the LAHET [106] framework. This especially introduced
the extension of the energy range for many isotopes up to 150 MeV and some to GeV
by using the continuously improved Cascade-Exciton Model (CEM) [62] and ontop the
Los Alamos Quark-Gluon String Model (LAQGSM) [107]. It also can treat (heavy) ion
transport for charged particles with energies larger than 1 MeV/nucleon by tabulated
ranges. The actual version 6 [108] re-merged the X-branch into the main development
branch. Since it also provides an optional cosmic-ray source [109] it has gotten large
attention for the calculation of the cosmic neutron spectrum as seen in [110].
A more recent general purpose tool is PHITS [68] (Particle and Heavy Ion Transport Japan
code System), as extension of the high energy particle transport code NMTC/JAM [111],
which, besides the features mentioned above, also supports charged particles in mag-
netic fields, dE/dx calculations in the Continuous-Slowing-Down Approximation [112]
(CSDA) and intra-nuclear cascade (JAM) [113] (Jet AA Microscopic Transport) mod-
els up to 1 TeV. PHITS is also typically linked against the JENDL-4/HE(High Energy)
data base, consisting of files evaluated by CCONE [114], which is a more sophisticated
model compared to INCL [115] and JAM. However, it comes along with many ad-
justable parameters for each nucleus, which often leads to a better accuracy compared
to other physics models. PHITS also features a rudimentary graphical user interface.
Like MCNP and the following codes it is also written in Fortran. One of the recent
follow-up developments is PARMA [67] (PHITS-based Analytical Radiation Model in
the Atmosphere). It calculates the spectra of leptons and hadrons providing effective
models for fluxes of particles of different species, especially with the aim of dose esti-
mations.
The FLUKA [116](FLUktuierende KAskade) code is mostly oriented towards charged CERN
hadronic transport and nuclear and particle physics experiments. For neutron calcula-
tions, the full spectrum is divided into 260 energy groups, which are not directly linked
to an evaluated data base, but operate on their own set of reprocessed and simplified
mean values. Especially for neutrons and geometrical representations, it contains reim-
plementations from the MORSE [117] neutron and gamma ray transport code.
GEANT4 [118] (GEometry ANd Tracking) can be regarded as FLUKA’s successor, based CERN
on multithreaded C++ and OpenGL visualizations. It is designed specifically for the
needs of high energy and accelerator physics. GEANT4 especially excels in describing a
complex geometry of the setup. Since 2011, also driven by requests from the European
Spallation Source, an increasing number of low energy neutron calculation capabilities
[h] MCNP does not handle magnetic fields for charged particles.
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were introduced. Meanwhile the software has advanced to a level where there is a
good agreement with other codes like MCNP for fast neutrons [119] as well as slow
neutrons [120].
5.2.2 SPECIFIC NEUTRON INTERACTION CODES
VIM [121] is a continuous energy neutron and photon transport code written mainlyUSA
in Fortran 90. It is developed by Argonne National Laboratory for reactor physics and
shielding. The geometry is limited to hexagonal or rectangular lattices of combinatorial
unit cells and especially focuses on the description of critical states.
TRIPOLI [122] is a neutron, photon and electron transport code written in FOR-France
TRAN 77 and C by the Commissariat à l’énergie atomique, Saclay. It uses, unlike VIM,
not only the ENDF data bases but is able to extract cross sections from several libraries
by a specific interface allowing for example neutron energies up to 150 MeV.
Similar to both mentioned programs there are a number of codes with approximately
the same scope allowing photon and neutron transport. Among them are TART [123]USA
with 700 energy groups up to 1 GeV, but neutron calculations only up to 20 MeV.
Whereas earlier versions were written in LRLTRAN, a language unique to the Lawrence
Livermore National Laboratory to run on their Cray supercomputers[i], the releases
after 1995 were ported to Fortran. It’s successor, MERCURY [124], then was rewritten
in C with improvements in geometry definitions by XML steering files. Furthermore,
with dedicated scope on reactor analysis there are PRIZMA [125] and Shift [126],Russia
USA which partly includes also deterministic codes, Serpent [127], which does not only
Finland use the average interaction length calculations, but also the Woodcock delta-tracking
method [128] that continues across geometrical borders by pseudo fictitious steps in
the subsequent material. This feature is also included in RMC [129](Reactor MonteChina
Carlo) and MORET [130]. These codes were developed at governmental institutionsFrance
and mostly for the research program pursued. For the MONK [131] code there alsoUK
have been made the approach to commercialize such a tool. The only German contribu-
tion to be mentioned in the field of reactor analysis is KAMCCO [132], a pseudo MonteGermany
Carlo transport code, which was developed in Karlsruhe for the fast breeder reactor in
the 1970s [133].
The most recent development is the publicly available MIT OpenMC [94]. AlthoughUSA
mostly written in Fortran 90, it features a Python [134] API and XML geometry defini-
tion files as well as Jupyter [135] notebook parsers.
[i] Still holding the claim that TART would be the fastest Monte Carlo available.
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6
U R A N O S
Figure 21: URANOS mod-
eling process, exemplar-
ily for a neutron den-
sity in an urban envi-
ronment: a) Choice of
a simulation context, b)
Transfer to a (layered)
pixelated image, c) Extru-
sion of a voxel model by
the geometry unit and
d) Export of the result -
here: the above-ground
neutron density in a cho-
sen energy interval.
The acronym URANOS stands for Ultra Rapid Neutron-Only Simulation. The program
is designed as a Monte Carlo tool which simulates exclusively contributions in a detec-
tion environment from neutron interactions. The standard calculation routine features
a ray casting algorithm for single neutron propagation and a voxel engine. The physics
model follows the implementation declared by the ENDF database standard and was
described by OpenMC [94]. It features the treatment of elastic collisions in the ther-
mal and epithermal regime, as well as inelastic collisions, absorption and emission
processes such as evaporation. Cross sections, energy distributions and angular distri-
butions were taken from the databases ENDF/B-VII.1 [97] and JENDL/HE-2007 [98].
The entire software is developed in C++ [136], linked against CERN’s analysis tool-
box ROOT [137], whereas the GUI uses the QT cross-platform framework [138]. This
section focuses on the computational and physical description, the user interface is
explained and displayed in appendix B.4.
The choice for creating an own independently operating Monte Carlo based program
apart from the software mentioned in section 5.2 was based on evaluating the specific
demands of understanding the physics of neutron detectors. The key ideas are:
• Most of the existing codes are not publicly available and fall under the export
control law for nuclear related technology - whereas the underlying data bases
are free of access. High precision detector development is not a use case which
is envisaged by the authorities.
• Most of the existing codes were developed in the 1970s or 1980s. Written in
the procedural programming language Fortran, which has been proven useful
in the ages of limited execution orders and memory, but nowadays suffers the
drawback of requiring sophisticated and time consuming code tuning, these tools
in the best case received wrappers in C, rarely in C++. Today, facing multithread-
ing, distributed network topologies and distributed memory in abundance, the
changes of computing technology also have a strong impact on the code design
and coding strategies.
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• Meanwhile even more complex mathematical operations are readily available
from standard packages like the GSL [139] (GNU Scientific Library) and frame-
works such as Root [137].
• The majority of codes focuses on the evaluation of radiation sources, including
gamma emissions. Signal generation in a boron based hybrid detector requires
two additional steps of charged particle transport mechanisms - within the con-
version layer itself and subsequently in the gas. In the most cases it is not possible
to integrate such a calculation path directly, but it would have to be added on
top of the simulation. Furthermore, typical codes expect for the geometry objects
of roughly equal size - boron layers having an aspect ratio of 105 due to the low
thickness cannot be described.
• All available codes propagate a take-off amount of neutrons in time due to the
fact that in typical applications concerning criticality calculations the neutrons
themselves change the state of the environment, for example by generating a
significant amount of heat. Therefore, the whole ensemble has to be propagated,
especially until an equilibrium state is reached. Due to limited computing re-
sources this also required the multigroup method, see also the following key
point.
• The multigroup method is a technique, which allows significant improvement of
the calculation speed by not treating every neutron track individually but assign-
ing an effective weight to propagating particle. This weight gets increased for
(n,xn) processes and reduced, if a neutron is absorbed or loses enough energy to
drop out of a specific interval. The method is derived from solving Fermi age dif-
fusion equations [140] and is applied in many codes. However, it requires many
interactions to generate enough randomness and thus it leads to a significant
bias whether or not a neutron will undergo most probably only one collision. Yet,
for the study of background contributions in detectors or albedo neutrons, such
a systematic error should be avoided.
The only software package which does not suffer from the mentioned drawbacks was
GEANT4. But at the beginning of this work the code did not at all feature any accu-
rate low energy neutron calculation. Materials in GEANT4 are usually described under
a free gas assumption with unbound cross sections with no information about inter-
atomic chemical bindings, this especially comes into account when treating hydrogen
collisions[a]. Therefore, the main part of the relevant physics would still have to be
integrated. In conclusion it has been decided to focus on a design from scratch in
modular, object oriented language.
6.1 URANOS CONCEPTS
The buildup of the software can be motivated based on the following general aspects:
• The geometry is represented in a 3-dimensional coordinate space.
• In typical situations the number of neutrons can easily reach 109, whereas the
relevant neutrons contributing to an observable might scale down this initial
amount by more than 106.
• Neutrons are neither as abundant nor as simple to describe as necessary to apply
means of ensemble statistics.
[a] GEANT4 though can be coupled to the constantly developed models for evaluating the JEFF-3.X [b] ACE for-
matted thermal scattering law files. For scattering in crystal structures meanwhile the NXSG4 extension [141]
has been released.
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• Neither energy nor particle number is conserved, moreover both are linked to
each other depending on the medium, which implies complex transport equations,
that often can only be solved numerically.
• In general interactions are not deterministic but of statistical nature.
• Important parameters like cross sections cannot be derived but are to be extracted
from data bases.
• Whereas possible physical interactions are numerous, the relevant ones within a
specific energy interval are predominately not more than two different types.
• Secondary particles, except conversion ions, are typically not contributing.
One specific feature of URANOS is its layer geometry, which takes advantage of the
symmetry of the envisaged problem. The concept is presented in Fig. 22. In one case a
neutron detector has to be simulated which consists of several mostly identical layers of
a boron coated substrate. Whereas along the horizontal and vertical axes the geometric
scales vary significantly, the mean free path lengths are comparable. For example the
absorption probability for a neutron in a 500 nm film of boron might be around 3 %,
the scattering probability in a polymer foil of 100 times the thickness is approximately
the same number and in the air gap of 100 times the thickness of the plastic it may be
0.3%̇. This also means that the spatial definitions in such a simulation should not be
build on concepts requiring objects of roughly equal size. The solution of URANOS is
using layers. This allows to easily build up a geometry of homogenous materials with
the main parameter being position and height of such a layer. Each layer furthermore
can be sub-structured by twodimensional matrices into voxels.
URANOS uses ray casting [142], a technique, which refers to conducting a series of
Figure 22: Idea of the
URANOS layer geometry
representing two prob-
lems: (left) simulation of
a neutron detector con-
sisting of a stack of sub-
strates coated with a con-
verter and (right) evalu-
ating the propagation of
albedo neutrons.
Boron
layers
Readout
Detector gas
GEMs
Air
Soil
ray-surface intersection tests in order to determine the first object crossed by tracks
from a source. These intersections are either defined by analytical surfaces, like the
layer structure, or computed from extruded voxels, which do not at all consist of sur-
faces. Similar types of geometry definitions with mixed volume and surface data were
for example used in early computer games when no powerful hardware acceleration
was available[c] and nowadays for X-ray tomography image reconstruction in material
research [143], geociences [144] and especially medical imaging [145]. The method
of ray casting also allows to only record and store the variables necessary for each run.
The neutron is physically propagated forward in time through the domain and flags
are used as boolean operators for each possible output. If for example the recording
observable is defined as the density above the surface not the whole track but only the
tracklet within the layer above the ground is kept in the memory.
[c] Notable examples are the Voxel Space engine by NovaLogic or the GAIA/Paradise-Engine by Appeal.
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6.2 COMPUTATIONAL STRUCTURE
The basic concept of URANOS relies on looping over a set of neutrons, which features
initial conditions, predefined or randomized, and for each neutron a loop tracking its
path through the geometry. Both entities are referred to as ’stacks’. In each step the
geometrical boundaries are determined and handed over to the physics computation
unit. For specific cases actual variables of the neutron or its track history are recorded
emulating a real or a virtual detector. This process is called ’Scoring’ and can be invoked
when passing a layer or an absorption in a converter takes place. A track is defined
as the shortest path between two points of interaction. It can, as will be seen later, be
cut by layer or material boundaries, which dissects it into tracklets. The pseudo flow
chart of Fig. 23 illustrates the entire simulation process, which will be described in the
following.
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Figure 23: Pseudo flow chart of the internal buildup of URANOS. Each calculation step is represented by a block
describing the structural function in orange and the corresponding physics variables.
6.2.1 STARTUP
Before the main calculation routine shown in Fig. 23 three steps are performed:
• Assigning memory to objects, which will be used throughout the calculation, by
creating empty containers. These are at least 50 one and two dimensional root
histograms.
• Reading the configuration files, creating the geometry and, if available, reading
the voxel extrusion matrices.
• Reading the necessary tables from the ENDF library [99], see also sec. 5.1.4.1.
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The configuration is split into two files, one containing the basic settings for URANOS,
like the number of neutrons to calculate and furthermore import and export folders
for the data, and one containing information how to geometrically structure the layers,
see here also the next sec. 6.2.2.
Cross sections and angular distributions are read from tabulated ENDF files, exemplarily
shown in Fig. 24, grouped into absorption, elastic and inelastic scattering. Exemplarily
for 1H, 10B and 16O the selected cross sections to be loaded are shown in tab. 7, whereas
the full list of available isotopes can be found in appendix B.2.2. For the selection only
Table 7: Example
cross sections ac-
cording to [99] and
chapter 5.1.4.1.
Isotope Elastic Inelastic Absorption
1H MT=2 (MF=3, 4) n/A MT=5, 102, 208-210
10B MT=2 (MF=3, 4) MT=51-54 MT=107
16O MT=2 (MF=3, 4) MT=51-70 MT=5, 102, 103, 107, 208-210
MT numbers with significant contributions are taken into account, which translates to
omitting processes with overall less than 10−2 % of the total cross section. Furthermore,
the cross section tables are compressed before loaded into the program. Except for
hydrogen, the algorithm skips every new value with a relative difference of less than
1 % to its non-skipped predecessor, removing 0 % (rare elements) to 98 % (iron) of
data, which saves a significant amount of iteration steps in the process of the cross
section lookup, see sec. 5.1.4.3. The smallest error listed on cross sections can be found
for elastic scattering of hydrogen with 0.3 %, other isotopes exhibit standard deviations
of 1 % and larger, which justifies the compression method. For calculating the total
Figure 24: Examples
of cross sections for the
light isotopes hydrogen
(efficient moderator),
boron (efficient ab-
sorber) and silicon
(transparent) from the
ENDF library [97] from
thermal energies in the
meV domain to the MeV
range.
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macroscopic cross section the individual contributions of elastic Σel and inelastic Σin
scattering as well as absorption Σa are summed up
Σt = Σa + Σel + Σin, (95)
whereas for ’inelastic’ cross sections the integrally mainly contributing ones are summed
up, see table 26, and ’absorption’ itself is understood as a sum of MT numbers stated in
table 7, which can either lead to capture without consecutive particles or the creation
of new neutrons by for example evaporation or charged particle ejection by converters.
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6.2.2 GEOMETRY
URANOS uses analytical deﬁnitions and voxel geometry as introduced in sec. 6.1. The
following top-down structure is applied for describing the simulation environment:
geometry→ layer→ voxel mesh→ material→ isotope
Fig. 25 illustrates the buildup of such a structure of three layers. A thick and a thin
solid layer are combined with a voxel geometry creating an arbitrary arrangement of
materials of different density and air. Each layer of the stack is either entirely composed
Figure 25: Schematic of
the URANOS geometry
deﬁnition for layers of dif-
ferent height (black) and
tracks (blue). Layer 1 is
deﬁned by a voxel mesh,
Layer 2 and 3 contain a
uniformly deﬁned mate-
rial.
?
?
?? ?
???????
???????
???????
?
?
of a solid or subdivided into several sections using a twodimensional matrix from which
voxels are extruded. The solids are ﬁlled with predeﬁned materials. A material is a
speciﬁc atomic composition of isotopes with their atomic weight and density. Table 8
provides an example of such a deﬁnition, whereas all available materials can be found
in appendix B.2.3. Most compounds are taken from [146]. The voxel mesh is auto-
Table 8: Example compo-
sition of the material ’dry
air’ and a neutron con-
verter.
Material Density Composition
Air 1.2 kg/m3 NTP 78% 14N2, 21% 16O2, 1% 40Ar
Boron 2.46 g/cm3 80.1% 11B, 19.9% 10B
matically loaded if a ﬁle with a name corresponding to a layer number is found. It
can be either a tab separated ASCII [147] matrix of equal row and column rank or
a quadratic portable network graphics (PNG) [148] image. The integer values w or
grayscale values denote the material numbers which primarily override the global layer
deﬁnition. Typically solids are directly extruded from these values, yet there are three
further declaration modes:
• the material is soil and w deﬁnes the amount of water in volume percent,
• the material is deﬁned globally by the layer and w scales the density,
• the material is deﬁned globally by the layer, w scales the height of this material
and the remaining volume extended to the full layer height is ﬁlled with air.
The layers can be stacked on top of each other with individual deﬁnitions to realize
complex geometries. Fig. 26 provides examples to illustrate the scope of applications
(not discussed here) and the scales which can be targeted. The images of one single
layer act hereby as sectional view. Especially landscapes can be modeled using the third
declaration mode, an example is provided in Fig. 27. The geometry of each layer is
simply deﬁned by an array of 8 elements:
д =[x lower bound,x upper bound,y lower bound,y upper bound,
upper z position, height,material, layer number], (96)
whereas the lateral lower and upper bounds are deﬁned globally and the layer number
acts as an additional identiﬁer to create subgroups within the stack. Furthermore,
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Figure 26: Examples of
layers for voxel geom-
etry definitions (all in
top view): a) a moder-
ated 2 inch proportional
counter, b) the rooftop
of the Physikalisches In-
stitut in Heidelberg, c) a
part of a lake where a
buoy has been deployed.
Grayscale values define
preconfigured materials.
the forward and backward propagation direction are defined according to if the layer
number along the path increases or decreases, respectively.
Figure 27: Example of a
complex layer structure
in voxel geometry for
a digital environmental
model (Kaunertal Glacier
at N46◦ 52.2 E10◦ 42.6).
(a) Grayscale image with
500 × 500 pixels at a
lateral resolution of 1 m
and 0.5 m in height by
the 8 bit gray card. (b)
Shaded illustration of the
resulting layered voxel
structure of soil/air.Neutron tracks S⃗ are described by a mixed geometry definition of support vectors x⃗ in
Cartesian[d] coordinates and spherical direction vectors r⃗ :
x⃗ =
⎛⎜⎜⎜⎝
x
y
z
⎞⎟⎟⎟⎠ and r⃗ =
⎛⎜⎜⎜⎝
r
ϑ
ϕ
⎞⎟⎟⎟⎠ , (97)
denoting the three spatial coordinates x ,y, z and the angles ϑ ,ϕ with the range r .
The choice for this system is due to the fact that this characterization provides direct
access to the necessary observables. Examples are point sources which are randomly
distributed in both angles or detector planes for which the beam inclination is an
important parameter considering sensitivity. Hence new coordinates x⃗ ′ are calculated
by
x⃗ ′ =
⎛⎜⎜⎜⎝
x
y
z
⎞⎟⎟⎟⎠ +
⎛⎜⎜⎜⎝
r cos(ϕ) sin(ϑ )
r sin(ϕ) sin(ϑ )
r cos(ϑ )
⎞⎟⎟⎟⎠
and for determining the position on a layer at elevation zL
xL⃗ =
⎛⎜⎜⎜⎝
x
y
z
⎞⎟⎟⎟⎠ + (z − zL)
⎛⎜⎜⎜⎝
r cos(ϕ) tan(ϑ )
r sin(ϕ) tan(ϑ )
1
⎞⎟⎟⎟⎠ .
[d] René DESCARTES, *1596-†1650, France.
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Time is an indirect quantity. It is derived from the geometrical position of the neutron
calculated from energy and initial conditions.
In URANOS three layers can be assigned specific functions. These are source layer,
detector layer and ground layer. The source layer defines the origin for all neutron
histories. Especially all height values for starting positions, see also sec. 6.3, are re-
stricted to be initiated here. This layer may neither be the upper- nor lowermost as
otherwise neutrons would escape the computational domain. The ground layer is
used in cosmic neutron simulations to record the spectra at the air/ground interface.
In the detector layer, which can be superimposed to another layer, either single real or
virtual detectors can be placed, or the layer itself acts as a virtual detector and records
every neutron passing, see also sec. 6.5.
6.3 SOURCES AND ENERGY
URANOS provides a variety of sources. A source is defined by a spatial distribution and
an energy spectrum from which random values are sampled. They are either defined
as
• point sources with all neutrons starting from the same coordinate vector,
• a plane source with all neutrons sharing the same z coordinate within lateral
boundaries,
• a volume source, which randomly distributes neutrons in the source layer within
lateral boundaries, and alternatively extends the volume source downwards to
the ground layer with exponentially distributed height values[e].
As explained in sec. 6.2.2 the source has to be placed in the source layer, which defines
its z-position. For the coordinates (x ,y) ∈ A in the source area A in case of plane or
volume sources the options are:
• rectangular boundaries with either equal aspect ratio (square) or any other, sam-
pling the origins uniformly from possible positions in (x ,y), and
• circular boundaries, sampling the origins either uniformly in radius r from the
center or in (x ,y).
Furthermore, the starting angle ϑ can be set to:
• full or half sphere, sampling ϑ in [0 . . . π ] or [0 . . . π/2], or
• unidirectional beam, which allows to set theta to a specific inclination. Addition-
ally a divergence sϑ can be chosen. Then, the angles are sampled from a gaussian
function centered around ϑ with a width of sϑ .
The starting energy for the neutrons are derived from normalized distributions, which
are described in the following sections. The method of sampling by rejection is applied
according to (72) in sec. 5.1. For source definitions on a linear support in [a,b], like in
sec. 6.3.2, the random variable ξ ∈ [0, 1] is scaled to the abscissa test quantity
ξt = a + (b − a)ξ .
For source definitions on a logarithmic support in [10a , 10b ], like in sec. 6.3.1, ξ is scaled
to
ξt = 10
a+(b−a)ξ .
[e] This option is called artificial cosmic source and accounts for neutrons which are generated by physical
processes URANOS is not capable of simulating like high energy protons, myons or induced cascades thereof.
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6.3.1 THE COSMIC NEUTRON SOURCE
The cosmic neutron source definition is specifically designed for the problem of soil
moisture dependent neutron transport in the vicinity of the atmosphere-soil interface.
Instead of propagating primary particles through several kilometers of atmosphere, a
source definition near the ground level is chosen. Recent works, especially from Sato
et al. [66], have provided analytical functions modeling cosmic-ray spectra for various
conditions. As such spectra are always integrated over all trajectory angles, based
on these models, which are covered in sec. 3.2, a net incoming spectrum has been
reconstructed. The procedure and a detailed description can be found in sec. 14.1.1
and the result is used as the generalized cosmic neutron incoming spectrum. Further
explanation about the composition and features con be found in sec. 3.1.
Fig. 28 shows the URANOS cosmic-ray neutron spectrum (cyan) and exemplarily the
total spectrum above ground for dry conditions. The energy of neutrons can range
over more than 12 orders of magnitude. The plot here as well as the following will be
presented logarithmically in units of lethargy, see (33) in sec. 1.4.1. The intensity I or
flux density per logarithmic unit of energy is given in units of
I = dΦ/d( log(E)) = E dΦ/dE. (98)
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Figure 28: The
URANOS Cosmic
Neutron Source
Spectrum: Total
angular integrated
flux after inter-
action with the
soil (blue) and
only incoming flux
(cyan).
6.3.2 GENERAL SOURCES
Besides the cosmic neutron source definition in sec. 6.3.1, which expands over several
decades of energy, energy distributions for specific sources have been implemented.
These available source configurations allow sampling from thermal as well as fission
spectra. Exemplarily some are shown in Fig. 29.
• Monoenergetic: neutrons of energy E or wavelength λ,
• Thermal: neutrons at a temperature T described by a Maxwellian distribution
N (E) = E(kBT )2 exp
(︃
− E
kBT
)︃
. (99)
• Predefined: americium-beryllium spectrum from [149],
• Evaporation: assuming the nucleus to form a degenerate Fermi gas [150] one
can derive various forms of density distributions
N (E) ∝ E exp
(︃
− E
kBT
)︃
, (100)
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which are simply described by a temperature parameter [151]. Therefore, the
energy distribution of the neutrons released by fission are commonly represented
either by a Maxwellian distribution or the following Watt spectrum [152].
• Fission: A semi-empirical description is the Watt spectrum [153], especially used
for 235U, which can be selected as a source although the isotope itself is not
implemented,
N (E) = 0.4865 sinh
(︂√
2E
)︂
exp(−E), (101)
and for 252Cf [154]
N (E) = sinh
(︂√
2E
)︂
exp(−0.88E), (102)
which are both specific cases of the more general form of a Maxwellian distribu-
tion[f], which allows a more accurate modeling by introducing the Watt parame-
ters a and b taking into account the mean neutron kinetic energy of and those of
the fission fragments:
N (E) = 2
exp
(︂
−ab
4
)︂
√
πa3b
sinh
(︂√
bE
)︂
exp
(︃
−E
a
)︃
. (103)
The parameters a,b are typically tabulated as a function of energy, element and
isotope.
Figure 29: Different
preconfigured source
distribution functions
in URANOS in the MeV
range covering different
use cases: laboratory test
sources like americium-
beryllium (yellow) with
a variety of resonances,
spontaneous fission
(green), evaporation
(cyan) from de-excitation
and fusion (blue)
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6.4 CALCULATION SCHEME
6.4.1 LOOP NODES
URANOS runs in the main calculation routine on two loops, these are
Neutron Stack → Layer Stack
whereas both are used differently - each onset neutron is a placeholder and only ini-
tialized at runtime. Furthermore, the particle number is not conserved due to physical
[f] Although several earlier reports before [153] mention this formula, none of them states the origin.
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processes generating neutrons, which are lined up in the stack. The layer stack is cre-
ated at startup and consists of a fixed amount of elements which are traversed by an
iterator either forwards or backwards, depending on the direction vector. The possible
initial conditions for neutrons are
• energy: available source definitions from sec. 6.3, which can be either real values,
normalized functions to be sampled from or lookup tables.
• geometry: definition from sec. 6.2.2, which can be either a fixed vector from a
source, a distribution function to be sampled from or lookup tables, which are
normalized at startup.
• time: either a real value or a function[g] to be sampled from.
Using these initial conditions the loop over the layer stack commences. Each layer,
which is geometrically described in sec. 6.2.2, can either consist of a homogeneous ma-
terial defined by its isotope composition, a material defined by an analytical function
or an input matrix from which voxels are extruded. A comprehensive material list is
provided in appendix B.2.3. The neutron iterates to the following layer if it geometri-
cally leaves the boundaries and no change of materials can be found in the collision
detection. Otherwise the layer iterator keeps its value and if the neutron has not been
absorbed, the calculation procedure is repeated with an updated history.
6.4.2 TRACKING IN FINITE GEOMETRY REGIONS
For each layer the material setup is loaded according to the actual spatial position of
the neutron. The definition either accounts integrally for the whole layer or for regions,
which can be described by analytic functions or voxelwise. For the selected material
the total macroscopic cross section Σt is composed isotope by isotope. The amount
and type of reactions (MT identifiers), loaded according to sec. 5.1.4.2, depends on
the element, see also the description in sec. 6.2.1 or the isotope list in appendix B.2.2.
Elemental hydrogen for example cannot undergo inelastic scattering and 10B exhibits a
negligible radiative capture, so only charged reaction paths are relevant. The selection
criteria in detail are
• elastic and absorption cross sections are always calculated if available.
• inelastic cross sections are loaded for energies 750 keV < E <50 MeV.
Using the macroscopic cross section Σt defined by (14) the free path length l is sampled
from a random number ξ as described in sec. 5.1.2 from (78):
l = − ln(ξ )
Σt
. (104)
In case the material definition contains a density multiplication factor, it is applied to Σt
before evaluating (104). The distance to the border ltrj is calculated by the z-coordinate
of the last interaction of the neutron z0 and the layer z-position zl and height dl
ltrj =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
|︁|︁|︁ zl+dl−z0cos(ϑ ) |︁|︁|︁ , if already scattered within the layer and forward,|︁|︁|︁ z0−zlcos(ϑ ) |︁|︁|︁ , if already scattered within the layer and backward,|︁|︁|︁ dlcos(ϑ ) |︁|︁|︁ , otherwise (crossing).
(105)
[g] such a function would for example be a phase for the polarization vector in NRSE.
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Figure 30: Mean free
path 1/Σt for neutrons
in the MeV range. The
dominant peaks originate
from the contribution
of the elastic scattering
cross section, in dry air
(NTP) mainly by nitro-
gen, in water by oxygen,
see also Fig. 31.
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In case the material is defined by voxels, additionally a procedure is applied, which
samples the trajectory according to the underlying pixel matrix:
• determination of the z-projected length zm of one lateral unit pixel sp for the
actual direction vector by zm = sp/tan(ϑ ). The unit pixel size is determined by
the spatial extension of the domain divided by the number of pixels.
• If the material of the voxel at x⃗ ′ for z0 ± zm is different from the actual, stop
and repeat the range calculation for the actual composition and geometry. If the
material does not change iterate ±zm until the end of the layer. The propagation
direction, forward or backward, determines sgn(zm).
If ltrj > l no interaction takes place and the neutron can proceed to the following layer.
If ltrj < l the spatial coordinates of the interaction x i⃗ are calculated by
x i⃗ =
⎛⎜⎜⎜⎝
x0
y0
zi
⎞⎟⎟⎟⎠ +
⎛⎜⎜⎜⎝
cos(ϕ)| tan(ϑ )(zi − z0)|
sin(ϕ)| tan(ϑ )(zi − z0)|
0
⎞⎟⎟⎟⎠ , (106)
whereas the new z coordinate is given by
zi =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
zl +
|︁|︁cos(ϑ )ltrj|︁|︁ , if not scattered within the layer and forward,
zl +dl −
|︁|︁cos(ϑ )ltrj|︁|︁ , if not scattered within the layer and backward,
z0 +
|︁|︁cos(ϑ )ltrj|︁|︁ , if scattered within the layer and forward,
z0 −
|︁|︁cos(ϑ )ltrj|︁|︁ , if scattered within the layer and backward.
(107)
Consecutively the type of reaction is determined by another random number ξ by
intervals of the relative fraction of the constituents of the macroscopic cross section:
ξ <
σel
σ
→ scattered elastically,
σel
σ
< ξ <
σel + σa
σ
→ absorbed, (108)
ξ >
σel + σa
σ
→ scattered inelastically,
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as the probability of selecting a reaction i from all possible reaction channels is
pi =
Σi
n∑︁
j=0
Σj
=
Σi
Σt
.
The target interaction element is determined by a randomly choosing from a propor-
tional lookup table. Each reaction type is accompanied by two vectors - one <double>
represents the cumulative probability distribution vs and one <int> a list of correspond-
ing elements ve [h]:
vs [n] =
{︄
i |
i∑︂
j=0
Σj
}︄
, (109)
ve [n] = {i | isotope of i} . (110)
For inelastic scattering additionally the excited state of the target isotope has to be
determined. One vector vector of <double> like in (110) contains the cumulative
cross section distribution and two support vectors contain the q-values representing
the energy loss in MeV in a <float> list and the inelastic angular distributions in a
<TMatrixF> list.
The individual contributor, which will be used to determine the reaction target, is
chosen by a random number ξ . If
vs [i] ≤ ξ ≤ vs [i + 1], ∀i > 0, (111)
then the corresponding isotope is taken from ve [i][i].
Figure 31: Range calcu-
lation in URANOS: For
a given neutron energy,
here in the MeV range,
the cross sections from
the isotope list are eval-
uated according to elas-
tic, inelastic and absorp-
tion processes. Only pos-
sibly relevant ENDF [97]
cards are evaluated. The
left panel shows such a
list of reaction probabil-
ities for water. Inelas-
tic levels are only dis-
played up to MT56 and
are link additionally to
energy loss and angular
distribution. The cumu-
lated cross section multi-
plied by the atom num-
ber density (14) yields
the macroscopic cross
section (10). By sam-
pling a random num-
ber ξ as in (78), a free
path length value for the
range (77) is obtained.
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[h] Example: Natural boron, see also tab. 8, contains ≈ 80% 11B and ≈ 20% 10B. For a reaction the cross section
Σi = Σi
(︁
10B
)︁
+ Σi
(︁
11B
)︁
is accompanied by a vector of individual contributions [Σi (0), Σi (0) + Σi (1)] and a
vector of isotopes [10B,11B].
[i] If i = 0, then ξ ≤ vs [1].
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6.4.3 INTERACTION CHANNELS
For each interaction the following quantities are updated:
• the position vector x⃗ , including time, by adding the path length l to the last
position,
• the direction vector r⃗ ,
• energy, including velocity v and wavelength λ.
6.4.3.1 ELASTIC AND INELASTIC SCATTERING
Scattering is described by the collision of a neutron with a nucleus of mass A assuming
energy and momentum conservation according to (23), (24) and (25) of sec. 1.4.1.
The problem has a radial symmetry regarding the impact parameter, therefore only
one angle ϑCMS has to be calculated. The second angle can be determined by a random
number ξ in [0, 1)
ϕcm = π (2ξ − 1) . (112)
For inelastic scattering the energy loss is substituted by the q-value obtained from (111)
and (110), respectively. The target velocity V can be neglected for kinetic energies E
of the neutron:
V ≈ 0 if
⎧⎪⎪⎨⎪⎪⎩
0.11 eV < E < 1MeV in case of hydrogen,
0.15 eV < E < 0.01MeV otherwise.
(113)
For lower energies the interaction result has to be calculated by laws of thermal scat-
tering taking into account the velocity distribution of the target material. In case of
amorphous material or fluids there is no analytical form to describe such, therefore
only sampling from an effective thermal spectrum like (99) is carried out. For solids
with a crystal lattice Bragg scattering is the dominant channel. The kinetic theory of
gases allows a cohesive description of the scattering process. For such the energy and
angle are sampled according to (90), (91) and (92) in sec. 5.1.3.
Figure 32: Energy depen-
dent representation of
angular distributions in
the center of mass frame
for two isotopes. Above
20 MeV for hydrogen
there are 12 and below
6 Legendre coefficients.
For silicon 7,9 and 13
coefficients are given for
the stated energies in
ascending order.
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In case of higher energies than stated in the above limits the angular distribution in
the center of mass frame can be found in ENDF cards either tabulated or described
by Legendre polynomials. Depending on the energy for the interaction a set of (in-
terpolated) factors is compiled according to (93). Exemplarily Fig. 32 shows such
distributions. With increasing energy the forward direction is preferred, except for
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hydrogen - here the asymmetry is much weaker than for heavy elements and only for
very high energies a significant deviation from an even distribution can be observed.
For inelastic scattering with an energy transfer E∗ the evaluation of the angular dis-
tributions is carried out likewise, whereas the lowest energy, for which the reaction
can occur, is given by the q-value. Hence, the reaction kinematics of inelastic pro-
cesses share some similarities with elastic processes of corresponding kinetic energies
E ′ = E − E∗.
Figure 33: Relative occurrence of scattering angles in an air-ground interface for selected isotopes. The distributions
in spherical coordinates are weighted by sin−1 of the scattering angle for the projection onto the theta axis, see
also (91). Due to the neutron having approximately the same mass as the proton in collisions with hydrogen atoms
(top left) backward facing angles are not allowed as far as the relative velocity of the target is not considered (thermal
cutoff). As the plots show in-situ distributions the dominant features in the MeV region for hydrogen originate from
the relative abundance in the corresponding energy range by collisions with other elements, see also Fig. 28 and
31. For oxygen (bottom left) the angular sampling up to 150 MeV is carried out via Legendre polynomials, see for
example Fig. 32, and above via tabulated distributions. For other elements like silicon (bottom right) the Legendre
representation is typically only available up to 20 MeV.
Figure 34: Projection of
the weighted scattering
angles of the in-situ cal-
culations of Fig. 33 for all
energies, exemplarily for
H and O.
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As the scattering kinematics have been calculated in the center of mass system, a
transformation to the laboratory system is carried out via
ϑl = arccos
(︄
1 +A cos (ϑcm)√︁
A2 + 1 + 2A cos (ϑcm)
)︄
, (114)
and added to the existing direction vectors
ϑu = cos
(︂
ϑ old
)︂
cos (ϑcm) + sin
(︂
ϑ old
)︂
sin (ϑcm) cos (π +ϕcm) , (115)
ϑnewl = arccos (ϑu ) , (116)
ϕnew = ϕold ± arccos ⎛⎜⎜⎝
cos (ϑcm) − cos
(︂
ϑ old
)︂
ϑu
sin
(︁
ϑ old
)︁
sin (ϑcm)
⎞⎟⎟⎠ . (117)
Due to the choice of the coordinate system, see also the geometry definition (97),
adding direction vectors is less convenient than the otherwise direct and intuitive
declaration. The method presented here equals an Euler[j] rotation in θ and ϕ around
the direction axis given by the trajectory of the particle.
6.4.3.2 EVAPORATION
URANOS simplifies the calculation of the evaporation process as in the low-Z and
intermediate energy range most otherwise for fissionable elements discussed quanti-
ties are approximately invariable. The mean number of evaporated neutrons can be
considered constant nevap ≈ 1 for projectile energies below several hundred MeV and
mass numbers of A < 100 [155]. Furthermore, for the emission energy a Maxwellian
spectrum according to (100) with a mean neutron energy of 1.8 MeV [156] and a flat
angular distribution [157] is assumed[k].
6.4.3.3 ABSORPTION
The neutron is either absorbed by a non-radiating process and consequently the calcu-
lation is terminated or the material is a specific absorber, which leads to a scoring by
the detection unit, see the following sec. 6.5.
A specific case is the High Energy Cascade: URANOS mainly carries out neutron interac-
tions. For the generation of high energetic radiation in the atmosphere charged particles
are also largely contributing to the production of the neutron component [158]. As far
as for low energetic and albedo neutrons such can be neglected, in order to simulate
more than 100 m of atmosphere the generation of the primary spectrum is emulated by
an effective model: For any absorption occurring above 16 MeV leading to otherwise
the generation of new particles the neutron is not eliminated if a random number ξ is
below a specific value kHE, receiving only a fractional energy loss and angular deviation.
This value kHE is tuned to emulate an effective atmospheric attenuation length Lprim of
the primary spectrum component of 145 cm2/g[l].
[j] Leonhard EULER, *1707-†1783, Old Swiss Confederacy.
[k] In order to provide upper limits in comparison: 235U produces on average ≈ 2.4 + E/MeV neutrons per
fission.
[l] Experimental values for Lprim are in the range of (135-155) cm2/g, depending on the site. Here, the value
from [66] is taken.
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6.5 DETECTOR CONFIGURATIONS
Scoring options are evaluated in the detector layer. For a spatially resolved detector this
is the readout structure. For CRNS there are furthermore the following possibilities:
• scoring the coordinates of a neutron passing the upper/lower boundary or the
full track within the layer,
• scoring if a neutron track intersects a predeﬁned volume entity, called a detector,
and
• scoring for any voxel, which has the material deﬁnition to be a ’detector’.
6.5.1 SCORING OPTIONS FOR CRNS
In the most simple case a uniform detection efﬁciency ϵ can be chosen for a speciﬁc
range of energies, which is a useful conﬁguration for CRNS detectors
ϵ =
⎧⎪⎪⎨⎪⎪⎩
1 for Emin < E < Emax,
0 otherwise.
(118)
In order to not model a whole cosmic-ray neutron sensing system in a large environ-
ment, the detector has been modeled independently and integrated as an effective
model. Fig. 35 shows the implemented functions, which represent averaged values
for the whole unit. In this work cubic spline interpolation is used for describing the
absolute efﬁciency and the angular dependence is modeled by
ϵϑ = 1.24 − 0.254 exp
( x
0.92
)
. (119)
As far as thermal neutrons are not considered, the ﬂux in the epithermal/fast region,
see also sec. 3.2, can be considered a plateau region, justifying the established choice
of (118), see also sec. 13. The options above can be applied to the whole detector layer.
Figure 35: . Detection
efﬁciencies for CRNS
detector models. (left)
Energy dependent
absorption probability
for perpendicular irradia-
tion, here: simulation of
a monoenergetic beam
with results (red mark-
ers) averaged over the
surface. (right) Energy
independent, averaged,
angular dependence
relative to the left panel.
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This allows mainly scoring the upward and downward directed ﬂux. If for example
angular resolution is required one can place two types of scoring units within the
detector layer, which is either
• a plane in z-direction, a sphere or a vertical cylinder,
whereas in both cases the radius can be speciﬁed[m]. The geometrical calculation can
be found in the appendix B.2.1 in (191) and (189), respectively.
[m] The cylinder height corresponds to the detector layer. If due to positioning or the choice of the radius of the
sphere there is an intersection with the layer boundary only the volume inside the detector layer is taken
into account.
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6.5.2 NEUTRON CONVERSION EVALUATION FOR BORON DETECTORS
Whereas in gaseous converters like 3He regarding the detection efﬁciency only the
macroscopic cross section has to be taken into account, as nearly all converted neutrons
can be detected, for hybrid solid state detectors the entire signal generation path has
to be considered. Compared to the attenuation length at λ = 1.8Å of 20μm the range
within a converter layer is < 4μm. Even for thin layers therefore the efﬁciency can
be signiﬁcantly reduced by inactive material. The two main absorption reactions in
boron-10 are:
10B + n →7Li(0.84MeV) + α(1.472MeV) +γ (0.48MeV) (93.6%)[a],
7Li(1.013MeV) + α(1.776MeV) (6.4%)[b]. (120)
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Figure 36: Physics of a hybrid
boron converter layer: a neutron
impinges at an angle ϑ normal to
the surface. The absorption prob-
ability is wavelength dependent.
By the conversion process lithium
(Li) and helium (He) ions with
ﬁxed energies are created. In the
medium itself they lose energy
by collisions leading to a Bragg
distributed range R, different for
both agents. After reaching the gas
an ionization track is produced
with the remaining energy at the
boundary. [K2016]
In the boron medium itself the particles are emitted isotropically and back to back. Two
geometries are possible: (1) the front side irradiation describes the case of the active
surface being oriented towards the incoming neutrons and therefore the detection
medium being situated prior in beam direction. (2) Vice versa the backside irradiation
refers to the inverted geometry. Therefore, as only one of both can enter the gas, a
random number ξ1 determines[n] the type of ion I and another random number ξ2
assigns the decay branch ([a] or [b]). Two more random numbers ξ2, ξ4 determine the
emission angles
ϑI = 0.5πξ3, (121)
ϕI = π (2ξ4 − 1). (122)
The remaining distance to the layer border dS can then be calculated either upwards or
downwards. The fragments lose kinetic energy mainly by ionization. These energy-
range-relations have been calculated by SRIM [159] and transferred to analytical
models. For boron carbide the energy loss in the medium can be described as
Li+++: (E0 = 1.013MeV) Eout = E0 − (−0.209d2S + 0.924dS ),
(E0 = 0.840MeV) Eout = E0 − (−0.2195d2S + 0.8574dS ),
He++: (E0 = 1.776MeV) Eout = E0 − (−0.0165d3S + 0.1003d2S + 0.289dS ),
(E0 = 1.472MeV) Eout = E0 − (−0.0285d3S + 0.1267d2S + 0.3354dS ), (123)
[n] All random numbers here are assumed to cover a range within [0,1), hence the rule for the ion choice is
ξ1 < 0.5.
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and for boron
Li+++: (E0 = 1.013MeV) Eout = E0 − (−0.019d3S − 0.1166d2S + 0.8065dS ), (124)
(E0 = 0.840MeV) Eout = E0 − (−0.1863d2S + 0.7891dS ),
He++: (E0 = 1.776MeV) Eout = E0 − (−0.0069d4S + 0.047d3S − 0.0732d2S + 0.3998dS ),
(E0 = 1.472MeV) Eout = E0 − (−0.0115d4S + 0.0581d3S − 0.0634d2S + 0.4189dS ).
These models are independent of the isotope ratio of 10B and 11B as only electromag-
netic interactions contribute, the nuclear charge number and the ionization level. The
average maximum ranges are from (1.69-1.90)µm for lithium to (3.27-4.05)µm for
helium ions in the branches [a] and [b] of (120) with a straggling variation in the order
of σ ≈ 5 %, which are reflected by an additional relative smearing of the track length
by a gaussian random number corresponding to an equal spread. Fig. 37 shows in the
left panel the energy-range-relation of the conversion products, which are depicted in
Fig. 36 as spheres.
The ions enter the gas volume with a broad spectrum of energies. Here, first the max-
imum range dд,max in the medium has to be calculated. For Ar:CO2 the following de-
scriptions are used, which are also exemplarily displayed in the right panel of Fig. 37:
Li+++: dд,max = −6.6034E4out + 18.215E3out − 18.783E2out + 11.732Eout,
He++: dд,max = 4.7579E5out − 20.64E4out + 33.888E3out − 25.727E2out + 13.216Eout, (125)
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Figure 37: Calculated energy loss of helium and lithium ions from boron conversion. (Left) Energy-range relation
shown for solid 10B and a density of 13.05 · 1022 atoms/cm3 with 4th order (helium) and 3rd order (lithium) poly-
nomial fit functions. (Right) After leaving the conversion layer the energy spectrum of the ions is continuous, an
exemplary set of energy-range relations in Ar:CO2 with 3rd order (helium) and 2nd order (lithium) polynomial
functions are shown.
After determining the ionization track length the available distance to the next layer
has to be calculated. Here it has to be taken into account that a grid of thickness hGrid
is inserted, which has an optical transparency T [o]. Therefore, the track can pass the
grid in case of
ξ < 0.5
√
T
(︃
1 − tan(ϑI )√
T
)︃
. (126)
If the ionization track length is longer than the available space, the track is cut in length
and in its energy deposition, otherwise both is scored unaffectedly. The result is an
[o] In general optical transparency does not equal zero-diffusion flux transparency, yet, this is the case for typical
mesh geometries (thickness ≈ 50µm and ≈ 100µm pitch) and reasonably high drift fields in the order of
1 kV/cm in Ar:CO2. [160]
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ionization tracklet sI . If no spatial resolution information is necessary, the simulation
stops and calculates the geometric mean x and y values from the projected track. These
are handed over to the n ×n readout matrix of a detector with n pixels and a pixel pitch
of dp .
For determining signals of a spatially resolved system it is necessary to not only know
the geometry of track but also the ionization distribution dE/dx . Each of the nuclear
fragments released by the absorption process exhibit a different behavior. Whereas
helium ions entering the gas with energies of MeV and more still sit on the plateau
regime of the Bethe-Bloch equation (41), lithium ions already start on the descending
branch of the Bragg peak. Fig. 38 shows the ionization density in the Ar:CO2 detector
gas. In order to yield the correct energy distribution in the gas the energy loss in the
boron layer has to be subtracted from the initial value, which corresponds to shifting
the curves to the left. The energy loss calculated by SRIM has been fitted by polynomials
Figure 38: Energy loss
per 0.1 mm in the count-
ing gas for both conver-
sion ions. The initial en-
ergy is chosen to be just
above the maximum q
value of the production
channels of (120).
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along the track, which is carried out as a onedimensional projection with straggling
being neglected here. The following functions describe the ionization density:
Li+++: dE/dx = 0.000145x3 − 0.001185x2 − 0.004865x + 0.037458,
He++: dE/dx = 0.0000079x5 − 0.0001455x4 + 0.0007924x3
− 0.0015872x2 + 0.0021239x + 0.018607. (127)
Yet, the readout of the CASCADE detector, see also sec. 9.3.2, has its own specificity. The
main printed circuit board features a crossed stripes design, not independent pixels,
and each pixel is comprised of an interwoven comb structure with an x- and a y-
component, see also the left panel of Fig. 40. Therefore, the actual energy distribution
on the individual strips for the resulting event topology has to be simulated on exactly
such a structure. The same principle is used as described in sec. 6.2.2. A boolean ASCII
matrix M(xM ,yM )[p], represented in the right panel of Fig. 40 by a monochromatic
image, derived from the actual copper layer of the readout board, is used to project the
track onto. The following steps are performed:
• randomizing the start coordinates of the track (xSt ,ySt ) within the innermost four
detector pixels according to the metric (length per pixel),
xSt = (2ξ1 − 1)dp , ySt = (2ξ2 − 1)dp , (128)
[p] Representing not the entire readout but only a cutout large enough to contain a single track. These are
12 × 12 pixels of the detector at 400 × 400 image pixels.
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• projecting the track (sI with ϑI and ϕI ) onto the pixel matrix M by a straight line
with end coordinates (xEt ,yEt ),
xEt = sin(ϕI ) sin(ϑI ), |sI | yEt = cos(ϕI ) sin(ϑI )|sI |, (129)
• determining for every pixel in the matrix the distance to the track dt by taking
the smaller value of either the orthogonal distance to the line or the distance to
its end points,
• simulating transverse charge spreading (diffusion) by assigning a relative (charge)
deposit value for this image pixel pi = (xM ,yM ). Each is weighted by a gaussian
function Gpi (dt , st ) with an abscissa offset of dt for the distance to the track and
a width st representing the average track smearing width.
• Dividing the total energy deposition of the ion track in the gas by the sum of the
total relative deposits on the matrix and multiplying each pixel by this factor,
• summing up all energy deposits for each strip, separately for the x- and a y-
component of the readout and
• subtracting a threshold value from each strip.
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Figure 39: Simulation of four examples of helium (top) and lithium (bottom) tracks for a drift distance of 40 mm,
without obstacles, a drift speed of 10µm/ns and a longitudinal/transverse drift constant of 0.15 mm/
√
cm. The
binning is chosen in units of the smaller TimePix [161] pixel units.
Figure 40: The readout in
a cutout of 8 × 8 pixels:
(Left) The actual PCB,
(Right) Illustration of the
track projection simula-
tion with the monochro-
matic input readout ma-
trix. Orange lines mark
the pixel borders. Each
pixel has an x - and a
y−component in white
and black, respectively. A
track track with its out-
lines symbolizing diffu-
sion deposits the total
charge according to the
pixels hit.The relative charge deposit on each image pixel pi represents the weighted energy
density deposited on the readout, as especially for crossed strips only the integrated
charge along each channel plays a role. This means that in the case of the CASCADE
detector the signal display is composed of two linear spatial and one time data set.
In order to visualize the charge distribution, in Fig. 39 a pixelated readout has been
assumed and the electron distribution is discretized. The exemplarily chosen energies
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at rather slant angles visualize the spatial spread of the charge density shown in Fig. 38
for a maximum (free) drift distance of 40mm. At the beginning and the end of the
ionization tracklet the charge is effectively distributed in two dimensions, whereas in
the center the distribution can be considered as only being relevant orthogonal to the
main axis.
This leads to the following effects:
• the effective width of the tracklet depends on the energy loss along its axis,
therefore the tail is slightly more ’pointy’-shaped than the origin, which renders
a simple geometric description impossible,
• the origin is not located at the coordinate of highest dE/dx even if in the case of
lithium the track has its highest ionization density at the beginning. The reason
is that the diffusion leads to a relatively stronger smearing out at the ends of
the track. Therefore, the origin is not directly correlated to the highest measured
dE/dx .
In summary the schematic Fig. 41 describes the steps speciﬁc for calculating the ge-
ometry and the readout in the CASCADE detector in a unit-cell like picture. A track
is generated from a neutron conversion inside the boron. Its length is calculated an-
alytically by the energy loss in the converter and subsequently in the gas. Due to the
narrow drift spaces of the layer geometry a track can be limited in its extension by
the subsequent grid or GEM. Finally the track broadened by the diffusion in the gas is
projected onto the readout with discrete spacing (pixel) and time (clock cycles) units.
Figure 41: Elements of
the CASCADE detector in
URANOS from the parti-
cle simulation to the sig-
nal generation with focus
on the description of the
charged particle track in-
side the gaseous volume.
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6.6 BASIC PERFORMANCE EXAMPLES
In order to visualize the tracking capabilities of URANOS Fig. 42 shows two non-
trivial neutrons paths from generation until absorption, exemplarily in air (left) and
in the ground (right). It already acts as a demonstrator for the interactions at this
specific interface. In air the main scattering partners are nitrogen and oxygen, which
leads to a large amount of scatterings with small energy decrements. By the long
path lengths in the thin medium the neutron also can acquire hundreds of meters of
integrated travel distance. Inside the soil typical scattering lengths are far below one
meter. For high energy neutrons, the main scattering partners can be silicon, aluminum
and oxygen. However, due to the presence of water a few interactions with light nuclei
can thermalize a neutron (blue lines). Then it will carry out a random walk which will
be dominated by hydrogen scattering.
Figure 42: Projection of track calculations in an air ground interface. The simulated neutrons, which are artificially
released from 1 m above the soil, are rainbow-colored according to the logarithm of the corresponding energy scaling
from 10 MeV (red) to thermal (blue). Left: a neutron which mainly scatters in the air. Right: a neutron thermalizing
inside the soil. To be noted: both x- and y-axes are not scaled equally.
6.6.1 DIFFUSION LENGTH IN WATER
The attenuation of fast neutrons by efficient moderators is a basic example of neutron
physics and the main source of thermal neutrons. Modeling the slowing down process
properly requires the correct description of interaction lengths, energy loss and geomet-
ric transport. Therefore, it can be regarded as validation test of the Monte Carlo code.
In public literature sources a few examples of well controlled and simple measurements
can be found. CASWELL, GABBARD, PADGETT, and DOERING [162] describe an experi-
ment of determining the radial distribution of neutrons in a water tank from 14.1 MeV
to thermal energies and 1.46 eV. A deuterium beam is delivered by an aluminum tube
onto a tritium target inducing fusion. The tank measures 2.4 m in length and 1.2 m in
height, whereas the particle injector is located at a distance of 0.6 m from one wall and
vertically centered. The flux is measured pointwise by indium foil activation, which
provides data for the non-equilibrium state above 1 eV, and thermal neutron detectors
with cadmium shielding. Although both energy regimes are supposed to exhibit similar
range distributions they have to be treated by different methods of neutron transport.
Until reaching the indium resonance a maximum mean energy loss by elastic collisions,
including a few inelastic reactions, can be attributed to hydrogen interactions. Beyond
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this limit the kinetic energy of the neutron is becoming dominated by thermal scatter-
ing leading to a constant average energy. This system can bee easily reproduced in a
model setup including the generalization of an inﬁnitely large domain. The ﬂuxes Φ
are scored at thermal (9-120)meV and indium resonance (1.3-1.6) eV energies on a
sphere of radius r yielding a surface ﬂux of r 2Φ. Fig. 43 shows the measured ﬂuxes
from [162] in comparison to the simulation results. Both attenuation distributions are
in good agreement. The particle density in both cases peaks at around 15 cm followed
by a nearly exponential decay with similar attenuation lengths[q].
Figure 43: Comparison
of the attenuation
length from [162] for
deuterium-tritium fusion
neutrons emitted into
water. The spherical
surface ﬂux for thermal
and indium resonance
neutrons as a function
of distance from the
source is compared to
the simulation results
from URANOS.
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6.6.2 BONNER SPHERE EVALUATION
A case similar to the previous sec. 6.6.1 are Bonner Spheres, see also sec. 8.2.3, which
are proportional counters surrounded by shells of polyethylene. As this spectrometer
type of array is used to monitor environmental ﬂuxes, various studies were carried out
for the modeling of such [163–168]. Whereas the neutron range distribution in water
in the previous example demonstrated geometric transport and collision treatment,
the Bonner Sphere offers the possibility to focus on an energy-dependent comparison
and on the interplay of moderator and absorber. Among the various existing technical
realizations the helium-based version was chosen, equipped with a 3.2 cm spherical
counter. For reasons of convenience, the whole model has been discretized in 17 layers,
which are symmetrically arranged around the center and depicted in Fig. 44. Laterally
the resolution by the pixel matrix was set to 1mm, therefore the voxel size of a X inch
sphere is 1mm × 1mm × (X/17) ”. For the simulation the model was irradiated by a
neutron beam of the same diameter as the sphere under an angle of 0 ◦.
Figure 44: Discretized
URANOS Input ﬁles for
the upper half of a 2 inch
Bonner Sphere.
Furthermore, hydrogen atoms in polyethylene have been emulated by the scattering
kernel derived from the (oxygen-)bound cross section in water. This can yield ex-
clusively for thermal energies a systematic uncertainty of around 10%. Due to the
statistical nature of neutron transport the actual geometrical shape of a body has a
minor inﬂuence compared to other parameters like overall volume or thickness. Exem-
[q] Fermi age transport theory, which is not taken into comparison here, can very well reproduce the attenuation
at radial distances larger than 25 cm. For ﬂuxes more close to the source the theoretical distribution peaks
much earlier.
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plarily for the calculation routine some track views are shown in Fig. 45 and Fig. 46 as
a central cut through the model and for the whole domain.
Figure 45: Flux calculation of Bonner Spheres of 2 inch diameter. The simulated neutron tracks (Ekin = 10 keV)
of 106 histories are displayed in a central cross section of 3 mm height (top row) and the full domain of
13 cm × 13 cm × 5.4 cm (bottom row).
Figure 46: Flux calculation of Bonner Spheres of 4 inch diameter. The simulated neutron tracks (Ekin = 10 keV)
of 106 histories are displayed in a central cross section of 6 mm height (top row) and the full domain of
13 cm × 13 cm × 11 cm (bottom row).
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Comparing to calculations from [169], see Fig. 47, there is a good agreement in the
energy sensitivity between response curves from literature and URANOS results. This
successfully validates the simulation for basic scattering calculations.
Figure 47: Comparison
of simulations of the en-
ergy dependent response
function of Bonner
Spheres of URANOS
and MCNP calculations
by MARES, SCHRAUBE,
and SCHRAUBE [169].
The detectors are HDPE
spheres with diameters
in the range of (2-5)
inch, equipped with a
3.2 cm 3He counter.
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6.6.3 COSMIC SPECTRUM EVALUATION
Although since more than 50 years the general shape and height-dependent scaling of
the cosmic-ray neutron spectrum at ground level is known [170], there is a perpetual
discussion about precise features of the intensity distribution, especially at the soil
interface. The reasons are:
• high-energy neutron interaction cross sections above 20 MeV were not seriously
investigated nor integrated into transport codes. Their evaluation and correspond-
ing measurements are recent developments, mainly of the 21st century.
• The invention of the Bonner Sphere, see also sec. 8.2.3, could standardize dosi-
metric flux evaluations, yet, by means of this type of spectrometer the neutron
spectrum is determined indirectly. The experimental findings themselves are the
result of unfolding algorithms [171], which rely only on a few absolute values and
energy-dependent response functions from Monte Carlo models of the detectors
themselves [172], which typically do not take into account the incoming angular
distribution. This means that different simulations can produce slightly different
weightings for different parts of the spectrum. Sometimes such unfoldings even
yield physically wrong reconstructions[r].
In the following Fig. 48 and Fig. 49 an overview of different results from the most
widely used codes, see sec. 5.2, are presented along with experimental results. The
main differences appear in the high energy regime, for which the usual data bases,
see also sec. 5.1.4, until very recently provided only poor support. These uncertainties
were partly compensated by effective nuclear interaction models, but propagate to the
[r] Seen for example in the sudden increase of flux meanwhile slowing down in the epithermal regime in [173]
or [174].
74
lower energetic parts of the flux distribution. For now only the general shape of the
spectrum has to be considered. The peak structures at around 1 MeV, which are de facto
spectral lines of inelastic resonances, mostly oxygen, cannot be resolved experimentally
by spectrometers and are displayed only at times. By normalizing to the intensity of
the thermal peak Fig. 48 accumulates possible uncertainties and therefore maximizes
the deviations between the presented evaluations. A better convergence is displayed
in Fig. 49.
In order minimize this general problem URANOS uses a validated neutron spectrum
near the surface as a source and releases it directly onto the ground to minimize typical
uncertainties of atmospheric propagation. The implementation of the works presented
by [66] and [158], which are based on [68] and [67], are discussed in sec. 6.3.1.
Figure 48: Energy dependent neutron flux at an altitude
of 1860 m calculated by MCNPX, GEANT with the two
high energy models Bertini [175, 176] and BIC [177]
and determined experimentally from [178]. [179]
Figure 49: Energy dependent neutron flux at 1 m alti-
tude calculated by EXPACS, MCNPX, GEANT4 and de-
termined experimentally from [180] and from [181].
Environmental conditions are not the same. [182]
Fig. 50 presents the result from URANOS for the calculated neutron flux (black) above
the surface in an infinite domain. The input is drawn in green. On the qualitative level
Figure 50: URANOS
cosmic-ray neutron
spectrum comparison.
The incoming spec-
trum (green), which
is generated from the
analytical functions (68)
and (69) from [66], is
released onto the soil.
The resulting intensity
distribution, shown in
black, is compared to
the original spectrum for
the same environmental
conditions from [66] in
blue.
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the underlying physics model correctly calculates the response to the soil. In the high
energy domain around 100 MeV the incoming flux is only reduced, no influence of
backscattering can be observed. In the region around 1 MeV the evaporation peak ap-
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pears correctly in width and mean energy value. The spike structure on the peak itself
is result of elastic scattering on strong nuclear resonances, mainly in oxygen - for ex-
ample at 435 keV[s]. As there are no significant sources in the range of 1 eV to 0.1 MeV,
in a lethargy-dependent plot there is a flat plateau between neutron generation and
thermalization, the latter being truncated here. This plateau can feature a slant angle
in case there are significant absorption processes involved, but no other features like
bumps or steps should be visible. It has to be pointed out that the resulting spectrum
here requires nearly the full physics and tracking computation.
For a quantitative investigation due to the lack of a generally accepted standardized
spectrum or a consensus in the literature, the evaluation of the URANOS code focuses
on the capability to reproduce the above-ground cosmic neutron spectrum for typical
conditions. This implies that the input spectrum released on the ground should repro-
duce the same densities as the input formulae (68) and (69). This test twice evaluates
the computational correctness of the code - by yielding the same predictions as the
Monte Carlo reference and indirectly by showing that the reverse-engineered input
spectrum has been modeled correctly.
6.6.4 PERFORMANCE BENCHMARKS
The performance of the code heavily depends on the setup, which is to be simulated.
The most significant contributor is the mean lifetime of neutrons in terms of scatterings
within the domain. In simple configurations like for the analysis of detectors most
neutrons undergo only a few interactions before either being absorbed or leaving then
domain. Atmospheric neutrons can have up to hundreds of scatterings before ending
up thermalized, see also later 14.1.6. Additionally, depending on the chosen materials
and energy range, only a few cross sections like for elastic scattering plus absorption
are evaluated. In the MeV regime adding up all inelastic channels scales up to dozens
of address requests.
In order to provide some practical estimations a standard scenery can be defined
as in table 9. This domain measures 900 m × 900 m with a source dimension of
840 m × 840 m. It contains a minimum configuration of six layers for analyzing a
neutron density which can be considered in spatial equilibrium in the innermost
400 m × 400 m.
Table 9: The standard
setup for a layer compo-
sition in cosmic neutron
sensing.
Layer Position [m] Height [m] Material Function
1 -1000 920 air top buffer layer
2 -80 30 air source layer
3 -50 47.5 air -
4 -2.5 0.5 air detector layer
5 -2 2 air -
6 -0 3 soil ground layer
A similar setup has also been used for simulating the so-called ’UFZ site’ in the publica-
tion [SK2017b] - an urban environment with many concrete buildings, streets, green
spaces, a railroad line, a lake and trees. From the twelve layers in total eight contained
a pixel matrix of 1800 × 1800 voxel definitions. The composition 21 introducing the
URANOS chapter shows the layer model setup as well as one of the calculation results
for the above-ground neutron density.
[s] The structure of the evaporation peak can rather be compared to a transmission spectrum, as those energies
are missing which correspond to resonances. There neutrons are scattered off to lower energies more likely
than otherwise.
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The machine, on which the URANOS v0.99ρ[t] was evaluated, is based on a 4 GHz i7
central processing unit. The technical specifications relevant for this benchmark are:
CPU: Intel Core i7-6700K, 4 cores at 4 GHz (40x multiplicator), 4×(32+32) KB L1-
Cache, 4×256 KB L2-Cache, 8 MB L3-Cache,
Mainboard Chipset: Intel Z170 Skylake,
RAM: 16 GB DDR4, 1067 MHz, CL15, tRCD15, tRP15, tRAS36, CR2T,
OS: Windows 7, 64 bit (Build 7601)[u].
The following table 10 summarizes the single core performance of the code in terms
of neutrons per second. The ’standard setup’ and ’UFZ site’ are described above and
are simulated in combination with the cosmic neutron spectrum like presented in
sec. 6.6.3 Fig. 50, the detector is a rover type instrument, see sec. 12.2.1, which is
a setup similar to the Bonner Sphere models presented in sec. 6.6.2 and the other
benchmarks are synthetic. Without additional voxel geometry descriptions by pixel
matrices one instance of URANOS requires approximately 230 MB of memory, mainly
for storing ENDF data.
Table 10: Single core
performance of URANOS
(v0.99ρ) for a number of
practically relevant sce-
narios. The above de-
scribed system with a
4 GHz i7-6700K CPU was
used to evaluate the
benchmarks.
No n/s name description
1 3730 std. setup water body, 5 g/m3 air humidity NTP
2 1800 std. setup like No 1, ground with 10 % soil moisture
3 1060 std. setup like No 1, ground with 1 % soil moisture
4 2850 std. setup like No 1, with full domain tracking enabled
5 880 std. setup like No 3, with full domain tracking enabled
6 1030 std. setup like No 1, with thermal transport enabled
7 600 std. setup like No 2, with thermal transport enabled
8 510 std. setup like No 3, with thermal transport enabled
9 470 std. setup like No 3, with thermal transport and full domain track-
ing enabled
10 2000 UFZ site with 10 % soil moisture
11 1680 UFZ site like No 10, without voxel geometry but same layering
12 36700 detector thermal spectrum onto a side face with ϑ = 0◦
13 16250 detector like No 12, with an americium-beryllium spectrum (see
sec. 6.3.2)
14 14100 detector like No 12, with a 1 MeV monoenergetic beam
15 14200 water thermal spectrum with ϑ = 0◦ from air into a water body
16 7100 water like No 15, with an americium-beryllium spectrum
14 6300 water like No 15, with a 1 MeV monoenergetic beam
[t] compiled by Qt 5.2.1 linked against ROOT 5.34.20 in Visual C++ MSVC 2010 32bit. The integration was
restricted to previous versions of the library and runtime as far as no ROOT 5.34.X version provided binaries
for later versions.
[u] Spectre [183] vulnerability patched.
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Part IV
T H E C A S C A D E D E T E C T O R

7
S P I N E C H O S P E C T R O S C O P Y
When Spin Echo was discovered in 1949 [184] it opened the field of precision physics
for stochastically distributed ensembles by making use of the nuclear spin as an indi-
vidual quantum marker: A single radio frequency pulse close to the Lamor[a] frequency
causes a macroscopic non-equilibrium state for the subjected particles. After a few
precessions in an external field, the ensemble seems to come to thermal equilibrium,
however, two successive radio frequency pulses produce a so-called spin echo. The
observed loss of coherence is due to the dephasing of the sum of single particles, but
an inverting pulse [185] can refocus the system and entirely retrieve the original
polarization state. This principle, which found its first applications in nuclear mag-
netic resonance spectroscopy [186] has been applied by F. Mezei in 1972 to neutron
physics [187, 188], which allowed for high energy resolution without the otherwise
necessary drastic intensity losses, as spin manipulations can be precisely carried out
by external magnetic fields. In Neutron Spin Echo (NSE), the Lamor precession phase
acquired by the magnetic field integrals
∫
B⃗ dl⃗ from traversing two solenoid coils with
opposite currents, can give information about a possible energy transfer since the in-
terference pattern vanishes by interaction with a sample inside the setup. With the
neutron velocities vi and gyromagnetic ratio γL = 183.25 Mhz/T the precession angle
ϕ obtained is γL
∫
B⃗ dl⃗/v and so the polarization before and after the scattering is
Px = ⟨cos (ϕ)⟩ =
⟨︄
cos
(︄
γL
∫
B⃗indl⃗
vin
−γL
∫
B⃗outdl⃗
vout
)︄⟩︄
. (130)
ϕ is typically expressed by a time τ and a frequency ω as to Px = ⟨cos(ωτ )⟩. This time,
which is called the Spin Echo time, has in linear approximation a cubic dependency on
the de Broglie wavelength
τNSE =
ϕ
ω
=
h
2πm
γL
∫
B⃗ dl⃗
v3
=
m2γL
∫
B⃗ dl⃗
2πh2
λ3. (131)
As a consequence of having a broad velocity distribution of rather slow particles this
instrument also becomes a Mach[b]-Zehnder[c] interferometer in time: Not only static
energy losses lead to a loss of polarization but also the single-particle interference with
translating scattering centers. This opened up the field to the study of molecular and
protein dynamics [189] or polymer melts like in the case of the reptation model [190].
The specific scattering technique, which focuses on the point where sample dynamics
starts to smear out the interference pattern, is called quasi-elastic scattering [191].
The important quantities which are measured by the instrument are momentum trans-
fer q⃗ and energy transfer ∆E = h/(2πω), which is linked to the phase change and the
spin echo time by
∆E =
h
2πω
=
h
2π
(∆ϕ = 2π )
τNSE
=
h
τNSE
. (132)
As far as elastic and quasi-elastic scattering is considered, both can be measured inde-
pendently of each other. Their combined observable is called scattering function S (q⃗,ω).
[a] Sir Joseph LAMOR, *1857-†1942, Ireland.
[b] Ludwig MACH, *1868-†1951, Austro-Hungarian Empire.
[c] Ludwig ZEHNDER, *1854-†1949, Swiss Confederation.
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A classical example for a function of ω would be a Lorentzian with a natural line width
Γ. Then, (130) translates using (131) to
Px =
1
N
8∫
− 8
S (q⃗,ω) cos (τ (ω −ω))dω ∼
8∫
0
S (q⃗,ω) cos (τ (ω))dω = Fc [S (q⃗,ω)] . (133)
with the normalization N =
∫ 8
− 8 S (q⃗,ω)dω. Therefore, Px is proportional to the Fourier[d]
cosine transform of S (q⃗,ω), which is called the intermediate scattering function F (q⃗,τ ).
An analyzer before the detector then projects the beam of intensity I0 to the respective
spin component as
I =
I0
2
· (1 + P) . (134)
In 1987 Gähler and Golub [192] developed Neutron Resonance Spin Echo (NRSE) [193],
where the constant field regions are replaced by a pair of compact radio-frequency spin
flipper coils, which generate a combination of a constant and an oscillating field. Us-
ing this technique a µeV resolution can be achieved[e], however it does not allow for
depolarizing effects. To overcome these restrictions the NRSE variant „Modulation of
IntEnsity with Zero Effort“ (MIEZE) [194, 195] uses only the first pair of coils and
achieves the Spin Echo by detuning both frequencies with respect to each other. This
provides the advantage, that the signal modulation is achieved before the sample.
Therefore, it is insensitive to depolarizing effects and allows to study ferromagnetic
samples at high or low temperatures or magnetic skyrmions[f] [196]. The change from
fields perpendicular to the flight direction to longitudinal ones, called LNRSE [197,
198], improves the field correction possibilities and therefore increases the energy
resolution [199]. In order to provide a balanced classification, Fig. 51 compares Spin
Echo to other neutron scattering techniques and photon-based methods. See also the
overviews [200] and [201].
Figure 51: The neutron
scattering map: Compre-
hensive overview of en-
ergy and time resolution
resolution of a large vari-
ety of measurement tech-
niques along with possi-
ble applications. [202]
[d] Jean Baptiste Joseph FOURIER, *1768-†1830, France.
[e] As an example, 10,000 precessions can be achieved for an effective field integral of 0.25 Tm, which means
an energy change of 10−4 on the neutron energy times the polarization loss resolution can be measured.
[f] Tony Hilton Royle SKYRME, *1922-†1987, Great Britain.
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7.1 NEUTRON RESONANCE SPIN ECHO
Neutron Resonance Spin Echo relies instead of the precision a in static field on high
frequency resonance coils inducing Rabi[g] oscillations around a zero-field region. It
represents a time-dependent interaction, which in addition to the spin rotation comes
along with an energy exchange according to the Zeeman[h] energy E↑↓. In NRSE at
the beginning and end of each „arm“ the precession only takes place during the short
rotation in the phase-synchronous π flip coils. The principle of the flipper is to create a
superposition of a static field B0 and a rotating field Brf with an RF frequency equal to
the Larmor frequency. This leads to the neutrons spin precessing around the rotating
Brf axis. In the w.l.o.g. around the z axis rotating frame the static field vanishes and
the rotating field is static
B⃗(t) = B⃗0(t) + B⃗rf(t) =
⎛⎜⎜⎜⎝
Brf cos(ωrft)
Brf sin(ωrft)
B0
⎞⎟⎟⎟⎠→
⎛⎜⎜⎜⎝
Brf
0
B0 −ωrf/γL
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
Brf
0
0
⎞⎟⎟⎟⎠ . (135)
Figure 52: Schematic of an NRSE spectrometer (a). Polarized neutrons pass the precession
regions, which consist of two resonance flippers at both ends, and the analyzer before enter-
ing the detector. Panel (b) and (c) depict the potential and kinetic energies corresponding
to the up χ↑ and down χ↓ eigenstates as a function of the position along the flight path.
Panel (d) shows the flight time difference of both eigenstates. The Spin Echo time τNRSE is
given by the flight time difference at the sample position. [203]
[g] Isidor Isaac RABI, *1898-†1988, Austro-Hungarian Empire.
[h] Pieter ZEEMAN, *1865-†1943, Kingdom of the Netherlands.
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A π flip can be achieved if the time ∆t to pass the flipper equals a rotation in the
rotating frame of π = ωrf∆t . By transformation to laboratory system the angle from the
rotating frame is added.
In the quantum mechanical plane wave description [204] one can express monochro-
matic neutrons polarized in x-direction by Dirac[i] spinors Ψ of momentum k. Entering
a magnetic field in z-direction, both degenerate spin eigenstates ↑ and ↓ are energeti-
cally split by E↑↓ = ±µBB, with the Bohr[j] magneton µB .
Ψ0→ Ψ(t) = 1√
2
(︄
exp (i((k + ∆k)y −ωt))
exp (i((k − ∆k)y −ωt))
)︄
, with ∆k =
γLB
2v
. (136)
After leaving the magnetic field of length L, both states are again degenerate with
respect to their potential energies, however, due to the different k vectors there is a
phase difference between both of
ϕ = L2∆k = γLB
L
v
= ωrf
L
v
. (137)
As the RF field switches additionally both states the difference in kinetic energy gains
a factor of α = 2, see also Fig. 53(b) and (c). For the setup of two coil pairs this is,
besides the gain in α , equivalent to (130) and one can write the phase difference in
terms of energy loss
∆ϕ = αγLBL
(︃
1
vin
− 1
vin + ∆v
)︃
≈ αγLBL ∆v
v2in
= α
ωrf⏟⏞⏞⏟
γLB L
h
2πmv3in⏞ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ⏟⏟ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ⏞
τNRSE
ω (138)
For a spectrum of neutron energies f (ωn) (136) becomes
Ψf (t) = 1√
2
(︄
exp (i(ky −ωt))
exp (i(ky −ωt))
)︄ 8∫
− 8
f (ωn) exp
(︃
iωn
y
v(ωn) − t
)︃
dωn . (139)
If one assume a triangle-shaped spectral density of width h/(2π )∆ωn centered around
ω0 the Fourier transform of the spectrum yields a cardinal sine function
˜︁f (y, t) = sin2
(︂
1
2
∆ωn
(︂
y
v(ωn ) − t
)︂)︂
(︂
∆ωn
(︂
y
v(ωn ) − t
)︂)︂2 . (140)
For the polarization then one yields
P(∆y) = sin
2 (∆ωnτ∆y)
(∆ωnτ∆y)2 cos
(︃
ωrf∆y
vin
)︃
, (141)
with ∆y denoting the flight path distance with respect to the Spin Echo point with its
polarization maximum, which lies after traversing both magnetic fields with length L.
The cosine term originates from the fact, that beyond the Spin Echo point the velocity
spread leads again to a spatio-temporal dephasing by integration over all flight paths
and spin directions. τ denotes as above the Spin Echo time
τNRSE =
hωrfL
πmvin
. (142)
[i] Paul Adrien Maurice DIRAC, *1885-†1962, Great Britain.
[j] Niels Henrik David BOHR, *1902-†1984, Kingdom of Denmark.
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7.2 MIEZE
As shown in sec. 7.1 and Fig. 53 the traversing of one spin flipper leads to an energy
separation of the ↑ and ↓ states. Over a flight path L it translates to a flight time
difference τ . In NRSE after the sample a mirrored setup reverses the process and this
leads to acquiring the full interference pattern again at the end of the instrument. In
MIEZE the second flipper coil of the first arm already overcompensates the energy
splitting. This leads to both states continuously reducing their flight time difference
until being spatially coincident at a location in a distance L2 from the instrument. As
the Spin Echo group width in NRSE is given by the envelope function from the Fourier
transform of the velocity distribution its spatial extension is anyway limited. For MIEZE
this principle of overlap is the same, however, both states are still energetically detuned
with respect to each other. In MIEZE the Spin Echo group therefore is dynamic and the
polarization itself oscillates in time, which requires a time-resolved detector.
Figure 53: Schematic of a MIEZE spectrometer (a). Polarized neutrons pass the precession
region, which consist of two resonance flippers at both ends with different frequencies.
The analyzer can be place in front of the sample. Panel (b) and (c) depict the potential
and kinetic energies corresponding to the up χ↑ and down χ↓ eigenstates as a function
of the position along the flight path. Panel (d) shows the flight time difference of both
eigenstates. The Spin Echo time τMIEZE is given by the flight time difference at the sample
position. [203] and [205]
The velocity separation can be calculated by the difference after the first flipper vA
driven at frequency of ωArf and the second v
B at ωBrf is
∆v = ∆vB − ∆vA =
(︁ ωBrf⏟⏞⏞⏟
γLB
B
rf −
ωArf⏟⏞⏞⏟
γLB
A
rf
)︁
h
πmvin
(143)
85
The distance L2 at which both wave packets intersect can be calculated as
L1
L2
=
ωBrf −ωArf
ωArf
v2in −
(︃
ωArfh
2πm vin
)︃2
v2in −
⎛⎜⎜⎝
(︂
ωBrf −ωArf
)︂
h
2πmvin
⎞⎟⎟⎠
2
⏞ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ⏟⏟ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ⏞
→1
≈ ω
B
rf −ωArf
ωArf
=
ωBrf
ωArf
− 1. (144)
This ratio is called the MIEZE condition. The spatio-temporal separation of the wave
packets depends on the sample position LS in front of the detector, so does the Spin
Echo time
τMIEZE =
(︂
ωBrf −ωArf
)︂
h LSD
mv3in
=
m2
πh2
(︂
ωBrf −ωArf
)︂
LSλ
3. (145)
A detailed description with focus on NRSE and MIEZE is provided by the theses [206–
210].
7.3 SPIN ECHO SPECTROMETRY AT RESEDA
The REsonance Spin Echo for Diverse Applications beamline (RESEDA) [82] is an in-
strument at the Forschungs-Neutronenquelle Heinz Maier-Leibnitz FRM II in Garching,
operated by the Technical University Munich. Fig. 55 shows its location in the neutron
guide hall and the scale of the instrument, which is also drawn in a cross section in its
original setup [211]. The neutron guide NL-5S provides a cold neutron spectrum of
approximately (3.5-15) Å, see also Fig. 20, which can be tuned by a velocity selector
with a triangular wavelength distribution and a ∆λ/λ ≈ 12 %, see sec. 11.2.1. RESEDA
originally consisted of one primary and two secondary Mu-metal shielded spectrometer
arms. Fig. 54 shows the primary arm in the back of the photograph and one of the
secondary arms without shielding in front. Additionally, the first Spin Echo setup [187]
is depicted in comparison, which illustrates the scaling of this technology within the
past 40 years.
Figure 54: Spin Echo
Instruments over time:
The first now disas-
sembled setup used by
originally by Mezei [187]
(left) and the spec-
trometer RESEDA,
modified from [212]
(right). Whereas NSE
relies on static coils,
NRSE uses spin flipper
with a zero field in
between. RESEDA can
be operated in both
modes, in MIEZE and
additionally is equipped
with longitudinal Spin
Echo coils.
The secondary spectrometer can be turned around the sample allowing for scattering
angles up to 40◦ corresponding to a maximum q value of 2.5 Å−1. For quasielastic
scattering NSE, transversal NRSE and MIEZE measurements can be carried out in a
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range of Spin Echo times of (0.001-5) ns. Both NRSE coils were mounted in a distance
of L = 2.625 m [213], later L = 1.925 m. Coupling coils control the transition of the
polarization of the guide field from the polarizer to the zero-field region and to the
V-cavity analyzer [214]. After the measurements carried out in this work, RESEDA has
been equipped [215] with a longitudinal Spin Echo setup [216].
The neutron guides [217] are evacuated glass bodies called „supermirrors“, which are
coated on their inside by several layers of Ni and Ti, which are able to reflect thermal
neutrons. NL5 [218] with the dimensions of 29 mm × 170 mm is a polarizing m = 2
supermirror which translates to a critical reflection angle of
ϑcrit =
0.1◦
Å
·m · λ. (146)
For typical wavelengths the flux at the sample position is around 2·106n/cm2/s. In
order to avoid loss of intensity or decrease the signal-to-noise ratio, the flight paths
inside the instrument are also evacuated. Small air gaps at the sample position or
before the detector do not significantly contribute with a typical mean free path of
thermal neutrons in the order of 10 m.
RESEDA is equipped with a helium-3 counter for classical Spin Echo measurements
and a CASCADE detector, allowing for measurements requiring a high spatial and time
resolution. Both detectors are shielded by a cube of borated polyethylene.
Figure 55: Illustration of the neutron guide hall of the FRM II with RESEDA located at the end of NL-5, which also
leads to the other Spin Echo instrument MIRA in front (not shown). In the lower right panel a cross section of the
instrument in the NRSE/NSE configuration is shown. The tower in the center hosts the cryostat for temperature
dependent experiments. Modified from [211].
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8
N E U T R O N D E T E C T I O N S Y S T E M S
The term „neutron detector“ refers to a system which detects neutrons of thermal en-
ergies (λ = 1.8 Å, Ekin = 25.2 meV) by absorption, followed by immediate de-exitation
of the nucleus. Thermal neutrons cannot be detected directly in an efficient way as
they are in equilibrium with the environment and so the change of entropy in the
active medium required for a significant signal to noise ratio is too small. Converters
are used to generate a strong signature by processes which are specifically sensitive
to slow neutrons such as nuclear absorption followed by immediate de-excitation or
fragmentation. Hereby effective energy deposition enhancements of 105 are needed
to discriminate against other background processes. Technically a hybrid design is re-
quired, which means that the detection unit is functionally separated into three parts,
the neutron absorber featuring a high cross section, the transfer medium for the con-
version products and the readout. A system is called monolithic if the transfer medium
and the converter are architecturally interwoven, either by function or by material.
8.1 NEUTRON CONVERTERS
Only a few isotopes exhibit thermal absorption cross sections reasonably high com-
pared to other processes and reaction products of charged particles unambiguous
enough [219]. Besides uranium there are 3He, 6Li, 10B[a]. Tab. 11 summarizes the
common converters and their primary reaction channels.
Table 11: Overview: neu-
tron converters and their
by-products of the main
decay channels for ther-
mal cross sections. [97]
Element Reaction CS at 25.2 meV
3He 3He+n→ 3H+p + 764 keV 5327 b
6Li 6Li+n→ 3H+α + 4.78MeV 940 b
10B 10B+n→ 7Li+α + 2.79MeV (6.4 %) 3837 b
10B+n→ 7Li+γ + α + 2.31MeV (93.6 %)
155Gd 155Gd+n→ 156Gd+γ + e− + (30 − 180) keV 61000 b
157Gd 157Gd+n→ 158Gd+γ + e− + (30 − 180) keV 254000 b
231Th 231Th+n→ 232Th+γ 1630 b
235U 235U+n→ fission fragments + 160MeV 584 b
These elements appear in different phases and compounds, therefore the characteri-
zation as a converter includes the feasibility for realizations in detection systems at
standard environmental conditions. Helium-3 is strictly gaseous, others like boron-10
appear in elemental solid form, as a solid compound, or as a gaseous compound, and
lithium-6 can be used as a doping agent. A high cross section at thermal energies as
stated in tab. 11 is decisive for a good detection efficiency. In terms of detection preci-
sion the material absorption coefficient characterizes the conversion length and there-
fore the amount of active volume needed. Fig. 56 compares the absorption strength of
[a] Other elements with high cross sections are not feasible as converters like 135Xe with 2·106 b or 149Sm
with 74.5·103 b at thermal energies, but are referred to as ’neutron poison’ [220] due to the fact that their
abundance or production in a nuclear reactor leads to a lower reactivity. Other methods [221], which make
use of the delayed beta decay of for example silver isotopes, are also not discussed here.
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different neutron converters. It displays the energy-dependent cross section, for which
for thermal neutron detection the values below 1 eV are relevant. As those elements
appear in different aggregation states the relative attenuation coefficients can vary by
several orders of magnitude. The commonly used helium-3 for example, although hav-
ing a high absorption cross section requires a large volume or a high pressure, which
makes it less suited for time-of-flight applications. The variety of systems, which can
be realized using such converters, will be discussed later in sec. 8.4.
Figure 56: Neutron ab-
sorption cross sections of
selected elements from
tab. 11 (MT numbers 19,
102, 103, 105, 107) [98].
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This work focuses on 10B. Boron is a metalloid with a comparably high resistance.
Although boron is a very light element, its abundance is low as against other similar
elements [222] as the stable isotopes 10 and 11 are not part of the main fusion cycles[b].
Besides appearing in form of red crystals the second form of boron consists of black
crystals with a metallic appearance. However, it can also occur as a brown powder with
no crystalline structure and a slightly higher density. The compounds boron nitride and
boron carbide are after diamond one of the hardest known materials. Boron-10 is a
by-product from the production of depleted boron, necessary for example for radiation-
hard semiconductors.
Figure 57: Microscopic image of a metal
substrate coated by boron.
Physical properties of boron [224, 225]
Element category metalloid
Phase solid
Group, period, block 13, 2, p
Electron configuration 2s22p1
Atomic weight 10.811
Melting point 2348 K
Density 2.34 g/cm3
Thermal conductivity 31.8 W/mK
Electrical resistivity 18000Ωm
Stable isotopes
10B (19.7±0.7) % 10.0129369(4)
11B (80.1±0.7) % 11.0093054(4)
[b] The so-called „boron neutrinos“ are originating from the beta decay of 8B in the solar pp-cycle [223].
90
8.2 CLASSICAL SYSTEMS
8.2.1 THE COUNTER TUBE
Gaseous proportional counters [226] based on the Geiger[c] tube [227] are in terms
of numbers still the most used neutron detection technology. It consists of two coaxial
electrodes and a gas filled volume. Negative charge carriers drift towards the anode
wire by an electric field which increases by 1/r towards the center up to its maxi-
mum at the surface of the wire. There, the field becomes strong enough to initiate a
Townsend[d] avalanche multiplication in the counting gas. Electrons are collected on
the anode and the ions drift towards the cathode, whereas the change of energy in the
cylindrical capacitor induces a voltage potential change during the ion drift time. This
leads to the detector signal being proportional to the amount of primary ionization,
to the drift time to the wire and to the anode gain, which is designed to be in the
order of 10-100. Typically quench gases are added. These are organic molecules or
chemical compounds like CO2 or isobutane, which contrary to the noble gases can
absorb energy into rotational or oscillation final states, i.e. kinetic modes instead of
electronic excitation. This prevents from secondary discharges to happen, which can be
triggered by photons released from the excited states of de-ionized drift atoms on the
cathode. On the contrary even small impurities with a high electronegativity such as
oxygen can lead to slowly drifting negative ions by free electrons attaching to them and
effectively deteriorating the signal. Electronically the proportional counter is biased
through a preamplifier followed by a shaping amplifier. The signals then are digitized
by a multi-channel or peak analyzer. A more detailed description can be found in [27].
The signal generation, see also Fig. 59, in a coaxial cylinder of outer diameter b, wire
Figure 59: Schematic
cross section of a pro-
portional counter with
relevant geometrical dis-
tances (left) and typical
voltage pulse shape as
a function of drift time
(right).
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diameter a, capacity C, potential difference Vs and electrical field strength [228]
E(x) = Vs
log(b/a)
1
x
(147)
can be, depending on radial position x0 of a charge Q, expressed as
Vion(t) = Q
2C log(b/a)
(︃
log
(︃
x2
0
+
(︁
b2 − x2
0
)︁ t
Tion
)︃
− log (︁x2
0
)︁ )︃
. (148)
Here it is already taken into account that mainly ions contribute to the final signal and
therefore their drift time Tion characterizes the system response. Assuming b ≫ a and
x0 = a leads to
V (t) = Q
2C log(b/a) log
(︃
1 +
b2
a2
t
Tion
)︃
, (149)
[c] Johannes Wilhelm GEIGER, *1882-†1945, German Empire.
[d] John Sealy TOWNSEND, *1868-†1957, United Kingdom of Great Britain.
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which describes the signal characteristics according to the required geometry and to
the possible time resolution.[e]
Helium-3 has the advantage that it acts as a neutron converter as well as a count-
ing gas. Therefore, a monolithic proportional counter can be realized. By absorbing
a neutron the total reaction energy of 764 keV is distributed to both conversion prod-
ucts, a hydrogen (573 keV) and a triton ion (191 keV) emitted back-to-back, see also
section 8.1. Low-Z elements have a small stopping power for charged particles. The
ranges in helium-3 at a density of 0.125 kg/m3 NTP [229] are 55mm for the proton
and 20mm for the triton [159] leading to a pressure dependent total track length of
75 bar·mm. Therefore, partial signal loss by one of the reaction products colliding with
the cathode is probable. This is called wall effect and can be identiﬁed in the spectrum
as edges at the minimum energy possible. In order to reduce the track length a so-called
buffer can be added, a higher-Z noble gas like krypton, which increases the stopping
power but is transparent for neutrons [230]. Typically wall effect contributions of up to
20% are accepted. Figure 60 shows the schematic of a helium-3 proportional counter
and the pulse height reaction product spectrum shape obtained with such a device.
Additionally at the lower end there is a continuum of background events by photons.
It scales by the relative γ abundance and the volume to surface ratio of the device,
as the main contribution are wall interactions [231]. Of relevance for low count rate
applications is the contamination of the tube material by α -emitters [232], which can
be, dependent on the composition, in the order of 10−4 cm−2s−1 [233].
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Figure 60: Schematic of a helium-3 tube (left) and pulse height spectrum (right). The
neutron is converted into a hydrogen and a triton ion, which are emitted back-to-back. The
primary ionization electrons drift towards the central anode with gas ampliﬁcation near
the wire. The pulse height spectrum is comprised of the full ionization peak and a plateau
region of partial energy deposition due to wall effects.
8.2.2 NEUTRON MONITORS
Neutron Monitors are designed to measure the hadronic component of the secondary
cosmic radiation and are an example of the combination of a gas detector and a mod-
erator. Based on the proportional neutron counter, see section 8.2.1, these systems
have been developed since the 1950, whereas until the present day the standard-
ized NM64 [234] is the most widespread unit in use[f]. Architectonically these de-
tectors share the same components, which are depicted exemplarily in Fig. 61 for
three different stages of evolution in engineering: The IGY [236] detector[g] and the
[e] For a parallel plate chamber the homogeneous ﬁeld E(x ) = Vs (b − 1)−1 leads to a more simpliﬁed version
of 149 with only linear terms V (t ) = QC x0−ab−a bTion .
[f] Other designs possible like scintillators [235] are available but in general the term refers to the speciﬁc
realization described here.
[g] abbreviation for: International Geophysical Year
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NM64 [234][h] detector, as well as a company-made solution [237]. The innermost
component is a neutron counter tube, either filled with 3He or BF3 gas, surrounded by
a low-Z moderator like paraffin, polyethylene or graphite. It is enclosed by a high-Z
producer made of lead or bismuth and finally a low-Z reflector. This reflector, which can
be additionally supported by a neutron absorber, prevents thermal neutrons to enter
the device. High energetic particles pass this layer and generate secondary neutrons
via inelastic processes in the producer. As these neutrons typically have kinetic energies
in the MeV-range they have to be slowed down in the moderator before they can be
detected efficiently. These systems are therefore designed the measure the fluctuations
of the cosmic ray flux, see also 3.1. The main contributors to the signal can be described
by simple analytical models, which holds true for the underlying physics as well as the
detector characteristics. In order the address uncertainties in especially time depen-
dencies in the model several Monte Carlo studies have been performed like [238]. A
general state-of-the-art overview is provided by [239].
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Figure 61: Schematic of three different generations of neutron monitors: The 1953
IGY [236] (left), the 1964 NM64 [234] and the 1969 Lockheed [237] Monitor. Func-
tionally they can be separated into a producer (1), a reflector (2), a moderator (3) and a
counter (4). The materials used are paraffin (a), lead (b), gas filled tubes (c), graphite (d),
cadmium (e), polyethylene (f) and bismuth (g).
8.2.3 BONNER SPHERES
Bonner[i] Spheres (BS) are the most widely used type of neutron spectrometers. In-
vented in 1960 [240] the concept derives from neutron monitors by making use of
the energy dependent moderation length of neutrons, see also (33). They consist of
a thermal neutron sensor surrounded by spherical shells of polyethylene of different
diameters. The neutron detector is typically either a 6LiI(Eu) scintillating crystal or a
3He proportional counter and the sphere diameters are staggered in units of 1 inch or
1/2 inch[j]. An overview is presented in Fig. 62. The arrangement covers a range of
thermal energies to GeV. However, due to the statistical nature of the slowing down
process, see sec. 1.4.1, each unit has a broad acceptance spectrum but peaks at a
specific neutron energy according to the sphere diameter. For small diameters the
number of scatterings is small as the probability of being captured, so near-thermal
neutrons tend to be captured, high energetic to escape. For larger spheres the degree
of moderation is high, but also the capture probability. Thermal neutrons then tend
to be absorbed without reaching the counter. Consequently each sphere is assigned a
response function Ri (E), which can be either calculated using neutron transport the-
ory [163], 1-dimensional transport [241] or Monte Carlo codes like GEANT4 [166]
and MCNP [167].
[h] abbreviation for: Neutron Monitor.
[i] Tom Wilkerson BONNER, *1910-†1961, USA.
[j] Yet, the effective diameter of the moderator shell itself is not equal. The scintillator type sensors are much
smaller, in the order of 0.5 cm, than the gaseous detectors with diameters of ∼3 cm. The scaling of the
polyethylene diameters in given steps can rather be regarded as a historical labeling convention.
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Figure 62: Buildup of
a BS Detector [242]
(left) and photograph of
a BS spectrometer [243]
(right). A single unit con-
sists of a detector, here
3He based, and spherical
moderator shell. A series
of such detectors with dif-
ferent sphere diameters,
as shown here disassem-
bled with (5-12) ”, is com-
bined to an array and
additional lead produc-
ers, which can extend the
range to higher energies.
If exposed to a neutron field with spectral fluence Φ(E), then the individual contribution
Mi of sphere i is obtained by
Mi =
∫
Ri (E)Φ(E)dE, (150)
whereas the folding operation is a Fredholm[k] integral. Typically neutron spectra are
represented by discrete transport groups j, which turns (150) approximatively into a
sum and the response function Ri (E) into a response matrix Ri j
Mi =
n∑︂
j=1
Ri jΦj→ M⃗ = RΦ⃗. (151)
In order to obtain a solution for the inverse problem, the determination of the neutron
spectrum form the spectrometer it would be necessary to minimize
χ2 =
(︂
y⃗ − RΦ⃗
)︂⊺
SM⃗
(︂
y⃗ − RΦ⃗
)︂
(152)
with the covariance matrix SM⃗ . As the number of spheresm is much lower than the num-
ber of transport bins, the system is underdetermined. The unfolding [244] therefore
relies on the a priori knowledge of a given neutron field, which can be motivated phys-
ically or empirically. Though neutron transport limits the amount possible solutions
for (152) and procedures dedicated to the unfolding problem have been developed,
the uncertainties on the full spectrum are significant [245], especially in at highest en-
ergies [246]. Especially nearly all depictions of cosmic ray neutron spectra declared as
measurements are mostly a result of a Monte Carlo tuned to the measured spectrometer
response.
Figure 63: Energy re-
sponse function of a Bon-
ner Sphere spectrometer,
equipped with a 3.2 cm
3He counter, calculated
with MCNP. [169]
[k] Ivar FREDHOLM, *1866-†1927, Sweden.
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8.3 THE HELIUM-3 CRISIS
Until the beginning of the 2000s the community strictly relied on helium-3. Detection
technologies barely evolved for their focus on wire based systems. After the so-called
“Helium-3 Crisis” [247] culminated in 2010 efforts are taken in developing alternative
detection systems.
Until the present day it has
Figure 64: 3He inventory in 2014: total stockpile (red) and
releases (blue) [248].
not become feasible to extract
3He from natural resources,
although the abundance in the
atmosphere is about 1 ppm of
the 4He fraction and in some
gas sources by orders of mag-
nitude higher [249]. Virtually
all helium-3 is of industrial
origin, stemming from the de-
cay of tritium, used for ther-
monuclear weapons as what
is called a booster. Driven by
the arms race in the Cold War,
mainly Russia and the USA
produced and stored tritium
extensively, which decays by
a half-life of 12.3 years to helium-3. In the beginning, due to the absence of a desig-
nated purpose, it was simply released into the environment until the potential of this
resource as a neutron detector had been realized. The US government then started
to accumulate it foresightfully reaching a peak amount of 235,000 liters in the late
1990s. Up to the end of the last century it has not even been considered critical that
the drop out of the tritium production due to global disarmament lead consequently
to a net stagnation of the contribution to the helium-3 stockpile. But caused by the
terrorist threat scenario of 9/11 in 2001 [250], the US government started to install
helium based radiation detectors all along their borders and in international ports to
prevent radioactive material being brought into the country [251]. This demand highly
exceeded the production and the US government started to release almost all helium-3
from their stockpile. In the year 2009 then a committee was set up to address the up-
coming shortage leading to a policy of restricting the distribution of helium considering
the leftover volume [252]. Caused by limiting the supply and the circumstance, that
large companies had already requested the maximum available amount [253], the price
of helium-3 raised exorbitantly from about 100 to now 2,000 dollars a liter [254][l].
This pending shortage was not clearly noticed by the majority of scientist over a quite
a long period of time as research centers not least could rely on their own reserves.
The J-PARC research facility itself needs for full operation approximately an amount
of 100,000 liters [255], likewise for the still to be constructed European Spallation
Source a similar demand was prospected [256] for its instrumented area of 130 m2.
But also the annual maintenance requests of the major research centers are more than
1,000 liters in total per year, see tab. 12, which alone is one forth of the actual yearly
volume distributed to the market [257]. This suddenly raised awareness to alternative
technologies to helium-3, not only to finding a replacement but also exploring new
possibilities of detection. Especially concepts emerging from technologies of particle
physics are asked for, as in 2013 [258] and 2015 [259] workshops in collaboration
with CERN’s RD51 have been held on which meanwhile a number of systems have
[l] Yet, the real costs for industrial production would be between 11,000 and 18,000 dollars a liter. [247]
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been presented.
Table 12: Projected
demand of helium-3
for neutron detectors
at neutron scattering
facilities in the period
2009-2015 [260].
Maintenance small detectors large detectors
Facility [liter/year] [liter] [liter]
ORNL (SNS) 100 1,300 17,100
ORNL (HFIR) 100 1,210 1,060
Los Alamos 100 1,994 12,362
NIST 100 560
BNL 50 180
FRM II 100 650 4,500
HZ Berlin 100 520 7,850
ILL 100 1,000 3,000
JCNS 40 15 7,200
LLB 50 600 600
PSI 50 2,000
STFC 100 400 11,300
J-PARC 100 40 16,100
JRR-3 31 71
BNC/KFKI 50 118 500
Sum 1,171 8,658 83,572
8.4 STATE OF THE ART
Neutrons as a new form of radiation were discovered as the methods of detection
were found. The principle of generating neutrons by a beryllium emitter followed
by thermalization in hydrogen containing paraffin and then conversion by lithium
and boron into MeV ions has been realized as soon as 1935 [261]. This technology
was sufficient for the exploration of this radiation including effects like fission. In
the 1950s the interest for fast neutron detectors was the main driver in the field
and one decade later the science focus shifted towards reactor physics. In the late
1960s also the turnover from boron(trifluoride) based detection systems to helium-3
tubes took place, which due to the artificially low costs of the resource, see sec. 8.3,
became the standard technology. Since the 2000s the field of neutron detection had
a strong boost, which led to a large variety of new systems. Fig. 65 shows the annual
number of papers and citations containing the keywords „neutron“ and „detection“
indexed by the Web of Science. From the very constant baseline, which has been
kept from 1970 to 2000 in the decades dominated by helium-3 detectors, a sudden
steady rise in interest marks the point research on alternative systems started. This
process can as well be tracked by the funding efforts for joint neutron activities in
Europe in the period of the Framework Programme FP6 (2002-2006) [262], FP7(2007-
2013) [263] to FP8 (2014-2020)2 [264]. In the first period DETNI3 [265] set the2 Horizon 2020
3 Detectors for Neutron
Instrumentation
focus on the further development of the CASCADE detector and a MSGC-gadolinium
based system [266] with the multichannel readout MSGCROC [267] and furthermore
the n-XYTER [268] readout ASIC was designed. The parallel line of developing high
pressure helium-3 detectors was discontinued[m]. The following NMI3 program [270]
strongly pushed forward alternative approaches like the gas scintillation detector [271]
and concepts of solid state scintillation detectors with either wavelength shifting fiber
[m] There is no publication available on the MILAND project (ILL) except the web presentation [269].
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and silicon or standard photomultiplier readout[n]. Boron based technologies were
developed for single layer converters with a Micromegas readout [274] and wire based
systems with grooved cathodes [275] or modules inclined towards the beam [276].
The latter ones especially were prototypes for different boron or boron carbide coating
techniques like magnetron sputtering, electron beam evaporation and plasma powder
spray deposition. In the actual SINE2020 [277] program the efforts broadened to
a large extent. Besides the continuation of the NMI3 projects, already abandoned
technologies in new garments are proposed like zinc sulfide scintillators and helium-3
microstrip chambers, and technology transfer from particle physics is encouraged like
adapting a Resistive Plate Chamber [278].
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Figure 65: Annual number of papers (blue) and citations on papers (light blue) containing „neutron“ „detection“
(left) or „detector“ (right) in their title [279].
The basic characteristics of a neutron detector are:
1. spatial resolution,
2. time resolution,
3. detection efficiency,
4. gamma suppression or neutron gamma separation efficiency,
5. radiation hardness,
6. active area,
7. rate capability.
There is a manifold of systems currently under development. A summary about techno-
logical aspects regarding different applications before the 2000s can be found in [280].
The actual technologies pursued are those which are necessary for the operation of
the European Spallation Source [202]. In order to sketch an overview, in the following
solutions are grouped according to converter and detection medium.
[n] no publication available from JCNS or ISIS, informal report under [272]. The system is similar to the one
presented in [273].
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8.4.1 CHARGED PARTICLE DETECTION
8.4.1.1 BORON TRIFLUORIDE
Before the widespread availability of helium-3 the majority of detectors used BF3 as a
converter and a counting gas like in [281]. Form factors and technological requirements
for both fillings are identical, therefore systems are operated equally by fallback to
boron trifluoride. However, its hazardous handling due to toxicity and acidity restrict
the range of applications.
8.4.1.2 BORON LINED
Using boron-10 or boron-10 carbide coatings requires a hybrid system with a separate
gas amplification stage. In the most simple case keeping the tube form factor inside
surfaces are coated like in the case of the tubelet [282] detector. By introducing a star-
shaped cathode the effective amount of boron can be increased like in the case of the
straw module [283]. Planar detectors can also be operated with surface-enlarging cath-
odes [275]. Other methods which increase the detection efficiency per unit area are
the inclination of panels towards the beam direction [276] and the stacking of several
similar units in a row [284]. In order to increase the spatial resolution for small active
areas readouts based on highly granular devices like the Micromegas [285] chip have
been tested [274]. By introducing time based track reconstruction [286] the origin of
the conversion product can be located by means of a time projection chamber [287].
Another possibility to achieve a high time resolution is the resistive plate chamber [288],
which can be realized by coating boron layers on thin gap separated insulators which
are short circuited by the conversion ions [278].
8.4.1.3 SEMICONDUCTOR ELECTRONICS
Homogeneous and hybrid detectors can be realized based on semiconductor technolo-
gies which have been also employed in high energy physics experiments. Though large
efforts have been done to develop radiation hard sensors typical electronics cannot
withstand direct neutron beam exposure, limiting the application to a low flux or low
energy environment. Systems based on diode junctions have been developed [289],
which use a boron-10 doped depletion zone. In order to achieve a good charge carrier
transport efficiency pillar structures, so called 3D detectors, are favored [290], which
can be single or double sided [291]. Combinations of several layers of such sensors
and different moderator thicknesses allow the design of a spectrometer [292].
The latest development in CMOS based particle detection are Monolithic Active Pixel
Sensors (MAPS) [293], which integrate the charge collection and digital electronics
in each pixel. Such sensors, fully depleted [294], can be back-thinned and backside
coated to be used as a thermal or fast neutron detector [295]. Hybrid systems have
been realized based on the highly granular MediPix [296] and TimePix [161] chip fam-
ily, which itself is already a hybrid sensor with separated readout and semiconductor
converter, that additionally can be coated by lithium or boron. Such detectors have
been presented on the basis of the MediPix [297], the MediPix2 [298] and the TimePix
for ultra cold neutrons with track reconstruction [299].
8.4.1.4 VARIOUS TECHNOLOGIES
Due to its high capture cross section numerous attempts for gadolinium-157 based
detectors have been carried out, which in general have to cope with gamma-ray rejec-
tion as the neutron conversion signature of low energy electrons is much weaker than
ions [300]. One specific realization to overcome this problem is the use of an additional
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caesium iodide converter foil [266] and a microstructured readout (MSGC) [301]. An-
other attempt aims at thorough event reconstruction with spatial and time resolved
detectors [302], which requires that conversion electrons from the gadolinium layer
are discriminated against other backgrounds due to their energy deposition and ioniza-
tion track topology.
As well uranium-235 exhibits a high cross section and can at least in an reactor environ-
ment be used in form of a coating on the inside of a gaseous proportional counter [303].
Further approaches of replacing the gas in a standard counting tube are for example
using a 10B nanoparticle aerosol [304].
Monolithic systems have been presented using boron nitride polycrystalline grains,
which are embedded in a binder [305] or lithium-borosilicate aerogel [306]. Differ-
ent technologies made use of boron loaded liquid organic scintillator detector, which
uses photoelectron conversion and afterwards GEM amplification stages [307]. Boron
doped glass allows for an efficient detector [308] using the multi-channel-plate (MCP)
technology with a TimePix readout [309].
8.4.2 PHOTON DETECTION
8.4.2.1 SCINTILLATION PLATES
Scintillating materials with non-gaseous detectors are especially used in high resolution
applications like neutron imaging [310], that typically combine a scintillating plate
which is enriched by Gd or Li, read out by a CCD or CMOS camera. The scintillating
plate can either be a homogeneous or a thin film scintillator on a wafer. The light is
then optically transported by lenses to the remote camera. For such systems resolutions
up to 7.6µm have been achieved [311]. Up to now in the current systems there is no
dedicated neutron optics applied, but the introduction of Wolter[o] mirrors [312] is
planned.
8.4.2.2 GASEOUS SCINTILLATION
A standard helium-3 tube can be equipped with a photomultiplier as by using an
optimized mixture of 3He and CF4 a sufficient amount of scintillation light is pro-
duced [271]. Another gas scintillation detector has been realized by coating a carbon
foam web by boron, which by its open area can transport photons to a side-on readout
device. This technique meanwhile was also realized using GEMs as charge amplifiers
while recording the scintillation light from the holes by a CCD [313].
8.4.2.3 SOLID STATE SCINTILLATION
One of the most widespread technique is the use of lithium loaded fibres. Such a de-
tector requires a neutron converter, a scintillator, a lightguide, optionally a wavelength
shifter, and a photosensitive element. As scintillating material most often zinc sulfide
is chosen. A simple detector with ZnS(Ag) and LiF is presented in [314]. An effective
detector, which uses a sandwich-structure and a wavelength shifting fibre readout, can
be realized as a 2D position sensitive device [273]. Recently by advances in coating
techniques it has also been managed to build a ZnS(Ag) detector with boron [315].
[o] Hans WOLTER, *1911-†1978, German Empire.
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T H E C A S C A D E D E T E C T O R
The CASCADE thermal neutron detector is based on thin films of 99 % enriched 10B.
The conversion products create a signal by ionization in the active detection volume
filled with the standard counting gas Argon:CO2 of mixtures from (70:30) to (88:12).
To overcome the limited efficiency of a single film of (5-7) % at 1.8 Å a stack of several
converter layers is required. The detector, see Fig. 67, is comprised of GEMs [316],
which act as a substrate for the converter as well as they are charge transparent. It
is further possible to detect the positive signal on the GEM surface in addition to the
negative electron signal on the microstructured readout. This allows to identify the
origin of the neutron conversion as the charge can be tracked while traversing through
the stack. Grids are inserted in-between each stage in order to decouple the GEMs
electrically and to limit the generated charge. The CASCADE detector in this work is
based on 6 layers divided into two half-spaces.
Figure 66: Overview:
the Cascade Detector
without housing and all
subsystems completely
assembled. The detector
consists of the active
detection volume with
its two half spaces
and the double sided
readout, the high voltage
distributor board and
the readout electronics,
which are a combination
of the multi-channel
preamplifier ASICs CIPix
and an FPGA board
for the data pipeline
including an event
identification algorithm.
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9.1 VERSION HISTORY
The CASCADE project was launched in 1999 with the goal to build the first efficient
multi-layer detector, which would later be suitable for the needs of Spin Echo spectrom-
etry. The necessary specifications for spatial and time resolution could only be met by
using a solid state converter in combination with highly integrated readout electron-
ics. The foundation of the CASCADE family was laid when it had been achieved in a
first prototype [317] to coat GEMs [316] by thin layers of enriched boron-10 [318].
Different coating techniques have been tested and on the basis of the microstrip anode
(MSGC) [319] according to examples already existing at the ILL [320] and a readout
infrastructure has been realized. Analytical calculations have been developed which
enable to determine the maximum efficiency and ion kinematics for various boron layer
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configurations and beam properties. Slightly adapted, this framework was also used for
describing later detectors like the Jalousie [321, 322] and MIEZE systems [323][a]. The
first multilayer prototype [327] used a onedimensional 10 cm × 10 cm stripe readout
and was based on the concept of achieving an effective gain of 1 between each layer
of the stage but the last before the readout. This functionally separated the system
into so-called transfer-GEMs and gain-GEMs. The CIPix was adapted in 2001 [328] to
equip the system with highly integrated readout electronics. It was successfully tested
in measuring energy spectra [329] at the PSI cold neutron source [330], for which
later a dedicated VCN[b] version was developed [331]. Until 2005 the system had
undergone a complete redesign [332]. The twodimensional readout in an extension
of 20 cm × 20 cm was developed featuring 128 stripes on each side. The total of 256
channels were read out by 4 CIPix units, joined on a Virtex II FPGA board operated
in a 10 MHz trigger&tape mode. It was furthermore possible to implement a DDR
memory controller to address besides the 16 MB of SRAM another 1 GB of dynamic
memory [333]. This system could be tested [334] in a setup at the RESEDA spectrome-
ter [82] in order to determine a limit for the neutron - mirror neutron oscillation [335]
time. The detector turned out to be not stable in operation for technical reasons and
conception of the event reconstruction algorithm [336] and following in a ongoing
series of iterations these problems were addressed individually. As the CASCADE de-
tector was included in the DETNI FP6 framework programme [265] the development
of the nXYter ASIC [268] offered the possibility to switch to a more sensitive ampli-
fier. First tests of the chip were conducted, in particlular to additionally adapt the
detector to the requirements of a MIEZE instrument [337], but as it took a total of six
years to develop the chip [338] and only the resources of a larger FPGA allowed to
fully implement the S3 algorithm [339], this improvement could not be realized. The
nXYter development continued for other projects [340] and the chip could be finally
implemented in a entirely redesigned prototype [341], which also allowed to acquire
the spatial information from a segmented GEM rather than from a dedicated readout
board. The first Spin Echo measurements on a single foil at RESEDA were recorded in
2009 [342]. The signal crosstalk in-between the layers had to be reduced by at least
one order of magnitude to allow to reconstruct the full unambiguous event information,
which could be achieved by adding metal meshes to each GEM and abandoning the
transfer-and-gain concept [343].
9.2 THE ACTIVE DETECTION UNIT
The GEMs are numbered from 1 to 6 in direction of the beam axis. The typical spacings
are 2.2 mm with 1 mm for each of both metal frames of the GEM and 0.2 mm for GEM,
glue and PTFE[c] spacer. The geometry of the detector with the actual spacings between
the layers are listed in tab. 25 in appendix B.1.2. However, one can approximate the
distances between the (boron) layers in Fig. 67 to (2.2-4.8) mm.
Functionally there is a distinction between the twodimensional imaging mode and the
time-of-flight (TOF) mode with additional time information. In the latter one besides
the spatial event reconstruction from the readout board a correct z-layer identification
is required. Due to the high readout capacity of the whole GEM surface, the sensitiv-
ity of the z-channel is lower, therefore tracks with a small energy deposition have a
significantly weaker signal strength.
[a] In parallel similar analytic or semi-analytic approaches have been reinvented in [324], in a simple version,
and more developed in [325] and then later in [326].
[b] VCN stands for very cold neutron, see also tab. 2, and requires only one layer.
[c] Polytetrafluoroethylene, also known by the trademark Teflon.
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Figure 67: Schematic of the CASCADE detector of one half space: Thermal neutrons are
converted in boron layers (orange), which are either coated on the aluminum casing (top)
or on GEMs (below). The conversion products, lithium or helium, which leave the boron,
deposit a fraction of the total kinetic energy of up to 2.7MeV ionizing the counting gas.
The semi-transparent GEMs compensate for the charge loss by gas ampliﬁcation in strong
electric ﬁelds in the holes. The electrons are projected towards a double sided readout with
crossed stripes and additionally the signal induced on the GEMs is measured. [K2016b]
The active detection volume is shielded to the back by a strong neutron absorber
(6LiF-/10B based mats). It suppresses the radiation intensity for the readout electronics,
which is mounted directly behind, by at least 106.
9.2.1 BORON CONVERTER
Neutrons are converted into ion fragments by boron-10
Figure 68: Microscope image
with focus stacking: hole of a
boron-coated GEM.
via a nuclear caption reaction with the two branches:
10B + n →
7Li(0.84MeV) + α(1.472MeV) +γ (0.48MeV)
7Li(1.013MeV) + α(1.776MeV).
Both of the fragments are emitted back-to-back and one
of both enters the gas volume. For more information see
sec. 8.1, sec. 6.5.2 and later the analysis of sec. 11.1.
Whereas layer 1 and 6 are boron coated drift cathodes
followed by a GEM, the in-between stages are single
sided boron coated GEMs. The individual thickness of the layers according to the
speciﬁcations by the manufacturing from top to bottom are: 1.5μm, 0.8μm, 0.99μm,
0.95μm, 0.8μm and 2.0μm. After the ﬁrst measurement campaigns the original back-
side drift cathode has been replaced by one with a 1μm coating.
In the CASCADE detector the emission spectra, see Fig. 94, will be tallied approximately
at 500 keV of energy deposited in the gas. The maximum track length of the conversion
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products of about 10 mm in Argon:CO2 is much higher than available from the spacing
between the layers of (2-4) mm.
9.2.2 GAS AMPLIFICATION STAGE
The potentials of the layers within the active detection volume are defined by a voltage
divider of in total 31 MΩ, see also Fig. 69. Therefore, all electric fields are linked to a
fixed ratio by the choice of the individual resistor values, which are provided in tab. 13.
The main tuning parameter for the operation of the detector is the gas amplification,
which is defined by the voltage difference between top and bottom side of the GEM
and the gas mixture. As the ratio between the transfer fields above and below the GEM
are scaled by the same ratio as ∆VGEM, the charge collection and charge extraction
efficiency are approximately constant. Grids are inserted in-between two GEMs in
order to reduce the effective gas gain and to capacitively decouple the system.
Figure 69: Simplified schematic of the voltage divider of one half space of the CASCADE
detector. Resistors of in total 31 MΩ have the values 1 MΩ for the HV protection, 2 MΩ for
the drift cathode, 3 MΩ for the transfer fields to the grids and 4 MΩ for the GEM potentials.
The readout board is effectively at ground potential, the individual stripes have a virtual
ground through the charge amplifiers. The spark protection resistors for the GEMs are not
shown.
Table 13: Voltage divider
configuration and effec-
tive field strength values
for a low and a high
amplification example in
the active detection vol-
ume. The actual spac-
ings of the detector are
listed in tab. 25 in ap-
pendix B.1.2.
HV protection Drift Field Transfer Field GEM
Resistors [MΩ] 1 2 3+3 4
Distance [mm] - 2.25 2.25 0.05
total voltage divider potential difference: 2600 V
Potential difference ∆V [V] - 168 252 336
E-Field [kV/cm] - 0.75 1.12 67.1
total voltage divider potential difference: 2950 V
∆V [V] - 190 286 381
E-Field [kV/cm] - 0.85 1.27 76.1
9.2.3 HIGH VOLTAGE DISTRIBUTOR BOARD
The high voltage distributor board interfaces the active detection volume and the
readout electronics, i.e. the CIPix ASICs and the FPGA board. The individual layer
potentials within the GEM stack are defined by a voltage divider, which consists of a
series of resistors as shown in schematic 69 in sec. 9.2.2 and corresponding decoupling
capacitors. Fig. 70 shows one unit cell from the copper and decal layer of the PCB,
which serves for defining potentials for a GEM and a grid. Each GEM is connected
to its top and bottom side to one voltage divider pick-off by an additional resistor
of 1 MΩ, which reduces the current in case of sparks. The bottom side of the GEMs
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is connected by a coupling capacitor to the T-CIPix channels via a multiplexer[d]. All
potentials are connected to ground by a decoupling capacitor. Footprints are rounded
and all traces feature teardrops avoiding edges in the high voltage distribution line.
The decoupling will be discussed in sec. 10.2. Additionally, the high voltage board acts
as a feed-through for the signals from the strips to the X/Y readout ASICs. This can be
seen in the full-scale view of Fig. 162 in appendix B.1.5.
GND
to
 C
IP
ix
 
T-GEM signal
decoupling
GEM and grid
decoupling voltage divider spark protection connectors
GEM top
GEM bottom
grid
GND
grid decoupling
Figure 70: Unit cell of the redesigned high voltage board. The voltage divider (slanted resistors) with spark protection
allows for up to five layers of GEMs and grids in two half-spaces. Each grid is decoupled by a ground capacitor and
each GEM is read read out via a capacitor which is connected to the T-GEM CIPix ASIC. Top and bottom side of the
board use different colors for the traces.
9.2.4 CROSSED STRIPES READOUT STRUCTURE
The crossed-stripes readout printed circuit board is com-
Figure 71: Unit cell of the
cross stripes readout board
with a spatial extension of
1.56 mm [332].
prised of 128 × 128 channels for the x- and y-directions
at a total area of 200 mm × 200 mm. Each direction
is read out independently read out and by correlating
both signals in by software or firmware the detector
features 27 × 27 = 16,384 pixels with each an area of
1.56 mm × 1.56 mm. Fig. 71 shows a sketch of an ele-
mentary unit cell with each pixel being furthermore sub-
divided into one x-row and one y-column segment by a
comb-like structure in order to achieve an equal charge
deposition coverage. A macro-cell consists of 2×2 ele-
mentary cells, which are rotated against each other. The
strip-to-strip capacity is approximately 30 pf, however,
as the readout is arranged in units of the mentioned macro-cells the capacity of even
and odd stripes is not identical, which leads to a slightly different charge sensitivities.
9.3 READOUT AND DATA UNIT
The readout electronics of the CASCADE detector consist of two main components.
Signals from the active detection volume, i.e. the crossed-stripes readout board and
the GEMs, are fed into charge-sensitive multi-channel preamplifier ASICs. They are
operated at a constant frequency of 40 MHz, which is scaled down by a factor of 4,
leading to a time resolution of 100 ns. In total 5 CIPix boards are present in the system,
whereas 4 are reserved for the (x,y) readout and one for the z coordinate. The latter
one are signals from the GEMs of inverse polarity. The digital signals are handled by
a Virtex II FPGA board, which can either produce a zero-suppressed raw data output
or it can analyze the data patterns by firmware algorithms in the triggered event
mode. This generates and stores ready-to-use histograms, for example for time-of-flight
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Figure 72: Block diagram
of the main components
of the CASCADE detector
from the analog frontend
to the data acquisition
computer (PC). Signals
as measured by the multi-
channel CIPix ASICs (x/y
stripes (4×) and layer-
ID (1×) and transmit-
ted to the FPGA with its
event reconstruction al-
gorithm.
measurements, or in the Spin Echo mode in combination with a phase locked loop unit
(PLL) it allows to measure the polarization of the Spin Echo group.
9.3.1 CIPIX ASIC
The CIPix chip is 64-channel ASIC manufactured in the AMS[e] 0.8µm process and
designed for operation at 40 MHz. It is comprised of a low noise charge sensitive
preamplifier followed by a shaper and a common threshold discriminator. The signals
of each channel are digitized by an AC-coupled comparator of both polarities. Fig. 73
shows the die in a close-up.
9.3.1.1 VERSION HISTORY
In 1991 within the RD20 collaboration at CERN a pro-
Figure 73: Bump bonded
CIPix with a die size of
4.04 mm × 6.615 mm [332].
posal [344] for high resolution silicon strip detectors
at the Large Hadron Collider [345], in particular for
tracking near the interaction region, has been formu-
lated. This led until 1993 to the development of the
FElix chip [346, 347], which consists of a preamplifier,
shaping amplifier and of an analog delay and buffer
to be operated at 67.7 MHz. Based on this architec-
ture for the HERA-B [348] experiment at HERA [349]
a new version of the chip had been developed for the
silicon vertex and inner tracker microstrip detectors.
After test submissions in 1995 of 32 and 128 channel
versions HELIX32 and HELIX128 [350] for a trigger
rate of 40 MHz, the HELIX2 chip [351] was released in 1996 and successfully in oper-
ation. An overview about the family and the submission line is given in [352]. In the
following, enhanced versions [353] have been applied as radiation hard readout chips
in the vertex detector upgrade of the HERMES [354] experiment (HELIX2.2) and the
ZEUS [355] Microvertex Detector (HELIX3). Its successor, the Beetle chip [356], is still
in operation in the readout section of the LHCb Vertex Detector [357]. The CIPix was
developed [358, 359] and adapted [360, 361] at the ASIC laboratory in Heidelberg
as a 64-channels-stripped-down-version of the HELIX series to equip the front end
electronics of the MWPC-based central inner projection chamber (CIP) [362] of the
H1 [363] experiment at HERA.
[d] For the X and Y stripes all 64 channels of a CIPix are used. For the layer identification, however, only 6
channels are necessary. Therefore, the multiplexer allows to choose between 4 different channels, especially
as the amplifiers connected to the GEM-channels are prone to be damaged by high currents.
[e] austriamicrosystems AG
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9.3.1.2 SPECIFICATIONS
The frontend ASIC features 64 channels with each
• a low now noise charge sensitive preamplifier for both signal polarities. The
circuit is designed as a folded cascode amplifier [364], see also the schematic in
Fig. 74. It can be operated at a gain of 50 mV per 105 electrons and a noise level
of 380 e− + 38 e−/pF,
• a CR-RC shaper with a semi-gaussian pulse shape at a peaking time of approxi-
mately 60 ns,
• a comparator with a sampling frequency of 10 MHz and both polarities.
Figure 74: Block Diagram of the CIPix ASIC with focus on one channel. [358]
The CIPix 1.1 ASIC is bump bonded to the AS20B-1.1 PCB [365]. It features the slow
control of the CIPix registers via I2C (Inter-Integrated Circuit) [366], 64 data channels
and one analog output channel. All input channels are protected by a high speed
switching diode and a 300Ω series resistor (earlier versions 100Ω).
Although the chip is operated at s 10 MHz system clock each channel and therefore
each strip of the readout board, can accept statistical data up to a rate of approximately
330 kHz at a dead time of 10 %.
9.3.2 THE FPGA BOARD
All data channels are fed into the FPGA board CDR 1.0. It hosts a Virtex II XC2V3000-
BF957 FPGA [367] with 3,000,000 system gates, 14,336 slices, 12 DCMs, 1,728 Kb
internal RAM and 720 User-I/Os [332]. The communication via an 80 MB/s optical
interface (SIS1100 [368]) allows to operate the detector galvanically[f] isolated to the
data acquisition computer. It furthermore connects to the IF-15 ADC card developed
by the electronics workshop in Heidelberg, which allows a 4-channel parallel signal
analysis for diagnostic purposes. In typical neutron applications particles are detected
stochastically. Self-triggered ASICs like the nXYter [369] would allow for an inherent
zero-suppression, however, the CIPix is derived from an ASIC developed for purposes
[f] Luigi Aloisio GALVANI, *1737-†1798, Papal States.
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of high-energy physics with the frontend typically operated at the same frequency as
the instrument event rate, e.g. the bunch crossing rate. Therefore, the ASIC delivers
64 bit of information every 100 ns, which have to be analyzed and zero-suppressed on
the FPGA board by a later described algorithm. One important feature, however, is the
possibility to use a phase-locked loop (PLL) circuit, which realizes a system trigger
linked to the Spin Echo frequency. This allows to directly add up all events in-phase.
The PLL generates a 17× higher frequency than its input frequency, which oversamples
the sinusoidal signal by a factor of 16. The 17th time bin is later added to the first
bin. This technique guarantees a jitter-free recording, which is important as the polar-
ization, being the final Spin Echo observable, requires, that the interference pattern is
commonly recorded in phase. A detailed description of the functional components is
provided in [332] and [323].
9.3.3 FIRMWARE
The event processing follows a pipeline structure, which is shown in Fig. 75. After
preprocessing of the incoming data from the ASICs the channels are mapped onto
the geometry of the detector. For each 100 ns cycle a time stamp is added, which can
either be a system clock counter or an external reference bin counter, which facilitates
the histogramming in Spin Echo measurements. This data is stored in a FIFO (First
In - First Out) queue. However, the firmware does not support asynchronous readout
of the raw data memory. It takes around 75 ms to transfer the 4096 elements, which
would correspond to a zero-suppressed[g] event rate of 5 kHz at a duty cycle of 50 %.
Therefore, there is an onboard real-time histogramming and reconstruction algorithm.
This „event builder“ analyzes the incoming data according to the correlation patterns,
which will be described later. This unit has been especially redesigned in the course of
this work in order to allow a correct GEM identification. More information can also be
found in [370].
Figure 75: Block Diagram of the pipline structure for the functional units of the CASCADE FPGA firmware. [323]
[g] Zero suppressing in case of the CASCADE firmware means that time slices with no channel information are
omitted.
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9.3.4 RAW DATA
Most of the analysis in this work has been carried out on the CASCADE raw data. The
detector itself features 256 channels for the x and y coordinates and 6 channels for the
layer identification, the so-called T-GEM. Each channel information is binary (hit/ no
hit). Including the 12 bit counter in total 39 Byte are stored in units of 100 ns time
stamps. Tab. 14 shows the data flow as it is provided by the firmware.
0x0000 0x000003db 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x20
0x0000 0x000003dc 0x00000000 0x00000000 0x38000000 0x00000000 0x00000000 0x000001e0 0x00000000 0x00000000 0x30
0x0000 0x000003dd 0x00000000 0x00000000 0x18000000 0x00000000 0x00000000 0x000001e0 0x00000000 0x00000000 0x30
0x0000 0x000003de 0x00000000 0x00000000 0x10000000 0x00000000 0x00000000 0x00000020 0x00000000 0x00000000 0x36
0x0000 0x000003df 0x00000000 0x00000000 0x00f80000 0x00000000 0x00000000 0x0000000e 0x00000000 0x00000000 0x37
0x0000 0x000003e0 0x00000000 0x00000000 0x00f80000 0x00000000 0x00000000 0x00000004 0x00000000 0x00000000 0x17
0x0000 0x000003e1 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000004 0x00000000 0x00000000 0x17
0x0000 0x000003e2 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x17
0x0000 0x000003e3 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x13
0x0000 0x000003e4 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x01
0x0000 0x000003e5 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x01
0x0000 0x000003e6 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x01
0x0000 0x000003e7 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x01
0x0000 0x000003e8 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x01
Table 14: Example for the hexadecimal raw data output with the first two column repre-
senting the clock cycle counter, the following eight columns the 128 x- and 128 y-stripes
and the last the T-GEM. Early firmware from 2012 and GEM stack at 2675 V.
The relevant information without the time counter are extracted in the following cutout,
which shows on the left side the actual data and on the right side the translation
into binary patterns in ascending order, whereas the arrows for the GEM information
indicate the direction of the charge projection from both half spaces.
X stripes Y stripes T-GEM
0x00000000 0x00000000 0x20
0x38000000 0x000001e0 0x30
0x18000000 0x000001e0 0x30
0x0000000 0x00000020 0x36
0xf8000000 0x000000e0 0x27
0xf8000000 0x00000040 0x17
0x00000000 0x00000040 0x17
0x00000000 0x00000000 0x17
0x00000000 0x00000000 0x13
0x00000000 0x00000000 0x01
X stripes Y stripes top→ ←bottom
In the example one identifies two hits following each other. With four hit stripes those
are larger than average. One originates from the second GEM in the top half space
and the following one starts from the drift cathode in the bottom half space. In this
example one cam identify some features of the data topology of the conversion tracks:
• GEM channels can provide event information 100 ns before the x/y readout,
• the time over threshold for the crossed stripes is limited to a few clock cycles,
whereas the GEM signals are much longer present,
• charge signals are much longer detectable on GEMs close to the readout.
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10
T H E C A S C A D E D E T E C T O R R E W O R K E D
10.1 THE LAYER IDENTIFICATION CHALLENGE
At the beginning of this work first tests had been carried out with the CASCADE de-
tector, but the system had not yet been characterized. As far as the earlier developed
crossed-stripes readout showed an expected response, the GEM layer identification was
working largely erroneous. The measured intensities did not correspond to what could
be anticipated by the boron coating thicknesses. Yet, it was not a simple threshold ef-
fect, as the layer assignment seemed to be not conclusive. This could be seen in [342],
where in a Spin Echo measurement each layer delivered signals, which seemed to
not correspond to the same Spin Echo curve[a]. The reasons are misidentification and
misassignment in an otherwise already challenging system. Without a clean layer sepa-
ration for the conversion events a Spin Echo measurement is not possible. The decisive
problem is, that a false negative assignment in the detector can easily lead to a type I
error. Then, the signal of a sine function in one layer is added ontop of another sine
function corresponding to a different phase space. This leads to a phase shift and a
decrease of the amplitude in the reconstructed interference pattern, which depends
on the Spin Echo frequency and neutron wavelength. As in measurements of sample
dynamics for example, i.e. quasi-elastic scattering, the loss of polarization is measured
as a function of Spin Echo frequency, the results would be highly inaccurate.
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Figure 76: Spin Echo analysis for the crosstalk between layers. The signals from each GEM (top row for one half space
of the detector) are fitted by sine functions which correspond to different space-time coordinates of the same Spin
Echo group. For phases fixed by the geometry of the detector, a congruent description, especially for the polarization
(lower left panel) is possible by allowing contributions of other layers (lower right panel). Measurements taken
already with the improved capacitive decoupling described in sec. 10.2.
[a] As it will be seen later in sec. 11.2.1 the interference pattern can be probed by the detector in a highly
coherent way.
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The problem of wrong layer assignment could be identified after rigorously fitting a
Spin Echo group function to the data with the fixed known layer distances. The signals
from each layer have to correspond to the same waveform in phase, frequency and
polarization. The procedure and the result is shown in Fig. 76. It turned out, that a
comprehensive description was possible, if small additional contributions from sine
functions with phase and polarization corresponding to the other layers, were allowed.
Several reasons for this misidentification were found. The event filter algorithm was
not adapted to the actual data structure as displayed in sec. 9.3.4, its design was based
on generic assumptions on possible hit patterns, which especially did not take into
account the long signal lengths on the GEM channels. Due to an insufficient electrical
decoupling signals from one GEM could also be measured on the adjacent layers. As
far as usually the topmost GEM is taken as the origin, this created false assignments
upwards in the stack, i.e. towards the drift cathode. In order to correctly identify
the conversion layer, the gas gain of the GEM has to be sufficiently high to create a
signal above threshold on the respective channel, however, the effective gas gain within
the stack is not identical and an amplification larger than 1 leads to a charge cloud
being sensed at a later stage than its origin. The conversion ion spectrum in the gas
continuously extends towards zero and shows especially for thick layers a pileup at low
energies, see sec. 11.1. With the thick boron layers on the drift cathodes this effect is
likely to create a misidentification on the lower lying GEMs. Tab. 15 summarizes the
diagnosis and provides an outlook on the solutions.
Table 15: Key aspects
of the detector optimiza-
tion with the identified
problems and the pro-
posed solution. The out-
come is evaluated as
solved (checkmark) and
partially solved (circle).
Classification Problem Solution Goal
physics neutron scattering background by scattering off the de-
tector material modeled by simula-
tion
electronics weak signal increase gas gain .
crosstalk improve decoupling
adapt data reconstruction algorithm .
firmware ad-hoc event identifi-
cation
implemented a pipeline algorithm
based on raw data topology
10.2 ELECTRICAL DESIGN: SPICE SIMULATION
The significant crosstalk between the GEM channels was reduced by optimizing the
capacitor network on the high voltage distributor board. The necessary decoupling
quality is a function of the actual components on the board and the additional capacities
of the GEMs within the stack. The latter were measured in a table top setup[b]. The
results were:
• GEM top to bottom copper layer: Ctb = (23±0.5) nF,
• GEM stainless steel framing to grid framing with PTFE spacer Cf = (233±30) pF,
• GEM copper layer to grid area without stainless steel frame Ca = (100±10) pF.
Based on earlier works using the toolkit MultiSim [371] of [322] and U. Schmidt an
electronic signal simulation was set up. As a charge sensitive amplifier a SPICE [372]
[b] The parasitic capacities, which are stray fields from one potential to every other potential, can only be
approximated. Within the GEM stack the possible setup, which can be measured, leads inevitably to an
underdefined equation system. Taking a piecewise standalone definition can only take into account the
adjacent surfaces.
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model of the VV50[c] was used, which in parallel was available to validate the re-
sults. The simulation allows to carry out a multivariate optimization of the network to
minimize the crosstalk.
Figure 77: Cutout of
one cell of the Multisim
SPICE simulation of the
cross talk between GEMs.
Resistors and capacitors
in the lower part corre-
spond to components of
the high voltage board,
see sec. 9.2.3, and capac-
ities in the GEM stack
were measured. The or-
ange star * shows the de-
coupling capacity of the
grid, which is one of the
parameters of the analy-
sis.
The simulation model covered one half space and targeted the signal quality of the
GEMs which are not directly attached to the readout. Fig. 77 shows a cutout of the
relevant network around one grid with both adjacent GEMs. With this model different
configurations of capacitors and resistors were tested by injecting a charge of 1 fC onto
the potential corresponding to the top face of a GEM and then measuring the signal
amplitudes at different positions within the network. It turned out, that a capacitor to
ground connected to the grid is the most effective method to decrease the crosstalk. In
Fig. 77 this component is marked by an orange *.
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Figure 78: Pulse height for signal (left) and crosstalk (right) from the SPICE simulation. A simulated charge is
injected into the resistor and capacitor network of Fig. 77 at one GEM and measured in parallel at another GEM. The
series investigates the pulse heights measured by a VV50 (not baseline corrected) as a function of the decoupling
capacity of the grid in between.
The response at the injection and extraction points[d], shown in Fig. 77 by arrows,
is displayed in Fig. 78. The crosstalk is effectively reduced by increasing the grid
[c] The VV models are a series of low-noise amplifiers developed by the electronics workshop Heidelberg and
were applied and described in an earlier works, e.g. [342].
[d] The significantly larger capacity of the GEM Ctb makes it nearly transparent for the charge signals.
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decoupling capacity, which is also shown in Fig 79. However, also the signal amplitude
is damped by (5-6) %, which is acceptable. Finally, Cgrid = 10 nF was chosen due
to availability reasons of this type of component, i.e. high voltage capacitors. The
analysis shows, that by appropriate choice of capacitors in the network, the crosstalk
can effectively be reduced to a few percent. However, the absolute values as shown in
Fig. 78 have a systematic uncertainty originating from the uncertainties on the parasitic
capacities.
Figure 79: Evaluated
pulse height, e.g. am-
plitude, for the charge
responses presented in
the SPICE simulation
of Fig. 77 and Fig. 78.
The crosstalk (red) is
effectively reduced,
whereas the signal (blue)
pulse height is only
marginally influenced by
increasing decoupling
capacities.
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10.3 DATA ANALYSIS METHODS
10.3.1 EVENT RECONSTRUCTION
The previous firmware algorithm had the drawback that it was closing the event after
the correlated X/Y channels stopped. Then, the topmost firing GEM was assigned to
the event. However, as the T-GEM signals are much longer than those from the crossed
stripes, event information inevitably collided with following neutron IDs. Taking the
example from sec. 9.3.3, the cut would be set like indicated by the horizontal line in
tab. 16 and the event would be assigned to the GEM in the top half space:
Table 16: RAW data ex-
ample with event separa-
tion according to the old
firmware which would
cut the event at the hor-
izontal line.
X stripes Y stripes top→ ←bottom
Furthermore, it suppressed events which would cover too many stripes like the 5 X
channels from the example would be too large. Although this topology is rare, it is not
unusual. It also did not anticipate events being recognized on either X or Y one time
slice earlier. For an even number of hit readout channels the center of gravity was set
to the strip with the lower channel number.
For RAW data-based event reconstruction a C++ algorithm with a CEvent class was
developed, which stores the full topology and has the following characteristics:
• X and Y coordinates can be evaluated according to a center-of-gravity algorithm
or a leftmost/rightmost decision or a center-of-gravity method, which in case of
an even number of stripes randomly selects the channel above or below,
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• one time slice difference between X and Y information is allowed and one time
slice without X and Y information is required for subsequent event,
• diagonal channel hits in the X/Y-t plane are not interrelated, e.g. the dark gray
events in tab. 16 would not be correlated with the light gray hits,
• the closest T-GEM to the drift cathode is taken as origin,
• in case of events running into each other a GEM separation algorithm tries to
select the actual GEM of the event with new X/Y information. In case of different
half spaces firing the adjacent space is taken. In case there are channels of a
GEM firing, which lies more close to the drift cathode in ±1 time slice, this ID is
taken. For the high-rate reconstruction mode in case there is new X/Y information
and only the lowest GEM at the readout is firing this ID is also assigned to the
new event. This is the most probable choice for the conversion layer, however,
there are ∼10 % of the events without T-GEM information, which corresponds
consequently to the approximate error of this method,
• a ratio analysis for the T-GEM signal length is carried out in order to suppress
crosstalk, see sec. 10.3.3,
• the following flags can be assigned:
– Full: information from X/Y and T is available.
– noGEM: only data from the crossed stripes readout channels.
– OnlyGEM: only signals from a T-GEM channel without X/Y information.
– NoXorY: either X or Y information is missing.
– Broken: no pure T-GEM channel information available if the event had been
passed to the event separation algorithm and could be reconstructed, but
T-GEM channel data of two different events overlapped[e]
– Ambiguous: if the event had been passed to the event separation algorithm
and could not be definitely reconstructed.
– MultiHit: if a discontinued hit topology in X or Y is appearing, e.g. several
channels firing apart from each other with no possibility for correlating the
data.
10.3.2 VOLTAGE SCAN PERFORMANCE ANALYSIS
In order to evaluate the detector performance and the event reconstruction capability
voltage scans were performed. The data presented in the following were taken at the
HEiDi hot neutron diffractometer [84] at the FRM II. For hot neutrons the conversion
probability and therefore the beam attenuation within the detector is much lower. This
comes along with the benefit of a more uniform distribution of events within the stack
compared to a thermal or cold spectrum. As will be seen in sec. 11.4.2, the detector is
illuminated by a spot-sized beam, which simplifies the background suppression. Here
and in the following, the system is described in terms of total voltage applied to the
voltage divider, which has been described in sec. 9.2.3. The range for operation typically
lies between 2600 V and 2800 V. As seen in the upcoming analysis, the effective gas
gain factors are different in each layer, which prevents from the usual direct conversion
of the GEM potential difference to a gas gain. Contrary to the helium counter a boron-
lined detector does not exhibit a distinct plateau when increasing the gas gain. As
[e] In the firmware prior to this work a ’broken’ flag was assigned to events with one or more GEMs along the
projection not showing any signal. But as we will see later, for low gas gains this is not uncommon and does
not invalidate the assignment of the conversion origin.
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the conversion ion energy deposition in the gas continuously extends to zero, see
sec. 11.1.3, the increase in gas gain at a given threshold leads to a strict monotonously
rising detection rate. This feature can be seen in Fig. 80, which depicts the result from
such a voltage scan for different event identification criteria.
Figure 80: CASCADE per-
formance scan with soft-
ware reconstruction in
units of voltage divider
total potential difference.
The total event rate is de-
termined by the sum of
all signal topologies. The
maximum rate reaches a
plateau at around 2750 V.
Approx. 10 % of the
events cannot be fully re-
constructed, e.g. a cor-
relation of X, Y and Z
with mostly T-GEM in-
formation missing. The
measured maximum rate
of 140 kHz also provides
an approximated limit
for full 3D reconstruc-
tion. Errors according to
counting statistics. Voltage [V]
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The total rate is the number of individual signal events in the detector per second
from the raw data reconstruction without taking into account the data transfer dead
time. Those events do not necessarily have to originate from a neutron conversion, yet,
the majority of them are. Even in the best case at around 2800 V, nearly 10 % of the
events are lacking a layer identification channel and only appear on the crossed-stripes
readout[f] as the signals from the GEMs are much weaker than those from the 2D
readout. For a full „reconstruction“ all channels need to deliver unambiguous infor-
mation. The low T-GEM signal strength, or more specifically the different sensitivity
of the X+Y and the T channels, is the main reason for an incomplete reconstruction.
Another type of undesired signals are GEMs firing without a spatial information. Such
are appearing up to 2700 V for typically only one time slice, but the number of such
events is negligible for higher voltages. The third group of events, which appears below
2500 V, is a topology with lacking X- or Y-coordinate. For low gas gains the charge
cloud is not large enough to raise many strip channels above their threshold. With
a spacing of 1.56 mm and the nested double sided routing, depending on angle and
center position of the charge cloud projection, there is probability of mainly hitting one
channel for low energy tracklets, see also the readout structure presented in Fig. 40.
Yet, this probability effectively becomes zero for gas gains within the typical range of
operation. Therefore, the readout granularity is well adapted to the charge density and
track length distribution in the detector.
Above 2850 V the reconstructed count rate drops. The reason for this effect is, that
with increasing gas gain the charge signals measured on on the GEMs are so large,
i.e. long, that the rate acceptance is limited by the signal duration. This topic will be
discussed in sec. 10.3.3, yet, it is for large gas gains not unusual to get events which
have the T-GEM channel firing for 15 time slices of 100 ns and more. Therefore, the
rate acceptance with full reconstruction efficiency is limited to approximately 150 kHz
on the total detector. However, as the signals on the crossed stripes readout typically
[f] In measurements with a distinct beam topology (not shown) those events lacking a T-GEM channel show the
same spatial distribution as the fully reconstructed events, see also appendix B.1.6. Therefore, such events
can be classified as neutron conversions as well.
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stay above threshold for not longer than four clock cycles, in the 2D mode without layer
identification much higher rates like the 2.7 MHz measured in [323] can be achieved.
The reconstruction efficiency, however, is different for the individual GEMs within the
stack. Fig. 81 shows the data of the same voltage scan as presented in Fig. 80 for each
T-GEM channel separately. Whereas both half spaces show a nearly identical qualitative
reconstruction performance, the scaling of the layers with respect to each other is
different. This especially can be seen in the right panel of Fig. 81, which shows the
fractions of the respective intensity contributions. As explained above, if the T-GEM
channel event length becomes too long compared to the neutron conversion rate, the
dead time increases. Especially the reconstructed rate from the outermost layers drops
as those events get amplified most and therefore appear to limit the rate acceptance.
As shown later in sec. 10.3.3 the signal time over threshold from those layers measured
on the layers adjacent to the readout, e.g. events from GEM 1 seen on GEM 3, becomes
very long. As far as no new signals from the innermost GEMs can be identified correctly
if they are still in the uptime from another event, the rate from those GEMs drops
as well. The reason why the conversion rates from GEM 2 and 5 continue to rise are
hence: The signals from conversions originating from those layers are for effective gas
gains larger than 1 less long than those from the outermost GEMs. Additionally they do
not get blocked by pass-by charges as long as the GEMs below. Thirdly, the capacitive
coupling of GEM 2 and 5 is slightly worse than layer 1, 3, 4 and 6, which leads to those
signals being commonly slightly weaker.
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Figure 81: CASCADE performance scan with software reconstruction and individual GEM information in units of
voltage divider total potential difference. The left panel shows the absolute count rates of the fully reconstructed
events from Fig. 80 and the right panel shows the relative contributions. Due to an increasing T-GEM event length
the rate acceptance drops for large gas gains. Errors according to counting statistics.
10.3.3 EVENT LENGTH DISTRIBUTION
The individual GEM layer readout provides a pseudo energy measurement by the time-
over-threshold of a signal passing by different T-GEM layers. Contrary to the crossed-
stripes readout, for which it takes at the longest a few 100 ns to acquire an event, the
GEM channels need much longer readout times. In the previous section the total count
rate has been broken down to each layer. Here, the particular attention is set to review
the signal shapes between the individual layers. Each half space can be split into six
T-GEM categories: Signals S3 originating from GEM 3, S2 originating from GEM 2, S2→3
originating from GEM 2 and measured on GEM 3, S1 originating from GEM 1, S1→2
originating from GEM 1 and measured on GEM 2, S1→3 originating from GEM 1 and
measured on GEM 3. Fig. 82 shows those distributions exemplarily for one voltage and
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one half space. The analysis shows, that events can be ampliﬁed signiﬁcantly while
traversing the stack from 1→3 (left panel).
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Figure 82: Event length distributions in clock cycles of 100 ns (CLK) for the top half space of the detector. In the left
panel the CLK distribution is shown for events originating from GEM 1 (blue). Their duration measured on GEM 1
(dark outline) is approx. 4 cycles. On GEM 2 (green outline) the length is slightly increased, whereas on GEM 3
(blue outline) the distribution is much longer. A similar pattern can be seen for events from GEM 2 (green) in the
middle panel. However, the distribution of conversions from GEM 2 at GEM 2 has a lower mean value. Events from
GEM 3 have a similar length as those from GEM 1, except for the relative surplus for 1 and 2 clock cycles, which are
most probably not identiﬁed at GEMs above.
Already at the presented data at a total voltage of 2680V an event length of 1μs on
GEM 3 is not rare if the mean original uptime at GEM 1 is around three to four clock
cycles. It has to be noted, that while for larger gas gains the distributions as shown
keep their symmetry, the events in the category i → j with (i  j) ∈ 1, 2, 3 do not.
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Figure 83: Spatial distribution of the mean total length of events in clock cycles originating from GEM 1 (top left)
to GEM 6 (lower right). It shows that the gain is not uniform and also the geometry of the GEMs is visible like the
diagonal stress lines from the GEM stretching. The deformations, which are only located on GEM 4, can also be seen
in the plots of the GEMs 5 and 6 as the last gas ampliﬁcation stage controls the charge transport from layers above.
These plots are mainly for a qualitative evaluation, therefore no statistical errors are shown.
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The long uptime tail seen in 1→3 extends until 2μs and the distribution forms one
peak below 1μs and another peak above. One reason for this effect is, that the event
length distribution is not spatially homogeneous. As the CASCADE detector is able to
measure X,Y and identify the conversion layer, one can spatially map the gas gain on
the GEMs itself. Fig. 83 shows such an evaluation with GEM 1 showing S1 and GEM 2
showing S2 and S1→2. GEM 4 has some drapes due to the stretching and framing, which
has a signiﬁcant effect on the gas gain. As all charges from layers above has to pass
this GEM, the pattern get imprinted onto the others in this plot as well. The reason for
the drapes in explained in appendix B.1.4.
The distributions also can already give an estimation for a misidentiﬁcation rate. If
a charge cloud is not large enough to be detected in one layer, it can be registered
in the consecutive for effective gas gains larger than 1. S1 for example seems to be
shifted far enough to longer event lengths, that from an extrapolation to bin 0CLK one
would only expect a small fraction of undetected events. However, S2 and S3 show a
signiﬁcant accumulation above expectation, if taking S1 as a reference, in bins 1CLK
and 2CLK. Those events suggest, that a certain amount of events remain undetected at
layers above and after a gas ampliﬁcation larger than 1 are wrongly assigned to lower
lying GEMs.
10.3.4 EFFECTIVE GAS GAIN
The clock cycle distribution can also be used to express an effective gas gain for charges
traversing the stack. Fig. 84 shows the result of the voltage scan for the identiﬁcation
categories presented in the previous section and shown in Fig. 82. In order to avoid
contributions from extreme ampliﬁcations, like the tail seen in S1→3, and the misiden-
tiﬁcation contribution in the lower time bins, a Gaussian function with a linear offset
has been ﬁtted in the range[
‖Si ‖max[CLK] −
(
0.6 ∗
√
Var (Si ) ·
(
0.2 +
n
30
))
, ‖Si ‖max[CLK] +
√
Var (Si ) ·
(
3.2 − n
20
)]
,
with n denoting the measurement number starting at a voltage of 2400V and increasing
in steps of 10V.
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Figure 84: Voltage scan for the event length distributions in clock cycles in the top half space of the detector. In the
left panel their distribution is shown for events originating from GEM 1. In the middle panel the length distributions
for events at GEM 2 from GEM 2 (lime squares) and from GEM 1 (green circles) are displayed. The right panel shows
the distributions for events at GEM 3 from GEM 3 (cyan squares), from GEM 2 (blue triangles) and from GEM 1
(purple circles). Especially events from GEM 1/6 can be detected on GEM 3/4 easily for 1μs and longer. Error bands
indicate the Gaussian standard deviation of the respective distribution.
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The result from this analysis shows, that the individual layers scale differently in the
event length distribution and therefore in the effective gas gain. The primary ionization
gets amplified in one GEM layer, which exponentially depends on the voltage difference,
is extracted from the GEM holes, which depends on the ratio of the field strength inside
the whole and in the drift space and partially absorbed by the grid. This system does
evidently not show a linear response for changes of the the total voltage, however,
the points of equal effective gain are also different for each layer. Whereas for GEM 2
the crossing point of S1→2 and S2 events can be located at (2640±5) V, for GEM 3 the
crossing point of equal T-GEM length of S1→3, S2→3 and S3 lies at (2590±10) V. The
different scaling can especially be seen in the ratios of the clock cycles shown in Fig. 85.
This ratio will be used to identify unwanted crosstalk.
Figure 85: Voltage scan
showing the ratio of the
mean event length distri-
butions from Fig. 84. The
relative gain from each
layer to the next is signif-
icantly different depend-
ing on at which GEM
the event appeared first.
There are also significant
differences between both
half spaces. Error bars
are not shown here for
reasons of comprehensi-
bility.
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10.3.5 CROSSTALK CORRECTION
In sec. 10.1 two layer identification problems have been introduced, one of them, the
crosstalk, which remained after the new high voltage board had been introduced, is
targeted here. The analysis of sec. 10.3.4 showed the dependency of the effective
gas gain on the total voltage of the detector. The topology for most events yields a
clock cycle ratio distribution centered around a mean value. However, apart from the
expected gain behavior, one finds significant deviations when plotting the clock cycle
distribution ratios. This is exemplarily shown in Fig. 86.
Figure 86: Examples of
distributions for the ra-
tio of the mean event
length for the GEMs 3
and 2 (left) and GEM 2
and 1 (right). Due to
the gas gain a distribu-
tion centered around its
mean value is expected.
Extreme deviations are
possible according to the
Polya distribution, but un-
likely. Therefore such are
flagged as crosstalk. 3 4 5 6 7 8
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The events, which show large multiplicators can be identified as crosstalk according to
sec. 10.2. It is unlikely, that an event appears to have increased from for example 1 to
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5 clock cycles from one layer to the following. It is on the contrary most likely that an
event with an already large energy deposition created a signal, which slightly raised the
adjacent channel over threshold. For the typical range of operation, 2600 V to 2800 V,
Fig. 84 shows, that the mean clock cycle ratio between GEMs can be approximated for
a voltage divider potential difference of U as follows:
• layer 1/6 to layer 2/5: 0.7+0.4 · (U -2600 V)/(100 V),
• layer 2/5 to layer 3/4: 1.3+0.2 · (U -2600 V)/(100 V).
The algorithm to identify the crosstalk then calculates the clock cycle ratios between the
GEM layers and if an event deviates more than a factor of 2 from the above mentioned
ratio[g], it is not assigned the topmost active GEM, but the following. The efficiency of
the algorithm is exemplarily presented in Fig. 87. For the two categories S1→3 and S2→3
an Si , S j correlation plot shows the signal discrimination and redistribution without
(left) and with (right) crosstalk suppression. As an example in the top left panel there is
a significant amount of events, which appears to have started with a few clock cycles at
GEM 1 and ended up with a long uptime of T-GEM channel 3. With the main distribution
unaffected, those events are filtered (top right panel) and assigned to GEM 2 (bottom
right). In this case, both, the overall signal length distribution as well as the individual
T-GEM channel distributions are improved.
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Figure 87: Examples of the effect of the crosstalk analysis in a correlation plot of clock
cycles before applying the filter (left panels) and after applying the filter (right panels). In
the top panels the events traversing the whole detector are shown (GEM 1 to GEM 3) and
in the bottom panels, those flagged as originating from GEM 2. By applying the crosstalk
filter the distributions are well centered around their means and events, which got a false
assignment of the origin, are now appearing at their most probable layer.
[g] with the exception for events with small energy depositions. The combination of 1 to 3 clock cycles is allowed
as due to statistical fluctuations this ratio appears to be common.
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10.3.6 MISIDENTIFICATION IDENTIFICATION
After the layer misidentification has been analyzed, an experimental quantification of
this effect has been carried out. By tilting the detector with the maximum inclination
possible a pencil shaped beam like shown in Fig. 88 probes unambiguously every single
layer. It intersects the stack at distinct points creating a chain of displaced spots as seen
in the top panel of Fig. 89.
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Figure 88: Sketch of the measurement principle to identify misidentification by a circular
beam (gray) intersecting the layers of the CASCADE detector. Due to the inclination angle
the points where the beam passes through the layer appear in the projection onto the
readout, indicated by the arrows, in different locations along a line.
Any additional offset spot appearing as an ar-
tifact can be qualified as crosstalk, wrongly
assigned upwards in the stack, or as a
misidentification, a wrong downwards assign-
ment. In the experiment the neutron beam
was shaped using a pinhole aperture. How-
ever, due to an internal reflection and incom-
plete absorption in the V-cavity upfront the
beamline, a divergent second beam hit the
detector. The leftmost spot in Fig. 89 origi-
nates from this leakage of the polarizer. It is
far enough out of the region of interest in or-
der to not expect a significant influence. One
can clearly identify in the log-scale plot of
Fig. 89 the shadow beam images especially
from GEM 1 on GEM 2 and GEM 3. In order
to quantify this effect a projected cutout of
10 pixels width was fitted by a triple Gaus-
sian distribution with the individual abscissa
offsets fixed to the known geometry of the
detector. The procedure to evaluate the volt-
age dependent contamination matrix is ex-
emplarily shown in Fig. 90 and the result
for the intensity contributions can be found
in appendix B.1.8. The absolute distribution
of events, however, depends on the relative
conversion probability and therefore on the
wavelength, in this case 5.4 Å. Therefore, the
relative quantities have to be derived.
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Figure 89: Cutout of the needle beam
passing through the layers of the GEM
detector (top to bottom). In the total pro-
jection (topmost panel) the first spot is
due to an unwanted reflection from the
V-cavity.
122
pixel
60 70 80 90 100 110 120
0
1000
2000
3000
4000
5000
6000
7000
GEM 1
60 70 80 90 100 110 120
0
400
800
1200
1600
2000
2400
GEM 2
60 70 80 90 100 110 120
0
200
400
600
800
1000
1200
1400
1600
GEM 3
60 70 80 90 100 110 120
0
50
100
150
200
250
300
350
400
GEM 6
60 70 80 90 100 110 120
0
50
100
150
200
250
300
350
400
450 GEM 5
60 70 80 90 100 110 120
0
100
200
300
400
500
600
700
800 GEM 4
P
ro
je
c
te
d
 c
o
u
n
ts
 [
a
.u
]
Figure 90: Projected measured spatial distribution of the needle beam experiment from GEM 1 (top left) to GEM 6
(lower right). In order to model the intensity of the spots at their known positions, Gaussian functions (red) were
fitted to the projections. The small leftmost peak is due to a residual reflection of the V-cavity. This evaluation
exemplarily shows the procedure for evaluating the relative misidentification contributions, see also Fig. 91.
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Figure 91: Experimental result of the signal purity of the T-GEM layer identification for the GEM stack (top left to
bottom right) as a function of detector voltage. Events can either be assigned to the wrong GEM below towards
the readout if not detected at the original conversion layer or signal crosstalk leads to a wrong assignment to the
GEM above. The signal purity describes the relative contamination of each layer by events not originating from it.
GEM 1 and GEM 6 appear to have a correct identification of nearly all events, however, a significant amount of their
intensity is wrongly assigned to lower lying GEMs.
In order to evaluate the relative contributions the following procedure has been applied:
The intensity of each spot was determined by the integral of the Gauss function without
123
taking into account the offset. The result are two 3×3 correlation matrices Gi j for the
GEM Gi to GEM G j contributions plus the 1×6 vector G for the events without GEM
information. The total sum of events
∑︁
j Gi j originating from Gi is calculated by adding
the extrapolated amount of „no GEM“ events. For those the relative fraction of the
spot intensity corresponding to Gi is compared to sum of spot intensities
∑︁
i Gi . This
sum is scaled to the total amount of undetected events by taking the fraction of the
total events without GEM information from the sum of all events
∑︁
i ,j Gi j as a reference.
Finally, the maximum count rate of each layer is set to the maximum measured rate,
which is derived from the mean count rates of the evaluations of the scan points at
2825 V and 2850 V.
The results of Fig. 91 show, that in effect the crosstalk is suppressed, however, there is
a significant signal contamination. These are events, which are not identified on the
topmost but on the lower lying GEMS, e.g. those adjacent to the readout structure.
The direct identification of crosstalk in this measurement leads to similar results as
the contamination estimation by Spin Echo group fits in the beginning of this chapter,
see Fig. 76. One of the reasons for the comparably poor suppression in the top half
space is, that the front drift cathode has a boron layer of 1.5µm, whereas the backside
is equipped with only a 1µm coating. In sec. 11.1 it will be explained, how the layer
thickness crucially affects the identification performance. As a matter of fact, there
is also a remarkable similarity between the results from the Spin Echo fit estimation
for the signal contamination of Fig. 76 and the experimental results from the pinhole
evaluation. For the other GEM layers except the innermost an operating voltage of
(2680-2700) V provides a reasonably good signal quality.
10.4 DESIGN MODIFICATIONS
Besides the redesign of the high voltage distributor board regarding the signal decou-
pling, based on the analysis of the detector performance, several improvements could
be proposed and realized.
10.4.1 ACTIVE DETECTION VOLUME MODIFICATIONS
Signal crosstalk between different channels for the layer identification within the stack
is a result of capacitive coupling or insufficient capacitive decoupling of the system.
The simulation in sec. 10.2 showed, that finally parasitic capacities limit the possible
signal-to-noise ratio. However, in order to further reduce direct contributions, the GEM
and grid frames have been replaced by a sandwich design of stainless steel and FR-4, a
glass-reinforced epoxy laminate. This reduces the capacitive coupling by the framing.
The drift cathodes, which are the outermost conversion layers, are easier to coat by
10B than the GEMs, therefore it seemed in the first place reasonable to increase the
layer thickness for those in order to improve the detection efficiency. Yet, in thick layers
the energy loss of the conversion ions inside the layers is already high, which leads
to a significant amount of very low energetic tracks inside the gas. With the critically
low sensitivity of the GEM channels this pileup increases the amount of events, which
are probably not identified at the layer they converted in. Therefore, the bottom drift
cathode, which originally had a 2µm boron coating has been replaced by a 1µm layer.
As the contribution from the front drift cathode is still significant it can be targeted
replacing it as well.
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There are several options to further improve the performance of the detector. The
effective gas gain is not properly adjusted to the scope of the detector. In order to
improve the GEM layer identification the GEMs have to be operated at a higher gain.
However, the total amount of charge traversing the stack has to be reduced in order to
balance out the additional charge carrier production. The linear correction options are
using meshes with a higher opacity and reducing the extraction or collection efficiency
of the GEMs. The grids in between the GEM layers even allow to control both separately.
Segmented GEMs with a much lower capacity would significantly increase the signal
quality and reduce the crosstalk. It would also allow for a higher rate acceptance. An
n-fold segmentation would increase the number of high voltage and signal channels by
a factor of n. In the current configuration n = 4 would not exceed the data handling
and routing capabilities.
10.4.2 FIRMWARE AND EVENT RECONSTRUCTION
The firmware has been redesigned in the filter and event builder unit. As contrary to
the raw data analysis the data unit can only access the current state of the data stream,
an event pipeline has been implemented, which mimics the algorithms developed
in this work. Instead of a direct decision after the X/Y readout finished providing
signals, the event topology is analyzed in a multi-stage architecture. It allows for a
variable interpretation of the topology instead of an ad-hoc decision. For example a
shift between X, Y and T-GEM channels of one time slice of 100 ns is accepted as a
correlated event. The T-GEM channel analysis masks the bitstream and counts the
number of mask operations per GEM. By masking the actually active channels, further
events in the pipeline cannot receive the same GEM-ID as the currently signaling one,
which requires at least one GEM with a higher number to provide a signal. Otherwise
it gets flagged as without T-GEM channel information. The counted mask operations
are then used after the event is finished or leaves the pipeline to evaluate the crosstalk
correction with a static acceptance ratio, which has to be configured for the GEM
channels via the SlowControl.
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R E S U LT S
11.1 CHARACTERISTICS OF BORON CONVERTERS
Part of the results about neutron conversion spectra presented in this chapter have been
published in [K2016] and [K2016b].
Especially for detectors with solid state converters it is required to understand and
characterize the precise neutron conversion ion tracks in terms of spatial extent and
energy deposition. Contrary to gaseous converters or doped scintillators, the detection
signatures are more complex as the ions already lose part of their energy within the
converter itself. Therefore, various geometric factors have an influence on the final
track topology in the gas, which is for the CASCADE detector crucial for its event re-
construction algorithm. In order to specifically understand the signal generation and
optimization, simulations of the conversion particles were carried out by URANOS,
which the combines neutron physics, track generation and energy loss in its computa-
tional model, which is presented in sec. 6.5.2.
11.1.1 ABSORPTION EFFICIENCY
The general characteristics of solid boron and boron carbide as a converter has been
studied by analytical models for gaseous detectors in various publications [373], [326],
[374], [375] and theses [318], [376], [377]. The assumptions made are the following:
• the boron layer is either frontside or backside irradiated, for the latter being the
case where the readout is in beam direction located after the coated substrate.
• thermal neutron capture inside a boron layer leads to the nucleus being split into
a helium ion and the core remainder, which is referred to as a lithium ion.
• both either receive the full kinetic energy of 2.8 MeV with a probability of 6.4 %
or an additional photon of 0.48 MeV is produced reducing the phase space accord-
ingly. As both, the neutron and the converter atom, have only kinetic energies in
the order of meV (kBT ), their initial momentum can be neglected.
• the fragments are emitted back-to-back.
• the trajectory is deterministic, that means neither straggling nor variations of the
energy loss is taken into account.
These assumptions are good approximations, even ion straggling, which lies in the
order of 5 %, has a negligible effect on the pulse height spectrum [376]. However,
there are notable deviations in values reported from other authors. For 1.8 Å with a
single layer of 10B4C [378] states 4 %, [376] reports a detection efficiency of 4.1 %
and [379] as well as [375] 4.5 %. [380] calculated 4.1 % with GEANT4 and 4.5 %
for FLUKA, [275] even approximately 8.8 %. For 1.8 Å with a single layer of 10B [318]
derived a maximum detection efficiency of 5.5 %, which was later corrected in [321]
to 6.0 %. These deviations can be attributed to various reasons like different assump-
tions on cross sections, including enrichment, or material densities, which especially
for sputter depositions strongly depends on the target temperature [381]. Furthermore,
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the ionization model of SRIM [159] had been updated since the 2010 version leading
to slightly higher maximum ranges for ions in boron. Simulations of URANOS yield
a maximum detection efficiency for backside irradiation of approximately 6.5 %. This
value is slightly higher than the one from analytic models.
However, there are notable deviations in values reported from other authors. For 1.8 Å
with a single layer of 10B4C [378] states 4 %, [376] reports a detection efficiency of
4.1 % and [379] as well as [375] 4.5 %. [380] calculated 4.1 % with GEANT4 and
4.5 % for FLUKA, [275] even approximately 8.8 %. For 1.8 Å with a single layer of
10B [318] derived a maximum detection efficiency of 5.5 %, which was later corrected
in [321] to 6.0 %. These deviations can be attributed to various reasons like differ-
ent assumptions on cross sections, including enrichment, or material densities, which
especially for sputter depositions strongly depends on the target temperature [381].
Furthermore, the ionization model of SRIM [159] had been updated since the 2010
version leading to slightly higher maximum ranges for ions in boron. Simulations of
URANOS yield a maximum detection efficiency for backside irradiation of approxi-
mately 6.5 %. This value is slightly higher than the one from analytic models.
The total absorption of a layer linearly increases with its thickness, see Fig. 92. As soon
as the probability of lithium ions for being stuck inside the coating due to their limited
range becomes significantly large, the detection efficiency starts to deviate from the
absorption efficiency. Only for thin layers well below 1µm the probability for both ions
to escape into the gas approaches 1. For 1.2µm already approximately 10 % of the
ions are stuck inside the boron film. The maximum range of both particles limits the
total efficiency then to ≈ 6.5 %, whereas beyond 2.5µm layer thickness no significant
increase of the detection probability can be achieved.
Figure 92: Thermal
neutron conversion
efficiency for backside
irradiated 10B. With
increasing film thickness
the probability of leaving
the layer decreases
due to their limited
maximum range, which
is much smaller for
lithium ions than for
helium ions.
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11.1.2 TRACK TOPOLOGY
Whereas the helium ion can be detected easily, lithium ions not only has less kinetic
energy due to its higher mass but also its energy loss in the medium is higher. Therefore,
the range of these ions inside the boron layer is less than half of their counterparts, see
also Fig. 37. Typical maximum ranges Rmax according to calculations by SRIM [159]
are listed in the following tab. 17.
One can also derive, that the active conversion volume for each particle does not extend
up to Rmax due to the fact, that the possible escape angles ϑ get restricted to the surface
normals, however, their occurrence scales by sin(ϑ). If the minimum distance to the
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Table 17: Ranges of
neutron conversion ions
in 10B according to
SRIM [159].
EHe [MeV] Rmax [μm] ELi [MeV] Rmax [μm]
1.47 3.27 0.84 1.69
1.78 4.05 1.0 1.9
interface is short, nearly all ions enter the gas volume, for longer distances the escape
probability cone of angles narrows down quickly. This implies, that from thin layers the
emission angles are equidistributed in [0,π/2), for thick layers the distribution follows
cos(ϑ)-law, which is the typical topology for example for alpha sources [382]. The
mean emission angle then changes from
〈Θ〉d1μm =
π /2∫
0
1dϑ = π/2 → 〈Θ〉d1μm =
π /2∫
0
cos(ϑ )dϑ ≈ 0.57.
The method of centroiding [383], which means weighting the signal channels according
the known energy deposition of a conversion track in a position-resolved system, has
up to now only been used in gaseous detectors, e.g. [384]. This principle does not work
for boron lined detectors with only one of both ions being emitted into the gas with a
wide range of possible energies. Here, the conversion origin lies not in the midway on,
but on either end of the track. The solution is distinguishing both tails of the tracklet
by means of time-of-ﬂight-based methods. However, only recent developments could
achieve a time resolution high enough with strips [302] or pixels [K2018] to make
use of this principle. In case the conversion tracks are not geometrically constrained,
the total length can extend nearly up to 10mm, see Fig. 37. Taking into account the
ion angular distribution and considering a ﬂat position-sensitive readout, the projected
length of the tracks can without considering transversal diffusion still extend beyond
7mm, see Fig. 93. The average orthogonal spread of the tracks depends on the ion type,
with helium stretching out approximately twice as far as lithium, and the converter
layer thickness. While the mean projected track lengths for 0.1μm 10B are 4.6mm (He)
and 2.4mm (Li) it narrows down to 2.8mm (He) and 1.7mm (Li) for 3.0μm of 10B.
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Figure 93: Spatial projection of the length of tracks released by boron layers as seen by a readout parallel to the
coating (left). The two distinct peaks originate from the different topology of each ion species. As for thicker layers
deeper conversion origins come with a limitation to the angular acceptance for detection, the mean projected track
length narrows down with increasing layer thickness (right).
For detection systems with drift gaps of more than 10mm, diffusion signiﬁcantly broad-
ens the tracks. However, when entering the gas volume, ions typically are already on
the tail of the Bragg peak of the Bethe-Bloch equation (41), so the energy deposition
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is very asymmetric, compare Fig. 38. This is the reason for the phenomenon, that for
boron layers of usual thickness the origin appears to be more prominent than the actual
end of the track, see also the bottom row of Fig. 39. Therefore, using a center-of-gravity
approach [385] for the detected charge can even in the case of a boron-lined system
lead to an improvement in the spatial resolution.
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11.1.3 ENERGY SPECTRA
Both boron conversion products have different kinetic energy and energy loss inside the
layer. Upon entering the gas volume their ionization spectra are significantly different.
For a layer thickness below approximately 1µm two distinct peaks can be identified
with the maximum energy derived from the fractions of the q-value of the absorp-
tion process. Both spectra show tails towards lower energies from tracklets with slant
angles. As stated before lithium does not show any further contribution beyond a con-
version depth of 1.5µm, which leads to a low energy pileup in the energy spectrum.
Fig. 94 shows results from URANOS simulations for various 10B layer thicknesses with
both contributions separated. Additionally, Fig. 94 also shows an exemplary Gaussian
convolution of the spectra in order to mimic a limited experimental resolution. For
experimental practice it is important to note, that the lithium peak is lower and wider
than the helium peak. When being convoluted with different energy resolution func-
tions the helium peak smears out more than its counterpart. Therefore, their relative
height is not a feature, which can be taken into account easily.
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Figure 94: Simulation of the energy spectra of conversion products leaving 10B layers of (100-2100) nm in a group
spacing of 200 nm. (top) Spectra by particle type: lithium (left) and helium (right). (bottom left) Combined spectra
and (bottom right) combined spectra exemplarily convoluted by an energy resolution of 10 % FWHM. [K2016b]
Compared to gaseous converters the shape of the spectrum is a drawback of boron-
lined detectors. Helium-3 tubes can be operated with a distinct lower threshold as the
spectrum does not extend significantly below 190 keV, see also Fig. 60, which lies well
above the gamma background. With a continuous spectrum an inevitable low-energy
cut does not only reduce the detection efficiency, but also fluctuating gains or drifting
thresholds can lead to an unpredictable influence on the counting rate.
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11.1.4 EXPERIMENTAL VERIFICATION OF ENERGY SPECTRA
The simulated energy spectra have been compared to various test scenarios. In the
CASCADE detector individual layers are too closely packed to provide a basis for evalu-
ating the energy deposition as shown before in sec. 11.1.3. In an experimental series a
single non-spatially resolved detector has been equipped with a very thin coated GEM
in order to study signal gain for different hole spacings. Fig. 95 shows as an example
the pulse height spectra for three different gas gains and in comparison the simulated
spectra of Fig. 94, which have been convoluted by a Gaussian resolution function of
the obtained peak full width half maximum. The gas ionization energy deposition here
is slightly shifted downwards as the tracks emerging from the GEM are partly tallied
by projection onto their surface instead of into a hole. For the usual 140µm spacing
already some field lines end on the surface potential of the GEM, therefore, not all
electrons enter the gas amplification stage inside the holes. Yet, the simulation can well
reproduce the measured spectra of the thin layer.
Figure 95: Pulse height
spectra (PHS) of a test de-
tector [386] composed of
a single coated GEM and
the readout, at three dif-
ferent gas amplifications
given in the potential
difference between both
GEM faces. The data is
compared to results from
the simulation of the sys-
tem with the energy de-
position spectrum (inlay)
being convoluted by a
Gaussian energy resolu-
tion function. [K2016b]
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In order to benchmark the simulation with thicker coatings, the data from [387] can
be used a comparison as the detector features a good energy resolution while using the
same Ar:CO2 gas mixture as the CASCADE detector. In their test MWPC different B4C
layer thicknesses were studied. Data and simulation compare well to each other. The
relative peak heights, which for thicker layers translate to plateau heights, agree with
the results from the simulation. It is also interesting to note, that the 6 % conversion
branch with the full q-value energy deposition appears to be clearly distinguishable
and relates properly in intensity and position to the URANOS spectra.
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Figure 96: Pulse height
spectra of ﬂat cathode
MWPC B4C-based detec-
tor from [387] in compar-
ison to simulations from
URANOS for three dif-
ferent coatings. The re-
spective top panels show
simulated energy spec-
tra for the determined
layer thickness d with the
individual helium and
lithium ion contribution.
The lower panels show
the experimental data
with the corresponding
simulation convoluted by
the best ﬁtting energy res-
olution.
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11.2 SPIN ECHO MEASUREMENTS AT RESEDA
Part of the results about Neutron Spin Echo measurements presented in this chapter have
been published in [K2016b].
Spin Echo measurements, especially MIEZE techniques, require a high spatial and
a very high time resolution. The oscillating interference pattern challenges detector
technologies, as the Spin Echo group, which is exemplarily depicted in Fig. 98, can
have an extension in space in the order of only millimeters and has to be sampled in
the time domain in the order of MHz. Measurements were mainly conducted at the
RESEDA cold neutron spectrometer [82, 388] at the FRM II. Spin Echo is based on
analyzing the polarization loss of a spin polarized neutron interference pattern. It can
be either static like in the case of classical (Neutron Resonance) Spin Echo, which is
the first measurement presented here, or dynamic, in the case of MIEZE, which follows
in the second part.
11.2.1 IN-BEAM SPIN ECHO WAVELENGTH CALIBRATION
from guide
(1)
(2) (3)
(4)
(6)
(7)
(5)
Figure 97: Setup for the wavelength calibration at RESEDA: Neutrons from guide NL5 pass the velocity selector
(1) and the polarizer (2). The NRSE setup consists of two spin flipper coils (3) in each primary (4) and secondary
(5) arm. The analyzer (6) projects one spin direction onto the CASCADE detector (7). Mu-metal shieldings and the
neutron guide are not shown.
One of the advantages of the Spin Echo technique are, that precise energy measure-
ments are possible although using a broad energy spectrum. A symmetric increase
in the bandwidth of the beam only reduces the spatial extension of the interference
pattern. However, the mean value of the spectrum has to be known precisely. The aver-
age wavelength is tuned by the velocity selector upfront the instrument[a]. It consists
of a turbine with helical blades, which are coated by a neutron absorber, and allows
only those neutrons to pass, which have velocities corresponding to a free trajectory
in the rotating frame. As the velocity v ∼ √E and the wavelength λ ∼ √E−1 there is an
inverse proportionality between both. From a precise determination of the Spin Echo
interference pattern one can derive the kinetic energy of the neutrons by the spatial
oscillation frequency and the wavelength spread by the envelope function. The Spin
Echo group takes the following form
ISE(ν ) = ⟨ISE⟩
(︄
1 + P cos (2k0 L λ0 (ν − ν0)) ·
(︃
sin (k0 L λ0 ∆λ (ν − ν1))
k0 L λ0 ∆λ (ν − ν1)
)︃2)︄
, (153)
where ⟨ISE⟩ is the average intensity, P the beam polarization, k0 = 2π/3956 the os-
cillation factor, L the distance between the two RF flipper coils in m, λ0 the central
wavelength in Å and ∆λ the wavelength distribution full width at half maximum. ν0 and
ν1 are arbitrary phase terms in Hz, which are not necessarily equal, see also [201]. In
order to calibrate the instrument the Spin Echo group is moved through the detector by
scanning the RF field frequency ∆ν = 3959/(λL)mÅ/s, corresponding to a phase of 2π
and assuming that the distance between both coils in the first arm is (1.925±0.002) m.
This procedure is less error prone than shifting the actual detector due to the frequency
[a] The buildup is very similar to [389], further information is also provided in [206].
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uncertainty being in the order of 10−7. Exemplarily one data set of the measurements[b]
is depicted in Fig. 98 for λ = (8.852±0.004) Å. The neutron interference pattern can
be very well described by the expected curve, which along the stable operation of the
instrument as a whole demonstrates the precision of the Spin Echo technique.
Figure 98: Example of a
Neutron Resonance Spin
Echo (NRSE) group mea-
sured by the CASCADE
detector at RESEDA. By
changing the frequency
the interference pattern
is moved spatially. At
8.85 Å and ∆λ/λ ≈ 11 %
the polarization reaches
75 %. The data is fitted
by (153) [K2016b]
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This Spin Echo group function was fitted to a series of 18 different rotation speeds of
the velocity selector. The data itself is presented in appendix B.1.9, the corresponding
fit results are shown in Fig. 99. As velocity and wavelength are inversely proportional
an increasing rotation speed allows more highly energetic neutrons to pass, yet, even
lowest possible wavelength lies below the peak of the flux density of the cold source, see
also Fig. 20 in sec. 4.3. Therefore, the mean intensity increases towards higher rotation
speeds. The loss of polarization, however, is due to fact, that the impedance matching
for the RF coils is worse for the short wavelengths, where RESEDA typically is not
operated. The velocity selector also shows roughly a constant ∆λ/λ slightly below 11 %
with error bars increasing towards both extrema because of the loss of polarization at
higher and loss of intensity at lower energies.
Figure 99: Results for
the fit of theoretical spin
echo curves (153) to the
wavelength calibration
data, see also Fig. 168
in appendix B.1.9, in
the velocity selector
rotation speed range
(11,000-28,000) rpm. It
covers the cold spectrum
from approximately
(4.5-11) Å with high
frequencies selecting
lower wavelengths and
therefore (top left) a
more intense part of
the spectrum, see also
Fig. 20. Additionally
the velocity spread
∆λ/λ (top right), the
polarization (lower left)
and the fit quality (lower
right) are plotted.
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[b] In wavelength calibration runs the intensity has only been recorded in the center of GEM 1.
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The fit results for the mean wavelength can be described by the calibration hyperbola
of the following form:
λSel = a +
b
νSel
. (154)
The fit, see Fig. 100, yields a = (0.3441±0.003) Å and b = (119.10±0.06) krpm Å with
both parameters being highly anticorrelated, e.g. ρ(a,b) ≈ -1.
Figure 100: Results for
the fit of theoretical spin
echo curves (153) to
the velocity selector cal-
ibration data, see also
appendixappendix B.1.9,
for the wavelength pa-
rameter λ as a function
of rotation speed. (154)
describes well the corre-
lation between both pa-
rameters. Deviations are
mainly attributed to vary-
ing rotation speeds.
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The presented calibration is the basis for a precise wavelength-specific analysis with
the CASCADE detector.
11.2.2 MIEZE
from guide
(1)
(2) (3)
(4) (6)
(7)
(5)
Figure 101: MIEZE setup at RESEDA: Neutrons from guide NL5 pass the velocity selector (1) and the polarizer (2).
The NRSE setup consists of two spin flipper coils (3) in the primary (4) arm. The analyzer (5) is placed before the
sample (6). The CASCADE detector (7) has to be positioned with its active detection volume inside the spin echo
group. Mu-metal shieldings and the neutron guide are not shown.
A neutron interference measurement is an excellent benchmark of the detector to char-
acterize its functionality, especially the multi-layer GEM identification. In a MIEZE mea-
surement the intensity distribution oscillates in space and time as the neutron phase
propagates through the detector. Further information can be obtained from [208],
[209] or [199]. Whereas the data from Fig. 98 was taken in a standard NRSE setup, the
following measurements were conducted in the MIEZE configuration. A thin graphite
resolution sample [205] was placed in front of the detector creating a homogenous il-
lumination. The intensity distribution integrated over the duration of the measurement
is shown in Fig. 102 for each layer separately. The relative contribution of each channel
depends on the boron thickness and the wavelength of the beam. As cold neutrons
were used, most of the beam is converted in the first layer. The data of GEM 1 one
also reveals the effect of an asymmetry in even and odd strip numbers due to different
capacitive couplings, as each unit cell of the crossed-stripes readout is composed of a
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2 × 2 interwoven matrix, see also Fig. 40 in sec. 6.5.2. GEM 3 shows in the corners
a strain pattern which originates from stress undulations of the GEM which locally
change the field strengths and therefore the GEM performance. GEM 3 also had lost
part of its boron coating, which is depicted in the lower left corner of the third panel
in Fig. 102.
Figure 102: Intensity dis-
tribution separated by
GEM channel (GEM 1 to
6 from top left to bot-
tom right). This MIEZE
measurement at RESEDA
was carried out at a fre-
quency of 53.5 kHz and
a wavelength of 8.05 Å.
The color scale is normal-
ized to the maximum in-
tensity and the data is re-
constructed by the online
FPGA algorithm. The up-
per corners are excluded
from the data analysis
due to sparks. [K2016b]
0
0.5
Max
0 20 40 60 80 100 120
0
20
40
60
80
100
120
pixel
p
ix
e
l
0 20 40 60 80 100 120
0
20
40
60
80
100
120p
ix
e
l
0 20 40 60 80 100 120
0
20
40
60
80
100
120p
ix
e
l
0 20 40 60 80 100 120
0
20
40
60
80
100
120p
ix
e
l
0 20 40 60 80 100 120
0
20
40
60
80
100
120p
ix
e
l
0 20 40 60 80 100 120
0
20
40
60
80
100
120p
ix
e
l
In the setup presented here the polarization frequency of 53.5 kHz is fed into the PLL
and oversampled 16 times, which results in the detector following phase locked to
the instrument at a readout frequency of 856 kHz. In every pixel on every layer of
Fig. 102 the oscillating interference pattern of 9.2 mm wavelength can be measured.
As an example Fig. 103 zooms into one small region and shows the time channel of
each layer.
Figure 103:
Measurement of the
intensity distribution
for each GEM channel
summed over a central
region of 9 pixels of
the data set presented
in Fig. 102. In the top
row from left to right
GEM 1 to 3 and in the
bottom row GEM 4 to
6. The MIEZE period
length of 18.7µs is
oversampled by a PLL.
The full cycle is divided
into 16 subchannels.
While the single point
error is far below 1 %,
the sine fit describes the
data very well giving a
reduced χ 2 of approxi-
mately 1. [K2016b]
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The resulting temporal sine function of the interference pattern is measured precisely.
The following Fig. 104 shows the phase distribution across the detector at one specific
point of time. The oscillation period can be followed through the layers in every pixel.
This evidently shows that high spatial and time resolution is necessary to conduct this
type of experiments.
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Figure 104: Phases of the
neutron beam separated
by GEM channel (GEM 1-
6 from top left to bottom
right). This MIEZE mea-
surement at RESEDA was
conducted at a frequency
of 53.5 kHz and a wave-
length of 8.05Å and is
also depicted in Fig. 102.
The color code scales
half a period from 0 to
π , which equals 9.34μs
or 4.6mm, and the data
is reconstructed by the
online FPGA-algorithm.
The distances between
the inner GEM layers are
approximately half a pe-
riod. [K2016b]
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The ﬁrst GEM in beam direction incidentally had received a bump on its front. One
can exemplarily demonstrate the Spin Echo capabilities of the detector using this
layer dislocation. As the neutron speed and oscillation period are well known by the
instrument setup, the phase is used to spatially characterize the layers of the detection
system with respect to the beam axis and towards each other. As an example the front-
to-back distance of the ﬁrst and the last conversion layer is depicted in Fig. 105. As the
bottom drift cathode is planar and therefore acts as a reference, the displacement map
accounts to the top layer. One can determine a bump depth of 1.7mm with a in-beam-
axis resolution of 0.1mm per pixel. For a shorter oscillation period length than what
is available for this accidental measurement the analysis can easily be improved by a
factor of 10. Using this time-of-ﬂight principle it is possible to physically characterize
and align the detector itself by the precision of the neutron interference pattern.
Figure 105: Proﬁle view
of the top to bottom
displacement measure-
ment by the neutron
phase front, i.e. the
length-converted phase
difference of of GEM 1
and GEM 6 in Fig. 104.
The cut view through
the middle part of the
phase difference map
depicts the bump on the
drift cathode. The total
displacement of 1.7mm
can be determined
down to a precision of
0.1mm. [K2016b] ? ?? ?? ?? ?? ??? ???
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11.3 SPATIAL RESOLUTION
Part of the results about the spatial resolution of the CASCADE detector presented in this
chapter have been published in [K2016].
The spatial resolution was determined at the RESEDA cold neutron spectrometer [82]
at the FRM II, where the detector was placed at the end of the guide after a Dornier
velocity selector providing neutrons of 5.4 Å (11 % FWHM). The instrument equipped
with the CASCADE detector is designed for the purposes of neutron Spin Echo spec-
troscopy, especially the MIEZE technique, which requires a high spatial resolution.
Figure 106: Point spread
function of the detector
visualized by a profile
cut of the simulation of
a pencil shaped beam.
Those neutrons which
did not undergo scatter-
ing in the detector itself
(blue) are separated from
the total counts. The in-
lay shows the full active
area in 2D. [K2016]
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Two approaches were carried out, (1) the edge multisampling method and (2) the
Siemens star characterization, and both are compared to results from the detector
simulation. The spatial resolution for this type of detector is nontrivial by itself, as is
shown in Fig. 106 and analyzed later. The usual characterization in terms of statistical
variance, i.e. Gaussian errors, does not strictly apply. The main reasons are:
• a significant contribution to the resolution function comes from the fact, that in
the projection of the track onto the readout head and tail cannot be separated.
This is rather an ambiguity of extremal possible values than a deviation from a
mean.
• neutrons, which are scattered inside the detector create a broad plateau-type
of background. As far as a point-like irradiation is considered, this contribution
stays orders of magnitudes below the intensity in the signal region. However, in
case the full active area of the detector is illuminated, the stochastic scattering
integrates over the whole face leading to a background in the order of a few
percent.
Therefore, two different methods are applied to account for the non-Gaussian point
spread function (PSF). For the characterization the 1-σ standard deviation is used for
the spatial resolution description as the full width at half maximum underestimates
the width of the PSF due to the very specific shape.
For the optical Siemens star method a gadolinium coated pseudo random chopper
was directly placed in front of the detector. Its sequence with the smallest sections
having 2.835 degrees is described in [390]. A graphite sample provides a homogenous
illumination. This contrast measurement is shown in Fig. 107.
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Figure 107: Image of a
pseudo random chopper
illuminated by a cold neu-
tron beam scattering off
a graphite characteriza-
tion sample at RESEDA.
The segments marked by
* cover an opening an-
gle of ∆ϕ = 2.835 de-
grees. The linear two-
fold color code is applied
to emphasize the con-
trast. [K2016]
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The resolution σopt is calculated by determining the smallest possible spatial structure
to be mapped by measuring the radius r at which the contrast is lost. For a result of
r =(56±2) mm one finds
σopt = πr∆ϕ/360◦ → σopt = (1.39 ± 0.05)mm. (155)
For the edge multisampling method a straight cut cadmium absorber was placed
in front of the detector at various distances oriented in a flat inclination angle with
respect to the readout structure, see Fig. 108. By subtracting a bare illuminated shot
without absorber, the edge spread function fes is determined. It is a convolution of
the Heaviside step function Θ(l(x ,y)) along a straight line l(x ,y) and a Gaussian point
spread function f (x ,y,σ ):
fes =
8∫
− 8
Θ(l(x ,y) − r )f (r ,σ )dr , (156)
whereas the standard deviation σ for an intrinsic detector resolution σ0 and a beam
with divergence angle α in a distance d is calculated by:
σ =
√︂
σ 2
0
+ tan(α)2d2. (157)
This method involves three elements: (1) The detector resolution can be determined
with high statistics over the whole active surface, (2) pixel size effects do not have an
influence as the readout is sampled randomly by the aperture at different fractions of
the individual pixel area and (3) the beam divergence spread will be removed from the
measured resolution by extrapolating to a zero distance from the detector to the edge.
The result from the fit for the intrinsic detector resolution is σ0 = (1.454±0.007) mm,
see also Fig. 109. This includes three effects. Firstly, the resolution of the readout can
be denoted as σr = 1.56 mm/
√
12 = 0.45 mm. Secondly, the ionization track lengths of
the conversion ions in the gas make up the largest part of the error budget. And thirdly,
there is a broadening of the resolution function by the elastic scattering of the neutrons
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Figure 108: Image of a
cold neutron beam at
RESEDA in logarithmic
scaling with a 1 mm
thick cadmium aperture
directly in front of the
detector for determining
the spatial resolution.
The black line indicates
the fit result of the
edge spread function
fes. [K2016]
by hydrogen atoms in the detector material, which can be observed in Fig. 108 as a
corona-like effect below the cadmium absorber.
Figure 109:
Determination of
the spatial resolution.
Fit results for the edge
spread function (157)
for increasing distances
between detector and
cadmium aperture, see
also Fig. 108. [K2016]
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Both aspects are addressed by URANOS simulations. Beginning and end of an ioniza-
tion track cannot be separated in the detector due to the high electron drift velocities
of approximately 3 cm per µs at 1 kV per cm [391]. Therefore, the spatial resolution
(1σ) corresponds to one half of the projected track length. The mean free path varies
by the size of the gap between the layers and also depends on the type of conversion
product as the lithium ions escape the boron with lower energies compared to helium,
see also sec. 11.1.2. Fig. 110 shows the track length distributions. The result for the
total standard deviation is 1σ = 1.817 mm/2 = 0.908 mm. Separated into conver-
sion product types the results are σHe = 2.24 mm for helium and σLi = 1.31 mm for
lithium ions. The active detection volume of the detector contains hydrogen-based
materials. The main contributors to the scattering cross section are the GEMs (50µm
thickness), the readout structure (100µm) and the thermoplastic grids (44µm). In-
stead of a gamma-dominated background this effect produces a homogenous low level
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illumination by delocalized neutrons. As the scaling of scattering and absorption cross
sections by wavelength is different the influence of this contribution also changes with
the neutron energy. Albeit, most of the scattered neutrons are absorbed very closely
to their origin. Typically, the amount of neutrons with a dislocation larger than one
track length standard deviation stays well below 0.5 %, although at 5.4 Å for example
19 % of the detected neutrons have undergone at least one scattering process. The total
point spread function of a simulated pencil shaped neutron beam at 5.4 Å is shown in
Fig. 106.
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Figure 110: Simulation of
the track length distribution
of helium (dark blue) and
lithium (light blue) conver-
sion ions in the detector for
the actual stack configuration.
The vertical lines, denoted as
„mean“, correspond to a width
of 2σ . [K2016]
The self scattering background plateau stays at least 4 orders of magnitude below the
signal. In the simulation the total error defined by the 68.3 % quantile is found to
be 1.56 mm. The error for self scattering effects then is calculated by subtracting the
known errors from the total budget.
This error budget for the spatial resolution is denoted in tab. 18.
resolution result [mm] contribution
pixel size 0.45 10 %
ion smearing 0.908 39 %
self scattering 1.04 51 %
total 1.454±0.007
Siemens star 1.39±0.05
Table 18: Spatial resolution error budget for the 1σ standard deviation. The total error is
determined by measurement, the pixel effect by geometry, the ion smearing and the self
scattering are determined by simulation. The contribution ratios refer to the total variance.
The specific shape of the point spread function with its non-Gaussian form and long tails
can be targeted in different ways. In the optical measurement the aperture function sits
on a background of constant illumination. Here, mainly the short range distribution
contributes as the contrast loss of two approaching edges is determined and therefore
it leads to the smallest result for the spatial resolution. By fitting an edge spread
function to the projection of the aperture the effect of self scattering becomes more
important, which is visible by the corona feature in the logarithmic intensity display
of Fig. 108. Whereas in the measurements presented one cannot strictly distinguish
between environmental and self scattered background, in the simulation one can track
each neutron individually, which enables to include the specific plateau description
of the point spread function. This leads to the result, that the homogeneously spread
outliers contribute to an increase of the standard deviation.
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11.4 DETECTION EFFICIENCY
11.4.1 THE EFFICIENCY OF A HELIUM-3 TUBE
Depending on application or neutron source the detection efficiency is defined in-
congruently [392] and the reference literature is scarce for the ’gold standard’: the
helium-3 proportional counter.
Typically, in order to calculate the detection efficiency, the detector count rate N is
determined from a shielded and moderated 252Cf source with known fluence rate Φ.
The detector response R, that measures the number of detector events per incident
neutron fluence rate, is then given by R = N /Φ. The applied industry standard requires
to place the detector at a height of approximately 1 m in a distance of 2 m from the
source, which follows the ISO recommendations [393]. The response of the instrument
is then given in the unit [cps/ng], count rate per ng 252Cf. As the source flux recorded
by the detector consists of a direct component and a scattered component, additional
corrections like to use of a shadow cone of borated polyethylene are necessary. Simula-
tions of the response also rely on the emission spectrum of californium described in the
same standard [149]. In reality, this measurement procedure is highly error-prone due
to experimental limitations, like the arrangement of the calibration room, and environ-
mental unknowns, like the exact material composition of the floor or air humidity. That
complicates the commensurability of literature values, which mostly rely on this proce-
dure. Therefore, it is necessary to calculate the efficiency of the helium-3 proportional
counter to orthogonally incident neutrons of specifically relevant energies.
11.4.1.1 ANALYTIC CHARACTERIZATION
For materials with large capture cross sections and low scattering probabilities, σa ≫ σs,
one can use a simple attenuation law to describe the absorption efficiency of a counter
tube or radius r0:
ϵ =
1
r0
r0∫
0
1 − exp
(︃
−2µ(E,p)
√︂
r 2
0
− x2
)︃
dx with µ(E,p) = p ρNa
A
σ (E) (158)
for materials of density ρ, pressure p, atomic weight a, Avogadro’s number NA and a
cross section σ , in particular σ
3He
a (0.0253 eV) = 5330 b [98].
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Figure 111: Absorption efficiency of helium-3 proportional counter tubes of two different diameters as a function
of helium pressure and wavelength of monodirectional and monoenergetic neutrons. At usual pressures of 4 bar an
efficiency of 40 % to 60 % can be reached for thermal energies (1.8 Å).
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Due to both conversion ions being emitted back-to-back, see also sec. 8.2.1, the fraction
of converted but undetected neutrons lies in the order of (1-2) %. This, however, only
accounts for the mantle region. As commercial tubes of proportional counters are made
of one piece of usually stainless steel without insulated endcaps, the deformation of
the electric field leads to a significant dead region in the order of one tube diameter.
The ’active length’ is result of subtracting the latter from the total length of the counter
tube.
The energy-dependent absorption efficiency in the center region of a tube is depicted
in Fig. 111 for two different tube diameters and in Fig. 112 for the entire range of
available diameters. Typical values for absorption efficiencies lie within (30-80) % with
(50-60) % being a reasonable estimator for the commonly used 0.5 inch and 1 inch
tubes.
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Figure 112: Absorption efficiency of helium-3 proportional counter tubes for relevant diameters as a function of
helium pressure of monodirectional neutrons. The panels each represent a different incident wavelength with the
middle row showing the difference between 1.8 Å and the integral over a thermal spectrum at 300 K ≈ 1.8 Å, e.g. (99).
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11.4.1.2 EXPERIMENTAL VERIFICATION
The analytic efficiency models have been tested at the Heidelberg neutron source. The
setup is shown in Fig. 113. The test sample, here a 2 inch GE Reuter Stokes 1.5 bar 3He
tube, is placed vertically in front of the reference counter „Manitu“, which is comprised
of a 1 inch 3He proportional counter shielded to all sides by boronated polyethylene
except for an aperture of 2 cm width. The beamport A of the neutron source is much
larger than the counter tubes with a width of 10 cm and a height of 5 cm. In order to
avoid multiple scattering background the setup has to be placed as close as possible in
front of the port. The source can additionally be shielded by a cadmium sheet of 1 mm
width, which absorbs 99 % of the thermal neutrons[c]. In the measurement procedure
the following count rates N are determined:
1. Nbckg: background measurement with all beamports closed,
2. Nt: source total flux measurement without the sample[d],
3. NCd: source epithermal flux measurement without the sample and with Cd sheet
in front of the beamport,
4. N (S)Cd : sample epithermal absorption measurement with Cd sheet in front of the
beamport,
5. N (S)t : sample total absorption measurement.
In case the total spectrum is know, steps 3 and 4 can be omitted, especially in case of a
well-known absorber like helium-3. However, it can be used to verify or measure the
thermal-to-epithermal fraction of the source spectrum.
Reference Counter
„Manitu“
Beamport A
Neutrons
Sample tube
Cadmium
sheet
Figure 113: Setup for determin-
ing the neutron detector effi-
ciency using the cadmium dif-
ference method, which separates
thermal and epithermal flux. The
reference counter, shielded by bo-
rated polyethylene (gray) mea-
sures the absorption efficiency of
a sample placed in front.
The result for background-corrected absorbed flux by the sample tube was (58.5±1.5) %.
In order to obtain the macroscopic cross section, i.e. the conversion gas pressure, this
result has to be compared to the theoretical absorption efficiency. The source port
emission spectrum ΦS , which has been provided by U. Schmidt based on earlier Monte
Carlo calculations from [394] is shown in Fig. 113. ΦS has been fitted by a modified
Westcott[e] function [395]
ΦS = I1
E2
E2T
exp
(︃
− E
ET
)︃
⏞ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉ⏟⏟ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉ⏞
thermal
+ I2
ET(︂
1 +
(︁ s1
E
)︁7)︂ (︄
1 − s2
1+
(︂
E
s3
)︂5
)︄
⏞ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ⏟⏟ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ⏞
joining term
+ f1E sinh
(︄√︃
2
E − f2
MeV
)︄
exp
(︃
−E − f2
MeV
)︃
⏞ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉ⏟⏟ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉ⏞
fission
,
[c] Due to its low-lying resonance 113Cd absorbs nearly all neutrons exclusively below approximately 0.4 eV, see
also Fig. 56.
[d] The total radiation environment of the source rooom is also depicted in Fig. 172 in appendix B.2.6.
[e] Carl Henry WESTCOTT, *1912-†1977, England.
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(159)
with neutron energy E in eV and source energy ET = kBT at a spectral temperature
T . The remaining parameters have been evaluated from the fit: intensities of thermal
and beyond-epithermal flux I1 and I2 as well the scaling variables s1 to s3 as the fission
scaling parameters f1 and f2.
Figure 114: Spectrum of
the Heidelberg neutron
source from U. Schmidt
based on the Monte Carlo
model of [394], fitted by
a modified Westcott func-
tion (159) (green).
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Integrating the macroscopic cross section over the aperture using (158) yields for the
measured[f] absorption efficiency of (58.5±1.5) % a partial pressure of (1.49±0.06) bar,
see also Fig. 115. This is in close agreement for the value of 1.5 bar stated by the
manufacturer.
pressure NTP [bar]
E
ff
ic
ie
n
c
y
 [
%
]
45
50
55
60
65
70
3
2 
in
ch
 H
e
1 1.2 1.4 1.6 1.8 2
Figure 115: The calculated
efficiency function (159) (blue),
derived from earlier Monte
Carlo simulations of the neutron
source, yields for the measured
absorption efficiency of the
tube a partial 3He pressure of
(1.49±0.06) bar. The reference
value is 1.5 bar.
[f] The reference tube used a Philips amplifier and has been read out by a LeCroy 3001 qVt Multi Channel
Analyzer, which was connected to a Lattice MachXO2-based module designed by the PI electronics workshop,
acting as a serial readout interface. However, as far as upper and lower thresholds are kept, the technical
details of the readout electronics do not play a role for measurement of relative counting statistics.
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11.4.2 EFFICIENCY DETERMINATION AT THE HOT NEUTRON DIFFRACTOMETER
Part of the results about the efficiency determination of the CASCADE detector presented
in this chapter have been published in [K2016].
The wavelength-dependent detection efficiency was measured at the HEiDi single crys-
tal diffractometer [84] at the FRM II, which provides monochromatic hot neutrons, see
also sec. 4.3.
from source
(1)
(2)
(3)
(4)
(5)
(6)
(7)
Figure 116: Setup for the efficiency determination at HEiDi: Neutrons pass an erbium
filter (1) and a monochromator (2). In order to reduce divergence and contamination
a silicon sample (3) on an Euler cradle reflects the beam towards the detector, which
is either the reference helium tube (6) with its aperture (5) and borated polyethylene
shielding (orange), or the CASCADE detector (7). A beam dump (4) absorbs the non-
utilizable neutrons. The biological shield extends beyond the monochromator. Primary
(fixed) and secondary collimator (optional) are not shown.
The experimental setup, see also Fig. 116 is the following: Neutrons coming from the
2300 K graphite source inside the reactor are wavelength selected by a germanium
monochromator [396]. A 0.5 mm erbium foil removes a band in the hot spectrum
below 0.5 Å [397]. Furthermore, the contamination is reduced by diffracting the beam
by a cubic single crystal of silicon (125 mm3) in Bragg condition at the sample position.
Fig. 117 shows the spectrum at the hot source at the beginning of the guide to the
HEiDi instrument.
As the flux density of high energetic neutrons below the measurement range is reason-
ably high, a beam contamination by integer fractions n of λ can occur. Small wavelength
contributions are absent due to the product of spectral density and reflectivity of the
sample. For Ge(311) the second reflex (622) is forbidden, which as well holds for
Ge(533). The second reflex of Ge(422) and the third of Ge(311) are filtered by the
erbium foil. The according domains are also depicted in Fig. 117. In total, the con-
tribution of fractions of the selected wavelength stay below 0.5 %. In addition, a 15’
collimator is used to reduce the horizontal divergence. Tab. 19 gives an overview about
the configuration.
Table 19: Configurations
for the wavelength
selection at the HEiDi
monochromator.
λ Monochromator Si (hkl) 2ϑ
0.593 Å Ge(533) (404) 36.0◦
0.794 Å Ge(422) (404) 48.84◦
1.17 Å Ge(311) (202) 35.52◦
The standard HEiDi detector is an Eurisys 73NH17/5X 3He counter tube with a pressure
of 5 bar, a 4 mm alumina entrance window and an active length of 170 mm at a diameter
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Figure 117: Neutron ﬂux
density as a function of
wavelength at the FRM
II for different beamlines.
The HEiDi instrument
is operated at the hot
source (red). It uses a
germanium monochro-
mator to select speciﬁc
wavelengths, indicated
by the hkl reﬂexes. A
high-energy cutoff by an
erbium ﬁlter (brown)
reduces higher order
contributions, e.g. λ/2
and λ/3. Simulations
published by the FRM
and reﬁned in 2010 by A.
Röhrmoser. [K2016]
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of 50mm. The absorption of the entrance window is speciﬁed as 2% for thermal
neutrons, which translates to 1.3% for the used wavelength of 1.17Å. The tube can
theoretically absorb more than 99.9% of the remainder, see sec. 11.4.1. However, since
no measurements exist for veriﬁcation, the range provided by the manufacturer is used.
In front of the detector at a distance of 200mm a shielded aperture of 22mm × 28mm
is mounted to limit the viewing angle towards the sample. Tab. 20 summarizes the
reference measurements.
Table 20: Results for the
reference measurements
of the HEiDi 3He counter
for the speciﬁed wave-
lengths.
λ efﬁciency Bragg rate background
0.593Å 95.5% (512±2) 1/s (3.76±0.18) 1/s
0.794Å 97.0% (2618±2) 1/s (20.0±0.8) 1/s
1.17Å 98.5% (8015±8) 1/s (38.3±0.6) 1/s
All measurement runs were conducted as a function of the inclination angle to investi-
gate at the same time the characteristics of the signal distribution in each conversion
layer as the comparably high energy of the neutrons leads to a more equal signal distri-
bution throughout the layers. The efﬁciency measurements were carried out by placing
the CASCADE detector at the position of the reference counter with the full active area
oriented towards the sample. Therefore, the shielding around the detector housing
covered only the backward facing 2π . In the Jalousie campaign [321] it was already
found, that the instrument background is higher than expected.
The measurements suggested, that there is a considerable amount of neutrons leaking
out of the beam access opening of the biological shield, which is furthermore scat-
tered off the surrounding concrete walls. The contamination of the signal is strongly
suppressed for the reference counter by its aperture and geometrical arrangement, com-
pare also the left panel of Fig. 118. The CASCADE detector, however, is only shielded
to ﬁve out of six sides, which in that case lowers the signal-to-noise ratio. The step in
the background plateau seen in the middle panel of Fig. 118 shows for example the
case, where at a higher inclination angle the sensitive area detector is already partly
covered by the edges of the polyethylene shielding box.
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Figure 118: Beam spot measurements by the 3He counter as a function of angle (left) and for the CASCADE detector
in horizontal (x) and vertical (y) projection (middle and right). Due to the aperture limiting the field of view, the
reference counter, unlike the CASCADE detector, is not susceptible to the divergence of the instrument background.
In the analysis it was found that by omitting to insert the vertical collimator before
the sample, the beam broadened to a large extent, which would have complicated
the evaluation in terms of precise aperture function calculations. In a comparative
overview the spots for each wavelength as measured by the CASCADE detector are
shown in Fig. 119.
λ = 0.593 Å λ = 0.794 Å λ = 1.17 Å
Figure 119: Spatial representation of the diffracted spots for each wavelength in a linear
scaling relative to the maximum value present in the frame. The white boxes show the
HEiDi 3He counter aperture: in solid lines adapted to the beam divergence at the position
of the CASCADE detector and dashed as scaled to the actual extent. [K2016]
Additionally, the beam at 1.17 Å showed an angular deviation of (0.91±0.15)◦ against
both other wavelength runs, which can be a consequence of a slightly different focusing
at each monochromator orientation. At a distance of 480 mm at the position of the
aperture this translates to approximately 1 mm. This leads to a small fraction of the
beam being absorbed and undetected by the reference counter. Therefore, the efficiency
calculation is slightly overestimated as the 3He count rate is compared to the results
from the CASCADE detector, which does not have an artificial limitation on the viewing
angle. Tab. 21 summarizes quantitatively the results of the efficiency measurements in
comparison to the values obtained from the detector simulation.
Table 21: Results of the
efficiency measurements
of the 6-layer CASCADE
detector in the imaging
mode for the specified
wavelengths compared to
the simulated expecta-
tion values.
efficiency [%]
λ measured simulation spot simulation all
0.593 Å 7.82±0.04 7.95 8.33
0.794 Å 11.47±0.04 10.50 11.0
1.17 Å 16.21±0.04 14.95 15.62
Fig. 120 shows the full angular data. For the efficiency analysis a circle cutout of 35 mm
centered around beam spot has been chosen to accurately extrapolate the inhomoge-
neous background from the complementary pixel set. Therefore, in the simulation two
values are given: one corresponding to the full detection efficiency and one for the
expected count rate in the selection region. This distinction is attributed to the spe-
cial shape of the spatial resolution function, see sec. 11.3. It has to be noted, that in
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a generalized linear model, independent of the geometry, a scaling of the detection
efficiency by λ is expected. The simulation can follow such an approximation for small
wavelengths, however, the data points themselves are not strictly consistent with such
a hypothesis.
Figure 120: Efficiency of
the CASCADE detector
for three different wave-
lengths as a function of
the inclination angle for
the imaging and TOF
mode. The residuals of
the fit of an exponential
to the data points are
plotted in the lower
panel. In comparison
the simulation results
are shown for the whole
active detector area (up-
per curve) and the spot
corresponding to the
reference tube aperture
(lower curve). [K2016]
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For the reasons discussed before, which lead to deviations of the absolute count rate
determination, in this measurement campaign the count rate uncertainty is conser-
vatively set to 7 %. A deviation of similar magnitude was also found in the Jalousie
campaign [321], which is as well technically different as the efficiency estimation was
carried out by an analytical model.
Figure 121: Efficiency of
the CASCADE detector
in both drift electrode
configurations for the
imaging mode at various
wavelengths. The HEiDi
measurements extrap-
olate to lower neutron
temperatures. [K2016]
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In conclusion one obtains for the efficiency at the selected wavelengths in the imaging
mode: (7.8±0.5) % at 0.593 Å, (11.5±0.8) % at 0.794 Å and (16.2±1.1) % at 1.17 Å.
The overall efficiency on the whole range of wavelengths is analyzed by the detector
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simulation model, which is shown in Fig. 121. One obtains an efficiency for thermal
neutrons (1.8 Å) of (22.7±1.6) % and (50.0±3.5) % for the 5.4 Å of the cold source
at RESEDA. The updated detector with the 1µm boron coating on the backside drift
electrode has approximately 93 % of the count rate compared to the values determined
in the measurements presented here.
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Part V
C O S M I C - R A Y N E U T R O N S E N S I N G

12
I N T R O D U C T I O N
Throughout the history of Cosmic Ray discoveries ’range’ was one of key observables.
It started as early as 1900 when Villard[a] found a new type of radiation [398], which
was later named γ and found to be produced by artificial sources as well as to be
omnipresent in the environment. In order to disentangle ground from atmospheric
effects numerous experiments were conducted, but it was not until balloon flights
of Wulf[b] [399], Gockel[c] [400] and finally Hess[d] [401] from 1910-1914 studying
the discharge of electrometers revealed the atmospheric contributions as the intensity
did not decrease as expected by height. Although the invention of the Geiger counter
and later the cloud chamber facilitated measurements by displaying and quantifying
interactions of particles, the nature, intensity and composition of this cosmic radiation
was subject to unsuccessful speculations. In 1933 Compton[e] concluded that the origin
of this radiation are extraterrestrial high energetic particles [402], whereas Johnson’s[f]
experiments indicated that these would be largely positively charged [403]. During
the 1930s different effects could be decomposed, so it could be understood by works
of Bhabba[g] and Heitler[h] that the radiation is partly due to air showers [404] and a
flux of galactic particles which alters by latitude and solar activity [405]. These highly
energetic were as early as 1934 supposed to originate from supernovae [406].
The presence of neutrons in such air showers [407] was first investigated by Coccioni[i]
by ground-based and airborne experiments, whereas Simpson[j] could identify nuclear
disintegration as the main contributor [408] to the neutron production. As from the
1950s, based on established technologies, networks of neutron and myon monitors
were set up in order to systematically study and characterize the cosmic radiation and
its effects [409].
12.1 SOIL MOISTURE SENSING TECHNIQUES
To date the measurement possibilities for determining the water content of the environ-
ment are either bound to local instrumentation or large-scale satellite-based technolo-
gies, both not meeting the typical correlation lengths for water resources, which has
always been an issue for the interpretation of the available data [410]. This is called
the intermediate scale gap [411]. Most of the local techniques are using in-situ probes
which have to be installed and operated inside the soil. Although determining the
water content by the electrical conductivity of the ground [412] is in general possible,
this quantity depends on many other variables like salinity, temperature and nutrient
content. Therefore, it is not possible to interpret such measurements without profound
knowledge of the soil type. This holds true as well for similar methods, which make
use of the dielectric properties of soil [413] for frequencies up to 1 GHz as the dipole
moment of water is much higher than the one of other typical elements. The electri-
[a] Paul Ulrich VILLARD, *1860-†1934, France.
[b] Theodor WULF, *1868-†1946, German Empire.
[c] Albert GOCKEL, *1860-†1927, German Empire.
[d] Viktor Franz HESS, *1883-†1964, Austria-Hungary.
[e] Arthur Holly COMPTON, *1892-†1962, United States of America.
[f] Thomas Hope JOHNSON, *1899-†1998, United States of America.
[g] Homi Jehangir BHABHA, *1909-†1966, British India.
[h] Walter Heinrich HEITLER, *1904-†1981, German Empire.
[i] Vanna COCCONI-TONGIORGI, *1917-†1997, Kingdom of Italy.
[j] John Alexander SIMPSON, *1916-†2000, United States of America.
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Figure 122: Ranges for
different soil moisture
sensing technologies
with relevant scales for
water distribution in the
support volume.
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cal properties of the soil also play the important role for time domain transmission
(TDT) and time domain reﬂectometry [414], which make use of the change of velocity
for electromagnetic signals. This property is also used for ground penetrating radar
(GPR) [415], which uses the transmission and reﬂection of electromagnetic waves in
the subsurface and electromagnetic induction (EMI) [416] based methods featuring
mobile or stationary devices equipped with antennas or coils, respectively. In order to
extend the scope any stationary technology can be distributed on an larger area in the
form of sensor networks [417].
Among the non-invasive methods, which are typically referred to as remote sensing,
there is the measurement of the blackbody emissivity of the soil in the microwave
region either from ground-based stations [418], but meanwhile this technique is ap-
plied mostly from extremely high altitudes by dedicated satellites [419], most notable
the recent ESA Copernicus program [420] with its Sentinel missions [421, 422]. As
hydrogen also possesses the strongest nuclear magnetic moment the amount of water
in the ground can also be determined by NMR devices [423]. A more sophisticated and
experimental approach is the gravimetric determination of the surrounding subsurface-
water by absolute microgravimeters [424]. Furthermore, the possibility to measure the
water content by the reﬂection of GPS signals [425] is still in evaluation.
The methods mentioned mostly rely on electromagnetic properties of the soil, espe-
cially of water. Another exceptional property of hydrogen is the efﬁcient slowing down
of neutrons. Therefore, devices had been proposed which measure the thermalization
of ﬁssion neutrons [426]. The absence of slow neutrons in a distance from an active
source indicates the absence of water and/or the presence of a absorbers, and therefore
this method suffers from the fact that already traces of isotopes like 10B lead to a false
interpretation without chemical analysis of the soil [427]. Nevertheless, this technique
is still used in oil-well logging for downhole tools which have to be operated from the
inside of a drilling tube [428].
12.2 COSMIC-RAY NEUTRON SENSING: THE TECHNIQUE
12.2.1 THE COSMOS SENSOR
Cosmic-ray neutron sensors of type CRS[k] are commercially available in several con-
ﬁgurations, see Fig. 123. The CRS1000 and CRS1000/B are mainly in stationary use
to monitor environmental neutron ﬂuxes, and the Rover system [429] is typically used
in vehicles for spatially resolved mobile surveys, for example in applications of agri-
cultural land use [430]. A description of the main components can be found in [431].
The sensors comprise one or two moderated detector tubes sensitive to epithermal/fast
neutrons, a high voltage generator, a pulse height analyzer, and a data logger with
integrated telemetry. The detector can be regarded as a Bonner Sphere, see sec. 8.2.3,
its energy sensitivity will be discussed in sec. 13.3. As a neutron moderator, high-
[k] Hydroinnova LLC, USA
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density polyethylene of 1 inch thickness is used to encase the proportional counter. The
CRS1000 uses helium-3, while the CRS1000/B uses boron trifluoride, which requires
larger detectors in order to achieve the same count rate due to its lower cross section
(3837 b vs. 5330 b at 25.3 meV) [98] and pressure (0.5 bar vs. 1.5 bar) and therefore
lower macroscopic cross section. The Rover is technically equivalent, but consists of sig-
nificantly larger detectors than the stationary sensors and two tubes in one moderated
module to increase the event rate and therefore the time resolutions [432].
Figure 123: Variants of
the cosmic-ray neutron
detectors modeled in this
study. Dimensions are in
units of millimeters. To
scale a Bonner Sphere
is illustrated in compari-
son. [KS2018]
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12.2.2 SIGNAL CORRECTIONS
The cosmic-ray neutron spectrum is result of highly complex interplay of relativistic
and non-relativistic particles, of leptons and baryons that create showers in the atmo-
sphere like in a large calorimeter. Neutrons themselves as a by-product of these particle
cascades make up a large part of the remaining radiation at ground level and are sen-
sitive to the number of nucleons as long as being highly energetic and to hydrogen
when being moderated. The neutron density Nn at the soil interface is influenced by
various factors, which turn out to exhibit a non-linear scaling, including correlations to
other relevant environmental variables. Nonetheless, in order to derive a soil moisture
value θ , there is a set of linear off-the-shelf corrections, which are used for example in
time series, but have mostly been gained empirically. The fully corrected neutron count
rate of a sensor Ncorr is calculated by
Ncorr = Nn ·CI ·Cp ·Ch , (160)
where CI denotes the incoming radiation correction, Cp the atmospheric pressure cor-
rection and Ch the air humidity correction - see also [433].
As discussed in section 3.1, the cosmic radiation, which penetrates the upper atmo-
sphere creating secondary neutrons, is not constant in its flux. Its intensity depends
on the solar cycle and the vertical cutoff rigidity and other temporal variations. These
fluctuations can hardly be predicted and therefore are measured by neutron monitors[l]
distributed in various locations around the world. Although these detectors primarily
measure the highly-energetic proton component of the incoming radiation, there is a
similar dynamic assumed for neutrons [431] for regions of the same cutoff rigidity. The
Neutron Monitor Data Base (NMDB)[m] provides real-time data about the incoming
radiation I , which can be retrieved automatically. The established correction method
[l] see sec. 8.2.2 and the time series in Fig. 9.
[m] accessible via http://www01.nmdb.eu/
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uses then a standardized count rate for the respective detector Iref for the incoming
radiation correction
CI = 1 +γ
(︃
Iref
I
− 1
)︃
(161)
using γ = 1. More sophisticated correction approaches are analyzed in [434].
The incoming radiation including the secondary particles are attenuated by the atmo-
sphere. The reference pressure p at the sensor location provides a good estimator for
the mass of the air column. The barometric pressure correction therefore can be
written using the atmospheric depth at reference pressure Xref ≈ 1000 g/cm2[n]
Cp = exp
(︃
X −Xref
λatm
)︃
(162)
and the atmospheric attenuation length λatm. In [435] λatm = 132 g/cm2 is assumed.
Yet, this parameter itself depends on energy range, altitude and cutoff rigidity as it
represents an average of interaction lengths of different primary and secondary air
shower particles, e.g. seen in Fig. 12. Literature values of measurements range from
(130-165) g/cm2, overviews can be found in [435–438] and [439].
Atmospheric water vapor can account for three effects on the measured neutron
signal. Firstly, it increases the area density and secondly especially the hydrogen abun-
dance pre-moderates the spectrum. Albedo neutrons are then furthermore also scat-
tered off these water molecules near the surface. [440] assumes, that the latter has a
negligible effect[o] and proposes the following correction function:
Ch = 1 + αhum
(︂
habs −hrefabs
)︂
(163)
with αhum = 0.0054 m3/g, absolute humidity habs and a reference value of hrefabs =
12 g/m3, which corresponds to 50 % relative humidity at 25 ◦C. Relative and absolute
humidity h at a given temperature T (in K) can be approximated by
h(hrel,T ) = 1323.48 gm3 hrel 10
aT
b+T with (a,b) =
⎧⎪⎪⎨⎪⎪⎩
(7.5, 237.3K), if T > 273.15K,
(7.6, 240.7K), otherwise.
(164)
12.2.3 SOIL MOISTURE DETERMINATION
The above-ground neutron spectrum contains two parts. The pure incoming radiation
Φinc never had any contact with soil. The albedo component φalb is then defined as
those neutrons which passed the interface at least once:
Φtot = Φinc + Φalb→ N = kincN0 + kalb(θ )N0. (165)
Soil moisture θ is then inferred from the intensity change of the reflected component.
As any hydrogen in the environment contributes to the signal, all water pools have to
be added up, including biomass θorg and chemically bound lattice water θlw, which is
typically in the order of (1-2) % volumetric soil moisture:
θ = θmob + θorg + θlw. (166)
[n] standard conditions assume at sea level pNTP = 1013 hPa and X =
∫ hmax
0
ρair(h)dh = p/д.
[o] we will later see, that this is not the case.
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Although the typical definitions of soil moisture account only for the available water
θmob, this work for reasons of simplicity implicitly assumes the extension of this term
by including hydrogen contributions, which can be converted to effective soil moisture
values according to θ = Σiθi .
In [429] the count rate of the sensor N is assumed to be derived from a reference
parameter N0, which is supposed to be the instrument count rate over entirely dry
soil[p]. The neutron flux as a function of gravimetric or volumetric soil moisture θ then
follows a simple hyperbola
θ (N ) = a0N
N0
− a1
− a2, (167)
with the parameters a0 = 0.0808, a1 = 0.372 and a2 = 0.115 derived from an empirical
analysis in [429]. a1 equals the incoming radiation fraction kinc, a0 and a2 have the
units of m3/m3 or kg/kg. Although the approach to use only the sensor-specific calibra-
tion parameter N0 leads in many cases to satisfying results, individual site conditions,
however, have led authors to use slightly different sets of ai parameters [441–443]. The
reasons for these ambiguous results will be discussed later and address the understand-
ing of neutron transport and individual contributions to the signal, yet, relation (167)
can be used to estimate the error σθ
σθ =
|︁|︁|︁|︁ δθδN σN |︁|︁|︁|︁ = a0 1N0(︂ N
N0
− a1
)︂2σN = . . . = (θ + a2)2 σNa0N0 , (168)
for which due to counting statistics σN =
√
N can be assumed. Hence, the relative error
can be calculated as
σθ
θ
=
(︃
1 + 2a1a2 + a1θ +
1
θ
(︁
a2 + a1a
2
2
)︁ )︃ 1√
N
. (169)
As N and θ are related to each other by N (θ ) = N0 · ( a0θ+a2 + a1), using (167) one can
replace the acquired counts by multiples of acquisition intervals of the parameter N0.
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Figure 124: Absolute (left) and relative (right) errors for soil moisture determination using (167) for CRNS sensors.
[p] we will see later, that this definition has some drawbacks.
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13
U N D E R S TA N D I N G T H E C O S M I C - R A Y N E U T R O N
D E T E C T O R
Part of the results about the CRNS probe presented in this chapter have been published
in [KS2018].
In order to reduce the enormous computational effort, which inevitably goes along
with the large scale differences of a ∼ 1 m3 detector in a ∼ 1 km3 environment, effective
response models have to be applied rather than using the geometrical detector itself
in the simulation. The solution to increase the recorded flux is to adequately scale
up the volume of the detector entity. However, if the recorded flux is supposed to be
increased by use of such a detector with its actual enlarged geometry (e.g. moderator
and converter tube), this significantly alters its characteristics. A virtual sensor entity
with an effective model allows for the upscaling of the counting volume of a detector,
while still retaining the same features as the unscaled type. It also allows to set the
maximum detection probability within the operation range to 100 %. However, such
neutron detection models are sensitive to the specific response function of the detec-
tor [444–446]. Previous studies, where the results of this work can be related to, were
based especially on the modeling of Bonner Spheres [163–167], and showed [168]
that the detector response function can be approximated by the product of an energy-
dependent efficiency term and an angular term. Monte Carlo models which rely on the
implementation of such functions, e.g. [447], are a subclass of global variance reduc-
tion methods [448], which aim on increasing the computational efficiency, especially
in undersampled regions.
13.1 THE DETECTOR MODEL
The detector models, which are actually used for Cosmic-Ray Neutron Sensing have
been introduced in sec. 12.2.1. In URANOS the device is modeled by a voxel geometry.
The central cutout of the rover configuration is shown exemplarily in Fig. 125, the other
detectors are presented in appendix B.2.5. The sensor geometry has been derived from
actual devices and from supporting information provided by the manufacturer [449],
see also Fig. 123. Details of the mechanical parts have been reduced to features that
Figure 125: Cross section of the Rover detector simulation model with a length of 132 cm
and a width of 26 cm. It features two gas filled proportional counter tubes in a stainless
steel casing (1), aluminum mounting brackets (2) and a HDPE moderator (3). [KS2018]
have a significant influence on the neutron response, and only materials with significant
macroscopic neutron cross sections have been considered. The size of the voxels has
been set to 1 mm × 1 mm × h mm, whereas h denotes the layer height to which the
voxel is extruded and varies from 1 mm, the generic cubic configuration, to 850 mm for
the length of the CRS1000/B tube. The materials used are: high-density polyethylene
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(CH2), aluminum oxide (Al2O3), steel (Fe with 20 % Cr, 20 % Ni) at 8.03 g/cm3, boron
trifluoride (10B enriched BF3 gas), 3He enriched noble gas, and air (78 % N2, 21 % O2,
1 % Ar). The partial gas pressure has been set to 1.5 bar for helium and to 0.5 bar for
boron trifluoride. See also appendix B.2.3.
The stationary systems (CRS1000 and CRS1000/B) are oriented upright, while the
mobile system „rover“ is oriented horizontally. Consequently, the „top“ facing neutron
flux runs from the surface upwards through the short cuboid face of the stationary
sensor, and through the long cuboid face of the mobile detector. The „side“ facing
fluxes run parallel to the surface through the long faces of the stationary detector and
through two short and two long faces of the mobile detector.
Figure 126: Track density within the 10BF3 rover detector model using a randomly dis-
tributed flux from a plane source, illustrated for four energy regimes from thermal to MeV.
The outer casing of the detector (see also Fig. 123) consists of polyethylene, which becomes
visible by the outward directed flux. Neutrons of high energies (lower right panel) do not
undergo enough interactions to stay contained in the casing. Thermalized neutrons (upper
left panel) are scattered within the moderator and are efficiently absorbed by one of the
two tubes, with a probability of ≈ 0.5 to be captured in either of them. [KS2018]
In order to simulate incoming cosmic-ray flux from the atmosphere, monoenergetic
neutrons were released randomly from a virtual plane of the same extension as the
model dimensions. The number of neutrons absorbed in the converter gas divided
by the total number of neutrons released is defined as the efficiency R(E,ϑ ) of the
setup, which intrinsically normalizes the efficiency to the detector area. As for the
CRS1000/B with its cylindrical housing also the identical plane source definitions are
used, this geometry leads to an ambiguity in the efficiency definition, which has to be
considered for interpreting the results, see also [392]. That means, due to the surface
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normals being different for the cubic CRS1000 and the cylinder of the /B version,
the directionality of an orthogonally incident flux cannot be defined consistently for
both[a]. To study the behavior of neutrons inside a detector system, the simulated
neutron track density is shown exemplarily for a 10BF3 rover detector in Fig. 126. The
tracks represent 4 · 107 histories of incident neutrons with kinetic energies spanning 10
orders of magnitude. From the perspective of MeV neutrons, the path length through
the polyethylene casing is in the order of the scattering length. This leads to an almost
geometrically homogeneous distribution, where reflected neutrons have a negligible
probability of reentry. Neutrons with E ≥ 1 keV exhibit shorter scattering lengths while
the energy lost by moderation allows for more neutrons in the boundary region to
escape the device (seen by the ’glow’ at the perimeter). For smaller energies, E ≤ 1 keV,
the leakage out of the device is minimized while the number of interactions within the
moderator is maximized. In a cross section through the model (not shown) this equals
the flux outside the polyethylene being lower compared to higher energy domains.
As soon as neutrons are thermalized, their absorption in the converter gas gets most
effective.
13.2 THE ENERGY RESPONSE FUNCTION
The energy response of a detector system,R(E,ϑ ), quantifies this sensitivity as a function
of neutron energy E and incident angle ϑ :
R(E,ϑ ) = ϵ(E) · д(ϑ ) , (170)
where an angle of ϑ = 0 would correspond to an orthogonal neutron incidence. Av-
eraged over the whole surface of the detector, the incoming flux can independently
characterized as a function of these quantities. The analysis of the energy dependence
is presented in the following. The results from the simulations of the angular sensitivity
can be found in appendix B.2.5.2.
13.3 ENERGY DEPENDENCE
The energy-dependent component of the neutron response, ϵ(E), has been calculated
by URANOS simulations of different detector configurations. The results presented in
Fig. 127[b] show that all detector models exhibit qualitatively similar energy response
in the range from 0.1 eV to 1 MeV with a maximum between 1 eV and 10 eV. The
main differences in the resulting curves can be attributed to the absolute detection
efficiency, which is a function of the detector model, the converter gas and casing area.
The latter is influenced by the geometry and orientation of the detector, as the surface
neutron flux is averaged over the exposed area. Minor qualitative deviations of the
response functions are noticeable for different aspect ratios of moderator and counter
tube, compare CRS1000 (top) and rover (side) in Fig. 127. The highest efficiency is
achieved for neutrons in the energy range between 1 eV and 100 eV, while between
0.1 eV and 0.1 MeV average efficiencies can be found. The latter range corresponds to
the ’water-sensitive domain’ for the CRNS technique. The manufacturer has stated that
the working energy range for the detectors is within 100 eV to 10 keV (unpublished
data). This energy window appears to be too narrow compared to the results presented
[a] Nota bene: this definition is not phase space conserving under angular variation - considering a neutron
beam incident onto the sensor from a specific direction, the effective projected area of the corresponding
cuboid face has to be taken into account.
[b] The cosmic-ray neutron flux density is represented per logarithmic unit of energy, see (33) in sec. 1.4.1,
given in units of dΦ/d( log(E)) = E dΦ/dE.
161
here, indicating a hitherto underestimation of near-thermal neutrons. A significant
contribution of eV-neutrons was also suggested by other authors using empirical [450]
and modeling analysis [451]. The energy efficiency shows also remarkable similarity
to reference curves of Bonner Spheres with equal moderator thickness, see Fig. 47.
As an example, the rover detector system with the standard 1 inch moderator thick-
ness approximately corresponds to a 3 inch moderator type with a 3.2 cm spherical
counter [169], or to detectors equipped with a 4 mm 6LiI crystal and a 2 inch moder-
ator [165]. This example illustrates that the main influence on the energy-dependent
response can be attributed to the thickness of the moderator. Similar results also have
been presented for portal monitor type detectors [120]. For the actual integration of
such a response into an environmental neutron transport model a probe-specific func-
tion derived from a cubic spline interpolation of this data or in good approximation
Bonner Sphere calculations can be utilized.
Figure 127: Absolute
counting efficiency for
various actual cosmic-ray
neutron sensing devices.
The results for perpen-
dicular irradiation are
averaged over the entire
surface for each setup.
For ’CRS1000 Side’
exemplarily the effect
of production-related
density variations be-
tween 0.92 g/cm3 (low)
and 0.98 g/cm3 (high)
are plotted. The cosmic-
ray neutron spectrum
from [66] illustrates
the relative abundance
of neutrons above the
surface. [KS2018]
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13.4 DETECTION PROBABILITY WITHIN THE CASE
The results above have addressed the detector efficiency averaged over the entire detec-
tor surface. However, the detector case itself cannot be considered as a homogeneously
responsive device. A neutron hitting the detector centrally has a much higher absorp-
tion probability than a neutron entering at the very edge of a moderator. The spatial
distribution of the detector efficiency can be illustrated by an efficiency map. As an
example, Fig. 128 shows the boron trifluoride rover system with its two proportional
counter tubes for 10 eV neutrons from the side- and top-facing perspective. The color
scale represents the detection probability for a normally incident neutron, showing
that detection is more probable in a narrower area for sideways incident neutrons
compared to neutrons incident from the top. Although for the epithermal/fast regime
Fig. 125 showed a homogeneous distribution of the tracks inside the casing, the abso-
lute efficiency varies significantly depending on the individual original impact location.
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Figure 128: Efficiency
map for the 10BF3 rover
system for orthogonally
incident neutrons from
the side (top panel) and
the top direction (bot-
tom panel), depicting the
probability of being ab-
sorbed in the converter
dependent on the x ,y co-
ordinate entering the de-
tector. [KS2018]
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13.5 UNCERTAINTY ANALYSIS
Simulations performed in this study were conducted with 106 released neutrons, which
corresponds to a relative statistical error of the detector response R of sR = 10−2/
√
R,
where R = R(E,θ ) is given in units of percent and usually stays below 1 %. The good
agreement with reference calculations from literature confirmed the reasonability of
this approach, see also sec. 6.6.2. Systematic errors of potential relevance mainly
involve the assumptions on material composition and geometry. For polyethylene the
scattering kernel was emulated by water. Due to the higher mobility of water molecules,
it could have biased the resulting efficiency by up to 10 %, particularly in the thermal
regime. The fabrication related variations of polyethylene density could further alter
the macroscopic cross sections of the real detector in the order of (1-2) %, thereby shift-
ing the actual response function towards thicker or thinner moderators. Moreover, the
abstraction level used for the modeled detector geometry has been high, as only mod-
erator, absorber, and the metal parts have been taken into account. Nonetheless, the
calculations showed that even drastic changes of the arrangement had only marginal
effects on the response function.
13.6 IMPLICATIONS OF THE SENSITIVITY ANALYSIS
Although the internal assembly of the detector is clearly distinguishable in the impact
location map of Fig. 128, the device is small compared to the diffusion length of envi-
ronmental neutron fluxes, see also Fig. 30. Therefore, higher accuracy of the presented
computational results would not lead to relevant information for environmental re-
search.
Therefore, one can conclude that for the general analysis of neutron transport, a domain
specified from 100 eV to 10 keV is suitable, slightly underestimating the contribution
from both ends of the spectrum - fast and thermal neutrons. The implications of work-
ing with the simple model of a lower and upper threshold for the sensitive range are
probably moderate. The entire spectrum from 1 eV to 0.1 MeV is dominated by elas-
tic scattering and the cosmic-ray induced density of albedo neutrons. It is related to
the environmental water content and scales uniformly in this regime [66]. Hence, the
asymmetric shape of ϵ(E) has a minor influence on the sensitivity of the device in terms
of soil moisture sensing. According to additional simulations (not shown), the change
of the sensor’s footprint radius, which will be investigated later, is negligible. The simi-
larity to the response of Bonner Spheres, however, explains the reported influence of
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thermal neutrons on CRNS detectors [450, 451].
Given the effective detection area of the cuboid sensor and its angular response, both
conformations do exhibit a different sensitivity to the neutron flux directly below the
sensor. In other words, near-field effects as seen later, can be attributed to the relatively
high sensitivity to the downward direction and the flux distribution around the detector.
In situations of small-scale changes of the topology below the sensor as for example
in the monitoring of snow cover [452] with height and snow pack variations or dense
and time-varying biomass estimations [433] there is a direct influence of the external
flux field to the probe response.
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14
F O O T P R I N T I N V E S T I G AT I O N
14.1 FOOTPRINT PRELUDIUM
Part of the results about the footprint investigation presented in this chapter have been pub-
lished in [KS2015] with complementary information in the follow-up publication [SK2017].
The aim of this work is to investigate the specific features of neutron transport at
an air-ground interface. Specifically, the system can be regarded as an exponentially
decreasing volume source from a low-density to a high-density region, whereas the
latter slows down neutrons much faster due to the higher abundance of water. As
hydrogen interactions also have a different scattering angle distribution the system
behaves asymmetrically regarding the domain particle density parity. The goal of this
study is to find and describe the ensemble dynamics in a highly non-linear system.
14.1.1 THE COSMIC-RAY NEUTRON SPECTRUM ASSEMBLY
Continuing from the description in sec. 3.2 the focus is set on parameters for maximal
atmospheric depths (low altitude) d0 = 1020 g/cm2, solar maximum conditions s =
1700 MV and an exemplary cutoff rigidity of rc = 10 GV. This procedure might intro-
duce small differences for different places on Earth. However, measurements [65] show
that geomagnetic latitude has only very small effects on the shape of the spectrum.
It depends slightly on atmospheric depth, as at d0 the detectable particle flux can be
regarded as the tails of the high energetic cascades, see sec. 3.1. A lower cutoff rigidity
means a higher contribution of low energetic particles to the primary spectrum and a
higher altitude means a different ratio of proton and neutron fluxes, which each have
different interaction lengths [32][a].
Figure 129: Cosmic-
ray neutron spectra start-
ing from the analytical
angular integrated spec-
trum [66] (black) gener-
ating the downward flux
only spectrum (cyan) by
subtracting the albedo
from the total spectrum
(blue). The ratio (green)
can be calculated inde-
pendently over any, in
this case water, body.
Neutron flux given in
units of lethargy (98).
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[a] At sea level the hadronic flux can be estimated to be composed of 94 % neutrons, 4 % pions and 2 % pro-
tons. Therefore, the overall-nucleon flux is dominated by neutrons. Their attenuation length ranges from
140 g/cm2 at evaporation energies to 160 g/cm2 in the GeV range. The high-energy proton attenuation
length, however, is much lower with 110 g/cm2 due to electromagnetic interactions in addition to the
hadronic channels. Myons, as mainly electromagnetically interacting minimum ionizing particles, in com-
parison are much more penetrating with 520 g/cm2. This leads to a dynamic composition of the residual
particles of atmospheric cascades and especially in regard to the above-ground neutron flux.
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As the MeV-and-below-neutron spectra Φ generally consist of an incoming Φinc as well
as a backscattered component Φa, an incident spectrum is obtained by two steps:
1. for the given spectrum a response spectrum is calculated over pure water,
2. the resulting backscattered spectrum is subtracted from the original spectrum.
Iinc = Φ − Φa = Φ (1 − r ) (171)
with the ratio being defined as r = Φa/Φ. This recalculated spectrum then contains
only incident neutrons and can be used as the source of incoming radiation for any
surface condition. Fig. 129 shows the result of this calculation. From the response of a
pure water body a factor for each energy bin is obtained which is used to generate the
downward-facing part from the analytical spectrum of [66]. This energy distribution
can be used to arrive again at the full spectrum in a simulation model. For epithermal
and fast neutrons the flux is considered distributed in 2π . An exception to this otherwise
isotropic distribution are emission angles of high-energy neutrons above 10 MeV, which
are highly collimated along the downward facing direction (nadir angle θ). According
to observations and simulations by Nesterenok [453] the non-uniformity of the angular
spectrum J (θ ) is given by[b]:
J (θ ) = e−2.5 (1−cos θ ). (172)
This strategy combines a universal and validated source spectrum for cosmic neutrons
with a high computational efficiency. As the location of the source is commonly traded
against computational effort, whereas the initial energy spectrum is bonded to a variety
of uncertainties, the modeling presented here can entirely focus on the description of
the air-ground interface. A popular approach is to emit secondary cosmic-ray neutrons
at approximately 8 km altitude and to perform a cascaded propagation through the
atmosphere [437, 440, 455]. This strategy and related simplifications come with several
drawbacks:
• Cross-sections of high-energy neutrons exhibit uncertainties of up to 50 % de-
pending on element and type of reaction, though there has been progress in the
last two decades. As a consequence, inconsistencies are apparent throughout
different codes for galactic and atmospheric cosmic-ray transport [456–458].
• Measurements of cosmic-ray energy spectra are additionally accompanied by
observational uncertainties. Comparative studies of Monte Carlo codes show
differences of up to 20 % for calculating sensitivities of the neutron response to
experimental devices [245, 459, 460] and as well for the spectrum unfolding
technique [246].
• The exclusive neutron source at the top of the modeled atmosphere inadvertently
neglects neutron generation throughout the atmosphere by other secondary par-
ticles like protons, pions and muons.
• Atmospheric water vapor is often ignored, although hydrogen is the main mod-
erator for neutrons[c].
• The large difference in scale of the domain requires high computational effort to
reach sufficient statistics.
[b] The factor of 2.4 for (172) originally published in [453] for atmospheric depths of 1000 g/cm2 has been
corrected to 2.5 according to [454]. As a comparison: the angular distribution over all energies in[158]
scales by a factor of 1.9.
[c] However, the analytical spectrum by Sato [61, 66, 461] used in this work also has this shortcoming.
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Models which rely on particle propagation through the upper atmosphere incorporate
a high complexity and vulnerability to such uncertainties.
In the attempt to reduce computational effort, other studies identified the high-energy
component of the cosmic-ray neutron spectrum as the precursor for the generation
of fast neutrons in the soil [462, 463]. Since the attenuation process of high-energy
neutrons in the ground is known, it seems likely that an artificial source in the soil is
sufficient to mimic the production of evaporation neutrons. However, some drawbacks
of this method are important to note:
• Attenuation of high-energy neutrons in the soil follows an exponential decrease
that is dependent on soil type and location on Earth.
• There is no verified energy spectrum for neutrons in the soil.
• Evaporation neutrons are a significant part, but do not make up the spectrum as a
whole, see Fig. 129. The incoming energy spectrum from the atmosphere exhibits
low-energy components and particularly neutrons which already evaporated in
the air.
Considering only evaporation neutrons in the soil can be an approach, especially for
dry conditions, which tends to overestimate average neutron energies, as incident low-
energy neutrons from the top are neglected, and thus also overestimates the footprint
size. Moreover, the deduced footprint appears to be insensitive to soil moisture, because
its influence on neutron moderation is underestimated. Here, a different approach is
applied, which aims to combine the advantages as well as avoid the drawbacks of both
strategies mentioned above. To minimize the uncertainties of the propagated energy
spectrum, this study focuses on the domain close to the surface by using validated
results from independent atmospheric simulations as model input.
14.1.2 EXPERIMENTAL VERIFICATION
Since the footprint definition is based on a radial symmetry, direct empirical evidence
is difficult to achieve with natural structures. However, approaching water surfaces
and transiting the coast line has been a common procedure to determine the range of
detected neutrons. For example, [464] moved the detector over a lake and interprets
that the signal strength is hardly sensitive to neutrons from the land side at distances
greater than 200 m. In the last years, many experiments with CRNS detectors have
been performed across a water-land boundary. Data from Oceanside Pier (California,
US) indicate that the sensitive distance is on the order of (100-200) m at sea level. With
URANOS attempts have been made to reproduce these transect experiments by moving
a 4 m square-shaped detector over pure water and land with exemplary soil moistures
from 1 % to 30 % and fixed air humidity h = 10 g/m3. Figure 130 illustrates the simula-
tions and the two experiments mentioned above. The simulated signal strengths clearly
correspond to the measurements and give an indication of the soil water content which
was unknown at the time of the experiments.
The signal gradient is asymmetric over water (Fig. 130 left) and land (Fig. 130 right),
which agrees with results from [455], who investigated the influence of large wet struc-
tures on the signal strength. However, direct observables for neutron transport cannot
be identified in the experiment as transect experiments do not give a direct measure of
the footprint radius under conditions where the instrument is usually applied. These
effects can be explained by (1) the overestimation of dry over wet regions in the signal,
as a consequence of the non-linear relation: θ ↦→ N , (2) the effective removal of trav-
eling neutrons due to the presence of a water body on their way to the detector, and
(3) the non-radial geometry of the experiment. However, the presented data provide
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evidence for the valid performance of the URANOS model.
Distance from shoreline [m]
R
e
la
ti
v
e
 n
e
u
tr
o
n
 i
n
te
n
s
it
y
 N
/N
w
a
te
r
-50 150-100 100-150 500
2.5
2.0
1.5
1.0
3
simulated, h=10 g/m
θ = 30 %
θ = 15 %
θ = 11 %
θ = 8 %
θ = 5 %
θ = 1 %
measured,
Oceanside Pier, 2009
measured,
Kuzhevskij et al. 2003
Figure 130: Coastal
transect experiments
simulated with a 4 m
square-shaped detector
every ±10 m from the
coast line. Relative
neutron counts show
good agreement with
measurements across
a water-land boundary
at the Oceanside Pier
(US) as well as tests at
Lake Seliger (RU) [464].
Air humidity h and
soil moisture θ of
the experiments were
unknown. [KS2015]
In order to study the small-scale effects, which, as seen later, are predicted by URANOS,
experiments have been carried out by M. Zreda with a detector over a pool. In a series
Figure 131: Swimming
pool transect experi-
ments by M. Zreda and
accordingly simulated
setup with virtual cylin-
drical detectors of 0.25 m
radius. Furthermore,
baseline measurements
were taken in order to
normalize simulation
and experimental data
outside the range shown
in the plot.
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of two transects at heights of 50 cm and 165 cm over a pool of 0.9 m radius filled with
20 cm of water. The experiment was carried out in a dry region of Arizona (US), where,
using TDR probes, in the vicinity of the experiment θ =7 % was found and 9 % soil
moisture was found in 20 m distance around a building structure. A rover-type of CRNS
detector was used, see sec. 12.2.1, which has a significant spatial extension of 1.3 m
length compared to the pool itself. For the simulations the soil moisture was set to
7 %, 6.5 g/m3 air humidity and 920 mBar air pressure. The simulated detector entities
were cylinders of radius 0.25 m and 0.5 m height, superimposed to the air layer, 100 %
efficiency[d] and an energy range of 1 eV to 100 keV at heights of 0.5 m to 1 m and
2 m to 2.5 m. Experiment and simulation agree remarkably well in this case where
the signal domain is tiny compared to the overall footprint with an areal contribution
of 10−5 to 10−6. The slightly stronger signal in the simulations can be attributed to
[d] yet non-absorbing, otherwise the simulated detectors would influence each other.
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the slightly larger water body and to possible contributions of lattice water and soil
moisture gradients in the order of 2 %Vol.
14.1.3 A CLOSER LOOK AT THE AIR-GROUND INTERFACE
Figure 132: Flux calculation of an air-ground interface in which neutrons are artificially released centered straight
down but with a CR spectrum according to Fig. 129 based on (67). The simulated neutron tracks from evaporation
(MeV) to absorption (thermal) of 80·104 histories are displayed in a domain of 3 m × 3 m × 3 m.
In air the mean free path for neutrons is approximately 1000 times larger than in the
soil, see also Fig. 30. In an artificial scenario aiming to visualize the transport at the
interface, a flux column is released onto the ground. A rather dry condition is chosen in
order to show a more spatially extended distribution. Fig. 132 shows the tracks of all
neutrons in the domain in three different energy regimes. Most high-energy neutrons
entering the soil are scattered in forward direction, therefore, the possibility of leaving
the ground is considerably low - except originating from evaporation processes, that
emit secondary particles nearly isotropically. However, only neutrons within the top
few dozen centimeters below the interface border exhibit a significant probability
for leaving. In general, this also leads to slant soil emission angles being suppressed.
Epithermal neutrons below 1 MeV behave rather diffusively until they are moderated to
thermal energies. As a first order approach, one can indeed expect neutrons to behave
as a diffusive gas, as it was formulated by [465], and applied to a footprint estimate
by [463] besides the modeling. But since every collision results in an energy loss for the
neutrons, their mean free path between collisions changes and pure diffusion theory
loses validity. The Fermi age theory, e.g. applied in [466], accounts for these energy
losses in a diffusive system, but analytical solutions exist only for mono-energetic
particles and are not feasible for the cosmic-ray neutron spectrum exposed to a wide
range of environmental conditions with different cross sections.
The cosmic-ray spectrum is partly also made up of neutrons slowed down in air, which
have a higher probability of being emitted back into the air[e]. For thermalized neutrons
the soil can be regarded as a source. It can be explained by the fact that the moderation
due to the presence of hydrogen is effective and no isotope having a large capture cross
section is present, contrary to the case of air, in which argon and especially nitrogen
are comparably strong absorbers.
[e] In this scenario the emitted flux is partially suppressed as all particles are released straightly downwards,
which means that by collisions with hydrogen at least two scatterings are required to change the direction
along the z-axis. In a more realistic simulation with rather slant impact angles onto the ground a scattering
reaction in forward direction can already lead to leaving the soil.
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14.1.4 MODEL SETUP
14.1.4.1 NEUTRON SOURCE AND DETECTOR
Neutrons are released from a volume source with randomly distributed origins from 2 m
to 42 m above the surface. The amount of initial particles per run was chosen according
to statistical errors - 107 histories are a reasonable trade-off between computational
effort and precision for typical calculations presented here[f]. The simulations for the
footprint analysis, which will be presented in the following, do not make use of the
later implemented high energy cascade transport model.
2 m
0 m
42 m
detector layer
detection
thermalisation
origin
path
creation
air + water
soil 50%
Vol
+ air + water
neutron
source layer
ϕ
ϑ
x
y
z
Figure 133: Setup of
the simulation contain-
ing a 40 m thick neutron
source layer in the atmo-
sphere and a thin detec-
tor layer at 2 m above
ground. A particle is
counted as an albedo
neutron if it had pre-
ceding contact with the
soil. [KS2015]
Neutrons are recorded individually in an horizontally infinite detector layer, see also
sec. 6.5.1. Any neutron that experienced interaction with the soil is counted as it passes
the layer. The infinite plane detector overlays the atmosphere by means of a 25 cm high
sheet at a vertical position of (175-200) cm, a usual height for mounting cosmic-ray
probes. The detector layer is crossed by the neutrons and thus maps spatially the
neutron density[g]. For the effective energy range to which the detector is sensitive,
practical considerations by [463] and theoretical by for example [467], the detection
energy is set to a window from 10 eV to 104 eV.The detection efficiency of moderated
helium-3 detectors is nearly constant in that energy regime [468], which is why signal
weighting for different energies is not necessary. However, common cosmic-ray neu-
tron detectors, see sec. 12.2.1, are contaminated by approximately (10-20) % thermal
neutrons [450]. It is not intended to account for this issue here, as this study aims to
investigate characteristics for a detector ideally tailored to the needs of environmental
water sensing.
14.1.4.2 AIR, SOIL AND WATER
The modeled pure air medium consists of 78 %Vol nitrogen, 21 %Vol oxygen and 1 %Vol
argon usually at a pressure of 1020 mbar. The soil extends to a depth of 3 m and the air
to 1000 m. Both, soil and air are represented by planes of infinite extension, which can
have subdomains, either to create a density profile in depth or to add specific entities
like water or a detector. The soil consists of 50 %Vol solids and a scalable amount of
H2O. The solid domain is comprised of 75 %Vol SiO2 and 25 %Vol Al2O3 at a compound
[f] At the time of investigating the footprint such a calculation, depending on the soil moisture, took around
4 h. Due to further performance improvements URANOS meanwhile runs in such a setup approximately 250
neutrons per core per GHz per second, which means 107 histories can be tracked in around 40 min.
[g] Multiple counts of a single neutron in the detector layer account for the measured density equivalent for a
single count per volume detector. This relation holds if (1) the dimension of the absorbing detector medium
stays below typical scale lengths of neutron interactions (10 m-100 m), and (2) particles do not scatter
multiple times in that volume. That is very unlikely for non-thermal neutrons and furthermore does not
factorize in the count statistics.
Caveat: Typically Monte Carlo simulations like MCNP score particle flux as track length per volume. In the
case presented here with no preferred detector orientation and infinite layer geometries this definition is at
least unhandy.
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density of 2.86 g/cm3. Thus, the total densities vary from 1.43 g/cm3 to 1.93 g/cm3 for
0 %Vol and 50 %Vol soil moisture, respectively. Further chemical constituents regarding
rock types are not significant[h] for the characteristics in the epithermal regime [431,
469]. Further material properties can be found in appendix B.2.3, however, the amount
of chemically bound water in rocks lies in the order of a few percent, therefore 0 % soil
moisture is a case mainly of theoretical interest.
14.1.5 SOIL MOISTURE AND ABOVE-GROUND NEUTRON DENSITY
Figure 134: Neutron
spectrum without ther-
mal transport in a height
of 2 m above the ground
for different volumetric
soil moisture conditions
and a water body.
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The response of the ground to the incoming flux of cosmic-ray neutrons lead to several
interesting features in the resulting energy spectrum. Fig. 134 shows the efficient
reduction of neutron intensity by soil moisture in the relevant energy range of the
CRNS method. In general, the neutron density appears to be very sensitive to small
amounts of hydrogen in the soil (and air).
The domain below 1 MeV is governed by elastic scattering, the relative density in this
regime depends on how effectively neutrons are slowed down. Tab. 22 lists the stopping
power, see also sec. 1.4.1, of some elements. It summarizes that isotopes heavier than
hydrogen require an order of magnitude higher amount of collisions to reach thermal
energies. For the effective moderating ratio the macroscopic cross section also has to
be taken into account. Fig. 134 shows, that the relative neutron density difference
between 0 % and 1 % soil moisture is large compared to any subsequent addition of
further hydrogen. The change in above-ground flux from 0 % to 5 % is comparable to
the change from 5 % to 50 % soil moisture. One can also observe that in the MeV-regime
the spectrum above a water body reflects mainly the features of the cross section of
oxygen, whereas for dry cases the silicon and nitrogen components become dominant.
Yet, the details of the structure of the evaporation peak have a negligible influence for
the method of soil moisture sensing.
This behavior can partly be related to the higher amount of neutrons being emitted
into the air and partly to the transport within the system itself. Fig. 135 shows the flux
spectrum emitted from the soil, e.g. neutrons which are either generated within the
ground or reflected from it. One can observe a similar relation regarding soil moisture
[h] In rare cases larger amounts of heavier elements like iron can be present in rocks, which can slightly increase
the amount of evaporation neutrons.
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Figure 135: Neutron
spectrum emitted from
the soil without thermal
transport in a height of
2 m above the ground
for different soil moisture
conditions and a water
body.
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Table 22: Slowing down
of neutrons by interac-
tion with different iso-
topes from 2 MeV to ther-
mal and to an exem-
plary energy relevant for
CRNS. Calculations ac-
cording to (31) and (32).
avg. no. collisions ncol
Element Mass [u] log. energy decrement ξ to thermal to 100 eV
H 1 1 18 10
H2O - 0.92 20 11
N 14 0.136 135 73
O 16 0.12 153 82
Al 27 0.0723 255 137
Si 28 0.0698 264 142
Fe 56 0.0353 522 280
changes as for the total spectrum, Fig. 134, which extends the trend to lower energies.
In case of the total absence of hydrogen the system behaves nearly like a resonator
with a small damping constant - neutrons are scattering within a domain which rather
acts as a reflector. Therefore, the presence of a small amount of hydrogen already leads
to a smooth scaling of the system.
Exemplarily also the effect of air humidity is presented in Fig. 136 for the scaling of
the above-ground neutron flux for rather dry conditions. In temperate zones typically
humidities around 10 g/m3 can be expected and 33 g/m3 would correspond to a rain
forest climate. For hydrogen in air the following observations can be made: The in-
tensity scaling can be found in the sub-MeV region due to the fact, that contrary to
soil moisture it does not significantly change the direct albedo flux[i]. The scaling of
the total neutron flux as a function of water vapor shows a nearly linear behavior, yet
slightly more sensitive for low air humidities. However, the relative change in intensity
also depends on the soil moisture itself. In the example of 4 % soil moisture we find a
15 % change in the epithermal regime for the given setups. This scaling decreases with
comparably larger amounts of water in the soil.
As seen from the discussion above and Fig. 134 the above-ground flux scales by a
hyperbolic law, as also already indicated by (167) from [429]. This description is
also underlined by the results from this work. Fig. 137 provides a comparison of
[i] As the spectrum is released in the vicinity of the ground interface effects of atmospheric water vapor, which
lead to a premoderation of the spectrum and an additional attenuation due to the increased area density,
are neglected here.
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Figure 136: Neutron
spectrum without ther-
mal transport in a height
of 2 m above the ground
for different air humidity
configurations.
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neutron densities as a function of soil moisture normalized to (167). For URANOS
settings with and without the high-energy transport model are presented, whereas
the latter propagates the particles above 20 MeV with an interaction-balanced model
yielding typical attenuation lengths for the high-energy regime. In case this model is
not used, the flux into ground is lower on average, which leads to a smaller amount
of evaporation neutrons being emitted into the air. However, there is no qualitative
difference between both, which shows that the hyperbolic shape is entirely determined
by the physics below 1 MeV. Results from MCNPX, see sec. 5.2.1, are presented in
comparison, scaled to match the porosity. The slope appears to be slightly higher,
yet both simulations agree remarkingly well given the complexity of the underlying
system. However, the empirical results from [429] are not supported by any modeling.
As seen from other experiments carried out afterwards and for example presented in
sec. 14.1.2, simulation models can provide a consistent picture of measured above-
ground densities.
Figure 137: Above-
ground neutron density
as function of soil
moisture, scored in the
interval 1 eV-10 keV
(with and without high
energy particle trans-
port) at h = 3 g/m3 in
comparison to MCNPX
calculations (h = 0 g/m3)
and to the commonly
used equation (167).
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As already seen from the exemplary spectra of Fig. 136 the above-ground neutron
intensity also depends on the water concentration in the air. The results from the
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analysis of the intensity scaling, see Fig. 138, are the following: The general response
at a fixed air humidity can be described by a hyperbolic expression. In first order
humidity can be corrected linearly as proposed by [440], however, at least a cubic
dependency correction has to be applied in addition. Furthermore, the sensitivity to
water vapor also depends on the soil moisture itself.
Figure 138: Dependency
of the above-ground neu-
tron density in the energy
interval 100 eV-10 keV as
a function of volumetric
soil moisture and air hu-
midity. The white grid
lines show the fitted func-
tion (173).
A function, which has been found to describe the relative intensity I (θ ,h) with the
features mentioned above is the following:
I (θ ,h) =
(︃
k0
1 − k5h
θ + k2
+ k1 (1 + k6) exp (−k3θ ) + k4
)︃
· (1 − k7h) . (173)
The parameters ki [j] are evaluated as summarized in tab. 23.
Table 23: Numerical val-
ues for the parameters
of the intensity func-
tion (173).
k0 k1 k2 k3 k4 k5 k6 k7
0.05774 0.217 0.03967 1.539 0.4964 0.0044 0.0026 0.00162
14.1.6 TRACKING COSMIC-RAY NEUTRONS IN SOIL AND AIR
The observed intensity scaling depending on different amounts of environmental water
can be linked to the number of scatterings a neutron undertakes in such a system. Even
for very dry conditions hydrogen contributes to at least 10 % of the interactions as can
be seen in Fig. 139. Oxygen is as well present in air (O2 molecules) as in water as
in rocks. The contribution of nitrogen means significant transport via the atmosphere.
Although in this chart ground and air are not scored independently, it can already be
concluded from the relative share of aluminum and silicon atoms, that within the soil
water is the main scattering partner, whereas in air nitrogen plays an important role.
Therefore, soil tends to lose its reflection capability with increasing hydrogen content,
whereas air, even in the case of 10 g/m3 humidity, acts as a transport medium.
In order to unfold the picture of Fig. 139 one can analyze the individual histories of the
neutrons in the system. Fig. 140 shows for the conditions presented before the elastic
and inelastic scattering distributions per neutron. Important for the interpretation is
the peak for a large amount of scatterings. These neutrons have potentially a long
[j] With k2 in [m3/m3], k5 and k7 in [m3/g].
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Figure 139: Relative
distribution of scattering
interactions for various
volumetric soil moisture
conditions and an air hu-
midity of h = 10 g/m3.
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integrated travel distance and probed the soil many times and hence develop the
characteristic of the system. At the lower end of the distribution histories of neutrons
can be found, which directly leave the system, mainly downwards. For typical soil
moisture conditions an antiproportional relation to the mean number of interactions
can be observed. For extremely dry conditions the system changes towards an extremal
behavior with neutrons, which never undergo any interaction with hydrogen as can be
seen from the second peak of the 0 % distribution. Another interesting observation is
the long tail in case of extremely wet conditions. It corresponds to neutrons which are
transported mainly over the air when the reflection probability for interface crossings
becomes considerably low.
Figure 140: Average
amount of scatterings per
neutron for various soil
moisture conditions.
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For using the environmental neutron density as a proxy for soil moisture estimation
the penetration depth is an important quantity for the probe depth. Yet, most neutrons
are scattering within the soil without leaving it, see for example Fig. 132. In the further
calculations of the characteristics of the air-ground interface the following definition is
made:
• incoming radiation: no interaction with the soil,
• albedo neutrons: at least one interaction in the soil,
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• direct albedo radiation: only one interface crossing. The majority of these neu-
trons are ’geometrically’ transported to the sensor without further (diffusive)
scattering in the air.
Figure 141: Maximum
scattering depth of neu-
trons which reach the sur-
face for various volumet-
ric soil moisture condi-
tions and h = 10 g/m3.
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It is important to note that probing the soil and its water content does not necessarily
mean that a neutron had scattered off any hydrogen atom. Indeed, compared to the
dry case any addition of soil moisture reduces the above-ground density, not only by
slowing down neutrons faster, but also by reducing the escape probability once entered
into the soil.
Fig. 141 shows the distribution of the maximum probe depth, e.g. the most deep
scattering centers or evaporation origins. For dry conditions neutrons can probe the
soil beyond depths of 1 m and for a pure water body information below 10 cm can
hardly be obtained. To the distribution of the scattering locations a similar scaling with
soil moisture like in the cases before can be attributes, however, the relation is not as
strongly dependent on the water content here. It can be explained by the fact that this
observable quantifies the extreme values of the ensemble.
14.2 COSMIC-RAY NEUTRON TRANSPORT ANALYSIS
14.2.1 THEORETICAL DESCRIPTION BY NEUTRON TRANSPORT EQUATIONS
Considering a point source in an infinite medium the integral version of the transport
equation (9) reduces to
Φ(r ) = Q e
−Σt r
4πr 2⏞ˉˉ⏟⏟ˉˉ⏞
transient≔Φtr
+
∫
ΣsΦ(r ′) e
−Σt |r−r ′ |
4π (r − r ′)2 dV
′⏞ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉ⏟⏟ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉˉ ˉ⏞
diffusive transport≔Φdt
, (174)
with as before Σt being the total cross section and Σs the scattering cross section for
changes from E→ E ′. The first term describes the direct/’geometric’ transport without
any collision from a source of strength Q to a surface proportional to r 2. At larger
distances the integration of the second term leads to the asymptotic solution[k] of
Φdt(r ) ≈ e
−κr
r
, (175)
[k] The derivation can be found in [465].
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with κ being a function of the ratio of the cross sections. It can be approximated in
systems of weak absorption (Σa ≪ Σs , in other words Σs ≈ Σt ) by[l]
κ2 = 3ΣaΣt . (176)
In general we are facing terms that have to fulfill the diffusion equation, which can be
described by a transport equation for the neutron balance in a specific volume as
divΦ + ΣaΦ = S. (177)
Hence, in order to describe a plane or a volume source, Φ has to be described by
terms for which the integration over the total volume in spherical coordinates dV =
r 2 sinϑ dϑ dϕ dr does converge. Therefore, terms in Φ involving exp(−r )/rn fulfill the
norm ∥ · ∥L1 for n ≤ 2. In the case of (174) with Φ ∝ exp(−r )/r 2 and Φ ∝ exp(−r )/r this
is satisfied.
In general also solutions in the form of
Φ(r ) =
∑︂
i
Si
e−r/L
(i )
1
r1+e
−r /a(i )
2
(178)
can be allowed with individual parameters describing a diffusion length L(i)
1
and
absorption-to-scattering ratios a(i)
1
and overall source contributions Si (for example
for different energies).
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Figure 142: Theoretical neutron flux distribution for a diffusive point source with two
energies according to (178). Term (1) with L1 = 15 m models a short range low energy
distribution and term (2) with L2 = 120 m dominates the far field.
In general for a simple diffusion approach the resulting transport equation can charac-
terize Φ by a sum of exponential functions. Such is exemplarily plotted in Fig. 142 with
two terms, one describing a long-range transport from high energy neutrons and a sec-
ond describing the transient near-field contributions. For a more complex configuration
with a two-medium-interface, a spectral range for the source emission energies and for
the detector acceptance energy, and an exponentially described volume source there
is no simple general solution using Fermi-Age transport theory, nevertheless the expo-
nential range dependence of the footprint can be motivated by the ansatz presented
here.
[l] The derivation can be found in [23].
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14.2.2 FOOTPRINT DEFINITION
The footprint of a geophysical instrument generally covers the area in which the
medium of interest is probed and the carrier of such information is detected. The
scenario of a centrally located sensor which detects neutrons isotropically exhibits a
lateral symmetry and thus leads to the assumption of a circular footprint area, A = πr 2.
Here, the travel distance r is defined as the Euclidian[m] distance between the point of
detection and the point of the neutron’s first contact with the ground or its generation.
Since the observable is a result of multiple interactions, r depends on the neutron’s
initial energy and number of collisions and it can cover values between 0 m and 103 m.
Thus, a quantile definition is needed to find a distance R within which most of the de-
tected neutrons have probed the ground. In a simple diffusion model of a point source
one can assume an exponential drop of intensity with travel distance, therefore [462]
and [463] legitimate the use of two e-folding lengths, i.e. the 86 % quantile Q86, in
order to define the footprint radius.
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Figure 143: Travel distance of neutrons, exemplarily shown for four different quantiles Q, in the case of varying soil
moisture (left) and varying air humidity (right).
Although the calculated response does not exhibit a simple exponential shape, any other
quantile would be an arbitrary choice as well. A careful interpretation of this value is
recommended, however, as a high quantile value will be biased towards long-range
neutrons, see Fig. 143 and Fig. 144. Higher quantiles will also be biased towards the
influence of air humidity, which plays an increasing role for large transport distances
within the atmosphere. Nevertheless, going along with the 86 % quantile, the according
footprint radius is denoted by R86 and the footprint area as A = πR286 .
The number of neutrons NR that have originated within a distance R from the sensor
is given by
NR =
R∫
0
Wr dr . (179)
In order to find the distance within which 86 % of the detected neutrons originate, the
following equation is solved for R86 numerically:
R86∫
0
Wr dr = 0.86
8∫
0
Wr dr . (180)
[m] Eukleíde¯s, 300 BC, Ancient Greek.
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In analogy the penetration depth D86 in the soil is defined as the integral of a depth
weighting functionWd which is expected to also decrease with distance r to the sensor.
This definition only indirectly takes into account how often a neutron has probed
the soil, therefore, the applicability is restricted to cases of nearly homogeneous soil
moisture conditions - inhomogeneous domains will be discussed later. However, it can
already be concluded, that
• the footprint significantly depends on the environmental water content and
• compared to soil moisture, the influence of air humidity tends to be seen mainly
in the higher quantiles, which represent the tails of the range distribution.
The latter can be seen especially in the comparison of both influence factors displayed
in Fig. 144. Due to different transport paths around the interface soil water in the
domain affects the travel distance distribution in a much more uniform way as air
humidity. Long transport paths, where the macroscopic cross section of the water in
the air plays an increasing role, manifest themselves in the higher quantiles of the
range distribution.
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Figure 144: Travel distribution function of neutrons expressed by their quantiles in the case of varying soil moisture
(left) and varying air humidity (right).
The decrease of travel distance by humidity shows a nearly linear effect on the quantiles,
whereas for soil moisture a similar non-linear behavior, with 0 %Vol marking again a
remarkable outlier, can be observed like before. The consequence in general is, that
the range distribution is a function of different character in both variables. Another
important finding, which is not shown here[n], is, that the influence of air humidity
for example decreases for wet conditions and the scaling of soil moisture under dry
conditions is larger for dry conditions than for humid air. Both variables are correlated
in the range distribution. It also has been found that the effect of air pressure is nearly
not correlated with both variables and that biomass, as far as it is located well below
the instrument, can be budgeted with the soil water content. This means, that the range
distribution is also nearly independent of small height changes of the sensor, except for
purely geometrical effects.
14.2.3 ANALYTICAL CHARACTERIZATION OF THE FOOTPRINT
The range distributions can be fitted very well in a frame of exponential functions
by defining a near-field term below 50 m and a far-field term above. This approach
is motivated by simple models of diffusion theory explained in sec. 14.2.1. The peak
[n] In total 13 different soil moisture conditions were simulated for 8 different humidity conditions, which are
104 range distributions for the base data set.
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at r < 10 m accounts for neutrons that directly emerge from the ground and have a
high probability to be detected even though most of them come from the lower part of
the neutron energy spectrum. The region up to r < 50 m describes the average mean
free path of most of the environmental neutrons in humid air. For distances between
50 m and 200 m neutrons interact with the soil multiple times until they are detected,
which in turn means that with increasing r , average neutron energies quickly become
insufficient in order to arrive at the detector before thermalization. From about 200 m
on, detected neutrons are dominated by the higher energetic part of the spectrum,
which appear to be higher in flux rates and are able to probe the soil very far from the
detector.
The entire range distribution function is found to be
I0(h,θ )Wr (h,θ ) = I0 ·
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(︁
F1 e
−F2 r ∗ + F3 e−F4 r
∗ )︁ (︁
1 − e−F0 r ∗ )︁ , 0m < r ≤ 1m
F1 e
−F2 r ∗ + F3 e−F4 r
∗
, 1m < r ≤ 50m
F5 e
−F6 r ∗ + F7 e−F8 r
∗
, 50m < r < 600m
(181)
with I0 representing the overall intensity andWr denoting the radial weighting function.
The parameters Fi represent either signal contributions or attenuation coefficients for
a rescaled distance r ∗(r ,p,θ ), which can be considered as an unmodified distance r for
standard environmental conditions. Each above defined interval contains one function
modeling the main functional contributor, i.e. the soil moisture dependency, and one
reflecting the second order correction. In order to account for the effect of the detector
layer being positioned at a height of 2 m, for ranges below 1 m a purely geometrical
factor is added.
Finding a suitable analytic expression for the range distributions under typical en-
vironmental conditions is a question of multi-variate modeling. Therefore, all range
distributions have been fitted by I0 ·Wr (181) and parametrized as functions of soil
moisture and air humidity. At around 50 m the analytical description starts to deviate
from the data. For this reason the value of 50 m has been chosen as a delimiter for both
regimes. Although the above described functional dependency ofWr has mainly been
motivated from the far-field transport theory, the agreement in the near-field with the
model data is also very good. Therefore, one function with different sets of parameters
can characterize the entire problem.
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Figure 145: Test of the modeled function (194) with the parameter fits from tab. 28 in comparison to the simulated
range distribution set in the near-field regime with focus on the first peak (left) and the far-field (right).
180
As shown in Fig. 145 for two exemplary cases, there is a very good agreement between
the proposed model (194) and the simulated range distribution. The analytical de-
scription is able to represent the first steep rise as well as the nearly exponential curve
in the far-field. Also the small plateau in the near-field regime for dry conditions at
approximately 20 m can be reproduced. As mentioned before, the fit model offers the
best approximation for average moisture conditions in the range (7-40) % for which
the error from integrally evaluating Q86 stays well below 5 m. For more extreme con-
ditions there are notable deviations, especially for very dry soils. For this reason the
limit of this model is set to 2 %Vol soil moisture. Furthermore, the model has been eval-
uated for a sensor height of 2 m. As the sensor height has a significant influence on the
range distribution for r < 2 m, where geometric transport dominates, deviations in that
regime are anticipated and acceptable. Finally it should be noted, that the calculations
only apply to cases of homogeneous environmental conditions. In domains with very
inhomogeneous structures a significant deviation of the signal from the model can be
observed. This will be discussed later, however, small inhomogeneities as can be found
for natural soil moisture distribution patterns can still be covered.
14.2.4 ANALYTICAL DESCRIPTION OF THE PENETRATION DEPTH
The footprint covers an entire support volume, spatially extended into the ground.
The comparably high thickness of the probed soil is an important advantage of the
CRNS method compared to most remote-sensing products. Cosmic-ray neutrons can
penetrate the first decimeters of the soil with nearly no interaction, whereas electro-
magnetic signals interact within the upper (0-5) cm. [469] showed that the effective
representation of the penetration depth, z∗(θ ), is a reciprocal function of soil moisture,
but made no clear statement how it varies with the distance from the probe.
In URANOS the vertical positions, where neutrons probed the soil, were logged with
their interaction coordinates. It has to be pointed out, that this procedure is different
from scoring in air. In the atmosphere particle tracks at the (virtual) position of the
detector have to be tracked. In the ground not the tracks itself, but the interactions,
i.e. scattering centers, are relevant for the measurement process. Above θ ≈ 10 %, the
penetration depth of neutrons appears to decrease exponentially. This behavior can be
expected from a simple mono-energetic attenuation law approach, and has also been
found by [462]. A simple analytical description of the vertical weighting function was
found for θ ≥ 10 %:
Wd (r ,θ ) ∼ e−2d/D86(r ,θ ). (182)
The relation can be used to obtain a properly averaged mean value of point measure-
ments when compared to the cosmic-ray derived estimates. Of course, due to a much
higher energy loss within the soil, the probe depth is lower for wet conditions. How-
ever, the penetration depth varies within the footprint of the sensor. Neutrons, which
emerged from the soil in the direct vicinity of the instrument, can originate from or
be scattered off locations more deep within the soil. The reason for this observation is
simple, namely because neutrons leave the soil with a broad energy spectrum, see also
Fig. 135.
Transport in the soil-air interface inevitably goes along with subsequent energy loss.
Therefore, neutrons emitted from distant locations tend to have a higher emission
energy as more collisions are necessary to reach the sensor. On the other this also
requires less energy loss in the soil and therefore a rather shallow origin. With different
soil moistures the balance of energies within the emission band changes as the transport
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Figure 146: Penetra-
tion depth distribution
characterization in the
ground at a humidity of
h = 10 g/m3. Scattering
center distribution (left)
for different soil mois-
tures and (right) mean
scattering center distri-
butions for different im-
pact distance ranges to
the sensor for 7 %Vol soil
moisture.
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efficiencies in the domain vary in parallel. This leads to fact that the mean depth
distribution varies more for wet conditions in terms of percentage than for dry soils.
The numerical determination of the penetration depth D86, however, is certainly valid
for any soil moisture condition:
D86 =
g/cm2
ϱbulk
(︃
p0 +p1
(︂
p2 + e
−p3 r ∗
)︂ p4 + θ
p5 + θ
)︃
, adapted distance r ∗. (183)
The quantity denotes up to which depth 86 % of the detected neutrons had contact
with constituents of the soil. Numerical parameters are provided in tab. 29 in ap-
pendix B.3.2.
14.2.5 PRESSURE DEPENDENCY
The footprint can also expand with decreasing air pressure, e.g. increasing altitude of
the sensor location. The lower air density allows neutrons to cover longer distances
between collisions. For example, the footprint can be 20 % larger at a ≈ 2000 m al-
titude (≃ 800 mbar) compared to sea level. Although a reciprocal fit is a reasonable
estimate [463], the results presented in Fig. 147 indicate an exponential dependence
on p due to the presence of hydrogen:
fp =
0.5
0.86 − exp (−p/p0) ≈
p0
p
. (184)
However, differences between the two models appear to be insignificant. Yet, the foot-
print weighting function can be consistently scaled by the pressure correction func-
tion (184) in the far-field for typical soil moisture conditions and sensor altitudes.
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Figure 147: Pressure dependency of the range distribution for two exemplary soil moisture and air pressure conditions
(left). The 1013mb distributions are ﬁtted by the far-ﬁeld term of (181), if that function is then rescaled by a
common factor, it matches the corresponding range distribution of the designated pressure. This model for the
pressure dependency is depicted in the right panel.
14.2.6 HEIGHT DEPENDENCY
Stationary sensors are typically placed in heights of approximately 2m as well as roving
constrains the elevation by the use of vehicles. These requirements justify the emphasis
of this study to that common setup distance to the ground. However, measurements of
the environmental ﬂux at larger heights have been carried out as early as 1966 [470]
using an antenna tower or [65] performing airborne surveys. With large-scale soil
moisture measurement campaigns on terrains, which cannot easily be accessed by
roving, airborne measurements are discussed as a feasible solution. As discussed in the
previous sec. 14.2.1 the near-ﬁeld is dominated by geometrical transport of neutrons
from the direct vicinity of the instrument.
Figure 148: Height de-
pendency of the range
distribution for two soil
moisture settings and el-
evations up to 200m. It
is clearly visible how the
near-ﬁeld is dominated
by geometric transport,
whereas the far-ﬁeld con-
sistently remains nearly
unchanged. Lines and
numbers indicate Q86 for
each respective distribu-
tion, see also tab. 24.
??????? ?
? ?? ??? ??? ??? ??? ??? ??? ??? ???
??
??
??
???
???
??
??
???
???
???
???
????
????
???? ???????? ???????????
??? ????
??? ????
??? ????
???? ????
???? ????
???? ????
???????? ???? ????? ????? ?????
???? ???? ???? ???? ???? ????
??????? ???????????
??? ????
??? ????
??? ????
???? ?????
???? ?????
???? ?????
Elevating the sensor by several tens of meters already increases the footprint substan-
tially. Fig. 148 shows simulations, where the detector layer has been placed at heights
up to 200m. Two conclusions can be drawn from the depicted range distributions:
183
The dominant near-field peak, see also Fig. 173, smooths out and its peak drifts to
higher range values, so that the overall footprint increases substantially. Furthermore,
although the near-field entirely changes in the range distribution, the far-field is barely
affected. As the latter is dominated by transport over the atmosphere, less than ground
interaction, that result can be expected.
The following tab. 24 provides a characterization of the height dependent footprint
increase.
Table 24: Elevated Foot-
print: Range quantiles
Q86 depending on soil
moisture and sensor
height above ground.
Conservatively, an error
of 2 m can be assumed.
Q86 [m] at elevation
moisture [%Vol] 10 m 25 m 50 m 100 m 150 m 190 m
5 227 241 263 303 338 360
10 213 230 255 299 336 360
20 196 214 242 290 329 355
40 176 196 227 275 320 347
One can conclude, that the footprint can easily be expanded by a factor of 1.5 by
elevating the sensor by 100 m and more.
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Figure 149: Height
dependence of the
measured neutron
density. The total
flux increases with
increasing elevation.
However, the frac-
tion of the reflected
component (albedo),
which carries in-
formation about
the soil moisture,
decreases.
The flux of particles from atmospheric showers follows an exponential law as a function
of altitude, e.g. Fig. 12 in sec. 3.1. Yet, with increasing distance to the ground, the
albedo neutron component, which carries information about soil moisture, decreases.
This can be seen in Fig. 149, which depicts the total flux and the fraction of albedo
neutrons for different heights. These simulations also agree well with data from M.
Zreda from a vertical profile measured using a helicopter (2009, unpublished). It can
be concluded, that airborne measurements are feasible up to heights of 200 m above
ground, but should be limited to approximately 100 m, where the signal fraction is in
the order of 0.5, whereas approaching 0.25 at the largest altitude studied here.
14.3 RESULTS
The systematic analysis and modeling of the soil-air interface, see previous sec. 14.2.3,
allows now to characterize the neutron transport problem for CRNS for any soil mois-
ture and air humidity condition. In the following the consequent use of the footprint
weighting function (181) provides various quantitative results, which have already
significantly improved the interpretation of CRNS data from field campaigns.
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14.3.1 INTENSITY RELATION
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Figure 150: Depen-
dency of the above-
ground neutron density
in the energy interval
100 eV-10 keV as a func-
tion of soil moisture and
air humidity evaluated
from (173).
The relative change of intensity generally follows a hyperbolic θ -dependency, yet, this
relation is as well a function of the actual soil water content. One observes a 0.33 %
change at 4 % soil moisture per 1 g/m3 water vapor in the range h = 10 g/m3 to h =
30 g/m3 and a 0.16 % change at θ = 15 %. In cases of wet soils the fraction of hydrogen
in the air at the same absolute humidity is lower. Therefore, slowing down predom-
inantly takes place in the ground. Both values are lower than the static 0.54 % per
1 g/m3 water vapor change from [440]. However, compared to the reference, this work
utilizes a cosmic-ray neutron spectrum released directly from above the surface. This
fact reduces the possible effect of premoderation by water vapor in the atmosphere as
mainly the accumulated travel distance by neutron transport after soil contact can be
considered here. Therefore, it is possible that the water column prior to the interface
crossing can account for an additional reduction of the flux. However, the above-ground
neutron density is a function of soil moisture and air humidity. Due to the pending anal-
ysis of the premoderation in air, the results of Fig. 150 can be considered as preliminary.
14.3.2 PENETRATION DEPTH SCALING
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Figure 151: Dependency
of the penetration depth
D86 according to (183)
on the radial impact dis-
tance r to the sensor for
a range of soil water con-
tents θ . Contour lines
show D86 in intervals of
10 g/cm2. An exemplary
humidity h = 10 g/m3
and soil composition ac-
cording to sec. 14.1.4.2
is considered.
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The average probe depth is typically a result of many interactions in the ground and
nearly follows an exponential law with a soil moisture depending attenuation coefﬁ-
cient. However, this value also depends on the distance, where the neutron entered
the soil in the ﬁrst place. Fig. 151 shows the penetration depths D86(r ,θ ) as a function
of radial distance r from the sensor for exemplary soil moisture values θ . For dry soil
D86(r ,θ ≈ 1%) ranges from 83 cm right below the sensor to 46 cm at r = 300m distance.
At most, the penetration depth varies between 15 cm and 83 cm below the sensor for
wet and dry soil, respectively. This is in close agreement with depths of (12-76) cm
given by [462]. The reported values are rather conﬁrmed than contradicted by URA-
NOS, because they stemmed from experiences and various studies in the research ﬁeld
of cosmogenic nuclide production and are thus independent of the mentioned model
approach. On average over the ﬁrst tens of meters distance, the functional dependency
on θ , see (183), is relatively similar to the reciprocal model for the effective sensor depth
z∗(θ ) from [469]. Their model was constrained on the limits introduced by [462] and
validated with measurements and hydrodynamic simulations. Further evidence for the
correct performance of the URANOS model provides the comparison with measure-
ment depths of (50-100) cm on the Moon or Mars missions, where cosmic-ray neutrons
penetrate dry ground of similar chemical composition [471, 472].
14.3.3 FOOTPRINT
The response to soil moisture variations is signiﬁcant for humid climates between (15-
50)%Vol as well as for very dry conditions < 3%Vol. Previous studies underestimated
the role of soil moisture for the footprint due to the choice of a modeled neutron
source below the surface. This detail is the major cause for the discrepancy to ﬁndings
from [463], who stated, that the footprint remains mainly unchanged for typical soil
moisture conditions.
Figure 152: Dependency
of the radial distance
quantile Q86 according
to (181) for a range
of soil water contents θ .
Contour lines show Q86
for different humidities.
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The footprint itself is a function of soil moisture. This effect can be attributed to the
different initial energies from the soil emission spectra and more importantly to the
transport efﬁciency of the interface. Neutrons cross the air-ground boundary on average
three times before they reach the sensor. With increasing soil moisture the probability
of leaving after re-entry decreases. Hydrogen contributes to this behavior in two ways:
The energy loss is much higher compared to any other element, which signiﬁcantly
decreases the average travel distance, and in elastic collisions backward-scattering is
highly suppressed, which requires at least two collision with hydrogen for a neutron to
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be emitted back into the air contrary to other elements that allow direct backscattering.
For θ = 5% to θ = 12% the footprint radius is not signiﬁcantly inﬂuenced. Beyond that
a decrease of 10m for every 5% of soil moisture can be observed, see also Fig. 152.
Figure 153: Dependency
of the radial distance
quantile Q86 according
to (181) for a range
of soil water contents θ .
Contour lines show Q86
for different humidities.
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Moreover, the response to variations of absolute humidity features a 10m decrease of
the footprint radius for every change of (4-6) g/m3 water vapor, see Fig. 153. [431]
refers to ≈ 10% reduction of the footprint from dry to saturated air, which can easily
span ≈ 25 g/m3. This change corresponds to a 20% change in footprint radius calcu-
lated with URANOS. However, [463] investigated the inﬂuence of humidity in further
detail and found a 10m decrease for every change of ≈ 6 g/m3 humidity from MCNPX
simulations with dry soil. This value is consistent with results from URANOS, whereas
the slightly higher gradient is a consequence of the different energy spectra used in the
models.
In summary, the contour plot Fig. 154 shows that the footprint radius ranges from
220m to 130m between arid and tropical climate, respectively.
Figure 154: Dependency
of the radial distance
quantile Q86 according
to (181) for a range
of soil water contents θ .
Contour lines show Q86
for different humidities.
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The decrease of the footprint with increasing soil moisture does not necessarily imply
that the area-average estimate is less representative. According to [473], the spatial
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variability of soil moisture tends to be low for rather wet soils. In this context, the
effective representativeness of the CRNS method appears to be almost unchanged.
Conservatively, a total error of ΔR86 = (4-6)% can be assumed, which scales from wet
to dry conditions. A detailed error budget is listed in appendix B.3.3.
14.3.4 WHERE DO NEUTRONS COME FROM?
CRNS sensors are sometimes placed close to roads, trees or rivers. Mobile rover surveys
inevitably pass alongside forests, lakes or ﬁelds of different land use. In most of these
cases an isotropic footprint cannot be expected, because large structures of different
hydrogen content vary the transport paths towards the sensor.
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Figure 155: Anisotropy of detected neutron origins (black) and neutron intensity (red) determined for every 12◦
sectorof a circle around a centered detector. The displayed extent is 270m in radius,whereas the dashed line
represents the isotropic footprint. The three exemplary cases illustrate bare soil (white) with (a) a coast line to water
(blue), (b) a 10m river at 50m distance and (c) a 10m concrete road (yellow). [KS2015]
In order to quantify the anisotropy of detected neutrons, exemplary cases where such
scenarios are extreme have been simulated. In Fig. 155 the vicinity of a centered
detector is shown and the isotropic footprint R86(h = 5 g/m3,θ = 5%) = 210m is
indicated (dashed line). Dots illustrate the origin of detected neutrons, where the
closest 86% of total neutrons are emphasized (black) in each direction. The area is
discretized into 12◦ sectors in order to quantify range (black dots) and intensity (red).
In a coast line setup, Fig. 155a, the density of the origins (dots) and neutron inten-
sity (sectors) appear to be much smaller in the ponded area. The range of neutrons
decreases by up to (30-40)% although neutrons still manage to travel long distances
over water. Their contribution to the count rate sharply drops to about 40% at the
interface.
In Fig. 155b the detector is placed 50m away from a 10m wide river. This setup can
especially found for irrigated land-use. The neutron origins clearly show that the river
hardly contributes to the signal because most neutrons lose too much energy after
probing water, see also point density and neutron intensity for water, Fig. 155a. This is
also visible in the respective intensity which shows a slight asymmetry towards the dry
side. However, the setup reveals a slightly wider footprint in the direction to the river,
as a consequence of the intensity gap.
A detector carried on a dry, concrete road, see Fig. 155c, is the typical setup for rover
applications. The sensor detects about (10-20)% more neutrons from the road than
from other directions. However, the decrease of the footprint along the road due to
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short-range dominated contribution is small. The effect of the road is especially studied
in the following sec. 14.3.5.
14.3.5 INHOMOGENEOUS TERRAIN: ROADS
Part of the results about mobile measurements on roads presented in this chapter have
been published in [SK2018].
Cultivated fields, forests, mountainous terrain, and private land are often not accessible
by vehicles. Hence, the CRNS rover is usually moved along existing roads, streets, and
pathways in a site. This strategy is also practical when the rover is used to cover large
areas at the regional scale in a short period of time. However, the neutron simulations
presented here showed that the stationary CRNS detector is particularly sensitive to the
first few meters around the sensor. This feature could be verified by moving stationary
CRNS probes over highly inhomogeneous domains, see also for example Fig. 131 in
sec. 14.1.2. The effect of dry structures in the footprint was introduced for the first time
by [455] and was also observed by [432] and [SK2017b] on rover surveys through
urban areas. [430] sensed soil moisture of agricultural fields by roving on paved and
gravel roads, and speculated that the road material could have introduced a dry bias
to their measurements. It is therefore critical to quantify such an effect, not only for
the advancement of the CRNS roving method, but also for its application.
The radial sensitivity of a CRNS detector is strongly influenced by the first few meters
around the sensor, see also Fig. 145. As a result of this local sensitivity, the CRNS mea-
surement is biased significantly when the moisture conditions present in the road differ
substantially from the actual field of interest. The footprint analysis as presented before,
however, has been developed for homogeneous soil moisture conditions, especially the
radial weighting function strictly only applies to domains of low variations in θ . One
can already derive an estimation using the radial weighting functionWr (181) in order
to calculate a road bias Nb (xc ,w,θfield)
Nb =
(︂ 8∫
− 8
xc+w/2∫
xc−w/2
Wr
(︂√︁
x2 +y2,θroad
)︂
dx dy
+
8∫
− 8
xc−w/2∫
− 8
Wr
(︂√︁
x2 +y2,θfield
)︂
dx dy +
8∫
− 8
8∫
xc+w/2
Wr
(︂√︁
x2 +y2,θfield
)︂
dx dy
)︂
·
(︂ 8∫
− 8
8∫
− 8
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(︂√︁
x2 +y2,θfield
)︂
dx dy
)︂−1
, (185)
with road width w and distance to the road center xc . One observes already quite at
some distance to the road that the intensity is enhanced compared to the field-only
domain due to the significant geometric contribution. As soon as the sensor is located
above or next to the road, depending on material and width a local enhancement in
neutron density would create the impression of a false low water content. It can be
expected that a potential ’road effect’ is larger when differences between road moisture
and surrounding field water content are larger. However, the integral approach cannot
entirely take into account the inhomogeneous configuration as it disentangles both
domains as there is no correction for the transport θi→ θ j . (185) slightly overestimates
the road contribution and leads a relative bias below a factor of 1, if θroad < θfield. The
latter can be seen in the lowest curve of Fig. 156 with the integral values for the
7 m-asphalt road with an effective θroad = 12 % within a a field of 10 % soil moisture.
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Figure 156: Road bias
Nb evaluated by (185)
using the readial weight-
ing function (181). The
sensor is located at a dis-
tance xc from the road
center, here two exam-
ples of stone and as-
phalt pavements. The in-
fluence of the road leads
to a relative flux change
compared to the one ex-
pected from a domain
with θfield alone.
The application of roving on roads has been taken as an example of inhomogeneous
terrain, which is in the following further studied using URANOS. In order to The road
is modeled as a 20 cm deep layer of either stone or asphalt, while the soil below was set
to 5 % volumetric water content. Following the compendium of material composition
data [146], asphalt pavement is modeled as a mixture of O, H, C, and Si, with an
effective density of 2.58 g/cm3, which corresponds to a soil water equivalent of θroad ≈
12 %. Stone/gravel is a mixture of Si, O, and Al, plus 3 % volumetric water content at
a total density of 1.4 g/cm3. The wetness of the surrounding soil, θfield, has been set
homogeneously to 10 %, 20 %, 30 %, and 40 % volumetric water content. The neutron
response to roads was simulated for road widths of 3 m, 5 m, and 7 m.
Figure 157: (left)
Schematic of the model
setup used by URANOS
to simulate the response
of cosmic-ray neutrons to
ground materials. (right)
Exemplary URANOS
model output showing
a birds-eye view of
the neutron density in
the horizontal detector
layer for a 5 m stoney
road and 50 % field soil
moisture. [SK2018]
The result from the simulation confirms that the bias increases with increasing field
soil moisture, increasing road width and decreasing road moisture. Fig. 158 plots the
simulated road bias over distance from the road center, showing that the bias is a
short-range effect that decreases a few meters away from the road, so that almost no
measurable effect can be expected. Yet, there are two differences in the particle-tracking
solution compared to the integral approach (185). The road bias is slightly emphasized
for the asphalt road and a few percent lower for the stone road. Furthermore, the long-
range enhancement tails at distances far from the road center appear slightly weaker.
The quantitative differences between both approaches might not be relevant in practice
compared to other sources of errors. It may be not feasible to estimate the hydrogen
concentration of the road precisely, therefore, biases which correspond to effective soil
moisture changes of the road in the order of 2 % can be expected. From this point of
view the analytical approach can already provide a reasonably good estimation for the
’road effect’.
190
Figure 158: URANOS
simulations (circles) and
fitted correction func-
tions representing the
neutron bias at different
distances xc from the
road center (xc = 0 m)
for various road widths
w (geometry shaded),
field soil moisture
(color), and (top) stone
road material with an
effective water content of
θVol = 3 % and (bottom)
asphalt road material
with θVol = 12 %. Field
conditions that are dryer
than the road mois-
ture (lower panel, red
curve) cannot be repre-
sented by the analytical
approach. [SK2018]
Using the results from the simulations, a correction approach was developed with M.
Schrön, which would allow to correct measurements of roving campaigns. The correc-
tion function Croad, which relates the measured neutron density NCorr in the field to
the flux bias from the road Nroad as NCorr = Nroad/Croad should include an exponential
dependency on the road width and road center distance due to the geometric contribu-
tion from the weighting function and a hyperbolic contribution from the domain water
differences. In detail it is discussed in appendix B.3.4.
The function describes the simulation results, see Fig. 158, for different distances xc
from the road center and for different θfield, θroad and widths w. However, the valid-
ity of this analytical approach is limited to road widths below approximately 7 m, as
for wider roads the neutron density saturates around the center at a peak value (not
shown, but it can partly be already seen in the example of Fig. 158, lower right panel).
Furthermore, this function is limited to effective values for θroad between 1 % and 16 %
and requires a prior knowledge about the field moisture conditions.
Figure 159: Roving
measurements along
an asphalt and a stone
road. After application
of the road correction
function (195), mea-
surements converge to
similar values for all
distances. Error bars
are mainly due to the
heterogeneity of the en-
vironmental water along
the 400 m track length,
i.e. account for the signal
variance. [SK2018]
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This function has extensively been applied in the study of [SK2018]. Here, exemplarily
the correction of the data set of R. Rosolem and M. Schrön collected in the Lambourn
catchment in South England (51◦32’N, 1◦29’W) is shown. The general objective of
these experiments was to clarify whether the road correction function and the underly-
ing simulations can be used to transfer the apparent soil moisture patterns seen from
the road to values that were taken in the actual field. The loamy clay soil has an av-
erage bulk density of ρbd = 1.25 g/cm3 and a water equivalent of additional hydrogen
pools has been determined to be θOffset = 4 % with insignificant differences between
the fields. The road network consists of a paved major road (w = 3 m) made of an
asphalt/stone mixture with an estimated moisture equivalent of 11 %. The main side
roads are made of a gravel/stone mixture with an estimated moisture equivalent of 7 %,
mostly around 2.3 m wide, while the southern road is 4.5 m wide. Many non-sealed
tracks (w = 3 m) follow the borders between fields which partly consist of sand, grass,
and organic material, such that their average moisture equivalent was estimated to
12 %.
In the experiment a rover-type of cosmic-ray neutron detector, see sec. 12.2.1 and 13.1
was driven along a 400 m track in various distances from a gravel/stone road and an
asphalt road. Upon application of the road correction function, see Fig. 159, measure-
ments converge to similar values for all distances (right) and could also reveal different
soil moisture conditions for the northern and southern fields (not shown). The overall
result provides strong evidence that the analytical correction function properly repre-
sents the road bias at different distances and for different materials.
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Part VI
S U M M A R Y A N D C O N C L U S I O N
C O N C L U S I O N
This work is split into three parts which align in one development line. In order to
precisely understand the physics of the CASCADE thermal neutron detector, the Ultra
RApid Neutron-Only Simulation (URANOS) has been created. This tool turned out to
be feasible to solve another problem of a novel method of soil moisture determination
in environmental physics. It was able to correctly solve the neutron transport problem
in the soil-air interface and laid the foundation to a detailed understanding of the
measured response to different hydrogen pools.
THE URANOS NEUTRON MONTE CARLO TRANSPORT CODE
By a radical reset an entire neutron transport Monte Carlo has been built from scratch.
It is the first of its kind natively written in C++ and based on a voxel engine. Neutrons
interact with volumes rather than with surfaces, which makes compared to polygons
the three-dimensional pixel to a geometry definition more close to the physical inter-
action. The computational framework could be slimmed down at decisive bottlenecks.
The software mainly treats the propagation of neutrons as for example abandoning the
complex gamma emissions, which come along with excited nuclei, are neither relevant
for the CASCADE detector nor for the method of Cosmic-Ray Neutron Sensing. Further
expenses could be avoided by not taking into account heat production, which for exam-
ple changes the environment and the material cross sections, as from a neutron point
of view the relevant systems here are entirely static.
The original motivation, however, which has been realized, was to merge all relevant
parts from the initial beam to the signal generation into a detector simulation in or-
der to study its performance in the highly demanding field of Spin Echo spectroscopy.
Therefore it is necessary to simulate neutron interactions for the host instrument until
being scattered or converted in the detector. The charged ion physics has to be incorpo-
rated, as well in the converter layer as in the detector gas. The ionization tracklet has
to be projected through several stages of gas amplification while diffusing and drifting
onto the nested readout structure of the detector, where multi-channel amplifiers with
a specific threshold have to be triggered in order to generate a timestamp for a signal.
Additionally, from the instrument upstream the neutron spin state has to be taken into
account, as finally the detector response is analyzed in terms of the measured polariza-
tion.
Along with the language change, which makes it attractive as an open source project,
an intuitive graphical user interface has been created, which has already attracted
users without an extensive informatics background. Using URANOS allowed them to
directly address their research question instead of training oneself for several weeks in
the usage of sophisticated tools, which technically aim to calculate reactor criticality
setups. Apart from the examples of the author presented in this work URANOS has
successfully been employed in the study of the detector response of radiation portal
monitors, in the development of novel neutron detectors for CRNS, in the calibration
of an incoming cosmic radiation neutron detector and in the study of drip irrigation in
agriculture. Most recently URANOS could impressively be used to study the feasibility
of CRNS for measuring the integral snow water equivalent in the Alps. The data from
a 3D laser scanner could directly be used to extrude the corresponding complex snow
voxel landscape, allowing to calculate responses of the sensor during the different
accumulation and melt-out phases.
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THE CASCADE THERMAL NEUTRON DETECTOR
The CASCADE thermal neutron detector has become an established device for Spin
Echo measurements. Besides the high precision requirements of a NRSE instrument the
detector proposes a design for a helium-3 replacement system by adapting technology
from developments of particle physics. The focus of this thesis is set to improve the per-
formance of the 6-layer CASCADE setup used at RESEDA spectrometer at the FRM II in
the technical realization, electronics and firmware. The use of Monte Carlo techniques
to model the detector is necessary to understand the details of the underlying physics,
especially the conversion ion energy and track length distribution.
In this work first the layer misidentification problem of the 6-layer detector had to be
understood and characterized. Previous works could not find a stable point of opera-
tion with a reliable conversion layer assignment due to a variety of reasons, which had
to consequently be disentangled and then addressed individually. By analog electronic
circuit simulations of the GEM stack it was found, that grids inserted in between the
GEMs could be used to electrically decouple the individual layers and further adap-
tations of the capacitor network led to improvements in the signal-to-noise ratio as
well as the redesign of the GEM frames. The remaining unavoidable crosstalk could be
identified by means of data analysis methods and an efficient algorithm on the FPGA
could be implemented, which is able to suppress and reassign falsely identified events.
Another degree of complexity linked to the use of solid 10B coatings is the continuous
energy spectrum of conversion ions deposited in the gas. Monte Carlo studies showed,
that thick layers lead to a pileup at low energies, which inevitably lie either below
the sensitivity or the gamma rejection threshold. With a necessary effective gas gain
between the GEM layers slightly above 1, it occurs, that events are not identified at
their original but at a subsequent layer. While the previous design had especially thick
coatings on the drift cathodes, this effect could significantly be attenuated by reducing
the outermost layer to 1µm of 10B.
The improved CASCADE detector has been characterized in terms of spatial resolution,
detection efficiency and rate acceptance. The detector can be operated up to a rate
capability of several MHz on its active surface of 20 × 20 cm2, which, however, gets
limited to approximately 150 kHz if the most efficient layer identification is required.
The point spread function of the detector is not Gaussian due to scattering effects
and the track topology of the conversion ions. Therefore, the spatial resolution has
been determined by two methods. The optical contrast measurement leads to σ =
(1.39±0.05) mm and the edge multisampling to σ = (1.454±0.007) mm. At the HEiDi
diffractometer the detection efficiency has been measured by monochromatic beams
at three different wavelengths. The results are extrapolated to any neutron energy by
the detector Monte Carlo model. The obtained thermal neutron detection efficiency
in the current configuration is (21.0±1.5) % and (46.9±3.3) % at 5.4 Å. In exemplary
measurements presented in this work, the improved performance of the layer identifi-
cation could be shown under experimental conditions for a Neutron Resonance Spin
Echo and MIEZE setup by the successful spatial and time resolved tracking of the Spin
Echo group interference pattern.
The CASCADE design offers further upscaling only by substantial adaptations of the
active detection volume. However, with a well-balanced charge transfer through the
stack, the multi-layered assembly allows to increase the effective amount of converter
material in the beam to achieve a higher efficiency at a high spatial resolution. Future
(MIEZE) Spin Echo systems extending to longer wavelengths and higher frequencies
would strictly limit the effective detector depth as the Spin Echo group can be as
short as a few millimeters. For this case 10B systems like the CASCADE design are cost
efficient to modularly instrument larger areas.
195
COSMIC-RAY NEUTRON SENSING
This work presents the most extensive study of neutron transport in the soil-air in-
terface with specifically focusing on the dependency on hydrogen pools. To precisely
understand the system this work heavily relies on Monte Carlo simulations, which
allow to analyze the relevant observables with their influence factors. The so obtained
data sets were parametrized by analytical functions, which describe the system without
the further necessity to repeat a series of case studies.
The spatial distribution of neutrons can often be simplified in terms of thermodynamic
models, however, it is very sensitive to initial energies and even to small amounts of
hydrogen. As a consequence, the complexity of environmental neutron transport seems
to impede any attempt to simplify the problem. Therefore, the need arose for revisiting
neutron transport models and for addressing some of the open questions regarding the
radial sensitivity, humid climate or terrain structures. As this study shows, the descrip-
tion of the footprint and neutron intensity is nontrivial to an exceptional degree.
Initially, the response functions of cosmic-ray neutron sensors were analyzed in terms of
energy-dependent detection efficiency and angular sensitivity. The investigated detec-
tors, which are specific models for hydrological research, comprise vertical (CRS1000)
and horizontal configurations (Rover), each moderated by one inch of polyethylene
and equipped with either 10BF3 or 3He proportional counters. The results show, that
the energy window of highest response ranges from 0.1 eV to 106 eV. Hence, the typi-
cally used range of (102 - 104) eV provides a reasonable basis for CRNS investigations,
yet, a significant fraction of neutrons are contributing to the signal of the sensor below
and above this range.
The important result from this study for CRNS is, that the response to soil moisture
varies significantly for humid climates between (10-40) %Vol as well as for very dry
conditions <3 %Vol. Previous studies underestimated the role of soil moisture for the
footprint due to the choice of a modeled neutron source below the surface. This detail is
the major cause for the discrepancy to findings from [463]. The footprint is defined by
the radius of the 86 % quantile of the range distribution function of neutrons probing a
soil of homogeneous moisture content. It has been found to range from approximately
160 m over a water body to 210 m over dry soil with a total error of about (4-6) %. The
circular shape of the footprint remains isotropic for most field applications, like hilly
terrain, nearby rivers or heterogeneous land. However, large water bodies or forests
nearby can reduce range and intensity of detected neutrons from that direction.
The response to variations of absolute humidity features a 10 m decrease of the
footprint radius for every change of (4-6) g/m3 water vapor, which can easily span
≈25 g/m3. This change corresponds to a 20 % change in footprint radius calculated
with URANOS. The penetration depth D86(r ,θ ) of detected neutrons directly below
the sensor ranges from 15 cm to 83 cm depending on soil moisture. An exponential
decrease with depth is a good estimate for the sensor’s vertical sensitivity, whereas the
depth in turn shrinks significantly with radial distance to the sensor.
The function Wr lays the basis for a refinement of the commonly applied sampling
strategy, which assigned weights according to a static exponential radial function. In
contrast, the present work shows that (1) the first tens of meters provide a dominant
contribution to the signal in a rather non-exponential relation, and (2) the shape of the
weighting function changes temporally as it is affected by variable moisture conditions.
Subsequently, data can be weighted withWr (h,θ ) in an iterative procedure.
The revised footprint function could fundamentally improve the reliability of the CRNS
method. Many deviations from the expected soil water response, which had been
found in previous studies, can now be explained. Therefore, results from this work
have quickly been adopted by the community and are meanwhile the basis for inter-
196
preting CRNS measurements. The improved understanding also allows to correct for
systematic biases as have been found for the so-called „road effect“. This specifically
high near-field sensitivity plays an important role for mobile measurements. The vari-
ability of the road width and material significantly influences the measurements and
can now be corrected for analytically.
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B
A D D E N D U M
B.1 THE CASCADE DETECTOR
B.1.1 DETECTOR COMPONENTS
The active detection volume is composed of a stack of modules. Each of them con-
sists of the GEM or Grid glued into a double sided frame. The modules themselves
are placed in a stack with teflon spacers in between each other. The whole detector
consists of two half spacings, which are separated by the double-sided crossed-stripes
readout. The readout and the individual GEM channels are connected to the high volt-
age board, which hosts the voltage divider and connects to the multichannel amplifiers
ASICs. Fig. 160 shows the actual setup of the active detection volume of the CASCADE
detector with the old high voltage board and Fig. 161 presents the readout unit, which
is connected to the GEM stack from below.
Figure 160: Photography
by M. Henske of the ac-
tive detection volume of
the CASCADE detector
with the old high volt-
age distributor board. Six
GEMs are stacked in be-
tween both drift cath-
odes. The readout board
sits in between both
half-spaces and is con-
nected to the high volt-
age board.
Figure 161: Photography
of the readout unit [323],
which consists of the
main FPG board, addi-
tionally the ADC card
and the data link. The
four visible CIPix ASICS
are connected to the
readout structure of the
active detection unit. The
T-GEM channel CIPix is
mounted opposite on the
rear side.
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B.1.2 GEOMETRY AND MODULES
The following tab. 25 presents the measured individual positions of the frames within
the stack. For each assembled module the height has been measured at four positions
(H 1 to H 4). As the modules due to mechanical stress are not entirely flat and only
finally clamped together the total height of the stack has been measured after the
assembly. The inter-module spaces have been determined by subtracting the sum of
the average heights from the total stack height and then dividing by the number of
teflon spacers. This yields a result of 0.27 mm. The important positions of then Boron
layers finally are determined by the distance to the top drift cathode by adding up half
a module and the corresponding spacer.
Table 25: Geometry of
the active detection vol-
ume with the thickness of
each module measured
on all four corners (H 1
to H 4) and averaged.
By including the teflon
spacer the center position
in the stack can be de-
rived.
Distances (mm)
Element H 1 H 2 H 3 H 4 H Mean Position Height
Drift Top 2.23 2.23 2.24 2.21 2.2275 1.11 2.23
2.49 0.27
GEM 1 2.05 2.08 2.07 2.07 2.0675 3.53 2.07
4.83 0.27
Grid 2.12 2.15 2.16 2.15 2.145 5.90 2.15
7.24 0.27
GEM 2 2.16 2.14 2.19 2.24 2.1825 8.33 2.18
9.69 0.27
Grid 2.13 2.14 2.14 2.13 2.135 10.76 2.14
12.09 0.27
GEM 3 2.2 2.1 2.09 2.15 2.135 13.16 2.14
14.49 0.27
Readout 1.95 1.9 2 1.88 1.9325 15.46 1.93
16.69 0.27
GEM 4 2.12 2.1 2.13 2.1 2.1125 17.75 2.11
19.07 0.27
Grid 2.19 2.2 2.21 2.21 2.2025 20.17 2.20
21.54 0.27
GEM 5 2.17 2.14 2.13 2.13 2.1425 22.61 2.14
23.95 0.27
Grid 2.2 2.2 2.2 2.19 2.1975 25.05 2.20
26.41 0.27
GEM 6 2.15 2.14 2.14 2.13 2.14 27.48 2.14
28.82 0.27
Drift Bottom 2.1 2.1 2.1 2.1 2.1 29.87 2.10
Sum 27.77 27.62 27.8 27.69 27.72
Stack Total 31.5
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B.1.3 REDESIGN OF THE HIGH VOLTAGE BOARD
In the course of this work, the high voltage board had to be redesigned in order to
improve the signal decoupling and avoid crosstalk between GEM channels. The corre-
sponding analysis, which lead to an optimized electrical configuration, is presented in
sec. 10.2. Fig. 162 shows the total board layout with all layers. GEMs are connected to
the right side along the voltage divider and the signal decoupling to the T-GEM CIPix
can be selected by a multiplexer. The design furthermore already foresees to supply a
detector stack of up to ten layers.
Figure 162: Redesigned high voltage distributor board v3.11. The voltage divider (right
part, slanted resistors) with spark protection (right part, horizontal resistors) allows for up
to five layers of GEMs and grids in two half-spaces. Each grid is decoupled by a ground
capacity and each GEM is read read out via a capacitor which is connected to the T-GEM
CIPix ASIC connector. The multiplexer (lower left) allows for choosing up to four CIPix pins
in case of dead channels. The four CIPix connectors for x and y are fed through. Annotations
in black are not part of the layout.
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B.1.4 GEM TENSION AND FRAMING
Since [336] the fiberglass frames for the GEMs have been replaced by stainless steel
frames[a]. The idea was to replace the standard GEM fabrication procedure, which
requires a stretching tool, by a self stretching frame. A slab of length L, fixed at both
ends, to which a uniform force F is applied, follows the function
W (x) = − FL
4
2Ehb3
(︃
x
L
− 2
(︂x
L
)︂3
+
(︂x
L
)︂4)︃
, (186)
with the Young[b] modulus E, width b and height h of the slab. If the slab is shaped
with a curvature following this function and by application of force brought back to
a rectangular form and glued onto a GEM, it will inversely create a uniform tension
along the line. The use of this principle showed good results for the sides of the frame,
however, as (186) requires a line element with fixed end points, the corners of the
stainless steel frames are not experiencing any tension. Therefore, the diagonals of the
GEMs are not stretched at all. This leads, as Fig. 163 shows, to drapes orthogonally to
the diagonals.
Figure 163: Example of tension wrinkles on a boron coated 10 cm × 10 cm GEM (left) [341]
and its impact on the effective gas gain (right) depicted by the mean clock cycles per event
measured on the respective T-GEM channel, see also sec. 10.3.3. The prestrained framing
applies a uniform tension orthogonally to the frame borders. This, however, leads to the no
tension force along the diagonals causing the folding of the material.
B.1.5 SPICE SIMULATION
The SPICE simulation in sec. 10.2 was used to reduce the crosstalk between GEM layers
by optimizing the RC network. By injecting a charge of 1 fC, the pulse heights at differ-
ent points of the circuit were studied by measuring the response with a VV50, which
was also modeled in SPICE and showed a comparable performance to the CIPix with
respect to the relative signal amplitudes. The respective signal shapes are displayed in
Fig. 164 exemplarily for a benchmark with different series input resistors.
[a] The same principle is also applied to the slabs, which are used to clamp the entire GEM stack.
[b] Thomas YOUNG, *1773-†1829, England.
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Figure 164: Pulse shapes for signal (left) and crosstalk (right) for the SPICE simulation presented in sec. 10.2. A
simulated charge is injected into the resistor and capacitor network at one GEM and measured at the same time at
another GEM with a decoupling grid connected to ground by capacity C. In both cases the signal is amplified by a
model of a VV50, see [342], with an input resistor in series.
B.1.6 EVENTS WITH LACKING T-GEM CHANNELS
The voltage scan, which is presented in sec. 10.3.2, revealed, that there is a low per-
centage of events, which are lacking the T-GEM channel information due to the much
higher effective sensitivity of the crossed stripes readout. In order to analyze the reason
for those not fully reconstructed events, the deposited energy in form of the geometric
track size seen by the readout is studied. The unit of this footprint A2D is
A2D =
∑︂
i
Xi ·TXi , (187)
with the hit stripes Xi and the signal duration in active time slices TXi . Fig. 165 shows,
that those events with lacking T-GEM channel are mainly originating from geometrically
small projections. Such are very short tracks and therefore low energy deposition,
see sec. 6.5.2 and sec. 11.1.3. This strongly indicates, that the main reason for the
incomplete event information is the mismatch in sensitivity of the crossed-stripes and
the GEM readout structure.
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Figure 165: For an exemplary voltage with an average gas gain the footprint of events
with GEM information (blue) is compared to those lacking the GEM signals (green). The
footprint is in units of active channels times time slices above threshold.
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B.1.7 FURTHER EVENT LENGTH DISTRIBUTION EXAMPLES
In addition to the data presented in Fig. 82 in sec. 10.3.3, the event length distributions
of two further voltages are shown here in Fig. 166. For very low gas ampliﬁcations, as
seen in the top panels, a signiﬁcant amount of events stays undetected with the T-GEM
channel distributions being close to zero. For very large gas gains, as presented in the
lower panels, especially long events can occur if the charge gets ampliﬁed more than
once. The nature of this double peak structure is not fully understood. Those events
also increase the dead time and limit the rate capability. The other half space, which is
not shown here, does not exhibit a qualitative difference to the data of GEM 1 to 3.
? ? ? ? ? ?? ?? ?? ??
?
???
?
???
?
???
?
?????????????????
????????
????????
????????
? ? ? ? ? ?? ?? ?? ??
?
???
???
???
???
?
???
???
???
???
?????????????????
????????
????????
?????????????????????
? ? ? ? ? ?? ?? ?? ??
?
???
???
???
???
?
???
???
???
???
?
?????????????????
????????
? ? ? ? ? ?? ?? ?? ??
?
??
??
??
??
??
??
?
?
?
?
?
?
?
? ?????????????????
????????
????????
????????
? ? ? ? ? ?? ?? ?? ??
?
???
?
???
?
???
?
???
?
?????????????????
????????
????????
? ? ? ? ? ?? ?? ?? ??
?
???
?
???
?
???
?
???
? ?????????????????
????????
??????
??????
Figure 166: Event length distributions in clock cycles of 100ns (CLK) for the top half space of the detector for two
different voltages. In the left panel the CLK distribution is shown for events originating from GEM 1. Their duration
measured on GEM 1 (dark outline) is approx. 4 cycles. On GEM 2 the length is slightly increased, whereas on GEM 3
the distribution is much longer. A similar pattern can be seen for events from GEM 2 in the middle panel. However,
the distribution of conversions from GEM 2 at GEM 2 has a lower mean value.
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B.1.8 GEM CROSSTALK MEASUREMENT
The pinhole experiment of sec. 10.3.6 was used to quantify the misidentification rate
as a function of gas gain. Fig. 91 summarized the relative contribution to each signal
channel from different layers. Here, Fig. 167 shows the absolute distribution of events,
which is the direct result of the fits as presented in Fig. 90. In addition to the assignment
of wrong channel, in terms of absolute numbers the possibility of a signal to be not
detected at all is to be taken into account additionally. These are classified as „no
GEM“. The total count rate, to which the rate fractions presented here refer to, was
evaluated by the maximum count rate and therefore also the maximum count rate of
each layer. Approximately (5-20) % of the events are lacking a GEM information. Those
events with 2D information only can be quantified by an additional fit from the data
of the readout structure, but not directly assigned to a conversion layer. The „no GEM“
events were then distributed among the layers according to the relative intensity of the
corresponding spots. This procedure can be considered as a first order correction. As
the overall background in the region of interest does not necessarily have to be of the
same wavelength as the beam spot, the signal-to-background distribution within the
layers is slightly different. However, as the „no GEM“ events are a smaller subset of the
measured total signals, a second order correction of their distribution according to the
evaluation of sec. 10.3.6 would not significantly alter the result.
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Figure 167: Experimental result of the signal distribution of the T-GEM layer identification for the pinhole measure-
ment in sec. 10.3.6 as a function of detector voltage. Events can either be assigned to the wrong GEM below towards
the readout if not detected at the original conversion layer or signal crosstalk leads to a wrong assignment to the
GEM above. The signal distribution describes the absolute contamination of each layer by events originating not
from it and depends on the absolute intensity distribution among the layers and therefore the selected wavelength,
which was 5.4 Å in this experiment.
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B.1.9 SPIN ECHO WAVELENGTH CALIBRATION DATA SET
The full data set for the wavelength calibration, see sec. 11.2.1 is presented in Fig. 168.
Figure 168: Augenstein-Plot of Spin Echo curves for the wavelength calibration of the
velocity selector in the range (11,000-28,000) rpm and fit of (153).
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B.2 URANOS MONTE CARLO SIMULATION
B.2.1 GEOMETRICAL CALCULATIONS
The following calculations are based on the mixed geometry definition of cartesian
support and spherical direction vectors
x⃗ =
⎛⎜⎜⎜⎝
x
y
z
⎞⎟⎟⎟⎠ and r⃗ =
⎛⎜⎜⎜⎝
r
ϑ
ϕ
⎞⎟⎟⎟⎠ .
B.2.1.1 DISTANCE TO A VERTICAL LINE
Assuming a vertical line L through point P⃗ = (xP ,yP , zP ) one can define regarding x⃗ the
following quantities
nx = sin(ϑ ) sin(ϕ),
ny = − sin(ϑ ) cos(ϕ) (188)
and hence the distance to the line dL is calculated by
dL =
∥(x − xP )nx + (y −yP )ny ∥√︂
n2x +n
2
y
. (189)
B.2.1.2 DISTANCE TO A POINT
Assuming the point P⃗ has the coordinates (xP ,yP , zP ) one can define regarding x⃗ the
following quantities
дx = sin(ϑ ) cos(ϕ),
дy = sin(ϑ ) sin(ϕ),
дz = cos(ϑ ),
krx = дy (z − zP ) −дz (y −yP ),
kry = дz (x − xP ) −дx (z − zP ),
krz = дx (y −yP ) −дy (x − xP ), (190)
and hence the distance to the point dP is calculated by
dP =
√︂
k2rx + k
2
ry + krz√︂
д2x +д
2
y +д
2
z
. (191)
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B.2.2 ELEMENTS, ISOTOPES AND REACTION TYPES
The database of URANOS materials relies on a library of predefined elements. Such
are described by ENDF cards, which are extracted from the existing sources mentioned
in chapter 5.1.4 and stored individually. The following tab. 26 is a comprehensive list
of isotopes, which have been selected and implemented.
Table 26: Available iso-
topes in URANOS and
cross sections used, iden-
tifiers according to [99]
and chapter 5.1.4.1.
Isotope Elastic Inelastic Absorption and others
1H MT=2 (MF=3, 4) n/A MT=5, 102, 208-210
3He MT=2 (MF=3, 4) n/A MT=102, 103, 104
10B MT=2 (MF=3, 4) MT=51-54 MT=107
11B MT=2 (MF=3, 4) MT=51-54 MT=107
12C MT=2 (MF=3, 4) MT=51-58 MT=5, 102, 103, 107
14N MT=2 (MF=3, 4) MT=51-60 MT=5, 102-108, 208-210
16O MT=2 (MF=3, 4) MT=51-70 MT=5, 102, 103, 105, 107, 208-210
19F MT=2 (MF=3, 4) MT=51-54 MT=102, 103, 107
23Na MT=2 (MF=3, 4) MT=51-56 MT=5, 102, 103, 107
27Al MT=2 (MF=3, 4) MT=51-58 MT=5, 102, 103, 107, 208-210
28Si MT=2 (MF=3, 4) MT=51-58 MT=5, 102, 103, 107, 208-210
32S MT=2 (MF=3, 4) MT=51-55 MT=5, 102, 103, 107
35Cl MT=2 (MF=3, 4) MT=51-56 MT=5, 102, 103, 107
40Ar MT=2 (MF=3, 4) MT=51-55 MT=5, 102, 103, 107, 208-210
52Cr MT=2 (MF=3, 4) MT=51-55 MT=5, 102, 103, 107
53Cr MT=2 (MF=3, 4) MT=51-55 MT=5, 102, 103, 107
56Fe MT=2 (MF=3, 4) MT=51-58 MT=5, 102, 103, 107, 208-210
58Ni MT=2 (MF=3, 4) MT=51-54 MT=5, 102, 103, 107
63Cu MT=2 (MF=3, 4) - MT=102
65Cu MT=2 (MF=3, 4) - MT=102
155Gd MT=2 (MF=3, 4) MT=51-54 MT=102
157Gd MT=2 (MF=3, 4) MT=51-54 MT=102
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B.2.3 MATERIAL CODEPAGES
URANOS provides a list of already predefined materials, which are combinations of
elements described in section B.2.2. Tab. 27 summarizes all available compositions
which are implemented as materials.
Table 27: List of precon-
figured materials avail-
able in URANOS with
their composition and
density.
Material Density Description
Helium 0.125 kg/m3 3He enriched gas
Boron 2.34 g/cm3 97 % 10B enriched
Boron natural 2.46 g/cm3 80.1 % 10B, 19.9 % 11B
Boron carbide 2.42 g/cm3 10B enriched B4C
Boron carbide 2.51 g/cm3 B4C with natural boron
Boron trifluoride 2.76 kg/m3 10B enriched BF3 gas
Methane 0.656 kg/m3 CH4 gas
Detector gas 1.8 kg/m3 ArCO2 gas (70:30, 80:20)
Aluminum 2.66 g/cm3
Aluminum oxide 3.94 g/cm3 Al2O3
Iron 7.87 g/cm3
Steel (304L) 8.03 g/cm3 with 72 % 56Fe, 16.34 % 52Cr, 2.66 % 53Cr, 9 % 58Ni
Copper 8.94 g/cm3
Salt 2.16 g/cm3
Gadolinium oxide 7.41 g/cm3 Gd2O3 with 14.8 % 155Gd, 15.65 % 157Gd
Polyethylene 0.95 g/cm3 HDPE, CH2
PE boronated 0.95 g/cm3 HDPE with 3 % natural boron
Polyimide 1.43 g/cm3 C22H10N2O5
Quartz 2.5 g/cm3 SiO2
Stones 1.43 g/cm3 75 % SiO2, 25 % Al2O3
Water 1.0 g/cm3 H2O
Soil >1.43 g/cm3 50 % stones, (0-50) % water
Air 1.2 kg/m3 78 % N2, 21 % O2, 1 % Ar
Concrete 2.0 g/cm3 50 % stones, 10 % water
Cat litter 1.1 g/cm3 44 % H, 44 % O, 12 % Si
Asphalt pavement 2.58 g/cm3 14 % H, 50 % O, 11 % C, 25 % Si
Plants >2.2 kg/m3 14 % H, 72 % O, 14 % C, plus air
Wood 0.5 g/cm3 like plants
Snow new 0.03 g/cm3 like water
Snow old 0.3 g/cm3 like water
Ice 0.85 g/cm3 like water
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B.2.4 PARAMETERS FOR GENERATING THE COSMIC NEUTRON SPECTRUM
The parameters for (68), (69) and (70) in sec. 3.2 published in [66] are the following:
a1(rc ) = 12.9 + 15.7
1 + exp
(︂
rc−5.62
1.79
)︂ ,
a2(rc ) = 0.00706 + 0.00057
1 + exp
(︂
rc−5.99
1.94
)︂ ,
a3(rc ) = 0.975 − 0.210
1 + exp
(︂
rc−0.99
2.24
)︂ ,
a4(rc ) = 0.0084 + 0.00441
1 + exp
(︂
rc−2.24
2.66
)︂ ,
a5(rc ) = −0.00701 + 0.0258
1 + exp
(︂
rc−10.9
2.38
)︂ ,
a9(rc ) = 642 + 189
1 + exp
(︂
rc−2.32
0.897
)︂ ,
a10(rc ) = 0.00112 + 0.000181
1 + exp
(︂
rc−8.84
0.587
)︂ ,
a11(rc ) = 1.26 + 0.958
1 + exp
(︂
rc−3.18
1.47
)︂ ,
c4(d) = a5(rc ) + 0.000171d
1 + 0.53 exp (0.00136d) ,
c12(d) = a9(rc ) exp (−a10(rc )d) + a11(rc ) exp (−0.0133d) ,
д3(w) = −25.2 + 2.73
w + 0.0715
,
д5(w) = 0.348 + 3.35w − 1.57w2. (192)
In the original publication [66] д3(w) has been denoted as a multiplication, but it is
supposed to be a sum like presented above.
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B.2.5 SIMULATION MODELS OF THE CRNS DETECTORS
B.2.5.1 DETECTOR VOXEL MODELS
In sec. 13 the efficiency of commonly used detectors for CRNS has been calculated as
well as their angular sensitivity. The evaluation was carried out for each face individu-
ally, see also Fig. 127. The rover model has been presented in the respective chapter,
e.g. Fig. 125, therefore here the other two types are shown.
The CRS1000 consists of a 400 mm × 100 mm × 100 mm polyethylene casing with a
wall thickness of 25 mm. It encloses a stainless steel proportional counter tube with
a wall thickness of 2 mm filled with 1.5 bar of helium-3. For reasons of simplicity the
tube has been modeled in rectangular shape and the gas pressure was scaled by π/4.
The CRS1000/B consists of a cylindrical polyethylene casing of 25 mm width at a di-
ameter of 104 mm and a length of 900 mm. It encloses an 850 mm long stainless steel
proportional counter tube with a wall thickness of 2 mm filled with 0.5 bar of BF3. For
the material definitions see appendix B.2.3.
Figure 169: Cross sections of the detector models for the CRS1000 (bottom) and 1000/B
(top) detectors with their proportional counter tube (1) ion a stainless steel housing (2),
surrounded by a polyethylene moderator. The grayscale pictures are the actual geometry
input files.
B.2.5.2 ANGULAR DEPENDENCE
The angular sensitivity component of the response function (170) is shown in Fig. 170,
averaged over all energies and the detector face area. The angle ϑ = 0 is oriented
perpendicular to the respective surface and efficiencies are normalized to д(ϑ = 0) = 1.
Figure 170: Relative
counting efficiency
for some selected
detector models and
faces as a function
of inclination angle
of the incoming flux
representing the angular
term of (170). [KS2018]
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The detectors show lowest sensitivity to neutrons from directions parallel to the surface,
as for slant angles (ϑ = π/2 or 90◦) the probability of detection drops to zero. Highest
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sensitivity for all detectors is achieved for orthogonal incidence with ϑ = 0. This result
stresses the importance of accounting for neutron fluxes directly from atmospheric
cosmic rays and directly from beneath the sensor. An analytical approximation for the
angular distribution of the large faces can be given as:
д(ϑ ) = 1.24 − 0.254 exp (1.087ϑ ) . (193)
Yet, for the CRS1000 top face a linear model is sufficient. Like discussed above, the ge-
ometric arrangement of the moderator has a minor influence on the response function.
For energies in the epithermal to fast regime the angular response does not change
significantly.
B.2.6 SIMULATION OF THE NEUTRON SOURCE ROOM
A simplified version of the radiation environment of the neutron source within its room
has been simulated by URANOS. The room, which is sketched in Fig. 171, consists of
the following elements, see also the material compendium in appendix B.2.3: air with
5 g/m3 humidity, concrete floor, walls and ceiling, two aluminum tables with boronated
rubber mats and vertical polyethylene absorbers covered by boronated rubber mats,
one wooden table, a fused silica window, wooden and steal doors. The source itself
consists of a large block of boronated and non-boronated polyethylene. Beamport A
is open. At its inner center face, which is the moderator of the californium source, a
moderated spectrum (159), based on simulations by U. Schmidt, is released in port di-
rection into 2π . A more detailed description of the simulations and the source buildup
can also be found in [394].
Figure 171: Setup for the source room simu-
lation: (1) Moderated shielded source with
spectrum (159) through beamport A, (2) alu-
minium tables with boron rubber mat covers
and vertical absorbers, (3) wooden table, (4)
doors, (5) window, (6) concrete wall and (7)
isotope storage room.
The goal was to analyze whether an additional thermal shielding on the outside of
the source buildup would reduce the background for measurements. The result of this
simulation is, that covering the source by an additional absorber has no significant in-
fluence on the overall thermal neutron background. The reason can be easily identified
in Fig. 172. The background, which can be measured for experimental setups on the
tables (2), is not due to neutrons leaking out of the source, but rather originates from
the fast neutron, which are scattered within the room and thermalize elsewhere. As the
source partly consists of boronated polyethylene, there is no direct contribution from
thermal neutrons coming from the source moderator, but instead from all other objects
in the room. In that case, the best background suppression can be achieved by placing
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the detector as far as possible from any large object. However, the example here is only
for qualitative evaluation of the radiation background in the source room.
Figure 172: URANOS simulation of the radiation environment in the room of the neutron source with one beamport
open for four different energy ranges (scaled relatively to the respective maximum). The source spectrum is modeled
by a modified Westcott function (159). The track density is displayed only in air and integrated over the room height.
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B.3 COSMIC RAY NEUTRON SENSING
B.3.1 MODELING THE FOOTPRINT
In sec. 14.2.3 the footprint weighting function has been introduced and characterized
as a sum of exponential functions. This section describes more in detail the procedure
to find the analytical relation (181) by the following steps: For all data sets the Fi coef-
ficients ofWr and the intensity I0 were plotted as a function of soil moisture. Then, for
each Fi an individual function with a minimal set of parameters was constructed. One
result is exemplarily shown in Fig. 174 for h = 10 g/m3. Although some parameters
have a physical meaning, in general it should be regarded as an empirical model to
mathematically model the range distribution. Then the procedure was repeated for all
air humidities and the functional dependency on that variable was studied. However,
as previously mentioned, the scaling of the weighting function is not independent of
the different water pools. Hence, only a multivariate fit in the θ ,h-space can cope with
the problem. Such a plot with the correlated soil moisture and air humidity representa-
tion is exemplarily shown for the far-field terms in Fig. 176 for I0 and Fig. 177 for the
parameters of the weighting function.
In order to validate the functional dependencies, all range distribution histograms were
fitted by I0 ·Wr (181). The fitted exponential functions, shown exemplarily in Fig. 173,
agree well with the data from the transport modeling. As mentioned above, at around
50 m the analytical description starts to deviate from the data (right panel), which is
especially visible for the top curve, that describes the practically not relevant case of
0 % soil moisture. For this reason the value of 50 m has been chosen as a delimiter for
both regimes. Although the above described functional dependency ofWr has mainly
been motivated from the far-field transport theory, the agreement in the near-field with
the model data is also very good.
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Figure 173: Range distribution histograms and fitted exponential functions according to (181) in the near-field (left)
and the far-field regime (right).
For some dependencies a linear correlation between both observables can be assumed,
but in most cases more complicated relations have to be used. In general, the goal
was set to reduce the amount of free parameters as much as possible - although the
fit could still be improved by adding polynomials of arbitrary order, the choice was to
keep the congruency of the model and data integrals to yield an error not larger than
5 m on the quantile, especially Q86.
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Figure 174: Parameters from the fits for the far-field term of (181) (black dots with statistical errors) for h = 10 g/m3.
From the top left to the lower right panel: I0, F5, F6, F7 and F8. To each set, plotted here depending on soil moisture,
the functions (194) are fitted.
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Figure 175: Parameters from the fits for the far-field term of (181) (black dots with statistical errors) for θ = 11 %.
From the top left to the lower right panel: I0, F5, F6, F7 and F8. To each set, plotted here depending on air humidity,
the functions (194) are fitted.
253
Figure 176: Fitting of the footprint parameters: Intensity I0 in (181) as a function of
volumetric soil moisture fractions and air humidity. The colored hypersurface represents
the interpolation of the results from the parameter fits of the range distribution function
like in Fig. 174, the grid (blue) represents the modeled function.
Figure 177: Fitting of the footprint parameters: from the top left to lower right panel as a function of volumetric
soil moisture fractions and air humidity: F5, F6, F7 and F8. The plots show an interpolation of the results from the
parameter fits from (181) like in the previous Fig. 176 shown as a hypersurface. The rainbow scaled color code
shows the relative differences necessary for constructing the functional dependencies. The grid (white) represents
the finally modeled function (194).
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Figure 178: Fitting of
the footprint parameters:
Relative deviation of the
fitted parameters of func-
tion (181) to the values
evaluated from the sim-
ulation, e.g. the colored
hypersurface of Fig. 177,
as a function of volu-
metric soil moisture frac-
tions and air humidity.
The four top panels a)
to d) present the residu-
als of parameters F1 to
F4 in (181), which model
the near-field terms. Pan-
els e) to h) present the
residuals of parameters
F5 to F8 in (181), which
model the far-field terms.
Deviations are mostly
due to statistical varia-
tions.
s
o
il
 m
o
is
tu
re
 
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0 10 20 30 40 50 60 70 80
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
]
3
humidity [g/m
0 10 20 30 40 50 60 70 80
-10
-5
0
5
10
re
la
tiv
e
 d
e
v
ia
tio
n
 [%
]
e) f)
g) h)
s
o
il
 m
o
is
tu
re
 
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
-3
-2
-1
0
1
2
3
0 5 10 15 20 25 30 35 40 45
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
]
3
humidity [g/m
0 5 10 15 20 25 30 35 40 45 50
re
la
tiv
e
 d
e
v
ia
tio
n
 [%
]
a) b)
c) d)
255
The following expressions have been found for modeling the radial weighting function:
F0 = p0,
F1 = p0 (1 +p3h) e−p1θ +p2 (1 +p5h) −p4θ ,
F2 =
(
(p4h −p0) e−
p1θ
1+p5θ +p2
)
(1 +p3h) ,
F3 = p0 (1 +p3h) e−p1θ +p2 −p4 θ ,
F4 = p0 e
−p1θ +p2 −p3 θ +p4 h,
F5 =
(
p0 − p1
p2 θ +h − 0.13
)
(p3 − θ ) e−p4 θ −p5 h θ +p6 ,
F6 = p0(h +p1) +p2θ ,
F7 =
(
p0 (1 −p6h) e−p1θ (1−p4h) +p2 −p5θ
)
(2 +p3h) ,
F8 =
(
(p4h −p0) e
−p1θ
1+p5h+p6θ +p2
)
(2 +p3h) ,
Fp = p0/
(
p1 − e−p/(1013mbar)
)
.
(194)
with air pressure p, nondimensionalized air humidity h and volumetric soil moisture θ
and with the parameters[c]:
Table 28: Numerical
values for the parame-
ters for the horizontal
weighting function (194)
in (181)
p0 p1 p2 p3 p4 p5 p6
F0 3.7
F1 8735 22.689 11720 0.00978 9306 0.003632
F2 0.027925 6.6577 0.028544 0.002455 6.851 · 10−5 12.2755
F3 247970 23.289 374655 0.00191 258552
F4 0.054818 21.032 0.6373 0.0791 5.425 · 10−4
F5 39006 15002330 2009.24 0.01181 5.49 16.7417 3727
F6 6.03 · 10−5 98.5 0.0013826
F7 11747 55.033 4521 0.01998 0.004572 3347.4 0.00475
F8 0.01543 13.29 0.01807 0.0011 8.81 · 10−5 0.0405 26.74
Fp 0.4922 0.86
D86 8.321 0.14249 0.96655 0.01 20.0 0.0429
This function allows to describe the neutron transport problem for the footprint inves-
tigation analytically.
B.3.2 MODELING THE DEPTH DISTRIBUTION
In sec. 14.2.4 the depth penetration function has been introduced. In order to ﬁnd
a suitable parametrization, the procedure was similar to the footprint evaluation in
sec. 14.2.3 and described in sec. B.3.1. For each setup the D86 quantiles were calculated
additionally as a function of the impact distance to the sensor. Fig. 179 shows exem-
plarily such distributions additionally to Fig. 146. One can also see, that the maximum
penetration depth (top left panel) is much different to the mean penetration. However,
this value shall only be taken into account as a limit, not as a probe depth.
[c] It has to be noted, that a few constant numbers had to be inserted in the equations, like the 0.13 in F5, in
order to stabilize the multidimensional ﬁt of TMinuit [493].
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Figure 179: Penetra-
tion depth distribution
characterization in the
ground at a humidity of
h = 10 g/m3. Top row:
Scattering center distri-
bution with only the max-
imum penetration depth
scored (left) for differ-
ent soil moistures and
(right) penetration depth
quantile D86 for 15 %Vol
as a function of impact
distance with an expo-
nential fit p0 exp(−p1r ) +
p2 (right). Bottom row:
Depth quantile as a func-
tion of soil moisture for
different impact distance
regions (left) and pen-
etration depth quantile
D86 as a function of
impact distance and soil
moisture (right). The
D86 distribution is fitted
by (183) with the param-
eters from tab. 29.
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Table 29: Parameters for
the depth weighting func-
tion (183) using the
scheme of (181).
p0 p1 p2 p3 [1/m] p4 [m3/m3] p5 [m3/m3]
D86 8.321 0.14249 0.96655 0.01 20.0 0.0429
B.3.3 UNCERTAINTY ANALYSIS OF THE CRNS TRANSPORT PROBLEM
In the simulated system containing soil, atmosphere, and a detector, uncertainties prop-
agate non-linearly due to the variety of neutron interactions involved. As an indication
of their total effect, uncertainties of the calculations were analyzed by means of the
influence on the footprint radius R86.
B.3.3.1 ERRORS ON CROSS SECTIONS
Table 30: Relative un-
certainties of cross sec-
tions in % according to
ENDF/B-VII.1 at thermal
energy and 10 MeV.
elastic inel. absorption MT107
Element ∆σ (th) ∆σ (10 MeV) ∆σ (10 MeV) ∆σ (th) ∆σ (10 MeV) ∆σ (MeV)
1H 0.3 2.4 N/A 2.6 20 N/A
12C 0.5 10 - 3 20 10
14N 4 2 - 30 7.5
16O 2 4 - 10 - 10
27Al 1.8 13 - 1.7 60 -
28Si 1 8 30 20 40 25
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Here exemplary uncertainties are given representative for speciﬁc energy ranges. Typ-
ically, errors on cross sections listed in the ENDF data base do not vary signiﬁcantly
in the elastic scattering region. Therefore, uncertainties in the thermal and the MeV
regime are chosen.
B.3.3.2 ERROR ESTIMATION ON THE FOOTPRINT RANGE
To estimate the inﬂuence of uncertainties in the cross sections, calculations have been
carried out by modifying the cross section sets obtained from the data base. Here the
results are presented for changes by one and two standard deviations.
Table 31: Error estima-
tion for h = 10 g/m3. Sta-
tistical errors on range
quantiles are 0.3% of the
value for 4% soil mois-
ture and 0.7% otherwise.
86% quantile of range distribution [m]
moisture [%Vol] base +1 Δ CS −1 Δ CS +2 Δ CS −2 Δ CS
2.3 223.6(2) 216.4 233.6 208.9 241.3
7 202.7(3) 195.7 209.6 189.8 215.2
30 166.3(3) 162.7 170.3 157.5 176.6
Table 32: Error estima-
tion for h = 10g/m3.
Relative deviations on
range quantiles for vary-
ing cross section. Errors
on deviations are 0.4%
for 4% soil moisture and
0.7% otherwise.
rel. deviations to base range quantile [%]
moisture [%Vol] base [m] +1 Δ CS −1 Δ CS +2 Δ CS −2 Δ CS
2.3 223.6(2) -3.2 4.5 -6.6 7.9
7 202.7(3) -3.4 3.4 -6.3 6.2
30 166.3(3) -2.1 2.4 -5.3 6.2
B.3.3.3 UNCERTAINTIES INDUCED BY THE CHOICE OF THE ENERGY SENSITIVITY
The evaluation of the footprint was carried out mainly using the canonical limits for the
energy sensitivity of 100 eV to 10 keV, which represents the mean energy for neutrons
slowing down from evaporation to thermal energies. As the prior analysis showed the
travel distance of neutrons in the soil-air interface depends signiﬁcantly on the amount
of environmental water. However, the average relevant transport range barely depends
on the choice of the sensitive energy range. Fig. 180 shows the lethargy-averaged mean
range of neutrons recorded by a single detector entity exemplarily for three different
soil moisture conditions.
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Figure 180: Range
evaluation using a
spherical detector
with 1m radius in a
600m domain and
950 · 106 neutrons for
three different soil
moisture conditions.
As a comparison the
simulated detector
response is plotted
together with the
energy threshold
as chosen for the
footprint evaluation.
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Within the water-sensitive domain of 1 eV to 0.1 MeV the transport distance stays re-
markably constant as a function of neutron energy. Within this regime one obtains
a maximum change of 10 %, however, taking into account to the actual detector sen-
sitivity, this variation averages out. Especially the chosen threshold energies center
around the inflection point of this plateau. Therefore, considering a thermally shielded
detector which does not record neutrons below 0.5 eV, one can assume an error of 2 %
on the footprint attributed to the choice of the used detection thresholds.
B.3.3.4 UNCERTAINTIES INDUCED BY THE CHOICE OF THE INPUT SPECTRUM
In a test case of 13 % soil moisture the influence of errors of the input model on the
footprint was investigated. Assuming high energetic neutrons to impinge perpendicular
to the surface, instead of the sampling from the distribution given by Nesterenok, leads
to a (2.3±0.2) % decrement of the Q86 radius. Assuming a perpendicular incidence
for low energetic neutrons instead of an isotropic distribution leads to a (3.1±0.2) %
decrement. Furthermore, modifications of the energy dependent function C f (E) gen-
erating the source from the Sato spectrum have been studied. Overcompensation, i.e.
increasingC f (E), by 50 % leads to (7.1±0.2) % increase of the footprint radius, whereas
underestimation by 50 % leads to a (5.0±0.2) % decrease. Taking the unmodified Sato
pure water spectrum as a source reduces the footprint radius by (9.2±0.3) %.
Table 33: Error estima-
tion for h = 10 g/m3 and
10 % soil moisture. Rela-
tive deviations on range
quantiles for varying in-
put model. The following
assumptions were eval-
uated: all low/high en-
ergetic neutrons are re-
leased with an angle of
0◦ instead of the distri-
bution used and the cor-
rection function, which
generates the incoming-
only function from the
total flux spectrum (67),
was changed by larger
factors.
86 % quantile of range distribution
input model rQ86 [m] ∆r(Q86) [m] rel. [%] ∆rel. [%]
Low energy: all 0◦ 196.4 0.4 -3.1 0.2
High energy: all 0◦ 198.0 0.4 -2.3 0.2
Corr x 0 184.1 0.4 -9.2 0.3
Corr x 0.5 192.6 0.4 -5.2 0.2
Corr x 0.8 198.3 0.4 -2.2 0.2
Corr x 1.5 217.1 0.4 7.1 0.2
Corr x 2.5 240.9 0.4 18.9 0.3
B.3.3.5 UNCERTAINTY ANALYSIS SUMMARIZED
Variations of cross sections by their standard deviation, given in the ENDF data base,
lead to changes of R86 by 4 %, 3 %, and 2 % for θ = 3 %, 10 % and 40 %, respectively. The
effect of elastic scattering dominates the budget by approximately 70 %. The errors of
the cross sections can be considered as systematic for neutron transport simulations in
general. The impact of different source spectra as model input in a test case with 10 %
soil moisture and 5 g/m3 air humidity was also analyzed. As explained in sec. 14.1.1
the incident spectrum was generated over water by subtracting the soil response from
the original mixed spectrum. Variations of this soil response spectrum by 20 % alters
R86 by 2.5 %. If the emission angles of source neutrons were not set according to
their angular distributions, but chosen perpendicular to the surface, the change of the
footprint radius would be 2.5 % applied to high energetic neutrons only and 3.0 % also
including sub-MeV neutrons. Compared to the uncertainties involved in the calculations
the impact of other source spectrum models can be much higher. The integration of
the counted particles further leads to statistical uncertainties on R86 in the order of
0.2 % for 107 neutrons. For the final fit model Fig. 178 shows the residuals of the fit
function (194) to the base data set. Except for extremely low environmental water
conditions there are no significant or systematic deviations to the underlying data.
Most of the variations in Fig. 178 are due to statistical errors. For example the overall
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integral of the near-field terms of the weighting function (181) leads to an error in the
order of 0.5 %.
B.3.4 THE ROAD CORRECTION FUNCTION
The function, which has been developed with M. Schrön for correcting the road bias
presented in sec. 14.3.5, is
CCorr (θfield,θroad,w,xc ) = 1 (195)
+ c0
(︂
1 − c1wm
)︂
(θfield − θroad) c2 − c3θroadθfield − c4θroad + c5
·
(︃
c6 exp
(︃
−c7
(︂w
m
)︂−c8 (︂xc
m
)︂4)︃
+ (1 − c6) exp
(︂
−c9 xcm
)︂)︃
.
The data from the simulation were fitted by (195). The resulting parameters are sum-
marized in tab. 34:
Table 34: Numerical val-
ues for the parameters of
the road bias correction
function (195).
c0 c1 c2 [m3/m3] c3 c4 c5 [m3/m3] c6 c7 c8 c9
0.42 0.50 1.11 4.11 1.78 0.30 0.94 1.10 2.70 0.01
The function describes roads of widths below approximately 7 m, as for wider roads
the neutron density saturates around the center at a peak value. Furthermore, this
function is limited to effective values for θroad between 1 % and 16 % and requires
a prior knowledge about the field moisture conditions. A more detailed analysis is
presented in [SK2018].
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B.4 THE URANOS GRAPHICAL USER INTERFACE
In collaboration with the Helmholtz Centre for Environmental Research - UFZ, Leipzig,
and especially M. Schrön, a graphical user interface (GUI) for URANOS has been
developed, which specifically targets the needs of environmental sciences. URANOSGUI
allows to run the Monte Carlo with the full feature list described in sec. 6 except for
the readout simulation for gaseous detector. It enables researchers to carry out neutron
transport simulations without the need of configuring the setup by text files[d], which
is the usual modus operandi for the codes mentioned in sec. 5.2. It especially does not
require profound knowledge of the internal software buildup, as the relevant features
and settings are all accessible from the graphical frontend. Instead of drop-down menus
or child windows it uses a tabbed document interface, which is functionally split into
two parts horizontally partitioned by the golden ratio. The left side functionally controls
the program, its general settings and problem-related configurations. The right side
tabs provides a direct insight into the ongoing computation. It shows the actual neutron
density and track distribution, interaction range and depth and detector scoring results.
The top bar represents the dashboard for starting and stopping the simulation as well
as exporting the results. It also shows the expected time to accomplish the actual
job. A simulation, like presented in the following screenshots of the UFZ site Fig. 181
to Fig. 184, is carried out by creating a layer structure, setting vertical positions and
defining a ground layer, a source layer and a detector layer for scoring. The GUI then
automatically loads n.png or n.dat files, with n being the layer number, placed in the
configured work directory. According to the pixel or ASCII matrix voxels are extruded
based on the predefined material codes of sec. B.2.3.
Figure 181: URANOS GUI main tabs: Setup for the layer arrangement for the vertical geometry and environmental
parameters (left) and birds-eye view with the above-ground neutron spectrum (right).
[d] It also offers for advanced users a command line option to be configured and run by steering files, which
also provide access to features not available in the GUI.
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Figure 182: URANOS GUI main tabs: Setup for the general domain geometry and computation (left) and live view
for the range distribution in the detector layer and the virtual detector (right).
Figure 183: URANOS GUI main tabs: Export options and configurations of the live-view display (left) and spatial
neutron distributions (right). The top panel shows the horizontal neutron density in the detector layer by cut view
through the center of the domain and the bottom panel show the vertical interaction depth distribution in the
ground.
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Figure 184: URANOS GUI main tabs: Setup for the scoring of the detector and detector layer (left) and distribution
of neutron origins recorded by the virtual detector (right).
Figure 185: URANOS GUI high resolution track view with histories of thermal neutrons inte-
grated over 1 s: Example of the simulation of a thermal neutron source inside a polyethylene
detector test box.
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Eternal
I am in the corridor of days enclosed
and burdened even by the skies.
I look into centuries, but live in minutes
waiting for the Saturday of Saturdays.
The end of troubles in my fate,
blind wanderings of the soul.
O day, come, deign me sight
with all bizarre to be known.
I will get another soul
with all the worries vault’d.
I will bless the golden road
to the Sun from the soiled.
And he, who walked by my paths
in thunder and meek silence,
who was cruel to my pleasures
and merciful to my flaws,
who taught to fight and to bear
and of all the ancient wisdom profound,
will lower the staff, turn around,
and simply say: We are here.
Nikolay S. GUMILËV
translation from Gumilﬀv, Veqnoe (1912),
with special thanks to Det - Antologi (2007).
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