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Abstract
Following the ideas of V. V. Zhikov and A. L. Piatnitski [19], and more
precisely the stochastic two-scale convergence, this paper establishes a ho-
mogenization theorem in a stochastic setting for two nonlinear equations :
the equation of harmonic maps into the sphere and the Landau-Lifschitz
equation. These equations have strong nonlinear features, in particular,
in general their solutions are not unique.
1 Introduction
Magnetic materials are nowadays at the heart of numerous electric devices (en-
gines, air conditioning, transportation, etc.). Very often, the efficiency of the
device is directly linked to the magnetic properties of the magnets used [8].
Best magnets are the rare-earth magnets (e.g. Samarium-Cobalt or Neodymium
magnets) which have been developed since the 1980’s with no equivalent yet.
Nevertheless, due to the uneven distribution of rare-earth ores [10], the magnet
manufacturers aim at developing new types of magnets that do not require rare-
earth. Among the best promising candidates are the so-called spring magnets
which are made of hard and soft magnets intimately mixed at the nanoscale [12].
Mathematically speaking, the problem of studying such materials is challeng-
ing because usual models are highly non-linear and the material dependence of
the parameters varies at a very small scale. It is therefore a problem of homoge-
nization. A complete static model, including all relevant classical physical terms,
has been derived in [2] in terms of Γ−convergence of the minimization problems
related to the underlying so-called Brown energy of such materials. Neverthe-
less, to the knowledge of the authors, there is no such study to characterize the
dynamic problem, or, in other words, the evolution of the magnetization inside
the composite ferromagnet. This is the first purpose of this paper, while the
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second is to consider that the different compounds are randomly distributed
at the microscopic scale inside the macroscopic composite, whereas a periodic
distribution was considered in [2].
To go more precisely into the details, the magnetization inside a homo-
geneous ferromagnetic materials obeys the Landau-Lifschitz equation (see for
instance [14]), a non-linear PDE, which, when only the exchange interactions
between magnetic spins are taken into account reads as
∂u
∂t
= u× div (a∇u)− λu× (u× div (a∇u)) . (1)
Here, u(t, x) is a unit vector in R3 that denotes the magnetization at time
t ≥ 0 and at x ∈ D, where D is the bounded domain of R3 occupied by
the material, and the symbol × stands for the cross product in R3. The so-
called exchange parameter a is a 3× 3 matrix, which depends on the considered
material(s). We also assume the different materials to be strongly coupled which
amounts to say that the direction of the magnetization u does not jump at the
interface between two materials.
Spring magnets being composed of several different materials, the coefficient
a is likely to depend on the space variable. Assuming furthermore that the
materials are randomly distributed, and on a small scale , we are led to consider
the Landau-Lifschitz equation with random coefficients
∂u
∂t
= u × div(a(x

, ω)∇u)− λu ×
(
u × (div(a(x

, ω)∇u)
)
,
u(x, 0) = u0(x) ,
|u(x, t)| = 1 for a.e. (x, t) ∈ QT ,
a(
x

, ω)∇u · n = 0 on ∂D × (0, T )
(2)
with T > 0, QT = D × (0, T ), and u0 ∈ H1(D,R3) satisfying |u0(x)| = 1 a.e.
in D. The exchange parameter a depends on x at scale  and on the random
parameter ω.
The problem we wish to solve is therefore the stochastic homogenization of the
Landau-Lifschitz equation, or in other words, passing to the limit in (2) as 
goes to 0. Notice that the problem possesses several difficulties that make it
not obvious: global solutions of (1) are only known to exist weakly and are not
unique [3, 18], the constraint |u(x, t)| = 1 is not convex and the equation is
highly non linear.
In order to proceed, we apply the stochastic two-scale convergence method.
Originally defined in a periodic deterministic framework for the first time by
G. Nguetseng [15], the theory was further developed by G. Allaire [1] and is by
now currently used. Stochastic homogenization of PDEs dates back to [16] for
linear equations and [9] for nonlinear problems. Furthermore, a stochastic gen-
eralization of two-scale convergence (in the mean) has been first proposed in [6],
but turns out to be inadequate for our purposes. Instead, we use in this paper
a theory developed in [19]. This latter version allows us to realize the proposed
program: we prove that, up to extraction, u converges (weakly in H1(QT )) to
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a (weak) solution of (1) where the effective exchange matrix a = aeff is fully
identified.
The paper is organized as follows. In Section 2, we recall the probability
setting and introduce the stochastic two-scale convergence. For the sake of
completeness, we present a complete theory, simpler than the one given in [19],
but sufficient for our purpose. Most of the arguments are nevertheless borrowed
from [19]. Section 3 is devoted to the applications. The classical diffusion
equation is first quickly treated and we turn to the stochastic homogenization
of the equation of harmonic maps into the sphere. Eventually, the Landau-
Lifschitz equation is considered.
2 Stochastic two-scale convergence
A stochastic generalization of the two-scale convergence method, was proposed
in [19] in a very general context. In order to have the present paper self-
contained, we restrict the approach of [19] to a framework that is sufficient
for our needs and we present a complete setting. In our opinion, this method
did not have the resonance that it deserves and we hope that the reader will
find here a comprehensive introduction to it.
2.1 The stochastic framework
Let (Ω,F ,P) be a standard probability space with F a complete σ-algebra and
let us consider a d-dimensional random field a(x, ω) ∈ Rd×d, defined for x in
Rd and ω in Ω. We consider a group action of Rd on the set Ω, for x ∈ Rd, we
note Tx the action on Ω and we call it the translation of vector x. We assume
that a and T satisfy the following classical assumptions:
(H1) Compatibility: the mapping (x, ω) 7→ Txω is measurable from Rd×Ω into
Ω. Moreover, for every x in Rd and ω in Ω, a(·, Txω) = a(x+ ·, ω).
(H2) Stationarity: for every x in Rd, for every k in N, for every Borelian B of
(Rd×d)k, for every y1, . . . , yk in Rd,
P {(a(y1, Txω), . . . , a(yk, Txω)) ∈ B} = P {(a(y1, ω), . . . , a(yk, ω)) ∈ B} .
(H3) Ergodicity: the only measurable sets that are translation invariant (that
is, A ∈ F such that (up to a null subset) TxA = A for every x ∈ Rd) have
null or full measure.
(H4) The matrix a is symmetric, uniformly bounded and uniformly elliptic:
∃c1, c2 > 0; ∀ω ∈ Ω, ∀ξ ∈ Rd, ∀x ∈ Rd, c1|ξ|2 ≤ ξ · a(x, ω)ξ ≤ c2|ξ|2.
(H5) The matrix a is stochastically continuous: for every x in Rd,
∀ > 0, lim
y→xP(‖a(y)− a(x)‖Rd×d ≥ ) = 0 .
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As we shall see, the assumption (H5) allows us to restrict ourselves to the case
where Ω is a compact metric space, which is the assumption used in [19]. In
fact, all the results given in this paper are applicable if (H5) is replaced by
assumptions (H5’-a)–(H5’-c) below.
(H5’-a) Ω is a compact metric space and F is the completion of its Borel σ-algebra.
(H5’-b) The mapping ω 7→ a(0, ω) is continuous on Ω.
(H5’-c) The group action of Rd on (Ω,F ,P) defined by a(·, Txω) = a(x + ·, ω)
defines a continuous action of Rd on L1(Ω). Namely, for every Φ ∈ L1(Ω),
Φ ◦ Tx also belongs to L1(Ω) and moreover the mapping x 7→ Φ ◦ Tx is
continuous from Rd into L1(Ω).
Example 2.1.1. A class of examples satisfying assumptions (H1)–(H5), intro-
duced in [4], can be constructed using a Poisson point process. Let us recall
that a Poisson point process on a measurable space (E, E) with intensity measure
λ, is a random subset Π of E such that the following properties hold:
• for every measurable set A of E , the number of points in Π ∩ A, denoted
by N(A), follows a Poisson law with mean λ(A),
• for every pairwise disjoint measurable sets A1, . . . , Ak of E , the random
variables N(A1), . . . , N(Ak) are independent.
We now consider the case where Π is a Poisson point process on Rd with
intensity measure λ being the Lebesgue measure, defined on the Borel sets of
Rd, and a0, a1 are two matrices in the set
{a˜ ∈ Rd×dsym : ∀ξ ∈ Rd, c1|ξ|2 ≤ ξ · a˜ξ ≤ c2|ξ|2} ,
with c1, c2 > 0. We define a random field a by setting, for every x ∈ Rd, and
every ω ∈ Ω,
a(x, ω) =
 a0 if dist(x,Π(ω)) ≤
1
2
,
a1 otherwise .
Let us choose 0 <  < ‖a0 − a1‖Rd×d . Then
lim sup
y→x
P (‖a(y, ·)− a(x, ·)‖Rd×d ≥ ) = P
(
dist(x,Π) =
1
2
)
= 0 ,
and (H4) is verified. Hypotheses (H1), (H2) and (H3) are obviously satisfied.
In the next three propositions, we prove that (H1)–(H5) imply (H5’) in the
case where a is real valued for which the demonstration is simpler. The general
case follows from direct modifications that we leave to the reader. (H5’-a)
is established in Proposition 2.1.2, (H5’b) in Proposition 2.1.3 and (H5’-c) in
Proposition 2.1.5.
Let us start with a technical lemma.
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Figure 1: A sample of the coefficient field defined by the homogeneous Poisson
point cloud. The matrix a is equal to a0 in the black region and to a1 in the
white region [4].
Lemma 2.1.1. Let (Ω,A,P) be a standard probability space with A a complete
σ-algebra and b(x, ω), x in Rd, ω in Ω, be a real bounded random field. Let
N be a dense countable subset of Rd and F ⊂ A be the σ-algebra generated by
{b(y, ·), y ∈ N}.
Assume that for every x in Rd, and for every positive ,
lim
y→xP(|b(y, ·)− b(x, ·)| ≥ ) = 0 .
Then b is measurable with respect to F .
Proof. For simplicity, we only show that the set A = {ω ∈ Ω : b(0, ω) > 0} is
an element of F . Let (xn)n∈N be a sequence of elements of N that converges
to 0. By assumption, for every  > 0,
lim
n→∞P (|b(xn)− b(0)| > ) = 0 .
By a diagonal argument and up to extraction, we can assume that for every n
in N,
P
(|b(xn)− b(0)| > 2−n) ≤ 2−n .
Let us note E = lim supn {ω ∈ Ω : |b(xn, ω)− b(0, ω)| > 2−n}. Borel-Cantelli
lemma implies P(E) = 0. Now, for ω ∈ Ω\E, we have b(0, ω) = lim infn b(xn, ω),
so that
A \ E =
{
ω ∈ Ω \ E : lim inf
n→∞ b(xn, ω) > 0
}
=
⋂
k>0
{
ω ∈ Ω : lim inf
n→∞ b(xn, ω) ≥
1
k
}
\ E .
Hence, A is an element of F .
We now build a compact metric space K and a random process b(·, f) in-
dexed by f ∈ K with the same law as a(·, ω).
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Let N be a dense countable subset of Rd containing 0. Let c1, c2 in R be
such that for every x in Rd and ω in Ω, c1 ≤ a(x, ω) ≤ c2 and let us set
K = {{f(x)}x∈N : ∀x ∈ N , f(x) ∈ [c1, c2]} = [c1, c2]N .
Let {αx}x∈N be a summable family of positive numbers, we define a distance
on K by
d(f, g) =
∑
x∈N
αx |f(x)− g(x)| . (3)
According to Tikhonov theorem, K equipped with the distance d is a compact
metric space.
Now let us define a probability measure on the Borelians of K by
µ(B) = P{ω ∈ Ω : (a(x, ω))x∈N ∈ B},
which is well defined according to Lemma 2.1.1. Completing the Borelians with
respect to µ, we obtain a σ-algebra E . The space (K, E , µ) is the canonical space
for {a(x), x ∈ N}.
Finally, let us define b, for every f in K, as follows: for every x in N ,
b(x, f) = f(x) .
Thanks to Lemma 2.1.1, it follows that b(x) is almost surely uniquely defined for
any x in Rd. We easily check that b has the same law as a. We have established
(H5’a), namely:
Proposition 2.1.2. The real-valued random field b(x), x ∈ Rd over the prob-
ability space (K, E , µ) has the same law as a. Moreover (K, d) is a compact
metric space and E is the completion of its Borel sets with respect to µ.
We check that (H5’-b) is satisfied.
Proposition 2.1.3. Under the assumptions (H1)–(H5) and with the notation
introduced in the previous proposition, b(0, ·) is continuous on K for the distance
d defined by (3).
Proof. Let f ∈ K. Since 0 ∈ N , we have for every f˜ in K,
α0
∣∣∣b(0, f)− b(0, f˜)∣∣∣ ≤∑
x∈N
αx
∣∣∣b(x, f)− b(x, f˜)∣∣∣ = d(f, f˜) .
As α0 > 0, it follows that b(0, ·) is continuous in f .
In order to prove (H5’-c) in Proposition 2.1.5 we first establish the following.
Lemma 2.1.4. The space Cf (K) of continuous functions on K = [c1, c2]N that
only depend on a finite number of variables is dense in C(K). Similarly, Cf (K)
is dense in Lp(K,µ) for any 1 < p <∞.
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Proof. Let us enumerate N = {x1, x2, · · · }. Let Φ ∈ C(K) and N > 0. For
f ∈ K, we note fN = ΠNf the element of K defined as fN (xj) = f(xj) for
j = 1, · · · , N and fN (xj) = c1 for j > N . The mapping ΠN is continuous
from K into K and only depends on the first N variables. Next, we define
ΦN := Φ◦ΠN and by composition ΦN belongs to Cf (K). Letm be the modulus
of continuity of Φ. We have
‖ΦN − Φ‖∞ = sup {|Φ(f)− Φ(ΠNf)| : f ∈ K}
≤ sup
{
m
(∑
x∈N
αx|f(x)−ΠNf(x)|
)
: f ∈ K
}
≤ m
|c2 − c1| ∑
x∈N\{x1,··· ,xN}
αx
 N↑∞−→ 0.
We conclude that Cf (K) is dense into C(K). Eventually the density of Cf (K)
in Lp(K) follows from that of C(K) in Lp(K) for p > 1.
Let us define the dynamical system {Tx : K → K}x∈Rd by
b(y, Txf) = b(y + x, f),
for every f ∈ K and x, y ∈ Rd. Let us notice that for every x in Rd, Tx is
uniquely defined thanks to Lemma 2.1.1.
By definition, for every x, y in Rd, Tx+y = Tx ◦Ty and T0 = IdK . Moreover, the
stationarity assumption (H2) implies for every event A of E , for every x in Rd,
µ(T−1x (A)) = µ(A) . (4)
Eventually, (H3) gives that T is ergodic: if an event A of E is T -invariant, then
µ(A) = 0 or µ(A) = 1.
Let us now check that T complies to (H5’-c).
Proposition 2.1.5. Let Φ ∈ L1(K), then Φ ◦ Tx belongs to L1(K) for x ∈ Rd
and
lim
y→x
∫
K
|Φ(Tyf)− Φ(Txf)| dµ(f) = 0, for every x ∈ Rd, and Φ ∈ L1(K). (5)
Remark 2.1.1. With the same arguments (see the proof below), we may also
prove that for any Φ ∈ Lp(K), the mapping x 7→ Φ ◦ Tx is continuous from Rd
into Lp(K).
Proof. Let Φ ∈ L1(K). By measurability of Tx : K → K, we see that Φ ◦ Tx is
measurable, moreover by the stationarity property (4), we have
µ{Φ ◦ Tx ∈ B} = µ{Φ ∈ B}
for every x ∈ Rd and every Borel set B ⊂ R. In particular, Φ ◦ Tx ∈ L1(K)
with ‖Φ ◦ Tx‖L1(K) = ‖Φ‖L1(K).
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Let us now check the continuity of x ∈ Rd 7→ Φ ◦ Tx. By density of C(K)
in L1(K), we can assume that Φ is continuous (hence bounded) in K and in
fact by Lemma 2.1.4, we can assume that Φ only depends on a finite number of
variables. Eventually, by stationarity we only have to check the continuity at
x = 0. So, let us assume that for every f in K, Φ(f) = ϕ(f(x1), · · · , f(xN ))
with ϕ ∈ C([c1, c2]N ) and x1, · · · , xN ∈ N . Let η > 0, for y ∈ Rd we denote
K1(y) = {f ∈ K : |(f(xj + y)− f(xj))j=1,··· ,N | < η}, K2(y) = K \K1(y).
Decomposing the integration on K over K1 and K2, we have∫
K
|Φ(Tyf)− Φ(f)| dµ(f) ≤ m(η) + 2‖ϕ‖∞µ(K2(y)) ,
where m is the modulus of continuity of ϕ. Now, by assumption (H5), µ(K2(y))
tends to 0 as y tends to 0 and since η > 0 is arbitray, we see that the integral
in the left hand side also goes to 0.
From now on, we assume that (Ω,F , µ) is the canonical space associated
with a, and that it verifies (H1)-(H5’). As for every x in Rd and ω in Ω,
a(x, ω) = a(0, Txω), for simplicity we will denote a(x, ω) = a(Txω). By (H5’),
it holds that a is in the space of continuous functions defined on Ω, which will
be denoted C(Ω).
Remark 2.1.2. In Section 2.2 below, we introduce the notion of two-scale con-
vergence and use test functions in L2(D × Ω) where D is a bounded domain
of Rd. In the theory developed thereafter, we use the continuous embeding
of Cc(D × Ω) into L2(D × Ω), which is a consequence of the finiteness of the
measure λ⊗µ in D×Ω. The following fact is more crucial: since Ω is compact,
the Banach space (Cc(D × Ω), ‖ · ‖∞) is separable, so there exists a countable
subset Γ ⊂ Cc(D ×Ω) which is dense in (Cc(D ×Ω), ‖ · ‖∞) and in L2(D ×Ω).
We end this section by recalling the Birkhov ergodic theorem, introduced
in [5], that plays a prominent role in the analysis. We first check that the
quantities involved are well defined.
Lemma 2.1.6. Let p ≥ 1 and u be a function of Lp(Ω). Then, µ-almost surely,
x 7→ u(Txω) is in Lploc(Rd).
Proof. For every bounded Borel set A of Rd,∫
Ω
∫
A
|u(Txω)|pdxdµ(ω) =
∫
A
∫
Ω
|u(Txω)|pdµ(ω)dx
= |A|
∫
Ω
|u(ω)|pdµ(ω) < ∞ ,
according to Fubini’s theorem and thanks to the stationarity of a. Therefore,∫
A |u(Txω)|pdx is bounded µ-almost surely.
Theorem 2.1.7. [Birkhov ergodic theorem]. Let f be a function of L1(Ω).
Then, for µ-almost every ω˜ in Ω and for every bounded Borel set A of Rd,
1
td|A|
∫
tA
f(Txω˜) dx −−−→
t→∞
∫
Ω
f(ω) dµ(ω) = E(f) . (6)
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2.2 L2 Two-scale convergence
Let us start by noticing that the Birkhov ergodic theorem presented above is
not sufficient to obtain results valid almost surely for all functions f , and thus,
cannot be sufficient to obtain an homogenization theorem with almost sure
convergence of the solution. One of the reasons is the fact that the set of ω˜ for
which the convergence hold depends on f . Therefore, we introduce the following
definition.
Definition 2.2.1. Let ω˜ ∈ Ω. We say that ω˜ is a typical trajectory, if,
lim
t→∞
1
td|A|
∫
tA
g(Txω˜) dx =
∫
Ω
g(ω) dµ(ω) = E(g),
for every bounded Borelian A ⊂ Rd with |A| > 0 and every g in C(Ω).
Proposition 2.2.1. Let Ω˜ be the set of typical trajectories. Then µ(Ω˜) = 1.
Proof. We first notice that the compactness of Ω entails that C(Ω) (endowed
with the norm ‖g‖∞ = supΩ |g|) is separable. We thus consider
Γ = {gk, k ∈ N}
a dense countable subset of C(Ω). According to Birkhov ergodic theorem, for
every k in N, there exists Ωk in F such that µ(Ωk) = 1, and Ωk ⊂ Ωk−1 ⊂ · · · ⊂
Ω0 and, for every ω′ ∈ Ωk,
lim
t→∞
1
td|A|
∫
tA
gk(Txω
′) dx =
∫
Ω
gk(ω) dµ(ω) = E(gk),
for every bounded Borel set A with |A| > 0. Considering Ω′ = ∩k∈NΩk, we
have µ(Ω′) = 1, and it only remains to show that Ω′ ⊂ Ω˜.
Let ω′ ∈ Ω′, g ∈ C(Ω),  > 0 and g′ ∈ Γ such that ‖g′ − g‖∞ < . For every
bounded Borel set A ⊂ Rd and t > 0,∣∣∣∣ 1td|A|
∫
tA
g(Txω
′) dx− E(g)
∣∣∣∣
≤
∣∣∣∣ 1td|A|
∫
tA
[g − g′](Txω′) dx
∣∣∣∣+ ∣∣∣∣ 1td|A|
∫
tA
g′(Txω′) dx− E(g′)
∣∣∣∣+ ∣∣E(g′ − g)∣∣
≤ 2‖g′ − g‖∞ +
∣∣∣∣ 1td|A|
∫
tA
g′(Txω′) dx− E(g′)
∣∣∣∣
≤ 3,
for t large enough since g′ ∈ Γ and ω′ ∈ Ω′. Therefore,
lim
t→∞
1
td|A|
∫
tA
g(Txω
′)dx =
∫
Ω
g(ω)dµ(ω) = E(g) ,
which gives Ω′ ⊂ Ω˜. We deduce that µ(Ω˜) ≥ µ(Ω′) = 1.
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Proposition 2.2.2. [Mean-value property.] Let g be a function in C(Ω). Then,
for every ϕ in Cc(Rd), for every ω˜ in Ω˜,
lim
↓0
∫
Rd
ϕ(x)g(Tx/ω˜)dx =
∫
Rd
ϕ(x)dx
∫
Ω
g(ω)dµ(ω) = E(g)
∫
Rd
ϕ(x)dx .
Proof. We use Proposition 2.2.1 to get the result for a simple function ϕ =∑N
i=1 ai1Ai where (Ai)1≤i≤N are bounded Borel sets of R
d, and 1Ai denotes the
characteristic function of Ai. The conclusion comes from the approximation of
any function ϕ ∈ Cc(Rd) by simple functions in the L1(Rd) norm.
We now state the two-scale convergence definition and prove the main com-
pactness theorem.
Definition 2.2.2. Let ω˜ ∈ Ω˜ be fixed, let {v}∈I be a family of elements of
L2(D) indexed by  in a set I ⊂ (0,+∞) with 0 ∈ I and let v ∈ L2(D × Ω).
Let (k)k≥0 ⊂ I be a decreasing sequence converging to 0, we say that the
subsequence (vk) weakly two-scale converges to v if, for every ϕ in C∞c (D) and
every b in C(Ω),
lim
k→∞
∫
D
vk(x)ϕ(x)b(Tx/k ω˜) dx =
∫
D
∫
Ω
v(x, ω)ϕ(x)b(ω)dµ(ω) dx .
We write
vk ∈ L2(D) 2⇀ v ∈ L2(D × Ω).
It is worth noticing that this definition of two-scale convergence, and thus
the limit, depends on the choice of ω˜ in Ω˜. From now on, we assume that ω˜ ∈ Ω˜
is fixed.
The main result of this subsection is the following theorem. It is the stochas-
tic equivalent of the two-scale compactness theorem provided in [1] for periodic
homogenization.
Theorem 2.2.3. Let {v}∈I be a bounded family in L2(D), with I as in the
above definition. Then, there exist a sequence (k)k≥0 in IN that tends to zero,
and v0 in L2(D × Ω) such that (vk)k weakly two-scale converges to v0.
Proof. Let K = {ϕ b, ϕ ∈ C∞c (D), b ∈ C(Ω)} be the set of test functions and
〈K〉 be its linear span, i.e. 〈K〉 is the tensor product C∞c (D) ⊗ C(Ω). Using
the Cauchy-Schwarz inequality and the boundedness of {v} in L2(D), it holds
that, for every  > 0 and every Φ in 〈K〉,∣∣∣∣∫D v(x)Φ(x, Tx/ω˜)dx
∣∣∣∣ ≤ C (∫D Φ2(x, Tx/ω˜)dx
)1/2
.
Decomposing Φ as Φ =
∑N
p=1 Φp with Φ1, · · · ,ΦN ∈ K, and using Proposi-
tion 2.2.2, it is easily checked that
lim
→0
∫
D
Φ2(x, Tx/ω˜)dx =
∫
D×Ω
Φ2(x, ω)dxdµ(ω) .
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Therefore,
lim sup
→0
∣∣∣∣∫D v(x)Φ(x, Tx/ω˜)dx
∣∣∣∣ ≤ C‖Φ‖L2(D×Ω) . (7)
In particular, for every Φ ∈ 〈K〉, the family {∫D v(x)Φ(x, Tx/ω˜)dx}>0 is
bounded in R. Recalling Remark 2.1.2, we pick a countable subset Γ ⊂ 〈K〉
which is both dense in C(D × Ω) and in L2(D × Ω). Using a diagonal process,
there exists a sequence (k)k that tends to zero, such that for every Ψ in Γ,
lim
k→∞
∫
D
vk(x)Ψ
(
x, Tx/k ω˜
)
dx = `(Ψ) , (8)
for some real number `(Ψ). By linearity, this relation extends to the linear span
〈Γ〉 of Γ, the function ` is a linear form on 〈Γ〉 and by (7), for every Ψ ∈ 〈Γ〉,
there holds
`(Ψ) ≤ C‖Ψ‖L2(D×Ω). (9)
By density of Γ in L2(D × Ω), we see that ` uniquely extends as a continuous
linear map ` : L2(D × Ω) → R satisfying (9). Now, let Φ ∈ K and let η > 0,
there exists Ψ ∈ Γ such that ‖Ψ− Φ‖∞ < η. Using (7), we compute∣∣∣∣∫D vk(x)Φ (x, Tx/k ω˜) dx− `(Φ)
∣∣∣∣ ≤ ∣∣∣∣∫D vk(x)(Φ−Ψ) (x, Tx/k ω˜) dx
∣∣∣∣
+
∣∣∣∣∫D vk(x)Ψ (x, Tx/k ω˜) dx− `(Ψ)
∣∣∣∣+ |`(Ψ− Φ)|
≤ C
√
|D| ‖Φ−Ψ‖∞ +
∣∣∣∣∫D vk(x)Ψ (x, Tx/k ω˜) dx− `(Ψ)
∣∣∣∣+ C‖Ψ− Φ‖L2
≤ 2C
√
|D| η +
∣∣∣∣∫D vk(x)Ψ (x, Tx/k ω˜) dx− `(Ψ)
∣∣∣∣ .
Since Ψ ∈ Γ, the last term tends to 0 as k tends to infinity and since η > 0 is
arbitrary, we obtain that (8) holds for every Ψ ∈ K.
Eventually, since ` is a continuous linear form on the Hilbert space L2(D ×Ω),
by Riesz representation theorem, there exists v0 in L2(D × Ω) such that for
every Φ in L2(D × Ω),
`(Φ) =
∫
D×Ω
v0(x, ω)Φ(x, ω)dxdµ(ω) .
This entails, in particular that for every ϕ in C∞c (D) and b in C(Ω),
lim
k→∞
∫
D
vk(x)ϕ(x)b(Tx/k ω˜)dx = `(ϕ b) =
∫
D×Ω
v0(x, ω)ϕ(x)b(ω)dxdµ(ω) .
Two-scale convergence is mostly a weak notion. A corresponding strong two-
scale convergence exists that allows us to use weak-strong convergence properties
as stated in the following.
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Definition 2.2.3. The sequence (vk)k≥0 of L2(D) is said to strongly two-scale
converge to a function v0 in L2(D × Ω) as  goes to 0 if (vk) weakly two-scale
converges to v0 and if
lim
k→0
‖vk‖L2(D) = ‖v0‖L2(D×Ω) .
Remark 2.2.1. An important example of strong convergence is the following.
If (vk) converges towards some function v¯ strongly in L2(D), then, by defini-
tion, (vk) weakly two-scale converges towards v0 defined as v0(x, ω) := v¯(x).
Moreover,
‖v0‖L2(D×Ω) = ‖v¯‖L2(D) = lim
k↓0
‖vk‖L2(D) ,
and (vk) strongly two-scale converges towards v0.
Strong two-scale convergence allows us to have a two-scale version of the
weak-strong convergence principle.
Proposition 2.2.4. Let {v}>0 and {u}>0 be two families of functions of
L2(D). If {v}>0 strongly two-scale converges to v0 and {u}>0 weakly two-
scale converges to u0, for every ϕ in C∞c (D) and b in C(Ω),
lim
k→0
∫
D
uk(x)vk(x)ϕ(x)b(Tx/k ω˜) dx =
∫
D
∫
Ω
u0(x, ω)v0(x, ω)ϕ(x)b(ω) dµ(ω) dx .
Proof. Let {u}>0, {v}>0, u0, v0 and (k) satisfying the assumptions of the
proposition. For simplicity, we drop the subscript k in the proof below. Let
δ > 0, there exists Φ ∈ C∞c (D)⊗ C(Ω) such that∥∥Φ− v0∥∥2
L2(D×Ω) ≤ δ2 .
Since v 2⇀ v0 with strong convergence, and using Proposition 2.2.2, there exists
δ such that for 0 <  < δ, ∣∣∣∣∫D Φ(x, Tx/ω˜)2dx− ‖Φ‖2L2(D×Ω)
∣∣∣∣ ≤ δ2 ,∣∣∣∣∫D v(x)Φ(x, Tx/ω˜)dx−
∫
D
∫
Ω
v0(x, ω)Φ(x, ω) dx dµ(ω)
∣∣∣∣ ≤ δ2 ,∣∣∣∣∫D (v(x))2 dx−
∫
D×Ω
(
v0(x, ω)
)2
dx dµ(ω)
∣∣∣∣ ≤ δ2 .
Combining the preceding estimates leads to∫
D
(
v(x)− Φ(x, Tx/ω˜)
)2
dx ≤ 5δ2 . (10)
Now, let ϕ ∈ C∞c (D) and b ∈ C(Ω), we write for  > 0,∫
D
u(x)v(x)ϕ(x)b(Tx/ω˜) dx =
∫
D
u(x)Φ(x, Tx/ω˜)ϕ(x)b(Tx/ω˜) dx
+
∫
D
u(x)
(
v(x)− Φ(x, Tx/ω˜)
)
ϕ(x)b(Tx/ω˜) dx .
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Since u 2⇀ u0, there exists ′δ ∈ (0, δ] such that for every 0 <  < ′δ,∣∣∣∣∫D u(x)Φ(x, Tx/ω˜)ϕ(x)b(Tx/ω˜) dx−
∫
D×Ω
u0Φϕ b dx dµ
∣∣∣∣ ≤ δ .
We obtain, for 0 <  < ′δ ,∣∣∣∣∫D u(x)v(x)ϕ(x)b(Tx/ω˜) dx−
∫
D×Ω
u0v0ϕ b dx dµ
∣∣∣∣
≤ δ +
∣∣∣∣∫D×Ω u0ϕb(Φ− v0)dxdµ
∣∣∣∣
+
∣∣∣∣∫D u(x) (v(x)− Φ(x, Tx/ω˜))ϕ(x) b(Tx/ω˜) dx
∣∣∣∣
≤ δ (1 + ‖u0ϕb‖L2(D×Ω))
+
∣∣∣∣∫D u(x) (v(x)− Φ(x, Tx/ω˜))ϕ(x) b(Tx/ω˜) dx
∣∣∣∣ .
To estimate the last term, we use the Cauchy-Schwarz inequality to get,∣∣∣∣∫D u(x) (v(x)− Φ(x, Tx/ω˜))ϕ(x)b(Tx/ω˜)dx
∣∣∣∣
≤ C‖u‖L2(D)
(∫
D
(
v(x)− Φ(x, Tx/ω˜)
)2
dx
)1/2
≤ C ′δ,
where we have used the boundedness of (u) in L2(D) and (10) to get the last
inequality. Consequently, for every 0 <  < ′δ,∣∣∣∣∫D u(x)v(x)ϕ(x)b(Tx/ω˜) dx−
∫
D×Ω
u0v0ϕ b dx dµ
∣∣∣∣ ≤ C ′′δ .
This proves the proposition.
The key ingredient in the applications of two-scale convergence to homoge-
nization problems, as introduced for the first time in [1], is the use of a two-scale
compactness theorem on H1(D). This compactness is used to pass to the two-
scale limit in the integral formulation of the equations for both the solution and
its gradient. In order to extend such property to our setting, we first need to
define a space H1(Ω).
2.3 Construction of H1(Ω)
Definition 2.3.1. Let u be a function of L2(Ω). We say that u is differentiable
at ω in Ω if, for every i in {1, . . . , d}, the limit
lim
δ→0
u(Tδeiω)− u(ω)
δ
=: (Diu)(ω) (11)
exists, where (e1, ..., ed) denotes the canonical basis of Rd. In this case, we note
Dωu = (D1u, · · · , Ddu).
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Lemma 2.3.1. Let u be a function of L2(Ω), differentiable at every point of Ω.
Then, for every x in Rd and i in {1, . . . , d},
∂
∂xi
[u(Txω)] = (Diu)(Txω) .
Proof. For every x in Rd and i in {1, . . . , d},
∂
∂xi
[u(Txω)] = lim
δ→0
u(Tx+δeiω)− u(Txω)
δ
= lim
δ→0
u(Tδei(Txω))− u(Txω)
δ
= (Diu)(Txω) .
Definition 2.3.2. Let C1(Ω) be the set of functions u of Ω that are continuous
and differentiable at every ω in Ω and such that for every i in {1, . . . , d}, the
function Diu is continuous on Ω.
Lemma 2.3.2. C1(Ω) is dense in L2(Ω).
Proof. Since C(Ω) is dense in L2(Ω) (see [17, Theorem 3.14]), it suffices to show
that C1(Ω) is dense in C(Ω) for the L2-norm.
Let ρ ∈ C∞c (Rd,R+) such that
∫
Rd ρ = 1. We define a standard family of
approximations of unity {ρδ}δ>0 as ρδ(x) = (1/δ)dρ(x/δ) for x ∈ Rd, δ > 0.
Now, let ϕ be a function in C(Ω), we consider its mollifications {ϕδ} defined for
δ > 0 and ω ∈ Ω as,
ϕδ(ω) :=
∫
Rd
ρδ (y)ϕ(T(−y)ω)dy .
We easily check that ϕδ ∈ C1(Ω) with
Diϕ
δ(ω) =
∫
Rd
∂xiρ
δ (y)ϕ(T(−y)ω)dy .
Using assumption (H5’-c) (see also Remark 2.1.1) it is also standard to check
that we have
‖ϕδ − ϕ‖L2(Ω) δ↓0−→ 0.
This proves the lemma.
Lemma 2.3.3. Let w in C1(Ω), then E(Diw) = 0 for i in {1, · · · , d}. In
particular, for u,v in C1(Ω), there holds∫
Ω
Diu v dµ+
∫
Ω
uDiv dµ = 0. (12)
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Proof. Let w in C1(Ω) and let χ in C∞c (Rd) such that
∫
χdx = 1, we have by
Proposition 2.2.2,
E(Diw) = lim
↓0
∫
Rd
χ(x)Diw(Tx/ω˜)dx.
On the other hand, for  > 0, we have, using Lemma 2.3.1 and integrating by
parts, ∫
Rd
χ(x)Diw(Tx/ω˜) dx = 
∫
Rd
χ(x)
∂
∂xi
[
w(Tx/ω˜)
]
dx
= −
∫
Rd
∂χ
∂xi
(x)w(Tx/ω˜) dx.
By Proposition 2.2.2 again, the last expression tends to 0 as  goes to 0 which
proves the first part of the lemma.
Now if u, v are two functions of C1(Ω), we easily see that w := uv is also in
C1(Ω) with the product rule Diw = Diu v + uDiv. The identity (12) then
follows from E(Diw) = 0.
We now define the weak derivatives of a function u ∈ L2(Ω) by duality.
Definition 2.3.3. Let u in L2(Ω), i in {1, · · · , d} and wi in L2(Ω); we say that
u admits wi as weak derivative in the ith direction if
−
∫
Ω
uDiv dµ =
∫
Ω
wiv dµ for every v ∈ C1(Ω).
We note Diu = wi the weak derivative (which is uniquely defined) in L2(Ω),
noticing that both definitions of Di coincide for C1 random variable. If u admits
weak derivatives in L2(Ω) in all directions, we say that u belongs to H1(Ω) and
we note Dωu = (D1u, · · · , Ddu). Obviously, H1(Ω) is a vector space. We define
an inner product on H1(Ω) as
(u, v)H1(Ω) := (u, v)L2(Ω) + (Dωu,Dωv)L2(Ω)d .
We easily see that H1(Ω) shares several properties with the usual Sobolev
space H1(U) when U is a bounded open set of RN . First, using the isometric
embedding j : u ∈ H1(Ω) 7→ (u,Dωu) ∈ L2(Ω) × L2(Ω,Rd), the closed graph
theorem implies that j(H1(Ω)) is a closed subspace of L2(Ω)×L2(Ω,Rd), hence
(H1(Ω), (·, ·)H1(Ω)) is a Hilbert space. Moreover, using the mollifying procedure
of Lemma 2.3.2, we may prove that C1(Ω) is dense in H1(Ω) and the imbedding
C1(Ω) ↪→ H1(Ω)
is continuous. Eventually, notice that for u in L2(Ω), if there exists C ≥ 0 such
that
‖u(Tδei ·)− u‖L2(Ω) ≤ Cδ for δ > 0 and i in {1, · · · , d}, (13)
then u is in H1(Ω). This is a classical consequence of (11), of the Lebesgue dom-
inated convergence theorem and of the Riesz representation theorem. Gathering
theses facts, we have:
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Proposition 2.3.4. H1(Ω) is a separable Hilbert space; its subspace C1(Ω) is
dense. Moreover, a function u in L2(Ω) belongs to H1(Ω) if and only if (13)
holds true.
Lemma 2.3.5. Let u be a function in H1(Ω) and let us denote by vω : x 7→
u(Txω) and zω : x 7→ (Dωu)(Txω). Then, µ-almost surely, vω belongs to
H1loc(R
d) and zω = ∇xvω almost everywhere on Rd.
Proof. Let us proceed by density. Let (uk)k be a sequence in (C1(Ω))N such
that uk converges to u, and Dωuk converges to Dωu in L2(Ω).
For every bounded Borel set A of Rd,∫
Ω
∫
A
(uk(Txω)− vω(x))2 dx dµ(ω) = |A|
∫
Ω
(uk(ω)− u(ω))2 dµ(ω) ,
because of stationarity. The right-hand side term converges to 0 as k goes to
infinity by definition of (uk)k. As a consequence, thanks to a diagonal argument,
and up to extraction, uk(Txω) converges to vω in L2loc(R
d), almost surely on Ω.
We have similarly for i in {1, . . . , d},∫
Ω
∫
A
(
∂
∂xi
uk(Txω)− zω,i(x)
)2
dx dµ(ω) = |A|
∫
Ω
(Diuk(ω)−Diu(ω))2 dµ(ω) ,
according to Lemma 2.3.1, and the stationarity assumption. The right-hand side
converges to 0 as k tends to infinity. Then, up to extraction again, ∂∂xiuk(Txω)
converges to zω,i in L2loc(R
d) almost surely in ω, and therefore, vω is in H1loc(R
d)
and ∂∂xi vω = zω,i almost everywhere on R
d.
Proposition 2.3.6. For every u in H1(Ω),
Dωu ≡ 0 =⇒ u is constant µ-a.s.
The measure µ is said to be ergodic with respect to translations.
Proof. Let u ∈ H1(Ω) be such that Dωu ≡ 0. Then, according to Lemma 2.3.5,
µ-a.s., a.e. in x ∈ Rn,∇xu(Txω) = 0 so as a function of L2loc(Rd), x 7→ u(Txω)
is constant. As a consequence, µ-a.s., for every t in Rd,
u(ω) =
1
td
∫
[0,t]d
u(Txω)dx ,
and according to Birkhov theorem, the right-hand side converges µ-a.s. to E(u)
as t goes to infinity, therefore u is constant µ-a.s.
Now we define spaces that will be used in the definition of the effective
matrix for the homogenized problems in the sequel.
Definition 2.3.4. We denote by L2pot(Ω) the closure of the set {Dωu : u ∈
C1(Ω)} in L2(Ω,Rd), and L2sol(Ω) = L2pot(Ω)⊥. We also denote by L2pot,loc(Rd)
the closure of {∇u : u ∈ C∞c (Rd)} in L2loc(Rd,Rd), and L2sol,loc(Rd) as the
closure of {σ ∈ C∞c (Rd,Rd) : div σ ≡ 0} in L2loc(Rd,Rd).
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Definition 2.3.5. Let σ be a random variable in L2(Ω,Rd). We say that σ is
in Hdiv(Ω) if there exists g in L2(Ω) such that
∀u ∈ C1(Ω),
∫
Ω
σ ·Dωu dµ(ω) = −
∫
Ω
gu dµ(ω) .
In that case, we denote by divω σ the function g, and call it the divergence of σ.
Remark 2.3.1. It is clear thatH1(Ω,Rd) ⊂ Hdiv(Ω) and that for σ inH1(Ω,Rd),
divω σ =
d∑
i=1
Diσi ,
where σi, i = 1, ..., d, denote the marginals of σ. Moreover, the definition of
L2sol(Ω) is equivalent to
L2sol(Ω) = {σ ∈ Hdiv(Ω) : divω σ ≡ 0} .
Theorem 2.3.7. Let σ be a random variable in L2sol(Ω). Then, µ-almost surely,
the function x 7→ σ(Txω) is in L2sol,loc(Rd).
Proof. Using a mollification as in the proof of Lemma 2.3.2, we see that C1(Ω)
is dense in Hdiv(Ω) for the natural norm ‖σ‖2Hdiv := ‖σ‖2L2(Ω) + ‖ divω σ‖2L2(Ω).
The proof then proceeds as that of Lemma 2.3.5.
Proposition 2.3.8. The intersection between L2pot(Ω) and the space of constant
functions on Ω is null. The measure µ is said to be non-degenerate.
Proof. Let ξ ∈ L2pot(Ω) be a constant function, and (uk)k ∈ (C1(Ω))N be
a sequence such that Dωuk converges to ξ in L2(Ω). Lemma 2.3.3 implies
E(Dωuk) = 0 and therefore,
|ξ| = |E(ξ)| = |E(Dωuk − ξ)| ≤ E(|Dωuk − ξ|) ≤ ‖Dωuk − ξ‖L2(Ω) ,
according to Cauchy-Schwarz inequality. Sending k to infinity, the right-hand
side goes to 0 which leads to ξ ≡ 0.
2.4 Two-scale convergence compactness theorem in H1(D)
Having defined H1(Ω), the purpose of this subsection is to provide a two-scale
compactness theorem inH1(D) in a manner similar to the periodic case (see [1]).
Lemma 2.4.1. Let {v}∈I be a family of elements of H1(D) (with I as in
Definition 2.2.2) such that
(i)
{‖v‖L2(D)} is bounded
(ii) ‖∇v‖L2(D) −−→
↓0
0.
Then, up to an extraction, there exists v0 ∈ L2(D) such that
v(x)
2
⇀ v0(x) weakly in L2(D × Ω) .
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Proof. According to Theorem 2.2.3, there exists vˆ0 ∈ L2(D × Ω) such that, up
to the extraction of a subsequence, (v) two-scale converges weakly to vˆ0(x, ω).
Let σ ∈ (C1(Ω))d and ϕ ∈ C1c (D), we have for 0 <  ≤ 1,∫
D
v(x)ϕ(x) divω σ(Tx/ω˜) dx = −
∫
D
∇x(vϕ)(x)σ(Tx/ω˜) dx .
Passing to the limit as  goes to 0, and using Cauchy-Schwarz inequality together
with assumption (ii), and Proposition 2.2.2, we infer∫
D
ϕ(x)
[∫
Ω
vˆ0(x, ω) divω σ(ω) dµ(ω)
]
dx = 0 .
As a consequence, for almost every x ∈ D and every σ ∈ C1(Ω)d,∫
Ω
vˆ0(x, ω) divω σ(ω) dµ(ω) = 0.
For such x, we have by definition that vˆ0(x, ·) is in H1(Ω) with Dωvˆ0(x, ·) = 0
and by Proposition 2.3.6, this means that vˆ0(x, ω) does not depend on ω up to a
µ-negligible set. Setting v0(x) := E(vˆ0(x, ·)), we have v0 ∈ L2(D) and v0 = vˆ0 in
L2(D×Ω) so that we still have the weak two-scale convergence v(x) 2⇀ v0.
The following compactness theorem is the most important of this section.
Theorem 2.4.2. Let {v}∈I be a bounded sequence of H1(D). Then, up to an
extraction, there exist v0 in H1(D) and ξ in L2(D, L2pot(Ω)) such that v
 2⇀ v0(x) strongly,
∇v 2⇀ ∇v0(x) + ξ(x, ω) weakly, in L2(D × Ω) .
Moreover, if for every  ∈ I, v is in H10 (D), then v0 is in H10 (D).
Proof. We first apply Theorem 2.2.3 to the family {v} so that for some subse-
quence (k), (vk) two-scale converges towards some v0 ∈ L2(Ω×D). According
to Lemma 2.4.1, v0 does not depend on ω. On the other hand, since {v} is
bounded in H1(D), up to a further extraction, we may assume that v converges
weakly in H1(D) and strongly in L2(D) to a limit v¯ ∈ H1(D). By Remark 2.2.1,
we have actually, v¯ = v0 and the sequence strongly two-scale converges to v0.
Next, we apply Theorem 2.2.3 to the family {∇v}. Extracting again, the
sequence (vk) two-scale converges towards some element w of L2(Ω × D,Rd).
Let ϕ in C∞c (D). Integrating by parts, we compute,∫
D
∇v(x)ϕ(x) dx = −
∫
D
v(x)∇ϕ(x) dx ,
Passing to the two-scale limit, we obtain∫
D
ϕ(x)
[∫
Ω
w(x, ω) dµ(ω)
]
dx = −
∫
D
v0∇ϕdx .
18
Therefore, the distribution ∇v0 is given by the function
∇v0 =
∫
Ω
w(·, ω)dµ(ω) ,
which belongs to L2(D).
Now, for σ in L2sol(Ω) ∩ C1(Ω,Rd) and ϕ in C∞c (D), we compute∫
D
∇v(x) · σ(Tx/ω˜)ϕ(x) dx =
∫
D
∇[v(x)ϕ(x)] · σ(Tx/ω˜) dx
−
∫
D
v(x)∇ϕ(x) · σ(Tx/ω˜) dx
=−
∫
D
v(x)∇ϕ(x) · σ(Tx/ω˜) dx .
We have used the fact that by Theorem 2.3.7, the mapping x 7→ σ(Tx/ω˜) is in
L2sol,loc(R
d). Sending  to 0 and integrating by parts, we get∫
D
∫
Ω
w(x, ω) · σ(ω)ϕ(x)dµ dx = −
∫
D
∫
Ω
v0(x)∇ϕ(x) · σ(ω)dµ(ω) dx
=
∫
D
∫
Ω
∇v0(x) · σ(ω)ϕ(x)dµ(ω) dx .
Let us note ξ := w − ∇v0. The last identity shows that for almost every x in
D, ξ(x) lies in ((C(Ω))d ∩ L2sol(Ω))⊥. By density of C(Ω) in L2(Ω) we conclude
that
ξ is in L2(D, (L2sol(Ω))⊥) = L2(D, L2pot(Ω)).
This proves the main part of the theorem.
Finally, let us assume moreover, that for every , v is in H10 (D). Since the
subspace H10 (D) is closed in H1(D), we see that v¯ = v0 is also in H10 (D).
3 Applications of stochastic two-scale convergence
With the tools that we just defined, we are now able to provide homogenization
theorems for some elliptic and parabolic problems with random coefficients. To
introduce the method and set the notations, we start by considering the well-
known problem of diffusion equation. We then turn to non-linear problems,
namely harmonic maps and the Landau-Lifschitz-Gilbert equation which do not
have in general a unique solution. From now on we assume D to be a bounded
domain of R3.
3.1 Elliptic equations
We consider the problem{
− div (a(Tx/ω˜)∇u(x)) = f(x) in D
u ∈ H10 (D) ,
(14)
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with f in L2(D) and a given ω˜ ∈ Ω˜ (see Definition 2.2.2). The weak formulation
of (14) reads∫
D
a(Tx/ω˜)∇u(x) · ∇ϕ(x)dx =
∫
D
f(x)ϕ(x)dx, ∀ϕ ∈ C∞c (D) , (15)
which, thanks to Lax-Milgram theorem, is well posed and admits a unique
solution.
Definition 3.1.1. Let us define the homogenized problem as{
− div aeff∇u0(x) = f(x) ,
u0 ∈ H10 (D) ,
(16)
where aeff is the 3× 3 matrix defined by
aeffν =
∫
Ω
a(ω)(ν + ην(ω))dµ(ω) for all ν in R3 , (17)
with ην defined as the unique solution of the problem{
ην ∈ L2pot(Ω) ,
a(·)(ν + ην(·)) ∈ L2sol(Ω) .
(18)
Proposition 3.1.1. The matrix aeff is well defined, symmetric and positive-
definite, with the same bounds as a(x, ω), that is c1 Id ≤ aeff ≤ c2 Id (see as-
sumption (H4)). Moreover, it verifies, for every ν in R3,
aeffν · ν = inf
v∈L2pot(Ω)
∫
Ω
a(ω)(ν + v(ω)) · (ν + v(ω))dµ(ω) .
As a consequence, the homogenized problem is well posed and admits a
unique solution.
Proof. The proof is very classical. For every ν in R3, let us define
Qν : L
2
pot(Ω) −→ R
v 7−→
∫
Ω
a(ω)(ν + v(ω)) · (ν + v(ω))dµ(ω) .
Due to the coercivity assumption on a, Qν is a strongly convex quadratic func-
tional that possesses a unique minimizer ξν in L2pot(Ω). Writing the Euler-
Lagrange equation for ξν leads to (18) which shows on the one hand that ξν = ην .
Using (17) and (18) shows on the other hand that
aeffν1 · ν2 =
∫
Ω
a(ω)(ν1 + ην1(ω)) · (ν2 + ην2(ω))dµ(ω) ,
which gives that aeff is symmetric. For the coercivity of aeff, we compute
aeffν · ν =
∫
Ω
a(ω)(ν + ην(ω)) · (ν + ην(ω)) dµ(ω) ≥ c1E(|ν + ην(ω)|2)
≥ c1|ν|2 + 2c1ν · E(ην) = c1|ν|2 ,
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where the identity E(ην) = 0 comes from the fact that ην is in L2pot(Ω), and
Lemma 2.3.3. Eventually, we bound aeffν · ν by using the optimality of ην . We
have
aeffν · ν = Qν(ην) ≤ Qν(0) = E(a)|ν|2 ≤ c2|ν|2 .
This achieves the proof of the proposition.
Remark 3.1.1. Let us note that the effective matrix aeff may not be scalar, even
if a is. The following proposition gives a sufficient condition on a so that aeff is
scalar (see [4] exercise 1.1).
Proposition 3.1.2. Assume that a is scalar valued and isotropic in law in the
following sense: for every linear isometry τ on R3, which maps U = {±ei : i ∈
{1, 2, 3}} onto itself, and for every A in F , there holds
µ{ω ◦ τ : ω ∈ A} = µ(A) .
Then aeff is scalar.
We are now ready to state the homogenization theorem for Problem (14).
Theorem 3.1.3. The solution u of the problem (14) converges in L2(D), and
weakly converges in H1(D) towards the solution u0 of the homogenized prob-
lem (16).
Proof. Let us first prove that (u) is bounded in H1(D). For every  > 0, as a
is bounded on Ω, and u verifies the variational formulation (15), it holds that
‖∇u‖2L2(D,R3) ≤
1
c1
∫
D
a(Tx/ω˜)∇u(x) · ∇u(x)dx
=
1
c1
∫
D
f(x)u(x)dx
≤ 1
c1
‖f‖L2(D)‖u‖L2(D)
≤ C
c1
‖f‖L2(D)‖∇u‖L2(D,R3) ,
according to Cauchy-Schwarz and Poincaré inequalities. Thus, the sequence
(‖∇u‖2(L2(D))3)>0 is bounded, and the family of functions (u)>0 is bounded
in H1(D) (again by Poincaré inequality), independently of . According to
Theorem 2.4.2 and Rellich Theorem, up to the extraction of a subsequence, we
can assume that
u(x)
2
⇀ u0(x) strongly in L2(D) ,
∇u(x) 2⇀ ∇u0(x) + ξ(x, ω) in L2(D ×R3),
u → u0 weakly in H1(D) ,
for some u0 in H10 (D) and ξ in L2(D, L2pot(Ω)). Rewriting equation (15) with
the test function ϕ(x) = ψ(x)v(Tx/ω˜), with ψ ∈ C∞c (D) and v ∈ C1(Ω), it
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holds that∫
D
a(Tx/ω˜)∇u(x) ·
(
v(Tx/ω˜)∇ψ(x) + ψ(x)Dωv(Tx/ω˜)
)
dx
= 
∫
D
f(x)ψ(x)v(Tx/ω˜)dx .
As a is in C(Ω,R3×3), we are allowed to pass to the two-scale limit:∫
D
∫
Ω
a(ω)(∇u0(x) + ξ(x, ω)) · ψ(x)Dωv(ω)dµ(ω)dx = 0 ;
hence, a.e. in R3,∫
Ω
a(ω)(∇u0(x) + ξ(x, ω)) ·Dωv(ω)dµ(ω) = 0 .
We thus deduce that a(·)(∇u0(x)+ξ(x, ·)) is in L2sol(Ω) for a.e. x ∈ D. As ξ(x, ·)
is in L2pot(Ω), it follows that ξ(x, ·) is the unique solution to the problem (18)
with ν = ∇u0(x), thus,∫
Ω
a(ω)(∇u0(x) + ξ(x, ω)) dµ(ω) = aeff∇u0(x) .
Moreover, passing to the limit in the two-scale sense in Equation (15), it holds
that for every ϕ ∈ C∞c (D),∫
D
∫
Ω
a(ω)(∇u0(x) + ξ(x, ω)) · ∇ϕ(x) dµ(ω) dx =
∫
D
f(x)ϕ(x) dx ,
or, in other terms,∫
D
aeff∇u0(x) · ∇ϕ(x)dx =
∫
D
f(x)ϕ(x) dx .
Therefore, u0 is the unique solution of the homogenized problem (16).
3.2 the harmonic maps equation
The subject of harmonic maps into manifold is very rich. Giving a complete
bibliography on the topic is out of the scope of this paper and we refer the reader
to the review book [13] for a rather complete overview of existing literature on
the subject. In terms of physical applications, harmonic maps into the unit
sphere of R3 have many common features with models that appear when study-
ing liquid crystals or ferromagnetic materials which are the main incentives this
study.
Harmonic maps into the unit sphere are critical points of the Dirichlet energy
E(u) = 1
2
∫
D
|∇u(x)|2 dx , (19)
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under the constraint u ∈ H1(D,S2), S2 being the unit sphere of R3. They thus
satisfy the harmonic maps equation
−∆u = |∇u|2 u,
in the weak sense, that is to say
∀ϕ ∈ H10 (D,R3),
∫
D
∇u(x) · ∇ϕ(x) dx =
∫
D
|∇u(x)|2u(x) · ϕ(x) dx . (20)
Existence of non-trivial solutions to (20) is guaranteed by the direct method of
the calculus of variations, seeking minimizers of the energy (19) under the con-
straint u ∈ H1(D,S2) and Dirichlet boundary conditions on ∂D. An equivalent
weak form was obtained in [7], namely
∀ϕ ∈ H10 (D,R3),
3∑
i=1
∫
D
(∂iu
(x)× u(x)) · ∂iϕ(x) dx = 0 .
In view of applying the methodology described before and in preparation to
the more complete model of ferromagnetic materials (see section 3.3 below), we
now consider the problem of homogenizing the harmonic maps equation when
one changes the energy (19) to
E(u) = 1
2
∫
D
a(Tx/ω˜)∇u(x) · ∇u(x) dx ,
where again ω˜ ∈ Ω˜ is fixed, a is a matrix valued random field satisfying as-
sumptions (H1)–(H5’), u belongs to H1(D, S2), and the product · is the scalar
product of matrices. Critical points of this energy satisfy the following Euler-
Lagrange equation{
− div (a(Tx/ω˜)∇u(x)) = (a(Tx/ω˜)∇u(x) · ∇u(x))u(x) ,
|u(x)| = 1 a.e. on D . (21)
The above equation must be understood componentwise on u. Using the same
method as in [7], we have the following proposition whose proof is left to the
reader.
Proposition 3.2.1. u ∈ H1(D,S2) is a weak solution to (21) if and only if u
satisfies
3∑
i,j=1
∫
D
ai,j(Tx/ω˜) (∂ju
(x)× u(x)) · ∂iϕ(x)dx = 0, ∀ϕ ∈ H10 (D,R3) . (22)
Let aeff be the effective matrix introduced in Definition 3.1.1 and let us
consider the following homogenized problem:{
− div (aeff∇u0) = (aeff∇u0 · ∇u0)u0 ,
|u0(x)| = 1 a.e. on D . (23)
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Likewise, weak solutions u0 ∈ H1(D,S2) to (23) are characterized by
3∑
i,j=1
aeffi,j
∫
D
(
∂ju
0(x)× u0(x)) · ∂iϕ(x) dx = 0, ∀ϕ ∈ H10 (D,R3) . (24)
Theorem 3.2.2. Let (u)>0 be a sequence in H1(D,S2) of weak solutions
of (21), bounded in H1(D,R3). Then, up to the extraction of a subsequence,
(u)>0 weakly converges in H1(D,R3) to u0 ∈ H1(D,S2) which is a solution of
the homogenized problem (23).
Proof. By assumption, the sequence (u)>0 is bounded in H1(D,R3). There-
fore, according to Theorem 2.4.2, there exist
u0 ∈ H1(D,R3), ξ ∈ L2(D, L2pot(Ω,R3×3))
such that, up to the extraction of subsequences,
u
2
⇀ u0 strongly in L2(D,R3) ,
∀i ∈ {1, 2, 3}, ∂iu 2⇀ ∂iu0 + ξi in L2(D × Ω,R3) ,
u → u0 weakly in H1(D,R3) .
By Rellich Theorem (u) converges to u0 in L2(D,R3) and up to the extraction
of a subsequence, we may assume that (u(x)) converges to u0(x) for a.e. x ∈ D,
and therefore |u0(x)| = 1 for a.e. x ∈ D.
Moreover, since for every  > 0 and a.e. on x, |u(x)| = 1, it holds that, for
every i in {1, 2, 3}, ∂iu(x) · u(x) = 12∂i|u(x)|2 = 0 almost everywhere on D.
Thus, for every ϕ in C∞c (D), and ψ in C(Ω),∫
D
u(x) · ∂iu(x)ϕ(x)ψ(Tx/ω˜)dx = 0 .
According to Proposition 2.2.4, we are allowed to pass to the limit in the above
equation to get∫
D
∫
Ω
u0(x) · (∂iu0(x) + ξi(x, ω))ϕ(x)ψ(ω) dµ(ω) dx = 0 .
Noticing that u0 · ∂iu0 ≡ 0 a.e. in D, we deduce that, almost everywhere on D
and µ-almost surely,
u0(x) · ξi(x, ω) = 0 . (25)
Rewriting the variational formulation (22) verified by u with the test func-
tion ϕ(x) = ψ(x)v(Tx/ω˜), where ψ ∈ C∞c (D) and v ∈ C1(Ω,R3), it holds
that

3∑
i,j=1
∫
D
ai,j(Tx/ω˜)(∂ju
(x)× u(x)) · v(Tx/ω˜)∂iψ(x)dx
+
3∑
i,j=1
∫
D
ai,j(Tx/ω˜)(∂ju
(x)× u(x)) ·Div(Tx/ω˜)ψ(x)dx = 0 .
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The sequence (u) strongly two-scale converges to u0, (∇u) weakly two-scale
converges to ∇u0, and a is in C(Ω,R3×3), therefore, applying again Proposi-
tion 2.2.4, we are allowed to pass to the limit and obtain
3∑
i,j=1
∫
D
∫
Ω
ai,j(ω)((∂ju
0(x) + ξj(x, ω))× u0(x)) ·Div(ω)ψ(x) dµ(ω) dx = 0 .
As a consequence, almost everywhere in D, and for all v ∈ C1(Ω,R3),
3∑
i,j=1
∫
Ω
ai,j(ω)((∂ju
0(x) + ξj(x, ω))× u0(x)) ·Div(ω) dµ(ω) = 0 ,
or equivalently
3∑
i,j=1
∫
Ω
ai,j(ω)(∂ju
0(x) + ξj(x, ω)) ·Di(v(ω)× u0(x)) dµ(ω) = 0 . (26)
For every v in C1(Ω,R3) and x inD, let us write v as v = λu0(x)+v⊥×u0(x),
with λ = v · u0(x) ∈ C1(Ω) and v⊥ = v × u0(x) ∈ C1(Ω,R3). Then,∫
Ω
a(ω)(∇u0(x) + ξ(x, ω)) ·Dωv(ω) dµ(ω)
=
3∑
i,j=1
∫
Ω
ai,j(ω)(∂ju
0(x) + ξj(x, ω)) ·Div(ω) dµ(ω)
=
3∑
i,j=1
∫
Ω
ai,j(ω)(∂ju
0(x) + ξj(x, ω)) ·Di(v⊥(ω)× u0(x)) dµ(ω)
+
3∑
i,j=1
∫
Ω
ai,j(ω)(∂ju
0(x) + ξj(x, ω)) · u0(x)Diλ(ω) dµ(ω)
= 0 ,
according to equations (25) and (26).
It follows that a(·)(∇u0(x) + ξ(x, ·)) is in L2sol(Ω,R3×3). As ξ(x, ·) is in
L2pot(Ω,R
3×3), it is the unique solution to the problem (18), with ν = ∇u0(x),
and as a consequence,∫
Ω
a(ω)(∇u0(x) + ξ(x, ω)) dµ(ω) = aeff∇u0(x) .
Here, the equation must be understood as Equation (17) for each of the coor-
dinate of the vector valued function u0 (with the same matrix aeff). It is worth
noticing that, as in [2], in that case, the solution ξ to the corrector equation (18)
automatically satisfies (25).
Let us now show that u0 verifies the variational formulation of the homoge-
nized problem, i.e. (24). For every  > 0 and ϕ in C∞c (D,R3), u verifies
3∑
i,j=1
∫
D
ai,j(Tx/ω˜)(∂ju
(x)× u(x)) · ∂iϕ(x) dx = 0 .
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Applying Proposition 2.2.4 again, we are allowed to pass to the two limit in the
above equation, and using the Fubini Theorem, we obtain:
3∑
i,j=1
∫
D
((∫
Ω
ai,j(ω)(∂ju
0(x) + ξj(x, ω)) dµ(ω))
)
× u0(x)
)
· ∂iϕ(x) dx = 0 .
Moreover,
3∑
i,j=1
∫
D
((∫
Ω
ai,j(ω)(∂ju
0(x) + ξj(x, ω)) dµ(ω)
)
× u0(x)
)
· ∂iϕ(x) dx
=
3∑
i=1
∫
D
(((
aeff∇u0(x)) · ei)× u0(x)) · ∂iϕ(x) dx
=
3∑
i,j=1
aeffi,j
∫
D
(∂ju
0(x)× u0(x)) · ∂iϕ(x) dx ,
and therefore
3∑
i,j=1
aeffi,j
∫
D
(
∂ju
0(x)× u0(x)) · ∂iϕ(x)dx = 0 ,
for every ϕ in C∞c (D,Rd), and therefore, by density, for every ϕ in H10 (D,Rd),
which is nothing but (24). Therefore, u0 is a weak solution to (23).
3.3 the Landau-Lifshitz-Gilbert equation
We now turn to the homogenization of Landau-Lifshitz-Gilbert equation. Let
us set QT = (0, T ) × D, with T > 0, and let us consider, for every  > 0, the
problem
∂u
∂t
= u × div(a(Tx/ω˜)∇u)− λu ×
(
u × (div(a(Tx/ω˜)∇u)
)
,
u(0, x) = u0(x) ,
(27)
with ω˜ ∈ Ω˜ fixed according to Definition 2.2.2 and u0 a function of H1(D,S2).
We make use of the definition of weak solutions from [3].
Definition 3.3.1. Let u be a function defined on QT . We say that u is a
weak solution of (27) if it verifies:
(D1) the function u is in H1(QT ,S2);
(D2) for every φ in C∞c (QT ,R3),∫
QT
(
∂u
∂t
(t, x) + λu(t, x)× ∂u

∂t
(t, x)
)
· φ(t, x) dx dt
= (1 + λ2)
3∑
i,j=1
∫
QT
ai,j(Tx/ω˜) (∂ju
(t, x)× u(t, x)) · ∂iφ(t, x) dx dt ;
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(D3) u(0, ·) = u0 in the sense of traces;
(D4) the Dirichlet energy is uniformly bounded independently of t: for every t
in (0, T ),
E(u)(t) :=
1
2
∫
D
a(Tx/ω˜)∇u(t, x) · ∇u(t, x) dx+
λ
1 + λ2
∫ t
0
∫
D
∣∣∣∣∂u∂t
∣∣∣∣2 dx ds
≤ c2
∫
D
|∇u0|2(x) dx .
Existence of weak solutions of (27) has been established in [3, 18], using a
Galerkin approximation. We also consider the homogenized problem
∂u¯
∂t
= u¯× div(aeff∇u¯)− λu¯× (u¯× (div(aeff∇u¯)) ,
u¯(x, 0) = u0(x) ,
(28)
with aeff the effective matrix introduced in Definition 3.1.1. We define a weak
solution u¯ of (28) as in Definition 3.3.1, replacing the diffusion matrix a(Tx/ω˜)
by aeff.
In order to apply the methodology of Section 2 and 3.1 in this more compli-
cated case, we need a proper notion of two-scale convergence for time dependent
problems that do not present fast oscillations in time. We thus introduce the
following definition.
Definition 3.3.2. We say that v(t, x) weakly two-scale converges to v(t, x, ω)
in L2(QT ) if (v)>0 is a bounded sequence of L2(QT ) and for every φ in
C∞c (QT ), and b in C(Ω),
lim
→0
∫
QT
v(t, x)φ(t, x)b(Tx/ω˜) dx dt =
∫
QT
∫
Ω
v(t, x, ω)φ(t, x)b(ω)dµ(ω) dx dt .
Remark 3.3.1. The definition of two-scale convergence in L2(QT ) corresponds
to Definition 2.2.2, with T(t,x) = Tx. Defined as such, T is an ergodic action
that does not depend on t. In other words, for every u in L2(Ω), ω in Ω, and
t in (0, T ), u(T(t,0)ω) = u(ω), and therefore Dtu = 0. It follows that every z
in L2pot(Ω) has a vanishing first coordinate, and we thus consider L2pot(Ω) as
naturally embedded into L2(Ω,R3). The results of Section 2 thus still hold in
this case, among which Theorem 2.4.2, stated in the following proposition with
the needed modifications.
Proposition 3.3.1. Let (v)>0 be a bounded sequence of H1(QT ). Then, there
exist v0 in H1(QT ) and ξ in L2(QT , L2pot(Ω,R3×3)) such that, up to the extrac-
tion of a subsequence,
v−→v0 weakly in H1(QT ) ,
∀i ∈ {1, 2, 3}, ∂iv 2⇀ ∂iv0 + ξi in L2(QT × Ω) ,
∂v
∂t
2
⇀
∂v0
∂t
in L2(QT × Ω) .
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The main result of the paper is the following.
Theorem 3.3.2. Let (u)>0 be a family of weak solutions of (27) such that
the energy is uniformly bounded independently of  (i.e. the constant K in
the Definition 3.3.1 does not depend on ). Then, up to the extraction of a
subsequence, u weakly converges in H1(QT ,R3) as  goes to 0 to u¯ which is a
weak solution of the homogenized problem (28).
Proof. Let us first demonstrate that the sequence (u) is bounded inH1(QT ,R3).
As QT is a bounded domain and, for every  > 0, u is in H1(QT ,S2), it follows
that (u)>0 is bounded in the norm of L2(QT ,R3). For every  > 0, using the
uniform ellipticity of a,
‖∇u‖2L2(QT ,R3×3) =
∫
QT
|∇u|2 dx dt+
∫
QT
∣∣∣∣∂u∂t
∣∣∣∣2 dx dt
≤ 1
c1
∫ T
0
∫
D
a(Tx/ω˜)∇u(t, x) · ∇u(t, x) dx dt
+c2
∫
D
|∇u0|2(x) dx
≤
(
2T
c1
+ 1
)
c2
∫
D
|∇u0|2(x) dx .
As a consequence, according to Proposition 3.3.1 and Rellich Theorem, there
exist u¯ in H1(QT ,R3), ξ in L2(QT , L2pot(Ω,R3)) such that, up to the extraction
of a subsequence,
u
2
⇀ u¯ in L2(QT × Ω,R3) ,
∀i ∈ {1, 2, 3}, ∂iu 2⇀ ∂iu¯+ ξi in L2(QT × Ω,R3) ,
∂u
∂t
2
⇀
∂u¯
∂t
in L2(QT × Ω,R3) ,
u → u¯ in L2(QT ,R3) ,
u → u¯ weakly in H1(QT ,R3) .
Moreover, we may also assume that u converges to u¯ a.e. in QT and, since
|u(t, x)| = 1 for a.e. (t, x) ∈ QT , we deduce that u¯ ∈ H1(QT ,S2). We have
established that u¯ verifies (D1).
For every  > 0, u(0, x) = u0(x) in the trace sense, hence almost everywhere
on D . By continuity of the trace in L2(D) with respect to weak convergence in
H1(QT ), we have
u¯(0, ·) = lim
→0
u(0, ·) = u0 in L2(D) .
Therefore u¯ complies to (D3).
Testing the variational formulation (D2) against φ(t, x) = ψ(t, x)v(Tx/ω˜),
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where ψ ∈ C∞c (QT ) and v ∈ C1(Ω,R3), it holds that

∫
QT
(
∂u
∂t
(t, x) + λu(t, x)× ∂u

∂t
(t, x)
)
· v(Tx/ω˜)ψ(t, x) dx dt
= (1 + λ2)
 3∑
i,j=1
∫
QT
ai,j(Tx/ω˜)(∂ju
 × u) · v(Tx/ω˜)∂iψ(t, x) dx dt
+
3∑
i,j=1
∫
QT
ai,j(Tx/ω˜)(∂ju
 × u) ·Div(Tx/ω˜)ψ(t, x) dx dt
 .
We recall that the sequence (u)>0 strongly two-scale converges to u¯ in L2,
and for every j in {1, 2, 3} the sequences (∂ju)>0 and (∂u∂t )>0 weakly two-scale
converge to ∂j u¯ + ξj and ∂u¯∂t respectively. According to Proposition 2.2.4, and
as a is in C(Ω,R3×3), we are allowed to pass to the limit in the above equation,
which yields
3∑
i,j=1
∫
QT
∫
Ω
ai,j(ω)((∂j u¯(t, x) + ξj(t, x, ω))× u¯(t, x)) ·Div(ω)ψ(t, x) dµ(ω) dx dt
= 0 .
It follows that, almost everywhere in QT , and for any v ∈ C1(Ω, R3),
3∑
i,j=1
∫
Ω
ai,j(ω)((∂j u¯(t, x) + ξj(t, x, ω))× u¯(t, x)) ·Div(ω) dµ(ω) = 0 ,
that we rewrite as
3∑
i,j=1
∫
Ω
ai,j(ω)(∂j u¯(t, x) + ξj(t, x, ω)) ·Di(v × u¯(t, x)) dµ(ω) = 0 , (29)
by invariance of the triple product under circular permutation.
Moreover, almost everywhere in QT , |u(t, x)| = 1, therefore, for every i in
{1, 2, 3}, ϕ in C∞c (QT ), and ψ in C1(Ω),∫
QT
u(t, x) · ∂iu(t, x)ϕ(x)ψ(Tx/ω˜) dx dt = 0 .
As the sequence (u)>0 strongly two-scale converges to u¯ and (∂iu) weakly
two-scale converges to ∂iu¯ + ξi, applying Proposition 2.2.4 again, we can pass
to the limit in the above equation to get∫
QT
∫
Ω
u¯(t, x) · (∂iu¯(t, x) + ξi(t, x, ω))ϕ(t, x)ψ(ω)dµ(ω)dxdt = 0 .
Consequently, almost everywhere in QT and µ-almost surely,
u¯(t, x) · (∂iu¯(t, x) + ξi(t, x, ω)) = 0 . (30)
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Decomposing the test function v in (29) along and orthogonally to u¯, and using
the same arguments as in the proof of Theorem 3.2.2, we deduce from (29), (30)
that a(·)(∇u¯(t, x)+ξ(t, x, ·)) is in L2sol(Ω,R3×3). Thus, as ξ(t, x, ·) is in L2pot(Ω,R3×3),
ξ(t, x, ·) is the unique solution to the problem (18), with ν = ∇u¯(t, x), and hence∫
Ω
a(ω)(∇u¯(t, x) + ξ(t, x, ω)) dµ(ω) = aeff∇u¯(t, x) . (31)
Let us now show that u¯ verifies the variational formulation of the homog-
enized problem (28). For every  > 0 and φ in C∞c (QT ,R3), u being a weak
solution of (27) satisfies∫
QT
(
∂u
∂t
(t, x) + λu(t, x)× ∂u

∂t
(t, x)
)
· φ(t, x) dx dt
= (1 + λ2)
3∑
i,j=1
∫
QT
ai,j(Tx/ω˜) (∂ju
(t, x)× u(t, x)) · ∂iφ(t, x) dt dx .
As seen above, for every j in {1, 2, 3}, ∂ju × u,∂u∂t and u × ∂u

∂t weakly two-
scale converge in L2(QT ×Ω,R3), respectively to (∂j u¯+ ξj)× u¯,∂u¯∂t and u¯× ∂u¯∂t .
The matrix a being in C(Ω,R3×3), we may pass to the two-scale limit in the
above equation, which yields∫
QT
(
∂u¯
∂t
+ λu¯× ∂u¯
∂t
)
· φdt dx
= (1 + λ2)
3∑
i,j=1
∫
QT
((∫
Ω
ai,j(∂j u¯+ ξj) dµ
)
× u¯
)
· ∂iφdt dx
= (1 + λ2)
3∑
i,j=1
aeffi,j
∫
QT
(∂j u¯× u¯) · ∂iφdt dx,
from (31). We conclude that u¯ solves the variational formulation of the homog-
enized problem (D2), with ai,j replaced by aeffij .
In order to finish the proof, it remains to show that u¯ satisfies the energy
dissipation inequality (D4), again with a replaced by aeff. Let t in (0, T ) be
fixed. As u weakly converges to u¯ in H1(QT ,R3), by continuity of the trace, it
follows that u(t) weakly converges to u¯(t) in L2(D,R3). Besides, as u verifies
the inequality (D4) of dissipation of the energy, and since |u(t, x)| = 1 for a.e.
(t, x) ∈ QT , it holds that, for every  > 0,
‖u(t, ·)‖2H1(D,R3) =
∫
D
|u(t, x)|2 dx+
∫
D
|∇u(t, x)|2 dx
≤ |D|+ 2c2
c1
∫
D
|∇u0|2(x) dx
by the uniform ellipticity of a. Therefore, according to Theorem 2.4.2, there
exist v in H1(D,R3) and v1 in L2(D, L2pot(Ω,R3×3)) such that{
u(t)−→v weakly in H1(D) ,
∇u(t) 2⇀ ∇v + v1 in L2(D × Ω) .
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By uniqueness of the weak limit in L2(D,R3), v = u¯(t, ·). Let (v˜n1 )n∈N be a
sequence of elements in the linear span of test functions in C∞c (D)×C(Ω,R3×3)
such that v˜n1 → v1 in L2(D×Ω,R3×3) as n tends to infinity. For every  > 0, t
in (0, T ), by the positivity of a,∫
D
a(Tx/ω˜)
(∇u(t, x)−∇u¯(t, x)− v˜n1 (x, Tx/ω˜))
· (∇u(t, x)−∇u¯(t, x)− v˜n1 (x, Tx/ω˜)) dx ≥ 0 .
Expanding this equation gives∫
D
a(Tx/ω˜)∇u(t, x) · ∇u(t, x) dx
≥ 2
∫
D
a(Tx/ω˜)∇u(t, x) · (∇u¯(t, x) + v˜n1 (x, Tx/ω˜)) dx
−
∫
D
a(Tx/ω˜)(∇u¯(t, x) + v˜n1 (x, Tx/ω˜)) · (∇u¯(t, x) + v˜n1 (x, Tx/ω˜)) dx .
For every n in N, v˜n1 is in the linear span of test functions, therefore we are
allowed to pass to the two-scale limit in the right-hand side term. Thus, as we
pass to the inferior limit in the above inequality as  goes to zero, it holds that,
lim inf
↓0
∫
D
a(Tx/ω˜)∇u(t, x) · ∇u(t, x) dx
≥ 2
∫
D
∫
Ω
a(ω)(∇u¯(t) + v1(x, ω)) · (∇u¯(t) + v˜n1 (x, ω)) dµ(ω) dx
−
∫
D
∫
Ω
a(ω)(∇u¯(t) + v˜n1 (x, ω)) · (∇u¯(t) + v˜n1 (x, ω)) dµ(ω) dx .
Passing now to the limit as n tends to infinity, we obtain
lim inf
↓0
∫
D
a(Tx/ω˜)∇u(t, x) · ∇u(t, x) dx
≥
∫
D
∫
Ω
a(ω)(∇u¯(t, x) + v1(x, ω)) · (∇u¯(t, x) + v1(x, ω)) dµ(ω) dx
≥
∫
D
aeff∇u¯(t) · ∇u¯(t) dx .
As a consequence, for every t in (0, T ), as (u)>0 weakly converges to u¯ in
H1((0, t)×D,R3), we are allowed to pass to the limit in (D4), using the lower
semi-continuity of the weak limit in L2(Qt):
1
2
∫
D
aeff∇u¯(t, x) · ∇u¯(t, x) dx+ λ
1 + λ2
∫ t
0
∫
D
∣∣∣∣∂u¯∂t
∣∣∣∣2 (s, x) dx ds
≤ c2
∫
D
|∇u0|2(x) dx .
Finally, u¯ verifying (D1)–(D4) is a weak solution of (28).
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Remark 3.3.2. In [3], the existence of weak solutions of (27) has been proven
with an even more precise bound on the dissipation of the energy given by the
energy at time 0. Namely,
E =
∫
D
a(Tx/ω˜)∇u0(x) · ∇u0(x) dx.
Notice that, on the one hand, (E)>0 is uniformly bounded, since by the uniform
boundedness of a, one has
E ≤ c2
∫
D
|∇u0|2(x) dx .
On the other hand, (E) converges due to Birkhov ergodic theorem
lim
↓0
E =
∫
D
E(a)∇u0(x) · ∇u0(x) dx ,
which is not the homogenized energy at time 0. Indeed,∫
D
aeff∇u0(x) · ∇u0(x) dx
=
∫
D
inf
v∈L2pot(Ω,R3)
∫
Ω
a(ω)(∇u0(x) + v(ω)) · (∇u0(x) + v(ω)) dµ(ω) dx
≤
∫
D
E(a)∇u0(x) · ∇u0(x) dx ,
the last inequality being strict in general.
Conclusion
In this paper, we have presented a simple version of the stochastic two-scale
convergence that was proposed in [19]. The technique provides tools that are
very similar to the ones used in periodic homogenization, and mostly extends the
techniques to the stochastic setting. We have proposed two application examples
of the method in non-linear problems, one concerning the homogenization of the
harmonic maps equation while the other deals with the homogenization of the
Landau-Lifshitz-Gilbert equation, which is currently used for the modelization
of ferromagnetic materials that are inhomogeneous at the small scale.
We emphasize the fact that both equations share common mathematical
difficulties such as the non-linear behavior, a non convex constraint on the (vec-
torial) unknown and non uniqueness of the weak solutions. Nevertheless, we
have shown that the stochastic two-scale convergence method may be applied
to those equations, permitting to identify the limiting homogenized equation.
We are of course aware of the fact that, for ferromagnetic materials, the
full model contains several other terms that need to be considered (only the
so-called exchange term has been considered so far) and an extension to more
complete models is currently under study. With the frame we defined in this
article, we have all the tools we need to handle these generalizations.
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The next step of this approach is to make numerical experiments. Yet, we
notice that the expression of the effective matrix aeff is not explicit: we need to
compute it numerically. The approximation of aeff have been extensively stud-
ied in the recent years, in particular by Gloria and Otto (see for instance[11])
and Armstrong, Kuusi and Mourrat (see [4]). Combined with suitable numer-
ical experiments, we believe that the approach might be able to fully identify
and study relevant models for composite ferromagnetic materials such as spring
magnets or nanocristalline ferromagnets.
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