Abstract-We develop a compositional behavioural model that integrates a variation of probabilistic automata into a conservative extension of interactive Markov chains. The model is rich enough to embody the semantics of generalised stochastic Petri nets. We define strong and weak bisimulations and discuss their compositionality properties. Weak bisimulation is partly oblivious to the probabilistic branching structure, in order to reflect some natural equalities in this spectrum of models. As a result, the standard way to associate a stochastic process to a generalised stochastic Petri net can be proven sound with respect to weak bisimulation.
I. INTRODUCTION Process calculi provide compositional theories for complex systems, especially those involving communicating, concurrently executing components [1] . The consideration of stochastic phenomena has led to the development of a plethora of stochastic and probabilistic process calculi, seeded in [2] , [3] . Two of these calculi stand out, in the sense that they extend classical concurrency models in simple yet conservative fashions: Probabilistic automata [4] , [5] , [6] , and interactive Markov chains [7] . Though different in flavour, both are equipped with compositional theories for strong and weak bisimulations and corresponding equational theories.
In probabilistic automata (PA), there is no global notion of time, and concurrent processes may perform random experiments inside a transition. This is represented by transitions of the form s a µ, where s is a state, a is an action label, and µ is a probability distribution on states. Labelled transition systems are instances of this model family, obtained by restricting to Dirac distributions (assigning full probability to single states). Thus, foundational concepts and results of standard concurrency theory are retained in their full beauty, and extend smoothly to the model of probabilistic automata. Since the model is akin to Markov decision processes, its fundamental beauty can be paired with powerful model checking techniques, as implemented for instance in the PRISM tool [8] .
Interactive Markov chains (IMC) in turn arise from classical concurrency models by adding a second type of transitions s λ s ′ , that can embody random delays governed by a negative exponential distribution with some parameter λ. This twists the model to one that is running on a continuous time line, and where executions of actions take no time and happens immediately -unless an action can be blocked by the environment. This is linked to the process algebraic notion of maximal progress for internal actions. By dropping the second type of transitions, again, standard concurrency theory is regained in its entirety, and extends smoothly to the full IMC model. The availability of tool support [9] has led to several academic and industrial applications [10] , [11] , [12] , [13] , [14] , [15] . For long, the analysis trajectory was restricted to models, where the weak bisimulation quotient is free of non-determinism (then corresponding to a continuous time Markov chain), but with the work of [16] this restriction is obsolete. The seemingly simple question addressed in this paper is: What happens to the theory of these two concurrency models if we integrate them? This is not only an academic question, since industrial engineers are desperately asking for formalisms that support both, probabilistic branching and exponentially distributed delays. Therefore, we are going to look into a model class MA (Markov automata) , that supports two types of transitions, namely s a µ and s ′ λ s ′′ . In the context of Petri nets, this move has been done 25 years ago. After Molloy introduced Stochastic Petri nets (which correspond to continuous time Markov chains) [17] , it was a matter of two years until also probabilistic branching was supported in the form of weighted immediate transitions, leading to the model of generalised stochastic Petri nets (GSPNs) [18] . However, the inventors of GSPNs initially overlooked the issue of non-determinism arising from concurrently enabled probabilistic branching. To date, the analysis trajectory for GSPNs is a partial one. It is restricted to confusion-free nets, a class of nets, where nondeterminism is absent. Still, the analysis trajectory developed for this class gives us important inspiration when formulating our theory. While a direct combination of the PA and the IMC theories is an almost easy exercise, it turns out to be very demanding if reflecting on the different time scales we now work in. As in plain IMCs, internal probabilistic transitions cannot be blocked and take no time to execute. Consequently, we aim at fusing sequences of them. This implies that we need to partially ignore the branching structure
2 3 τ τ Figure 1 . Yardsticks for weak bisimulation on Markov automata.
of our probabilistic automata induced substructures when defining equalities, especially weak bisimulation, on them.
In particular, we aim at a weak bisimulation that satisfies the equalities depicted in Figure 1 . PA transitions are drawn with a small dot (omitted if the distribution is Dirac) after which the distribution follows. E and F indicate distinct equivalence classes. The rightmost equality is induced by PA weak bisimulation, the leftmost by IMC weak bisimulation, which is an implication of lumpability. The ones in the middle are peculiar. The left one motivates what we want to achieve in the interplay of probabilistic and continuous time Markov behaviour. It reflects that the minimum of two exponentially distributed delays is exponentially distributed with the sum of the rates, and that the probability of the left one finishing first is determined by its relative weight in the accumulated sum of the rates. In the middle to the right we find what this implies on the level of PA, namely that our weak bisimulation becomes ignorant to the branching structure. This equality is invalid in PA weak bisimulation, since in u there is no successor state equivalent to v ′ . It is however valid with respect to the PA forward simulation kernel, the coarsest congruence induced by probabilistic trace distribution [19] , [4] .
The main contribution of this paper is a definition of weak bisimulation on the MA model that is (i) (indeed) an equivalence satisfying the above equalities, (ii) a congruence with respect to parallel composition, (iii) a conservative extension of IMC weak bisimulation, (iv) coarser than PA weak bisimulation, and (v) can serve as a correctness criterion when associating a continuous time Markov chain to a confusion free GSPN.
For the sake of space, we establish the congruence result only for a parallel composition operator in the style of PA and IMC, which have common roots in CSP. Other operators can be considered at will (hiding, restriction,. . . ), with the usual root condition being needed to arrive at a congruence for non-deterministic choice.
Organisation. Section II sets the ground for the paper. In section III we introduce Markov automata. The main contribution of this paper is presented in section IV. In section V, we prove that our notion of weak bisimulation covers the notion of equivalence for GSPNs as a special case. Section VI discusses related works and concludes the paper.
We refer to [20] for detailed proofs.
II. PRELIMINARIES (Sub-)distributions:
A subdistribution µ over a set S is a function µ : S → [0, 1] such that s∈S µ(s) ≤ 1. We denote by Supp(µ) = {s ∈ S | µ(s) > 0} the support of µ and define the probability of S ′ ⊆ S with respect to µ as µ(S ′ ) := s∈S ′ µ(s). The subdistribution µ with Supp(µ) = ∅ is denoted by µ ∅ . Let |µ| := µ(S) denote the size of the subdistribution µ. We say µ is a full distribution, or distribution, if |µ| = 1. Let Dist (S) and Subdist (S) be the set of distributions and subdistributions over S, respectively. For s ∈ S, we let ∆ s ∈ Dist(S) denote the Dirac distribution, i.e., ∆ s (s) = 1. Let µ and µ ′ be two subdistributions. We define the subdistribution
Conversely, we say that µ ′′ can be split into µ and µ ′ . Or that (µ, µ ′ ) is a splitting of µ ′′ . Moreover, if x · |µ| ≤ 1, we let xµ denote the subdistribution defined by: (xµ)(s) = x · µ(s).
(Sub-)distributions can also be considered as sets over S × (0, 1], where (s 1 , r 1 ), (s 2 , r 2 ) ∈ S × (0, 1] ∧ s 1 = s 2 implies r 1 = r 2 , and where the second components of the elements sum up to a number smaller or equal to 1. The set view on subdistribution will be widely used throughout the paper. For example to denote the distribution µ with µ(s 1 ) = 0.75 and µ(s 2 ) = 0.25, we may write µ = (s 1 , 0.75), (s 2 , 0.25) . Let for an element s ∈ S and a subdistribution µ over S the expression µ−s denote the subdistribution that is obtained from µ by removing the pair (s, µ(s)) from µ, if it exists. To make clear when we talk about sets representing subdistributions and when about in general sets, we use and for subdistributions, { and } for sets. Since ⊕ is associative and commutative, we may use the notation for arbitrary finite sums.
ε is called the root of T . We denote the set of all leaves of T by Leaf T and the set of all inner nodes by Inner T . If the tree has only one node, the root node, then this node is contained in both Inner T and Leaf T . In any other case the two sets are disjoint. For a node σ of a tree T let Children(σ) = {σi | σi ∈ dom(T )}. In this paper, we consider L-labelled trees with finite branching, i.e., |Children(σ)| < ∞ for all node σ. We let s, u, v, t, E, F, G and their variants with indices range over S. For Markov timed transitions, λ, µ ∈ R ≥0 denote rates of exponential distributions. For probabilistic transitions, a ranges over Act, and µ ranges over Dist (S). A probabilistic transition (E, a, µ) ∈ is also denoted by E a µ, similarly we define E λ F . We say an action a ∈ Act is enabled in E, if there exists a probabilistic transition E a µ. A state E ∈ S is called stable if the internal action τ is not enabled in E. If E is stable, we use the shorthand notation E↓. We employ the maximal progress assumption. This means that if a state is not stable, time is not allowed to progress, making Markov timed transitions out of this state irrelevant [21] . As in IMC, this assumption is not evident in the model, but part of the equivalences defined on it. Now we define a (nonnegative) real-valued function rate MA Figure 1 the probability that the transition is executed in the next z ∈ R ≥0 time units is 1 − e −rate(u)z = 1 − e −3λz . In general, the probability to move from u to the successor state E equals the probability that (one of) the Markov timed transitions that lead from u to E wins the race. Therefore, the discrete branching probability to move to E is given by
III. MARKOV
which is 1 3 in our example. For u ∈ S, we use P(u, ·) to denote this discrete branching distributions. 
This composition agrees with the one for IMC and for PA (neglecting minor differences in synchronisation set constructions) on the respective subsets [7] , [22] . The style of defining this operator can be made more elegant though [23] .
IV. BISIMULATIONS
We introduce first some notations that make our further discussion more compact, at the price of mildly reduced readability. It enables a uniform treatment of probabilistic and Markov timed transitions. In doing so, we introduce the pseudo-action χ(r) to denote the exit rate r of a state. Moreover, we let Act χ := Act ∪ {χ(r) | r ∈ R ≥0 }, and α, β, ... range over this set.
In order to to compare two MAs, we compare their initial states in the direct sum of the two MAs. For this purpose we introduce the direct sum of two MAs:
Since the initial state of the direct sum automaton does not play a role for bisimulation, the choice of s 1 o as initial state is arbitrary.
A. Strong Bisimilarity
For strong bisimulation, the obvious combination of strong bisimulation for IMCs and strong bisimulation for PAs can be phrased as follows:
Two states E and F are strongly bisimilar, written E ∼ F , if (E, F ) is contained in some strong bisimulation. Two MAs are strongly bisimilar if their initial states are strongly bisimilar in the direct sum of the MAs.
In case that α ∈ Act, the condition µ(C) = µ ′ (C) is the same as for PAs [4] . For α = χ(r), it is an equivalent reformulation of the following: E↓ implies rate(E) = rate(F ) and rate(E, C) = rate(F, C) for all C ∈ S/ R. The latter is exactly the one used for IMCs [7] , and as such implements maximal progress. Since our definition conservatively extends strong bisimulation on IMCs and PAs, some nice properties, such as strong bisimulation ∼ being an equivalence relation and a congruence relation with respect to parallel composition, can be established by combining standard techniques from [7] for IMCs and [4] , [24] for PAs. In the following, we focus on weak bisimulation, which is the central contribution of this paper. We start by introducing weak transitions.
B. Weak Transitions
Weak transitions for probabilistic systems have been defined in the literature via probabilistic execution in [4] , trees [25] , or infinite sum [26] . We adopt the tree notations, and decorate nodes with labels to our convenience of developing the theory.
We consider in the following S × R ≥0 × (Act χ · ∪ {⊥})-labelled trees. Briefly, a node in such trees is labelled by the corresponding state, probability of reaching this node, and the chosen action (including the pseudo-action for Markov timed transitions) to proceed. For a node σ we write Sta t (σ) for the first component of t(σ), Prob t (σ) for the second component of t(σ) and Act t (σ) for the third component of t(σ).
Note that the definition implies that σ∈LeafT Prob T (σ) = Prob T (ε) = 1. Restricting Act χ to Act , a transition tree T corresponds to a probabilistic execution fragment: it starts from Sta T (ε), and resolves the non-deterministic choice by executing a probabilistic transition with the action Act T (σ) at the inner node σ. The second label of σ is then the probability of reaching Sta T (σ), starting from Sta T (ε) and following the selected transitions. If in a node σ the Markov timed transition is chosen, the third label Act T (σ) ∈ R ≥0 represents the exit rate of Sta T (σ). In this case, a child σ ′ is reached with Prob T (σ) times the discrete branching probability
). An internal transition tree T is a transition tree where each Act T (σ) is either τ or ⊥. Let T be a transition tree. Then the distribution associated with T , denoted by µ T , is defined as
We say the distribution µ T is induced by T . With the above definitions we are now able to define weak transitions:
Definition 7. For E ∈ S and µ a full distribution we write
• E = =⇒ µ if µ is induced by some internal transition tree T with Sta T (ε) = E.
• E α = =⇒ µ if µ is induced by some transition tree T with Sta T (ε) = E, where on every maximal path from the root at least one node σ is labelled Act T (σ) = α. In case that α = τ , then there must be exactly one such node on every maximal path. And all other inner nodes must be labelled by τ .
For all three transition relations we say that the transition tree that induces µ also induces the transition to µ.
Note that E = =⇒ ∆ E and Eτ = =⇒ ∆ E hold independently of the actual transitions E can perform, whereas
Below we define the notion of combined transitions [4] , which arise as convex combination of a set of transitions with the same label, including the label representing Markov timed transitions.
Definition 8.
We write E α = =⇒ C µ, if α ∈ Act χ and there is a finite indexed set {(c i , µ i )} i∈I of pairs of positive real valued weights and distributions such that E α = =⇒ µ i for each i ∈ I and i∈I c i = 1 and µ = i∈I c i µ i .
Transitions relations from states to distributions can be generalised to take (sub)distributions µ to (sub)distributions, by weighting the result distribution of the transition of each element E ∈ Supp(µ) by µ(E).
We also generalise stability to subdistributions: µ↓ if ∀E ∈ Supp(µ) : E↓.
C. Weak Bisimilarity
A notion of weak bisimulation satisfying our yardsticks in the introduction is not straightforward to find. As a first try, we combine the weak bisimulation relations for PA and IMC in the obvious way, analogously to our approach for strong bisimulation:
Definition 10 (Naive Weak Bisimulation). Let R be an equivalence relation on S. Then, R is a weak bisimulation iff P R Q implies for all α ∈ Act χ :
This naive weak bisimulation however is too fine. It fails to equate the states u, v on the left part of our motivating example in Figure 1 . To see this, consider the Markov timed transition v χ(3λ) To overcome this problem, we take some inspiration from Andova and Baeten [27] , and consider a state to be a representation of the distribution that is obtained by fusing distributions reachable by internal transition, as long as there is no non-determinism. In the example above, this would remove our problems, since we would then consider v ′ to represent the distribution (E,
3 ) , which is perfectly matched by µ 2 .
It hence appears natural to define weak bisimulation as a relation over subdistributions over S. As for standard bisimulation, our notion of weak bisimulation is not defined over equivalence relations, but uses two symmetric bisimulation conditions instead.
Definition 11 (Weak Bisimulation).
A relation R over subdistributions over S is called a weak bisimulation if whenever µ 1 R µ 2 then for all α ∈ Act χ :
and
Two subdistributions µ and γ are weakly bisimilar, written behaves bisimilar to µ 1 (E) · ∆ E , and µ 2 s behaves bisimilar to µ 1 −E, the remainder of distribution E, if we neglect E (Condition A.(i) ). Noteworthy, the subdistributions of the splittings must also match in their size. Condition A.(ii) is simply the usual bisimulation condition as also found for PAs and IMCs. Condition B.) is completely analogous.
The fact that in Condition A the distribution µ 2 (and µ 1 in Condition B, respectively) is split only after a sequence of internal transitions, and not necessarily immediately, is what adds the power of fusing distributions in this definition. It might be confusing that at this point we allow a combined transition, since this seems to allow for unexpected interference with non-determinism. However, as we will see in Theorem 2, the relation does not change if we restrict to weak (non-combined) transitions here. By repeated application of the bisimulation condition on µ 1 −E and µ 2 s , it is not hard to see that in fact µ 2 can reach a distribution, that can be split into several subdistributions, such that each subdistributions is bisimilar to exactly one state in the support of µ 1 . Repeating this argument with the roles of µ 1 and µ 2 interchanged, this suggests that µ 1 and µ 2 can fuse internal transition until they both reach distributions, whose supports are state-wise bisimilar. Theorem 2 shall make this more explicit. Figure 2, The fact that these two MAs are indeed weakly bisimilar is the nucleus for the fact that the relation will be a congruence with respect to (a choice operator and in particular) parallel composition of Markov timed delays. Figure 3, As a side remark, our new notion of weak bisimulation does not require that R is an equivalence relation, which is the case for both PAs [4] and IMCs [7] . The way it is defined, it conservatively extends the non-probabilistic case. A nice consequence is that our weak bisimulation enjoys some useful properties, that are rare in probabilistic and stochastic calculi. For instance it is easy to show that the union R 1 ∪ R 2 is a weak bisimulation, provided that R 1 and R 2 are weak bisimulations. This property is not true for both PAs and IMCs.
Example 1. Consider the MA depicted in

Example 2. In
The rest of this paper is devoted to the key properties of weak bisimulation. We start with a novel proof technique, which is crucial for almost all proofs. If we want to prove two distributions bisimilar, it suffices to show that they are contained in some bisimulation-up-to-splitting. The definition of bisimulation-up-to-splitting is identical to that of weak bisimulation, except that it weakens every condition of the form µ R γ into a splitting condition µ R ⊕ γ, which is defined as exist k ∈ N and subdistributions µ i and γ i for i = 1, . . . , k such that
Definition 12. R is a weak bisimulation-up-to-splitting, if
2) in addition, an according condition for F ∈ Supp(µ 2 ) must hold.
Lemma 1. Whenever R is a bisimulation-up-to-splitting then R ⊆ ≈.
Proof sketch: Let the relation S consist of all pairs ( i=1,...,k µ This technique is helpful whenever bisimilar distributions are composed of bisimilar subdistributions. We hence immediately obtain that ≈ is compositional with respect to subdistribution composition. Formally,
A corresponding property does not hold for PA weak bisimulation. The proofs of many of the following theorems are based on this property.
Theorem 1. ≈ is an equivalence relation.
Proof: Reflexivity is obvious. For every bisimulation R also R −1 is a bisimulation and hence R ∪ R −1 is so. This proves symmetry. Transitivity is established by showing that ≈ • ≈ is a bisimulation. This follows easily from the alternative characterisation of weak bisimulation presented in Lemma 2.
Lemma 2. Whenever µ 1 ≈ µ 2 then for all α ∈ Act χ : Proof sketch: We skip symmetric cases. We start with the special case where µ 1 immediately is split and does not perform initial internal transitions. Formally,
Since |S| is finite, we may represent µ 1 g as i∈1,...,n (E i , k i · µ 1 (E i )) for n ∈ N, where ∀i ∈ 1, . . . , n : k i · µ 1 (E i ) > 0. We proceed by induction over n. The base case with µ 1 g = µ ∅ is trivial. For the induction step, we change the splitting to a splitting µ
s . We then prove that for this splitting µ s . This follows almost immediately from µ 1 ≈ µ 2 . The hard part is to show that µ (Condition 1(b) ). This can be shown by structural induction over the transition tree justifying E n α = =⇒ C µ ′ 1 , if the tree is finite. For infinite trees, we can reduce the problem to finite trees with a lemma following Desharnais et al. [25] , which states that for every sequence of transition trees with identical root, whose induced distributions converge towards some limit ξ, a transition tree with the same root exists, which induces ξ. We now sketch the proof for α = τ in the finite case. Assume that the transition is induced by transition tree T . Let S be a subtree of T from which we obtain T be extending one leaf σ by a transition Sta S (σ) = E ′ τ − −→ µ E ′ for a suitable distribution µ E ′ . Let µ S be the distribution induced by S, and let µ − S be the distribution induced by S without node σ.
S ≈ γ s (actually, this only follows directly if Prob S (σ) = 1, but the general case is easy to derive). Since E
Recall that from the last paragraph we have obtained in particular µ
s . Since the relation ≈ is compositional, we conclude that µ
s , which follows by transitivity of = =⇒ C .
The general case, where µ 1 does perform initial internal transitions to some distribution µ
with µ ′ 1 = µ 1 , mainly reuses the special case above, where we choose µ 1 g = µ 1 . It is important to note again that for weak bisimulation it is vital that in general µ ≈ γ does not imply ∀C ∈ S/≈ ∆ : µ(C) = γ(C). In Example 1 we used 0.5∆ s ′ R (F, 0.25), (G, 0.25) , in order to prove s R v. However, neither s ′ ≈ ∆ F nor s ′ ≈ ∆ G holds. Although retaining exactly this condition is impossible, ≈ and ≈ ∆ satisfy a weaker form, which can be phrased as an alternative characterisation of ≈ and ≈ ∆ . 
The above characterisation implies directly that ≈ ∆ is a generalisation of the weak bisimulation we have defined in Definition 10: ≈ ∆ demands that whenever E α − −→ ξ then F α = =⇒ C ν for some ν, and ξ ≈ ν. In general, the latter will not imply ∀C ∈ S/ ≈ ∆ : µ(C) = γ(C) directly. But instead, by the second clause of the theorem, these two distributions can fuse distributions to reach distributions µ ′ and γ ′ that satisfy ∀C ∈ S/ ≈ ∆ : µ ′ (C) = γ ′ (C), without leaving their respective equivalence classes.
Furthermore, the distributions γ ′ and µ ′ from the second clause are as refined as possible with respect to containment of different equivalence classes with respect to S/≈ ∆ . Phrased differently, for every state s in the support of µ ′ or γ ′ , every internal transition of s either reaches a distribution, where every state in the support is equivalent to s itself and can thus not refine the distribution any further, or further refinement by this internal transition of the distributions µ ′ or γ ′ , respectively, would immediately yield a distribution that is not in the same equivalence class. This observation is also the key observation needed to prove Theorem 2.
We are now in the position to show that weak bisimulation is a congruence with respect to parallel composition: 
This can be lifted from states to MAs in the usual manner. The congruence property can be established for other standard process algebraic operators -with the usual root condition being needed to arrive at a congruence for nondeterministic choice.
D. Embeddings
We are now considering in what sense weak bisimulation is a proper extension of what we wanted to inherit from. Recall that by restricting to Dirac distributions in MAs, we obtain IMCs [7] . We now show that our notion of weak bisimulation coincides with the one for IMCs. First, we recall weak bisimulation for IMCs:
∈ E for some equivalence relation E on S for which E E F implies for all a ∈ Act and for all equivalence classes C of E,
On the IMC fragment, ≈ coincides with this original notion of weak bisimulation. ) ∈ E for some equivalence relation E on S for which E E F implies for all a ∈ Act and for all equivalence classes C of E, E a µ implies Fâ = =⇒ γ for some γ and ∀C ∈ S/E : µ(C) = γ(C).
By the way we designed ≈, we expect it to be coarser than ≈ PA . Since ≈ needs to reflect the maximal progress assumption, this only holds on the divergence free subclass of PA.
The maximal progress assumption is, however, irrelevant for PA. It is thus reasonable to remove the condition E↓ from the definition of ≈. Let us call this variation ≈ ′ .
Theorem 5. Let MA be a PA. Then, ≈ ′ ∆ ⊇ ≈ PA . Probabilistic forward simulation ≤ fwd is the coarsest congruence induced by probabilistic trace distribution, which is arguably the coarsest reasonable preorder on PA [4] , [19] . We will show that the kernel of ≤ fwd coincides with ≈ ′ in the class of deterministic PAs.
To define probabilistic forward simulation, we let for a relation R⊆ S × S ′ , the relation R ′ ⊆ Dist (S) × Dist(S ′ ) be the largest relation such that there exists a function w :
, and
Since the simulation kernel neglects the non-deterministic branching structure of automata, we cannot expect the above equality to extend to the general case.
V. RELATION TO GSPNS
We now briefly discuss in which sense we harvest the analysis techniques as developed for generalised stochastic Petri nets (GSPNs), Petri nets which support -apart from priorities -weighted immediate and exponentially timed transitions [28] , [29] . The former have priority over the latter. The reachability graph underlying an arbitrary confusion-free GSPN is spanned by its reachable markings, and can be considered isomorphic to some MA G = (S, {τ }, PT , MT , s o ) satisfying:
• it is alternating in the sense that PT and MT do not overlap on the first component of their triples. The set of markings S thus contains disjoint subsets S v = {s ∈ S | ∃µ : (s, τ, µ) ∈ PT } and S t = {s ∈ S | ∃(λ, s ′ ) : (s, λ, s ′ ) ∈ MT }, usually referred to as vanishing and tangible markings.
• it is deterministic, i.e., each vanishing state has exactly one probabilistic transition (necessarily labelled with τ ). Since G is deterministic, for every state s ∈ S t · ∪S v , there exists a unique (sub-)distributionμ s ∈ Dist(S t ) such that s = =⇒μ s . When s ∈ S t thenμ s = ∆ s , since trivially it holds s = =⇒ ∆ s . GSPN analysis is restricted to cases where all suchμ s are full distributions. As argued (among others) in [28] , [29] using matrix calculus, the stochastic process induced by the tangible markings of G is a continuous time Markov chain, and agrees with the one trivially induced by 
Indeed, the weak bisimulation definition covers this transformation as a special case, regardless of whether or not distributions are full.
Theorem 7.
Let G and H be as above. Then G ≈ H.
Proof Sketch:
We define a weak bisimulation-up-tosplitting R over the direct sum of G and H, containing the pair (∆ so , ∆ s ′ o ), in order to prove G ≈ H. Since for the direct sum the states of G and H need to be disjoint, we will denote the set of states of H by S 
Recall the special meaning ofμ s for a state s ∈ S t ∪ S v . We define
Assume for simplicity, that s r 1 ) , . . . , (s k , r k ) for some k ∈ N and (s i , r i ) ∈ (S t ∪ S v ) × R ≥0 for all i = 1, . . . , k. Similarly, the only transition
follows that λ = λ ′ and thatμ can be split intoμ
. This is enough to satisfy the conditions of bisimulationup-to-splitting.
Since G is deterministic, for pairs (γ, µ ′ ) ∈ R 1 , we can verify that (i) γ = =⇒ µ ′ , and thus γ can match every behaviour of µ ′ , and (ii) µ ′ = E∈Supp(γ)μ ′ E and thus for every E ∈ Supp(γ), either ∆ E R 1μ ′ E when E ∈ S v , or E ∈ S t and thenμ E = ∆ E , which implies ∆ E Rμ ′ E . Furthermore, whenever E τ γ ′ , then immediately γ ′ R 1μ ′ E , and if E χ(x) γ ′ , then also E ∈ Supp(µ ′ ). Checking the conditions of bisimulation-up-to-splitting is now routine.
VI. DISCUSSION AND CONCLUSION
This paper has integrated concepts from PAs and IMCs to build the cornerstones of a compositional theory for systems that can execute probabilistic transitions in zero time, can delay according to exponential distributions, synchronise on actions, and otherwise run concurrently. The theory extends the one for IMC in a conservative manner, while it coarsens the standard theory of PA in order to fuse sequences of immediate probabilistic transitions. Technically, this twist is obtained by the concept of distribution splitting, which is probably the main innovation in this work. It allows for a surprisingly simple formulation of how transitions are fused.
For IMC, the standard analysis trajectory is based on a weak bisimulation quotienting algorithm [10] . Provided this quotient is isomorphic to a continuous time Markov chain, that chain is the object of further (numerical) analysis. This approach is restricted to models which are deterministic up to weak bisimulation. With the results in this paper the situation is similar MA, and for GSPNs: If the reachability graph of a GSPN is deterministic up to weak bisimulation, then we can associate a continuous time Markov chain to it. The family of nets with this property comprises confusionfree nets (and well-specified [30] and well defined [31] ), and as such extends the analysable fragment of nets. Even more, the semantics of confused (and non-confused) GSPNs in the presence of cycles of immediate transitions has never been defined, since cycles can give rise to subdistributions. In the MA setting, they do not harm. A complete semantics for GSPNs is an obvious next task to tackle. Another important task is to devise an efficient weak bisimulation quotienting algorithm, because it is key in a Markov chain-based analysis approach.
To arrive at the theory presented here is remarkably difficult. Even seemingly simple results such as transitivity need great care and innovative proof concepts. The theory is compositional with respect to parallel composition, and this extends to other standard composition operators.
We have shown that ≈ and the kernel of probabilistic forward simulation [4] , [19] coincide on deterministic PA. To the best of our knowledge, no bisimulation relation with this property has been explicitly characterised in the literature before. As probabilistic forward simulation is the coarsest congruence induced by probabilistic trace distribution, this suggests that ≈ is the coarsest reasonable bisimulation relation on the class of PA. However, further investigation will be needed to make this precise.
Finally, we remark that the quest for a good notion of equality is tightly linked to the practically relevant issue of constructing a small (quotient) model that contains all relevant information needed to analyse the system, or to compose it further. From this perspective, there are still equalities that one may (or may not) consider desirablesuch as between states s and u in Figure 5 -but do not hold in the theory presented here, nor in the GSPN setting.
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