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Abstract
It was discovered recently that there is a class of Sturm–Liouville operators whose coefficients are related
to algebro-geometric data via a construction analogous to that carried out in the 1970s for the Schrödinger
operator by Dubrovin, Matveev, and Novikov. In this paper, we study the “algebro-geometric” Sturm–
Liouville coefficients in detail. Emphasis is placed on their recurrence properties. We make systematic use
of the theory of abelian group extensions.
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1. Introduction
In this paper, we discuss the stationary ergodic triples (p, q, y) which solve an algebro-
geometric inverse problem for the Sturm–Liouville equation
−(pϕ′)′ + qϕ = λyϕ. (1.1)
Here p,q , and y are bounded, uniformly continuous, real valued functions; p and y are assumed
to be strictly positive, and p is required to be of class C1 with a bounded uniformly continuous
derivative.
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a finite union of nondegenerate intervals, and that the Lyapunov exponent vanishes a.e. on Σ .
It turns out that, if these conditions hold, then the possible stationary ergodic triples can be
described using tools of classical algebraic geometry, in particular an appropriate generalized
Jacobian variety. Methods of the theory of nonautonomous dynamical systems are used in a
systematic way in the study of this inverse problem.
The first steps in the study of the inverse problem were carried out in [11,21]. It turns out
that, if one begins with a stationary ergodic process B whose elements b consist of pairs (p,M)
of bounded C1 functions with bounded uniformly continuous derivatives, then the stationary
ergodic processesA which solve the inverse problem are extensions of B which can be described
using a subvariety of the generalized Jacobian mentioned above. The function M is related to
the Weyl m-functions of (1.1).
The purpose of the present paper is to study in detail the extensions A which arise in the con-
text of our algebro-geometric inverse problem. We will give particular attention to the recurrence
properties of the extensions A, since q and y can have recurrence properties which are weaker
than those of p andM. We will prove results concerning the case when B is a general stationary
ergodic process of pairs (p,M). We will also prove more specific results in the case when B is
Birkhoff recurrent and, in particular, in the case when B is Bohr almost periodic. In this last case,
it turns out that q and y may or may not be Bohr almost periodic; we will give conditions which
are sufficient for the almost periodicity of q and y.
We will impose a condition on the set of endpoints of the intervals which determine Σ . This
condition is of generic type in the sense that it is satisfied in an open dense subset of the space
of endpoints (it is not always satisfied, however; see Section 4). The condition amounts to the
requirement that a certain torus is mapped diffeomorphically into the generalized Jacobi variety
via a map of Abel type. All our results concerning the extensionsA will be proved subject to this
condition.
The paper is organized as follows. In Section 2 we review the developments of [11] regarding
the inverse problem. In Section 3, we state and prove our results concerning the stationary ergodic
processes A of triples (p, q, y) which solve the inverse problem. We will show that (subject to
the condition mentioned above) A is an abelian group extension of B, and draw consequences
of this observation. Finally, in Section 4 we discuss our generic condition and consider some
examples.
We finish this introduction by stating some notation which will be used throughout the paper.
First, the symbol | · | will be used to indicate various norms; each time it occurs, the norm in
question will be clear from the context. Second, Mn will denote the set of (n× n) real matrices.
2. Preliminaries
We state various facts and formulate precisely the issues to be discussed in this paper. Let
p, q, and y be bounded, uniformly continuous, real-valued functions. Suppose that p and y
have positive values and are bounded away from zero. Suppose further that the derivative p′ is
bounded and uniformly continuous.
We consider the Sturm–Liouville problem
−(pϕ′)′ + qϕ = λyϕ, ′ = d (2.1)
dt
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(
ϕ1
ϕ2
)′
=
( 0 1
p(t)
q(t)− λy(t) 0
)(
ϕ1
ϕ2
)
. (2.2)
We will use techniques of the theory of nonautonomous dynamical systems to study the algebro-
geometric inverse problem associated with (2.1). We pause to discuss some basic material which
underlies those techniques.
First, let Ω be a metric space. For each t ∈ R, let τt be a homeomorphism of Ω . Suppose that
the following conditions are satisfied:
– τ0(ω) = ω for all ω ∈ Ω ;
– τt+s(ω) = τt ◦ τs(ω) for all t, s ∈ R and ω ∈ Ω ;
– the map τ :ω × R → Ω : τ(ω, t) = τt (ω) is continuous.
Then the pair (Ω, {τt }) is called a flow or dynamical system on Ω . We also denote a flow by
(Ω,R), and write τt (ω) = ω · t . When no confusion can arise, we may refer to a flow (Ω,R) by
writing Ω or {τt }.
Suppose now that Ω is a nonempty compact metric space with the metric d . Let (Ω, {τt }) be
a flow. If ω ∈ Ω , the orbit through ω is {τt (ω) | t ∈ R}. A subset Ω∗ ⊂ Ω is said to be invariant
if for all ω ∈ Ω∗ and t ∈ R, there holds τt (ω) ∈ Ω∗. The flow (Ω,R) is said to be minimal or
Birkhoff recurrent if, for each ω ∈ Ω , the orbit {τt (ω) | t ∈ R} is dense in Ω . One can show using
Zorn’s Lemma that, if (Ω,R) is a flow and Ω = ∅ is compact, then (Ω,R) contains a minimal
subflow. The flow (Ω,R) is said to be Bohr almost periodic or simply almost periodic if it is
minimal and if the following property holds: d(ω1 · t,ω2 · t) = d(ω1,ω2) for all ω1,ω2 ∈ Ω and
all t ∈ R.
Again, let Ω be a nonempty compact metric space, and let {τt } be a flow on Ω . Recall that a
regular Borel probability measure ν on Ω is called invariant if ν(τt (B)) = ν(B) for all Borel
sets B ⊂ Ω and all t ∈ R. Also, ν is called ergodic if, in addition, the following indecom-
posability condition holds: whenever B ⊂ Ω is a Borel set and ν(τt (B)	B) = 0 for all t ∈ R
(	 = symmetric difference), then ν(B) = 0 or ν(B) = 1. It is well known that there always
exists a {τt }-ergodic measure on Ω [15].
If ν is a regular Borel measure on Ω , then the topological support Suppν of ν is by definition
the complement of the largest open subset U ⊂ Ω satisfying ν(U) = 0. It is clear that Suppν
is compact and that, for each relatively open subset V ⊂ Suppν, there holds ν(V ) > 0. If ν is a
{τt }-invariant measure on Ω , then Suppν is ν-invariant and ν(Suppν) = 1.
Next we define the term “stationary ergodic n-tuple of functions” as it is used in this paper.
Let n 1, and let En = {e :R → Rn | e(·) is bounded and continuous}. We put the compact-open
topology on En, then introduce the Bebutov (or translation) flow {τt } on En: thus τt (e)(·) = e(t+·)
for each e ∈ En and t ∈ R [1]. Clearly (En, {τt }) is a flow. Suppose now that e ∈ En is uniformly
continuous on R. Then it is easily verified that the hull Ω = cls{τt (e) | t ∈ R} is compact and
{τt }-invariant.
It is convenient to generalize the preceding construction, in the following way. Let Ω ⊂ En
be any compact, {τt }-invariant subset. Thus Ω need not a priori be the hull of a fixed element
e ∈ Ω .
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on Ω . Suppose that Ω = Suppν. We say that (Ω,ν) is a stationary ergodic process in En, or
simply a stationary ergodic process. A generic point ω ∈ Ω is referred to as a stationary ergodic
n-tuple of functions.
It turns out that, if (Ω,ν) is a stationary ergodic process, then there is a residual subset
Ω∗ ⊂ Ω such that ν(Ω∗) = 1 and such that, if ω ∈ Ω∗, then the orbit {τt (ω) | t ∈ R} is dense
in Ω . Clearly Ω is the hull of each ω ∈ Ω∗.
Now fix n = 3. Let (A,μ) be a stationary ergodic process in E3 with ergodic measure μ.
Denote a generic point inA by a = (p, q, y). Suppose that there is a δ > 0 such that p(t) δ and
y(t) δ for all t ∈ R. The following notational device is sometimes convenient. Define A :A→
R3 :A(a) = a(0). Then A(τt (a)) = a(t) for each a ∈ A and t ∈ R. That is, a(·) is recovered
by evaluating A along the orbit through a. Now write A(a) = (p˜(a), q˜(a), y˜(a)) (a ∈A). Then
p(t) = p˜(τt (a)), q(t) = q˜(τt (a)), y(t) = y˜(τt (a)) for all t ∈ R. We abuse notation and write p,
q , y instead of p˜, q˜ , y˜. In what follows, the context will make clear whether the letters p,q, y
refer to functions defined on R or functions defined on A.
Returning to the stationary ergodic process (A,μ) in E3, we assume that the map a 
→
p′(0) :A→ R is defined and continuous for each a = (p, q, y) ∈A. Write p˜′ :A→ R for this
map. Using a basic theorem of analysis, one can show that the existence and continuity of p˜′
is equivalent to the following condition: there is a point a = (p, q, y) ∈A with dense orbit for
which the derivative t 
→ p′(t) exists, is bounded, and is uniformly continuous. We abuse nota-
tion and write p′ instead of p˜′. In what follows, the context will determine whether p′ refers to
a function defined on R or a function defined on A.
Next, let (A,μ) be a stationary ergodic process in E3 with the properties discussed above. Let
λ ∈ C. We identify a ∈A with the matrix function
a(t) =
( 0 1
p(t)
q(t)− λy(t) 0
)
.
For each a ∈A and λ ∈ C we have the two-dimensional linear differential system(
ϕ1
ϕ2
)′
=
( 0 1
p(t)
q(t)− λy(t) 0
)(
ϕ1
ϕ2
)
. (2.2a)
We will often suppress the λ-dependence when referring to the family (2.2a). Of course, for each
a ∈A, the system (2.2a) corresponds to the Sturm–Liouville equation
−(pϕ′)′ + qϕ = λyϕ. (2.1a)
We introduce certain concepts which are basic in the study of the family (2.2a), namely the
Lyapunov exponent, the exponential dichotomy concept, and the Weyl m-functions.
Fix λ ∈ C, and let Φa(t) be the fundamental matrix solution in t = 0 of Eqs. (2.2a). It is a
well-known consequence of the Oseledets Theorem [16] that there exists a subset A∗ ⊂A with
μ(A∗) = 1 such that, if a ∈A∗, then the limit
lim
t→∞
1
t
ln
∣∣Φa(t)∣∣ (∗)
exists and does not depend on the choice of a ∈A.
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above limit.
It is not claimed and it is not in general true that the limit (∗) exists for all a ∈ A. For a
discussion of the Lyapunov exponent and other aspects of the Oseledets theory see, e.g., [12].
Next we define the concept of exponential dichotomy [2,18]. Again fix λ ∈ C.
Definition 2.3. Say that the family (2.2a) has an exponential dichotomy over A if there are
positive constants κ , η and a continuous, projection-valued function P :A→ M2 (thus P(a)2 =
P(a) for all a ∈A) such that the following estimates hold:
∣∣Φa(t)P (a)Φa(s)−1∣∣ κe−η(t−s), t  s;∣∣Φa(t)(I − P(a))Φa(s)−1∣∣ κeη(t−s), t  s.
It is known that the family (2.2a) admits an exponential dichotomy when λ = 0. This is
proved in [21]; for similar results see [10].
We take immediate advantage of the last remark to define the Weyl m-functions of Eqs. (2.1a)
in a “dynamical” way. We start with the family (2.2a) of two-dimensional linear systems. Let
λ ∈ C be a point with λ = 0. Let P(a,λ) :C → C be the dichotomy projection of Eqs. (2.2a). It
turns out that, since the trace tra(·) = 0 for all a ∈A, the image and the kernel of P(a,λ) must
have dimension 1. It also turns out that the image ImP(a,λ) is never vertical, i.e., never coincides
with the complex line in C2 spanned by
(0
1
)
. Hence there is a unique function m+ = m+(a,λ)
such that
ImP(a,λ) = Span
(
1
m+(a,λ)
)
a ∈A, λ = 0.
We have defined one of the Weyl m-functions. The other one is defined by first noting that
KerP(a,λ) is never vertical, then setting
KerP(a,λ) = Span
(
1
m−(a,λ)
)
a ∈A, λ = 0.
The functions m±(a, ·) are holomorphic in the union of the upper and lower half-planes {λ ∈
C | λ = 0}. They are jointly continuous as functions of (a,λ) ∈A×{λ ∈ C | λ = 0}. Moreover
Sign
m±(a,λ)
λ = ±1;
in particular m±(a,λ) is nonzero if λ = 0. If 0 = ϕ1 ∈ R, if ϕ2 = m±(a,λ)ϕ1, and if ϕ(t) =(
ϕ1(t)
ϕ2(t)
)
is the solution of (2.2a) with ϕi(0) = ϕi (i = 1,2), then |ϕ(t)| decays exponentially as
t → ±∞.
It is not surprising to learn that the Weyl m-functions are intimately connected with the
spectral theory of a family of differential operators La (a ∈ A) associated with the family
(2.1a) of Sturm–Liouville equations. In fact, for each a ∈ A, the correspondence La :ϕ 
→
1
y(t)
[− d
dt
(p(t) d
dt
ϕ) + q(t)ϕ] admits a self-adjoint extension in the weighted space L2(R, y(t)).
Let Σa be the spectrum of this self-adjoint operator, which we also call La . Then Σa ⊂ R is
R. Johnson, L. Zampogni / J. Differential Equations 244 (2008) 716–740 721a closed set which is bounded below and unbounded above. One has the following result; it is
proved in [21] (see also [10]).
Theorem 2.4. There is a set A∗ ⊂ A such that μ(A∗) = 1 and such that, if a ∈ A∗, then Σa
coincides with {λ ∈ C | Eqs. (2.2a) do not admit an exponential dichotomy}. Furthermore, if
λ ∈ C is a number for which Eqs. (2.2a) admit an exponential dichotomy, then λ is in the resolvent
of La for all a ∈A.
Motivated by this result, let us set Σ = {λ ∈ C | Eqs. (2.2a) do not admit an exponential
dichotomy}. Then Σ = Σa for μ-a.e. a ∈A, and Σa ⊂ Σ for all a ∈A. It turns out that, if I ⊂ R
is an interval in the complement R \ Σ , then the m-functions m±(a, ·) extend meromorphically
through I . The Weyl m-functions are related to the spectral theory of the operators via the theory
of Titchmarsh–Gilbert–Pearson type; see [4,21] for details on this matter.
We now state a result which is of basic significance in our approach to the inverse problem
which we consider. It is a variant of a fundamental theorem of Kotani [13]. The Kotani the-
orem was first stated and proved for the one-dimensional Schrödinger operator and has since
been extended to several other ordinary differential operators and difference operators, see, e.g.,
[7,13,21].
Theorem 2.5. Suppose that I ⊂ R is an open interval, and suppose that the Lyapunov expo-
nent β = β(λ) = 0 for Lebesgue almost all λ ∈ I . Then the Weyl functions m±(a, ·) extend
holomorphically through I for all a ∈ A. Moreover, if ha(λ) = m+(a,λ) for λ > 0, then the
holomorphic extension of ha through I equals m−(a,λ): ha(λ) = m−(a,λ) if λ < 0. The
analogous statement holds if one sets ha(λ) = m−(a,λ) for λ > 0: namely ha(·) admits a
holomorphic extension through I , and ha(λ) = m+(a,λ) for λ < 0.
A proof of Theorem 2.5 is given in [21]; see also [4].
Theorem 2.5 allows us to pose an inverse problem with rich structure for the Sturm–Liouville
equation. Let (A,μ) be a stationary ergodic process with A ⊂ E3, and let Σ = {λ ∈ C |
Eqs. (2.2a) do not admit an exponential dichotomy}. Let β = β(λ) be the Lyapunov exponent of
the family (2.2a).
Hypothesis 2.6.
(H1) The spectrum Σ consists of a finite union of intervals:
Σ = [λ0, λ1] ∪ [λ2, λ3] ∪ · · · ∪ [λ2g,∞)
where −∞ < λ0 < λ1 < · · · < λ2g < ∞.
(H2) The Lyapunov exponent β(λ) of the family (2.2a) equals zero for a.a. λ ∈ Σ .
As was shown in [11,21], these hypotheses permit one to reconstruct the “potentials” p, q , y.
We review briefly the results reported in [11], and refer the reader there for more details.
First, we will find it convenient to assume that λ0 > 0. There is no loss of generality in im-
posing this condition. We explain this remark in the following
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(A,μ) satisfies (H1) and (H2), and let a = (p, q, y) ∈A. Set
p∗ = p, y∗ = y, q∗ = q − (λ0 − ε)y
where ε is a fixed real number. Let A∗ = {a∗ = (p∗, q∗, y∗) | a = (p, q, y) ∈ A} ⊂ E3. If B∗ is
a Borel subset of A∗, set μ∗(B∗) = μ(B) where B = {a ∈ A | the corresponding point a∗ lies
in B∗}. Then (A∗,μ∗) is a stationary ergodic triple satisfying (H1) and (H2); its spectrum is
Σ∗ = Σ − λ0 + ε.
We will discuss this phenomenon in more detail in Section 4.
We assume that λ0 > 0 from now on. We proceed to describe the stationary ergodic processes
(A,μ) which satisfy (H1) and (H2) and which also satisfy λ0 > 0. We follow developments
in [11].
We begin with a stationary ergodic process (B, ν) where B ⊂ E2. Thus a generic point b ∈ B is
a stationary ergodic pair (p,M) where p and M are bounded uniformly continuous functions.
The measure ν satisfies Suppν = B, and ν is ergodic with respect to the Bebutov flow on B. The
function p will later turn out to be the first component of a stationary ergodic triple satisfying our
inverse problem. We assume that the functions b 
→ dp
dt
|t=0 and b 
→ dMdt |t=0 are well defined
and continuous on B. Abusing notation as before, we denote these functions by p′ and M′: they
are defined on B and have values in R. If b = (p,M) ∈ B, we will also use the symbols p′ and
M′ to refer to the functions t 
→ dp
dt
(t) :R → R and t 
→ dM
dt
(t) :R → R. The context will make
clear which meaning is to be assigned to the symbols p′ and M′.
Next let R be the Riemann surface of the relation
w2 = −(λ− λ0)(λ− λ1) · · · (λ− λ2g) = −
2g∏
j=0
(λ− λj ).
We view R as being formed by two copies of the complex plane C, which are cut open along
the intervals (λ0, λ1), (λ2, λ3), . . . , (λ2g,∞) and glued together in the usual way. Thus R is a
double cover of the Riemann sphere C∪ {∞} except at the 2g + 2 ramification points, which lie
over λ0, λ1, . . . , λ2g,∞. There is a projection π :R→ C ∪ {∞} and an involution σ :R→R,
which are defined as follows:
π(λ,w) = λ, σ (λ,w) = (λ,−w)
where w is one of the values of (−∏2gj=0(λ− λj ))1/2. Let us further define a meromorphic
function k on R as follows: if P = (λ,w) ∈R, then k(P ) = w. Note in particular that, if w+
is the positive square root of
∏2g
j=0 λj and if 0+ ∈ R is defined to be the point (0,w+), then
k(0+) = w+. Note that k has positive values along the branch containing 0+ of the lift to R of
the negative λ-axis. If P ∈R, we will sometimes confuse π(P ) with P .
Let us now set c1 = π−1[λ1, λ2], c2 = π−1[λ3, λ4], . . . , cg = π−1[λ2g−1, λ2g] where
c1, c2, . . . , cg are viewed as simple closed curves in R. We orient each ci in such a way that,
if ci is traversed in the positive sense, then λ increases when w is positive and decreases when
w is negative. Note that c1, . . . , cg are cycles on R, i.e. are not homotopic to a point. It can be
shown that they determine linearly independent elements of the first homology group H1(R,R).
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−P ′r (t)
∏
s =r (Pr(t)− Ps(t))
k(Pr(t))
= (−1)
gM(t)∏gj=1 Pj (t)
p(t)k(0+)
. (2.3)
Here it is understood that P1 ∈ c1, P2 ∈ c2, . . . , Pg ∈ cg . Note that (the projection π(Pr(t)))
traverses the interval [λ2r−1, λ2r ] in finite time, and that, when Pr(t) arrives at a point in cr
of the form π−1(λ2r−1) or π−1(λ2r ), then (its projection π(Pr(t)) . . .) changes direction and
traverses [λ2r−1, λ2r ] in the direction opposite to that it had taken previously.
Define a positive continuous function y(t) via the relation
2
√
y(t)p(t) = (−1)
g+1M(t)∏gj=1 Pj (t)
k(0+)
. (2.4)
Here we adopt the convention that the square root on the left-hand side is positive if g is odd and
negative if g is even. Note that y admits a bounded uniformly continuous derivative. Set
qg(t) = −[p(t)y(t)]
′
4y(t)
. (2.5)
It can be shown that qg has a bounded uniformly continuous derivative. Set
q(t) = y(t)
[ 2g∑
i=0
λi − 2
g∑
j=1
Pj (t)
]
+ qg(t)
2
p(t)
+ q ′g(t). (2.6)
Then a = (p, q, y) is a triple of bounded uniformly continuous functions; i.e., a ∈ E3. Each
choice of b = (p,M) ∈ B and of initial conditions P1(0) ∈ c1, . . . ,Pg(0) ∈ cg gives rise to such
a triple via the differential system (2.3) and the subsequent formulas (2.4), (2.5), and (2.6).
It further turns out that, if p and M are given, the function y is determined by an ex-
plicit formula involving the pole motion and a certain generalized Θ-function. Namely, if
(s0, s1, . . . , sg) ∈ Cg+1, then
Θ0(s0, s1, . . . , sg) = es0/2Θ(s + q/2)− e−s0/2Θ(s + q/2),
where q = (∫ 0+0− w1, . . . , ∫ 0+0− wg), s = (s1, . . . , sg) ∈ Cg, {w1, . . . ,wg} is a normalized basis of
holomorphic differentials on R, and Θ is the Riemann Θ-function on R (see [11, Theorem 3.2]
for details).
Now let a = (p, q, y) be a point in E3 which is determined by the above procedure. Let
A⊂ E3 be the Bebutov hull of a. Let μ be an ergodic measure on A whose topological support
is contained inA, then redefineA to be Suppμ. It follows from the results in [11,21] that (A,μ)
satisfies (H1) and (H2). The function M is related to the Weyl m-functions of the Eqs. (2.2a)
corresponding to A.
It is also shown in [11,21] that, conversely, every stationary ergodic process (A,μ) in E3
which satisfies (H1) and (H2) is obtained by the above procedure. It is further shown that a good
deal of information about the “pole motion” t 
→ (P1(t), . . . ,Pg(t)) can be obtained.
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given in [11]. Then, we will discuss in more detail the stationary processes (A,μ) which sat-
isfy (H1) and (H2). We will see that, if the curve R satisfies a condition of generic type, then
these processes can be well described in terms of certain group extensions of stationary ergodic
processes (B, ν) with B ⊂ E2. These matters will be taken up in Section 3.
3. The processes (A,μ)
We first consider the pole motion t 
→ (P1(t), . . . ,Pg(t)). (The points P1(t), . . . ,Pg(t) are
called poles because, for each t ∈ R, they are in fact poles of a certain meromorphic function Mt
on R.) The motion can be described in terms of a generalized Jacobian J0(R) which we now
introduce. We refer to [11] for a more detailed discussion, and refer to standard texts such as
Fay [5], Mumford [14], and Siegel [19] for presentations of the algebro-geometric facts which
we need.
Let α1, . . . , αg,β1, . . . , βg be a homology basis of the Riemann surface R, consisting of sim-
ple closed curves satisfying the following intersection conditions:
αi ◦ αj = 0, βi ◦ βj = 0, αi ◦ βj = δij (1 i, j  g).
Here δij = 0 if i = j , 1 if i = j . We can and will choose α1 = c1, α2 = c2, . . . , αg = cg though
this will only be important later on. Let α0 be a small circle in R centered at 0+ (that is, it does
not intersect any of the curves α1, . . . , αg,β1, . . . , βg and can be deformed inR to 0+). Introduce
the differential forms ω0,ω1, . . . ,ωg on R, defined as follows:
ωr = λ
r−1dλ
k(P )
, 0 r  g,
where λ = π(P ) for P ∈R. Then ω1, . . . ,ωg form a basis for the set of holomorphic 1-forms
on R, while ω0 is meromorphic in that it has simple poles at 0±, with respective residues ±1k(0+) .
Let Λ0 be the set of all integer combinations of the 2g + 1 vectors
∫
α0
(ω0, . . . ,ωg),
∫
αi
(ω0, . . . ,ωg),
∫
βi
(ω0, . . . ,ωg) (1 i  g).
Then Λ0 is a lattice in Cg+1 of rank 2g + 1. The quotient space
J0(R) = Cg+1/Λ0
is an algebraic variety called a generalized Jacobi variety. Next choose a point b = (p,M) ∈ B,
and choose initial conditions P1(0) ∈ c1, P2(0) ∈ c2, . . . , Pg(0) ∈ cg . Let (P1(t), . . . ,Pg(t))
be the solution of the system (2.3) determined by b and these initial conditions. Write C =
c1 × · · · × cg , so that C is real analytic g-torus.
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{0+,0−} (0 i  g). Let P∗ /∈ {0+,0−} be a base point in R. Define a map I0 :Sg+1 → J0(R)
of Abel type, as follows:
I0(P0,P1, . . . ,Pg) =
g∑
i=0
Pi∫
P∗
(ω0,ω1, . . . ,ωg).
The right-hand side is defined mod Λ0 though sometimes it is convenient to view it as taking
values in Cg+1.
For present purposes, it is convenient to view C = c1 × · · · × cg as an embedded submanifold
of Sg+1 by setting P0 = P∗ and letting (P1, . . . ,Pg) range over C. Let us consider the restriction
of I0 to C: we have
I0 :C → J0(R) : I0(P1, . . . ,Pg) =
g∑
i=1
Pi∫
P∗
(ω0, . . . ,ωg).
It turns out that I0 is a diffeomorphism onto its range in J0(R), as can be proved using results
in [5].
Let us now write (
ω0(t),ω1(t), . . . ,ωg(t)
)= I0(P1(t), . . . ,Pg(t)).
It turns out that [11,21]: ⎛
⎜⎜⎜⎝
ω′0
ω′1
...
ω′g−1
⎞
⎟⎟⎟⎠=
⎛
⎜⎜⎝
− M(t)
p(t)k(0+)
0
...
0
⎞
⎟⎟⎠ . (3.1)
Thus the pole motion translates via the map I0 into a motion in J0(R) for which the coordinates
ω0(t), . . . ,ωg−1(t) can be described explicitly. The function ωg(t) is not described explicitly but
rather implicitly by a constraint. Namely, the image of C under I0 lies in a translate Υ of the
zero locus of a certain generalized Θ-function. Thus (ω0(t), . . . ,ωg(t)) lies in Υ for all t ∈ R.
We will not discuss this fact further in the present place; instead we refer again to [11] for a
discussion.
We turn now to a description of the stationary ergodic processes (A,μ) which satisfy the hy-
potheses (H1) and (H2). Fix a stationary ergodic process (B, ν) where B ⊂ E2; then Suppν = B.
Write b = (p,M) for the generic element of B.
We are going to impose a condition on the Riemann surfaceR. If the condition is not satisfied,
we do not know how to obtain information concerning (A,μ) beyond that already given in [11].
If it is satisfied, we will see that techniques of topological dynamics can be used to describe
(A,μ) as an extension of (B, ν) in a systematic way. The condition is of the following type. Think
ofR as parameterized by the 2g+1-tuple (λ0, λ1, . . . , λ2g) ∈ R2g+1 where λ0 < λ1 < · · · < λ2g .
The condition is defined by excluding a certain analytic subvariety of codimension 1 from this
space.
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v1 =
∫
c1
(ω0, . . . ,ωg), . . . , vg =
∫
cg
(ω0, . . . ,ωg)
in Rg+1 (not in J0(R)). Since v1, . . . ,vg are among the vectors in Cg+1 which generate the
lattice Λ0, they are linearly independent in Rg+1. We consider the vectors
u1 =
∫
c1
(ω0, . . . ,ωg−1), . . . , ug =
∫
cg
(ω0, . . . ,ωg−1)
in Rg . Thus ui is the orthogonal projection of vi to Rg (1 i  g). We impose the following
Hypothesis 3.1. (H3) The vectors u1, . . . ,ug are independent in Rg .
Note that hypothesis (H3) refers only to the Riemann surface R and implies no restriction on
(B, ν).
We claim that hypothesis (H3) is valid for a generic family of surfaces R. Precisely, we have
Proposition 3.2. Let Λg = {(λ0, λ1, . . . , λg) ∈ R2g+1 | 0 < λ0 < · · · < λ2g}. Let λ =
(λ0, . . . , λ2g) ∈ Λg , and let ωr = λr−1dλk(P ) be the differential forms considered previously on the
Riemann surface R corresponding to λ. Let ui =
∫
ci
(ω0, . . . ,ωg−1) ∈ Rg (1  i  g). Let
e1, . . . , eg be the standard basis in Rg , and define F :Λg → R by
u1 ∧ · · · ∧ ug = F(λ)e1 ∧ · · · ∧ eg.
Then there is an open dense subset Λ∗ ⊂ Λg such that F(λ∗) = 0 if λ∗ ∈ Λ∗.
Note that F(λ) is the determinant of the matrix whose rows are ∫
ci
(ω0 . . . ,ωg−1) (1 i  g).
Proof of Proposition 3.2. First note that F is a real analytic function on Λg , so we need only to
show that F does not vanish identically on Λg . To see this, choose real numbers 0 < λ0 < λ2 <
· · · < λ2g , then choose ε > 0 so that
ε <
1
2
min{λ2 − λ0, λ4 − λ2, . . . , λ2g − λ2g−2}.
Set λ1 = λ2 − ε, λ3 = λ4 − ε, . . . , λ2g−1 = λ2g − ε. Consider the surface R defined by
λ = (λ0, λ1, . . . , λ2g). We abuse notation and write F(ε) for the determinant F(λ).
By direct examination, it can be seen that
F(ε) = (2π)
g
λ2λ4 . . . λ2g
det
⎛
⎜⎜⎝
1
S1
λ2
S1
. . .
λ
g−1
2
S1
...
...
1 λ2g . . .
λ
g−1
2g
⎞
⎟⎟⎠+O(ε)Sg Sg Sg
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√
(λ2k − λ0) . . . (λ2k − λ2k−2)(λ2k − λ2k+2) . . . (λ2k − λ2g) (1 k  g). The deter-
minant is, apart from the factor (S1S2 . . . Sg)−1, of van der Monde type and does not vanish. This
completes the proof of Proposition 3.2. 
We assume from now on that λ ∈ Λg is a 2g + 1-tuple such that hypothesis (H3) is valid for
the corresponding Riemann surface R. Our next goal is to introduce a convenient representa-
tion of the real-analytic torus C = c1 × · · · × cg. To this end, recall that I0 : C → J0(R) is a
diffeomorphism onto its range D = I0(C) ⊂ J0(R). We will relate D to a linear g-torus Tg .
As before, let ui =
∫
ci
(ω0, . . . ,ωg−1) ∈ Rg (1  i  g). Let Λ ⊂ Rg be the set of integral
combinations of the vectors u1, . . . ,ug ∈ Rg : thus Λ = {∑gi=1 niui | ni ∈ Z}. By hypothesis
(H3), Λ is a lattice in Rg of rank g. Hence the quotient Tg = Rg/Λ is a real g-dimensional torus.
Let Cˆ be the universal covering space of C, so that Cˆ is diffeomorphic to Rg . If (ψ1, . . . ,ψg) ∈
Cˆ projects to the point (P1, . . . ,Pg) ∈ C, define
Iˆ (ψ1, . . . ,ψg) =
g∑
i=1
Pi∫
P∗
(ω0, . . . ,ωg−1)
where the curves joining P∗ to Pi lie in appropriate homotopy classes (1 i  g). Clearly Iˆ is a
real-analytic map. Using the definition of the lattice Λ, we see that Iˆ determines a real analytic
map I from C to Tg .
Proposition 3.3. The map I :C → Tg is an analytic diffeomorphism.
Proof. Let us first show that the Frechet derivative of Iˆ is nonsingular at each point
(ψ1, . . . ,ψg) ∈ Cˆ. We abuse notation and write (P1, . . . ,Pg) for such a point; this causes no
problem because the covering map ηˆ : Cˆ → C is a local diffeomorphism. Suppose first that no
point P1, . . . ,Pg is a ramification point ofR. Then the Jacobian determinant of Iˆ at (P1, . . . ,Pg)
has the form
det
⎛
⎜⎜⎝
1
P1k(P1)
1
P2k(P2)
. . . 1
Pgk(Pg)
...
...
...
P
g−2
1
k(P1)
P
g−2
2
k(P2)
. . .
P
g−2
g
k(Pg)
⎞
⎟⎟⎠ .
This determinant is, up to a nonzero factor, of van der Monde type and does not vanish. If one
or more of the Pi is ramification point, then one works with local parameters in R and checks
again that the Jacobian determinant does not vanish.
We conclude that the derivative of I :C → Tg is an isomorphism at each (P1, . . . ,Pg) ∈ C.
We claim that I is a covering map. For, suppose for contradiction that u ∈ Tg has the property
that I−1(u) contains infinitely many distinct points σ1, σ2, . . . , σk, . . . . Let σ ∈ C be an accumu-
lation point of {σk}. Then I (σ ) = u. Now, I is a diffeomorphism in some neighborhood V of σ ,
which contradicts the existence of the sequence {σk}. Thus I−1(u) is finite for each u ∈ Tg . It
follows from the compactness of C and the fact that the derivative of I is everywhere nonsingu-
lar that there is an open neighborhood U of u such that I−1(U) is a disjoint union of open sets
V1, . . . , Vr ⊂ C with the property that I |Vj is a diffeomorphism (1 j  r). Thus I is a covering
map.
728 R. Johnson, L. Zampogni / J. Differential Equations 244 (2008) 716–740Now, the covering map I is determined up to equivalence by its image I (σ ) at some point
σ ∈ C and by its action on the fundamental group π1(C) [8,20]. However, by the construction
of I and Λ, the induced map I∗ :π1(C) → π1(Tg) is an isomorphism. We conclude that I is
injective. Using the Inverse Function Theorem, we see that I is a diffeomorphism. 
Recall that D = I0(C) is the set of points
{
g∑
i=1
Pi∫
P∗
(ω0, . . . ,ωg) | Pi ∈ ci, 1 i  g
}
mod Λ0.
There is a map η :D → Tg given by
η
(
g∑
i=1
Pi∫
P∗
(ω0, . . . ,ωg) mod Λ0
)
=
g∑
i=1
Pi∫
P∗
(ω0, . . . ,ωg−1) mod Λ.
Corollary 3.4. The map η :D → Tg is a diffeomorphism.
Proof. This is clear because η ◦ I0 = I , and because I0 and I are diffeomorphisms. 
As before, let {τt } denote the Bebutov flow on the stationary ergodic process (B, ν). Define a
flow {τˆt | t ∈ R} on B×D, in the following way. If b ∈ B and d ∈ D, let (P 1, . . . ,P g) = I−10 (d).
Let (P1(t), . . . ,Pg(t)) be the solution of the system (2.3) such that Pi(0) = P i (1 i  g). Write
d(t) = I0(P1(t), . . . ,Pg(t)), then set
τˆt (b, d) =
(
τt (b), d(t)
)
.
One checks that (B×D, {τˆt }) is a flow.
Next, let b ∈ B be a point whose orbit {τt (b) | t ∈ R} is dense in B; such a point exists because
Suppν = B. Let d ∈ D, and set
Aˆ= cls{τˆt (b, d) ∣∣ t ∈ R}⊂ B×D.
Note that the flow (Aˆ, {τˆt }) is an extension of (B, {τt }) in the sense that the natural projection
πˆ :B× D → B restricts to a flow homomorphism of A onto B. There is a {τˆt }-ergodic measure
μˆ on Aˆ such that the image measure πˆ (μˆ) equals ν; we give a quick proof of this fact. Using a
construction of Krylov–Bogoliubov type [15], one shows that the set I of invariant measures i on
Aˆ which satisfy πˆ (i) = ν is nonempty. Since I is compact and convex in the weak-∗ topology,
it has extreme points. Any such extreme point μˆ is ergodic and projects to ν.
Redefine Aˆ to the topological support of μˆ: Aˆ = Supp μˆ. Let us check that each extension
(Aˆ, μˆ) of the above type gives rise to a stationary ergodic process (A,μ) in E3 which satis-
fies hypotheses (H1) and (H2). In fact, return to the point (b, d) ∈ B × D. Solving Eqs. (2.3),
(2.4), (2.5), and (2.6), we obtain a triple (p, q, y) ∈ E3. Set A = cls{τt (p, q, y) | t ∈ R} where
{τt } is the Bebutov flow on E3. There is a flow homomorphism ηˆ : Aˆ→ A defined by setting
ηˆ(τˆt (b, d)) = τt (p, q, y) (t ∈ R) and then extending ηˆ to Aˆ by continuity. One can check that,
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for which hypotheses (H1) and (H2) hold. Furthermore, it is shown in [11] that every stationary
ergodic process (A,μ) in E3 which satisfies (H1) and (H2) can be described via Eqs. (2.3)–(2.6)
as a homomorphic image of an ergodic flow (Aˆ, {τˆt }, μˆ) which is an extension of (B, ν) of the
type under consideration.
In view of these facts, it is of interest to describe all the extensions (Aˆ, μˆ) of (B, ν) which
can be constructed in the above way. We simplify the notation from now on, and write A in-
stead of Aˆ, μ instead of μˆ, and π instead of πˆ . It is understood that A is constructed by
choosing a point (b, d) ∈ B × D such that b has a dense orbit in B, solving Eqs. (2.3) with
initial conditions (P1(0), . . . ,Pg(0)) = I−1(d), and setting A= cls{(τt (b), d(t)) | t ∈ R} where
d(t) = I (P1(t), . . . ,Pg(t)), letting μ be a {τˆt }-ergodic measure on A such that πˆ (μ) = ν, and
finally redefining A= Suppμ. Note that A and μ now have meanings different than they did in
the preceding paragraph.
The first step in describing these extensions (A,μ) is to make a systematic use of the
diffeomorphism η :D → Tg . Letting (b, d) ∈ B × D and d(t) be as above, we obtain from
Eqs. (3.1)
η
(
d(t)
)=
⎛
⎜⎜⎜⎝
v1 −
∫ t
0
M(s)
p(s)k(0+) ds
v2
...
vg
⎞
⎟⎟⎟⎠ mod Λ(t ∈ R)
for constants v1, . . . , vg . Let {e1, . . . , eg} be the standard basis in Rg , and let L :Rg → Rg be
the linear isomorphism defined by L(ui ) = ei (1  i  g). We identify Tg with the standard
linear g-torus Rg/Zg via the map induced by L. Further, let ψ1, . . . ,ψg be angular coordinates
mod 1 on Tg = Rg/Zg . Finally, define a continuous function r :B → R by r(b) = − M(0)
p(0)k(0+)(b = (p,M) ∈ B). Under these identifications and notational conventions, we see that the flow
{τˆt } on B×D can be expressed in the following way. Let
⎛
⎝ l1...
lg
⎞
⎠
be the first column of L, and let ψ = (ψ1, . . . ,ψg) ∈ Tg ; then
τˆt (b,ψ) =
(
τt (b),ψ(t)
)
, ψ(t) = (ψ1(t), . . . ,ψg(t)),
where
ψi(t) = ψi − li
t∫ M(s)
p(s)k(0+)
ds (1 i  g),
0
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ψi(t) = ψi + li
t∫
0
r
(
τs(b)
)
ds (1 i  g). (3.2)
As the notation indicates, the flows {τˆt } on B×D and on B× Tg are identified.
We study the flow {τˆt } on X = B × Tg . Note that {τˆt } is an abelian group extension of the
flow {τt } on B. We explain this. Let H be a copy of Tg , and let h ∈ H . If x = (b,ψ) ∈ X, define
h · x = (b,h + ψ) where + denotes the group operation on Tg and we have abused notation.
Note that π(h · x) = π(x) for all h ∈ H , x ∈ X. Note further that H commutes with {τˆt }: that is,
for each h ∈ H , there holds
h · τˆt (x) = τˆt (h · x) (x ∈ X). (3.3)
One says that (H,X,R) is a bitransformation group [3]. In view of (3.3), it makes sense to speak
of the quotient flow on the space X/H obtained by identifying to a point each fiber {h ·x | h ∈ H },
where x ranges over X. The quotient flow is clearly isomorphic to (B, {τt }).
These trivial observations permit one to describe the ergodic extensions (A,μ) of (B, ν).
In what follows, we will use · instead of + to denote the group operation on H . Recall that
π :B× Tg = X → B is the projection.
We begin by describing the family of {τˆt }-ergodic measures on X which project to ν. Fix such
a measure μ. For each h ∈ H , define a regular Borel probability measure h · μ on X by setting
h ·μ(B) = μ(h−1 ·B) for each Borel set B ⊂ X. Using (3.3), one checks that h ·μ is ergodic for
each h ∈ H . Let H0 = {h ∈ H | h ·μ = μ}. Then H0 is a closed subgroup of H (hence it is either
a finite group or a subtorus of H ≡ Tg). It is easy to see that every {τˆt }-ergodic measure μˆ on X
having the property π(μˆ) = ν is of the form h · μ for some h ∈ H ; moreover, h1 · μˆ = h2 · μˆ if
and only if h1 · h−12 ∈ H0.
Next let A= Suppμ. We study the sets h ·A= {h · a | a ∈A} for h ∈ H . We will show that
there are a set B∗ ⊂ B of ν-measure 1 and a closed subgroup H1 ⊂ H containing H0 such that,
for each b ∈ B∗,
π−1(b)∩ h ·A= π−1(b)∩A (h ∈ H1),
π−1(b)∩ h ·A∩A= ∅ (h /∈ H1).
This means that, if b ∈ B∗, then the fiber π−1(b) is partitioned into closed subsets indexed by
H/H1, each of which is contained in exactly one set h ·A.
We begin with the following
Lemma 3.5. If h ∈ H , then Supp(h ·μ) = h · Suppμ = h ·A.
Proof. Let V be the complement of A in X. Then V is the largest open set in X such that
μ(V ) = 0. Clearly (h · μ)(h · V ) = μ(V ) = 0, so h · V is contained in the complement Vh of
Supp(h ·μ). Since h−1 · (h ·μ) = μ, we can apply the same argument, with the roles of h ·μ and
μ interchanged, to see that h−1 · Vh ⊂ V . Therefore Vh = h · V and the lemma follows. 
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{τt (b) | t ∈ R} is dense in B. Let T be the set of all sequences {tk}∞k=1 such that:
(i) |tk| → ∞ as k → ∞;
(ii) limk→∞ τtk (b) = b;
(iii) {∫ tk0 (l1, . . . , lg)r(τs(b)) ds}∞k=1 converges in Tg . Let
Nb =
{
ψ = lim
k→∞
tk∫
0
(l1, . . . , lg)r
(
τs(b)
)
ds ∈ Tg
∣∣∣ {tk}∞k=1 ∈ T
}
.
Then Nb is a closed nonempty subset of Tg . Let x = (b,ψ) ∈ X be a point whose projection
π(x) equals b. Note that, if {tk} ⊂ R is a sequence such that |tk| → ∞, then the sequence {τˆtk (x)}
converges to a point in π−1(b) if and only if the sequence {tk} is an element of T , and that the set
of points in π−1(b) of the form limk→∞ τtk (x) ({tk} ∈ T ) is the set ψ + Nb (or more precisely
the set {(b, ψ˜), ψ˜ ∈ ψ +Nb}).
Lemma 3.6. There is a set B∗ ⊂ B with ν(B∗) = 1 such that, if b varies over B∗, then Nb does
not depend on b.
Proof. First note that there is a set A′ ⊂A with μ(A′) = 1 such that, if a ∈A′, then the orbit
{τˆt (a) | t ∈ R} is dense in A. This is easily proved using the Birkhoff ergodic theorem [15]. In
fact, let U1, . . . ,Un, . . . be a countable base for the topology of A. For each Ui , let χi be the
corresponding characteristic function. Using the Birkhoff theorem, one finds that Ai = {a ∈A |
limt→∞ 1t
∫ t
0 χ(τˆs(a)) ds = μ(Ui) > 0} has μ-measure 1. Clearly each a ∈Ai has a dense orbit
in A; in fact, the positive semi-orbit {τˆt (a) | t  0} is dense in A. Let A′ =⋂∞i=1Ai ; then A′ is
the desired set.
Let d be a metric on H . Introduce the set 2H of nonempty compact subsets of H , equipped
with the usual Hausdorff metric ρ defined by
ρ(H1,H2) = min
(
max
h1
min
h2
{
d(h1, h2)
∣∣ h1 ∈ H1, h2 ∈ H2},
max
h2
min
h1
{
d(h1, h2)
∣∣ h1 ∈ H1, h2 ∈ H2}).
Then 2H is a compact metric space.
For each x = (b,ψ) ∈ X, set ϕx :H → π−1(b) :ϕx(h) = h · x = (b,h + ψ). Then de-
fine F :X → 2H :F(x) = ϕ−1x (π−1(b) ∩ A). Since A is compact, the map F is upper semi-
continuous and is therefore measurable in the Lusin sense. Using (3.3), one checks that
F(τˆt (a)) = F(a) for all a ∈ A, and hence for all a ∈ A′. By [9, Lemma 4.4], the map F
is constant on a set A∗ ⊂ A of μ-measure 1. There is no loss of generality in assuming that
A∗ ⊂A′.
Now, for each a = (b,ψ) ∈ A∗, one has π−1(b) ∩ A = ψ + Nb . From this we conclude
that, if B∗ = π(A∗), then Nb is constant as b varies over B∗. This completes the proof of
Lemma 3.6. 
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H which does not depend on b.
Proof. Let b ∈ B∗, h ∈ H . We claim that, if A˜= h ·A ∩A, then the fiber π−1(b) ∩ A˜ is either
empty or equals the fiber π−1(b) ∩ A. We prove this assertion by contradiction; to this end,
assume that there exist points b ∈ B∗ and h ∈ H such that π−1(b) ∩ A˜ is nonempty and is
properly contained in π−1(b)∩A.
Choose a point a ∈ π−1(b) ∩A such that the {τˆt }-orbit of a is dense in A. By relabeling the
coordinate ψ on Tg , we can assume that a = (b,0). Then the fiber π−1(b)∩A equals Nb .
Note that A˜ is a compact, {τˆt }-invariant subset of X which satisfies π(A˜) = B (because
b ∈ B∗). Hence there is a {τˆt }-ergodic measure μ˜ on X such that π(μ˜) = ν and Supp μ˜ ⊂ A˜.
There exists h˜ ∈ H such that μ˜ = h˜ · μ; by Lemma 3.5, Supp μ˜ = h˜ · Suppμ = h˜ ·A. It follows
that h˜+Nb is properly contained in Nb .
Now, there is a sequence nk → ∞ such that limk→∞ h˜nk is the identity e in H . Letting N∞ =⋂∞
k=1(h˜nk +Nb), we see that N∞ is compact and nonempty; it is properly contained in Nb , and
has the property that N∞ = limk→∞(h˜nk + Nb) = e + Nb = Nb (the limit is with respect to
the Hausdorff metric on the set of nonempty compact subsets of H ). This is a contradiction, so
we can conclude that π−1(b) ∩ h ·A either equals π−1(b) ∩A or has empty intersection with
π−1(b)∩A (b ∈ B∗, h ∈ H ).
Let H1 = {h ∈ H | π−1(b) ∩ h ·A= π−1(b) ∩A}; here b is a fixed point of B∗. Then H1 is
a closed subgroup of H . Again letting a = (ψ,0) ∈A be a point whose orbit is dense in A, we
see that H1 is mapped homeomorphically onto π−1(b) ∩A via the correspondence h 
→ h · a.
It follows that H1 = Nb . By Lemma 3.6, Nb = H1 for all b ∈ B∗. This completes the proof of
Lemma 3.7. 
Using Lemmas 3.6 and 3.7, we see that the subgroup H1 does not depend on the choice of the
{τˆt }-ergodic measure μ satisfying π(μ) = ν. Moreover, B∗ can be chosen so as not to depend
on μ. We summarize the information we have obtained in the following
Theorem 3.8. There exists a subset B∗ ⊂ B with ν(B∗) = 1 and a closed subgroup H1 ⊂ H with
the following properties.
(i) Let μ be a {τˆt }-ergodic measure on X = B × Tg such that π(μ) = ν, and let A= Suppμ.
Then h ·A=A if and only if h ∈ H1. Moreover, if b ∈ B∗, then
π−1(b)∩ h ·A= π−1(b)∩A if h ∈ H1,
π−1(b)∩ h ·A∩A= ∅ if h /∈ H1.
(ii) If μ˜ is another {τˆt }-ergodic measure on X such that π(μ˜) = ν, and if A˜ = Supp μ˜, then
A˜= h˜ ·A for some h˜ ∈ H . Moreover, the statements in (i) hold with μ˜ in place of μ and A˜
in place of A.
Let us make two observations. First of all, one has H0 ⊂ H1. This is unsurprising; a proof can
be given using the properties of a so-called disintegration of a given {τˆt }-ergodic measure μ on
X with respect to ν = π(μ). See [9] for a discussion of this disintegration. In general, H0 = H1,
as examples show. Second, let b′ ∈ B be a point such that b′ lies in its own omega-limit set. By
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that there is a closed subgroup H ′ ⊂ H such that, if ψ ∈ Tg and A′ = cls{τˆt (b′,ψ) | t ∈ R}, then
π−1(b′) ∩A′ = {(b′, h′ + ψ) | h′ ∈ H ′}. One might conjecture that, if the orbit {τt (b′) | t ∈ R}
is dense in B, the H ′ = H1. It is true that H1 ⊂ H ′ in this case. However we cannot exclude
the possibility that H1 is strictly contained in H ′. If this happens, then each A′ is the union of
a family of sets of the form A = Suppμ where μ is {τˆt }-ergodic and π(μ) = ν; this family is
parameterized in the obvious way by H ′/H1.
There is one simple situation in which H0 = H1, and H1 = H ′ for all b ∈ B. Namely, let
r0 =
∫
B r dν, and suppose that there exists a continuous function R :B→ R such that
R
(
τt (b)
)−R(b) =
t∫
0
[
r
(
τs(b)
)− r0]ds (t ∈ R, b ∈ B). (3.4)
Define J :X → X by setting J (b,ψ) = (b,ψ + R(b)). Then J (τˆt (b,ψ)) = (τt (b),ψ +
(l1, . . . , lg)r0t). That is, the flow (X, {τˆt }) is isomorphic to the product of the flow (B, {τt })
with the linear flow on Tg which has the constant velocity (l1, . . . , lg)r0. It is easy to check that,
for this product flow, one has H0 = H1 and H1 = H ′ for all b ∈ B.
We note that, even for the product flow on X = B × Tg , it may not be easy to actually de-
termine H1. This is because the flow (B, {τt }) and the linear flow on Tg may have common
resonances. These resonances can involve the frequencies l1r0, . . . , lgr0 and appropriate frequen-
cies of (B, {τt }). But they can also be of “functional” type. We will not delve into this matter here.
Let us turn to the case when (B, {τt }) is minimal, so that {τt (b) | t ∈ R} is dense in B for all
b ∈ B. In this case, Suppν = B for each {τt }-ergodic measure on B.
Proposition 3.9. There is a closed subgroup Hm ⊂ H with the following properties.
(i) If M ⊂ X is a {τˆt }-minimal subset, then h ·M = M if and only if h ∈ Hm, and h ·M ∩M = ∅
if h /∈ Hm. Moreover X =⋃{h ·M | h ∈ H }.
(ii) Let ν be a {τt }-ergodic measure on B, and let H1 be the subgroup of H described in Theo-
rem 3.8. Then H1 = Hm. Moreover, if μ is a {τˆt }-ergodic measure on X such that π(μ) = ν,
then Suppμ = h ·M for some h ∈ Hm.
According to (i), the space X laminates into a family of minimal subsets which is parame-
terized by H/Hm. According to (ii), the subgroup H1 ⊂ H does not depend on the choice of ν.
One can show that the subgroups H ′ ⊂ H mentioned after the proof of Theorem 3.8 are all equal
to Hm.
Proof of Proposition 3.9. (i) Let M ⊂ X be a minimal set, and let Hm = {h ∈ H | h · M = M}.
Then Hm is a closed subgroup of H . Using (3.3), one checks that h · M is a minimal set of X
for each h ∈ H . It follows that h ·M ∩M is either empty or equal to M for each h ∈ H . Clearly
X =⋃{h ·M | h ∈ H }.
(ii) Let M be a minimal subset of X. Since π(M) = B, there exists an ergodic measure μ on
M such that π(μ) = ν. Then Suppμ = M by minimality of M . The statements of (ii) now follow
from Theorem 3.8. 
Next we assume that (B, {τt }) is minimal and Bohr almost periodic. It is well known that,
in this case, B can be given the structure of a compact abelian topological group, and this
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τt1(b) ∗ τt2(b) = τt1+t2(b). It turns out that ∗ extends uniquely to a continuous group opera-
tion on B. The group (B,∗) is compact and abelian. If the additive group (R,+) is mapped into
B via the correspondence t 
→ τt (b), then the image is a dense subgroup of B which coincides
with B if {τt } is a periodic flow; otherwise t 
→ τt (b) in injective. There is a unique {τt }-invariant
measure ν on B, which can be identified as the normalized Haar measure of the group (B,∗). Let
D be the dual group of B; that is, the set of continuous homomorphisms χ :B→ T. Give D the
topology of uniform convergence on B. Since B is compact, D is discrete [17]. It is an abelian
group under pointwise multiplication. If χ ∈D, then χ(τt (b)) = e2πiλt for a unique λ ∈ R. The
map χ 
→ λ :D → R defines an isomorphism of D onto a discrete subgroup of R called the
frequency module of B.
Now consider the flow {τˆt } on X. Let
∫
B r dν = r0, and suppose that
∫ t
0 [r(τs(b)) − r0]ds
is bounded for some (hence all) b ∈ B. Then there is a continuous function R :B → R such
that (3.4) holds. For completeness we sketch a proof of this fact. Define a flow {τ˜t | t ∈ R}
on B × R by setting τ˜t (b, z) = (τt (b), z +
∫ t
0 [r(τs(b))− r0]ds). Let z = (b,0) ∈ B × R, and
let Z = cls{τ˜t (z) | t ∈ R}. Then Z projects onto B under the projection B × R → B. Suppose
for contradiction that, for some b ∈ B, there are distinct points (b1, z1) and (b2, z2) ∈ Z. Let
δ = z2 − z1. Then for each n ∈ Z, one has (b, z1 + nδ) ∈ Z, and this contradicts the compactness
of Z. Hence there is a (necessarily continuous) function R :B → R defined by the condition
Z = {(b,R(b)) | b ∈ B}. One checks that R satisfies (3.4). Moreover, there is a flow isomorphism
between (X, {τˆt }) and the product flow {τ˜t } on X given by
τ˜t (b,ψ) =
(
τt (b),ψ + (l1, . . . , lg)r0t
)
. (3.5)
The subgroup H1 of H is either finite or is a subtorus of H . The formula (3.5) together
with knowledge of D and the boundedness of the integrals ∫ t0 [r(τs(b))− r0]ds permit one to
determine H1 explicitly. We will not give a detailed discussion, but we will indicate how the
dimension of H1 can be calculated from D and the numbers l1r0, . . . , lgr0.
First, let DQ ⊂ R be the smallest vector space over the rational field Q which contains D.
Let Dˆ ⊂ R be the smallest vector space over Q which contains D ∪ {l1r0, . . . , lgr0}. Then the
quotient Dˆ/DQ is a Q-vector space which has dimension δ where 0  δ  g. It turns out that
δ = dimH1, where it is understood that H1 is discrete if δ = 0.
The number δ can be easily determined by comparing D and the numbers l1r0, . . . , rgl0.
Suppose, for example, that for each i = 1,2, . . . , g there is a least positive integer ζi = 0 such
that ζi lir0 ∈ D. Then H1 is a finite group, and its order is the least common multiple of the
integers ζ1, . . . , ζg . At the other extreme, suppose that l1r0, . . . , lgr0 are independent in the sense
that, if q1, . . . , qg ∈ Q and ∑gi=1 qilir0 ∈DQ, then q1 = · · · = qg = 0. Then δ = g and H1 = H .
Some information concerning dimH1 is available when
∫ t
0 [r(τs(b))− r0]ds is unbounded
for some (hence all) b ∈ B. In fact, let δ = dim Dˆ/DQ be as above. Then it turns out that δ 
dimH1  δ + 1 if 0  δ  g − 1, and that dimH1 = g if δ = g. This can be proved along the
following lines. Let X(1) = X ×Tg , and let ω = (l1r0, . . . , lgr0). Introduce a flow {τ (1)t } on X(1)
by setting
τ
(1)
t
(
b,ψ,ψ(1)
)=
(
τt (b),ψ +ωt,ψ(1) −ψ +
t∫
r
(
τs(b)
)
ds −ωt
)
.0
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cls{τ (1)t (b,0,0) | t ∈ R} ⊂ X(1). Let π(1) :X(1) → X be the projection. One checks that the fiber
π(1)(A(1)) at b in X is a closed subgroup of Tg of dimension δ. On the other hand, we can use an
argument of Furstenberg [6, Lemma 2.1] to show that, if π(2) :X(1) → Tg is the projection, then
π(2)(A(1)) is a closed subgroup of Tg of dimension 1 (i.e., a circle). Some additional reasoning
shows that δ  dimH1  δ + 1 if 0 δ  g − 1, and dimH1 = g if δ = g.
We finish this section by considering the special Sturm–Liouville problem
−ϕ′′ + ϕ = λyϕ (3.6)
where y is positive and bounded away from 0. We pose our algebro-geometric inverse problem
in this special case (see [22]). Thus y is assumed to be a bounded uniformly continuous func-
tion such that (H1) and (H2) hold. We also assume that hypothesis (H3) regarding the Riemann
surface R is valid.
One observes that p(·) is the constant 1, and that M(·) is the constant −2. Thus B reduces
to a single point (the pair (1,−2) of constant functions). Using (3.1), we see that r(·) = r0 =−2
k(0+) . The flow on B× Tg can be identified with the linear flow on Tg having constant velocity
−(l1, . . . , lg) 2k(0+) . The function y(·) is recovered from the formula (2.4).
4. Some observations and examples
This final section is divided into two parts. In the first, we examine the hypothesis (H3). We
show that, if the Riemann surface R has genus g = 2, then it is always fulfilled. On the other
hand, if g = 3, then there are Riemann surfaces R for which (H3) does not hold.
In the second, we will examine in more detail the statements of Observation 2.7, and we will
show, as a corollary, an interesting fact concerning the spectrum of a Sturm–Liouville operator.
Namely, let (p, q, y) ∈ E3 and let η ∈ R. If the hull A of (p, q, y) satisfies (H1) and (H2), then
the product p(q − ηy) is not a constant function.
We start by showing that, for g = 2, then Proposition 3.2 is actually true for every λ ∈ Λ2; in
fact, let c1 = [a, b], c2 = [c, d]. Then
(1) F(λ) =
b∫
a
dλ
λk(λ)
d∫
c
dλ
k(λ)
−
b∫
a
dλ
k(λ)
d∫
c
dλ
λk(λ)

(
c
b
− 1
) b∫
a
dλ
k(λ)
d∫
c
dλ
λk(λ)
> 0.
Thus we have shown the following
Proposition 4.1. Let R be a Riemann surface of genus 2. Then hypothesis (H3) is valid.
For g = 3, we have the following
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c3 = [e, f ], with
0 < a < b < c < d  1 < e < f. (4.1)
Then there exist numbers c, d, e, f satisfying (4.1) and such that F(λ) < 0.
Proof. In our case (g = 3), the determinant F(λ) has three summands, which, up to a factor of
1/8, are
A1 =
b∫
a
ω0
( d∫
c
ω1
f∫
e
ω2 −
d∫
c
ω2
f∫
e
ω1
)
> 0,
A2 =
b∫
a
ω1
( d∫
c
ω2
f∫
e
ω0 −
d∫
c
ω0
f∫
e
ω2
)
< 0,
A3 =
b∫
a
ω2
( d∫
c
ω0
f∫
e
ω1 −
d∫
c
ω1
f∫
e
ω0
)
> 0.
By (4.1), it can be seen that
(
1 − c
f
) b∫
a
ω0
d∫
c
ω1
f∫
e
ω2 A1 
(
e
d
− 1
) b∫
a
ω0
d∫
c
ω1
f∫
e
ω2,
(
c2
f 2
− 1
) b∫
a
ω1
d∫
c
ω0
f∫
e
ω2 A2 
(
d2
f 2
− 1
) b∫
a
ω1
d∫
c
ω0
f∫
e
ω2,
(
e
d
− 1
) b∫
a
ω0
d∫
c
ω2
f∫
e
ω1 A3 
(
f
c
− 1
) b∫
a
ω0
d∫
c
ω2
f∫
e
ω1.
Using these last inequalities, it follows that
F(λ)
(
e
d
+ d
2
f 2
+ f
c
− 3
) b∫
a
ω0
d∫
c
ω0
f∫
e
ω2.
We claim that there are numbers c, d, e, f satisfying (4.1) and such that
(
e
d
+ d
2
f 2
+ f
c
− 3
)
< 0.
This statement is equivalent to requiring that
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2 − cd3 − df 3
cf 2
> 1,
(b) 3cd
2 − cd3 − df 3
cf 2
< f
hold simultaneously.
Condition (a) holds if and only of there are numbers 1/3 < d  1 < f such that df 3 −3df 2 +
d3 + f 2 < 0. This happens for d,f sufficiently near to 1, since, for d = 1, f 3 − 2f 2 + 1 < 0 for
1 < f < 1 + √2.
Condition (b) holds if and only if, arguing as above, there are constants d  1 < f such that
df 3
3df 2−f 3−d3 < 1. This happens for d,f sufficiently near to 1, since, for f = 1, d3d−1−d3 < 1 in a
sufficiently small left neighborhood of d = 1. 
A similar (much more tedious) reasoning shows that for a Riemann surface R of genus g = 4
hypothesis (H3) is always satisfied. We conjecture the following
Conjecture 4.3. Let R be a Riemann surface of genus g. Then the following hold:
(a) if g is even, then hypothesis (H3) is always fulfilled;
(b) if g is odd, then there is a discrete set S of 2g-tuples λ = (a1, . . . , ag, b1, . . . , bg) ∈ Λg such
that, if we put ci = [ai, bi] (i = 1, . . . , g), then the determinant F(λ) = 0.
Now we examine in more detail the construction carried out in Observation 2.7, and draw a
conclusion which follows from it (Proposition 4.4). Let a = (p, q, y) ∈ E3 and let A= Hull(a).
Suppose that (H1) and (H2) are satisfied, i.e.
(H1) Σ = [λ0, λ1] ∪ . . .∪ [λ2g,∞);
(H2) the upper Lyapunov exponent β(λ) of the family (2.2a) vanishes almost everywhere in Σ :
β(λ) = 0, for a.a. λ ∈ Σ .
Consider the “translated” problem, given as follows: let η ∈ R, let aη = (p, q − ηy, y) ∈ E3
where a = (p, q, y) is chosen as above, and consider Aη = Hull(aη). We abuse notation
slightly and denote with aη a generic element of Aη. The corresponding family (2.2aη ) of two-
dimensional differential systems of Sturm–Liouville type has the properties that its spectrum
does not depend on the choice of aη ∈ Aη and equals the set Ση = [λ0 − η,λ1 − η] ∪ . . . ∪
[λ2g − η,∞) = Σ − η, and moreover the Lyapunov exponent βη(λ) vanishes for a.a. λ ∈ Ση. In
fact, (2.2aη ) is equivalent to
(pϕ′)′ − (q − ηy)ϕ = −λyϕ.
From this simple observation, one can prove the above statements by directly checking the exis-
tence of square integrable solutions.
It turns out that we can apply the results appearing in [11] to obtain the following result. Let
a = (p, q, y) ∈ E3, and let A = Hull(a). Let us abuse notation and denote with a = (p, q, y)
a generic point in A. Suppose that hypotheses (H1) and (H2) hold. Then one can recover p,q, y
by formulas (2.3), (2.4) and (2.6). Note that for every a ∈ A, a unique function M(t) is de-
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→ m−(τt (a),0) − m+(τt (a),0) (see [11]), i.e., the map
obtained by evaluating [m−(a,λ)−m+(a,λ)]λ=0 along the orbit through a ∈A. Moreover, the
functions M(t) = m−(τt (a),0) − m+(τt (a),0) and M1 = m−(τt (a),0) + m+(τt (a),0) satisfy
the following system
⎧⎪⎪⎨
⎪⎪⎩
M′(t)+ 1
p(t)
M1(t)M(t) = 0,
M′1(t)+
1
p(t)
M1(t)2 − 2
p(t)
m−
(
τt (a,0)
)
m+
(
τt (a),0
)= 2q(t). (4.2)
Suppose that η < λ0. Then, in an analogous way, the triple (p, q − ηy, y) ∈ E3 gener-
ates functions Mη(t) and M1,η(t) satisfying the system (4.2). For a fixed initial condition
(P
(η)
1 (0), . . . ,P
(η)
g (0)) ∈ c1 × . . . × cg , we denote by (P (η)1 (t), . . . ,P (η)g (t)) the solution of the
system (2.3) with Mη(t) instead of M(t) and k(η+) instead of k(0+).
Applying Eq. (2.6) to both q(t) and qη(t) = q(t)− ηy(t), we get
q(t)− qη(t) = ηy(t) = y(t)
[
(2g + 1)η − 2
(
g∑
j=1
(
Pi(t)− P (η)i (t)
))]
, (4.3)
with the obvious meaning of the values P (η)i (t) (i = 1, . . . , g). Equation (4.3) implies that
g∑
j=1
(
Pj (t)− P (η)j (t)
)= gη. (4.4)
From the relations occurring between p, q , y and p, qη, y we obtain P (η)i (0) = Pi(0) − η,
(i = 1, . . . , g). Equation (2.4) implies that the functions P1(t) − η, . . . ,Pg(t) − η satisfy the
system (2.3), hence we have
P
(η)
i (t) = Pi(t)− η (i = 1, . . . , g).
The relation occurring between M(t) and Mη(t) is given by
M(t)
g∏
i=1
Pi(t) = k(0+)
k(η+)
Mη(t)
g∏
i=1
[
Pi(t)− η
]
. (4.5)
In particular, it follows that Mη(t) is not constant. We can now prove the following
Proposition 4.4. There is no triple (p, q, y) ∈ E3 satisfying (H1) and (H2) for which there is a
constant η with p(q − ηy) = const.
Proof. The statement follows easily if we observe that, for every given (p, q, y) ∈ E3, M(t) is
constant if and only if there exists a constant c ∈ R (whose value can be explicitly determined)
such that pq = c. This follows, after a short computation, from (4.2). By contradiction, suppose
that there exist a triple a = (p, q, y) ∈ E3 and a constant η ∈ R (η < λ0) such that a satisfies (H1)
R. Johnson, L. Zampogni / J. Differential Equations 244 (2008) 716–740 739and (H2) and such that p(q − ηy) is constant. If we consider the translated problem, we would
have Mη(t) = const, a contradiction.
We have proved the proposition for values η < λ0. If η  λ0, then the point 0 is not on the
left of Σ . In this case, however, we can carry out a description of the coefficients p,q and y
analogous to that present in [11], and sketched here in Eqs. (2.4), (2.5) and (2.6). For, let λ ∈ R
be such that λmin{λ0, λ0 − η}. Then the coefficients p,q and y, can be described as follows:
q(t) is determined by Eq. (2.6) as well, and Eq. (2.4), which gives a relation between p and y,
must be rewritten as
2
√
p(t)y(t) = −M(t, λ)
∏g
i=1(λ− Pi(t))
k(λ+)
, (2.4′)
where it is understood that M(t, λ) depends on the choice of the point λ ∈ R.
It turns out that the relation (4.5) translates to
M(t, λ)
g∏
i=1
(
λ− Pi(t)
)= k(λ+)
k((λ+ η)+)
Mη(t, λ)
g∏
i=1
[
λ+ η − Pi(t)
]
. (4.5′)
Then we argue as above, and the proof is complete. 
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