In the present paper we derive, via a backward induction technique, and ad hoc maximum principle for an optimal control problem with multiple random terminal times. Therefore we apply the aforementioned result to the case of a linear quadratic controller, providing solutions for the optimal control in terms of Riccati backward SDE with random terminal time. Eventually all the above results are applied to a system of interconnected banks.
Introduction
In the last decades stochastic optimal control theory has received an increasing attention by the mathematical community, being applications to financial mathematics one of the main factor leading this increase. Different approaches have been developed to solve stochastic control problem, broadly divided into two classes, partial differential equations (PDE) methods based on the Hamilton-Jacobi-Bellman (HJB) equation, and methods based on the maximum principle based on backward stochastic differential equations (BSDE) techniques, we refer to [18, 31, 35] for a deeper introduction to the topics. In particular the latter field of BSDE's has proved to be particularly strong in addressing stochastic optimal control problems of various nature, we refer the reader to [32] for a review on several approaches to stochastic control.
At the same time, mainly motivated by the recent financial credit crunch which imposed the need to model possible defaults and credit risks, optimal control problems with random terminal time have been deeply studied. A possible approach to such a problems, which is a classical subject in probability, consists in the enlargement of the reference filtration, we refer to [7, 8] or to [12] for a concrete example in counterparty credit risk modeling. This approach is based on the assumption that the random events occur by surprise, that is they are totally inaccessible random time for the reference filtration. Recently, this approach has been used in [25, 30] in order to investigate a general stochastic control problem with multiple default events.
In the present paper we investigate a stochastic control problem with multiple random events but, differently from [25, 30] , we will not assume the random event to be totally inaccessible. Our approach is motivated by financial application, in particular to systemic risk with particular emphasis on the approach introduced in [28] .
We will thus consider a controlled system of n ∈ N stochastic differential equations (SDE) of the general form dX i (t) = µ i (t, X i (t), α i (t))dt + σ i (t, X i (t), α i (t))dW i (t) , i = 1, . . . , n ,
Introduction under standard assumptions of Lipschitz coefficients µ i and σ i with at most linear growth, being α i the control. The notation is to be better specified in subsequent sections. We assume we wish to minimize the following functional up to a given stopping time τ ,
L(t, X(t), α(t))dt + G(τ, X(τ )) ,
for some suitable functions L and G, where we have denoted by X(t) = X 1 (t), . . . , X n (t) and α(t) = α 1 (t), . . . , α n (t) . Then we assume that the system, instead of being stopped, after the stopping time τ happens, evolves according to a new system of SDE of the form dX i 1 (t) = µ 1 which satisfies again standard assumptions of linear growth and Lipschitz continuity. In particular we will assume that, according to the stopping time that has been triggered, in a sense to be better specified later in the work, the k−th component in equation (1) has been set to 0. Then as above we wish to minimize a functional of the form
where the notation is to be intended as above and τ 1 is again a stopping time. The same reasoning is repeated for a (possible) series of n stopping times. In complete generality we also assume that the order of the random times is not know a priori, fact that force us to consider all possible combinations of random events and consequently all possible combinations of driving SDE's.
Our goal is to study the above optimal control and to derive a maximum principle for the whole series of control problems stated above. Clearly we cannot expect that the global optimal solution is given by gluing each optimal control between two consecutive stopping times. We will tackle the above mentioned control problem following the idea that lies behind [30] , that is we will solve the problem backwards, so that the case of all stopping times but one have been triggered is considered first, then the problem with two random events left and so on until the very first control problem. In this way we are able to obtain the global optimal solution recursively, so that the k−th optimal control problem depends on the (k + 1)−th optimal solution.
Our main result will be to derive an ad hoc maximum principle for a system of the type introduced above, based on a backward induction on each single possible control problem between two consecutive stopping times. In particular exploiting the idea above we will derive the maximum principle for the very last control problem, then the maximum principle for the second last control problem, which will explicitly depends on the last problem solution, is derived and so until we obtain iteratively the maximum principle to the initial problem.
After having derived the main result, i.e. the aforementioned maximum principle, we will consider the particular case of a linear-quadratic control problem, that is we assume the underlying dynamics to be linear in both the state variable and the control, with quadratic costs to be minimized. These type of problems have been widely studied in literature, mainly coming from engineering applications. Nevertheless it can be shown that one can rewrite a classical mean-variance portfolio optimization as a linear-quadratic problem, see, e.g. [26, 36] and references therein.
This type of problems are widely studied because they are analytically tractable. In fact, usually one can write the solution to a linear-quadratic control problem in terms of the solution of a Riccati backward ordinary differential equation (ODE), so that the original linear-quadratic stochastic control problem is reduced to the solution of a backward Riccati ODE, see, e.g. [31, Section 6.6], for possible applications to finance. When one also considers either random coefficients for the driving equation or random terminal time in the control problem, being this latter the case of the present work, the backward Riccati ODE becomes a Riccati BSDE, see, e.g. [19, 20, 23, 24] , being clearly this latter case more complicated to handle.
As briefly said above our main motivation comes from mathematical finance, and mainly from systemic risk in a bank networks, we refer to [22] for an introduction to the topic. Network model have seen an increasing mathematical attention in last years, and several ad hoc techniques have been derived in order to consider general dynamics on networks, we refer the reader to [13, 14, 16] for general results on network models. In particular this type of models have proved to be particularly suitable if one is to consider perhaps a system of interconnected banks. Following thus the approach of [10, 17, 27] , we will apply our results to a system of n interconnected banks, lending and borrowing money. Then, as in [10] we assume the presence of an external controller, called in what follows LOLR, who supervises the system of banks, lending money to some banks in needs. We assume the LOLR to lend money in order to optimize a given functional, so that we recover the linear-quadratic setting and we are able to apply the derived mathematical results. Following [28] then we assume that when a bank's value reaches a given boundary condition, representing a default boundary, then it defaults and it disappears from the network. Consequently any surviving bank's value is adjusted and the system goes on until another bank reaches a default boundary. We thus write the above system as a system of multiple control problems subject to some multiple defaults events and we apply our main result to the present system, showing that the global optimal control can be given in terms of solutions to Riccati BSDE's.
The present paper is organized as follows: in Section 2 we introduce the general setting, clarifying standing assumptions. Also at the end of the Section we prove the main result of the present work, that is the maximum principle. Then in Section 3 we apply previous results to the case of a linear-quadratic control problems, deriving the global solution in terms of iterative solution of some Riccati BSDE's. Finally in Section 4 we provide an application of the derived results to a system of interconnected banks.
The general setting
Let in what follows n ∈ N and T < ∞ a fixed terminal time and let us consider a standard complete filtered probability space Ω, F , (F t ) t∈[0,T ] , P satisfying usual assumptions.
Let us thus consider a controlled system of n stochastic differential equations (SDE's), for t ∈ [0, T ], evolving according to
being W i (t) a standard Brownian motion and α i;0 a control. In particular let
where A ⊂ R is assumed to be convex and closed, and we have denoted by
Also in what follows we will denote by A n := A × · · · × A n times. In particular through the work we will assume the following assumptions to hold.
functions such that it exits a constant C > 0 such that, for any x, y ∈ R, for any a ∈ A and for any t ∈ [0, T ] it holds
We thus assume that the coefficients µ i;0 and σ i;0 in equation (2) Let us then define the coefficients
as follows. Let us first denote by
Let us also define the n × n matrix Σ 0 (t, X 0 (t), α 0 (t)) as
that is the matrix with σ i;0 (t, x, a) entry on the diagonal and null off-diagonal. and
We can thus rewrite system (2) in a compact form as
We will then assume that the evolution of equation (3) stops the first time X 0 reaches a given time dependent boundary v 0 (t), t ∈ [0, T ]. In particular we assume the stopping boundary to be of the form
for some given deterministic, measurable and bounded functions v i;0 : [0, T ] → R, i = 1, . . . , n. We thus denote by
the first time X i;0 reaches the boundary v i;0 and we set
the first stopping time to happen. In what follows, as in [30, Sec. 5], we will denote byτ the ordered stopping times, that isτ 1 ≤ · · · ≤τ n , whereτ k denotes the k − th stopping time to happen. Instead, the notation τ k denotes that the stopping time has triggered by the k-th node. In what follows, we will use the convention that, ifτ 1 = τ k , then we set τ j = T , for j = k.
We will then assume to minimize the following functional
where L 0 and G 0 are assumed to satisfy the following assumptions.
n → R be two measurable and continuous functions such that there exist two constants K, k > 0 such that for any t ∈ [0, T ], x ∈ R n and a ∈ A n it holds
As mentioned in the introduction instead of stopping the problem when the first stopping time is triggered, we assume that the system continue to evolve according to a (possibly) new dynamic. Let us for instance consider the case of τ 0 ≡τ k;0 , that is the first process to hit the stopping boundary is X k;0 . We thus annihilate the k−th component of X 0 and consider the new process
with control given by
where the index k denotes that the k−th component has been set to 0. As above we consider the n−dimensional system, for t ∈ [τ 1 , T ], defined as
and X k;k (t) = 0, where the coefficients µ i;k and σ i;k satisfy assumptions 2.1. We therefore define
so that we can write the system above as
where Φ k is the diagonal n × n matrix defined as
where the null-entry is in the k−th position. We thus consider equation (6) and again we define a deterministic stopping boundary
and we apply the same procedure as before. We thus define
the first time X i;k reaches the boundary v i;k and we denote bŷ
As above we will then assume to minimize the following functional
where L k and G k are assumed to satisfy assumptions 2.3. Let us now consider the case τ l;k has been triggered by X l;k , then we define τ (k,l) := τ 2 ≡τ l;k , meaning that v l;k has been hit. Proceeding as above we therefore define
and as above we assume that X (k,l) (t) evolves according to a system alike to equation (3) . The same procedure is therefore applied until either no equations are left or the terminal time T is reached.
A crucial point in our results is that we assume to not know a priori the order of the stopping times, so that, as suggested in [30, Sec. 5], we have in principle to consider all the possible stopping times combinations.
We will thus define by C n,k the combinations of k elements from a set of n elements, and by π k ∈ C n,k a corresponding element, so that according to the notation introduced above we define the process X = (X(t)) t∈[0,T ] as
where each X π k (t) is to be intended as above. Similarly we can define the global control to be
Remark 2.4. Notice that above, in considering the summation over all possible combinations we are implying that we do not consider the order of the components, this implies that we assume X (k,l) = X (l,k) ; if we drop this assumption the summations above in equations (7)- (8) are to be done over the disposition D n,k . Example 2.1. Let us consider the case of a n = 2 system, then equation (7) would read
where X 0 (t), resp. X 1 (t), resp. X 2 (t), denotes the dynamics in case neither 1 nor 2 has hit the stopping boundary, resp. 1 has, resp. 2 has.
Then, exploiting equation (7) we can write the dynamic of X as
where we have denoted
where the notation is as above introduced. Then we wish to minimize the following functional
where L, resp. G, is defined as
Example 2.2. Let us consider the case of a n = 2 considered above, recall that equation (7) would read
where X 0 (t), resp. X 1 (t), resp. X 2 (t), denotes the dynamics in case neither 1 nor 2 has hit the stopping boundary, resp. 1 has, resp. 2 has. Then, denoting by α 0 (t), α 1 (t) and α 2 (t) the respective controls, we have that the functional (11) reads
In order to derive the global maximum principle, which is the main result of the present work, we will assume the following to hold. In particular in what follows we will denote by ∂ x the partial derivative w.r.t. the space variable x ∈ R n and by ∂ a the partial derivative w.r.t. the control a ∈ A n .
Assumptions 2.5. For any π k ∈ C n,k , k = 1, . . . , n, it holds that B π k and Σ π k are continuously differentiable w.r.t. both the space variable x ∈ R n and the control a ∈ A n . It also exists a constant C 1 > 0 such that for any t ∈ [0, T ], x ∈ R n and a ∈ A n , it holds
, is continuously differentiable w.r.t. both the space variable x ∈ R n and the control a ∈ A n , resp. w.r.t. the space variable x ∈ R n . It also exists a constant
The main problem in solving the optimal control defined above is that we have to solve a series of connected optimal problem, each of which may depends on previous optimal problems; also, as stressed above, we cannot know a priori neither the order of the stopping time nor which stopping times are triggered before terminal time T .
The main idea, as exploited in [30] , is to proceed backward in time, that is solving first the last control problem in [τ n−1 ,τ n ], until the first via a backward induction. We stress that, if we could assume the stopping times to be ordered, we have to solve exactly n control problems without considering all possible combinations. Nevertheless the following result still apply.
Next Theorem is one of the main results of the present work.
Theorem 2.6. [Maximum Principle] Let assumptions 2.1-2.3-2.5 hold and let X ,ᾱ be an optimal pair for the problem (9)- (11), then it holds
or equivalentlyᾱ
Above (Y (t), Z(t)) are defined as
where above we have denoted bȳ
and H π k is the generalized Hamiltonian
and H is the global generalized Hamiltonian defined as
Proof. Let us proceed via a backward induction. For t 0 >τ n−1 the proof follows from the standard stochastic maximum principle, see, e.g. [35, Th. 3.2] or [30, Th. 6.4.6] .
Let us thus consider the case ofτ n−2 < t 0 <τ n−1 , and let
be the optimal control and let α another admissible control, let us also denote by α
Recall that the cost functional reads in the present case
We thus choose α =ᾱ −α,α ∈ A, exploiting the optimality ofᾱ and via a standard variational argument, see, e.g. [6, 29, 35] we infer that
which also implies
In what follows, for the sake of clarity, we will denote by X α the solution X with control α. Thus, from the optimality ofᾱ, we have
Equation (15) immediately yields, for any α ∈ A
where Z π n−1 and Z π n−2 solve the first variation process
and similarly we obtain for Y
Exploiting equation (16), together with equations (17)- (18), we thus obtain
for all α =ᾱ −α, and thus we eventually obtain, for t 0 >τ n−2
which is the desired local form for optimality (12) . With arguments similar to the ones above, and proceeding backward, we can prove the same results for any π k ∈ C n,k obtaining thus system (13) and the proof is therefore complete.
The linear-quadratic problem
In the present section we are to consider a particular case for the control problem stated in Section 2, that is we will assume that the dynamics of the sate equation is linear in both the space variable and the control variable; also we assume that the control enters (linearly) only in the drift. Notice that what follows holds, with adequate changes, if we consider a controlled SDE where the control enters linearly also in the volatility coefficient. Finally, we consider a quandratic cost functional.
More precisely, let us consider the following form for the drift and diffusion coefficients B and Σ; let us define µ 0 (t) be the n × n matrix defined as
that is the matrix with µ i;0 (t) entry on the diagonal and null off-diagonal, where µ i;0 : [0, T ] → R is a deterministic and bounded function of the time. Also let
where again b i;0 : [0, T ] → R is a deterministic and bounded function of time. Then we set
Let us further define the n × n matrix Σ 0 , to be independent of the control, as
where again σ i;0 , ν i;0 : [0, T ] → R are some deterministic and bounded function of time. Then for the choices of B 0 and Σ 0 above. The same assumptions of linearity holds for any other coefficients B Π k and Σ π k , and using the same notation introduced above we consider the system alike (9) to dX(t) = B(t, X(t), α(t))dt + Σ(t, X(t))dW (t) ,
where now both the drift and the volatility coefficients are assumed to be linear.
Since we aim at placing ourselves in the well-established framework on linear-quadratic control problem, we will also consider the particular case of both running cost and terminal cost the be a suitable quadratic weighted average of the distance from the stopping boundaries, that is
for some given weights γ . Also in what follows we will denote for short by γ
In the present section we are to derive some suitable Riccati backward stochastic equations which provide the global optimal control in a feedback form.
As mentioned above let us thus consider the last control problem, in what follows for ease of notation we will denote by X k;−k (t) the dynamics in the case of only the k−th node is left, and similarly X k;−(k,l) (t), resp. X l;−(k,l) (t), denotes the evolution of node k, resp. node l, in the case of only nodes (k, l) to survive. Similar notation will be used for any other function. Also, for the sake of brevity we will employ a componentwise notation, meaning that we will denote by X i;−k the i−th component of th n−dimensional vector X −k . We thus have the following. Theorem 3.1 (Verification theorem). Let P and ϕ be defined as
where each P π k and ϕ π k are the solution to the following recursive system of backward SDE
Thus the optimal control problem (21) with costs given by (22) has an optimal feedback control given byᾱ (t) = P (t)X(t) + ϕ(t) .
Proof. Let us thus first consider the last control problem, recall that H −k (t, x, a, y, z) is the generalized Hamiltonian defined in (14) , where B −k , resp. Σ −k , resp. L −k , is given in equation (19) , resp. equation (20) , resp. equation (22) . An application of the stochastic maximum principle Theorem 2.6 leads us to consider the following adjoint backward SDE
Above Y −k is a n−dimensional vector whereas Z −k is a n × n matrix whose (i, j)−entry will be denoted by Z −k i,j . Considering then the particular form for x, a) and G −k (t, x) in equations (19)- (20)- (22), we obtain the following
and
where ∂ xi denotes the derivative w.r.t. the i−th component of x ∈ R n . Thus we have that the k−th component of backward SDE (24) now reads
With argument analogous to the one above we have that the second last control problem is associated to the backward stochastic differential equations
Similarly holds for any π k until we reach the first control problem, which is associated to the BSDE's
Let us now consider again first consider the last problem, recall that we aim at we minimizing the following, for t ∈ [0,τ n ],
Then, from Theorem 2.6, we have that on the interval [τ π n−1 ,τ n ] we can associated to the above control problem the following forward-backward system
In what follows, for the sake of brevity, we will drop the index (k; −k), in particular until specified we will write for short X instead of X k;−k ; a similar argument holds for any other coefficients. We also recall that system (41) has to be solved for any k = 1, . . . , n.
We thus guess the solution of the backward component Y in equation (41) to be of the form
for P and ϕ two R−valued processes to be determined. Notice that in standard cases, that is when the coefficients are not random or the terminal time is deterministic, P and ϕ solve a backward ODE. In our case, since the terminal time is random, P and ϕ will solve a backward SDE.
Let us thus assume (P (t), Z P (t)) solves
and (ϕ(t), Z ϕ (t)) solves
From the first order condition, that is ∂ a H(t, x, a, y, z) = 0, we have that the optimal control is given byᾱ = −Y (t) = P (t)X(t) − ϕ(t) .
An application of Itô formula yields
We thus immediately have, equating the left hand side and the right hand side of equation (33),
Substituting then equation (34) into the left hand side of equation (33), together with the first order optimality condition (32) , and equating again the left hand side and the right hand side of equation (33), leads to the following
Since equation (35) must holds for any X(t) we obtain
which after some computation eventually leads to
Similarly, we also have that
Plugging in the particular form for the generator F P , resp. F ϕ , given in equation (37), resp. equation (38), into equation (30), resp. equation (31), and reintroducing the index k for the sake of clarity, we obtain that the last optimal controlᾱ k;−k (t) is given bȳ
where P k;−k (t) and ϕ k;−k (t) are solution to the BSDE's
where we have introduced the function
Notice from equation (40) that ϕ is a BSDE with linear generator, so that its solution is explicitly given by
where Γ is the solution to
Also, from [34, Th. 5.2, Th. 5.3] follows that equation (39) admits a unique adapted solution on [0,τ n ], Iterating the above discussion for any k = 1, . . . , n concludes the optimal solution to the last control problem.
Once we have solved the last control problem, we can pass to the second last control problem; assume also with no loss of generality that nodes (k, l) are left, all subsequent computation has to be carried out for any possible couple k = 1, . . . , n, l = k + 1, . . . , n.
Applying Theorem 2.6 the optimal pair X i ,ᾱ i , i = k, l, satisfies component-wise, the following forward-backward system for i = k, l,
in what follows we will denote by Z j the j−th n−dimensional column of Z in equation (26), notice that the only non null entries of Z will be Z i,j , for i, j = k, l. Also, for the sake of simplicity, if no confusion is possible, we will avoid to use the notation X i;−(k,l) , i = k, l, whereas we only use X i , i = k, l. As above, we again guess the solution of the backward component Y i to be of the form
for P i and ϕ i , i = k, l, a R−valued process. Notice that, due to the particular form of equation (41), in particular the fact that i−th component of the BSDE Y depends only on the i−th component of the forward SDE X, the matrix P has null entry off the main diagonal, that is it has the form
Similar argument holds for ϕ. Let us thus assume (P i (t),
From the first order condition we have again that the optimal control is of the form
and, similarly to what done above, an application of Itô formula yield
Thus substituting equation (43) into equation (44), and proceeding as in equation (36), we obtain that,
with
We also have that
Then, recovering for the sake of clarity the extensive notation, we have thatᾱ i;−(k,l) (t), i = k, l, is given byᾱ
where P i;−(k,l) and ϕ i;−(k,l) are solution to the BSDE's, i = k, l,
We stress that, equations (46)- (47) have to be solved for any possible couple k = 1, . . . , n, l = k + 1, . . . , n.
Again as above, from the linearity of the generator of ϕ i in equation (47), we have
where Γ i is the solution to
Again equation (46) With similar argument we can obtain via a backward induction the first control problem, that is we solve, for i = 1, . . . , n,
A completely analogous reasoning to the one above leads to the optimal control of the form α i;0 (t) = −Y i;0 (t) = P i;0 (t)X i;0 (t) − ϕ i;0 (t) , and
The proof is therefore complete.
Application to a network of interconnected banks
In the current section we are to apply previous results to a network of interconnected banks.
Let us consider a finite connected financial network identified with a graph G composed by n ∈ N vertices v 1 , . . . , v n , corresponding to n banks/agents, and m ∈ N edges e 1 , . . . , e m assumed to be normalized on the interval [0, 1], which represents interaction between the n banks/agents. In what follows we will use Greeks letters α, β, γ = 1, . . . , m in order to denotes edges, that is u α it will be a function on the edge e α , α = 1, . . . , m, whereas Latin letters i, j, k = 1, . . . , n denotes vertexes, so that X i , i = 1, . . . , n it will be the value of the i−th bank associated to the vertex v i , i = 1, . . . , n.
In order to describe the structure of the graph we introduce the incidence matrix Φ := Φ + − Φ − , where the sum is intended componentwise and Φ = (φ i,α ) n×m , together with the incoming incidence matrix Φ + = φ + i,α n×m and the outgoing incidence matrix
. Above matrices tare defined as
In particular we will say that the edge e α is incident to the vertex v i if |φ i,α | = 1. We will then define the set Γ(v i ) = {α ∈ {1, . . . , m} : |φ i,α | = 1} , the set of incident edges to the vertex v i . We also introduce the adjacency matrix I = (ι i,j ) n×n , defined as I := I + + I − , where
, is the incoming adjacency matrix, resp. outgoing adjacency matrix, defined as
Thus we have that the matrix I has entry 1 if there exists an edge connecting v i and v j , 0 if v i and v j are not connected. Let us noticed also that I + = (I − ) T so that I is symmetric whit null entries on the main diagonal.
We follow here the financial network proposed in [17, 33] . We will consider a network composed by n vertexes, each of them represents a different financial agent, we will also denote by X i (t) the value of i−th entity at time t ∈ [0, T ], being T < ∞ a fixed positive terminal time. Each node may have nominal liabilities to other nodes that are directly connected, we thus denote by L i,j (t) the payment that the bank i owe to the bank j at time t ∈ [0, T ]. Let us thus introduce the time-dependent liabilities matrix
so that there cannot be any cash flow between two banks that are not connected by any edge. At any time t ∈ [0, T ] , vertex v i may also have an exogenous cash inflow X i (t) ≥ 0. We will denote by u i (t) the payment made at time t ∈ [0, T ] by v i , whereasū i (t) = n j=1 L i,j (t) is the total nominal obligation of the node i towards all other nodes. Clearly we have that ifū i (t) = u i (t) then node i has satisfied all its liabilities. We also introduce the relative liabilities matrix Π(t) = (π i,j (t)) defined as
Let us notice that matrix Π(t) is row stochastic, in the sense that n j=1 π i,j (t) = 1, so that π i,j (t) represents the proportion of the total debt at time t that the node i owe to the node j.
Similarly we can define the cash inflow of the node i as the sum of the total payment that node i receives at time t by other nodes, that is n j=1 (Π i,j (t)) T u j (t), plus the exogenous cash inflow X i (t). We thus have that the value of v i at time t ∈ [0, T ] is given bȳ
Let us now introduce the notion of clearing vector as in [17, Definition 1], see, e.g. also [33, Definition 2.6] . In what follows, if not otherwise specified we will use standard pointwise ordering for vectors in R n , in the sense that we will say that for x, y ∈ R n it holds x ≤ y if and only of x i ≤ y i , for any i = 1, . . . , n.
Definition 4.0.1. Aclearing vector for the financial system defined above, is a vector u * (t) ∈ [0,ū(t)] such that it satisfies the following:
Limited liabilities
Absolute priority it happens that either obligations are paid in full, or all value is paid to creditors, that is
Existence and uniqueness of a clearing vector, in the sense of definition 4.0.1, for a system alike the one described above is treated in [17, 33] , in particular it is shown in [17] that u * (t) is a clearing vector if and only if we have
Equation (52) can be interpreted as follows, the termū i (t) represents what the node i owes to other nodes at time t ∈ [0, T ], whereas the second term
represents the cash inflow of the node i at time t ∈ [0, T ]. In this sense a clearing vector is a vector which represents the payment at time t of each node, so that each node pays the minimum between what it has and what it owes. In particular, combining equation (51) with equation (52), we will say that the bank i is in default if it is not able to meet all of its obligations, so that we have for the value of a bank
where we have denoted by (f (x)) + the positive part of the function f , that is
In this sense if V i (t) ≤ 0, we will say that the bank i is in default and we will set its value to 0.
In what follows, in order to ease the notation, in what follows we will define the matrix L = L i,j n×n := L − 1u(t), being 1 the n × n identity matrix and u(t) = (u 1 (t), . . . , u n (t)).
The matrixL has entry L i,j (t) off diagonal, and − n j=1 L i,j (t), which represents the total payment that the bank i owe at time t to other nodes, on the main diagonal.
Let us now assume, following [27] that liabilities between banks evolve according to the following deterministic equation
for a fixed positive growth rate µ > 0, non necessarily risk-neutral. Similarly we assume the bank i, at any time t, invests the difference between cash inflow ans cash outflow in an exogenous asset X i (t) that evolves according to the following stochastic differential equation dX i (t) = X i (t) µ i dt + σ i dW i (t) , i = 1, . . . , n .
In complete generality we assume the n Brownian motion to possibly be correlated as
Following [27] we introduce continuous (deterministic) default boundaries as follows
being R i , i = 1, . . . , n, a suitable constant 0 < R i < 1 representing the recovery rate of the bank i.
As done in [10] , let us then consider an outside financial supervisor, called lender of last resort, (LOLR), connected to any node in the financial network that aims at saving the network from default, which has complete information regarding the state of the network. In particular at any time t the LOLR can lend money to the bank i, i = 1, . . . , n, so that the controlled evolution of the bank i satisfies equation
being α i;k (t) the loan from the LOLR to the bank i after at time t ∈ [0, T ] such that α(t) ≥ 0, ∀ t ∈ [0, T ].
We thus assume that, as soon as bank k reaches the default boundary v k , then it defaults. Denoting byτ 1 = τ k the default time, any bank in the network that has survived change its asset-liability structure and a new network, which evolves according to a new system of differential equations is considered, that is
According to the notation introduced above, we this consider a general control problem of the form dX(t) = (B(t, X(t)) + α(t)) dt + Σ(t, X(t))dW (t) ,
where B and Σ are as defined in Section 2 with b i = ν i = 0. As above, we will assume the LOLR to minimize the quadratic cost whilst maximizing the distance of each bank from the respective default boundary, that is the LOLR minimize the following functional
where L and G are defined as in equation (22) . Notice that in this sense γ i gives the relative importance of the bank i in the overall network.
We can therefore apply results obtained above, in particular Theorem. 2.6 and 3.1, to obtain that the overall optimal control for the aforementioned problem. Notice that in the present case, since we require α(t) ≥ 0, the first order optimality condition reads α(t) = (−Y (t)) + = (P (t)X(t) − ϕ(t)) + , where we have denoted by (f (x)) + the positive part of the function f (x), i.e.
(f (x)) + := max{f (x), 0} .
Therefore, reasoning as above, we obtain that the optimal control is given bȳ α(t) = P (t)X(t) − ϕ(t) , if P (t)X(t) ≥ ϕ(t) ,
where P and ϕ are defined as in Theorem 3.1. When instead P (t)X(t) ≤ ϕ(t), the optimal control is given byᾱ(t) = 0. Notice also that in the present case, P would be a BSDE with linear generator, so that as done above for the case of ϕ, it is possible to give an explicit form for its solution.
