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In this paper, by using Krasnoselskii’s Fixed Point Theorem in a cone,we study the existence
of positive solutions for the second-order three-point boundary value problem
u′′(t)+ a(t)u′(t)+ λf (t, u(t)) = 0, 0 < t < 1,
u′(0) = 0, u(1) = αu(η),
where 0 < α, η < 1 and f is allowed to change sign. We also give some examples to
illustrate our results.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we are interested in the existence of positive solutions of the following three-point boundary value problem
(in the following, boundary value problem is abbreviated as BVP)
u′′(t)+ a(t)u′(t)+ λf (t, u(t)) = 0, 0 < t < 1, (1.1)
u′(0) = 0, u(1) = αu(η). (1.2)
Throughout this paper, we make the following assumptions
(H1) λ > 0, 0 < α, η < 1, a ∈ C([0, 1], (−∞, 0));
(H2) f ∈ C([0, 1] × R, R), and there existsM > 0 such that f (t, u) ≥ −M for (t, u) ∈ [0, 1] × R.
The multi-point BVP for ordinary differential equations arises in different areas of applied mathematics and physics. For
example, many problems in the theory of elastic stability can be handled by the method of multi-point problems (see [1]).
Therefore, multi-point BVP has received much attention from many authors. See [2–19].
In papers [3,4], by using the fixed point theorem, Ma and Liu proved the existence and multiplicity of positive solutions
if f is either superlinear or sublinear for the following three-point BVP
u′′(t)+ a(t)f (u(t)) = 0, 0 < t < 1, (1.3)
u(0) = 0, u(1) = αu(η), (1.4)
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where 0 < η < 1, 0 < α < 1/η, f ∈ C([0,+∞), [0,+∞)), a ∈ C([0, 1], [0,+∞)) and there exists t0 ∈ [0, 1] such
that a(t0) > 0. Afterwards, Xu obtained the existence of at least one and three solutions for the BVP (1.3) and (1.4), where
0 < α, η < 1, f ∈ C(R, R) (see [13,16]).
In papers [8–10], the authors used Krasnoselskii’s Fixed Point Theorem and Leggett–Williams Fixed Point Theorem in
cones to prove the existence of at least one to three positive solutions for the three-point BVP
u′′(t)+ a(t)u′(t)+ b(t)u(t)+ h(t)f (u(t)) = 0, 0 < t < 1,
u(0) = 0, u(1) = αu(η),
where 0 < η < 1, α is a positive constant, h, f , and b satisfy
(H3) f ∈ C([0,+∞), [0,+∞));
(H4) h ∈ C([0, 1], [0,+∞)) and there exists t0 ∈ [0, 1] such that h(t0) > 0;
(H5) a ∈ C[0, 1], b ∈ C([0, 1], (−∞, 0));
(H6) 0 < αφ(η) < 1, where φ is the unique solution of the linear BVP
φ′′(t)+ a(t)φ′(t)+ b(t)φ(t) = 0, 0 < t < 1,
φ(0) = 0, φ(1) = 1.
In this paper, we establish some simple criteria for the existence of at least one positive solution of the BVP (1.1) and (1.2)
by using Krasnoselskii’s Fixed Point Theorem in a cone.
Lemma 1.1 (Krasnoselskii’s Fixed Point Theorem (See [6])). Let E be a Banach space and K ⊂ E be a cone in E. AssumeΩ1 and
Ω2 are open subsets of E with 0 ∈ Ω1 and Ω¯1 ⊂ Ω2 and A : K ∩ (Ω¯2 \ Ω1) → K be a completely continuous operator. In
addition, suppose either
‖Au‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Au‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω2;
or
‖Au‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Au‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω2
hold. Then A has a fixed point in K ∩ (Ω¯2 \Ω1).
2. Preliminaries
Let ‖u‖ = max0≤t≤1 |u(t)| for any u ∈ C[0, 1]. It is well known that X = C[0, 1] is a Banach space with the norm ‖ · ‖.
Lemma 2.1. Assume that (H1) holds. Then for any y ∈ X, the BVP
u′′(t)+ a(t)u′(t)+ y(t) = 0, (2.1)
u′(0) = 0, u(1) = αu(η), (2.2)
has unique solution
u(t) = −
∫ t
0
(
1
p(s)
∫ s
0
p(τ )y(τ )dτ
)
ds+ 1
1− α
∫ 1
0
(
1
p(s)
∫ s
0
p(τ )y(τ )dτ
)
ds
− α
1− α
∫ η
0
(
1
p(s)
∫ s
0
p(τ )y(τ )dτ
)
ds (2.3)
where p(t) = exp
[∫ t
0 a(τ )dτ
]
.
Proof. Suppose u(t) satisfies the BVP (2.1) and (2.2). Since p(t) = exp
[∫ t
0 a(τ )dτ
]
, we have p(t) > 0 and p(0) = 1. Now,
multiply both sides of Eq. (2.1) with p(t), then
(p(t)u′(t))′ + p(t)y(t) = 0.
By the boundary condition u′(0) = 0, we have
u′(t) = − 1
p(t)
∫ t
0
p(s)y(s)ds (2.4)
and
u(t) = u(0)−
∫ t
0
(
1
p(s)
∫ s
0
p(τ )y(τ )dτ
)
ds. (2.5)
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This, together with u(1) = αu(η), implies that
u(0) = 1
1− α
∫ 1
0
(
1
p(s)
∫ s
0
p(τ )y(τ )dτ
)
ds− α
1− α
∫ η
0
(
1
p(s)
∫ s
0
p(τ )y(τ )dτ
)
ds. (2.6)
Hence, combining (2.5) and (2.6), we get (2.3). Conversely, supposing u(t) is given by (2.3), we check that (2.1) and (2.2)
hold. Thus, the proof of Lemma 2.1 is completed. 
Lemma 2.2. Assume that (H1) holds. If y ∈ X and y(t) ≥ 0 for all t ∈ [0, 1], then the solution u of the BVP (2.1) and (2.2) is in
C2[0, 1], and satisfies
min
0≤t≤1 u(t) ≥ γ ‖u‖, (2.7)
where γ = α(1−η)1−αη .
Proof. Since u is a solution of the BVP (2.1) and (2.2), we have u ∈ C2[0, 1]. Now, we divide the proof into two steps.
Step 1. We prove that u(t) ≥ 0, for any t ∈ [0, 1].
By (2.4) and y(t) ≥ 0, we have u′(t) ≤ 0 for any t ∈ [0, 1], therefore u(t) is a monotone decreasing function. If u(1) ≥ 0,
since u(t) is monotone decreasing function, it is easy to get the conclusion above.
If not, then u(1) < 0, by boundary condition u(1) = αu(η), we have u(η) < u(1) < 0, which contradicts the fact that
u(t) is a monotone decreasing function.
Hence, u(t) ≥ 0, for any t ∈ [0, 1].
Step 2. We prove that (2.7) holds.
By monotonicity, we have u(0) = maxt∈[0,1] u(t) and u(1) = mint∈[0,1] u(t). Since
u′′(t) = −a(t)u′(t)− y(t) ≤ 0, (2.8)
we get that the graph of u(t) is concave down on (0, 1). So
u(0) ≤ u(1)− u(1)− u(η)
1− η =
1− αη
α(1− η)u(1) =
1
γ
u(1).
We have u(1) ≥ γ u(0). Namely, min0≤t≤1 u(t) ≥ γ ‖u‖. Thus, the proof of Lemma 2.2 is completed. 
Remark 2.1. In view of Lemma 2.2, if α > 1 and u(1) > 0, by u(1) = αu(η), we have that u(1) > u(η), which contradicts
the monotonicity of u(t); if u(1) = 0, we get that u(t) ≡ 0 for any t ∈ [η, 1] by monotonicity. But this requires y(t) ≡ 0 for
any t ∈ [0, 1] (we can get it from (2.5)). Hence, in this paper, we assume that 0 < α < 1.
Lemma 2.3. Let (H1) hold and ω¯(t) be the solution of following BVP
u′′(t)+ a(t)u′(t)+ 1 = 0,
u′(0) = 0, u(1) = αu(η).
Then there exists S > 0 such that 0 ≤ ω¯(t) ≤ S, for any t ∈ [0, 1].
Proof. By Lemma 2.2 and its proof, we see ω¯(0) = maxt∈[0,1] ω¯(t) and ω¯(t) ≥ 0 for any t ∈ [0, 1]. By (2.6), we get
ω¯(0) = 1
1− α
∫ 1
0
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds− α
1− α
∫ η
0
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds
=
∫ η
0
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds+ 1
1− α
∫ 1
η
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds.
Hence, let
S = ω¯(0) =
∫ η
0
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds+ 1
1− α
∫ 1
η
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds.
Then 0 ≤ ω¯(t) ≤ S, for any t ∈ [0, 1]. Thus, the proof of Lemma 2.3 is completed. 
Set ω(t) = λMω¯(t), then ω(t) ≤ λMS (λ andM are from (H1), (H2)), and if u is a solution of BVP (1.1) and (1.2), then
(u(t)+ ω(t))′′ + a(t)(u(t)+ ω(t))′ = u′′(t)+ a(t)u′(t)+ λM(ω¯′′(t)+ a(t)ω¯′(t))
= −(λf (t, u(t))+ λM).
Let g(t, u) = f (t, u)+M , for any (t, u) ∈ [0, 1] × R, g(t, u) ≥ 0.
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We can get the following Lemma.
Lemma 2.4. u(t) is a positive solution of BVP (1.1) and (1.2) if and only if u˜(t) = u(t)+ ω(t) is a solution of the BVP
u˜′′(t)+ a(t)u˜′(t)+ λg(t, u˜(t)− ω(t)) = 0, 0 < t < 1, (2.9)
u˜′(0) = 0, u˜(1) = αu˜(η) (2.10)
with u˜(t) > ω(t) on (0, 1).
3. Main results
Theorem 3.1. Let (H1), (H2) hold, and the function f (t, u) satisfies
lim
u→+∞ inft∈[η,1]
f (t, u)
u
= +∞. (3.1)
Then there exists a constant λ∗ > 0, such that the BVP (1.1) and (1.2) has at least one positive solution for any λ ∈ (0, λ∗).
Proof. By Lemma 2.1, it is easy to see that the BVP (2.9) and (2.10) has a positive solution u˜ = u˜(t) if and only if u˜ is a
positive solution of the operator equation u(t) = Au(t), where
Au(t) = −λ
∫ t
0
(
1
p(s)
∫ s
0
p(τ )g(τ , u(τ )− ω(τ))dτ
)
ds+ λ
1− α
∫ 1
0
(
1
p(s)
∫ s
0
p(τ )g(τ , u(τ )− ω(τ))dτ
)
ds
− αλ
1− α
∫ η
0
(
1
p(s)
∫ s
0
p(τ )g(τ , u(τ )− ω(τ))dτ
)
ds. (3.2)
Let
K =
{
u|u ∈ X, u ≥ 0, min
0≤t≤1 u(t) ≥ γ ‖u‖
}
.
It is obvious that K is a cone in X . Moreover, by Lemma 2.2, AK ⊂ K . By using Ascoli–Arzela Theorem, it is also easy to
check that A : K → K is completely continuous. Now, we show that A satisfies the conditions of Lemma 1.1.
Firstly, set
g˜(r1) = sup
0≤t≤1,0≤u≤r1
g(t, u),
where r1 > 0. By (3.1), we get
lim
r1→+∞
r1
g˜(r1)
= 0.
Then there exists a constant R1 > 0, such that
R1
g˜(R1)
= max
r1>0
{
r1
g˜(r1)
}
. (3.3)
Denote G = g˜(R1). Let
λ∗ = min
{
γ R1
MS
,
(1− α)R1
GS
}
(3.4)
andΩ1 = {u ∈ X : ‖u‖ < R1}, for any λ < λ∗ and u ∈ K ∩ ∂Ω1, by (3.4), we get
R1 ≥ u(s)− ω(s) ≥ γ R1 − λMS > γ R1 − λ∗MS ≥ 0 (3.5)
and
g(s, u(s)− ω(s)) ≤ g˜(R1) = G, for any s ∈ [0, 1].
Therefore, by (3.2), we have
Au(t) ≤ λ
1− α
∫ 1
0
(
1
p(s)
∫ s
0
p(τ )g(τ , u(τ )− ω(τ))dτ
)
ds
≤ λG
1− α
∫ 1
0
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds
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≤ λ
∗G
1− α
(∫ η
0
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds+ 1
1− α
∫ 1
η
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds
)
= λ
∗GS
1− α ≤ R1
which implies
‖Au‖ ≤ ‖u‖, for any u ∈ K ∩ ∂Ω1. (3.6)
On the other hand, by (3.1), we have
lim
u→+∞ inft∈[η,1]
g(t, u)
u
= lim
u→+∞ inft∈[η,1]
f (t, u)+M
u
= +∞.
Hence there is R2 = nR1 (n > 1 is a integer constant) such that
g(t, u) ≥ ξu, for any t ∈ [η, 1], u ≥ γ (n− 1)
n
R2,
where ξ > 0 satisfies
αγλξ(n− 1)
n(1− α)
∫ 1
η
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds ≥ 1. (3.7)
LetΩ2 = {u ∈ X : ‖u‖ < R2}, for any u ∈ K ∩ ∂Ω2, we have
u(s)− ω(s) ≥ γ R2 − λ∗MS ≥ γ R2 − γ R1 = γ (n− 1)n R2
and
g(τ , u(τ )− ω(τ)) ≥ ξ(u(τ )− ω(τ)) ≥ γ ξ(n− 1)
n
R2, for any s ∈ [0, 1].
By (3.2) and (3.7), we get
Au(1) = −λ
∫ 1
0
(
1
p(s)
∫ s
0
p(τ )g(τ , u(τ )− ω(τ))dτ
)
ds+ λ
1− α
∫ 1
0
(
1
p(s)
∫ s
0
p(τ )g(τ , u(τ )− ω(τ))dτ
)
ds
− αλ
1− α
∫ η
0
(
1
p(s)
∫ s
0
p(τ )g(τ , u(τ )− ω(τ))dτ
)
ds
= αλ
1− α
∫ 1
0
(
1
p(s)
∫ s
0
p(τ )g(τ , u(τ )− ω(τ))dτ
)
ds− αλ
1− α
∫ η
0
(
1
p(s)
∫ s
0
p(τ )g(τ , u(τ )− ω(τ))dτ
)
ds.
So
Au(1) = αλ
1− α
∫ 1
η
(
1
p(s)
∫ s
0
p(τ )g(τ , u(τ )− ω(τ))dτ
)
ds (3.8)
and
Au(1) ≥ αγλξ(n− 1)R2
n(1− α)
∫ 1
η
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds ≥ R2 = ‖u‖.
Namely
‖Au‖ ≥ ‖u‖, for any u ∈ K ∩ ∂Ω2. (3.9)
Hence, by (3.6), (3.9) and Lemma 1.1, it follows that A has a fixed point in K ∩ (Ω¯2 \Ω1), such that R1 ≤ ‖u˜‖ ≤ R2. By (3.5),
we get that u˜(t) > ω(t), therefore u˜(t) is a positive solution of BVP (1.1) and (1.2).
Thus, we have completed the proof of Theorem 3.1. 
Theorem 3.2. Suppose (H1), (H2) hold, and the function f (t, u) satisfies
lim
u→+∞ inft∈[η,1] f (t, u) = +∞ and limu→+∞ supt∈[0,1]
f (t, u)
u
= 0. (3.10)
Then there exists a constant λ∗ > 0, such that the BVP (1.1) and (1.2) has at least one positive solution for any λ ∈ [λ∗,+∞).
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Proof. We can show that A : K → K is a completely continuous operator by analogy with the proof of Theorem 3.1.
Now, we verify that A satisfies the conditions of Lemma 1.1.
Let
ζ = 2MS(1− α)
αγ
(∫ 1
η
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds
)−1
. (3.11)
By the first limit of (3.10), we have
lim
u→+∞ inft∈[η,1] g(t, u) = limu→+∞ inft∈[η,1](f (t, u)+M) = +∞.
Then there exists N > 0 such that
g(t, u) ≥ ζ , for any t ∈ [η, 1], u ≥ N.
Let λ∗ = NMS and R1 = 2λMSγ , then for any λ ≥ λ∗, u ∈ K and ‖u‖ = R1, we get
u(s)− ω(s) ≥ γ R1 − λMS = λMS ≥ λ∗MS ≥ N (3.12)
and g(τ , u(τ )− ω(τ)) ≥ ζ .
By (3.8) and (3.11), we have
Au(1) = αλ
1− α
∫ 1
η
(
1
p(s)
∫ s
0
p(τ )g(τ , u(τ )− ω(τ))dτ
)
ds
≥ αλζ
1− α
∫ 1
η
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds
= 2λMS
γ
= R1 = ‖u‖. (3.13)
Let
Ω1 = {u ∈ X |‖u‖ < R1},
then (3.13) implies that
‖Au‖ ≥ ‖u‖, for any u ∈ K ∩ ∂Ω1. (3.14)
On the other hand, by the second limit of (3.10), we have
lim
u→+∞ supt∈[0,1]
g(t, u)
u
= lim
u→+∞ supt∈[0,1]
f (t, u)+M
u
= 0.
Hence for any ε > 0 and
ελ
1− α
∫ 1
0
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds ≤ 1, (3.15)
there exists R˜2 > R1 such that
g(t, u) ≤ εu, for any t ∈ [0, 1], u ≥ R˜2.
Since g(t, u) is the nonnegative continuous function, there is a σ > 0 such that
0 ≤ g(t, u) ≤ εσ , for any t ∈ [0, 1],N ≤ u ≤ R˜2.
Let R2 = max{R˜2, σ } andΩ2 = {u ∈ X : ‖u‖ < R2}, for any u ∈ K ∩ ∂Ω2 implies N ≤ u(s)− ω(s) ≤ R2 and g(t, u) ≤ εR2.
By (3.2) and (3.15), we have
Au(t) ≤ λ
1− α
∫ 1
0
(
1
p(s)
∫ s
0
p(τ )g(τ , u(τ )− ω(τ))dτ
)
ds
≤ R2ελ
1− α
∫ 1
0
(
1
p(s)
∫ s
0
p(τ )dτ
)
ds ≤ R2,
which implies
‖Au‖ ≤ ‖u‖, for any u ∈ K ∩ ∂Ω2. (3.16)
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Hence, by (3.14), (3.16) and Lemma 1.1, it follows that A has a fixed point in K ∩ (Ω¯2 \ Ω1), such that R1 ≤ ‖u˜‖ ≤ R2. By
(3.12), we get that u˜(t) > ω(t), therefore u˜(t) is a positive solution of BVP (1.1) and (1.2).
Thus, we have completed the proof of Theorem 3.2. 
Remark 3.1. Both Theorems 3.1 and 3.2 are still correct if a(t) ≡ 0, for any t ∈ [0, 1]. In paper [6], the discussion belongs
to this kind of situation.
Remark 3.2. It is very essential that f is bounded from below in both Theorems 3.1 and 3.2, because we establish that
g(t, u) = f (t, u) + M ≥ 0 under this hypothesis, and then draw the conclusion of Lemma 2.4. After using Krasnoselskii’s
Fixed Point Theorem, we obtain the two main results.
4. Some examples
In order to illustrate our results, we consider two examples.
Example 4.1. Consider the BVP
u′′ − u′ + λ(u2 − 10et) = 0, t ∈ [0, 1], (4.1)
u′(0) = 0, u(1) = 2
3
u
(
1
2
)
. (4.2)
Set α = 2/3, η = 1/2, a(t) = −1, f (t, u) = u2 − 10et . LetM = 10e, then f (t, u) ≥ −10e for any t ∈ [0, 1], and
lim
u→+∞ inft∈[η,1]
f (t, u)
u
= +∞,
thus the conditions of Theorem 3.1 hold. Again γ = 1/2,
S =
∫ 1/2
0
es
(∫ s
0
e−τdτ
)
ds+ 1
1− α
∫ 1
1/2
es
(∫ s
0
e−τdτ
)
ds = 3e− 2e1/2 − 3,
let R1 = (10e− 10)1/2, then (3.3) holds and G = g˜(R1) = 20(e− 1).
Hence, by Theorem 3.1, BVP (4.1) and (4.2) has at least one positive solution u˜(t) such that ‖u˜‖ ≥ (10e− 10)1/2, for any
λ < λ∗ = (10e− 10)
1/2
60(e− 1)(3e− 2e1/2 − 3) .
Example 4.2. Consider the BVP
u′′ − u′ + λ(u2/3 − 10tcos u) = 0, t ∈ [0, 1], (4.3)
u′(0) = 0, u(1) = 2
3
u
(
1
2
)
. (4.4)
Set α = 2/3, η = 1/2, a(t) = −1, f (t, u) = u2/3 − 10t cos u. LetM = 10, then f (t, u) ≥ −10 for any t ∈ [0, 1], and
lim
u→+∞ inft∈[η,1] f (t, u) = +∞ and limu→+∞ supt∈[0,1]
f (t, u)
u
= 0,
thus the conditions of Theorem 3.2 hold. Let
γ = 1/2, S = 3e− 2e1/2 − 3,
ζ = 2MS(1− α)
αγ
(∫ 1
1/2
es
(∫ s
0
e−τdτ
)
ds
)−1
= 20(3e− 2e
1/2 − 3)
e− e1/2 − 1/2
for any N ≥ (ζ )1/2, then g(t, u) ≥ ζ .
Hence, by Theorem 3.2, BVP (4.3) and (4.4) has at least one positive solution u˜(t) such that
‖u˜‖ ≥ 2λMS
γ
= 40λ(3e− 2e1/2 − 3),
for any λ ≥ λ∗ = NMS =
√
5
5
(
(3e− 2e1/2 − 3)(e− e1/2 − 1/2))−1/2.
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