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In t roduc t ion  
The purpose of t h i s  r e p o r t  is t o  p re sen t  t h e  r e s u l t s  of  a compari- 
r 11 
son by s imula t ion  of t h e  performances of t h e  Fano s e q u e n t i a l  decoding 
[ 21 a lgor i thm and an  a l t e r n a t i v e  a lgor i thm r e c e n t l y  proposed by J e l i n e k  . 
I n  s e c t i o n  I we g ive  a  d e s c r i p t i o n  of t h e  J e l i n e k  a lgor i thm ( t h e  r e a d e r ' s  
f a m i l i a r i t y  wi th  t h e  Fano a lgor i thm,  i n  t h e  form of F igure  1, is  assumed), 
and compare some search  p r o p e r t i e s  of t h e  two a lgor i thms.  I n  s e c t i o n  I1 
t h e  s imu la t ion  r e s u l t s  a r e  presented  and d iscussed .  Some d e t a i l s  of t h e  
J e l i n e k  decoder program a r e  g iven  i n  an  appendix. 
I. The J e l i n e k  Algorithm 
We w i l l  r e s t r i c t  cons ide ra t ion  t o  b inary  convolu t iona l  codes of r a t e  
1 / N  (a l though J e l i n e k  g ives  a s imple ex tens ion  of t h e  a lgor i thm t o  a r b i -  
t r a r y  r a t e s )  and t o  t r ansmi t t ed  frames of f i n i t e  length  L .  The rece ived  
sequence, t oge the r  with t h e  code t r e e ,  g ives  r i s e  t o  a va lue  t r e e  i n  which 
each node s i s  assigned a  va lue  V(s) determined by comparing t h e  code sym- 
b o l s  a long t h e  pa th  s p e c i f i e d  by node s with t h e  corresponding segment 
of t h e  r ece ived  sequence. The va lues  have t h e  form 
V(s> = C 1 , 1  C ( l og  ---------- - B) 
i=1 j=1 f ( r i  (j 1) 
where d ( s )  i s  t h e  l eng th  of t h e  pa th  l ead ing  t o  node s and t h e  f i r s t  sum is  
over a l l  branches i n  t h a t  pa th ,  x. ( j )  is  t h e  j t h  symbol on t h e  i t h  branch of 
1 
t h e  path i n  t h e  code tree spec i f i ed  by s, r. ( j )  is t h e  corresponding symbol 
1 
i n  t h e  received sequence, f(*) is t h e  nominal received symbol p robab i l i ty  
function,  and B is  a b i a s  chosen such t h a t ,  on t h e  average, node values 
along t h e  cor rec t  path tend t o  increase  with depth i n t o  t h e  t r e e ,  while node 
values along incor rec t  pa ths  tend t o  decrease sharply.  Thus t h e  decoding 
s t r a t e g y  is t o  look f o r  a path whose values a r e  increasing.  
The decoder cons i s t s  of a "stacku o r  ordered list of nodes, appearing 
i n  decreasing order of l ike l ihood values.  Thus t h e  top  node, o r  first node, 
is t h e  node with g r e a t e s t  l ike l ihood among t h e  nodes i n  t h e  s tack.  The s t ack  
is i n i t i a l l y  loaded with only t h e  o r i g i n  node, whose value is taken t o  be 
zero,  and is  processed according t o  the  following r u l e s :  
(1 )  Compute t h e  l ike l ihood values of t h e  two successors of t h e  top 
node and add them t o  t h e  s tack i n  t h e  places determined by t h e i r  
l ike l ihoods .  
I 
(2 )  Delete t h e  nore whose successors were j u s t  added. 
( 3 )  I f  t h e  new top node is  i n  t h e  l a s t  l e v e l  of t h e  t r e e ,  s top .  
Otherwise, go t o  ( 1 ) .  
The path se lec ted  by t h e  decoder is  t h e  path spec i f i ed  by t h e  node which 
is  a t  t h e  top  of t h e  s t ack  when t h e  algorithm h a l t s .  Taking a computation 
t o  be an execution of s t e p  (11, t h e  number of computations required  t o  decode 
a frame is  one Less than t h e  s i z e  of the  s t ack  when t h e  decoder h a l t s .  
It is c l e a r  t h a t  i f  we i n s i s t  on exact  ordering among t h e  nodes i n  t h e  
s t ack ,  execution of s t e p  (1 )  can be q u i t e  time-consuming, s ince  f o r  each successor 
t o  be inse r t ed ,  the  decoder must scan through t h e  s t ack  u n t i l  it encounters a 
node whose value does not exceed t h a t  of t h e  node t o  be inse r t ed .  When t h e  
s tack s i z e  is l a r g e ,  t h i s  may requ i re  a g r e a t  d e a l  of searching and t e s t i n g .  
To avoid t h i s  d i f f icul - ty ,  Je l inek  suggests  an inexact  ordering of node l i k e l i -  
hoods. For some number H > 0, which w e  c a l l  t h e  "bin spacing", a node s 
is assigned t o  b i n  k i f  
Thus a node can be assigned t o  a b in  on t h e  b a s i s  of i ts  own l ike l ihood a lone,  
without comparing it t o  o ther  node l ike l ihoods .  The algorithm is then modified 
a s  fol lows:  
( 1 )  Selec t  any node from t h e  h ighes t  non-vacant b in ,  compute t h e  
l ike l ihoods  of i ts  successors,  and i n s e r t  them i n  t h e  appropr ia te  
b ins .  
(2)  Delete t h e  node whose successors were j u s t  added. 
(3 )  If any node i n  t h e  h ighes t  non-vacant b in  is i n  t h e  l a s t  l e v e l  of 
t h e  t r e e ,  s top.  Otherwise, go t o  (1 ) .  
We now descr ibe  t h e  path se lec ted  by t h e  Je l inek algorithm and by t h e  modified 
version j u s t  mentioned. Let S be a node i n  l e v e l  d of t h e  value t r e e ,  and d 
l e t  Sd, Sd+l' " sSL-l' S  L be t h e  nodes along some path from S t o  t h e  end of d 
t h e  tree. Define t h e  minimum l ikel ihood of t h i s  path t o  be min V(S.1 
d<j<L ' 
- - 
It can be shown t h a t  t h e  path se lec ted  by t h e  Je l inek  algorithm c o n s i s t s  of 
nodes S 0 ,~1) ..., S which s a t i s f y  t h e  following condit ions:  L 
( 1 )  So is  t h e  o r i g i n  node; 
( 2 )  For i = O , l ,  ..., L-1,  t h e  branch leading from S. 
1 to 'i+l is t h e  f irst  
branch of t h a t  path emanating from S which has g r e a t e s t  minimum i 
l ikel ihood.  
For good codes, and i n  t h e  absence of severe b u r s t s  of channel noise ,  only 
one path,  namely t h e  cor rec t  one, w i l l  s a t i s f y  these  condit ions.  I n  t h e  
unl ikely  event t h a t  more than one path s a t i s f i e s  these  condit ions,  which of 
t h e  paths is se lec ted  depends on how t i e s  a r e  resolved i n  s t e p  (1 )  of t h e  
algorithm. 
For t h e  modified version,  we replace  each exact  node value V(s) by 
i ts  approximation kH, where k ~ < ~ ( s ) < ( k + l ) ~ .  - The path chosen i s  a path 
through t h e  approximate value t r e e  s a t i s f y i n g  t h e  same condit ions a s  before .  
Massey and SainC3' have s i m i l a r l y  character ized t h e  path chosen by t h e  
Fano algorithm. L e t  A be t h e  threshold increment. If i n  t h e  value t r e e  we 
replace  node values V(s) by thresholds  kA, where kA<V(s)<(k+l)A, t h e  path 
- 
chosen is again one which s a t i s f i e s  condit ions (1)  and (2 ) .  
It is c l e a r  from these  descr ip t ions  t h a t  if H = A ,  then t h e  modified 
Je l inek  algorithm and t h e  Fano algorithm select t h e  same path,  except per- 
haps i n  t h e  cases when more than one path s a t i s f i e s  our condit ions.  Moreover, 
w e  may choose H=A s u f f i c i e n t l y  small  t h a t  kH<V(s )<(k+l)H and kH<V(s ) < ( k + l ) ~  
- 1 - 2 
if  and only if  V(sl) = V(s2). For these  choices of t h e  parameters, a l l  
t h r e e  algorithms w i l l  s e l e c t  t h e  same path,  again excepting t h e  occurrences 
of mul t ip le  paths s a t i s f y i n g  condit ions ( 1 )  and (2 ) .  
More genera l ly ,  we can descr ibe  t h e  sets of nodes which a r e  examined 
-1, '. .*. I. t$ 
during decoding. Let So , S1 ,..., SL be t h e  nodes i n  t h e  path u l t ima te ly  
se lec ted  by t h e  Je l inek  algorithm, and f o r  O<b<L def ine  
- 
-9. -1. 
., Q; = min V(Sk) 
b<k<L 
- - 
Let S be any node i n  l e v e l  d of t h e  t r e e  not on t h e  chosen path,  and l e t  d 
-9. .. 
Sb be t h e  deepest node shared by t h e  cor rec t  path and t h e  path t o  S d ' 
.*. .L ,. .. t'i 
Then t h e  path t o  Sd is  S o ,sl 9 -  .'sb ,Sb+l,...,Sd. We may then s t a t e  
$ 
t h e  following f a c t s :  S reaches t h e  top  of t h e  s t ack  i f  V(Sk)>Qb d f o r  a l l  
k=b+l, .  . . ,d;  S does not  reach t h e  top of t h e  s t ack  i f  f o r  some k ,  b+l<k<d, a - -- 
.% .. .*. ,. 
V(Sk)<Qb . The remaining p o s s i b i l i t y ,  namely V(Sk)~Qb , k=b+l,  ..., d,  with 
equal i ty  f o r  a t  l e a s t  one k ,  depends upon t h e  method of resolving of t ies i n  
* 
t h e  s tack.  For t h e  modified Je l inek algorithm, de f ine  f o r  any node s ,  V ( s ) = k ~ ,  
I'c 5': 
where k~<V(s)<(k+l)H.  - L e t  SO ,..., SL be t h e  path u l t ima te ly  se lec ted  and 
l e t  
:k . $3 
Then f o r  any node specifying t h e  path So , . . . ,$ S d b b+l ' " 'y  S reaches 
4 " $ 
d' d 
t h e  top of t h e  s t ack  if V(Sk)>Qb f o r  a l l  k=b+l, ..., d ,  and does not i f  
2k -1.  I*. 
f o r  some such k. When we replace  H by A and l e t  SO , . . . ,S " be t h e  L 
path se lec ted  by t h e  Fano algorithm, t h e  corresponding statement is: The 
n " * 
decoder is posit ioned a t  S a t  l e a s t  once i f  v ( S ~ ) > Q ~  f o r  a l l  k=b+l,  . . . ,d, d 
n A s't 
and is never posi t ioned a t  S i f  f o r  some k,  v ( S ~ ) < Q ~  . 
'd 
A n 
Therefore, i f  w e  s e l e c t  H=A s u f f i c i e n t l y  small  t h a t  V(s )=V(s ) <=> V(s )=v(s ), 1 2 1 2 
t h e  s e t s  of nodes examined by t h e  th ree  algorithms coincide,  except f o r  t h e  
e f f e c t  of t i e s  among node values.  ( ~ h e s e  a r e  not optimum choices f o r  H and 
A ;  empirical  determination of the  optimum values is discussed iri sec t ion  11.) 
For l a r g e r  values of H and A ,  t h e  sets of nodes examined s t i l l  coincide except 
h 
f o r  t ies among t h e  adjus ted  node values V(s). O f  course,  such t i e s  become 
more numerous as H and A increase .  For values i n  t h e  range of i n t e r e s t ,  however, 
t h e  regions of t h e  t r e e  which a r e  searched by t h e  t h r e e  algorithms coincide 
almost exact ly  i n  nearly a l l  cases .  Note t h a t  s ince  t h e  Fano decoder may move 
t o  a node severa l  times, while a node can reach t h e  top  of t h e  Je l inek sta* 
only once, t h e  Fano decoder w i l l  usual ly  perform many more conputations than 
t h e  Je l inek  decoder, even though t h e  number of d i s t i n c t  nodes involved i n  
these  operat ions a r e  almost equal.  
11. Results  
Both vers ions  of J e l i n e k ' s  algorithm were programmed f o r  t h e  UNIVAC 1107 
computer a t  t h e  University of Notre Dame Computing Center. These programs 
were used i n  conjunction with e x i s t i n g  programs f o r  t h e  Fano decoder and f o r  
s imulat ing channel disturbances t o  study t h e  performance of t h e  var ious  de- 
coding systems. I n  t h i s  sec t ion ,  w e  review t h e  r e s u l t s  of t h i s  s tudy.  
1 A l l  t h e  r e s u l t s  t o  be presented were obtained with a rate - non-syste- 2 
[41 matic convolutional code of memory 35 constructed by Coste l lo  . This code 
has a number of important and use fu l  p roper t i e s ,  one of which is la rge  free 
d i s t ance ,  which makes it well-suited t o  sequent ia l  decoding. I n  a l l  t h e  
frames run t o  da te ,  no decoding e r r o r  has been made with t h i s  code. The 
generator  polynomials ( i n  o c t a l  form) a r e :  
Runs were made on t h e  binary symetric channel a t  t h r e e  noise l e v e l s  and on 
t h e  binary-input Gaussian noise  channel with e ight - level  output quant iza t ion 
( see  Figure 2). For a d i s c r e t e  memoryless channel with K inputs  and J outputs ,  
def ine  
and 
The computation a sequen t i a l  decoder must perform t o  decode an information 
d i g i t  (assuming i n f i n i t e  frame length)  is a random var iab le ,  and R is  t h e  P 
r a t e  above which t h e  p th  moment of t h i s  random var iab le  f a i l s  t o  e x i s t .  
When p = l  t h e  symbol R is  customary. Some parameters of i n t e r e s t  f o r  
comp 
t h e  channels used a r e  given below i n  Table 1. I n  t h i s  t a b l e ,  P is  t h e  
1 
so lu t ion  of R = R = - 
P 2 ' 
Channel 
BSC. = .033 
BSC. = ,045 
BSC. = .057 
Gaussian 
Table 1 
R 
comp 
Branch values a r e  computed by adding t h e  values f o r  t h e  two d i g i t s  
.. 
on t h e  branch. The d i g i t  values a r e  determined by comparing t h e  code symbols 
with t h e  corresponding received symbol. The d i g i t  values used a r e  l i s t e d  
i n  Table 2. These values correspond t o  t h e  terms log  P r i r  XI -L + B i n  equation ( l ) ,  f(r) 
rounded t o  i n t e g e r  va lues .  
Table 2. 
Binary Symmetric Channel 
Gaussian Channel 
It was assumed throughout t h a t  t h e  a l l - ze ro  sequence was t ransmit ted .  
This assumption e n t a i l s  no l o s s  of genera l i ty ,  but  it o f f e r s  t h e  decoders 
an u n f a i r  advantage i f  t h e  0 branch is preferred  i n  case of t i e s .  There- 
fo re ,  both decoders were biased t o  choose t h e  1 branch i n  case of t i e s .  
Thus decoding is a c t u a l l y  somewhat more d i f f i c u l t  than we would expect f o r  
a random information sequence. ' 
Computation T i m e  f o r  the  Je l inek  Algorithm, A s  pointed out  i n  sec t ion  I , 
t h e  necess i ty  f o r  a s t ack  search a f t e r  each extension renders t h e  Je l inek  
computation time unacceptable, e spec ia l ly  s ince  t h e  t i m e  increases  f a s t e r  
than l i n e a r l y  with t h e  number of computations. Figure 3 e x h i b i t s  the  behavior 
of computing time with number of computations. Each point  on t h e  graph re- 
presents  t h e  average time and computation f o r  severa l  frames whose computa- 
t i o n  counts f a l l  i n  a spec i f i ed  range. The points  a r e  l abe l l ed  with t h e  
number of frames included i n  t h e  average. These d a t a  were taken on t h e  
BSC with p = .045. 
Optimum Bin Spacing and Threshold Increment. Extensive work with t h e  Fano 
-1. 
decoder" has indicated  t h a t  t h e  bes t  choice f o r  A on t h e  BSC i s  a value equal 
t o  t h e  magnitude of t h e  branch value f o r  a branch having a s i n g l e  discrepancy 
1 f o r  R = - binary codes. This is i n  agreement with an i n t u i t i v e  f e e l i n g  t h a t  2 
t h e  decoder should be allowed t o  skipquickly  over s i n g l e  e r r o r s  and underl 
take  extensive searches only i n  regions of severe noise ,  Single-error  branches 
have values -16, -14, and -31 on t h e  t h r e e  BSC's, and t h e  decoder program 
requi%, A t o  be a power of 2 ,  s o  A of 16,  16 and 32 respec t ive ly ,  was used 
* This work is beyond t h e  scope of t h e  present  r e p o r t ,  but  some r e s u l t s  
a r e  given by Coste l lo  C41, 
- 
in the runs of the BSC. For the Gaussian channel, "single errors" are not 
well-defined, but since digit metrics are roughly double those used on the 
first two BSC's, A = 32. 
In an effort to determine empirically the optimum bin spacing for the 
modified Jelinek algorithm, runs were made with H = 4 ,8,16, and 32 on the BSC 
with p = .033 and p = .045. (The Jelinek decoder requires H to be a power 
of 2 and to be at least as large as the value of a branch which agrees with 
the received sequence in both digits. See Appendix for details,) Table 3 
gives average values of the number of computations in 100-frame samples at 
two noise levels. Figure 4 shows the distribution of computation for 
H = 4,8, and 16 at p = ,045. In Figure 5 the distribution of computation is 
plotted for H = 8,16, and 32 on the Gaussian channel. On the basis of these 
results we conclude that H = 4 is the optimum choice for the first two BSCts 
and H = 8 for the third BSC and the Guassian channel. These values are 
used in the remaining runs. 
Table 3 
Dis t r ibu t ion  of Computation f o r  t h e  Modified Je l inek  Algorithm. I t  is  
a well-documented property of sequent ia l  decoding systems t h a t  t h e  compu- 
t a t i o n  C required  t o  decode a d i g i t  is  a random var iab le  whose d i s t r i b u t i o n  
(asymptotical ly)  has t h e  form - 
where p is t h e  so lu t ion  of R = R = Eo(p)/p. I n  Figures 6 (BSC) and 7 P 
( ~ a u s s i a n )  are p l o t t e d  t h e  observed d i s t r i b u t i o n s  of t h e  average computa- 
t i o n  per  d i g i t ,  t h a t  is, t h e  t o t a l  computation done i n  decoding a frame 
divided by t h e  frame length.  The d i s t r i b u t i o n  of t h i s  random var iab le  C 
d i f f e r s  from t h a t  of C ,  but  it can be shown t h a t  t h e  t a i l  of t h e  d i s t r i -  
butions have t h e  same form. Since Figures 6 and 7 a r e  p lo t t ed  on log-log 
s c a l e ,  t h e  curves w i l l  tend asymptotically t o  s t r a i g h t  l i n e s  whose s lopes  
a r e  t h e  negatives of t h e  values of p given i n  Table 1. These asymptotes 
a r e  displayed a s  dashed l i n e s  i n  Figures 6 and 7.  
Comparison of Je l inek  and Fano Algorithms. We w i l l  def ine  a compu- 
t a t i o n  f o r  t h e  Fano alsori thm t o  be an en t ry  of e i t h e r  of t h e  "Look Forward" 
boxes of Figure 1, and a Je l inek conlputation t o  be an execution of s t e p  (1) 
of t h e  algorithm. A s  we remarked i n  s e c t i o n  I ,  t h e  Fano decoder always 
requires  more computation t o  decode a frame than does t h e  Je l inek  decoder, 
s o  on t h a t  b a s i s  alone,  t h e  Je l inek decoder is  super ior .  However, Je l inek 
computations a r e  inherent ly  more complicated than Fano computations, s ince  
with each node examined, t h e  decoder must s t o r e  enough information t o  de- 
termine t h e  path back t o  t h e  o r ig in  and t o  resume searching forward from 
t h a t  node if necessary. The Fano algorithm on t h e  o ther  hand, s ince  it 
only moves from a node t o  an adjacent  node, can e a s i l y  maintain t h i s  
information a s  it proceeds through t h e  t r e e .  The question is ,  the re fo re ,  
whether t h e  add i t iona l  complexity of t h e  Je l inek  computation i s  o f f s e t  
by t h e  smaller  number of computations required f o r  decoding. 
An added complication precludes a simple answer t o  t h i s  quest ion.  
The number of "forward looks" t h e  Fano decoder must perform grows faster 
than l i n e a r l y  with t h e  number of nodes examined; t h a t  is, t h e  r a t i o  of 
Fano computations t o  Je l inek  computations is  not  constant  but  grows a s  t h e  
number of Je l inek  computation is increased,  because of t h e  e f f e c t  of re- 
peated searches by t h e  Fano decoder. It is the re fo re  possible t h a t ,  f o r  
r e l a t i v e l y  qu ie t  frames, t h e  Fano decoder is super io r ,  while f o r  n o i s i e r  
frames t h e  Je l inek  decoder is super ior .  This is ,  i n  f a c t ,  t h e  behavior 
which was observed i n  t h e  simulations. 
We choose a s  a measure of decoding e f f o r t ,  t h e  time t o  decode a 
frame. Since t h e  time required is roughly propotional  t o  t h e  number of 
computations, t h e  d i s t r i b u t i o n  of computing time has t h e  same shape a s  t h e  
d i s t r i b u t i o n  of computation. The behavior observed i n  the  simulat ion is 
p lo t t ed  i n  Figures 8 (Bsc) and 9 (Gaussian). 
The reader i s -cau t ioned  agains t  a t t r i b u t i n g  too  much s ign i f i cance  
t o  t h e  pos i t ion  of t h e  crossover point  i n  Figures 8 and 9 ,  s ince  it depends 
s t rongly  on t h e  r e l a t i v e  complexity of t h e  two kinds of computations, and 
may be a l t e r e d  by di f ferences  i n  ava i l ab le  hardware o r  programming technique 
What can be s a f e l y  concluded is t h a t  t h e  Je l inek  decoder is a t  l e a s t  competi- 
t i v e  with t h e  Fano decoder, and i s  f a s t e r ,  except on f a i r l y  q u i e t  frames. 
The n o i s i e r  t h e  channel, t h e  l e s s  l i k e l y  a r e  q u i e t  frames, and hence t h e  
Je l inek  decoder is  more l i k e l y  t o  be t h e  f a s t e r  of t h e  two. 
We can substant ia te  these observations i n  an a l t e rna t ive  manner. 
Any p rac t i ca l  sequential  decoder must be time-limited; t h a t  is ,  a re-  
s t r i c t i o n  must be put on t h e  amount of time it may spend decoding a frame. 
If a t  the  end of t h a t  time the  decoder has not completed i ts  search, the  
frame is considered an erasure. In general, t he  minimum amount of time 
t h a t  may be allowed depends on the  eras ive probabil i ty t he  user is  wil l ing 
t o  t o l e r a t e .  For a given erasure probabi l i ty ,  t he  average time required 
t o  decode a frame (including erased frames) can be determined from the  
d i s t r ibu t ion  of computing time. These averages, a s  functions of erasive 
probabi1ity;are plot ted i n  Figures 10A, 10B, and 10C f o r  the  th ree  BSCts, 
We can conclude, f o r  example, t h a t  i f  an erasive probabil i ty of 0.1 is 
required on the  BSC with p = .045 (R = Rcomp), then t he  Jel inek decoder is,  
on the  average, about 25% f a s t e r  than the  Fano, and t h i s  advantage increases 
a s  we decrease the  allowable erasive probabil i ty.  In  f a c t ,  t o  operate i n  
the  range where the  Fano decoder is f a s t e r ,  we would have t o  s e t t l e  f o r  a 
50% erasive r a t e !  Thus, i n  the  v i c in i t y  R = R t he  Jel inek algorithm 
comp ' 
of fe r s  considerable p rac t i ca l  advantage. Note, however, t h a t  f o r  the  low 
noise case p = .033 (R = .9Rcomp), t he  advantage goes t o  t he  Fano algorithm. 
I n  general ,  the  no is ie r  t he  channel, t h e  more favorably does t he  Jelinek 
algorithm perform r e l a t i v e  t o  t h e  Fano algorithm. 
Summarv 
The r e s u l t s  repor ted  here i n d i c a t e  t h a t  t h e  unmodified Je l inek  
algorithm is of no p r a c t i c a l  value;  however, it is  of i n t e r e s t  theore t i -  
c a l l y  because of t h e  i n s i g h t  it provides i n t o  t h e  na tu re  of sequen t i a l  
decoding, and because of i ts  conceptual s impl ic i ty .  When modified t o  
avoid exact  node order ing ,  t h e  Je l inek  algorithm is p r a c t i c a b l e ,  having 
approximately t h e  same computational complexity a s  t h e  usua l  Fano algo- 
rithm. Which of t h e  two algorithms is  f a s t e r  depends s t rong ly  on t h e  
noise  l e v e l  of the  channel, t h e  Je l inek  decoder being b e t t e r  on n o i s i e r  
channels,  Fano b e t t e r  on q u i e t  channels.  
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Appendix 
We now desc r ibe  i n  some d e t a i l  t h e  ope ra t ion  of t h e  modified J e l i n e k  
decoder as we have programmed it on t h e  UMIVAC 1107, i n  t h e  hope t h a t  our  
techniques may be of use  t o  o the r  i n v e s t i g a t o r s .  
I n  o rde r  t o  extend from a node, t h r e e  i tems must be known: t h e  va lue  
of t h e  node, i t s  depth i n t o  t h e  t r e e ,  and t h e  encoder s t a t e  a t  t h e  node. 
The encoder s t a t e  is  necessary  t o  produce t h e  code symbols on t h e  branches 
emanating from t h e  node; t h e  depth is needed t o  compare t h e  code symbols 
wi th  t h e  proper  span of symbols i n  t h e  rece ived  sequence; and t h e  branch 
va lues  a r i s i n g  from t h i s  comparison must be added t o  t h e  va lue  of t h e  
extended node t o  y i e l d  t h e  new node va lues .  Therefore,  f o r  every node t h e  
decoder encounters ,  t h e  va lue ,  depth ,  and encoder s t a t e  must be saved so  
t h a t  t h e  node can be extended, i f  necessary .  
For t h e  top  node on t h e  s t a c k  ( i . e . ,  one of t h e  s t a c k  nodes i n  t h e  
h ighes t  non-empty b i n )  t h e s e  i tems a r e  kept  i n  t h r e e  accumulators which a r e  
given t h e  symbolic l a b e l s  of VALUE, DEPTH, and STATE. For o t h e r  nodes on 
t h e  s t a c k ,  t h e  information is  contained i n  what we c a l l  node d e s c r i p t i o n s ,  
P 
which occupy s i x  contiguous words of computer memory, i n  which a r e  s t o r e d ,  
r e s p e c t i v e l y ,  t h e  node ' s  va lue ,  depth ,  encoder s t a t e ,  a s t a c k  p o i n t e r ,  a  
pa th  p o i n t e r ,  and a f l a g .  (The last t h r e e  i tems w i l l  b e  d iscussed  l a t e r . )  
I n i t i a l l y  t h e  t o p  node is  t h e  o r i g i n  node, which is a t  depth zero,  
and t h e  encoder s t a t e  is zero .  Thus DEPTH and STATE a r e  i n i t i a l l y  s e t  t o  
zero.  The va lue  of t h e  o r i g i n  node i s  u s u a l l y  considered t o  be ze ro ,  bu t  
it i s  convenient t o  avoid t h e  p o s s i b i l i t y  of encounter ing nodes of nega t ive  
value. We therefore  b i a s  t h e  node values by i n i t i a l i z i n g  VALUE t o  a s u f f i -  
c i e n t l y  l a r g e  number s o  t h a t ,  no node placed 
on t h e  s t ack  has negative value. 
A s  t h e  search through t h e  t r e e  proceeds, t h e  nodes encountered a r e  
added t o  t h e  s t ack ,  and t h e  necessary information saved, e i t h e r  a s  t h e  
contents  of t h e  t h r e e  accumulators o r  i n  node descr ip t ions  (o r  both) .  
Once a node desc r ip t ion  is  s to red  it is never physical ly dele ted  from 
memory, even i f  t h e  node reaches t h e  top  b i n  and is  extended. Therefore, 
t h e r e  a r e  many node descr ip t ions  r e s i d e n t  i n  memory represent ing nodes 
which are no longer on t h e  s t ack ,  by v i r t u e  of s t e p  (2 )  of t h e  algorithm. 
On t h e  o the r  hand, every node on t h e  s t ack  (except possibly t h e  top  node) 
is represented by a node descr ip t ion.  The determination of which of t h e  
res iden t  node descr ip t ions  represent  nodes s t i l l  on t h e  s t ack ,  and t h e  
ordering of t h e  s t ack  contents  i n t o  b ins ,  a r e  t h e  functions of t h e  s tack 
pointers  and an  a r ray  c a l l e d  t h e  b in  index. The bin  index c o n s i s t s  of 
-- 
two e n t r i e s  f o r  each bin: t h e  first is t h e  number of nodes i n  t h e  b in;  t h e  
second is  t h e  address of t h e  first word of t h e  node desc r ip t ion  corresponding 
t o  one of t h e  nodes i n  t h e  b in .  The s t ack  po in te r  i n  t h i s  node descr ip t ion 
contains t h e  address of t h e  first word of t h e  node desc r ip t ion  f o r  another 
node i n  t h e  b in ,  and s o  on. (The s t ack  po in te r  i n  t h e  descript5pn of t h e  
last node i n  t h e  b in  i s  meaningless.) Therefore, t h e  contents  of b in  k 
can be found successively by using t h e  second en t ry  of t h e  b i n  index corres-  
ponding t o  b in  k and t h e  s tack po in te r s  i n  t h e  node desc r ip t ions  referenced.  
I n  order t o  place an upper bound on t h e  number of b ins  and hence on t h e  s i z e  
of t h e  b in  index a r ray ,  a lower bound must be s e t  on t h e  b in  spacing H .  We 
r e q u i r e  H t o  be a t  l e a s t  as g r e a t  a s  t h e  maximum p o s i t i v e  branch value.  
To s e e  how t h e  decoding proceeds,  l e t  us f i r s t  r e s t r i c t  ourse lves  
t o  t h e  BSC and t o  t h e  use  of complementary codes, i . e . ,  codes i n  which 
.I 
6. 
t h e  code symbols on t h e  1 branch emanating from any node a r e  complements 
of t h e  symbols on t h e  0 branch. Then when t h e  t o p  node is  extended and 
t h e  two branches compared t o  t h e  r ece ived  sequence, only two outcomes a r e  
poss ib l e :  e i t h e r  (1) one branch agrees  wi th  t h e  rece iyed  sequence i n  both 
d i g i t s  and t h e  o t h e r  branch d i sag rees  i n  bo th ,  o r  (2) each branch d i sag rees  
i n  exac t ly  one d i g i t .  We cons ider  t h e  two cases  s e p a r a t e l y .  
Case ( 1 ) .  We c a l l  t h i s  t h e  t y p i c a l  ca se  s i n c e  almost every exten- 
s i o n  of a node on t h e  c o r r e c t  pa th  and roughly h a l f  t h e  ex tens ions  of nodes 
not  on t h e  c o r r e c t  pa th  a r e  of t h i s  k ind .  Table 2 shows t h a t  t h e  branch 
va lue  f o r  t h e  branch with two agreements w i l l  be t4, s o  t h a t  t h e  va lue  
f o r  t h e  corresponding node exceeds t h e  va lue  of t h e  extended node, Then 
s i n c e  t h e  extended node w a s  i n  t h e  h ighes t  non-vacant b i n ,  and s i n c e  t h e  
successor  along t h e  +4 branch belongs i n  t h e  same o r  a h igher  b i n ,  we may 
t a k e  t h e  successor  t o  be  t h e  new t o p  node and a d j u s t  VALUE, DEPTH, and 
STATE accord ingly ;  t h e r e  i s  no need t o  s t o r e  i t s  d e s c r i p t i o n .  For t h e  
o t h e r  succes so r ,  however, we n u s t  s t o r e  a node d e s c r i p t i o n .  The f i r s t  
t h r e e  i tems i n  t h e  d e s c r i p t i o n  can be g o t t e n  e a s i l y  from VALUE,.,DEPTH, 
and STATE and t h e  branch va lue .  To s e t  t h e  s t a c k  p o i n t e r ,  we no te  t h a t  
< 
a node of va lue  V belongs t o  b i n  k i f  kH - V < ( k t l ) ~ .  That i s ,  t h e  c o r r e c t  
va lue  of k is t h e  i n t e g e r  p a r t  of V/H. We r e s t r i c t  H t o  be a power of 2 ,  
r 
say  H = 2 , s o  t h a t  k can be found by a simple r - b i t  s h i f t  ope ra t ion .  
.'. 
An equ iva l en t  cond i t i on  i s  t h a t  n e i t h e r  genera tor  begin with a 0 .  
Having found t h e  b i n  t o  which t h e  node belongs, w e  use t h e  b in  index: 
increase  t h e  b in  count by one, set t h e  s t ack  po in te r  of t h e  new node 
descr ip t ion t o  t h e  address present ly  spec i f i ed  i n  t h e  b in  index, and 
r e s e t  t h e  b in  index po in te r  t o  t h e  address of t h e  new node descr ip t ion.  
Thus a f t e r  i n s e r t i o n ,  t h e  b i n  index pointer  po in t s  t o  t h e  new descrip- 
t i o n  and t h e  s t ack  po in te r  of t h e  new desc r ip t ion  po in t s  t o  t h e  descrip-  
t i o n  which was previously referenced by t h e  b i n  index po in te r .  After  
s e t t i n g  t h e  path po in te r  and f l a g ,  which w e  d iscuss  l a t e r ,  t h e  decoder i s  
ready t o  extend again using t h e  updated contents  of VALUE, DEPTH, and 
STATE. 
Case (2 ) .  Since both branch values a r e  negative,  it is l i k e l y  
t h a t  the re  a r e  nodes on t h e  s tack i n  b ins  higher than t h e  b ins  t o  which 
t h e  successors belong. Therefore t h e  new top node is not  r ead i ly  ava i l -  
ab le  a s  it is i n  Case (1) - we must search f o r  it. F i r s t  t h e  two new 
nodes a r e  s t o r e d  i n  t h e  same way t h e  one was s to red  i n  Case ( 1 ) .  Then 
t h e  decoder scans down t h e  bin index, s t a r t i n g  with t h e  b in  t o  which t h e  
extended node belonged, Looking f o r  a b in  whose count is non-zero. When 
t h e  first non-empty b i n  is  located,  i ts  count is  decreased by one, VALUE, 
DEPTH, and STATE a r e  loaded from t h e  node desc r ip t ion  referenced by t h e  
b in  index po in te r ,  and t h e  b in  index pointer  i s  r e s e t  t o  t h e  address con- 
t a ined  i n  t h e  s t ack  po in te r  of t h a t  node descr ip t ion.  Thus t h e  node 
which had been t h e  second node i n  t h e  b in  is  now referenced by t h e  b in  index. 
The decoder is now ready t o  extend again.  
We t u r n  now t o  t h e  Gaussian channel, leaving i n  fo rce  t h e  r e s t r i c -  
.v ,. 
t i o n  t o  complementary codes . It i s  no longer meaningful t o  use t h e  
t e r m s  "agreement" and "disagreement", but  from Table 2 w e  s e e  t h a t  t h e r e  
a r e  s t i l l  two cases: e i t h e r  ( 1 )  one branch value i s  non-negative and t h e  
o the r  is  negative,  o r  (2)  both a r e  negative. It is clear t h a t  t h e  same 
decoder ac t ions  described above a r e  appl icable  on t h e  Gaussian channel. 
A t ransmitted frame a s  programmed cons i s t s  of 256 branches corres-  
ponding t o  encoded information b i t s  followed by a 35-branch t a i l  corres-  
ponding t o  an encoded memory span of O s ,  included t o  prevent high e r r o r  
p robab i l i ty  i n  t h e  l a s t  few information b i t s .  The search i n  t h e  t a i l  
d i f f e r s  from t h a t  i n  t h e  information p a r t  of t h e  t r e e  i n  t h a t  only t h e  
successor along t h e  0 branch i s  considered. The two kinds of computations 
a r e  s t i l l  performed: if t h e  branch value is non-negative, t h e r e  is no 
s torage  and t h e  successor is extended immediately; i f  t h e  branch value is  
negative,  t h e  successor i s  s to red  and a search f o r  a new top node undertaken. 
If t h e  contents of DEPTH is 291, t h i s  ind ica tes  t h a t  t h e  top  node 
is a t  t h e  end of t h e  t r e e  and t h e  search is completed. This br ings  up t h e  
problem of recovering t h e  information symbols on t h e  path chosen. If a 
desc r ip t ion  had been s to red  f o r  every node encountered, then t h e  path po in te r  
i n  every node descr ip t ion could have been s e t  t o  t h e  address of ' . the  descrip-  
t i o n  of i t s  predecessor. Then t h e  path po in te r s  would specify t h e  path 
from t h e  f i n a l  node back t o  t h e  o r ig in .  Since, t y p i c a l l y ,  only one node 
is  s to red ,  t h i s  is impossible. However, a t  every extension a t  l e a s t  one 
node is  s to red ,  and the re fo re  f o r  every node encountered, e i t h e r  i t s  
.% ,. 
This is  no s a c r i f i c e ,  s i n c e  only complementary codes would be used i n  p r a c t i c e .  
predecessor o r  t h e  complement of i ts  predecessor ( o r  both) is s to red .  
Thus we s e t  t h e  path po in te r  i n  each node descr ip t ion t o  t h e  address of 
t h e  desc r ip t ion  of t h e  predecessor i f  it is  s to red ,  o r ,  i f  it is n o t ,  
t o  t h e  address of t h e  desc r ip t ion  of t h e  complement of t h e  predecessor, 
and we use t h e  s i x t h  element of t h e  node desc r ip t ion ,  t h e  f l a g ,  t o  indi -  
c a t e  whether t h e  node referenced by t h e  path po in te r  is  t h e  predecessor 
o r  i ts  complement. Now when t h e  top  node is  a t  t h e  end of t h e  t r e e ,  t h e  
decoder can s t e p  back toward t h e  o r i g i n  using t h e  path  po in te r s ,  f l a g s ,  
and encoder s t a t e s  t o  provide t h e  information sequence along t h e  path 
se lec ted .  
Figure 11 i l l u s t r a t e s  t h e  p a t t e r n  of extensions and s torage  by t h e  
t h e  decoder program f o r  a  t y p i c a l  segment of a  t r e e  with t h e  branch values 
f o r  t h e  BSC, p  = .033 The extensions a r e  numbered sequen t ia l ly .  
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