We analyse the convergence of the gradient projection algorithm, which is finalized with the Newton method, to a stationary point for the problem of nonconvex constrained optimization min x∈S f (x) with a proximally smooth set S = {x ∈ R n : g(x) = 0}, g : R n → R m and a smooth function f . We propose new Error bound (EB) conditions for the gradient projection method which lead to the convergence domain of the Newton method. We prove that these EB conditions are typical for a wide class of optimization problems. It is possible to reach high convergence rate of the algorithm by switching to the Newton method.
Introduction
Problems of constrained optimization on manifolds are complex because it is impossible to demand convexity-like conditions from a function defined on a manifold. One should use more flexible, in comparison with convexity, conditions for the function and for the set. Using these conditions we plan to analyse the convergence of the gradient projection algorithm (GPA) and the combined algorithm, including the GPA and the Newton method (NM). The principle is well known and can be found for example in [1] , see also the bibliography in [1] . Nevertheless there are no estimates of the rate of convergence. The rate of convergence was estimated in a particular case for some proximally smooth sets in [2] .
We consider the following finite-dimensional optimization problem
with a proximally smooth set S. We shall consider S in the form of the system of m equations g i (x) = 0, i = 1, ..., m, or by the vector function g : R n → R m , m < n. In other words
(2) S = {x ∈ R n : g(x) = 0}.
Further we also shall assume that the set S is compact and the function f is smooth. The real Stiefel manifold S n,k is very important example of the set S (2): S n,k = {X ∈ R n×k : X T X = I k }, k ≤ n, I k is the k × k identity matrix.
Our aim is to find a point of minimum for the function f on the set S or, at least, a stationary point. We propose to use the GPA as a base method and to switch to Newton's method in a small neighborhood of a stationary point. The latter will accelerate the convergence rate of the algorithm.
We want to recall some general difficulties for nonconvex problems: (i) the metric projection is not a singleton and not continuous (as a set-valued function), (ii) there could be stationary points, which are not extremums, (iii) the gradient of a differentiable function is not a monotone operator. We consider proximally smooth sets S [3, 4] because of item (i). The metric projection on such set is a singleton for any point which is sufficiently close to the set.
The Error bound (EB) condition will be an important technical tool for the problem under consideration. EB conditions are widely spreaded in unconstrained optimization [5, 6] and recently they actively penetrate into problems of constrained optimization [2, 7, 8] . We propose to formulate the EB condition for the set of stationary points but not for the set of minimizers, see section 3.2. This condition replaces convexity assumptions for the function and for the set and gives the convergence of the method (and of the GPA in certain cases). Thus we solve question (ii).
We also consider functions with Lipschitz continuous gradient. For any function f with Lipschitz continuous gradient f with constant L 1 the function f (x) + 1 2 L 1 x 2 is convex. This property helps us to solve difficulty (iii).
The proposed method can be used for minimization of a twice continuously differentiable functions on a smooth and proximally smooth compact manifolds without edge. We need not the Riemannian metric, geodesics and retraction with the help of the exponential mapping [9] . We shall use only the standard metric projection onto the set S.
The paper has the following structure. Base results about the GPA and conditions of extremum are gathered in section 2: choice of the step-size and definition of a stationary point. Algorithm of minimization with switching from the GPA to the modified NM is described in section 3. New EB conditions are also defined in the same section. We give examples of problems with new EB conditions: minimization of a quadratic function on a sphere or on the Stiefel manifold. We introduce the notion of nondegenerate problem for (1) . We prove that new EB conditions are typical, they take place for any nondegenerate problem. In contrast with the standard Newton method [10, Ch. 2, §1], [11, Ch. 1, §1.4] and some other algorithms [11, Ch. 4] , [12, Ch. 8, §2] which converge locally, the proposed algorithm converges for any initial point x 0 ∈ S and its iterations belong generally to the set S.
For the convenience of readers we have collected proofs in Appendix at the end of the article.
Base notations and methods
Let R n be an n-dimensional Euclidean space with the inner product (x, y) for all x, y ∈ R n and with the norm x = (x, x) for all x ∈ R n .
Further we demand twice continuous differentiability of the functions f (·), g i (·) (f, g i ∈ C 2 ), and Lipschitz continuity of the second derivatives f (·), g i (·). We treat the gradient f etc. as a column.
Suppose that the function f is Lipschitz with constant L 0 , and its gradient f is also Lipschitz with constant L 1 .
Denote by
the Jacobi matrix for the function g(x). We demand the standard full rank condition rank g (x) = m on the set S. Assume that the manifold S is compact and without edge. 1 .
Denote by T x the tangent subspace at the point x ∈ S. It is characterized with the help of the Jacobi matrix (3) by the formula T x = {v ∈ R n : g (x)v = 0}.
The metric projection of a point x ∈ R n onto a set Q ⊆ R n is defined as follows
where ρ(x, Q) = inf y∈Q x − y is the distance function.
We shall use vertical stacking of column vectors: [a, b] = (a T , b T ) T . The same notations will be applied for matrices a, b of particular sizes. For a number t > 0 we denote by t the minimal natural number with t ≤ t .
The metric projecting operator onto the tangent subspace T x is given by the matrix [12, Ch. 7, §2, Formula (7)]
the metric projection of a point y ∈ R n onto a subspace T x is denoted by P Tx y. The metric projecting operator P Tx is defined for all x ∈ S by the full rank condition for matrix (3) . We shall omit the dependence of an expression on argument if this dependence is obvious from a context.
For a set S ⊂ R n and a number R > 0 define the set
that is a layer (or "tube") around the set S. An important requirement for the set S in our work is its proximal smoothness (also known as prox-regularity or weak convexity), that is characterized by constant of proximal smoothness R > 0.
Existence, uniqueness of P S x for all x ∈ U S (R) and continuity 2 of the mapping U S (R) x → P S x in a real Hilbert space are equivalent conditions for proximal smoothness of the set S with constant R. In other words the set S has the Chebyshev layer of size R.
For a point x of a proximally smooth set S the cone of proximal normals (or simplynormal cone) is defined as
This cone coincides with any other cone to the proximally smooth set S at the point x ∈ S (in particular with cones of Clarke and Bouligand) [13, 14] . For our situation, when S is given by the system (2), the normal cone coincides with the orthogonal subspace to the tangent subspace T x , i.e. N (S,
It is obvious that the Euclidean sphere of radius R is proximally smooth with constant R.
). Suppose that g : R n → R 1 , g is a Lipschitz function with constant L g and there exists > 0 such that for any x ∈ S we have g (x) ≥ . Then the set S = {x ∈ R n : g(x) = 0} is proximally smooth with constant R = /L g .
Sometimes one can calculate constant of proximal smoothness using the supporting principle for proximally smooth sets, see [15] . 
If the set is given by the system (2), the stationary condition is equivalent to the equality P Tx f (x) = 0 (or P Tx f (x) = 0).
Consider the Lagrange function with the Lagrange multiplier λ ∈ R m :
The stationary condition can be written with the help of derivative of the Lagrange function with respect to the extended variable z = [x, λ] ∈ R n+m , i.e. in the form F (z) = 0, where
The Hessian matrix of the Lagrange function coincides with F (z) and has the form
0 .
Note some relationship between the derivative of the Lagrange function at the point [x, λ] and the metric projection P Tx f (x) for a point x ∈ S. For any x ∈ S define λ x by the formula
We get the equality f + g T λ x = (I − g T (g g T ) −1 )f = P Tx f . Note also that F (x, λ x ) = P Tx f . The variable λ x depends on x. We shall use the notation
to distinguish the functions F (z) and F (x, λ x ). Further we shall use the notation F (x, λ x ) that means
Notice that the last expression is not a derivative of the function F x (x) on x. By the Lipschitz condition for g and f the function F (x, λ x ) is also Lipschitz in a compact neighborhood of S with some constant L 1,F x .
The gradient projection algorithm.
Consider some results about convergence of the GPA
for a proximally smooth set S and a function f (·) with Lipschitz continuous gradient [2] . The idea of applying the GPA for nonconvex problem is the next one. Let x k ∈ S. Then we can choose the step-size γ with the property x k − γf (x k ) ∈ U S (R) ∪ S. Projection P S (x k − γf (x k )) exists and it is unique by the definition of proximally smooth set. Next, we can adopt the step-size in such way that the sequence f (x k ) will be monotonically decreasing.
Theorem 1 ([2, Theorem 1]). Suppose that S is a proximally smooth set with constant R and x 0 ∈ S is a starting point. Assume that a function f : R n → R is Lipschitz with constant L 0 , and its gradient is also Lipschitz with constant L 1 . Then for any fixed step-
Note that we can estimate the number of steps which is necessary for finding a stationary point with any a priori precision.
Corollary 1. Suppose that under conditions of Theorem 1 we know the value
, and the set S is given by the system (2) . Then for any ε > 0 we can find a natural number i :
The proof of the Theorem and Corollary can be found in section 5.2 of the Appendix. Finding the metric projection of a point onto the set is an important part of the gradient projection algorithm. If the set has simple structure then the metric projection can be easily found, e.f. for Euclidean sphere or the Stiefel manifold, see Proposition 3 in section 5.1 of the Appendix.
In paper [2, algorithm GPA2] we consider an algorithm for finding some easily computing quasi-projection instead of the metric projection for the case of one equation g : R n → R.
2.3. The Newton method. Now we formulate sufficient conditions for convergence of the Newton method for the equation F (z) = 0. We shall assume for simplicity that the function F (z) is continuously differentiable everywhere.
Proposition 2 ([16, Theorem X.4.1], see also [10, Ch. 2, §1], [11] ). Suppose that the derivative F (z) is Lipschitz continuous with constant L 1,F , the matrix F (z 0 ) is invertible at the point z 0 = [ x 0 , λ 0 ] and the condition
Then the modified Newton method (11) converges to a solution z = z * = [x * , λ * ] of the equation F (z) = 0. Moreover z * is a unique solution in the ball with centerpoint z 0 = [ x 0 , λ 0 ] and radius r = Kt 0 . Here we have K = F (z 0 ) −1 F (z 0 ) , and t 0 ∈ (0, 2] is the smaller root of the equation
Besides, a linear rate of convergence takes place for iterations of the modified Newton method:
Main results
3.1. Combined algorithm: the GPA and the NM. We shall assume that we have information about Lipschitz constant L 0 of the function f and Lipschitz constant L 1 of the gradient f . Suppose also that we know constant of proximal smoothness R for the set S.
The next Algorithm depends on some real positive constant C > 0, we shall specify its value below.
Combined algorithm: GPA + NM Starting conditions and parameters: Given constant C > 0.
Choose arbitrarily x 0 ∈ S = {x ∈ R n : g(x) = 0}. Put k = 0 and take 0 < γ <
Step 1 Gradient projection algorithm, GPA:
Do (8), increasing k:
In the case
(or in the case (12)) go to Step 2.
Step 2 Preparation for the NM:
Define the initial point
Step 3 Modified Newton method, NM:
Do steps of the modified NM for the equation F (z) = F ( x, λ) = 0, increasing k:
Algorithm should be stopped with the help of some stop criteria, e.g. after a given number of steps and so on, see further.
The value C is a nontrivial parameter of the Algorithm. Its calculation requires information about some additional constants, see section 3.
We want to pay attention on some peculiarities of the Algorithm.
(1) Firstly, at the initial step (GPA) the sequence x k belongs to the manifold S. Condition γ < R/L 0 guarantees the inclusion x k − γf (x k ) ∈ S ∪ U S (R) and uniqueness of the metric projection. Another condition γ < 1/L 1 guarantees that the sequence f (x k ) is monotonically decreasing, see the proof of Theorem 1 in section 5.2 of the Appendix. The maximum number of steps in this phase is also explicitly estimated there. (2) We can use a simpler condition for switching the GPA phase to the NM phase instead of condition (10), namely
This condition needs computing of a simple value
The admissibility of this condition follows from the estimate x k − x k−1 ( 1 γ + L 1 ) ≥ P Tx k (f (x k )) , inequality (21) and the limit x k − x k−1 → k→∞ 0 (see the proof of Corollary 1 in section 5.2 of the Appendix).
(3) We use the modified NM in the second phase. It needs a unique computing of the inverse matrix F ( x 0 , λ 0 ) −1 . The points x k ∈ R n do not necessarily belong to the set S and λ k is an independent variable.
The main criterion for stopping the Algorithm (the NM phase) is the inequality
or estimate for the distance to the set of stationary points
for some ε > 0. The last is achieved after given number of steps for the NM, this number can be determined if appropriate constants are known. The fulfillment of switching condition (10) or (12) for any C > 0 is guaranteed by Theorem 1 about convergence of the GPA on a proximally smooth set and by Corollary 1.
Next consider the conditions that provide the convergence of the NM at the second phase of the Algorithm.
3.2.
Nondegenerate problems and error bound conditions. Definition 2. We shall call the problem (1) with f, g ∈ C 2 nondegenerate, if for all stationary points x * ∈ Ω the matrix F (x * , λ x * ) is invertible. Norms of all inverse matrices are bounded from above by a value σ 0 > 0:
This definition allows to use the NM in neighborhoods of stationary points, see Lemma 3 below 3 . Lemma 1. If the set S is compact and the problem (1) is nondegenerate then the number of stationary points is finite, Ω = {x j } J j=1 . The proof can be found in section 5.3 of the Appendix. The next important definition characterizes relationship between stationary points and P Tx f (x) at any point x ∈ S. Definition 3. We shall say that problem (1) satisfies the tangent Error Bound condition (or tEB), if there exists a positive value µ > 0 with
For a point x ∈ S and γ > 0 denote by G γ (x) = x−P S (x−γf (x)) γ the gradient mapping at the point x for problem (1) [17] . It is clear that the gradient mapping is related with one step of the GPA.
Definition 4. We shall say that problem (1) satisfies the gradient Error Bound condition (or gEB) with constant ν > 0, if there exists γ 0 > 0 such that for all 0 < γ < γ 0 and for all x ∈ S we have νρ(x, Ω) ≤ G γ (x) .
Definition 4 was formulated (without gEB notation) in the paper [19] . By the proof of Proposition 4 (section 5.2 of the Appendix) in the case of smooth and proximally smooth manifold the tEB condition entails the gEB condition with constant ν = µ 1+L 1 γ 0 +µγ 0 and γ 0 = min{ 1 L 1 , R L 0 }. Conditions tEB and gEB are equivalent in the case of smooth and proximally smooth manifold S. The proof is bulky and we omit it. 3 We can treat σ 0 as minimal singular value of matrices F (z) z=[x * ,λx * ] , x * ∈ Ω (it coincides with minimal by absolute value eigenvalue, Λ(·) denotes the spectrum of a matrix): σ 0 ≥ max x * ∈Ω F (x * , λ x * ) −1 = min x * ∈Ω σ min (F (x * , λ x * )) −1 = min x * ∈Ω,λ∈Λ(F (x * ,λx * )) |λ| −1 .
In contrast with Error Bound conditions in unconstrained optimization
f (x) ≥ µ ρ(x, X min ), X min = Arg min x∈R n f (x), or equivalent Lezanski-Polyak-Lojasiewicz condition 4 [5] , we use the distance from a point x ∈ S to the set of stationary points Ω and the value P Tx f (x) instead of f (x) .
Consider few examples.
Example 2. One can explicitly calculate constant µ in the tEB condition for a quadratic form on the unit Euclidean sphere. If problem (1) is nondegenerate then the tEB condition holds.
Theorem 2. If problem (1) is nondegenerate, then the tEB condition is fulfilled with some constant µ > 0.
The proof can be found in section 5.5 of the Appendix. If we demand additionally thrice continuous differentiability of all functions then, by Taylor's formula with the Lagrange form of the remainder, one can estimate radius r and constant µ in the tEB condition in Formula (27) via Lipschitz constants.
We want to pay attention that the gEB condition holds under conditions of Theorem 2 by Proposition 4. Suppose that Ω is the set of global minima from the set S ∩ {x : f (x) ≤ f (x 0 )}, and x 0 ∈ S is a starting point for the GPA. From [19] we get that the GPA converges to some element of the set Ω with linear rate. Also in the case when the tEB condition is valid, we immediately get linear convergence of GPA, see [2, Section 3.4] .
Finally note that condition of non-degeneracy for problem (1) is not necessary for fulfillment of the tEB condition. Assume that the function x → λ x is continuously differentiable in a neighborhood of the set S of the form U S (δ), δ > 0, and there exists a number µ > 0 such that for any point x * ∈ Ω the next condition holds
Then the tEB condition holds in problem (1) . The proof repeats the proof of Theorem 2. We shall not discuss this approach for proving the tEB condition because we need existence of the inverse matrix F (x, λ x ), for any x ∈ Ω, in our situation.
Convergence of the Algorithm.
Lemma 3. Suppose that f, g i ∈ C 2 , the function λ x is defined in (6), the function F (x, λ x ), is defined in (7) and is Lipschitz continuous on S with constant L 1,F x
5
:
Then for any β ∈ [0, 1) the next estimate
The proof can be found in section 5.6 of the Appendix. Gathered together the above mentioned results we obtain the theorem about the convergence of the considered combined algorithm. Recall that γ is a fix step-size in the GPA (1st phase) and ∆f = f (x 0 ) − min x∈S f (x) is the fluctuation of the function. 
Then for any point x 0 ∈ S the Algorithm with the switching condition
or with another condition (12) x k − x k−1 ≤ γ 1+γL 1 C, converges to some stationary point x * ∈ Ω. We need no more than
steps of the Algorithm to achieve the inequality ρ(x k , Ω) ≤ ε. In particular, we need N 1 (C) steps of the GPA and N 2 (ε) steps of the modified NM.
The proof can be found in section 5.7. Note that the first phase of the Algorithm, the GPA, is more difficult from computational point of view. One can minimize the number of steps for the GPA, choosing the step-size γ and minimizing N 1 (C) as function of γ. The optimal value is
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Appendix: proofs.
Proof of Proposition 3.
Proposition 3. The Stiefel manifold S n,k is proximally smooth set with constant R = 1 for all n, k, n ≥ k.
Proof. Proximal smoothness of the Stiefel manifold S n,k = {X ∈ R n×k : X T X = I k }, k ≤ n, with constant of proximal smoothness R = 1 follows from the result about explicit form for the metric projection onto the Stiefel manifold [18, Proposition 7] :
For the set {X ∈ R n×k : ρ(X, S n,k ) < 1} the metric projection is a singleton. Here U, V are orthogonal matrices of a singular values decomposition for matrix X, I k,n = [I k , 0] ∈ R n×k . The distance between matrices is understood in the Frobenius metric ρ(X,
From upper smicontinuity of the metric projection in finite dimensional space R n×k [10, Ch. 3, §1, Proposition 23] and its uniqueness we obtain that the function U S n,k (1) X → P S n,k X is continuous.
Finally, constant of proximal smoothness can not exceed 1. For the point (matrix) X 0 = [0, e 2 , e 3 , ..., e k ] ∈ R n×k with ρ(X 0 , S n,k ) = 1 there exists at least two metric projections onto the Stiefel manifold: X 0,− = [−e 1 , e 2 , e 3 , ..., e k ] and X 0,+ = [e 1 , e 2 , e 3 , ..., e k ].
Proof of Theorem 1, Corollary 1 and Proposition 4.
Proof of Theorem 1. For a natural k define the functions
By Lipschitz continuity of the gradient f we have
for all x ∈ R n .
Hence x k+1 is a unique metric projection of the point x k − γf (x k ) onto the set S. From the equality
it follows that ψ k (x k+1 ) ≤ ψ k (x) for all x ∈ S. From the same equality and necessary condition of extremum for function ψ k on the set S we have
Thus, taking into account inequality (17) , we obtain
Note that By (18) we have
Passing to the limit i → ∞, using upper semicontinuity of the normal cone N (S, ·) and the limit property (20) we obtain f (x * ) ∈ −N (S, x * ). But lim i→∞ ρ(x k i , Ω) = 0 ≥ . A contradiction. This implies the convergence of the sequence {x k i } to the set of stationary points.
Inclusion (18) implies the next important inequality
Proof of Corollary 1. The value ∆f = f (x 0 ) − f min is bounded by the Weierstrass theorem. Consistently using inequality (19) N times we get
Thus there exists 1 ≤ i ≤ N such that
) and from (21) for given i the next estimate holds
.
Hence for an arbitrary accuracy ε > 0 in no more than
Finally, this point and the number of iteration i also can be found from condition (21):
(23)
Proposition 4. Suppose that conditions of Theorem 1 hold and the set S is a compact, smooth and proximally smooth with constant R manifold without edge, that is given by the system (2) . Assume that the tEB condition holds with constant µ. Then for all x ∈ S the gEB condition holds
Then we obtain by formula (21) with x k = x and x k+1 = x 1 that
From 1-Lipschitz condition for the distance function and the tEB condition we have
Proof of Lemma 1.
Proof. Suppose the contrary: the set Ω of stationary points in nondegenerate problem is infinite. From compactness of the set S the set Ω has a limit point:
Consider the Taylor formula for the function F (z) in a neighborhood of the point z * = (x * , λ x * ):
. Points x i and x * are stationary, then F (z i ) = F (z * ) = 0 and the next inequality holds
Vectors z * −z i z * −z i have unit length and without loss of generality converge to a vector u * , u * = 1. Passing to the limit i → ∞ we get F (z * )u * = 0 for the unit vector u * ∈ R n+m . The matrix F (z * ) is degenerate. A contradiction.
Proof of Lemma 2.
Proof. The eigenvalues of the symmetric matrix A ∈ R n×n are different. Hence there are n different unit eigenvectors. In the basis from these vectors we have f (x) = n j=1 λ k x 2 k . There are 2n stationary points ±e j .
Put µ = min i =j |λ i − λ j | > 0. For a point x on the unit sphere define the nearest stationary point (arbitrarily, if there are several of them). This nearest point corresponding to the kth eigenvector (with particular sign),which is chosen from the condition k x = arg min i=1,...,n x ± e i . Further for a fixed point x denote this number without index, i.e. k .
= k x and e kx = e k . It is obviuos that the point x belongs to the spherical segment ("hat" of the sphere), say
k corresponds to the nearest eigenvector.
Reorder coordinates in such way that component x k will be the last: x = [u, x k ], here u = [x 1 , ..., x k−1 , x k+1 , ..., x n ] ∈ R n−1 . If the point x belongs to the segment S k , then kth coordinate can be expressed through the rest coordinates, i.e. through u.
Define the subspace H k = {x ∈ R n : (x, e k ) = 0} (i.e. x k = 0). Note that u can be expressed as u = P H k x. Then we can estimate the value u from below via the distance between x and the nearest orth e kx = e k . If x ∈ S k then the angle between the segments with endpoints 0, u and e k , x no more than π/4, see Fig. 1 . Hence Firstly, h(u) = f (φ(u)), thus h (u) = f (x)φ (u), here φ is the Jacobi matrix for the function φ(·):
(there is no column with x k in the last matrix). Let ∈ R m be a unit vector. We shall estimate the norm of φ (u):
We use the inclusion x ∈ S k in the last inequality that means u ≤ 1/ √ 2 and a technical index 
here β ≤ π/2 is the angle between directions of vectors f (x) and φ (u) (u). Denote by γ the angle between f (x) and the tangent subspace T x . We have φ (u) (u) ∈ T x , hence γ ≤ β and
By inequalities (24), (25) and (26) we get
So, ρ(x, Ω) ≤ 1 µ P Tx f (x) . 5.5. Proof of Theorem 2. In the present section a lower index means the number of the point in a finite set, but not a number of iteration.
Proof. By Lemma 1 the set of stationary points in nondegenerate problem is finite (Ω = {x j } J j=1 ). The set S is compact C 2 -smooth manifold and f ∈ C 2 , hence the function
is Lipschitz continuous with some constant L λ .
From the definition of stationary points F (x j , λ x j ) = 0. Then from differentiability of F (z) by the Taylor formula we have for any j ∈ {1, . . . , J}
By the inverse operator theorem condition of non-degeneracy of the problem F (x j , λ x j ) −1 ≤ σ 0 , j = 1, ..., J, is equivalent to the condition
Choose such a number > 0 that for all j = 1, ..., J and h ∈ R n+m , h ≤ , the estimate
Using the Taylor expansion with respect to the nearest point x j ∈ Ω at the point x and taking in mind that ≤
Thus the tEB condition holds From S 1 ∩ Ω = ∅ we get F x (x) > 0 for all x ∈ S 1 . By the Weierstrass theorem there exists a number b > 0 such that F x (x) ≥ b > 0 for all x ∈ S 1 . Since diam S = sup x,y∈S x − y ≥ ρ(x, Ω), then
Combining inequalities (27) and (28), we prove the tEB condition on the set S:
ρ(x, Ω), ∀x ∈ S.
5.6.
Proof of Lemma 3. The proof is based on the estimate (I + X) −1 ≤ 1/(1 − X ), X < 1.
Proof. Suppose that a point x is at a distance no more than r = β/(σ 0 L 1,F x ) from some stationary point x * , say, the nearest. Denote ∆F = ∆F (x) = F (x, λ x ) − F (x * , λ x * ).
Fix β ∈ (0, 1). We have F (x, λ x ) −1 = = (F (x * , λ x * ) + ∆F ) −1 ≤ F (x * , λ x * ) −1 · I + F (x * , λ x * ) −1 ∆F −1 ≤
Taking into account the estimate ∆F ≤ L 1,F x x − x * ≤ L 1,F x r ≤ β σ 0 and the last formula we obtain the statement of Lemma. 5.7. Proof of Theorem 3. Recall the expression for constant C:
Proof. By Corollary 1 the GPA in no more than N 1 (C) = 2∆f (1+γL 1 ) 2 C 2 γ(1−γL 1 ) steps will achieve a point x ∈ S, where condition (10) (and (12)) holds. Moreover, some conditions will be met simultaneously.
Firstly, by P T x f ( x) ≤ µβ σ 0 L 1,F x and the tEB condition we obtain that the point x is close to some stationary point, i.e. ρ( x, Ω) ≤ For an arbitrary ε > 0 the number of steps of the modified NM for the accuracy ρ( x k , Ω) ≤ ε can be estimated as follows N 2 (ε) = log 2 Cσ 0 ε(1 − β) + 1.
