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Abstract
In this paper we, using a particular technique, consider the symmetric vector quasi-equilibrium problems
in the Hausdorff topological vector space. As applications of our existence theorem, a coincidence point the-
orem and the existence of vector optimization problem for a pair of vector-valued mappings are obtained.
Moreover, we answer an open question raised by Fu in [J.Y. Fu, Symmetric vector quasi-equilibrium prob-
lems, J. Math. Anal. Appl. 285 (2003) 708–713].
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1. Introduction
Let X and Y be real Hausdorff topological vector spaces (for short, t.v.s.), C and D be non-
empty subsets of X and Y , respectively. Let Z be a real Hausdorff t.v.s. with its topological dual
space Z∗. The pairing between Z and Z∗ is denoted by 〈.,.〉. Let P  Z be a convex cone with
intP = ∅, where intP denotes the interior of P . Let S :C × D → 2C and T :C × D → 2D be
set-valued mappings and let f,g :C ×D → Z be two vector-valued functions.
In 2003, Fu [6] introduced the symmetric vector quasi-equilibrium problem (for short,
SVQEP) that consists in finding (x¯, y¯) ∈ C ×D such that x¯ ∈ S(x¯, y¯), y¯ ∈ T (x¯, y¯) and
f (x, y¯)− f (x¯, y¯) /∈ − intP, ∀x ∈ S(x¯, y¯),
g(x¯, y)− g(x¯, y¯) /∈ − intP, ∀y ∈ T (x¯, y¯).
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short, SQEP) posed by Noor and Oettli [9] which this problem is a generalization of the equi-
librium problem that, at the first, proposed by Blum and Oettli [3]. The equilibrium problem
contains as special cases, for instance, optimization problems, problems of Nash equilibria, vari-
ational inequalities, and complementarity problems (see [3]).
The aim of this paper, among other things, is, using a particular technique, to generalize the
results of [6], from real locally convex spaces to real t.v.s. In order to reach our aim, we establish
a lemma that enables us to reduce a SVQEP to a SQEP, and then by using existence theorems
for solving SQEP, we obtain a solution for SVQEP. This method for obtaining a solution of
SVQEP is different from that which is used by Fu in [6]. Fu’s method is based on the notion of
weak minimal points and well-known Kakutani–Fan–Glicksberg Fixed point theorem in locally
convex Hausdorff space. Also our method enables us extends some results in [6,9,10,13].
The paper is organized as follows. In Section 2, we present some preliminaries. Then in
Section 3, several existence theorems and some applications, for instance, a coincidence point
theorem for set-valued mappings and the existence of vector optimization problem for a pair of
vector-valued mappings will be derived. Finally in Section 4, a counter-example for Fu’s question
posed in [6] and some other examples are provided.
2. Preliminaries
In this paper, all topological spaces are assumed to be Hausdorff. As mentioned before, let
P  Z be a convex cone with intP = ∅. We can define a vector ordering in Z by setting
x  y ⇔ y − x ∈ P,
and a weak ordering by setting
x ≺ y ⇔ y − x ∈ intP.
We will denote usual ordering on real numbers by .
It is clear that P ∩ − intP = ∅, since P + intP ⊆ intP and P = Z (this fact will be used in
Lemma 3.1).
Definition 2.1. [6] Let B be a nonempty subset of Z. Element b ∈ B is called a weak minimal
point of B if B ∩ (b − intP) = ∅. The set of all weak minimal points of B will be denoted by
minw B .
Lemma 2.1. [5] Let B be a nonempty compact subset of Z. Then
(i) minw B = ∅,
(ii) B ⊂ minw B + (intP ∪ {0}).
In the following definition, (i)–(iv) is due to Ferro [5] and (v) is due to Tanaka [13].
Definition 2.2. Let (Z,P ) be an ordered topological vector space, and let C be a nonempty
convex subset of a vector space X. Let a vector mapping f :C → Z be given.
(i) f is called convex if for every x, y ∈ C and t ∈ [0,1], one has f (tx + (1 − t)y) tf (x) +
(1 − t)f (y).
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(1 − t)y) f (x) or f (tx + (1 − t)y) f (y).
(iii) f is called P-l.s.c. if, for all z ∈ Z, the set L(z) = {x ∈ C: z ⊀ f (x)} is closed in C.
(iv) f is called P-u.s.c. if, for all z ∈ Z, the set U(z) = {x ∈ C: f (x) ⊀ z} is closed in C.
(v) f is called natural quasi-convex if for every x, y ∈ C and t ∈ [0,1], there exists μ ∈ [0,1]
such that f (tx + (1 − t)y) μf (x) + (1 −μ)f (y).
Also, the function f is said to be natural quasi-concave (respectively concave, properly quasi-
concave) if −f is natural quasi-convex (respectively convex, properly quasi-convex).
Remark 2.1. Every convex or properly quasi-convex function is natural quasi-convex function
(see [13, Lemma 2.1]). A vector mapping may be convex and not properly quasi-convex, and
conversely (see [5]). Consequently, the class of natural quasi-convex functions is strictly larger
than both the class of convex functions and the class of properly quasi-convex functions. It is
easily seen that properly quasi-convexity and quasi-convexity are equivalent to each other in the
scalar case, i.e., Z = R and P = [0,∞).
Definition 2.3. Let X and Y be two topological spaces. A set-valued mapping T :X → 2Y is
called:
(i) upper semi-continuous (u.s.c.) at x ∈ X if for each open set V containing T (x), there is an
open set U containing x such that for each t ∈ U , T (t) ⊆ V ; T is said to be u.s.c. on X if it
is u.s.c. at all x ∈ X;
(ii) lower semi-continuous (l.s.c.) at x ∈ X if for each open set V with T (x) ∩ V = ∅, there is
an open set U containing x such that for each t ∈ U , T (t) ∩ V = ∅; T is said to be l.s.c. on
X if it is l.s.c. at all x ∈ X;
(iii) continuous on X if it is at the same time u.s.c. and l.s.c. on X;
(iv) closed if the graph Gr(T ) of T , i.e., {(x, y): x ∈ X, y ∈ T (x)}, is a closed set in X × Y ;
(v) compact if the closure of range T , i.e., T (X), is compact, where T (X) =⋃x∈X T (x).
Remark 2.2. [12] T is l.s.c. at x ∈ X if and only if for any y ∈ T (x), and any net {xα}, xα → x,
there is a net {yα} such that yα ∈ T (xα) and yα → y.
Definition 2.4. Let X be a topological space, Y be a t.v.s. A function f :X → Y is said to be
demicontinuous if
f−1(M) = {x ∈ X: f (x) ∈ M}
is closed in X for each closed half space M ⊂ Y .
Lemma 2.2. [13] Let X be a topological space, Z a t.v.s. and f :X → Z be a demicontinuous
function, then for any x∗ ∈ Z∗, the composite function x∗ ◦ f is continuous, where Z∗ is the
topological dual space of Z.
Definition 2.5. [10] A nonempty topological space is acyclic if all of its reduced Cech homology
groups over rationals vanish. Note that any convex or star-shape subset of a topological vector
space is contractible, and that any contractible space is acyclic. A map T :X → 2Y is said to be
acyclic if it is u.s.c. with compact acyclic values.
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for every compact subset K of X and every neighborhood V of the origin 0 of E, there exists
a continuous map h :K → X such that x − h(x) ∈ V , for all x ∈ K and h(K) is contained
in a finite-dimensional subspace L of E. Note that every nonempty convex subset of a locally
convex t.v.s. is admissible (see [8]). Other examples of admissible t.v.s. are lp and Lp(0,1) for
0 < p < 1, the space S(0,1) of equivalent class of measurable functions on [0,1], the Hardy
spaces Hp for 0 < p < 1 and certain Orlicz spaces. Ultrabarrelled t.v.s. are also admissible.
We need the following theorem in the sequel.
Theorem 2.1. [10] Let C and D be admissible convex subsets of t.v.s. X and Y , respectively. Let
S :C × D → 2C and T :C × D → 2D be compact acyclic maps, and f,g :C × D → R l.s.c.
functions such that:
(i) the functions
F(x, y) = min{f (ξ, y): ξ ∈ S(x, y)},
G(x, y) = min{g(x, η): η ∈ T (x, y)}
are u.s.c. on C × D; and
(ii) for each (x, y) ∈ C × D, the sets
A(x,y) = {ξ ∈ S(x, y): f (ξ, y) = F(x, y)},
B(x, y) = {η ∈ T (x, y): g(x, η) = G(x,y)}
are acyclic.
Then there exists an (x¯, y¯) ∈ C × D such that
x¯ ∈ S(x¯, y¯), f (x, y¯) f (x¯, y¯) for all x ∈ S(x¯, y¯),
y¯ ∈ T (x¯, y¯), g(x¯, y) g(x¯, y¯) for all y ∈ T (x¯, y¯).
3. Main results
Throughout this section, let X, Y be real Hausdorff t.v.s., C and D be nonempty, admissible
convex subsets of X and Y , respectively. Let Z be a real Hausdorff t.v.s. with topological dual
space Z∗ and P  Z a convex cone with intP = ∅.
The following lemma is essential tool for our main results. By using it, we can find a linear
functional x∗ ∈ Z∗ such that it separates P and − intP and also preserves ordering on Z, that is,
x  y ⇒ 〈x∗, x〉 〈x∗, y〉, where x, y ∈ Z and 〈.,.〉 denotes the pairing between Z and Z∗.
Lemma 3.1. Let Z be a real Hausdorff t.v.s. and P  Z a convex cone with intP = ∅. Then there
exists x∗ ∈ Z∗ such that, it separates the sets P and − intP , with x∗(P ) = [0,∞), where x∗(P )
is image of P under x∗, i.e., x∗(P ) = {x∗(t): t ∈ P }.
Proof. Let A = − intP and B = P . By Theorem 2 in [11, p. 165] there exist x∗ ∈ Z∗ and a real
number c such that
〈x∗, x〉 < c 〈x∗, y〉 for all x ∈ A and for all y ∈ B. (I)
A.P. Farajzadeh / J. Math. Anal. Appl. 322 (2006) 1099–1110 1103Since 0 ∈ P then c  0. By the assumptions, there exists x0 ∈ intP such that the line segment
[0, nx0] is a subset of P, for every n ∈ N . Then [0, n〈x∗, x0〉] ⊂ x∗(P ) which implies [0,∞) ⊂
x∗(P ). Now, if there exists x ∈ P such that 〈x∗, x〉 < 0, then the line segment [n〈x∗, x〉,0] is
a subset of x∗(P ), for every n ∈ N . Therefore, (−∞,0] ⊂ x∗(P ). This is impossible in view
of (I). Hence x∗(P ) = [0,∞). 
Notation. We set S− intP,P = {x∗ ∈ P ∗: x∗ separates − intP,P }, where P ∗ denotes positive
polar cone of P .
Now, we are ready to prove existence theorems that extends the main result in [6], Theo-
rems 1–3 in [9], and also is a generalization of Theorem 2.1.
Theorem 3.1. Assume that:
(i) S :C × D → 2C and T :C × D → 2D are continuous and compact; and for each (x, y) ∈
C × D, S(x, y), T (x, y) are nonempty, closed convex subsets;
(ii) f,g :C × D → Z are demicontinuous;
(iii) for any fixed y ∈ D, f (x, y) is natural quasi-convex in x; for any fixed x ∈ C, g(x, y) is
natural quasi-convex in y.
Then SVQEP has a solution.
Proof. By Lemma 3.1, there exists a linear functional x∗ ∈ P ∗ which separates P,− intP .
By (ii) and Lemma 2.2, the composite functions x∗ ◦ f and x∗ ◦ g are continuous. We claim
that the real-valued continuous functions x∗ ◦ f and x∗ ◦ g satisfy in conditions (i) and (ii) of
Theorem 2.1. Indeed, condition (i) follows from Theorem 1 in [1, p. 122].
Now for condition (ii), we must show that for any fixed (x, y) ∈ C × D the set A(x,y) is
convex, where
A(x,y) = {u ∈ S(x, y): x∗ ◦ f (u, y) = F(x, y)},
F (x, y) = min{x∗ ◦ f (u, y): u ∈ S(x, y)}.
To this end, let t ∈ ]0,1[ and u1, u2 ∈ A(x,y). By the definition of A(x,y), u1, u2 ∈ A(x,y) and
convexity of the set S(x, y), we get (1 − t)u1 + tu2 ∈ S(x, y) and F(x, y) = x∗ ◦ f (u1, y) =
x∗ ◦ f (u2, y). Hence, by (iii) there exists μ ∈ ]0,1[ such that
F(x, y) x∗ ◦ f ((1 − t)u1 + tu2, y) (1 −μ)x∗ ◦ f (u1, y)+μx∗ ◦ f (u2, y)
= (1 − μ)F(x, y) +μF(x, y) = F(x, y).
In the above, the first inequality holds by the definition of F(x, y) and (1 − t)u1 + tu2 ∈
S(x, y), and the second inequality holds by natural quasi-convexity of the function f in the
first argument (assumption (iii)) and since x∗ preserves ordering on Z. Then (1 − t)u1 + tu2 ∈
A(x,y). Similarly x∗ ◦ g satisfies in conditions (i) and (ii) of Theorem 2.1. Now, by virtue of
Theorem 2.1, there exists (x¯, y¯) ∈ C × D such that
x¯ ∈ S(x¯, y¯), x∗ ◦ f (x, y¯) x∗ ◦ f (x¯, y¯) for all x ∈ S(x¯, y¯),
y¯ ∈ T (x¯, y¯), x∗ ◦ g(x¯, y) x∗ ◦ g(x¯, y¯) for all y ∈ T (x¯, y¯).
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y¯ ∈ T (x¯, y¯), 〈x∗, g(x¯, y)− g(x¯, y¯)〉 0 for all y ∈ T (x¯, y¯). (2)
Since x∗ separates − intP and P such that x∗(P ) = [0,+∞). Then (1) and (2) implies (x¯, y¯) is
a solution of the SVQEP. 
The following corollary extends Theorem 3.1 in [13] from locally convex space to topological
vector space.
Corollary 3.1. Let C and D be nonempty compact admissible convex sets, and let the vector-
valued function f :C × D → Z satisfy the following conditions:
(i) the function f is demicontinuous;
(ii) for any fixed y ∈ D, f (x, y) is natural quasi-convex in x; for any fixed x ∈ C, f (x, y) is
natural quasi-concave in y.
Then there exists (x¯, y¯) ∈ C ×D such that
f (x¯, y¯) − f (x, y¯) /∈ intP for all x ∈ C,
f (x¯, y) − f (x¯, y¯) /∈ intP for all x ∈ D.
Proof. It is enough in Theorem 3.1, we define the set-valued mappings S :C × D → 2C and
T :C × D → 2D as S(x, y) = C, T (x, y) = D, and also the vector-valued function g on C × D
as g(x, y) = −f (x, y). 
By using Theorem 2.1 and property of the elements in S− intP,P , we can state the following
theorem which is another version of Theorem 3.1 without continuity condition of the maps.
Theorem 3.2. Let S :C ×D → 2C and T :C ×D → 2D be compact acyclic maps. Suppose that
f,g :C × D → Z and x∗ ∈ S− intP,P , be such that:
(i) the composite functions x∗ ◦ f , x∗ ◦ g are l.s.c.;
(ii) the functions
F(x, y) = min{〈x∗, f (ξ, y)〉: ξ ∈ S(x, y)},
G(x, y) = min{〈x∗, g(x, η)〉: η ∈ T (x, y)}
are u.s.c. on C × D;
(iii) for each (x, y) ∈ C × D, the sets
A(x,y) = {ξ ∈ S(x, y): 〈x∗, f (ξ, y)〉= F(x, y)},
B(x, y) = {η ∈ T (x, y): 〈x∗, g(x, η)〉= G(x,y)}
are acyclic.
Then SVQEP has a solution.
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(a) The lower semicontinuity of x∗ ◦f and x∗ ◦g :C×D → Z is ensured whenever f and g are
P-l.s.c. This follows from Lemma 2.4 in [2]. By using Himmelberg’s Fixed point theorem
[7] instead of Berge’s maximum theorem [1, p. 123] in proof of Theorem 1 in [9], we can
drop the compactness condition of the sets C and D in Theorem 1 in [9]. Now, using this
form of Theorem 1 in [9] and the property of x∗ ∈ S− intP,P , we can omit condition (iii) in
Theorem 3.2, if C and D be nonempty convex subsets of real locally convex spaces X and
Y , respectively, and S, T be u.s.c. and compact maps with nonempty closed convex values.
(b) Convexity of C ×D is not essential. In fact, C ×D can be any subset of X×Y which is ho-
momorphic to an admissible convex subset in t.v.s. X1 × Y1 (see discussion after Theorem 1
in [10]).
The following examples show that Theorem 3.2 is sharper than Theorem 3.1.
Example 3.1. Let C = [−1,1], D = [0,1]. Define T :C × D → 2D by T (x, y) = [0,1] and
S :C ×D → 2C by
S(x, y) =
{ {0} if x = 0,
[0,1] if x = 0,
and f,g :C ×D → R by
g(x, y) = x + y, f (x, y) =
{
0 if x ∈ {−1
n
: n ∈ N} ∪ {0},
1 otherwise.
The maps S and T are acyclic. The function f is not quasi-convex but l.s.c. and the function g
is convex and continuous such that
F(x, y) = min{f (ξ, y): ξ ∈ S(x, y)}= 0 for all (x, y) ∈ C ×D,
G(x, y) = min{g(x, η) = x + η: η ∈ T (x, y)}= x for all (x, y) ∈ C × D
are continuous and convex. It is clear that,
A(x,y) = {ξ ∈ S(x, y): f (ξ, y) = F(x, y)}= {0} for all (x, y) ∈ C × D,
B(x, y) = {η ∈ T (x, y): g(x, η) = G(x,y)}= {0} for all (x, y) ∈ C × D
are acyclic (sets) for every (x, y) ∈ C × D. Therefore, SVQEP has a solution by Theorem 3.2
(with x∗ = 1 ∈ P ∗ = [0,∞)). But the example does not satisfy in the conditions of Theorem 3.1.
Example 3.2. Let C, D, S, T and g be as in the previous example and f defined by
f (x, y) =
{1 if x = 0,
0 if x = 0.
The function f is l.s.c. and quasi-convex such that F(x, y) = min{f (ξ, y): ξ ∈ S(x, y)} = 0,
and A(x,y) = {0}. Then assumptions of Theorem 3.2 hold. But this example dose not satisfy in
conditions of Theorem 3.1.
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S− intP,P . Let f,g be real-valued function which defined on the convex subset C × D of R2 as
follows,
f (x, y) = g(x, y) =
{
(1,−1) if x ∈ C ∩Q,
(−1,1) if x ∈ C ∩Qc,
where Q is rational numbers and Qc complement of it. Let S, T be compact acyclic maps on
C × D. It is clear that x∗ ◦ f ≡ 0 for every x∗ ∈ Z∗ = R2. Now, by using Theorem 3.2. SVQEP
has a solution. We note that f is not continuous in any point of C × D, even it is not P-u.s.c.
Then the example does not satisfy in Theorem 3.1.
By helping our method we can, for instance, obtain the following existence theorem which
extends Theorem 2 in [10] and also it is another version of Theorems 3.2 and 3.3 in [4].
Theorem 3.3. Assume that:
(i) S :C → 2C , T : C → 2D are compact and continuous set-valued mappings; and for each
x ∈ C, S(x) and T (x) are nonempty, closed convex subsets;
(ii) the function φ: C ×D ×C → Z is demicontinuous;
(iii) for any fixed (x, y) ∈ C ×D, φ(x, y, z) is natural quasi-concave in z.
Then, there exists (x¯, y¯) ∈ C × D such that x¯ ∈ S(x¯), y¯ ∈ T (x¯), and φ(x¯, y¯, x¯) − φ(x¯, y¯, s) /∈
− intP , for all s ∈ S(x¯).
Proof. By Lemma 2.1, there exists x∗ ∈ P ∗ which separates − intP , P .
We claim that:
(i) the function m :C × D → R defined by
m(x,y) = max
s∈S(x)
〈
x∗, φ(x, y, s)
〉
is l.s.c.,
(ii) for every (x, y) ∈ C × D, the set
M(x,y) = {u ∈ S(x): 〈x∗, φ(x, y,u)〉= m(x,y)}
is convex.
For (i), let (xα, yα) ∈ C × D, (xα, yα) → (x, y) and s ∈ S(x). Since the map S is l.s.c. by
Remark 2.2, there exists a net (zα) such that zα ∈ S(xα) and zα → s. Now from m(xα, yα) 
〈x∗, φ(xα, yα, zα)〉, by (ii) and (xα, yα, zα) → (x, y, s), we have
lim inf
α
m(xα, yα)
〈
x∗, φ(x, y, s)
〉
. (3)
Since s is arbitrary element of S(x), by (3), we get lim infα m(xα, yα)m(x,y). Proof of (ii)
is similar to the proof of convexity of the set A(x,y) used in Theorem 3.1. Now conditions of
Theorem 2 in [10] is provided for real-valued function 〈x∗, φ(.,.,.)〉 = x∗ ◦ φ :C ×D ×C → R.
Then there exists (x¯, y¯) ∈ C × D such that
x¯ ∈ S(x¯), y¯ ∈ T (x¯), 〈x∗, φ(x¯, y¯, x¯)− φ(x¯, y¯, s)〉 0 for all s ∈ S(x¯). (4)
Since x∗ ∈ P ∗ and separates − intP,P . The result follows by (4). 
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the previous theorem as following.
Theorem 3.4. Let S :C → 2C be a compact closed map, T :C → 2D a compact acyclic map,
and φ :C × D × C → Z be such that for some x∗ ∈ S− intP,P the following assumptions hold:
(i) the composite function x∗ ◦ φ is u.s.c. function;
(ii) the function m :C × D → R defined by
m(x,y) = max
s∈S(x)
〈
x∗, φ(x, y, s)
〉 for all (x, y) ∈ C × D
is l.s.c.; and
(iii) for each (x, y) ∈ C ×D, the set
M(x,y) = {u ∈ S(x): 〈x∗, φ(x, y,u)〉= m(x,y)}
is acyclic.
Then there exists an (x¯, y¯) ∈ C × D such that
x¯ ∈ S(x¯), y¯ ∈ T (x¯), φ(x¯, y¯, x¯)− φ(x¯, y¯, s) /∈ − intP for all s ∈ S(x¯).
As applications of Theorem 3.1, we give a coincidence point theorem and the existence of
vector optimization problem for a pair of vector-valued mappings, which extend Corollaries 1–4
in [6].
Corollary 3.2. Assume that:
(i) set-valued mappings S :D → 2C and T :C → 2D are compact and continuous with non-
empty closed convex values;
(ii) f,g :C × D → Z are demicontinuous;
(iii) for any fixed y ∈ D, f (x, y) is natural quasi-convex in x; for any fixed x ∈ C, g(x, y) is
quasi-convex in y.
Then there is a point (x¯, y¯) ∈ C × D such that x¯ ∈ S(y¯), y¯ ∈ T (x¯), and
f (x, y¯)− f (x¯, y¯) /∈ − intP for all x ∈ S(y¯),
g(x¯, y)− g(x¯, y¯) /∈ − intP for all x ∈ T (x¯).
Corollary 3.3. Let S :D → 2C and T :C → 2D are compact continuous with nonempty closed
convex values. Then there is a point (x¯, y¯) ∈ C × D such that x¯ ∈ S(y¯), y¯ ∈ T (x¯), i.e., (x¯, y¯) ∈
C × D is a coincidence point of S and T .
Proof. In Corollary 3.2, let f (x, y) = g(x, y) = 0 for all (x, y) ∈ C × D. The result follows
from Corollary 3.2. 
Corollary 3.4. Let S, T be as in the Corollary 3.2. Let φ :C → Z and ψ :D → Z be demi-
continuous and natural quasi-convex. Then there is a point (x¯, y¯) ∈ C × D such that x¯ ∈ S(y¯),
y¯ ∈ T (x¯), and
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ψ(y)− ψ(y¯) /∈ − intP, ∀y ∈ T (x¯).
Proof. In Corollary 3.2, for each (x, y) ∈ C ×D, let f (x, y) = φ(x) and g(x, y) = ψ(y). Now,
the result follows by Corollary 3.2. 
Let C be a compact set and φ,ψ :C → Z be given. Consider the following vector optimiza-
tion problem (for short, VOP):
min
w
(
φ(x),ψ(x)
)
.
The element x¯ ∈ C is called a weak efficient solution of VOP for (φ,ψ) if φ(x¯) ∈ minw φ(C)
and ψ(x¯) ∈ minw ψ(C) (see Definition 2.1 and Lemma 2.1).
Corollary 3.5. Let C be a compact set and φ,ψ :C → Z be demicontinuous, natural quasi-
convex. Then the VOP for (φ,ψ) is solvable.
Proof. In Corollary 3.4, let Y = X, D = C, and for any x ∈ C, S(x) = T (x) = C. The result
follows by Corollary 3.4. 
Remark 3.2. By using Theorem 3.2, as we saw in Theorem 3.2, we can restate Corollaries 3.2–
3.5 without continuity condition on the maps.
4. Some examples
In this section we answer in negative Fu’s question raised in [6].
Theorem 4.1. [6] Let X,Y be real locally convex Hausdorff space, C ⊂ X and D ⊂ Y be non-
empty convex compact subsets. Let Z be a real Hausdorff t.v.s., P ⊂ Z a closed, convex pointed
cone with apex at the origin and with intP = ∅ such that
(i) S :C × D → 2C and T :C × D → 2D are compact and continuous set-valued mappings;
and for each (x, y) ∈ C ×D, S(x, y), T (x, y) are nonempty, closed convex subsets;
(ii) f,g :C × D → Z are continuous;
(iii) for any fixed y ∈ D, f (x, y) is properly quasi-convex; for any fixed x ∈ C, g(x, y) is prop-
erly quasi-convex.
Then SVQEP has a solution.
Fu raised the following question (see [6]).
Question. Is the conclusion in the previous theorem true if conditions (i) and (iii) in it are re-
placed by the following conditions:
(i′) S, T are u.s.c., and for each (x, y) ∈ C ×D, S(x, y), T (x, y) are nonempty, closed convex
subsets;
(iii′) for any fixed y ∈ D, f (x, y) is convex in x and for any fixed x ∈ C, g(x, y) is convex in y.
A.P. Farajzadeh / J. Math. Anal. Appl. 322 (2006) 1099–1110 1109The following example shows that the answer is negative. However Theorem 3.1 shows that
Theorem 4.1 remains valid if we replace (iii) by (iii′).
Example 4.1. Let X = Y = R, C = D = [−1,1], Z = R and P = [0,∞). Let f (x, y) = x, for
all (x, y) ∈ C × D, and S :C × D → 2C defined by:
S(x, y) =
{ {0} if x = 0,
[−1,1] if x = 0.
Let T and g be arbitrary mappings that satisfy in the conditions of Theorem 4.1. The map S
is not l.s.c. at (0, y) for any y ∈ D. Indeed, if we take V = ] 12 ,1[, then S(0, y) ∩ V = ∅. Now,
if U1 and U2 be neighborhoods of 0 and y, respectively, then there exists 0 = x ∈ U1 such that
S(x, y) ∩ V = ∅. It is clear that S is u.s.c. and also f (x, y) is convex in x for any fixed y ∈ D.
Then by Remark 2.1, it is properly quasi-convex in x.
The SQVEP has not any solution. Since if (x¯, y¯) ∈ C×D and x¯ ∈ S(x¯, y¯) such that f (x, y¯)−
f (x¯, y¯) /∈ − intP , for all x ∈ S(x¯, y¯), then x¯ = 0 and f (x, y¯) = x /∈ − intP = (−∞,0), for all
x ∈ [−1,1], which is impossible.
The following example show that condition (ii) in Theorem 3.2 is essential.
Example 4.2. Let X, Y , Z, P , C, D and S be as in Example 4.1. Let f = g :C ×D → R defined
by f (x, y) = x + y and the set-value mapping T on C ×D defined by T (x, y) = [−1,1].
It is clear that T is continuous and S is upper semicontinuous,
G(x,y) = x − 1, F (x, y) =
{
y if x = 0,
−1 + y if x = 0,
and
B(x, y) = {−1}, A(x, y) =
{ {0} if x = 0,
{−1} if x = 0.
The function F is not upper semicontinuous but the function G is upper semicontinuous and the
sets A(x,y) and B(x, y) are acyclic for each (x, y) ∈ C ×D. It is clear that fixed points the map
S × T are (0, y) which y is an arbitrary element in D. Such points may only be the solutions
of SVQEP, but the inequality f (x, y) = x + y  f (0, y) = y, is impossible, for all x ∈ S(0, y).
Hence SVQEP has not any solution. This example satisfies in all of conditions Theorem 3.2
except condition (ii).
The following example shows that the condition x∗ ∈ P ∗ in Theorem 3.2 is essential. Note
that by Remark 3.1 condition (iii) in Theorem 3.2 can be dropped in locally convex spaces.
Example 4.3. Let X = Y = R, C = D = [−π,π], Z = R2, x∗ = (1,1) ∈ Z∗ and P = {(x, y) ∈
R2: x  0, −x2  y −x}. The function f on C ×D, defined by
f (x, y) =
{
(−1,−1 + | sinx|) if x = 0,
(−2,0) if x = 0,
and the set-valued map S defined on C × D by
S(x, y) =
{ {0} if x = 0,
[−1,1] if x = 0.
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