Social Engineering: The Real Trojan Horse of Cybersecurity {#Sec1}
==========================================================

In the era of social media and digital communication, it is strange to admit that communication can become a threat: the more we are connected, the more we have to face dangers. One of the most critical issues in cybersecurity, based on communication techniques, is social engineering.

This concept seems to have been used for the first time in politics, and then migrated into cybersecurity (Hatfield [@CR19]).

From a psychological viewpoint and in the context of cybersecurity, social engineering can be defined as a tactic which, using a persuasive communication, aims at gaining people's confidence in order to lead them to disclose sensitive information or to do something dangerous, e.g. to click a malicious link or to open an infected file.

If in this context social engineering has a negative meaning, we cannot say the same when applied to other fields. For example, a vendor frequently uses social engineering techniques to convince a potential buyer to acquire his products or services. A vendor needs effective communication abilities to appeal to individuals' emotions and persuade them. Hence, he uses empathy to understand clients' feelings. Also, empathizing with others in different life and work situations is a fundamental communication skill (Chap. 10.1007/978-3-030-43999-6_5).

The main element which characterizes social engineering is its power to manipulate people's perception by using different approaches. When communication is face-to-face, facial expressions and gestures are powerful means of persuasion. When the medium is digital technology, as in the case of phishing email, social engineering aims at generating a believable situation in order to capture people's attention.

Previously, phishing emails were easily identifiable, because of grammar errors or of the strange language used. Now, they are becoming more and more accurate with respect to contents and style; it is not therefore easy to recognize them, especially for inexperienced people, but even expert users can be confused by visual deception attacks (Dhamija et al. [@CR13]). Currently, phishing represents a core attack method for all cybercrime (Europol [@CR15]) and requires human interaction to succeed.

However, social engineering is not just a phishing email; we can distinguish several forms of attacks which may combine different aspects (Salahdine and Kaabouch [@CR35]; Krombholz et al. [@CR22]), i.e. human, physical, social and technical. In the following we describe some of them.Phishing: This is the most popular application of social engineering. It is the fraudulent practice of sending emails, usually appearing to come from a well-known source (e.g. an important organization) to steal sensitive information, like passwords, credit card numbers, etc.Spear phishing: It is a form of phishing tailored to the target recipient (individual or groups). Attackers study the behaviour of their targets and collect information to make the attack believable, in order to increase the likelihood of its success. When victims receive a spear phishing email, they think that the communication comes from a trusted source. For example, Business Email Compromise (BEC) is a fraud where the attacker impersonates an organization executive to lead an authorized employee in that organization to perform a wire transfer to an account controlled by the same attacker.Pretexting: Social engineering needs to achieve trust to be successful. For this purpose, it uses an appropriate scenario fabricated in order to convince a targeted victim. Pretexting consists, for example, of impersonating someone else, e.g. a police officer, or an insurance investigator.Tailgating: In this physical form of social engineering, someone gains access to a building or to a restricted area without proper authentication, but exploiting a convenient situation, for example, following another person entering the property.Whaling: In this form of phishing the main characteristic is the type of target, represented by senior executives, representative people of government agencies, politicians, and celebrities. Given the relevance of the target (big fish), the value of information is particularly attractive to cybercriminals. Like spear phishing, the scam email is tailor made, and appears to come from a business partner.Vishing: This is a phone scam which combines phishing and voice. Vishing can be considered the telephone equivalent of phishing. Here, given that the fraudulent action is over the phone, empathy and the ability of handling conversation are needed for the success of the attack.

We underline the multiplicity of the methods used in social engineering attacks, as well as the different levels of sophistication. For example, reverse social engineering (e.g. Irani et al. [@CR21]) points to the active role of the victim: the attacker does not start the contact with her, but the victim herself is tricked and led to initiate the relationship with the attacker.

Apparently, social engineering techniques seem to be carried out spontaneously, especially when associated to the sending of massive amount of emails; there is always someone who falls for a phishing email.

Several phases define a social engineering attack (e.g. Mouton et al. [@CR28]; Segovia et al. [@CR37]); typically, it includes:target identification and information gathering;relationship development to gain the trust of the selected victim;execution, in order to exploit the trust achieved;exit, to avoid leaving proof and, at the same time, maintaining a good relationship with targets for future activities.

Whether or not it is happening through physical or technical means, the focus of social engineering is social interaction and manipulation. Understanding the mechanisms of persuasion is fundamental to handle phishing threat, since people tend to ignore the critical warning messages (Gupta et al. [@CR17]), thus contributing to the success of the attack.

Persuasion in Social Engineering {#Sec2}
================================

Digital technologies and social media offer many opportunities to interact socially. Hence, a social engineer can interact with targeted people through social media platforms, and collect information directly posted by Internet users.

In investigating the psychological aspects of social engineering, we can say that this technique exploits both social and cognitive vulnerabilities (Corradini and Nardelli [@CR11]): if the social relationship can be -by its nature- a risk, the cognitive element[1](#Fn1){ref-type="fn"} is represented by manipulation of people's perception.

In this sense, two forms of interaction can be identified for the manipulation, depending on how explicit the interaction is. When a victim gets in touch with the attacker (direct interaction), such in the case of phishing, spear phishing and vishing, email or telephone are the means which connect the two actors. In the indirect way, instead, manipulation works without starting an explicit relationship with victims. Posting false information on a website or on a social media, for example, can attract certain individuals or groups particularly interested in the published information. Here, the number of potential targets can be very high, even if false information is posted with the goal of capturing the attention of specific groups.

We know the effects of spreading fake news on the Internet and the difficulty of restoring proper communication. We also know how manipulation of information can alter people's perceptions and generate collective inadequate behaviour (Sect. 10.1007/978-3-030-43999-6_1). False and negative information on the financial market, for instance, could cause people's hysterical reactions, disrupt the economic balance and affect the financial relations among countries.

Threats based on social engineering have been known for years, but they continue to have high chances of success, because they are strictly connected to human nature. In short "\[...\] we, as human beings, are all vulnerable to being deceived because people can misplace their trust if manipulated in certain ways" (Mitnick and Simon [@CR27]).

Indeed, investigating victimization in the case of phishing, we observe that individuals can have an active role in the success of social engineering attacks, given that for them it is usual to receive emails and phone calls, while it is difficult to judge messages in full detail to find markers of fraud (Jansen and Leukfeldt [@CR24]).[2](#Fn2){ref-type="fn"} Moreover, stress, pressure, and other factors can facilitate the lack of accurate control and ensure the success of the attack.

From a psychological point of view, it is interesting to explore how effective psychological principles of persuasion (Cialdini [@CR5], [@CR6]) are. In this sense, understanding their function and promoting awareness on this subject should be included in cybersecurity education programmes.

In Table [3.1](#Tab1){ref-type="table"} we describe some principles characterizing social engineering attacks and some specific points of attention translated into simple questions.Table 3.1Persuasion principles and points of attentionPersuasion principlesDescriptionPoints of attentionReciprocityAccording to a social norm, individuals tend to return a favour: if someone gives something to others, they feel obliged to repay that debtHow selfless is the helper?Commitment and consistencyPeople need to appear consistent in their behaviour. Hence, they act in line with their words or agreements, so as not to be perceived unreliableAm I sensitive to people's judgment?Social proofPeople tend to do what the others do, especially in uncertain conditionsDo people behave in a certain way just for conformity?AuthorityPeople feel an obligation to obey figures of authority, even if they don't agree with themIs the source reliable?LikingPeople tend to comply with requests made by those they like, because of physical attractiveness, familiarity and similarityIs it really empathy?ScarcityPeople tend to consider things more valuable if less available. For example, finding offers available for a "limited time only", sales are encouragedDo I really need it?Persuasion principles (Cialdini [@CR5], [@CR6]) and points of attention in social engineering (Corradini [@CR10])

The principles listed above work effectively because they are based on heuristic processes easily available to human minds (Sect. 10.1007/978-3-030-43999-6_2). They can count on the peripherical route of persuasion, which points to incidental cues, rather than to the strength of the contents.[3](#Fn3){ref-type="fn"} The power of persuasion is well-described in literature, especially in social psychology (e.g. Petty and Cacioppo [@CR33]; Kruglanski and Thomson [@CR23]).

The main factors of persuasion include:the communicator (*who*),the message content (*what*),the channel of communication (*how*),the audience (*whom*).

However, in investigating the persuasive process, we have to consider other many factors, such as: the characteristic of the source and its reliability; logical or emotional contents of the message and what they inspire; motivation and need of cognition; the flood of influence generated by the channels of communication.

It is evident that when factors are combined in a digital context (*where*), the space of influence is larger and more powerful (Corradini [@CR10]). Digital technology has changed the nature of persuasion (Perloff [@CR32]), increasing complexity and blurring the lines between three different concepts, such as information, influence and entertainment.

People are not often aware of the reliability of sources, and---unless they do a particular job---they do not bother to verify them. It is a fact that nobody is immune, to the point where even security experts can become victim of social engineering.[4](#Fn4){ref-type="fn"}

Organizations have to consider this threat seriously, and to review training and awareness programmes to fight it (Aldawood and Skinner [@CR100]): despite of their efforts, social engineering is still a significant problem for companies. Indeed, social engineering activity can be finalized to different targets with the purpose of stealing useful information. Specific positions can be targeted for this goal, for example executive assistants to the CEO, general managers, drivers, receptionists, the cleaning staff: according to their different roles, they handle sensitive information which needs to be protected.

Appropriate training combined with social engineering penetration testing can be a strong antidote to this persuasive form of communication; moreover, the points of attention identified in Table [3.1](#Tab1){ref-type="table"} are useful questions to invite people to reflect on the situation they experience, in order to ponder the different circumstances they have to face.

What Happens with Artificial Intelligence and Internet of Things? {#Sec3}
=================================================================

As discussed in Chap. 10.1007/978-3-030-43999-6_1, the growth of Internet of Things (IoT) and Artificial Intelligence (AI) applications are defining a new technological environment, which produces advantages but also further security risks. Currently, many countries are more and more interested in deploying AI systems, to the point where the estimated business for 2030 is impressive.[5](#Fn5){ref-type="fn"}

It is evident that there is a strong reliance on automation; the application of AI in cybersecurity is accelerating: to fight against cyber-attacks, at least a third of Chief Information Security Officers (CISOs) have decided to adopt artificial intelligence (CISCO [@CR8]). In addition, firms are more and more convinced that they need to implement AI systems to identity critical threats (Capgemini [@CR3]).

It is more than likely that AI will re-design our lives, and that it will have a significant impact in a lot of fields. It is not very clear if this would have a positive or negative effect. Media and experts say that the growth of AI systems is going to improve our lives, because of the opportunities offered.

We always recommend great prudence when technology is presented as a miracle for our problems, before research clarifies benefits and risks. On the other hand, technology can be considered positively when human beings have its complete control.

Among recommendations on AI (Del Ponte [@CR12]), it is recognized the need of discussing its societal risks, and the need of creating an ethical framework to regulate it, starting from the principle that this technology has to be developed under human control. In this sense, the Ethics Guidelines for Trustworthy AI by European Commission ([@CR102]) underlines the necessity of a full adherence of AI to humans' ethical principles and values (Sect. 10.1007/978-3-030-43999-6_1).

AI systems are developing rapidly, and the risk that their growth overcomes people's capacity of handling them is more than real. According to the approach of Machine Learning (ML), machines can "learn" without someone having to program them. And they learn rapidly, focusing on any data we, as humans, handle for our activities; so, if we search a certain product on different websites, we have to be aware that in the future similar products will be suggested to us.

It is obvious that humans cannot enter into competition with AI. The battle would be lost from the start. On the contrary, humans and machines have to work together respecting their own limits, because more and more in the future digital technologies will play an important role in our lives.

Hence, we have to exploit opportunities offered by the landscape of AI and, at the same time, we cannot ignore that AI increases relevant risks even in the workplace (Houghton and Green [@CR20]), regarding health and safety, employee ethics, diversity and equality. One of the major risks is about discrimination: machine learning works on data, and there is no guarantee that this data is free from prejudice. Consequently, the algorithmic process of learning can build altered representations of reality on whose basis discriminatory answers are provided by the AI system.

Such an impact is significant when hiring people or promoting specific categories or genders for specific jobs; bias in predictive hiring tools is a relevant problem to be handled, since employers are more and more interested to use these predictive tools to reduce time and costs (Bogen and Rieke [@CR1]).

In the meantime, precautionary measures are required when AI applications are proposed as the panacea for cybersecurity. They say that solutions based on AI will provide important support for the protection of organizations, ensuring effective security standards. AI will probably be able to identify new malware and cyberthreats, given its capacity to handle massive volume of data.

There are at least two considerations we should reflect on.

The first is that we are facing many threats not yet solved, despite using the most advanced technological solutions available on the market. Moreover, cyberthreats continue to evolve and improve, so every solution based on artificial intelligence needs to be constantly updated. Therefore, it is not clear why and how AI will be able to solve security problems without causing new ones.

The second issue is that, as with any innovation, everyone takes advantage. This means that criminals can also improve their "modus operandi" exploiting the scalable use of AI systems. We can assume an extension of the landscape of threats consisting of (Brundage et al. [@CR2])[6](#Fn6){ref-type="fn"} a reinforcement of the existing menaces (e.g. expanding set of actors) and of the possibility of generating new ones.

From this point of view, we can say that social engineering techniques can be strengthened from AI systems. Indeed, since AI is able to mimic human voices realistically, a social engineer can create automated social engineering attacks, using recorded data and impersonating perfectly, even using the same style of language. No wonder that Facebook engineers have created a machine learning system named "MelNet" cloning the voice of Bill Gates,[7](#Fn7){ref-type="fn"} and that a Canadian start-up introduced an AI system capable of synthesizing a person's voice from just a one-minute audio sample.[8](#Fn8){ref-type="fn"}

In addition, the combination between AI and Internet of Things provides a powerful weapon for criminals. IoT devices make available a large amount of data, because their sensors are able to collect information about their environment. AI algorithms, on the other hand, can infer selected information from this data. Consequently, it is possible to produce accurate profiles of targeted people, as well as to identify further vulnerabilities.

Such a combination can also be useful for the implementation of social engineering attacks, where the ability of gathering information and profiling is essential for their success.

We are convinced that human beings are essential in cybersecurity, regardless of the wonderful technological solutions used. Who thinks that the employment of AI will completely replace human beings in the activity of protection has not yet understood the nature of the issue. Once again, the tendency is to underestimate the importance of human factors and of well-trained people, and to rely on AI completely. This conviction is the biggest threat to overcome.

Even if AI is able to recognize threats more quickly than humans, thanks to its ability to analyse a large amount of data, originality and human experience are quite difficult to replicate. This is especially true when it comes to tackling cyber-attacks: if AI solutions are based on rule sets, people have the opportunity of using abstract thought (Hadley [@CR18]).

Finally, delegating cybersecurity to machines and replacing humans in control activities can certainly solve technical vulnerabilities, but if people and technology become ever more distant, other critical issues will have to be handled.

For a Holistic Vision of Cybersecurity {#Sec4}
======================================

As discussed in the previous chapters, we have to get used to living in a more and more connected and digitized world, since this trend will continue in the years to come. Consequently, the amount of data available on the Internet will tend to rise, as well as the need to protect them.

Hence, it is realistic to think that the threat landscape will get worse.[9](#Fn9){ref-type="fn"}

Individuals and organizations will be exposed to new security risks, and they will have to improve their capabilities to handle them. Indeed, criminals will continue to exploit any possible vulnerability, whether it is technological, physical or human.

Considering the current and the potential future situation of cybersecurity, a strong and effective approach to the issue becomes vital for everyone and, above all, for decision makers.

The first thing to do is to admit that, as it is, cybersecurity does not work. Like in a therapeutic relationship, recognizing the problem is fundamental to achieve positive outcomes.

Critical thinking is needed to develop alternatives to improve the current approach. We can start from the enhancement of what has been done so far, recognizing errors and weaknesses, and move on. It takes a change of mentality, involving both decision makers and those who have to deal with security problems. For example, within organizations, we should have the courage of breaking away from old patterns that consider security as a set of products or, worse, a check list to tick off.

Critical elements in the approach to cybersecurity cannot be ignored anymore, and we urgently need to redefine it.

Since the digital aspect is now an integral part of our lives, we should accept the idea of considering cybersecurity as a "public good" (Mulligan and Schneider [@CR29]), like public health. In this sense, cybersecurity should be handled in the public interest, by developing a strong cooperation between public and private sector, as well as users' responsibility regarding their cybersecurity awareness (Taddeo [@CR39]).

So, at least three issues are important in this vision.

Excessive Focus on Technology {#Sec5}
-----------------------------

The first issue concerns the general approach to security, based mainly on a technocentric point of view. We confirm the importance of technological view to clarify how cyberthreats work and what technological solutions are needed, but this is not enough. It has been proved that technological solutions are not sufficiently developed to respond to all the threats.

We need to adopt a multidisciplinary vision of cybersecurity. Other disciplines---also far from technical approaches---are capable of giving different views. Clearly, these perspectives should be integrated with the technological approach, because we are strongly convinced that humans and technology have to work together.

Similarly, the study of the human factor in cybersecurity requires different contributions from social science fields, such as psychology, sociology, anthropology, and so on. To best understand cyberspace and all criminal activities developing in this huge area, it is not sufficient to be trained in mathematics and engineering related approaches (Patterson and Winston-Proctor [@CR31]), but it is necessary the expertise of individuals with knowledge in behavioural sciences.

On the other hand, several international security reports over the years[10](#Fn10){ref-type="fn"} have shown how the most advanced technological solutions are not capable of solving all cybersecurity problems. They represent only one of the means, not the only one.

There is a general overconfidence in emerging technologies as soon as they make their appearance, when instead they should not be seen as the magic bullet. Before relying on technologies completely, we should study their advantages and disadvantages.

On the contrary, it happens that technologies are immediately released on the market, while industry and media underline the pros of them. Unfortunately, the cons come after, when it is impossible to take a step back. Business is business, we know, and technological evolution must go on, but the basic question is: are we really willing to give up our ethical and social values for the benefits deriving from the use of technologies?

Differently from the past, we are now dealing with powerful technologies, but we are not sure that we will be able to control it, and this represents a serious problem for security too.

Other daily examples help us to understand how technology alone cannot offer a real solution to security. Besides a refined design, modern smartphones are becoming more and more equipped with highly advanced functions, such as sophisticated access to the device (fingerprint, facial recognition, etc.). Just pronouncing them, it seems that these technologies are able to keep hackers and criminals of all kinds away. However, being technologically advanced does not mean being protected from security risks. As security experts love repeating (and it is really true), an absolute security does not exist.

Nothing is impenetrable, considering that even a child can unintentionally overcome more or less sophisticated security protections.[11](#Fn11){ref-type="fn"} Sometimes, people's false security perceptions are able to produce undesirable effects. Everyone knows the dramatic epilogue of the Titanic, marketed as unsinkable. Despite this assumption, things went differently, and unfortunately, consequences were tragic.

Physical Elements Are Neglected {#Sec6}
-------------------------------

The second issue concerns underestimating the "physical" elements involved in cybersecurity. Behind an attack there are devices and human beings, not only Internet. For example, attacks can guarantee the access to national infrastructures, with the consequence of interrupting essential services, such as transport, energy and financial systems. Coordinated cyber-physical attacks on critical infrastructures can be devastating and produce severe damages (Xiang et al. [@CR44]). The well-known cyberattack to Ukrainian power system in 2015[12](#Fn12){ref-type="fn"} has shown that multiple approaches can be extremely effective, impacting remote assets both electronically and physically (Lee et al. [@CR26]).

Then, thinking of Internet of Things, we know that this is made up of physical objects and connectivity; we already have evidence that the combination of the two elements can be critical for security.[13](#Fn13){ref-type="fn"} We should not forget that even cities are implementing the adoption of smart technologies (smart cities), developing automation, remotely managed, and so on.

Looking at this scenario, we should realize that if the focus of cybersecurity remains anchored only to its cyber aspects, it is plausible to think that physical elements will be considered by cybercriminals as an attractive vulnerability to be exploited. It is no coincidence that criminal actions involve physical devices and that among criminal actions there are also theft and cards skimmer (Verizon [@CR41]).[14](#Fn14){ref-type="fn"} In addition, whether data is stored in a physical or digital form, physical access controls are required to prevent unauthorized access.

An effective approach to cybersecurity should involve actors and instruments coming from different security fields, together with people having a plurality of experiences in order to expand the breadth of analysis. On the other hand, analysing the new threats and the growing ability of criminals to exploit any vulnerability, it is evident that a traditional approach based on the separation of physical and cyber security is inadequate and should be overcome, since physical security regards the protection of personnel and IT infrastructures---hence hardware, software and data---from physical actions that could cause damages or loss to an organization.

Perhaps, speaking of Cyber-Physical-Security instead of just Cybsersecurity could be a more appropriated approach to understand and manage threats. Even though the term cybersecurity is more fashionable and appealing, we should not forget the relevance of physical elements involved.

Human Factors and Cybersecurity Culture {#Sec7}
---------------------------------------

The third issue---strictly related to the others---regards the importance of social and human aspects of cybersecurity, and the need of raising awareness. The building of Cybersecurity Culture is a must for any organization. In this sense, the popular triad "People, Technology and Process" developed by the security expert Schneier at the end of last century is still a valid reference to handle security.

Between the cyber and the physical dimension there are always human beings: whether it is a physical theft or a data breach, the illegal action is carried out by individuals, and the consequences inevitably involve them. Furthermore, people can also be the vector of criminal actions, such as in phishing and social engineering attacks, as discussed in this chapter.

In a new approach to cybersecurity, we should not see human factor as a problem, but as a part of the solution, since individuals are essential to the functioning of the socio-technical system (Zimmermann and Renaud [@CR45]).

While everyone agrees that the human factor is fundamental, in practice this conviction does not find application as a global strategy, and when it happens, its management is not effective. We must admit that it is not a simple matter, and in designing cybersecurity awareness programmes we have to consider the need of taking care of cognitive, emotional and social aspects.

What is necessary is the construction of high-reliability-organizations (Winnefeld et al. [@CR46]) based on interconnected and fundamental principles: integrity, depth of knowledge, procedural compliance, forceful backup, a questioning attitude, and formality in communication.

We often forget that organizations are made up of people, who must be prepared to recognize risks and respond to them, but they have to be put in the right condition to do so. Hence, investing in people also means paying attention to their well-being, since effective Cybersecurity Culture requires a receptive and a healthy workplace (Sect. 10.1007/978-3-030-43999-6_4).

Finally, working on prevention is still the best strategy. This concept is too often forgotten in favour of emergency management. Cybersecurity incidents happen constantly and it appears more and more difficult to prevent them, to the point where many are convinced that the only thing we can do is to be prepared to manage crisis events. We are aware that there are real hurdles in managing cybersecurity, since it touches every business process and function, and changing user behaviour requires considerable effort.[15](#Fn15){ref-type="fn"}

On the contrary, we strongly believe that preparing employees to secure behaviour can prevent many security problems. After all, prevention is better (and cheaper) than cure.

In literature, social engineering is considered a form of cognitive hacking, that is "as gaining access to, or breaking into, a computer information system for the purpose of modifying certain behaviours of a human user in a way that violates the integrity of the overall user-information system" (Cybenko et al. [@CR7]).

The study consisted of an analysis of 600 phishing and malware incidents involving a Dutch bank, and focused on the behaviour of the customers victims of fraud. Despite the limitations of the study (regarding one bank), the authors underline how the combination of phishing (social engineering) and malware (technical skills) is becoming a more common method to commit fraud.

According to literature, it is possible to distinguish two different methods of persuasion: the central route is characterized by the strength of the messages or of the arguments; to be effective, the person receiving the message must have a high motivation to listen to. Peripheral route, instead, do not require thinking carefully. For example, when we are distracted, we cannot be concentrated on the contents of a message, but we are attracted by superficial cues (depending on the context).

See, for example, how Kane Gable, a 15-year-old, using social engineering, gained access to the personal and work accounts of some of America's most powerful spy chiefs.

The teenager persuaded call handlers at an internet giant that he was John Brennan, the then director of the CIA, to gain access to his computers and an FBI helpdesk that he was Mark Giuliano, then the agency's Deputy Director, to re-gain access to an intelligence database <https://www.telegraph.co.uk/news/2018/01/19/british-15-year-old-gained-access-intelligence-operations-afghanistan/>.

According to McKinsey Global Institute AI has the potential to deliver additional global economic activity of around \$13 trillion by 2030 <https://www.mckinsey.com/featured-insights/artificial-intelligence/notes-from-the-ai-frontier-modeling-the-impact-of-ai-on-the-world-economy#part1>.

In this report the authors identify three representative domains: Besides digital security, and the problems of cyberattacks, they also consider the domain of physical security (e.g. the deployment of autonomous weapon systems) and the political security (the use of AI for propaganda and deception).

<https://www.theverge.com/2019/6/10/18659897/ai-voice-clone-bill-gates-facebook-melnet-speech-generation>.

"Lyrebird" is the system realized by the start-up, on the basis of deep learning models developed by the University of Montréal <https://www.nextnature.net/2017/05/lyrebird-api-copies-human-voice/>.

Just think of the COVID-19 pandemic which probably is going to change our future habits and way of working: increasing the dependence on digital tools exposes to the risk of cyberattacks (WEF [@CR101]).

See, for example, ENISA Threat Landscape Report ([@CR14]) and Verizon Data Breach Investigations Report ([@CR40], [@CR41], [@CR42]).

See, for example, the news about a child who, at the age of 10, overcame his mother's i-Phone security block, consisting of the Face ID, the technology based on the recognition of the user's face <https://www.wired.com/story/10-year-old-face-id-unlocks-mothers-iphone-x/>. The episode is worrying, since if a child can unintentionally overcome security blocks, we can imagine what hackers can do.

The Ukrainian power system cyberattack is the first publicly acknowledged incident to result in power outages. It left about 225,000 people without power for several hours.

In 2016, a massive DDoS attack (distributed denial of service) hit the Internet. Important website platforms, like Twitter, Netflix, etc., took down. The company attacked was Dyn, that controls much of the internet's DNS infrastructure. The attack was realized through a specific malware (Mirai), which infected IoT devices (like DVR players, digital cameras), and accessing the devices using default password and usernames.

The report refers to Payment Card Skinner, including all incidents in which a skimming device is physically implanted (tampering) on an asset that reads magnetic stripe data from a payment card.

<https://www.mckinsey.com/business-functions/mckinsey-digital/our-insights/why-senior-leaders-are-the-front-line-against-cyberattacks>.
