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Abstract
The location of all zeros of a nite family of polynomials dened by three term recurrence relations with periodic
coecients is analyzed with the help of reference to the Chebyshev polynomials. In some particular cases the distribution
of these zeros in the gaps between the intervals which support the continuous part of measure dening the polynomials
in question is demonstrated. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
In the last two decades the locations of zeros of orthogonal polynomials have been extensively
investigated, especially in the case where the measure dening these polynomials is supported by
disjoint intervals. Some authors studied the case where, in addition, these polynomials are generated
by recurrence relations with asymptotically periodic coecients: see for instance Geronimo and
Van Assche [2]. In such problems many interesting questions arise concerning the location and the
distribution of zeros in the gaps between the disjoint intervals supporting the measure. Our work
helps to clarify these questions. In particular we provide exemples where the number of zeros in
such a gap is nite in one situation, and is innitee in another one.
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The general theory of location of zeros of polynomials satisfying three term recurrence relations
without the periodicity assumption was presented in [3{5]. The present paper is devoted to the
renement of these results due to the periodicity.
Let fPngn>0 be a sequence of polynomials dened by the recurrence relation 8n>0:
Pn(z) = (z + bn−1)Pn−1(z)− an−1(z)Pn−2(z); P−1  0; P0 = 1; (1.1)
where an and bn are the periodic coecients with the period p>1:
8n>0: bn+p = bn; 8n>1: an(z) = nz2 + nz + n 6 0;
n+p = n; n+p = n; n+p = n: (1.2)
In the earlier paper [1] we showed that if an are simple complex constants, then the polynomials in
question are related to the Chebyshev polynomials of the second kind.
In Section 2 we extend these results to the case where an are polynomials. Next we study the
locations of zeros of polynomials under consideration in this general case.
In Section 3 we analyze the location of the zeros of orthogonal polynomials. In Section 4 we
give two examples which show that the distribution of the zeros may be ‘irregular’ even in a simple
case. It will be specied later what means the term ‘irregular’.
2. General case
Let n; n; n and bn in Eq. (1.2) be complex and the only restriction on the polynomials an be
such that 8n>0: Pn 6 0 and is exactly of degree n. Our idea is to relate the considered polynomials
to their tridiagonal matrix representation and then to use Brauer’s result [6] on the location of the
matrix eigenvalues.
Lemma 1 (Brauer). Let A = (aij)i=1;:::; N ; j=1;:::; N be a matrix with complex elements. Then all the
eigenvalues of A are contained in the set dened by
i 6=j[
i=1;:::; N ; j=1;:::; N
8<
:z 2C: jz − aiijjz − ajjj6
0
@ NX
t=1; t 6=i
jaitj
1
A
0
@ NX
t=1; t 6=j
jajtj
1
A
9=
; :
The following lemma is a simple extension of our result [1] to the case (1.2), i.e. where an are
polynomials. Remark that an(z) are polynomials of degree at most 2; a(z) is then the polynomial of
degree at most 2p and Vi(z) dened by Eq. (2.1) is of degree ip. Pi(z) and Qi(z) are of degree i.
Lemma 2. Let fVngn>0 be the sequence of polynomials dened by
8n>0; 8z 2C: Vn+1(z) = Qp(z)Vn(z)− a(z)Vn−1(z); V−1  0; V0 = 1: (2.1)
Then the polynomials fPngn>0 dened by Eqs. (1:1) and (1:2) satisfy
8n>− 1; 8k>1; 8z 2C: Pkp+n(z) = Pp+n(z)Vk−1(z)− a(z)Pn(z)Vk−2(z); (2.2)
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where the polynomials a and Qp are given by
a(z) :=
pY
i=1
ai(z);
Qp(z) :=P2p−1(z)P−1p−1(z) = Pp(z)− ap(z)
"p−2Y
i=1
(z + bi) + R(z)
#
; (2.3)
the polynomial R being of degree at most p− 2. The product Q  0 for p= 1; 2.
In particular we have Q1(z) = P1(z) and Q2(z) = P2(z)− a2(z):
Comment concerning the proof. The proofs of the Properties 1{3 in [1] are still valid if we
replace the numbers an by polynomials. The only slight dierence between the Property 4 in [1] and
the Lemma 2 consists in the form of the recurrence (2.1) needed to obtain Eq. (2.2). The recurrence
used in [1] was
8n>0: Vn+1(z) = zVn(z)− aVn−1(z); V−1  0; V0 = 1: (2.4)
In this formula a is a complex number, R is a polynomial of degree p− 4 and Vi is a polynomial
of degree i. The situation is dierent in Eq. (2.1). If we replace in Eq. (2.4) the complex number
a by a polynomial of degree at most 2p, then we get for Vi, as we remarked before, a polynomial
of degree at most ip.
Theorem 3. For n> − 1 all the zeros of the polynomials fPkp+ngk>1 dened by (1:1) and (1:2)
are located in the complex set dened by
fz 2C: jQp(z)j62j
p
a(z)jg [ fz 2C: jQp(z)Pp+n(z)j62ja(z)Pn(z)jg: (2.5)
Proof. For k = 2 Eq. (2.2) yields
P2p+n(z) = Qp(z)Pp+n(z)− a(z)Pn(z):
Replacing n by n+ (k − 2)p we get
Pkp+n(z) = Qp(z)P(k−1)p+n(z)− a(z)P(k−2)p+n(z):
Starting from these formulas we can easily show by induction that for all k>2 the polynomial Pkp+n
given by Eq. (2.2) can be represented as the determinant of the tridiagonal Jacobi matrix of order
k:
Pkp+n(z) =

Qp(z)
p
a(z) 0    0 0 0p
a(z) Qp(z)
p
a(z)    0 0 0
...
...
...
. . .
...
...
...
0 0 0    pa(z) Qp(z) pa(z)
0 0 0    0 pa(z)Pn(z) Pp+n(z)

: (2.6)
Hence z is a zero of the polynomial Pkp+n i 0 is an eigenvalue of the tridiagonal matrix (2.6).
Thus Lemma 1 gives the set (2.5).
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If n=−1, then according to Eq. (2.5) all the zeros z of the polynomials Pkp−1 satisfy Pp−1(z)=0
or jQp(z)j62j
p
a(z)j, which is in agreement with the more precise result given by Theorem 4.
Let us recall some properties of the Chebyshev polynomials of the second kind Un needed for the
following proofs.
U−1  0; U0 = 1; 8n>0: Un+1(z) = 2zUn(z)− Un−1(z): (2.7)
8n>0; z 2C: Un(z) = (z +
p
z2 − 1)n+1 − (z −pz2 − 1)n+1
2
p
z2 − 1 : (2.8)
The zeros of Chebyshev polynomials Un are given by
xl = cos

l
n+ 1

; l= 1; : : : ; n: (2.9)
Theorem 4. Let n>− 1. Let the sets I; Cn and D be dened as follows:
I := fz 2C: a(z) 6= 0g;
Cn := fz 2 I : jPp+n(z)j+ jPn(z)j 6= 0g;
D :=

z 2 I : Qp(z)
2
p
a(z)
2Cn]− 1;+1[

: (2.10)
Then
(i) For k>1 z is a zero of the polynomial Pkp−1 i
Pp−1(z)Vk−1(z) = 0: (2.11)
(ii) If for k>0 and s>1 z belongs to Cn and satises
jPkp+n(z)j+ jP(k+s)p+n(z)j= 0; (2.12)
then
Vs−1(z) = 0: (2.13)
On the other hand; if z belongs to Cn \ D then
8k>0; 8s>1: jPkp+n(z)j+ jP(k+s)p+n(z)j 6= 0: (2.14)
(iii) If z is such that a(z)Pp−1(z) 6= 0; then
jPp+n(z)j+ jPn(z)j 6= 0: (2.15)
Proof (i) Is a direct consequence of Eq. (2.2) with n=−1.
(ii) For k =0 Eq. (2.2) implies Pn(z)=0, then the condition z 2Cn leads to Pp+n(z) 6= 0 and then
Eq. (2.2) implies Eq. (2.13). Now suppose k>1. The condition (2.12) can be rewritten with the
help of Eq. (2.2) as the linear system: 
Vk+s−1(z) −a(z)Vk+s−2(z)
Vk−1(z) −a(z)Vk−2(z)
!  
Pp+n(z)
Pn(z)
!
=
 
0
0
!
:
Let us compute the determinant of this system. Expanding Vk+s−1 and Vk−1 according to Eq. (2.1)
this determinant can be rewritten as the sum of two determinants, one of them being equal to zero.
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Then we continue to reduce the degrees of the polynomials Vj iterating the above procedure (cf. the
analogous computations in [1]). Finally the initial determinant becomes
ak(z)
V0(z) V−1(z)Vs(z) Vs−1(z)
= ak(z)Vs−1(z):
Hence, if z belongs to Cn then we have (2.13). Note that if s = 1 and z belongs to Cn, then Eq.
(2.14) holds. Indeed, with Eq. (2.2) we get
8j>1: P( j+1)p+n(z) = Qp(z)Pjp+n(z)− a(z)P( j−1)p+n(z): (2.16)
Thus, the additional conditions jPkp+n(z)j+jP(k+1)p+n(z)j=0 and a(z) 6= 0 imply jPp+n(z)j+jPn(z)j=0,
which contradicts the fact that z belongs to Cn. In the case s=1 the assumption saying that z belongs
to D is not needed.
Now suppose s>1. Eq. (2.1) allows us to rewrite Vn+1(z) like Eq. (2.6) as the determinant of
order (n+ 1):
Vn+1(z) =

Qp(z)
p
a(z) 0    0 0 0p
a(z) Qp(z)
p
a(z)    0 0 0
...
...
...
. . .
...
...
...
0 0 0    pa(z) Qp(z) pa(z)
0 0 0    0 pa(z) Qp(z)

: (2.17)
Hence, with Eqs. (2.17) and (2.7), it is easy to see that one has
n>0; z 2 I : Vn+1(z) = [
p
a(z)]n+1Un+1

Qp(z)
2
p
a(z)

: (2.18)
The Chebyshev polynomials Un having all their zeros in the open interval ]−1;+1[, we nd
j>0; z 2D: Vj(z) 6= 0: (2.19)
Hence, according to Eqs. (2.12) and (2.13), the assertion (2.14) is proved.
(iii) For n = −1 Eq. (2.15) is trivial. If n>0; then with Eqs. (1.1) and (1.2), following the
computation as in (ii), we get
8z 2C:
Pp+n(z) Pp+n−1(z)Pn(z) Pn−1(z)
=−Pp−1(z)
nY
j=1
aj(z);
0Y
j=1
 1:
Hence, if we choose z such that: a(z)=
Qp
j=1 aj(z) 6= 0, then by periodicity we obtain
Qn
j=1 aj(z) 6= 0:
Concluding, if a(z)Pp−1(z) 6= 0, then Eq. (2.15) holds.
Theorem 5. Let F and H be the functions dened by
n>0: F(z; n) :=
p
a(z)Pn(z)
Pp+n(z)
;
k>2: H (z; k) :=G(z)
"
1− G−2k(z)
1− G−2(k−1)(z)
#
; (2.20)
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where (I is dened in Eq. (2:10))
z 2 I : G(z) := 1
2
p
a(z)
[Qp(z) +
q
Q2p(z)− 4a(z) ]:
(i) If the following condition holds:
n>0; z 2 I : Pp+n(z)Pn(z) 6= 0 (2.21)
then
k>2: Pkp+n(z) = 0 , F(z; n) = H (z; k): (2.22)
(ii) If Eq. (2:21) holds and if two additional conditions hold
z 2 I : jQp(z)j>2j
p
a(z)j; jF(z; n)j<
 Qp(z)2pa(z)
 ;
then
k>1: Pkp+n(z) 6= 0: (2.23)
(iii) If for n>− 1 z belongs to Cn \ D and satises
Pp+n(z)Pn(z) = 0; (2.24)
then
8k>2: Pkp+n(z) 6= 0: (2.25)
Proof. Replacing z by Qp(z)=2
p
a(z) in Eq. (2.8) we get the formula for the function H of Eq.
(2.20).
(i) The initial condition V0 6= 0 in Eq. (2.1) and the fact that a(z) 6= 0 imply that Vk−1 and Vk−2
have no common zeros. Thus, if we put into Eq. (2.2) Pkp+n(z)=0 for k>2 then from the condition
(2.21) it follows that
Vk−1(z)Vk−2(z) 6= 0:
Thus we can conclude that
Pkp+n(z) = 0) F(z; n) = f(z) = Vk−1(z)pa(z)Vk−2(z) :
Conversely, suppose we consider the case
Pkp+n(z) 6= 0 and Vk−1(z)Vk−2(z) = 0:
Then, according to Eq. (2.1) and to the fact that jVk−1(z)j + jVk−2(z)j 6= 0, the above function f
is equal to zero or becomes 1. However, Eq. (2.21) always implies: 0<jF(z; n)j<+1. Thus the
two following conditions Pkp+n(z) 6= 0 and Vk−1(z)Vk−2(z) = 0 imply F(z; n) 6= f(z). Next, if we
replace the second of the above conditions by an opposite one, i.e. 6= 0, then using Eq. (2.2) we
obtain the same implication. Hence with Eqs. (2.18) and (2.8) we get Eq. (2.22).
(ii) If three conditions: Eq. (2.21) and
z 2 I :
 Qp(z)2pa(z)
>1; jF(z; n)j<
 Qp(z)2pa(z)

hold then Eq. (2.23) is satised. Indeed, Eq. (2.21) guarantees that the above set is the complement,
in C, of the set dened by Eq. (2.5).
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(iii) If z belongs to Cn \D then in particular jPp+n(z)j+ jPn(z)j 6= 0 and 8j>0: Vj(z) 6= 0: Hence
Eqs. (2.2) and (2.24) give Eq. (2.25).
Remarks. (1) If Eq. (2:21) holds and k  1; then Eq. (2:22) leads to
Pkp+n(z) = 0,
(
F(z; n)  G(z) if jG(z)j>1;
F(z; n)  G−1(z) if jG(z)j<1:
(2) If Eq. (2:21) holds and if for n>0 Qp(z)2pa(z)
>1 and jF(z; n)j61;
then; according to Eq. (2:23) we have
8k>1: Pkp+n(z) 6= 0: (2.26)
A simple computation allows us to get more details about these two last results in the case of
p= 2 and n= 0:
(ad 1) If k  1; a2(z)a1(z) 6= 0 and if
jP2(z)− a2(z) +
q
[P2(z)− a2(z)]2 − 4a2(z)a1(z)j 6= 2j
p
a2(z)a1(z)j;
then P2k(z) = 0 involves
(z + b1)P1(z)  0: (2.27)
Moreover; note that if jG(z)j 6= 1; then from its denition we get Qp(z)=2
p
a(z)2Cn[ − 1;+1]:
But; from Eq. (2:14) and the hypothesis P2k(z) = 0 one has jP2(z)j= jP2(z)j+ jP2k(z)j 6= 0: Hence
the condition (2:21) obviously follows.
(ad 2) If
jP2(z)− a2(z)j>2j
p
a2(z)a1(z)j and jP2(z)j>j
p
a2(z)a1(z)j>0;
then
8k>1: P2k(z) 6= 0: (2.28)
Obviously; the above condition ensures that Eq. (2:21) holds. Note that the condition jP2(z)j>
jpa2(z)a1(z)j can be replaced by a less restrictive condition
0<2ja2(z)a1(z)j<j[P2(z)− a2(z)]P2(z)j= jP4(z) + a2(z)a1(z)j (2.29)
by using Eq. (2:16) and the conditions associated with Eq. (2:23).
3. Zeros of orthogonal polynomials
In the case of orthogonal polynomials the coecients of recurrence relation (1.1) satisfy
8n>0: bn = bn+p 2R; 8n>1: an(z)  an = n = n+p>0: (3.1)
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In this case, according to Eq. (2.3) (see [1]: R is a polynomial of degree p− 4 with R−1  0)
a=
pY
j=1
aj>0; 8x2R: Qp(x)2R: (3.2)
Recall the following result (see for instance [2]):
Lemma 6. Let E = fx2R: jQp(x)j<2
p
ag be a set composed by p disjoint open intervals. Then
between two consecutive intervals of E there is exactly one zero of the polynomial Pp−1 and one
zero of the polynomial dQp=dx:
The following corollary claries the contents of Theorems 4 and 5 in more detail.
Corollary. (i) For k>1: Pkp−1(x) = 0 ,
Pp−1(x) = 0 or l= 1; : : : ; k − 1: Qp(x) = 2
p
a cos

l
k

: (3.3)
(ii) Let x2R be such that jQp(x)j<2
p
a. Then
8n>− 1: jPp+n(x)j+ jPn(x)j 6= 0: (3.4)
Moreover, if there exists k>0; n>− 1; s>1 such that jPkp+n(x)j+ jP(k+s)p+n(x)j= 0 then
9l2f1; : : : ; s− 1g: Qp(x) = 2
p
a cos

l
s

: (3.5)
(iii) For n>− 1 let x belong to the set
cn := fx2R: jPp+n(x)j+ jPn(x)j 6= 0g
(cn is similar to Cn dened by Eq. (2:10)) and satises jQp(x)j>2
p
a; then
8k>0; 8n>− 1; 8s>1: jPkp+n(x)j+ jP(k+s)p+n(x)j 6= 0: (3.6)
(iv) Let k>2 and n>0. If x satises jQp(x)j>2
p
a; Pp+n(x)Pn(x) 6= 0 and also one of two
following conditions:
() Qp(x)>2
p
a; F(x; n)2Rn
#
G(x) +
G−2k+3(x)
k − 1 ; G(x) +
G−1(x)
k − 1
"
;
or
() Qp(x)<− 2
p
a; F(x; n)2Rn
#
G−1(x) +
G(x)
k − 1 ; G
−1(x) +
G2k−3(x)
k − 1
"
;
then
Pkp+n(x) 6= 0: (3.7)
Proof. (i) Is a direct consequence of Theorem 4(i) with the help of Eqs. (2.7), (2.18) and (2.9).
(ii) The property (3.4) is a consequence of Theorem 4(ii) and Theorem 4(iii) and of the Lemma
6. In fact, for all x such that jQp(x)j<2
p
a, one has Pp−1(x) 6= 0. Then, according to Eq. (3.4), x
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belongs to cn and so, if Eq. (2.12) holds Eq. (2.13) also holds. Thus, with Eqs. (2.18) and (2.9)
we get Eq. (3.5).
(iii) The property (3.6) follows trivially from Theorem 4(ii).
(iv) The property (3.7) is a consequence of Theorem 5(i). Let k>2, n>0 and let x be such that
jQp(x)j>2
p
a and Pp+n(x)Pn(x) 6= 0: Let us rewrite the function H dened in Eq. (2.20) in two
other forms suited to the proof.
8k>2: H (x; k) = G(x)
"
1 +
G−2(k−1)(x)Pk−2
i=0 G−2i(x)
#
= G−1(x)
"
1− G2k(x)
1− G2(k−1)(x)
#
:
If Qp(x)>2
p
a then G(x)>1 and so
0<(k − 1)G−2(k−2)(x)6
k−2X
i=0
G−2i(x)6(k − 1);
which gives
1<G(x)
"
1 +
G−2(k−1)(x)
k − 1
#
6H (x; k)6G(x)
"
1 +
G−2(x)
k − 1
#
:
According to the condition () F cannot be equal to H and consequently Eq. (2.22) implies Eq.
(3.7).
On the other hand, if Qp(x)<− 2
p
a, then
G−1(x) =
1
2
p
a
[Qp(x)−
q
Q2p(x)− 4a]<− 1<G(x)<0
and with the last form of H we obtain
8k>2: G−1(x)
"
1 +
G2(x)
k − 1
#
6H (x; k)6G−1(x)
"
1 +
G2(k−1)(x)
k − 1
#
<− 1;
that is, with () and (2.22) we obtain again Eq. (3.7).
Remarks. (1) Regarding Eq. (3.3) we see that the zeros of orthogonal polynomials fPkp+ngk>0 are
dense in the set E = fx2R: jQp(x)j<2
p
ag.
The polynomials fPkp−1gk>0 have; as common zeros; the zeros of the polynomial Pp−1 .
(2) Eq. (3:6) means that for all n>− 1 the polynomials fPkp+ngk>0 have no common zeros in
the set
cn
\
fx2R: jQp(x)j>2
p
a g: (3.8)
This property is also true in the general case (cf. Eq. (2:14)).
(3) It is easy to see that if Qp(x)>2
p
a; then we have:
8k>2: 1<G(x)<G(x) + G
−2k+3(x)
k − 1 6G(x) +
G−1(x)
k − 1 6
Qp(x)p
a
;
and if Qp(x)<− 2
p
a; we have
8k>2: Qp(x)p
a
6G−1(x) +
G(x)
k − 16G
−1(x) +
G2k−3(x)
k − 1 <G
−1(x)<− 1:
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We can then rewrite part (iv) of the last corollary in the following form:
If for n>0 Pp+n(x)Pn(x) 6= 0 and if also one of the two following conditions holds
() Qp(x)>2
p
a and
 p
aPn(x)
Pp+n(x)
6G(x) or
p
aPn(x)
Pp+n(x)
>
Qp(x)p
a
!
or
() Qp(x)<− 2
p
a and
 p
aPn(x)
Pp+n(x)
<
Qp(x)p
a
or
p
aPn(x)
Pp+n(x)
>G−1(x)
!
then
8k>1; Pkp+n(x) 6= 0: (3.9)
4. Distribution of zeros of orthogonal polynomials: examples
In this section we analyse the eect of the periodicity and of some additional conditions on the
coecients on the distribution of zeros of orthogonal polynomials in the case of the periodicity
p= 2:
P−1  0; P0 = 1;
P1(x)= (x + b0)P0 −a2P−1 = x + b0
P2(x)= (x + b1)P1(x) −a1P0
P3(x)= (x + b0)P2(x) −a2P1(x)
P4(x)= (x + b1)P3(x) −a1P2(x)
...
...
... (4.1)
Eqs. (2.3) and (3.2) become
a= a2a1; Qp(x) = Q2(x) = P2(x)− a2: (4.2)
We start with the investigation of two families of these polynomials.
4.1. Polynomials fP2k−1gk>0
According to Eq. (3:3) one has
P2k−1(x) = 0, P1(x) = 0 or

l= 1; : : : ; k − 1: Q2(x) = 2pa2a1 cos

l
k

: (4.3)
In the following the important role will be played by the set E dened here for p= 2:
E = fx2R: jQ2(x)j<2pa2a1g= E1 [ E2; (4.4)
where E1 and E2 are two disjoint open intervals. For instance, Eq. (4.3) already indicates that the
zeros of the polynomials under consideration are dense in E1 and E2.
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4.2. Polynomials fP2kgk>0
(i) The polynomial Sk dened by P2k can be expressed by means of P2(x) = X as follows:
8k>0;8x2R: P2k(x) = Sk(X ) =
kX
j=0
d(j; k)X j; (4.5)
where d(k; k) = 1 and the coecients d(0; k) satisfy the recurrence relation
d(0; 0) = 1; d(0; 1) = 0;
8k>2: d(0; k) =−a2[d(0; k − 1) + a1d(0; k − 2)]: (4.6)
(ii) If a2>4a1 then = a2(a2 − 4a1)>0 and so
p
 is real; and
8k>0: d(0; k) = a2a1p

( k−11 −  k−12 ); (4.7)
where
= a2(a2 − 4a1)>0;  1 =− 12 (a2 +
p
);  2 =− 12 (a2 −
p
): (4.8)
Proof. (i) Proof by induction. The relation (4.5) is true for k = 1 by the denition of X . Suppose
that it is true for all k6K , then it is also true for k = K + 1. Indeed, according to Eq. (2.16) and
to the induction assumption we get
P2(K+1)(x) = (P2(x)− a2)P2K(x)− a2a1P2(K−1)(x)
= (X − a2)
KX
j=0
d(j; K)X j − a2a1
K−1X
j=0
d(j; K − 1)X j
=
K+1X
j=0
d(j; K + 1)X j = SK+1(X ):
The coecients d(0; k) can be recognized as the combinations of the coecients d(0; k − 1) and
d(0; k − 2) if we substitute in Eq. (2.16) the polynomials P by the polynomials S. In particular we
obtain Eq. (4.6).
(ii) Eq. (4.7) can be proved by induction. For k=1 and 2 we have (a2a1=
p
)(1−1)=0=d(0; 1)
and (a2a1=
p
)( 1 − 2) =−a2a1 = d(0; 2) and then Eq. (4.7) is true for k = 1 and 2. Suppose that
it is true for all k6K that it is also true for k=K +1. Indeed, according to (4.6) and the induction
assumption we get
d(0; K + 1)=−a2a1p

[a2( K−11 −  K−12 ) + a2a1( K−21 −  K−22 )]
=−a2a1p

[− ( 1 +  2)( K−11 −  K−12 ) +  1 2( K−21 −  K−22 )]
=
a2a1p

( K1 −  K2 ):
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Now we shall show that even in the simple case (4.1) of periodicity 2, the simple periodicity
condition is not sucient to obtain a ‘regular’ distribution of the zeros. ‘Regular’ means that all the
zeros of the polynomials fP2k+ngk>0 are located in the set E=fx2R: jQp(x)j<2
p
ag except, perhaps,
a nite number of them. Wishing to obtain regularity we must prescribe additional conditions on the
coecients ai and (or) bi. To illustrate this let us consider two distinct additional conditions: a2>4a1
and a1>a2 which lead to two distinct situations. The rst one is characterized by an innite number
of distinct zeros with accumulation points in the set RnE. The second situation is characterized by a
nite number of points in RnE, which are the zeros of the polynomials under consideration. In the
actual example presented below there is only one point, the zero of P1, which is the only common
zero of all polynomials P2k−1.
4.3. First situation
Theorem 7. Let Z = fx2R: P2(x)60g and a2>4a1; then the set Z is contained between the in-
tervals E1 and E2 dened by (4:4) and for all k>1 each polynomial P2k has at least two zeros in
the set Z . Moreover all the zeros of the polynomials fP2kgk>0; which are in the set Z are distinct.
Proof The product of k real zeros Xi of the polynomial Sk of degree k is (−1)k[d(0; k)=d(k; k)] =
(−1)kd(0; k): It is negative because  1< 2<0 (see Eq. (4.8)) and then d(0; k) has the sign (−1)k−1.
Thus, each polynomial Sk has at least one negative zero. Consequently, since Sk(X ) = P2k(x), each
polynomial P2k has at least two zeros in the set Z . Moreover, the condition a2>4a1 leads to
P2(x)60 ) Q2(x)6− a2<− 2pa2a1:
Hence, the condition a2>4a1 ensures that the set Z is contained between E1 and E2, and we get
Z fx2R: Q2(x)<− 2pa2a1gfx2R: jQ2(x)j>2pa2a1g: (4.9)
But, from Eq. (3.8) we know that all the polynomials of the family fP2kgk>0 have no common zeros
in the set dened by
fx2R: jP2(x)j+ jP0(x)j 6= 0g \ fx2R: jQ2(x)j>2pa2a1g
=fx2R: jQ2(x)j>2pa2a1g= RnE:
Thus, with Eq. (4.9) we can say that all the zeros of the family fP2kgk>0 in the set Z are distinct.
Theorem 8. If a2>4a1 then the polynomials fP2kgk>0 have an innite number of distinct zeros in
the set Z . Moreover; if for k  1 x belonging to Z satises P2k(x) = 0; then x also satises
(x + b1)P1(x)  0: (4.10)
Proof The rst assertion follows immediately from Theorem 7. Now, suppose k  1 and P2k(x)=0
for x in Z . Then, from the denition (2.20) of G and from Eq. (4.10) we get jG(x)j 6= 1: Indeed,
it is easy to see that jG(x)j= 1 i jQ2(x)j62pa2a1.
According to the Corollary (iii) with n=0 the polynomials P2 and P2k have no common zero on
jQ2(x)j>2
p
a. Hence, since P2k(x) = 0, we have jP2(x)j= jP2(x)j+ jP2k(x)j 6= 0 and so Eq. (2.21)
holds. Then all conditions leading to Eq. (2.27) hold and Eq. (2.27) reduces to Eq. (4.10).
J. Gilewicz, E. Leopold / Journal of Computational and Applied Mathematics 107 (1999) 241{255 253
Fig. 1. Case a2>4a1.
Theorem 8 shows that the zeros of the polynomials fP2kgk>0 have at least an accumulation point
in the set Z .
In order to illustrate Theorems 8 and 9 we shall give the Fig. 1. Points −b0 and −b1 on this
gure are accumulation points.
4.4. Second situation
As opposed to the rst situation here certain zeros of the polynomials fP2k+ngk>0 are located only
on a nite set of points in the gap between the intervals E1 and E2 dened in Eq. (4.4), other zeros
being dense in E1 [ E2. In particular in the following example (see Theorem 9) it is the point −b0
which is the common zero of polynomials P2k−1, because P1 is a unique common divisor of these
polynomials.
Theorem 9. If a2<a1; then all the zeros of polynomials fP2k+ngk>0 are located in the set E1[E2[
f−b0g.
Proof. In our previous analysis we showed that all zeros of the polynomials of the family fP2k−1gk>0
are located in the set E[f−b0g. If a2<a1, then the condition jP2(x)j<pa2a1 implies jP2(x)−a2j=
jQ2(x)j<2pa2a1. So we have
fx2R: jP2(x)j<pa2a1gfx2R: jQ2(x)j<2pa2a1g:
On the contrary if jQ2(x)j>2pa2a1 and if jP2(x)j>pa2a1>0, then Eq. (2.28) holds, namely
8k>1: P2k(x) 6= 0: This completes the proof.
Theorem 9 is illustrated by Fig. 2.
In H1 [ H2 [ H3 there are only two zeros of P2 which are located in H1 and H3. We can easily
show that if [(b0 − b1)2 + 4a1]2 + 4a2(b0 − b1)2>16a1a2, then
H2 = fx2Z : P4(x)>a2a1g 6= ;:
In K1 and K2 there is an innite number of distinct zeros of the family fP2kgk>1 and −b0 and −b1
are the accumulation points of this set of zeros. Indeed, Theorems 7 and 8 say that there is an innite
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Fig. 2. Case a1>a2.
number of zeros of polynomials P2k in the set Z with the accumulation points dened by Eq. (4.10).
Moreover, if Q2(x)<− 2pa2a1 and P4(x)>a2a1 (see Eq. (2.29)), then we have 8k>0: P2k(x) 6= 0:
On the other hand, if P2(x) 6= 0 and Q2(x)< − 2pa2a1; [(pa2a1=P2(x)<Q2(x)=pa2a1) or
(
p
a2a1=P2(x)>G−1(x)<0)] (see Eq. (3.9)), then 8k>0: P2k(x) 6= 0. When P2(x)<0, the condition
[
p
a2a1=P2(x)]<[Q2(x)=
p
a2a1] is equivalent to P4(x)<0 (cf. formula (2.2)). We also see that if
P2(x)>0, the condition [
p
a2a1=P2(x)]>G−1(x) is obviously satised.
In H there is only one zero of P1, namely −b0.
5. Conclusion
The above examples show that the periodicity condition is not sucient to obtain almost all the
zeros of the families fPkp+ngk>0 in the set E = fx2R: jQp(x)j<2
p
ag. Indeed, even in the simple
cases (for example for p=2) we may obtain an innite number of distinct zeros outside of this set:
see the example with a2>4a1 illustrated by the Fig. 1.
In order to have all the zeros in the set E, perhaps a nite number of them, we must impose
some additional conditions on the coecients of the recurrence relation. The Fig. 2 illustrates the
example with the additional condition a2<a1.
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