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Simple formula for conditional wϕ -integral
For a partition 0 = t0 < t1 < · · · < tn < tn+1 = t of the interval [0, t], let Xn(x) =
(x(t0), . . . , x(tn)) and Xn+1(x) = (x(t0), . . . , x(tn), x(tn+1)) on a generalized Wiener space
(C[0, t], B(C[0, t]),wϕ), where C[0, t] is the space of the continuous paths on [0, t] and
wϕ is a probability measure on the Borel class B(C[0, t]) of C[0, t]. In this paper, using
simple formulas for conditional wϕ-integrals on C[0, t] with the conditioning functions Xn
and Xn+1, we evaluate the conditional analytic Wiener wϕ-integrals of the function Gr
having the form
Gr(x) = F (x)Ψ
( t∫
0
v1(s)dx(s), . . . ,
t∫
0
vr(s)dx(s)
)
,
for F ∈ Swϕ which is a Banach algebra, and for Ψ = f + φ which need not be bounded
or continuous, where f ∈ Lp(Rr) and φ ∈ Mˆ(Rr). And also, we establish several change
of scale transformations for the conditional analytic Wiener wϕ-integrals of Gr with the
conditioning functions Xn and Xn+1.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
It is well known that the classical Wiener space C0[0, t] is the space of the real-valued continuous functions on the
closed interval [0, t] which vanish at 0. As mentioned in Ref. [15], the Wiener measure and Wiener measurability behave
badly under change of scale and under translation [1,2]. Various kinds of the change of scale formulas for Wiener integrals
were developed on the classical and abstract Wiener spaces [4,5,13–16].
For a partition 0 = t0 < t1 < · · · < tn < tn+1 = t of [0, t], let Xn(x) = (x(t0), . . . , x(tn)) and Xn+1(x) = (x(t0), . . . , x(tn),
x(tn+1)) for x ∈ C0[0, t]. In Ref. [10], Park and Skoug introduced a simple formula for conditional Wiener integrals which
evaluate the conditional Wiener integral of a function given Xn+1 as a Wiener integral of the function. In Ref. [11], they ex-
tended the simple formula for more generalized conditioning function Xk given by Xk(x) = (
∫ t
0 α1(s)dx(s), . . . ,
∫ t
0 αk(s)dx(s))
on C0[0, t], where {α1, . . . ,αk} is an orthonormal subset of L2[0, t], and then, evaluated the conditional Wiener integrals of
various functions given Xk . In Ref. [12], under the conditioning function Xk , Yoo, Chang, Cho, Kim and Song established a
change of scale formula for the conditional Wiener integral of the function Gr of the form, for x ∈ C0[0, t],
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( t∫
0
v1(s)dx(s), . . . ,
t∫
0
vr(s)dx(s)
)
(1)
for F ∈ S and Ψ = ψ + φ, where ψ ∈ Lp(Rr), 1  p ∞, and φ ∈ Mˆ(Rr) which is the space of the Fourier transforms of
measures of bounded variation over Rr . Note that S is the Banach algebra introduced by Cameron and Storvick [3], and the
stochastic integrals mean the Paley–Wiener–Zygmund integrals with an orthonormal subset {v1, . . . , vr} of L2[0, t]. Then,
they derived a change of scale formula for the conditional Wiener integral of Gr with the conditioning function Xn+1.
On the other hand, let C[0, t] denote the space of the real-valued continuous functions on the interval [0, t]. Im and
Ryu introduced a probability measure wϕ on (C[0, t],B(C[0, t])), where B(C[0, t]) denotes the Borel σ -algebra of C[0, t]
and ϕ is a probability measure on (R,B(R)) [8]. This measure space is a generalization of the Wiener space. In Refs. [6]
and [7], Cho derived two simple formulas for the conditional wϕ-integrals of the functions on C[0, t] with the vector-valued
conditioning functions Xn and Xn+1 which are deﬁned on C[0, t]. These formulas express the conditional wϕ-integrals
directly in terms of non-conditional wϕ-integrals.
In this paper, using the simple formulas for the conditional wϕ-integrals on C[0, t] with the conditioning functions Xn
and Xn+1, we evaluate the conditional analytic Wiener wϕ-integrals of the function Gr given by (1) and deﬁned on C[0, t],
where F belongs to Swϕ . Note that Swϕ is a Banach algebra of the functions on C[0, t], which corresponds to the Cameron
and Storvick’s Banach algebra S of the functions on C0[0, t]. Finally, we establish the change of scale transformations for
the conditional analytic Wiener wϕ-integrals of Gr with the conditioning functions Xn and Xn+1 on C[0, t]. We also note
that the function Gr is of interest in Feynman integration theories and quantum mechanics.
Throughout this paper, let C and C+ denote the set of the complex numbers and that of the complex numbers with the
positive real parts, respectively.
Now, we begin with introducing the probability space (C[0, t],B(C[0, t]),wϕ). For a positive real t , let C = C[0, t] be the
space of all real-valued continuous functions on the closed interval [0, t] with the supremum norm. For t = (t0, t1, . . . , tn)
with 0= t0 < t1 < · · · < tn  t , let Jt : C[0, t] → Rn+1 be the function given by
Jt(x) =
(
x(t0), x(t1), . . . , x(tn)
)
.
For B j ( j = 0,1, . . . ,n) in B(R), the subset J−1t (
∏n
j=0 B j) of C[0, t] is called an interval and let I be the set of all such
intervals. For a probability measure ϕ on (R,B(R)), we let
mϕ
(
J−1t
(
n∏
j=0
B j
))
=
[
n∏
j=1
1
2π(t j − t j−1)
] 1
2 ∫
B0
∫
∏n
j=1 B j
exp
{
−1
2
n∑
j=1
(u j − u j−1)2
t j − t j−1
}
d(u1, . . . ,un)dϕ(u0).
B(C[0, t]), the Borel σ -algebra of C[0, t], coincides with the smallest σ -algebra generated by I and there exists a unique
probability measure wϕ on (C[0, t],B(C[0, t])) such that wϕ(I) = mϕ(I) for all I in I . This measure wϕ is called an
analogue of the Wiener measure associated with the probability measure ϕ [8].
Let {ek: k = 1,2, . . .} be a complete orthonormal subset of L2[0, t] such that each ek is of bounded variation. For f in
L2[0, t] and x in C[0, t], we let
( f , x) = lim
n→∞
n∑
k=1
t∫
0
〈 f , ek〉ek(s)dx(s)
if the limit exists. Here 〈·,·〉 denotes the inner product over L2[0, t]. ( f , x) is called the Paley–Wiener–Zygmund integral of
f according to x. Note that 〈·,·〉 also denotes the inner product over Euclidean space if no confusions are occurred.
Applying [8, Theorem 3.5], we can easily prove the following theorem.
Theorem 1.1. Let {h1,h2, . . . ,hn} be an orthonormal system of L2[0, t]. For i = 1,2, . . . ,n, let Zi(x) = (hi, x) on C[0, t]. Then
Z1, Z2, . . . , Zn are independent and each Zi has the standard normal distribution. Moreover, if f : Rn → R is Borel measurable,
then we have∫
C
f
(
Z1(x), Z2(x), . . . , Zn(x)
)
dwϕ(x)
∗=
(
1
2π
) n
2
∫
Rn
f (u1,u2, . . . ,un)exp
{
−1
2
n∑
j=1
u2j
}
d(u1,u2, . . . ,un),
where
∗= means that if either side exists then both sides exist and they are equal.
Let F : C[0, t] → C be integrable and let X be a random vector on C[0, t] assuming that the value space of X is a
normed space with the Borel σ -algebra. Then, we have the conditional expectation E[F |X] of F given X from a well-known
probability theory [9]. Further, there exists a P X -integrable complex-valued function ψ on the value space of X such that
D.H. Cho et al. / J. Math. Anal. Appl. 359 (2009) 421–438 423E[F |X](x) = (ψ ◦ X)(x) for wϕ-a.e. x ∈ C[0, t], where P X is the probability distribution of X . The function ψ is called the
conditional wϕ-integral of F given X and it is also denoted by E[F |X].
Throughout this paper, let 0= t0 < t1 < · · · < tn < tn+1 = t be a partition of [0, t] unless otherwise speciﬁed.
For any x in C[0, t], deﬁne the polygonal function [x] on [0, t] by
[x](t) = x(t j−1) + t − t j−1
t j − t j−1
(
x(t j) − x(t j−1)
)
, t j−1  t  t j, j = 1, . . . ,n + 1.
Similarly, for ξn+1 = (ξ0, ξ1, . . . , ξn+1) ∈ Rn+2, deﬁne the polygonal function [ξn+1] on [0, t] by
[ξn+1](t) = ξ j−1 + t − t j
t j − t j−1 (ξ j − ξ j−1), t j−1  t  t j−1, j = 1, . . . ,n + 1.
Then both [x] and [ξn+1] are continuous on [0, t], their graphs are line segments on each subinterval [t j−1, t j] and [x](t j) =
x(t j) and [ξn+1](t j) = ξ j at each t j .
In the following two theorems, we introduce simple formulas for conditional wϕ-integrals on C[0, t] [6,7].
Theorem 1.2. Let F : C[0, t] → C be integrable and let Xn+1 : C[0, t] → Rn+2 be given by
Xn+1(x) =
(
x(t0), x(t1), . . . , x(tn), x(tn+1)
)
. (2)
Then we have for P Xn+1 -a.e. ξn+1 ∈ Rn+2 ,
E[F |Xn+1](ξn+1) = E
[
F
(
x− [x] + [ξn+1]
)]
, (3)
where P Xn+1 is the probability distribution of Xn+1 on (Rn+2,B(Rn+2)).
Next, we introduce another simple formula for conditional wϕ-integrals removing the point x(t) in the conditioning
function Xn+1 given by (2).
Theorem 1.3. Let Xn : C[0, t] → Rn+1 be given by
Xn(x) =
(
x(t0), x(t1), . . . , x(tn)
)
. (4)
Moreover let F be deﬁned and integrable on C[0, t] and P Xn be the probability distribution of Xn on (Rn+1,B(Rn+1)). Then we have
E[F |Xn](ξn) =
[
1
2π(t − tn)
] 1
2
∫
R
E
[
F
(
x− [x] + [ξn+1]
)]
exp
{
− (ξn+1 − ξn)
2
2(t − tn)
}
dξn+1 (5)
for P Xn -a.e. ξn ∈ Rn+1 , where ξn = (ξ0, ξ1, . . . , ξn) and ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1).
For a function F : C[0, t] → C and λ > 0, let F λ(x) = F (λ− 12 x) and Xλn+1(x) = Xn+1(λ−
1
2 x), Xλn (x) = Xn(λ−
1
2 x), where
Xn+1 and Xn are given by (2) and (4), respectively. Suppose that E[F λ] exists for each λ > 0. By the deﬁnition of conditional
wϕ-integral and (3), we have
E
[
F λ|Xλn+1
]
(ξn+1) = E
[
F
(
λ−
1
2
(
x− [x])+ [ξn+1])]
for P Xλn+1
-a.e. ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1) ∈ Rn+2, where P Xλn+1 is the probability distribution of X
λ
n+1 on (Rn+2,B(Rn+2)).
For ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1 and ξn+1 ∈ R, let ξn+1(λ) = (λ 12 ξ0, λ 12 ξ1, . . . , λ 12 ξn, ξn+1). Then we have by (5) and the change
of variable theorem
E
[
F λ|Xλn
]
(ξn) =
[
1
2π(t − tn)
] 1
2
∫
R
E
[
F λ
(
x− [x] + [ξn+1(λ)])]exp
{
− (ξn+1 − λ
1
2 ξn)
2
2(t − tn)
}
dξn+1
=
[
λ
2π(t − tn)
] 1
2
∫
R
E
[
F
(
λ−
1
2
(
x− [x])+ [ξn+1])]exp
{
−λ(ξn+1 − ξn)
2
2(t − tn)
}
dξn+1 (6)
for P Xλn -a.e.
ξn , where P Xλn is the probability distribution of Xλn on (Rn+1,B(Rn+1)). If E[F (λ−
1
2 (x − [x]) + [ξn+1])] has the
analytic extension J∗λ(F )(ξn+1) on C+ as a function of λ, then it is called the conditional analytic Wiener wϕ-integral of F
given Xn+1 with parameter λ and denoted by
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for ξn+1 ∈ Rn+2. Moreover, if for a non-zero real q, Eanwλ [F |Xn+1](ξn+1) has a limit as λ approaches to −iq through C+ ,
then it is called the conditional analytic Feynman wϕ-integral of F given Xn+1 with parameter q and denoted by
Eanfq [F |Xn+1](ξn+1) = lim
λ→−iq
Eanwλ [F |Xn+1](ξn+1).
Similar deﬁnitions are understood with (6) if we replace Xn+1 by Xn .
Suppose that E[F λ] exists for each λ > 0 and it has the analytic extension J∗λ(F ) on C+ . Then we call J∗λ(F ) the analytic
Wiener wϕ-integral of F over C[0, t] with parameter λ and it is denoted by
Eanwλ [F ] = J∗λ(F ).
Moreover, if for a non-zero real q, Eanwλ [F ] has a limit as λ approaches to −iq through C+ , then it is called the analytic
Feynman wϕ-integral of F over C[0, t] with parameter q and denoted by
Eanfq [F ] = lim
λ→−iq
Eanwλ [F ].
2. Conditional analytic Wiener and Feynman wϕ -integrals of bounded functions
In this section, we evaluate the conditional analytic Wiener and Feynman wϕ-integrals of various functions, in particular,
possibly bounded functions on C[0, t].
Let M = M(L2[0, t]) be the class of all C-valued Borel measures of bounded variation over L2[0, t] and let Swϕ be the
space of all functions F which for σ ∈ M have the form:
F (x) =
∫
L2[0,t]
exp
{
i(v, x)
}
dσ(v) (7)
for wϕ-a.e. x ∈ C[0, t]. Note that Swϕ is a Banach algebra which is equivalent to M with the norm ‖F‖ = ‖σ‖, the total
variation of σ [8].
For each j = 1, . . . ,n + 1, let α j(s) = 1√t j−t j−1 χ(t j−1,t j ](s). Let V be the subspace of L2[0, t] generated by {α1, . . . ,αn+1}
and let V⊥ denote the orthogonal complement of V . Let P and P⊥ be the orthogonal projections from L2[0, t] to V
and V⊥ , respectively. Then for v ∈ L2[0, t] we have
v − Pv = P⊥v (8)
and v ∈ V⊥ if and only if Pv = 0 if and only if P⊥v = v . Moreover, it is not diﬃcult to show that(
v, [x])= (Pv, x) (9)
for x ∈ C[0, t]. For notational convenience, let
(Pv)(t) = ((Pv)(t1), . . . , (Pv)(tn))
and
β(ξn) = (ξ1 − ξ0, ξ2 − ξ1, . . . , ξn−1 − ξn−2, ξn − ξn−1),
where v ∈ L2[0, t] and ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1. With the above notations it is not diﬃcult to show that we have forξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1) ∈ Rn+2,
(
v, [ξn+1]
)= n+1∑
j=1
(Pv)(t j)(ξ j − ξ j−1) =
〈
(Pv)(t),β(ξn)
〉+ (Pv)(t)(ξn+1 − ξn) = (Pv, x), (10)
where x is any path in C[0, t] with x(t j) = ξ j for j = 0,1, . . . ,n + 1.
Let σ be in M(L2[0, t]). For ξn ∈ Rn+1 and ξn+1 ∈ Rn+2, let σξn and σξn+1 be the measures deﬁned by
dσξn
dσ
(v) = exp{i〈(Pv)(t),β(ξn)〉} (11)
and
dσξn+1
(v) = exp{i(v, [ξn+1])}, (12)dσ
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F ξn+1(x) =
∫
L2[0,t]
exp
{
i(v, x)
}
d
(
σξn+1 ◦
(P⊥)−1)(v) (13)
for wϕ-a.e. x ∈ C[0, t]. Note that both σξn and σξn+1 belong to M(L2[0, t]), and we have by (10) and (11)
dσξn+1
dσξn
(v) = exp{i(Pv)(t)(ξn+1 − ξn)}. (14)
We are now ready to evaluate the conditional analytic Feynman wϕ-integral of the functions in Swϕ .
Theorem 2.1. Let Xn+1 and F ∈ Swϕ be given by (2) and (7), respectively. Then, for λ ∈ C+ , Eanwλ [F |Xn+1](ξn+1) exists for ξn+1 ∈
R
n+2 and it is given by
Eanwλ [F |Xn+1](ξn+1) = Eanwλ [F ξn+1 ] =
∫
L2[0,t]
exp
{
− 1
2λ
‖v‖22
}
d
(
σξn+1 ◦
(P⊥)−1)(v), (15)
where σξn+1 and F ξn+1 are given by (12) and (13), respectively. Moreover, for a non-zero real q, E
anfq [F |Xn+1](ξn+1) is given by (15)
replacing λ by −iq.
Proof. For λ > 0 and ξn+1 ∈ Rn+2, we have by (8), (9), (12), (13), the Fubini’s theorem and the change of variable theorem
E
[
F
(
λ−
1
2
(
x− [x])+ [ξn+1])]=
∫
L2[0,t]
exp
{
i
(
v, [ξn+1]
)}∫
C
exp
{
iλ−
1
2
(
v, x− [x])}dwϕ(x)dσ(v)
=
∫
L2[0,t]
∫
C
exp
{
iλ−
1
2 (v, x)
}
dwϕ(x)d
(
σξn+1 ◦
(P⊥)−1)(v) = E[F λξn+1].
Using the following well-known integration formula∫
R
exp
{−au2 + ibu}du = (π
a
) 1
2
exp
{
−b
2
4a
}
(16)
for a ∈ C+ and any real b, we have
E
[
F λξn+1
]= ∫
L2[0,t]
exp
{
− 1
2λ
‖v‖22
}
d
(
σξn+1 ◦
(P⊥)−1)(v)
since (v, ·) is mean zero Gaussian with variance ‖v‖22 by Theorem 1.1 if v = 0. By the Morera’s theorem and the dominated
convergence theorem, we have the theorem. 
Theorem 2.2. Let Xn and F ∈ Swϕ be given by (4) and (7), respectively. Then, for λ ∈ C+ , Eanwλ [F |Xn](ξn) exists for ξn ∈ Rn+1 and
it is given by
Eanwλ [F |Xn](ξn) =
∫
L2[0,t]
exp
{
− 1
2λ
[∥∥P⊥v∥∥22 + (t − tn)[(Pv)(t)]2]
}
dσξn(v), (17)
where σξn is given by (11). Moreover, for a non-zero real q, E
anfq [F |Xn](ξn) is given by (17) replacing λ by −iq.
Proof. For notational convenience, let ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1 and ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1) for ξn+1 ∈ R. Moreover, let
[ξn+1] be the polygonal function of ξn+1. For λ > 0 and ξn ∈ Rn+1, we have by (14), Theorem 2.1 and the Fubini’s theorem
Kλ(ξn) ≡
[
λ
2π(t − tn)
] 1
2
∫
R
E
[
F
(
λ−
1
2
(
x− [x])+ [ξn+1])]exp
{
−λ(ξn+1 − ξn)
2
2(t − tn)
}
dξn+1
=
[
λ
2π(t − tn)
] 1
2
∫
exp
{
− 1
2λ
∥∥P⊥v∥∥22
}∫
exp
{
i(Pv)(t)(ξn+1 − ξn) − λ(ξn+1 − ξn)
2
2(t − tn)
}
dξn+1 dσξn(v).L2[0,t] R
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Kλ(ξn) =
[
λ
2π(t − tn)
] 1
2
∫
L2[0,t]
exp
{
− 1
2λ
∥∥P⊥v∥∥22
}∫
R
exp
{
i(Pv)(t)u − λu
2
2(t − tn)
}
du dσξn(v)
=
∫
L2[0,t]
exp
{
− 1
2λ
∥∥P⊥v∥∥22 − (t − tn)[(Pv)(t)]22λ
}
dσξn(v).
By the Morera’s theorem and the dominated convergence theorem, we have the theorem. 
Remark 2.3. Because L2[0, t] = V ⊕ V⊥ and V is ﬁnite dimensional, the space V⊥ is non-trivial. For l = 1,2, . . . , let
hl(s) = (−1)
j+122l−1
(t j − t j−1)2l−1
(
s − t j−1 + t j
2
)2l−1
if t j−1  s t j ( j = 1, . . . ,n + 1).
Then we have Phl = 0 for l = 1,2, . . . . Indeed, every ﬁnite linear combination of the hl ’s are in V⊥ so that V⊥ is at least
uncountable and inﬁnite dimensional since L2[0, t] is inﬁnite dimensional.
Throughout this paper, let {v1, v2, . . . , vr} be an orthonormal subset of L2[0, t] such that {P⊥v1, . . . ,P⊥vr} are inde-
pendent. Note that such an orthonormal set can be obtained from the hl ’s given as in Remark 2.3. Let {e1, . . . , er} be the
orthonormal set obtained from {P⊥v1, . . . ,P⊥vr} by the Gram–Schmidt orthonormalization process. Now, for l = 1, . . . , r,
let
P⊥vl =
r∑
j=1
αl je j (18)
be the linear combinations of the e j ’s and let
A =
⎡
⎢⎢⎢⎣
α11 α12 · · · α1r
α21 α22 · · · α2r
...
...
...
...
αr1 αr2 · · · αrr
⎤
⎥⎥⎥⎦ (19)
be the coeﬃcient matrix of the combinations. We can also regard A as the linear transformation T A : Rr → Rr given by
T A(zr) = zr A, (20)
where zr is arbitrary row-vector in Rr . Note that A is invertible so that T A is an isomorphism.
Let Mˆ(Rr) be the set of all functions φ on Rr deﬁned by
φ(ur) =
∫
Rr
exp
{
i〈ur, zr〉
}
dρ(zr), (21)
where ρ is a complex Borel measure of bounded variation over Rr .
For ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1 and ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1) ∈ Rn+2, let
vξn =
(〈
(Pv1)(t),β(ξn)
〉
, . . . ,
〈
(Pvr)(t),β(ξn)
〉)
and
vξn+1 =
((
v1, [ξn+1]
)
, . . . ,
(
vr, [ξn+1]
))
.
Further, for s ∈ [0, t] let
(P v)(s) = ((Pv1)(s), . . . , (Pvr)(s)). (22)
Then we have
vξn+1 = vξn + (ξn+1 − ξn)(P v)(t). (23)
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r
deﬁned by
dρξn+1
dρ
(zr) = exp
{
i〈vξn+1 , zr〉
}
(24)
and
dρξn
dρ
(zr) = exp
{
i〈vξn , zr〉
}
. (25)
Note that we have by (23),
dρξn+1
dρξn
(zr) = exp
{
i(ξn+1 − ξn)
〈
(P v)(t), zr
〉}
. (26)
Now we deﬁne φξn+1 ∈ Mˆ(Rr) by
φξn+1(ur) =
∫
Rr
exp
{
i〈ur, zr〉
}
d
(
ρξn+1 ◦ T−1A
)
(zr),
where T−1A is the inverse transformation of T A , and deﬁne
Φξn+1(x) = φξn+1
(
(e1, x), . . . , (er, x)
)
(27)
for wϕ-a.e. x ∈ C[0, t].
Theorem 2.4. Let φ ∈ Mˆ(Rr) be given by (21) and letΦ(x) = φ((v1, x), . . . , (vr, x)) for wϕ-a.e. x ∈ C[0, t]. Then we have for λ ∈ C+ ,
Eanwλ [Φ|Xn+1](ξn+1) = Eanwλ [Φξn+1 ] =
∫
Rr
exp
{
− 1
2λ
‖zr‖22
}
d
(
ρξn+1 ◦ T−1A
)
(zr) (28)
for ξn+1 ∈ Rn+2 , where T A and Φξn+1 are given by (20) and (27), respectively. Moreover, for a non-zero real q, Eanfq [Φ|Xn+1](ξn+1)
is given by (28) replacing λ by −iq.
Proof. For λ > 0 and ξn+1 ∈ Rn+2, we have by (8), (9), (18), (24), Theorem 1.1 and the Fubini’s theorem
E
[
Φ
(
λ−
1
2
(
x− [x])+ [ξn+1])]=
∫
Rr
∫
C
exp
{
i
r∑
l=1
zl
(
vl, λ
− 12 (x− [x])+ [ξn+1])
}
dwϕ(x)dρ(zr)
=
∫
Rr
∫
C
exp
{
iλ−
1
2
r∑
l=1
zl
(P⊥vl, x)
}
dwϕ(x)dρξn+1(zr)
=
∫
Rr
∫
C
exp
{
iλ−
1
2
r∑
j=1
r∑
l=1
zlαl j(e j, x)
}
dwϕ(x)dρξn+1(zr)
=
(
1
2π
) r
2
∫
Rr
∫
Rr
exp
{
−1
2
r∑
j=1
u2j + iλ−
1
2
r∑
j=1
T A, ju j
}
d(u1, . . . ,ur)dρξn+1(zr),
where zr = (z1, . . . , zr) and T A, j is the jth component of T A(zr). Now we have by (16) and the change of variable theorem
E
[
Φ
(
λ−
1
2
(
x− [x])+ [ξn+1])]=
∫
Rr
exp
{
− 1
2λ
∥∥T A(zr)∥∥22
}
dρξn+1(zr)
=
∫
Rr
exp
{
− 1
2λ
‖zr‖22
}
d
(
ρξn+1 ◦ T−1A
)
(zr)
= E[Φλξn+1].
By the Morera’s theorem and the dominated convergence theorem, we obtain the theorem. 
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Eanwλ [Φ|Xn](ξn) =
∫
Rr
exp
{
− 1
2λ
[∥∥T A(zr)∥∥22 + (t − tn)〈(P v)(t), zr 〉2]
}
dρξn (zr) (29)
for ξn ∈ Rn+1 , where P v and ρξn are given by (22) and (25), respectively. Moreover, for a non-zero real q, Eanfq [Φ|Xn](ξn) is given
by (29) replacing λ by −iq.
Proof. For notational convenience, let ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1 and ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1) for ξn+1 ∈ R. Moreover,
let [ξn+1] be the polygonal function of ξn+1. For λ > 0 and ξn ∈ Rn+1, let
Kλ(ξn) =
[
λ
2π(t − tn)
] 1
2
∫
R
E
[
Φ
(
λ−
1
2
(
x− [x])+ [ξn+1])]exp
{
−λ(ξn+1 − ξn)
2
2(t − tn)
}
dξn+1.
By (16), (26), Theorem 2.4, the change of variable theorem and the Fubini’s theorem, we have
Kλ(ξn) =
[
λ
2π(t − tn)
] 1
2
∫
R
∫
Rr
exp
{
− 1
2λ
‖zr‖22
}
exp
{
−λ(ξn+1 − ξn)
2
2(t − tn)
}
d
(
ρξn+1 ◦ T−1A
)
(zr)dξn+1
=
[
λ
2π(t − tn)
] 1
2
∫
Rr
exp
{
− 1
2λ
∥∥T A(zr)∥∥22
}∫
R
exp
{
i
〈
(P v)(t), zr
〉
(ξn+1 − ξn) − λ(ξn+1 − ξn)
2
2(t − tn)
}
dξn+1 dρξn(zr)
=
∫
Rr
exp
{
− 1
2λ
[∥∥T A(zr)∥∥22 + (t − tn)〈(P v)(t), zr 〉2]
}
dρξn(zr).
Now we have the theorem by the Morera’s theorem and the dominated convergence theorem. 
For convenience, we introduce useful notations from the Gram–Schmidt orthonormalization process. For v ∈ L2[0, t], we
obtain an orthonormal set {e1, . . . , er, er+1} as follows; let
c j(v) =
⎧⎨
⎩
〈v, e j〉 for j = 1, . . . , r,√
‖v‖22 −
∑r
l=1〈v, el〉2 for j = r + 1,
(30)
and
er+1 = 1
cr+1(v)
[
v −
r∑
j=1
c j(v)e j
]
if cr+1(v) = 0. Then we have
v =
r+1∑
j=1
c j(v)e j and ‖v‖22 =
r+1∑
j=1
[
c j(v)
]2
. (31)
Note that the equalities in (31) hold trivially for the case cr+1(v) = 0.
Theorem 2.6. Let the assumptions and notations be given as in Theorems 2.1 and 2.4. Further, let Ψ (x) = F (x)Φ(x) and for ξn+1 ∈
R
n+2 let Ψξn+1 (x) = F ξn+1 (x)Φξn+1 (x) for wϕ-a.e. x ∈ C[0, t], where F ξn+1 and Φξn+1 are given by (13) and (27), respectively. Then for
λ ∈ C+ we have
Eanwλ [Ψ |Xn+1](ξn+1) = Eanwλ [Ψξn+1 ]
=
∫
L2[0,t]
∫
Rr
exp
{
− 1
2λ
[‖v‖22 + 2〈c(v), zr 〉+ ‖zr‖22]
}
d
(
ρξn+1 ◦ T−1A
)
(zr)d
(
σξn+1 ◦
(P⊥)−1)(v)
(32)
for ξn+1 ∈ Rn+2 , where c(v) = (c1(v), . . . , cr(v)) and the c j ’s are given by (30). Further, for a non-zero real q, Eanfq [Ψ |Xn+1](ξn+1)
is given by (32) replacing λ by −iq.
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(24), the change of variable theorem and the Fubini’s theorem
E
[
Ψ
(
λ−
1
2
(
x− [x])+ [ξn+1])]
=
∫
L2[0,t]
∫
Rr
∫
C
exp
{
iλ−
1
2
[(P⊥v, x)+ r∑
l=1
zl
(P⊥vl, x)
]}
dwϕ(x)dρξn+1(zr)dσξn+1(v)
=
∫
L2[0,t]
∫
Rr
∫
C
exp
{
iλ−
1
2
[
(v, x) +
r∑
j=1
r∑
l=1
zlαl j(e j, x)
]}
dwϕ(x)dρξn+1(zr)d
(
σξn+1 ◦
(P⊥)−1)(v)
=
∫
C
∫
L2[0,t]
∫
Rr
exp
{
iλ−
1
2
[
(v, x) +
r∑
j=1
z j(e j, x)
]}
d
(
ρξn+1 ◦ T−1A
)
(zr)d
(
σξn+1 ◦
(P⊥)−1)(v)dwϕ(x)
= E[Ψ λξn+1],
where zr = (z1, . . . , zr). By the same method used in the proof of [15, Theorem 3.3] with (31), we have
E
[
Ψ
(
λ−
1
2
(
x− [x])+ [ξn+1])]
=
∫
L2[0,t]
∫
Rr
exp
{
− 1
2λ
[‖v‖22 + 2〈c(v), zr 〉+ ‖zr‖22]
}
d
(
ρξn+1 ◦ T−1A
)
(zr)d
(
σξn+1 ◦
(P⊥)−1)(v).
By the Morera’s theorem and the dominated convergence theorem, we have the theorem. 
Theorem 2.7. Let the assumptions and notations be given as in Theorems 2.2, 2.5 and 2.6. Then for λ ∈ C+ we have
Eanwλ [Ψ |Xn](ξn) =
∫
L2[0,t]
∫
Rr
exp
{
− 1
2λ
[∥∥P⊥v∥∥22 + 2〈c(P⊥v), T A(zr)〉+ ∥∥T A(zr)∥∥22
+ (t − tn)
[
(Pv)(t) + 〈(P v)(t), zr 〉]2]
}
dρξn (zr)dσξn (v) (33)
for ξn ∈Rn+1 , where c(P⊥v) = (c1(P⊥v), . . . , cr(P⊥v)) and the c j ’s are given by (30). Further, for a non-zero real q, Eanfq [Ψ |Xn](ξn)
is given by (33) replacing λ by −iq.
Proof. For ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1 let ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1), where ξn+1 ∈ R. Further, let [ξn+1] be the polygonal
function of ξn+1. For λ > 0 we have by Theorem 2.6 and the Fubini’s theorem
Kλ(ξn) ≡
[
λ
2π(t − tn)
] 1
2
∫
R
E
[
Ψ
(
λ−
1
2
(
x− [x])+ [ξn+1])]exp
{
−λ(ξn+1 − ξn)
2
2(t − tn)
}
dξn+1
=
[
λ
2π(t − tn)
] 1
2
∫
R
∫
L2[0,t]
∫
Rr
exp
{
− 1
2λ
[‖v‖22 + 2〈c(v), zr 〉+ ‖zr‖22]− λ(ξn+1 − ξn)22(t − tn)
}
d
(
ρξn+1 ◦ T−1A
)
(zr)d
(
σξn+1 ◦
(P⊥)−1)(v)dξn+1.
We have by (14), (16), (26), the change of variable theorem and the Fubini’s theorem again
Kλ(ξn) =
[
λ
2π(t − tn)
] 1
2
∫
L2[0,t]
∫
Rr
exp
{
− 1
2λ
[∥∥P⊥v∥∥22 + 2〈c(P⊥v), T A(zr)〉+ ∥∥T A(zr)∥∥22]
}
×
∫
exp
{
i
[
(Pv)(t) + 〈(P v)(t), zr 〉](ξn+1 − ξn) − λ(ξn+1 − ξn)2
2(t − tn)
}
dξn+1 dρξn(zr)dσξn (v)R
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∫
L2[0,t]
∫
Rr
exp
{
− 1
2λ
[∥∥P⊥v∥∥22 + 2〈c(P⊥v), T A(zr)〉+ ∥∥T A(zr)∥∥22]
− t − tn
2λ
[
(Pv)(t) + 〈(P v)(t), zr 〉]2
}
dρξn (zr)dσξn(v).
By the Morera’s theorem and the dominated convergence theorem, we have the theorem. 
Remark 2.8. Since P⊥v = v and Pv = 0 for v ∈ V⊥ , if σ ∈ M(L2[0, t]) is concentrated on V⊥ , then we have σξn+1 = σξn = σ
so that we also have F ξn+1 = F . If vl ∈ V⊥ for l = 1, . . . , r, then Pvl = 0 and P⊥vl = vl . Further, ρξn+1 = ρξn = ρ and the
coeﬃcient matrix A given by (19) is the identity matrix so that we have Φξn+1 = Φ . In each case, we can obtain more
simple equations in each theorem of this section.
3. Conditional analytic Wiener wϕ -integrals of unbounded functions
In this section, we evaluate the conditional analytic Wiener wϕ-integrals of cylinder type functions and more general
functions which are possibly unbounded on C[0, t].
We begin this section with introducing the cylinder type functions on an analogue of the Wiener space. Let r be any
positive integer, 1 p ∞ and Fr be given by
Fr(x) = f
(
(v1, x), . . . , (vr, x)
)
(34)
for wϕ-a.e. x ∈ C[0, t], where f ∈ Lp(Rr). For ξn ∈ Rn+1 and ξn+1 ∈ Rn+2 let
f ξn(ur) = f
(TA(ur) + vξn) (35)
and
f ξn+1(ur) = f
(TA(ur) + vξn+1), (36)
where TA is the linear transformation given by TA(ur) = ur AT . Note that ur means any row-vector in Rr and AT is the
transpose of the matrix A given by (19). Moreover let
Fr,ξn+1(x) = f ξn+1
(
(e1, x), . . . , (er, x)
)
(37)
for wϕ-a.e. x ∈ C[0, t].
Theorem 3.1. Let 1 p ∞ and Fr be given by (34). Then for λ ∈ C+ we have
Eanwλ [Fr |Xn+1](ξn+1) = Eanwλ [Fr,ξn+1 ] =
(
λ
2π
) r
2
∫
Rr
f ξn+1(ur)exp
{
−λ
2
‖ur‖22
}
dur (38)
for ξn+1 ∈ Rn+2 , where f ξn+1 and Fr,ξn+1 are given by (36) and (37), respectively. Further, if p = 1, then for a non-zero real q,
Eanfq [Fr |Xn+1](ξn+1) is given by (38) replacing λ by −iq.
Proof. For λ > 0 and ξn+1 ∈ Rn+2, we have by (8) and (9)
E
[
Fr
(
λ−
1
2
(
x− [x])+ [ξn+1])]=
∫
C
f
((
v1, λ
− 12 (x− [x])+ [ξn+1]), . . . , (vr, λ− 12 (x− [x])+ [ξn+1]))dwϕ(x)
=
∫
C
f
(
λ−
1
2
((P⊥v1, x), . . . , (P⊥vr, x))+ vξn+1)dwϕ(x)
=
∫
C
f
(
λ−
1
2
(
r∑
j=1
α1 j(e j, x), . . . ,
r∑
j=1
αr j(e j, x)
)
+ vξn+1
)
dwϕ(x),
where the αi j ’s are given as in (18). Let zr = (z1, . . . , zr) and ur = λ− 12 zr . By Theorem 1.1 and the change of variable theorem
we have
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[
Fr
(
λ−
1
2
(
x− [x])+ [ξn+1])]=
(
1
2π
) r
2
∫
Rr
f
(
λ−
1
2
(
r∑
j=1
α1 j z j, . . . ,
r∑
j=1
αr j z j
)
+ vξn+1
)
exp
{
−1
2
‖zr‖22
}
dzr
=
(
λ
2π
) r
2
∫
Rr
f ξn+1(ur)exp
{
−λ
2
‖ur‖22
}
dur = E
[
F λ
r,ξn+1
]
,
where f ξn+1 is given by (36). By the Morera’s theorem we have the ﬁrst part of the theorem. If p = 1, then the ﬁnal result
follows from the dominated convergence theorem. 
Theorem 3.2. Let the assumptions and notations be given as in Theorem 3.1. Then for λ ∈ C+ we have
Eanwλ [Fr |Xn](ξn) =
(
λ
2π
) r
2
[
1
1+ (t − tn)‖T −1A ((P v)(t))‖22
] 1
2
∫
Rr
f ξn(ur)
× exp
{
−λ
2
[
‖ur‖22 −
(t − tn)〈T −1A ((P v)(t)), ur〉2
1+ (t − tn)‖T −1A ((P v)(t))‖22
]}
dur (39)
for ξn ∈ Rn+1 , where P v and f ξn are given by (22) and (35), respectively. Further, if p = 1, then for a non-zero real q, Eanfq [Fr |Xn](ξn)
is given by (39) replacing λ by −iq.
Proof. For ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1 let ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1), where ξn+1 ∈ R. For λ > 0, we have by (23) and
Theorem 3.1,
Kλ(ξn) ≡
[
λ
2π(t − tn)
] 1
2
∫
R
E
[
Fr
(
λ−
1
2
(
x− [x])+ [ξn+1])]exp
{
−λ(ξn+1 − ξn)
2
2(t − tn)
}
dξn+1
=
(
λ
2π
) r
2
[
λ
2π(t − tn)
] 1
2
∫
R
∫
Rr
f ξn+1(zr)exp
{
−λ
2
‖zr‖22 −
λ(ξn+1 − ξn)2
2(t − tn)
}
dzr dξn+1
=
(
λ
2π
) r
2
[
λ
2π(t − tn)
] 1
2
∫
R
∫
Rr
f
(TA(zr) + vξn + (ξn+1 − ξn)TA(T −1A ((P v)(t))))
× exp
{
−λ
2
‖zr‖22 −
λ(ξn+1 − ξn)2
2(t − tn)
}
dzr dξn+1,
where TA is given as in (36). Now let ur = zr + (ξn+1 − ξn)T −1A ((P v)(t)). Applying the change of variable theorem and the
Fubini’s theorem we have
Kλ(ξn) =
(
λ
2π
) r
2
[
λ
2π(t − tn)
] 1
2
∫
R
∫
Rr
f ξn(ur)
× exp
{
−λ
2
∥∥ur − (ξn+1 − ξn)T −1A ((P v)(t))∥∥22 − λ(ξn+1 − ξn)22(t − tn)
}
dur dξn+1
=
(
λ
2π
) r
2
[
λ
2π(t − tn)
] 1
2
∫
Rr
∫
R
f ξn(ur)exp
{
−λ
2
‖ur‖22 + λ
〈T −1A ((P v)(t)), ur 〉(ξn+1 − ξn)
− λ
2
1+ (t − tn)‖T −1A ((P v)(t))‖22
t − tn (ξn+1 − ξn)
2
}
dξn+1 dur
=
(
λ
2π
) r
2
[
1
1+ (t − tn)‖T −1A ((P v)(t))‖22
] 1
2
∫
Rr
f ξn(ur)
× exp
{
−λ
2
‖ur‖22 +
λ(t − tn)〈T −1A ((P v)(t)), ur〉2
2[1+ (t − tn)‖T −1A ((P v)(t))‖22]
}
dur,
where the last equality follows from an application of (16). For λ ∈ C+ we have
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{
−λ
2
[
‖ur‖22 −
(t − tn)〈T −1A ((P v)(t)), ur〉2
1+ (t − tn)‖T −1A ((P v)(t))‖22
]}∣∣∣∣
= exp
{
− Reλ
2[1+ (t − tn)‖T −1A ((P v)(t))‖22]
[‖ur‖22[1+ (t − tn)∥∥T −1A ((P v)(t))∥∥22]− (t − tn)〈T −1A ((P v)(t)), ur 〉2]
}
 exp
{
− (Reλ)‖ur‖
2
2
2[1+ (t − tn)‖T −1A ((P v)(t))‖22]
}
by the Schwarz’s inequality. Hence, by the Morera’s theorem, we have the ﬁrst part of the theorem. If p = 1, then the ﬁnal
result follows from the dominated convergence theorem. 
Theorem 3.3. Let Gr = F Fr , where F and Fr are given by (7) and (34), respectively. Moreover, for ξn+1 ∈ Rn+2 let Gr,ξn+1 =
F ξn+1 Fr,ξn+1 , where F ξn+1 and Fr,ξn+1 are given by (13) and (37), respectively. Then we have for λ ∈ C+ ,
Eanwλ [Gr |Xn+1](ξn+1) = Eanwλ [Gr,ξn+1 ] =
(
λ
2π
) r
2
∫
L2[0,t]
∫
Rr
f ξn+1(ur)
× exp
{
1
2λ
[
r∑
j=1
[
λiu j + c j(v)
]2 − ‖v‖22
]}
dur d
(
σξn+1 ◦
(P⊥)−1)(v), (40)
where ur = (u1, . . . ,ur), and σξn+1 , c j(v) and f ξn+1 are given by (12), (30) and (36), respectively. Furthermore, if p = 1, then for any
non-zero real q, Eanfq [Gr |Xn+1](ξn+1) is given by (40) replacing λ by −iq.
Proof. For λ > 0 and ξn+1 ∈ Rn+2, we have by (8), (9), (18) and the change of variable theorem
E
[
Gr
(
λ−
1
2
(
x− [x])+ [ξn+1])]
=
∫
C
f
(
λ−
1
2
((P⊥v1, x), . . . , (P⊥vr, x))+ vξn+1)
∫
L2[0,t]
exp
{
iλ−
1
2
(P⊥v, x)}dσξn+1(v)dwϕ(x)
=
∫
C
f
(
λ−
1
2
(
r∑
j=1
α1 j(e j, x), . . . ,
r∑
j=1
αr j(e j, x)
)
+ vξn+1
) ∫
L2[0,t]
exp
{
iλ−
1
2 (v, x)
}
d
(
σξn+1 ◦
(P⊥)−1)(v)dwϕ(x)
=
∫
C
F λξn+1(x)F
λ
r,ξn+1(x)dwϕ(x) = E
[
Gλ
r,ξn+1
]
,
where σξn+1 and vξn+1 are given by (12) and (23), respectively. Now, by the same method used in the proof of [15, Theo-
rem 3.1], we have for λ ∈ C+ ,
Eanwλ [Gr |Xn+1](ξn+1)
=
(
λ
2π
) r
2
∫
L2[0,t]
∫
Rr
f ξn+1(ur)exp
{
1
2λ
[
r∑
j=1
[
λiu j + c j(v)
]2 − ‖v‖22
]}
dur d
(
σξn+1 ◦
(P⊥)−1)(v),
where ur = (u1, . . . ,ur) and the c j ’s are given by (30). If p = 1, then the ﬁnal result follows from the dominated convergence
theorem. 
Theorem 3.4. Let the assumptions and notations be given as in Theorems 3.2 and 3.3. Then for λ ∈ C+ we have
Eanwλ [Gr |Xn](ξn) =
(
λ
2π
) r
2
[
1
1+ (t − tn)‖T −1A ((P v)(t))‖22
] 1
2
∫
L2[0,t]
∫
Rr
f ξn(ur)
× exp
{
1
2λ
[
r∑
j=1
[
λiu j + c j
(P⊥v)]2 − ∥∥P⊥v∥∥22 + t − tn1+ (t − tn)‖T −1A ((P v)(t))‖22
× [i[(Pv)(t) − 〈c(P⊥v),T −1A ((P v)(t))〉]+ λ〈T −1A ((P v)(t)), ur 〉]2
]}
dur dσξn(v) (41)
D.H. Cho et al. / J. Math. Anal. Appl. 359 (2009) 421–438 433for ξn ∈ Rn+1 , where c(P⊥v) = (c1(P⊥v), . . . , cr(P⊥v)) and σξn is given by (11). Further, if p = 1, then for a non-zero real q,
Eanfq [Gr |Xn](ξn) is given by (41) replacing λ by −iq.
Proof. For ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1 let ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1), where ξn+1 ∈ R. For λ > 0, we have by Theorem 3.3
Kλ(ξn) ≡
[
λ
2π(t − tn)
] 1
2
∫
R
E
[
Gr
(
λ−
1
2
(
x− [x])+ [ξn+1])]exp
{
−λ(ξn+1 − ξn)
2
2(t − tn)
}
dξn+1
=
(
λ
2π
) r
2
[
λ
2π(t − tn)
] 1
2
∫
R
∫
L2[0,t]
∫
Rr
f ξn+1(zr)exp
{
1
2λ
[
r∑
j=1
[
λiz j + c j(v)
]2 − ‖v‖22
]
− λ(ξn+1 − ξn)
2
2(t − tn)
}
dzr d
(
σξn+1 ◦
(P⊥)−1)(v)dξn+1,
where zr = (z1, . . . , zr). Let TA be given as in (36) and let ur = (u1, . . . ,ur) = zr + (ξn+1 − ξn)T −1A ((P v)(t)). Applying the
change of variable theorem and the Fubini’s theorem we have by (14),
Kλ(ξn) =
(
λ
2π
) r
2
[
λ
2π(t − tn)
] 1
2
∫
L2[0,t]
∫
R
∫
Rr
f
(TA(zr) + vξn + (ξn+1 − ξn)TA(T −1A ((P v)(t))))
× exp
{
− 1
2λ
[∥∥P⊥v∥∥22 − ∥∥c(P⊥v)∥∥22]− λ2‖zr‖22 + i
〈c(P⊥v), zr 〉+ i(Pv)(t)(ξn+1 − ξn)
− λ(ξn+1 − ξn)
2
2(t − tn)
}
dzr dξn+1 dσξn (v)
=
(
λ
2π
) r
2
[
λ
2π(t − tn)
] 1
2
∫
L2[0,t]
∫
R
∫
Rr
f ξn(ur)exp
{
− 1
2λ
[∥∥P⊥v∥∥22 − ∥∥c(P⊥v)∥∥22]
− λ
2
∥∥ur − (ξn+1 − ξn)T −1A ((P v)(t))∥∥22 + i〈c(P⊥v), ur − (ξn+1 − ξn)T −1A ((P v)(t))〉
+ i(Pv)(t)(ξn+1 − ξn) − λ(ξn+1 − ξn)
2
2(t − tn)
}
dur dξn+1 dσξn (v)
=
(
λ
2π
) r
2
[
λ
2π(t − tn)
] 1
2
∫
L2[0,t]
∫
Rr
∫
R
f ξn(ur)exp
{
− 1
2λ
[∥∥P⊥v∥∥22 − ∥∥c(P⊥v)∥∥22]+ i〈c(P⊥v), ur 〉
− λ
2
‖ur‖22 +
[
i
[
(Pv)(t) − 〈c(P⊥v),T −1A ((P v)(t))〉]+ λ〈T −1A ((P v)(t)), ur 〉](ξn+1 − ξn)
− λ
2
1+ (t − tn)‖T −1A ((P v)(t))‖22
t − tn (ξn+1 − ξn)
2
}
dξn+1 dur dσξn (v)
=
(
λ
2π
) r
2
[
1
1+ (t − tn)‖T −1A ((P v)(t))‖22
] 1
2
∫
L2[0,t]
∫
Rr
f ξn(ur)exp
{
1
2λ
[
r∑
j=1
[
λiu j + c j
(P⊥v)]2
− ∥∥P⊥v∥∥22 + t − tn1+ (t − tn)‖T −1A ((P v)(t))‖22
[
i
[
(Pv)(t) − 〈c(P⊥v),T −1A ((P v)(t))〉]
+ λ〈T −1A ((P v)(t)), ur 〉]2
]}
dur dσξn (v),
where the last equality follows from (16). For λ ∈ C+ let Iλ be the exponential function in the integrand of the last integral
of the above equation. Then we have
|Iλ| =
∣∣∣∣exp
{
− 1
2λ
[∥∥P⊥v∥∥22 − ∥∥c(P⊥v)∥∥22]+ i〈c(P⊥v), ur 〉− λ2‖ur‖22
+ t − tn
2λ[1+ (t − t )‖T −1((P v)(t))‖2]
[
i
[
(Pv)(t) − 〈c(P⊥v),T −1A ((P v)(t))〉]+ λ〈T −1A ((P v)(t)), ur 〉]2
}∣∣∣∣
n A 2
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{
− Reλ
2|λ|2
[∥∥P⊥v∥∥22 − ∥∥c(P⊥v)∥∥22]− (Reλ)(t − tn)2|λ|2[1+ (t − tn)‖T −1A ((P v)(t))‖22]
× [(Pv)(t) − 〈c(P⊥v),T −1A ((P v)(t))〉]2 − Reλ2
[
‖ur‖22 −
(t − tn)〈T −1A ((P v)(t)), ur〉2
1+ (t − tn)‖T −1A ((P v)(t))‖22
]}
 exp
{
− (Reλ)‖ur‖
2
2
2[1+ (t − tn)‖T −1A ((P v)(t))‖22]
}
by the Bessel’s inequality and the Schwarz’s inequality. Hence, by the Morera’s theorem, we have (41) for λ ∈ C+ . If p = 1,
then our ﬁnal result follows from the dominated convergence theorem. 
Remark 3.5. Since P⊥v = v and Pv = 0 for v ∈ V⊥ , if σ ∈ M(L2[0, t]) is concentrated on V⊥ , then we have σξn+1 = σξn = σ
so that we also have F ξn+1 = F . If vl ∈ V⊥ for l = 1, . . . , r, then Pvl = 0 and P⊥vl = vl so that (P v)(t) = 0. Further, the
coeﬃcient matrix A given by (19) is the identity matrix and hence f ξn+1 = f ξn = f which implies Fr,ξn+1 = Fr . In each case,
we can obtain more simple equations in each theorem of this section.
4. Change of scale transformations of cylinder type functions
In this section, we derive the change of scale formulas for the conditional analytic Wiener wϕ-integrals of the cylinder
type functions.
By (16), Theorem 1.1 and the dominated convergence theorem, we easily have the following theorem from Theorem 2.4.
Theorem 4.1. Let the assumptions and notations be given as in Theorem 2.4. Then we have for λ ∈ C+ ,
Eanwλ [Φ|Xn+1](ξn+1) = Eanwλ [Φξn+1 ] = λ
r
2
∫
C
Φξn+1(x)exp
{
1− λ
2
r∑
j=1
(e j, x)
2
}
dwϕ(x) (42)
for ξn+1 ∈ Rn+2 , where {e1, . . . , er} is the orthonormal set given as in Section 2. Moreover, for a non-zero real q, we have
Eanfq [Φ|Xn+1](ξn+1) = Eanfq [Φξn+1 ] = limm→∞λ
r
2
m
∫
C
Φξn+1(x)exp
{
1− λm
2
r∑
j=1
(e j, x)
2
}
dwϕ(x), (43)
where {λm}∞m=1 is any sequence converging to −iq through C+ .
Theorem 4.2. Let the assumptions and notations be given as in Theorems 2.5 and 4.1. Then we have for λ ∈ C+
Eanwλ [Φ|Xn](ξn) = λ r2
[
λ
2π(t − tn)
] 1
2
∫
R
∫
C
Φξn+1(x)exp
{
1− λ
2
r∑
j=1
(e j, x)
2 − λ(ξn+1 − ξn)
2
2(t − tn)
}
dwϕ(x)dξn+1 (44)
for ξn ∈ Rn+1 . Moreover, for a non-zero real q, we have
Eanfq [Φ|Xn](ξn) = lim
m→∞λ
r
2
m
[
λm
2π(t − tn)
] 1
2
∫
R
∫
C
Φξn+1(x)
× exp
{
1− λm
2
r∑
j=1
(e j, x)
2 − λm(ξn+1 − ξn)
2
2(t − tn)
}
dwϕ(x)dξn+1. (45)
Proof. For ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1 let ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1), where ξn+1 ∈ R. For λ ∈ C+ , we have by Theorem 4.1
Iλ(ξn) ≡
[
λ
2π(t − tn)
] 1
2
∫
R
∫
C
Φξn+1(x)exp
{
1− λ
2
r∑
j=1
(e j, x)
2 − λ(ξn+1 − ξn)
2
2(t − tn)
}
dwϕ(x)dξn+1
= λ− r2
[
λ
2π(t − tn)
] 1
2
∫
R
Eanwλ [Φ|Xn+1](ξn+1)exp
{
−λ(ξn+1 − ξn)
2
2(t − tn)
}
dξn+1
= λ− r2
[
λ
2π(t − tn)
] 1
2
∫ ∫
r
exp
{
− 1
2λ
‖zr‖22 −
λ(ξn+1 − ξn)2
2(t − tn)
}
d
(
ρξn+1 ◦ T−1A
)
(zr)dξn+1,R R
D.H. Cho et al. / J. Math. Anal. Appl. 359 (2009) 421–438 435where the last equality follows from Theorem 2.4. By the same method used in the proof of Theorem 2.5, we have
λ
r
2 Iλ(ξn) =
∫
Rr
exp
{
− 1
2λ
∥∥T A(zr)∥∥22 − (t − tn)〈(P v)(t), zr〉22λ
}
dρξn (zr).
By Theorem 2.5 and the dominated convergence theorem, we have the theorem. 
By (16), Theorem 1.1 and the dominated convergence theorem, we easily have the following theorem from Theorem 3.1.
Theorem 4.3. Let the assumptions and notations be given as in Theorem 3.1. Then for λ ∈ C+ and ξn+1 ∈ Rn+2 , Eanwλ [Fr |Xn+1](ξn+1)
and Eanwλ [Fr,ξn+1 ] are given by (42) replacing Φξn+1 by Fr,ξn+1 . Moreover, if p = 1, then for a non-zero real q, Eanfq [Fr,ξn+1 ] and
Eanfq [Fr |Xn+1](ξn+1) are given by (43) replacing Φξn+1 by Fr,ξn+1 .
Theorem 4.4. Let the assumptions and notations be given as in Theorems 3.1 and 3.2. Then for λ ∈ C+ and ξn ∈ Rn+1 ,
Eanwλ [Fr |Xn](ξn) is given by (44) replacing Φξn+1 by Fr,ξn+1 . Moreover, if p = 1, then for a non-zero real q, Eanfq [Fr |Xn](ξn) is
given by (45) replacing Φξn+1 by Fr,ξn+1 .
Proof. For ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1 let ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1), where ξn+1 ∈ R. For λ ∈ C+ , we have by Theorem 4.3
λ
r
2
[
λ
2π(t − tn)
] 1
2
∫
R
∫
C
Fr,ξn+1(x)exp
{
1− λ
2
r∑
j=1
(e j, x)
2 − λ(ξn+1 − ξn)
2
2(t − tn)
}
dwϕ(x)dξn+1
=
[
λ
2π(t − tn)
] 1
2
∫
R
Eanwλ E[Fr |Xn+1](ξn+1)exp
{
−λ(ξn+1 − ξn)
2
2(t − tn)
}
dξn+1
=
(
λ
2π
) r
2
[
λ
2π(t − tn)
] 1
2
∫
R
∫
Rr
f ξn+1(ur)exp
{
−λ
2
‖ur‖22 −
λ(ξn+1 − ξn)2
2(t − tn)
}
dur dξn+1,
where the last equality follows from Theorem 3.1. Now using the same process used in the proof of Theorem 3.2, we have
the ﬁrst part of the theorem by Theorem 3.2. If p = 1, then we have the second part of the theorem by the dominated
convergence theorem. 
Remark 4.5. Suppose that vl ∈ V⊥ for l = 1, . . . , r. Then Eanwλ [Φ|Xn+1](ξn+1), Eanwλ [Φ|Xn](ξn) and Eanwλ [Φ] are given
by (42) replacing Φξn+1 by Φ . E
anwλ [Fr], Eanwλ [Fr |Xn+1](ξn+1) and Eanwλ [Fr |Xn](ξn) are also given by (42) replacing Φξn+1
by Fr . Moreover, Eanfq [Φ], Eanfq [Φ|Xn](ξn) and Eanfq [Φ|Xn+1](ξn+1) are given by (43) replacing Φξn+1 by Φ . If p = 1, then
Eanfq [Fr |Xn+1](ξn+1), Eanfq [Fr] and Eanfq [Fr |Xn](ξn) are given by (43) replacing Φξn+1 by Fr .
5. Change of scale transformations of non-cylinder type functions
In this section, we derive the change of scale formulas for the conditional analytic Wiener wϕ-integrals of the functions
which are not cylinder type functions.
Using the similar method used in the proofs of [15, Theorems 3.8 and 3.9], we have the following theorem from Theo-
rem 2.1.
Theorem 5.1. Let {e j: j = 1,2, . . .} be any complete orthonormal subset of L2[0, t]. For a non-zero real q let {λm}∞m=1 be a sequence
in C+ converging to −iq. Further, let the assumptions and notations be given as in Theorem 2.1. Then we have for ξn+1 ∈ Rn+2 and
λ ∈ C+ ,
Eanwλ [F |Xn+1](ξn+1) = lim
m→∞λ
m
2
∫
C
F ξn+1(x)exp
{
1− λ
2
m∑
j=1
(e j, x)
2
}
dwϕ(x). (46)
Moreover, Eanfq [F |Xn+1](ξn+1) is given by (46) replacing λ by λm.
436 D.H. Cho et al. / J. Math. Anal. Appl. 359 (2009) 421–438Theorem 5.2. Let the assumptions and notations be given as in Theorems 2.1, 2.2 and 5.1. Then we have for ξn ∈ Rn+1 and λ ∈ C+ ,
Eanwλ [F |Xn](ξn) = lim
m→∞λ
m
2
[
λ
2π(t − tn)
] 1
2
∫
R
∫
C
F ξn+1(x)exp
{
1− λ
2
m∑
j=1
(e j, x)
2 − λ(ξn+1 − ξn)
2
2(t − tn)
}
dwϕ(x)dξn+1.
Moreover, Eanfq [F |Xn](ξn) is given by (47) replacing λ by λm.
Proof. For ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1 let ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1), where ξn+1 ∈ R. Let m be any positive integer. For
λ ∈ C+ , we have by (13), (14), the change of variable theorem and the Fubini’s theorem
Iλ(ξn) ≡
[
λ
2π(t − tn)
] 1
2
∫
R
∫
C
F ξn+1(x)exp
{
1− λ
2
m∑
j=1
(e j, x)
2 − λ(ξn+1 − ξn)
2
2(t − tn)
}
dwϕ(x)dξn+1
=
[
λ
2π(t − tn)
] 1
2
∫
L2[0,t]
[∫
R
exp
{
i(Pv)(t)(ξn+1 − ξn) − λ(ξn+1 − ξn)
2
2(t − tn)
}
dξn+1
]
×
[∫
C
exp
{
i
(P⊥v, x)+ 1− λ
2
m∑
j=1
(e j, x)
2
}
dwϕ(x)
]
dσξn(v).
By (16) and the same method used in the proof of [15, Lemma 3.7], we have
λ
m
2 Iλ(ξn) =
∫
L2[0,t]
exp
{
− (t − tn)[(Pv)(t)]
2
2λ
+ λ − 1
2λ
m∑
j=1
[
c j
(P⊥v)]2 − 1
2
∥∥P⊥v∥∥22
}
dσξn (v),
where σξn and the c j ’s are given by (11) and (30), respectively. Now for λ ∈ C(λ = 0) whose real part is non-negative, let
Jλ(v) be the exponential function in the integrand of the last integral. Then we have
∣∣ Jλ(v)∣∣= exp
{
− Reλ
2|λ|2
[
m∑
j=1
[
c j
(P⊥v)]2 + (t − tn)[(Pv)(t)]2
]
− 1
2
[∥∥P⊥v∥∥22 −
m∑
j=1
[
c j
(P⊥v)]2
]}
 1
by the Bessel’s inequality. Letting m → ∞, we have the theorem by Theorem 2.2, the dominated convergence theorem and
the Parseval’s relation. 
Applying the same method used in the proof of [15, Theorem 3.10], we have the following theorem from Theorem 2.6.
Theorem 5.3. Let the assumptions and notations be given as in Theorems 2.6 and 5.1 with one exception that the set {e1, . . . , er} ⊂
{e j: j = 1,2, . . .} is given as in Section 2. Then for λ ∈ C+ and ξn+1 ∈ Rn+2 , both Eanwλ [Ψ |Xn+1](ξn+1) and Eanwλ [Ψξn+1 ] are given
by (46) replacing F ξn+1 by Ψξn+1 . Moreover, E
anfq [Ψξn+1 ] and Eanfq [Ψ |Xn+1](ξn+1) are given by (46) replacing λ and F ξn+1 by λm and
Ψξn+1 , respectively.
Theorem 5.4. Let the assumptions and notations be given as in Theorems 2.7 and 5.3. Then for λ ∈ C+ and ξn ∈ Rn+1 ,
Eanwλ [Ψ |Xn](ξn) is given by (47) replacing F ξn+1 by Ψξn+1 . Moreover, Eanfq [Ψ |Xn](ξn) is given by (47) replacing λ and F ξn+1 by
λm and Ψξn+1 , respectively.
Proof. For ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1 let ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1), where ξn+1 ∈ R. Let m > r be any positive integer. For
λ ∈ C+ , we have by (14), (26), the change variable theorem and the Fubini’s theorem
Iλ(ξn) ≡
[
λ
2π(t − tn)
] 1
2
∫
R
∫
C
Ψξn+1(x)exp
{
1− λ
2
m∑
j=1
(e j, x)
2 − λ(ξn+1 − ξn)
2
2(t − tn)
}
dwϕ(x)dξn+1
=
[
λ
2π(t − tn)
] 1
2
∫
L2[0,t]
∫
Rr
[∫
C
exp
{
i
(P⊥v, x)+ i r∑
j=1
T A, j(e j, x) + 1− λ2
m∑
j=1
(e j, x)
2
}
dwϕ(x)
]
×
[∫
exp
{
i
[
(Pv)(t) + 〈(P v)(t), zr 〉](ξn+1 − ξn) − λ(ξn+1 − ξn)2
2(t − tn)
}
dξn+1
]
dρξn (zr)dσξn (v),R
D.H. Cho et al. / J. Math. Anal. Appl. 359 (2009) 421–438 437where T A, j is the jth component of T A(zr) which is given by (20). Applying the same method used in the proof of [15,
Lemma 3.7], we have by (16)
λ
m
2 Iλ(ξn) =
∫
L2[0,t]
∫
Rr
exp
{
− (t − tn)[(Pv)(t) + 〈(P v)(t), zr〉]
2
2λ
− 1
2λ
[∥∥T A(zr)∥∥22 + 2〈c(P⊥v), T A(zr)〉]
+ λ − 1
2λ
m∑
j=1
[
c j
(P⊥v)]2 − 1
2
∥∥P⊥v∥∥22
}
dρξn (zr)dσξn (v),
where c(P⊥v) = (c1(P⊥v), . . . , cr(P⊥v)) and the c j ’s are given by (30). Letting m → ∞, we have the theorem by the
Bessel’s inequality, the dominated convergence theorem, the Parseval’s relation and Theorem 2.7. 
Applying the same method used in the proof of [15, Theorems 3.8 and 3.9], we have the following theorem from Theo-
rem 3.3.
Theorem 5.5. Let the assumptions and notations be given as in Theorems 3.3 and 5.3. Then for λ ∈ C+ and ξn+1 ∈ Rn+2 ,
Eanwλ [Gr |Xn+1](ξn+1) and Eanwλ [Gr,ξn+1 ] are given by (46) replacing F ξn+1 by Gr,ξn+1 . Moreover, if p = 1, then Eanfq [Gr,ξn+1 ] and
Eanfq [Gr |Xn+1](ξn+1) are given by (46) replacing λ and F ξn+1 by λm and Gr,ξn+1 , respectively.
Theorem 5.6. Let the assumptions and notations be given as in Theorems 3.3, 3.4 and 5.5. Then for λ ∈ C+ and ξn ∈ Rn+1 ,
Eanwλ [Gr |Xn](ξn) is given by (47) replacing F ξn+1 by Gr,ξn+1 . Moreover, if p = 1, then Eanfq [Gr |Xn](ξn) is given by (47) replacing
λ and F ξn+1 by λm and Gr,ξn+1 , respectively.
Proof. For ξn = (ξ0, ξ1, . . . , ξn) ∈ Rn+1 let ξn+1 = (ξ0, ξ1, . . . , ξn, ξn+1), where ξn+1 ∈ R. Let m > r be any positive integer. For
λ ∈ C+ , we have by the Fubini’s theorem
Iλ(ξn) ≡
[
λ
2π(t − tn)
] 1
2
∫
R
∫
C
Gr,ξn+1(x)exp
{
1− λ
2
m∑
j=1
(e j, x)
2 − λ(ξn+1 − ξn)
2
2(t − tn)
}
dwϕ(x)dξn+1
=
[
λ
2π(t − tn)
] 1
2
∫
R
exp
{
−λ(ξn+1 − ξn)
2
2(t − tn)
} ∫
L2[0,t]
∫
C
f ξn+1
(
(e1, x), . . . , (er, x)
)
× exp
{
i(v, x) + 1− λ
2
m∑
j=1
(e j, x)
2
}
dwϕ(x)d
(
σξn+1 ◦
(P⊥)−1)(v)dξn+1.
Applying the similar method used in the proof of [15, Lemma 3.6], we have
λ
m
2 Iλ(ξn) =
(
λ
2π
) r
2
[
λ
2π(t − tn)
] 1
2
∫
R
∫
L2[0,t]
exp
{
λ − 1
2λ
m∑
j=1
[
c j(v)
]2 − 1
2
‖v‖22
}∫
Rr
f ξn+1(ur)
× exp
{
1
2λ
r∑
j=1
[
λiu j + c j(v)
]2 − λ(ξn+1 − ξn)2
2(t − tn)
}
dur d
(
σξn+1 ◦
(P⊥)−1)(v)dξn+1
=
(
λ
2π
) r
2
[
λ
2π(t − tn)
] 1
2
∫
R
∫
L2[0,t]
exp
{
1
2
[
m∑
j=1
[
c j(v)
]2 − ‖v‖22
]}∫
Rr
f ξn+1(ur)
× exp
{
1
2λ
[
r∑
j=1
[
λiu j + c j(v)
]2 − m∑
j=1
[
c j(v)
]2]− λ(ξn+1 − ξn)2
2(t − tn)
}
dur d
(
σξn+1 ◦
(P⊥)−1)(v)dξn+1,
where ur = (u1, . . . ,ur) and the c j ’s are given by (30). Using the similar method used in the proof of Theorem 3.4, we have
λ
m
2 Iλ(ξn) =
(
λ
2π
) r
2
[
1
1+ (t − tn)‖T −1A ((P v)(t))‖22
] 1
2
∫ ∫
r
f ξn(ur)
L2[0,t] R
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{
1
2
[
m∑
j=1
[
c j
(P⊥v)]2 − ∥∥P⊥v∥∥22
]
+ 1
2λ
[
r∑
j=1
[
λiu j + c j
(P⊥v)]2 − m∑
j=1
[
c j
(P⊥v)]2
+ t − tn
1+ (t − tn)‖T −1A ((P v)(t))‖22
[
i
[
(Pv)(t) − 〈c(P⊥v),T −1A ((P v)(t))〉]
+ λ〈T −1A ((P v)(t)), ur 〉]2
]}
dur dσξn (v),
where c(P⊥v) = (c1(P⊥v), . . . , cr(P⊥v)) and P v is given by (22). Now we have
exp
{
1
2
[
m∑
j=1
[
c j
(P⊥v)]2 − ∥∥P⊥v∥∥22
]}
 1
by the Bessel’s inequality. Thus for λ ∈ C(λ = 0) whose real part is non-negative, the modulus of the exponential function
in the integrand of the last integral is dominated by the function
exp
{
− (Reλ)‖ur‖
2
2
2[1+ (t − tn)‖T −1A ((P v)(t))‖22]
}
applying the same method used in the proof of Theorem 3.4. Now, letting m → ∞, we have the theorem by the dominated
convergence theorem, the Parseval’s relation and Theorem 3.4. 
Remark 5.7.
• If σ ∈ M(L2[0, t]) is concentrated on V⊥ , then we have F ξn+1 = F . Further, if vl ∈ V⊥ for l = 1, . . . , r, then we also have
Φξn+1 = Φ and Fr,ξn+1 = Fr . In each case, we can obtain more simple transformations in each theorem of this section.
• For ρ > 0, letting λ = ρ−2 in (42) and (46), we can obtain the change of scale transformations for E[Φ(ρ·)|Xn+1(ρ·)]
and E[F (ρ·)|Xn+1(ρ·)], respectively. Moreover, letting λ = ρ−2 in (44) and (47), we can obtain the change of scale
transformations for E[Φ(ρ·)|Xn(ρ·)] and E[F (ρ·)|Xn(ρ·)], respectively. Similarly, we can obtain the change of scale
transformation for the function in each theorem.
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