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ORBIFOLDS AND GROUPOIDS
PRELIMINARY VERSION - COMMENTS WELCOME
MATTEO TOMMASINI
Abstract. We define a 2-category structure (Pre-Orb) on the category of
reduced complex orbifold atlases. We construct a 2-functor F from (Pre-Orb)
to the 2-category (Grp) of proper étale effective groupoid objects over the com-
plex manifolds. Both on (Pre-Orb) and (Grp) there are natural equivalence
relations on objects: (a natural extension of) equivalence of orbifold atlases
on (Pre-Orb) and Morita equivalence in (Grp). We prove that F induces a
bijection between the equivalence classes of its source and target.
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Introduction
A well known issue in mathematics is that of modeling geometric objects where
points have non-trivial groups of automorphisms (for example, the set of all Rie-
mann surfaces of a given genus g ≥ 2, together with their isomorphisms). In
topology and differential geometry the standard approach to these objects (when
the groups associated to every point are finite) is through orbifolds. This concept
was formalized for the first time by I. Satake in 1956 in [Sa] with some different
hypothesis than the current ones, although the informal idea dates back at least
to H. Poincaré (for example, see [Poi], 1882). The name “orbifold” was introduced
for the first time by W. Thurston (see [Thu], 1979), and comes from the contrac-
tion of the words “orbit” and “manifold”. Indeed the first known examples of these
objects where obtained as quotients of manifolds via the action of finite groups of
automorphisms; analogous to the definition of manifold, a complex orbifold atlas
is locally modeled on open subsets of Cn modulo finite groups of biholomorphisms
acting on it, such that a suitable condition of compatibility is satisfied in the in-
tersection of any pair of “charts”. There is a well defined notion of “map” between
orbifolds (for example one can adapt the definition of the appendix of [CR] from
the real to the complex case) and composition of them, so orbifolds form a category.
On the other hand, in algebraic complex geometry, objects that have non-trivial
group of automorphisms arise frequently from moduli problems and are usually
studied as (Deligne-Munford) algebraic stacks, that form in a natural way a non-
trivial 2-category. A third approach, intermediate between the previous two, is
the one that uses smooth groupoid objects, which also form a 2-category; for an
introduction to these objects, see for example [Mor]. There exist strong relations
between groupoid objects over the category of schemes and algebraic stacks, as
shown in the appendix of [Vis] by A. Vistoli (1989); analogous strong relations
were found by D. Pronk in [Pr] and [Pr2] for the topological and differentiable case.
Moreover, there is a very good reason to think of orbifolds as groupoid objects (at
least in the smooth case) because of a construction due to D. Pronk ([Pr]) that al-
lows to associate to every smooth reduced orbifold atlas a proper étale and effective
groupoid object over smooth manifolds. Hence it seems natural to try to give a
richer structure to complex orbifolds, i.e. to make them into a non trivial 2-category
and to find if there exists any relation between morphisms and 2-morphisms for or-
bifolds and the corresponding ones for groupoid objects over complex manifolds.
For simplicity in this work we will always restrict our attention to the complex
case and to effective actions, i.e. all the orbifold atlases will be reduced and all the
groupoid objects will be effective (see remark 1.5 and definition 2.16). This article
is divided in 4 section as follows:
(1) we review the basic facts about 2 categories and objects and morphisms in the
category of reduced complex orbifold atlases; then we prove that this category
can be embedded into a non-trivial 2-category, called (Pre-Orb) by defining
suitable 2-morphisms (that will be called natural transformations), 2-identities
and vertical and horizontal compositions of them. In addition, we review the
definition of equivalence of orbifold atlases, analogous to the notion of compa-
tibility between manifold atlases;
(2) a straightforward calculation proves that there exists a natural 2-category
(Grp) where the objects are proper étale and effective groupoid objects over
complex manifolds and morphisms and 2-morphisms are the usual morphisms
and 2-morphisms between any pair of groupoid objects;
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(3) the construction due to D.Pronk can be adapted from the smooth to the com-
plex case in order to associate to every object of (Pre-Orb) an object of (Grp).
Moreover, we prove that this construction can be extended to morphisms and
2-morphisms in order to get a 2-functor F : (Pre-Orb)→ (Grp);
(4) in this section we review briefly the notion of Morita equivalence on groupoid
objects. Then we prove that F induces a bijection between classes of orbifold
atlases (as described in §1) and classes of Morita equivalent groupoid objects.
Moreover, it is implicitly proved that if one considers the 2-functor U (described
in [Pr2]) of localization (up to Morita equivalences) of (Grp), we get that U ◦F
is essentially surjective.
Note that we don’t call the first 2-category (Orb) or (Orbifolds) because its objects
would have been orbifolds (i.e. equivalence classes of orbifold atlases, see §1.6).
Indeed, there remains the following 2 open problems:
(a) What is the natural extension of the equivalence in §1.6 to morphisms and
2-morphisms of orbifolds in order to describe a 2-category (or a bicategory)
(Orb)? Is it possible to use the calculus of fractions of D. Pronk in order to
formally invert the (functorial) refinements of atlases?
(b) Is this extension compatible with F? In other words, consider the bicategory
(Grp)[W−1] obtained by inverting the class W of Morita equivalences using
the calculus of fractions. Then suppose that (a) is solved; is it possible to use
the results of §4 in order to induce a 2-functor F˜ from (Orb) to (Grp)[W−1]?
1. The 2-category of complex reduced orbifolds
1.1. 2-categories and 2-functors. We assume the standard notions of categories,
(covariant) functors, fiber products in a fixed category and natural transformations
(see, for example [Bor]). In this work we will also use the notions of 2-categories
and 2 functors, that we recall briefly:
Definition 1.1. ([Bor], def. 7.1.1) A 2-category A consists of the following data:
(1) a class A0, whose elements are called objects;
(2) for every pair of objects A,B, a small category A (A,B) (i.e. its objects form
a set and not a class); the objects of this category are called morphisms or
1-morphisms and will be denoted by f : A → B. The morphisms of this
category between any pair of 1-morphisms f and g are called 2-morphisms and
are denoted by α : f ⇒ g. The composition of 2 composable morphisms α, β
in the category A (A,B) will be called vertical composition and denoted with
β ⊙ α;
(3) for each triple A,B,C of objects of A , a functor:
cABC : A (A,B)×A (B,C)→ A (A,C);
the composition cABC(f, g) of two objects f : A → B and g : B → C will be
denoted by g ◦ f . The composition cA,B,C(α, β) of two morphisms α : f ⇒ f
′
in A (A,B) and β : g ⇒ g′ in A (B,C) will be called horizontal composition
and denoted by β ∗ α;
(4) for each object A of A , a morphism 1A : A→ A and a 2-morphism iA : 1A ⇒
1A.
We require that these data satify the following axioms (which are not the original
axioms of [Bor], but are equivalent to them):
(a) for every triple of 1-morphisms of the form A
f
−→ B
g
−→ C
h
−→ D we have
(h ◦ g) ◦ f = h ◦ (g ◦ f);
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(b) for every diagram:
A ⇓ α B ⇓ β C ⇓ γ D
f
f ′
g
g′
h
h′
we have (γ ∗ β) ∗ α = γ ∗ (β ∗ α);
(c) for each 1-morphism A
f
→ B, we have f ◦ 1A = f = 1B ◦ f ;
(d) for each 2-morphism α : (f : A → B) ⇒ (g : A → B) we require that
α ∗ iA = α = iB ∗ α.
Remark 1.2. Let us consider the following diagram in a 2-category A :
A
⇓ α
⇓ β
B
⇓ γ
⇓ δ
C;
f
f ′
f ′′
g
g′
g′′
then we get that:
(δ ∗ β)⊙ (γ ∗ α) = cABC(β, δ) ⊙ cABC(α, γ) =
= cABC((β, δ) ⊙ (α, γ)) = cABC(β ⊙ α, δ ⊙ γ) = (β ⊙ α) ∗ (δ ⊙ γ).
This formula is known as interchagenge law(see [Bor], proposition 1.3.5).
For some basic examples of 2-categories, see [Bor], example 7.1.4 (the most simple
example is the 2-category of small categories, functors and natural transformations
between them).
Definition 1.3. (equivalent to [Bor], def. 7.2.1) Given two 2-categories A and B,
a (covariant) 2-functor F : A → B consists of the following data:
(1) for each object A in A , an object F (A) in B;
(2) for each pair of objects A,A′, a functor FA,A′ : A (A,A
′) → B(F (A), F (A′));
with a little abuse of notation, sometimes we will denote this functor only with
F . These data must satisfy the following axioms:
(a) for every pair of morphisms f : A → A′ and g : A′ → A′′ we have F (g ◦ f) =
F (g) ◦ F (f);
(b) for every diagram in A of the form:
A ⇓ α A′ ⇓ β A′′
g
g′
f
f ′
we have that F (β ∗ α) = F (β) ∗ F (α);
(c) for every object A of A we require that F (1A) = 1F (A) and F (iA) = iF (A).
1.2. Uniformizing systems, embeddings and atlases. Let us review some ba-
sic definitions about complex orbifolds. All the definitions of this section are just
translations to the complex case of the corresponding definitions for the smooth
case (see, for example, the appendix of [CR]). Since we will work only in the
holomorphic case, in general we will use the word “orbifold” instead of “complex
orbifold”.
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Definition 1.4. Let X be a paracompact second countable Hausdorff topological
space and let U ⊆ X be open and non-empty. Then a (complex) uniformizing
system (also known as orbifold chart) of dimension n for U is the datum of:
• a connected and non-empty open set U˜ ⊆ Cn;
• a finite group G of holomorphic automorphisms of U˜ ;
• a continuous, surjective and G-invariant map pi : U˜ → U , which induces an
homeomorphism between U˜/G and U , where we give to U˜/G the quotient to-
pology.
Remark 1.5. In this work we will always assume that G is a set of maps, which
is also a group; the orbifolds which have this property are usually called reduced or
effective (the precise definitions of orbifold and orbifold atlas will be given in the
following pages). Some authors don’t use this restriction: in this case G is a priori
a group together with a representation ψ : G → Aut(U˜) which is not necessarily
faithful (i.e. injective).
Remark 1.6. Some articles (see, for example, [LU], def. 2.1.1) don’t require that
U˜ is a connected open set of Cn, but only that it is a connected complex manifold,
while all the other properties are exactly the same. This is very useful in order to
define orbifold atlases for global quotients, but this definition is not equivalent to
the previous one; however, it is not so difficult to prove that the equivalence classes
of orbifold atlases (as described in §1.6) will be the same with this alternative
definition. We prefer to use the previous definition just because it is more common
in literature.
Definition 1.7. Let (U˜ , G, pi) be a uniformizing system and let x˜ ∈ U˜ . Then we
define the isotropy subgroup (also known as stabilizer group) at x˜ as the subgroup
of G:
Gx˜ := {g ∈ G s.t. g(x˜) = x˜}.
Lemma 1.8. Let (U˜ , G, pi) be a uniformizing system, let x˜ ∈ U˜ and g ∈ G rGx˜.
Then there exists a positive radius r = r(x˜, g) such that if we call Br the open ball
with radius r and centered in x˜, we have:
g(Br) ∩Br = ∅.
Definition 1.9. Let us fix two uniformizing systems (U˜ , G, pi) and (V˜ , H, φ) for
open sets U, V in X with U ⊆ V . Then a (complex) embedding λ from the first
uniformizing system to the second one is given by an holomorphic embedding λ :
U˜ → V˜ such that φ ◦ λ = pi.
Lemma 1.10. Let us fix a uniformizing system (U˜ , G, pi) and any point x˜ in U˜ ,
together with an open neighborhood A˜ of it in U˜ . Then there exist a uniformizing
system of the form (U˜ ′, G′, pi′) and an embedding λ of it into the previous one, such
that:
• U˜ ′ is an open connected neighborhood of x˜, completely contained in A˜;
• λ is just the inclusion map of U˜ ′ in U˜ ;
• G′ is the set of elements of the isotropy subgroup Gx˜, restricted to U˜
′.
• up to a biholomorphic change of coordinates all the elements of G′ act linearily
on U˜ ′.
The proof of this lemma uses lemma 1.8 for every g in the finite set GrGx˜, together
with Cartan’s linearization lemma (see [Car], lemma 1) in order to find the open
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neighborhood U˜ ′ of x˜ in U˜ ; then it suffices to use the definition of quotient topology
for the open set U homeomorphic to U˜/G.
Definition 1.11. Let (U˜ , G, pi) be a uniformizing system for an open set U of X ;
then for every g ∈ G r {1
U˜
} we define the sets U˜g := {x˜ ∈ U˜ s.t. g(x˜) 6= x˜} and
U˜G :=
⋂
g∈Gr{1
U˜
} U˜g i.e. the set of points of U˜ with trivial stabilizer.
Now if we fix any g ∈ Gr{1
U˜
}, we get that the map g−1
U˜
: U˜ → Cn is continuous,
and the set U˜g is the preimage via this function of the open set C
nr {0}, hence U˜g
is open in U˜ . Moreover, it is dense in U˜ , indeed if it was not dense, this would imply
that there exists an open subset where g = id
U˜
; since g is holomorphic, this implies
that g is the identity on all U˜ , contradiction. Now every locally compact Hausdorff
space is a Baire space, hence U˜ is a Baire space, so every countable intersection of
open dense subsets of it is still dense. In particular, U˜G is a finite intersection of
open dense sets, so we get:
Lemma 1.12. The set U˜G is open and dense in U˜ .
The following is a very useful technical result. It was proved for the first time by I.
Satake ([Sa2]) with an extra assumption, and by I. Moerdijk and D. Pronk ([MP],
appendix, proposition A.1) in the general case for smooth orbifolds. The following is
an analogous result proved with the same technique in the case of complex orbifolds.
Lemma 1.13. Let λ and µ be two embeddings: (U˜ , G, pi) → (V˜ , H, φ) between
uniformizing systems of the same dimension n. Then there exists a unique h ∈ H
such that µ = h ◦ λ.
As a consequence of lemma 1.13 we have the following corollary, whose proof is
analogous to the one given in the smooth case in [ALR], §1.1.
Corollary 1.14. Any embedding λ : (U˜ , G, pi) → (V˜ , H, φ) induces an injective
group homomorphism Λ : G→ H such that λ ◦ g = Λ(g) ◦ λ for all g ∈ G.
Remark 1.15. When we don’t assume that the orbifolds we use are reduced (see,
for example, [LU], def. 2.1.2) one has to define an embedding from (U˜ , G.pi) to
(V˜ , H, φ) as a pair (λ,Λ) where:
• λ : U˜ → V˜ is an holomorphic embedding such that φ ◦ λ = pi;
• Λ : G → H is an injective group homomorphism, such that for all g ∈ G we
have λ ◦ g = Λ(g) ◦ λ.
The first condition is just definition 1.9 and the second one is just the previous
corollary, so is not necessary in the reduced case. However, this is true only if we
use reduced orbifolds because lemma 1.13 only applies in this case. Indeed, the proof
of the lemma consists in defining a unique element h in H such that µ = h◦λ holds,
but this is an identity between holomorphic functions; so if the map ψ defined in
remark 1.5 is not injective, the existence part of the lemma is still true, but in
general we can’t prove uniqueness, so also the corollary is no more true. In this
work we will only use reduced orbifolds, so we don’t bother about this problem.
Lemma 1.16. Let λ : (U˜ , G, pi) → (V˜ , H, φ) be an embedding and let h ∈ H.
If h(λ(U˜ )) ∩ λ(U˜) 6= ∅, then h(λ(U˜ )) = λ(U˜) and h belongs to the image of the
induced injective group homomorphism Λ : G→ H.
This is proved for the smooth case, in [MP], appendix, lemma A.2, but the proof
works also in the holomorphic case, with some small changes, so we omit it.
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Definition 1.17. Let X be a paracompact and second countable Hausdorff topo-
logical space; a (complex ) reduced orbifold atlas of dimension n on X is a family
U = {(U˜i, Gi, pii)}i∈I of reduced uniformizing systems of dimension n, such that:
(i) the family {pii(U˜i)}i∈I is an open cover of X ;
(ii) if (U˜i, Gi, pii), (U˜j , Gj , pij) ∈ U are uniformizing systems for Ui and Uj respec-
tively, then for every point x ∈ Ui ∩ Uj there exists an open neighborhood
Uk ⊆ Ui ∩ Uj of x in X , a uniformizing system (U˜k, Gk, pik) ∈ U for Uk and
embeddings:
(U˜i, Gi, pii)
λki← (U˜k, Gk, pik)
λkj
→ (U˜j , Gj , pij). (1.1)
Remark 1.18. To be more precise, an orbifold atlas is the datum of a family U of
uniformizing systems that satisfy (i) and (ii), together with the family of all possible
embeddings between charts of U , so the set of embeddings is uniquely determined by
the set of uniformizing systems. Hence with a little abuse of notation we will always
write U = {(U˜i, Gi, pii)}i∈I to denote both the family of uniformizing systems and
the family of embeddings between them. So every atlas can be considered as a
category, with objects given by its uniformizing systems and morphisms given by
embeddings between them.
Remark 1.19. Let us fix any pair of uniformizing systems (U˜i, Gi, pii), (U˜j , Gj , pij) ∈
U and a pair of points x˜i ∈ U˜i and x˜j ∈ U˜j such that pii(x˜i) = pij(x˜j). Then by
using (1.1) and eventually by composing λki and λkj with elements of Gi and Gj
respectively, without loss of generality we can assume that we have fixed a point
x˜k ∈ U˜k such that the following diagram of sets and marked points is commutative:
x˜i x˜k x˜j
∈ ∈ ∈
U˜i U˜k U˜j
y y
Ui Uk Uj .
∈
x
λki λkj
pii pijpik
Remark 1.20. Let us fix any point x ∈ X , let us choose (U˜i, Gi, pii) and (U˜j , Gj , pij)
together with x˜i ∈ U˜i, x˜j ∈ U˜j such that pii(x˜i) = x = pij(x˜j). Then using remark
1.19 and corollary 1.14 we get injective group homomorphisms Λki : Gk → Gi and
Λkj : Gk → Gj . It is easy to see that for every g ∈ (Gk)x˜k we have Λki(g) ∈ (Gi)x˜i ,
moreover, using lemma 1.16 we get that for every g ∈ (Gi)x˜ there exists a unique
g′ ∈ (Gk)x˜k such that Λki(g
′) = g. Hence we have proved that Λki restricts to a
group isomorphism from (Gk)x˜k to (Gi)x˜i ; analogously we get a group isomorphism
between (Gk)x˜k and (Gj)x˜j , so (Gi)x˜i ≃ (Gj)x˜j . Hence one can give a notion of
local group at a point of X , well defined up to isomorphisms.
Remark 1.21. Some articles (see, for example, [LU], §2) use a slight different
definition of orbifold atlas that can be restated as follows: an atlas is a family
that satisfies condition (i) of our definition, together with condition (ii) without the
assumption that (U˜k, Gk, pik) belongs to the atlas U . We preferred to use definition
1.17 instead of this one because it is more common in literature and because in this
way we can construct more easily a groupoid object associated to every orbifold
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atlas, as described in §3.1. Clearly this alternative definition is weaker than the
previous one, but it is easy to see that any orbifold atlas with respect to this
alternative definition is equivalent (using §1.6) to an orbifold atlas with respect to
our definition.
1.3. Local liftings and compatible systems. Now our aim is to make orbifold
atlases into a category, i.e. we want to define what a morphism between orbifolds
atlases is. In order to do that, we have first of all to define a continuous map be-
tween the underlying topological spaces, but differently from the case of morphisms
between manifolds, this will not be sufficent in general. The idea to keep in mind
in the following definitions is that a morphism between orbifolds is essentially a
continuous function which can be locally lifted to a holomorphic function between
uniformizing systems in source and target.
Remark 1.22. The following definition of morphism (compatible system) between
orbifold atlases is almost the usual one of good/strong map between orbifolds (see,
for example, [CR], §4.1) with one important difference. Indeed it is quite evident
from the following definitions that after passing to equivalence classes of atlases (see
§1.6) our definition coincides with the definition of strong/good map. We are forced
to use this definition, instead of the usual one, since the objects we are dealing with
are orbifold atlases and not classes of equivalence of orbifold atlases.
Definition 1.23. Let U and V be atlases for X and Y respectively and let U ⊆ X
and V ⊆ Y be open sets with uniformizing systems (U˜ , G, pi) ∈ U and (V˜ , H, φ) ∈ V
respectively. Let f : U → V be a continuous function; then a lifting of f from
(U˜ , G, pi) to (V˜ , H, φ) is an holomorphic function f˜
U˜,V˜
: U˜ → V˜ such that:
φ ◦ f˜
U˜ ,V˜
= f ◦ pi. (1.2)
Definition 1.24. Let U = {(U˜i, Gi, pii)}i∈I and V = {(V˜j , Hj , φj)}j∈J be atlases
(not necessarily of the same dimension) for X and Y respectively and let f : X → Y
be a continuous map. Then a compatible system for f is the datum of:
(1) a functor f˜ : U → V between the associated categories (see remark 1.18) such
that if we call (V˜i, Hi, φi) ∈ V the image of any element (U˜i, Gi, pii) ∈ U via f˜ ,
we have f(pii(U˜i)) ⊆ φi(V˜i);
(2) a collection {f˜
U˜i,V˜i
}(U˜i,Gi,pii)∈U where for every (U˜i, Gi, pii) ∈ U we have that
f˜
U˜i,V˜i
is a lifting for the continuous function f |Ui : Ui → f(Ui) ⊆ Vi from
(U˜i, Gi, pii) to (V˜i, Hi, φi);
such that for every embedding λij from (U˜i, Gi, pii) to (U˜j , Gj , pij) in U we have:
f˜
U˜j ,V˜j
◦ λij = f˜(λij) ◦ f˜U˜i,V˜i (1.3)
i.e. we are in the following situation:
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U˜i V˜i
U˜j V˜j
Ui Vi
Uj Vj
λij
f˜
U˜i,V˜i
φi
f|Uj
f|Ui
f˜(λij)
f˜
U˜j ,V˜j
pii
φj
pij
where all the faces of the cube are commutative; indeed:
• the lower face is commutative because we are just restricting the function f
from Uj to Ui;
• the left and right sides are commutative by definition of embedding in U and
V respectively;
• the front and back sides are both commutatives because of (1.2);
• the top side is commutative because of (1.3).
With a little abuse of notation, we will always write f˜ : U → V to denote a
compatible system for f , i.e. with f˜ we will usually mean not only the functor
which satisfies (1), but also the collection of local liftings described in (2).
Remark 1.25. Note that in (1) it is sufficient to require that f˜ preserves com-
positions (and actually, this is the standard definition in most articles). Indeed,
suppose that we have fixed any i ∈ I and let us call h := f˜(1
U˜i
) ∈ Hi; then we
have:
h = f˜(1
U˜i
) = f˜(12
U˜i
) = f˜(1
U˜i
)2 = h2;
since Hi is a group by hypothesis, this implies that h = 1V˜i , i.e. f˜ preserves all the
identities.
Definition 1.26. Now let us consider 3 fixed orbifolds atlases U ,V ,W for X , Y
and Z respectively, together with 2 continuous functions f : X → Y , g : Y → Z
and compatible systems f˜ : U → V and g˜ : V → W . For every uniformizing system
(U˜i, Gi, pii) ∈ U , let us call:
(V˜i, Hi, φi) := f˜(U˜i, Gi, pii) and (W˜i,Ki, ξi) := g˜(V˜i, Hi, φi).
Then we define the compatible system g˜ ◦ f˜ for g ◦ f as the functor g˜ ◦ f˜ : U → W
together with the collection of liftings:{
(g˜ ◦ f˜)
U˜i,W˜i
:= g˜
V˜i,W˜i
◦ f˜
U˜i,V˜i
}
(U˜i,Gi,pii)∈U
.
1.4. Natural transformations between compatible systems. With the pre-
vious definitions we get a category, but we recall that we wanted to make orbifol
atlases into a 2-category, so we give the following definition (a slight change of def.
1.3.6 in [Per], which I think was too much restrictive for our purposes).
Definition 1.27. Let us fix atlases U and V for X and Y respectively and let
f˜1, f˜2 : U → V be compatible systems for the same continuous map f : X → Y . For
simplicity, for every uniformizing system (U˜i, Gi, pii) ∈ U and for every embedding
λij , let us call:
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(V˜ mi , H
m
i , φ
m
i ) := f˜m(U˜i, Gi, pii) and λ
m
ij := f˜m(λij) for m = 1, 2.
Then a natural transformation of compatible systems from f˜1 to f˜2 is a family:{
δ
U˜i
= δ(U˜i,Gi,pii) : (V˜
1
i , H
1
i , φ
1
i )→ (V˜
2
i , H
2
i , φ
2
i )
}
(U˜i,Gi,pii)∈U
of embeddings in V , such that:
(i) for every (U˜i, Gi, pii) ∈ U we have (f˜2)U˜i,V˜ 2i
= δ
U˜i
◦ (f˜1)U˜i,V˜ 1i
;
(ii) for every embedding λij in U we have a commutative diagram in V :
(V˜ 1i , H
1
i , φ
1
i ) (V˜
2
i , H
2
i , φ
2
i )
(V˜ 2j , H
2
j , φ
2
j ).(V˜
1
j , H
1
j , φ
1
j )
y
δ
U˜i
λ2ij
δ
U˜j
λ1ij
(1.4)
Whenever we have a natural transformation as before, we will denote it as δ : f˜1 ⇒
f˜2. Note that if we ignore the additional properties of the compatible systems f˜1
and f˜2 and we consider them just as functors, we get that condition (ii) is just the
description of a natural transformation from the functor f˜1 to the functor f˜2 (so
the following horizontal and vertical compositions of natural transformations will
be modeled on the corresponding constructions described, for example, in [Bor],
§1.3).
Remark 1.28. Condition (ii) is not overabundant ; indeed let us consider the fol-
lowing diagram:
y
(V˜ 1i , H
1
i , φ
1
i ) (U˜i, Gi, pii) (V˜
2
i , H
2
i , φ
2
i )
y y
(V˜ 1j , H
1
j , φ
1
j) (U˜j , Gj , pij) (V˜
2
j , H
2
j , φ
2
j)
y
λ2ij
δ
U˜i
(f˜2)U˜j ,V˜ 2j
(f˜1)U˜j ,V˜ 1j
δ
U˜j
λ1ij
(f˜2)U˜i,V˜ 2i
λij
(f˜1)U˜i,V˜ 1i
where the two squares are commutative because of (1.3) applied to f˜1 and f˜2 re-
spectively, and the upper and lower parts are commutative because of part (i) of
the previuos definition (applied to U˜i and U˜j respectively). Then a diagram chase
only proves that λ2ij ◦ δU˜i = δU˜j ◦ λ
1
ij on the set (f˜1)U˜i,V˜ 1i
(U˜i), which in general is
neither open nor dense in the whole V˜i.
ORBIFOLDS AND GROUPOIDS PRELIMINARY VERSION - COMMENTS WELCOME 11
Definition 1.29. Let us fix orbifold atlases U for X and V for Y , a continuous map
f : X → Y , 3 compatible systems f˜m : U → V for m = 1, 2, 3 and natural trans-
formations δ : f˜1 ⇒ f˜2 and σ : f˜2 ⇒ f˜3. Then we define the vertical composition
σ ⊙ δ : f˜1 ⇒ f˜3 as follows: for any (U˜i, Gi, pii) ∈ U we set:
(σ ⊙ δ)
U˜i
:= σ
U˜i
◦ δ
U˜i
which is clearly an embedding in V between the images of (U˜i, Gi, pii) via f˜1 and f˜3
respectively. Moreover, a direct check proves that properties (i) and (ii) of definition
1.27 are satisfied, hence σ ⊙ δ is actually a natural transformation from f˜1 to f˜3.
Definition 1.30. For every uniformizing system f˜ : U → V , we define the natural
transformation if˜ as follows: for any uniformizing system (U˜i, Gi, pii) ∈ U we set
as usual (V˜i, Hi, φi) := f˜(U˜i, Gi, pii) and we define (if˜ )U˜i := 1V˜i . Clearly if˜ is a
natural transformation from f˜ to itself; moreover, for any α : f˜ ⇒ g˜ and for any
β : h˜⇒ f˜ we have:
α⊙ if˜ = α and if˜ ⊙ β = β. (1.5)
Definition 1.31. Let U ,V ,W be ordifold atlases for X,Y and Z respectively; let
f˜m and g˜m be compatible systems for f : X → Y and g : Y → Z respectively, for
m = 1, 2. Moreover, assume that we have natural transformations δ : f˜1 ⇒ f˜2 and
η : g˜1 ⇒ g˜2. Then we define a horizontal composition η ∗ δ : (g˜1 ◦ f˜1)⇒ (g˜2 ◦ f˜2) as
follows: for any (U˜i, Gi, pii) ∈ U we set:
(η ∗ δ)
U˜i
:= η
V˜ 2
i
◦ g˜1(δU˜i).
Every map of this form is actually an embedding between uniformizing systems
because composition of embeddings: indeed η
V˜ 2
i
is so by definition and g˜1(δU˜i) is
an embedding because the functor g˜1 maps embeddings to embeddings. Again a
very simple check proves that properties (i) and (ii) of definition 1.27 are satisfied.
1.5. The 2-category (Pre-Orb).
Proposition 1.32. The definitions of orbifold atlases, compatible systems, natural
transformations and compositions ◦,⊙, ∗ give rise to a 2-category, that we will
denote with (Pre-Orb).
Note that we cannot call this 2-category (Orb) because we will see in §1.6 that
orbifolds are equivalence classes of orbifold atlases.
Proof. In order to construct a 2-category, we have to define data (1)-(4) and to
verify axioms (a)-(d) of definition 1.1.
(1) First of all, the class of objects is just the set of all orbifold atlases for every
topological space X (if any).
(2) If U and V are atlases overX and Y , we define a (small) category (Pre-Orb)(U ,V)
as follows: the space of objects is the set of all compatible systems f˜ : U → V
(if any) for all continuous maps f : X → Y ; for any pair of compatible systems
f˜ and g˜ for f and g respectively, we define:
(Pre-Orb)(U ,V)(f˜ , g˜) :=
{
natural transformations f˜ ⇒ g˜ if f = g
∅ else.
The vertical composition ⊙ is clearly associative; moreover using (1.5) we get
that the identity over any object f˜ is just if˜ .
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(3) For every triple U ,V ,W of objects, we define the functor “composition”:
cU ,V,W : (Pre-Orb)(U ,V)× (Pre-Orb)(V ,W)→ (Pre-Orb)(U ,W) :
• for every f˜ : U → V and g˜ : V → V we set cU ,V,W(f˜ , g˜) := g˜ ◦ f˜ ;
• for every δ : f˜1 ⇒ f˜2 in (Pre-Orb)(U ,V) and for every η : g˜1 ⇒ g˜2 in
(Pre-Orb)(V ,W) we set:
cU ,V,W(δ, η) := η ∗ δ : (g˜1 ◦ f˜1)⇒ (g˜2 ◦ f˜2). (1.6)
We want to prove that cU ,V,W is a functor. It is easy to see that it preserves
identities, so let us only prove that it preserves compositions. For every diagram
of the form:
U
⇓ δ
⇓ σ
V
⇓ η
⇓ µ
W
f˜1
f˜2
f˜3
g˜1
g˜2
g˜3
we want to prove that:
cU ,V,W
(
(σ ⊙ δ), (µ⊙ η)
)
?
= cU ,V,W(σ, µ) ⊙ cU ,V,W(δ, η). (1.7)
Using (1.6) we get that to prove (1.7) is equivalent to prove that (µ⊙η)∗(σ⊙δ)
?
=
(µ ∗ σ) ⊙ (η ∗ δ). In other words, we have to prove that the interchagenge law
(see remark 1.2) is satisfied. So let us verify that this last identity is true: for
any uniformizing system (U˜i, Gi, pii) ∈ U we have:(
(µ⊙ η) ∗ (σ ⊙ δ)
)
U˜i
= (µ⊙ η)
V˜ 3
i
◦ g˜1
(
(σ ⊙ δ)
U˜i
)
=
= µ
V˜ 3
i
◦ η
V˜ 3
i
◦ g˜1(σU˜i) ◦ g˜1(δU˜i)
∗
= µ
V˜ 3
i
◦ g˜2(σU˜i) ◦ ηV˜ 2i
◦ g˜1(δU˜i) =
= (µ ∗ σ)
U˜i
⊙ (η ∗ δ)
U˜i
=
(
(µ ∗ σ)⊙ (η ∗ δ)
)
U˜i
where the passage denoted with
∗
= is just (1.4) for the natural transformation
η : g˜1 ⇒ g˜2 and for the the embedding λ := σU˜i . Hence (1.7) is proved, so
cU ,V,W preserves compositions.
(4) It remains to define the “identities” of (Pre-Orb), so for every atlas U we define
1U : U → U to be a compatible system over the identity on X , described as the
identity functor from the category associated to U to itself, together with the
collection of liftings for the identity map on X :{
(1U)U˜i,U˜i := 1U˜i
}
(U˜i,Gi,pii)∈U
;
moreover, we define iU as the natural transformation i1U . So we have defined
all the data of a 2-category; now we have only to verify axioms (a)-(d).
(a) For every triple of compatible systems: U
f˜
−→ V
g˜
−→ W
h˜
−→ Z we have that
(h˜ ◦ g˜) ◦ f˜ = h˜ ◦ (g˜ ◦ f˜) as functors; moreover, for every uniformizing system
(U˜i, Gi, pii) ∈ U , if we call (V˜i, Hi, φi), (W˜i,Ki, ξi) and (Z˜i, Li, ψi) the images
of (U˜i, Gi, pii) via f˜ , g˜ ◦ f˜ and h˜ ◦ g˜ ◦ f˜ respectively, we get:
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(
(h˜ ◦ g˜) ◦ f˜
)
U˜i,Z˜i
= (h˜ ◦ g˜)
V˜i,Z˜i
◦ f˜
U˜i,V˜i
=
= h˜
W˜i,Z˜i
◦ g˜
V˜i,W˜i
◦ f˜
U˜i,V˜i
=
(
h˜ ◦ (g˜ ◦ f˜)
)
U˜i,Z˜i
hence (h˜ ◦ g˜) ◦ f˜ = h˜ ◦ (g˜ ◦ f˜) as compatible systems.
(b) Let us fix any diagram of compatible systems and natural transformations of
the form:
U ⇓ δ V ⇓ η W ⇓ ω Z
f˜1
f˜2
g˜1
g˜2
h˜1
h˜2
and any uniformizing system (U˜i, Gi, pii) ∈ U ; then let us define:
(W˜mni ,K
mn
i , ξ
mn
i ) := g˜n ◦ f˜m(U˜i, Gi, pii) for m,n = 1, 2.
If we use also the notations introduced in definition 1.27 we have:
(
(ω ∗ η) ∗ δ
)
U˜i
= (ω ∗ η)
V˜ 2
i
◦
(
(h˜1 ◦ g˜1)(δU˜i)
)
=
= ω
W˜ 22i
◦ h˜1(ηV˜ 2
i
) ◦
(
h˜1 ◦ g˜1(δU˜i)
)
= ω
W˜ 22i
◦ h˜1
(
η
V˜ 2
i
◦ g˜1(δU˜i)
)
=
= ω
W˜ 22
i
◦ h˜1
(
(η ∗ δ)
U˜i
)
=
(
ω ∗ (η ∗ δ)
)
U˜i
.
Hence we have proved that (ω ∗ η) ∗ δ = ω ∗ (η ∗ δ).
(c) For every compatible system f˜ : U → V we have f˜ ◦ 1U = f˜ as functors.
Moreover, for every (U˜i, Gi, pii) ∈ U we have (f˜ ◦1U)U˜i,V˜i = f˜U˜i,V˜i ◦1U˜i = f˜U˜i,V˜i .
Hence f˜ ◦ 1U = f˜ in the sense of compatible systems. In the same way one can
check that 1V ◦ f˜ = f˜ .
(d) A direct check proves also that for every natural transformation δ : f˜1 ⇒ f˜2 in
(Pre-Orb)(U ,V) we have that δ ∗ iU = δ = iV ∗ δ. This concludes the proof
that (Pre-Orb) is a 2-category.

1.6. Equivalent orbifold atlases. It is well known that a manifold is an equiva-
lence class of compatible manifold atlases; in literature there is an analogous notion
in the framework of orbifolds.
Definition 1.33. (equivalent to [LU], §2.1 and [CR], def. 4.1.2) Two atlases U =
{(U˜i, Gi, pii)}i∈I and V = {(V˜j , Hj , φj)}j∈J on the same space X are equivalent at
a point x ∈ X iff there exists a uniformizing system (W˜ ,K, ξ) around x, together
with 2 embeddings:
(U˜i, Gi, pii)
λ
← (W˜ ,K, ξ)
λ′
→ (V˜j , Hj , φj)
for some uniformizing systems (U˜i, Gi, pii) ∈ U and (V˜j , Hj, φj) ∈ V . Note that we
don’t require that (W˜ ,K, ξ) belongs to U and/or V . Two atlases on a space X are
equivalent iff they are equivalent at every point of X .
Lemma 1.34. This is an equivalence relation (see the appendix for the proof).
Actually, in literature one can also find these definitions:
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Definition 1.35. ([ALR], §1) An orbifold atlas U on X is said to refine another
orbifold atlas V on the same topological space iff for every uniformizing system in
U there exists an embedding of it into some uniformizing system of V . Equivalenty,
U = {(U˜i, Gi, pii)}i∈I is a refinement of V = {(V˜j , Hj , φj)}j∈J iff there exists a set
map γ : I → J and embeddings λi : (U˜i, Gi, pii) → (V˜γ(i), Hγ(i), φγ(i)) for every
i ∈ I. In a some sense, we can consider this as a compatible system U → V for
the identity on X , except for the fact that in general this will not be a functor
(actually, it is not even defined on embeddings). However, we will use the same
abuse of notation that we used for compatible system, i.e. we will write (V˜i, Hi, φi)
instead of (V˜γ(i), Hγ(i), φγ(i)).
Definition 1.36. ([ALR], §1) Two orbifold atlases on the same space X are equi-
valent if they have a common refinement.
Proposition 1.37. Definitions 1.33 and 1.36 coincide.
Proof. Let us fix a space X and two orbifold atlases U1 and U2 which are equiva-
lent w.r.t. definition 1.33; then we define a family W whose elements are all the
uniformizing systems (for some open set of X) that have an embedding in at least
one chart of U1 and one chart of U2. Then we consider W as an orbifold atlas by
adding all the possible embedddings between its charts and it is easy to see that
actually W is an orbifold atlas on X and it refines both U1 and U2.
Conversely, if there exists a common refinementW of two atlases U1 and U2, then we
get that they are equivalent with respect to definition 1.33 by a direct application
of definition 1.35. 
Corollary 1.38. The notion of having a common refinement is a relation of equi-
valence.
So it makes sense to give the following definition:
Definition 1.39. ([ALR], def. 1.2) A complex orbifold structure on a second count-
able paracompact Hausdorff topological space X is an equivalence class of orbifold
atlases on X . We will denote such an object by X or [X ]. We will call orbifold the
pair (X,X ), or, by abuse of notation, just the orbifold structure X . We say that
X has dimension n if there is an atlas U of dimension n in the class X . This is
equivalent to say that every atlas of the class has the same dimension n.
Definition 1.40. For every orbifold X onX we define themaximal atlas associated
to it as the family of all the uniformizing systems of all the atlases of the class X .
If one consider also all the possible embeddings between the charts of this family,
one can easily prove that it is actually an orbifold atlas for X , that it belongs to
the class X and that it is refined by every atlas of X .
At the end of this paper we will also need the following new equivalence relation
on the set of orbifold atlases.
Definition 1.41. Suppose that we have an orbifold atlas U = {(U˜i, Gi, pii)}i∈I on
X and an homeomorphism ϕ : X → X ′; then we can define the following family:
ϕ∗(U) := {(U˜i, Gi, ϕ ◦ pii)}i∈I
which is an orbifold atlas on X ′. Now suppose that we have two orbifold atlases U
on X and U ′ on X ′; we say that they are equivalent if and only if the following 2
conditions hold:
(a) there exists an homeomorphism ϕ : X → X ′;
(b) the orbifold atlases ϕ∗(U) and U
′ on X ′ are equivalent with respect to the
previous definition.
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This relation is obviously reflexive and simmetric; moreover, one can easily prove
transitivity using the transitivity of the equivalence relation on a fixed topological
space. Hence it is an equivalence relation on the set of all orbifold atlases over any
topological space, i.e. over the objects of (Pre-Orb).
2. Internal groupoids in a category C
We will use this section in order to recall the basic notions of internal groupoids in
any category C and then we will specialize to C = (Manifolds).
2.1. Groupoid objects in a fixed category. Let us fix a category C and two
objects R and U in it. In the case where both R and U are sets (or sets with
additional properties), we would like to think of R as a set of “arrows” or “identi-
fications” between points of U . Hence we have to define two morphisms “source”
and “target” from R to U which associate to every point in R a pair of points in U
(their source and target). Moreover, we would like to think to the pair (R,U) as a
“groupoid” in the sense of a category where all the arrows are invertible. Hence we
have to define a binary operation of “multiplication” between composable arrows
of R and an operation of “inversion” from R to itself. Moreover, in order to have
a category we have to associate to every point x of U an arrow “identity” in R
with source and target coinciding with x. Furthermore, we would like that all these
five maps (source, target, multiplication, inverse and identity) are morphisms in
the category C we have fixed. Finally, these morphisms will have to satisfy some
compatibility axioms, so we get the following definition:
Definition 2.1. ([BCE+], §3.1) A groupoid object or internal groupoid in a cate-
gory C is the datum of two objects R,U and five morphisms of C :
• s, t : R⇒ U such that the fiber product R t ×s R exists in C ; these two maps
are usually called source and target of the groupoid object;
• m : R t ×s R→ R, called multiplication;
• i : R→ R, known as inverse of the groupoid object;
• e : U → R, called identity;
which satisfy the following axioms:
(i) s ◦ e = 1U = t ◦ e;
(ii) if we call pr1 and pr2 the two projections from the fibered product R t ×s R
to R, then we have s ◦m = s ◦ pr1 and t ◦m = t ◦ pr2, i.e:
R t ×s R R R t ×s R R
y y
R U R U ;
pr2
ts
s t
m
pr1
m
(iii) (associativity) the two morphisms m ◦ (1R ×m) and m ◦ (m× 1R) are equal:
R t ×s R t ×s R R t ×s R
y
R t ×s R R;
m×1R
1R×m
m
m
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(iv) (unit) the two morphisms m ◦ (e ◦ s, 1R) and m ◦ (1R, e ◦ t) from R to R are
both equal to the identity of R:
R R t ×s R R R t ×s R
y y
R R;
m
(1R,e◦t)
1R 1R
m
(e◦s,1R)
(v) (inverse) i ◦ i = 1R, s ◦ i = t (and therefore t ◦ i = s). Moreover, we require
that m ◦ (1R, i) = e ◦ s and m ◦ (i, 1R) = e ◦ t:
Using this list of axioms one can deduce the following useful property:
Lemma 2.2. ([BCE+], exercise 3.1) m ◦ (i ◦ pr2, i ◦ pr1) = i ◦m.
If we assume that the category C is fixed, we will denote any groupoid object as
before by R⇒
s
t
U . In some articles one can also find the following notations:
• (U,R, s, t,m, e, i);
• R s ×t R
m
→ R
i
→ R⇒
s
t
U
e
→ R;
• G = ( 1G
d0
d1
⇒ G0) (we prefer not to use this notation since otherwise a lot of the
constructions of sections 3 and 4 will have too much indexes and will not be
simply manageable).
2.2. Morfisms and 2-morphisms between groupoid objects.
Definition 2.3. ([Mor], §2.1) Given two groupoid objects R⇒
s
t
U and R′ ⇒
s′
t′
U ′ in a
fixed category C , a morphism between them is a pair (ψ,Ψ), where ψ : U → U ′ and
Ψ : R → R′ are both morphisms in C , which together commute with all structure
morphisms of the two groupoid objects. In other words, we ask that the following
five identities are satisfied:
s′ ◦Ψ = ψ ◦ s, t′ ◦Ψ = ψ ◦ t, Ψ ◦ e = e′ ◦ ψ, (2.1)
Ψ ◦m = m′ ◦ (Ψ ×Ψ) and Ψ ◦ i = i′ ◦Ψ. (2.2)
Remark 2.4. Note that if we fix the morphism Ψ, then ψ is uniquely determined
by these properties: indeed using axiom (i) for the second groupoid object and
(2.1), we get that ψ = s′ ◦Ψ ◦ e.
Definition 2.5. Let us consider 3 groupoid objects in C and 2 morphisms:
(R⇒
s
t
U)
(ψ,Ψ)
−→ (R′ ⇒
s′
t′
U ′)
(φ,Φ)
−→ (R′′ ⇒
s′′
t′′
U ′′).
It is easy to see that if we define the composition (φ,Φ) ◦ (ψ,Ψ) as (φ ◦ ψ,Φ ◦ Ψ),
then this is again a morphism of groupoid objects from (R⇒
s
t
U) to (R′ ⇒
s′
t′
U ′).
Now we want to make groupoid objects into a 2-category, i.e. we want to define
2-morphisms, which will be called “natural transformations”.
Definition 2.6. ([PS], def. 2.3) Suppose we have fixed two morphisms of groupoid
objects in C :
(ψ,Ψ), (φ,Φ) : (R⇒
s
t
U)→ (R′ ⇒
s′
t′
U ′),
then a natural transformation α : (ψ,Ψ) ⇒ (φ,Φ) is the datum of a morphism
α : U → R′ in C such that the following 2 conditions hold:
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(i) s′ ◦ α = ψ and t′ ◦ α = φ;
(ii) m′ ◦ (α ◦ s,Φ) = m′ ◦ (Ψ, α ◦ t).
Note that using (i) together with the definition of morphism between groupoid
objects, we get that:
t′ ◦ (α ◦ s) = φ ◦ s = s′ ◦ Φ and t′ ◦Ψ = ψ ◦ t = s′ ◦ (α ◦ t);
hence we can consider both (α ◦ s,Φ) and (Ψ, α ◦ t) as morphisms in the category
C from R to R′ t′ ×s′ R
′, so both the L.H.S. and the R.H.S. of (ii) are well defined.
Definition-lemma 2.7. Let us consider a diagram as follows:
(R⇒
s
t
U)
⇓ α
⇓ β
(R′ ⇒
s′
t′
U ′);
(ψ1,Ψ1)
(ψ2,Ψ2)
(ψ3,Ψ3)
using definition 2.6 for α and β we get that it makes sense to consider the morphism
(α, β) : U → R′ t′ ×s′ R
′ and we can define:
β ⊙ α := m′ ◦ (α, β) : U → R′.
In this way we have defined a natural transformation (for the proof, see the appen-
dix), called vertical composition of α and β and denoted with β ⊙ α : (ψ1,Ψ1) ⇒
(ψ3,Ψ3).
Definition 2.8. For every morphism (ψ,Ψ) : (R⇒
s
t
U)→ (R′ ⇒
s′
t′
U ′) we define its
identity as the natural transformation:
i(ψ,Ψ) := e
′ ◦ ψ = Ψ ◦ e : (ψ,Ψ)⇒ (ψ,Ψ)
A direct check proves that this is actually a natural transformation and that for
every α : (ψ,Ψ)⇒ (φ,Φ) and for every β : (θ,Θ)⇒ (φ,Φ) we have:
α⊙ i(ψ,Ψ) = α and i(ψ,Ψ) ⊙ β = β. (2.3)
Definition-lemma 2.9. Let us consider a diagram of the form:
(R⇒
s
t
U) ⇓ α (R′ ⇒
s′
t′
U ′) ⇓ β (R′′ ⇒
s′′
t′′
U ′′).
(φ1,Φ1)
(φ2,Φ2)
(ψ1,Ψ1)
(ψ2,Ψ2) (2.4)
In particular, we get that:
s′ ◦ α = ψ1 and t
′ ◦ α = ψ2; (2.5)
s′′ ◦ β = φ1 and t
′′ ◦ β = φ2; (2.6)
t′′ ◦ (Φ1 ◦ α) = φ1 ◦ t
′ ◦ α
(2.5)
= φ1 ◦ ψ2
(2.6)
= s′′ ◦ (β ◦ ψ2). (2.7)
Hence (Φ1 ◦ α, β ◦ ψ2) : U → R
′′
t′′ ×s′′ R
′′, so we can define:
β ∗ α := m′′ ◦ (Φ1 ◦ α, β ◦ ψ2) : U → R
′′
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and we get that β∗α is a natural transformation from (φ1,Φ1)◦(ψ1,Ψ1) to (φ2,Φ2)◦
(ψ2,Ψ2) (see the appendix for the proof), called horizontal composition of α and β.
Using all the previous data it is not so difficult to prove the following result:
Proposition 2.10. Let us fix a category C ; the definitions of groupoid objects,
morphisms of groupoid objects, natural transformations and compositions ◦,⊙, ∗
give rise to a 2-category, that we will denote with (C −Groupoids).
We omit this proof, since this is just a direct check of all the axioms of definition
1.1. In any case, we will just be interested in a special case of this result, that will
be recalled below.
2.3. The 2-category (Grp). Given any pair of morphisms s, t : R→ U in a fixed
category C , in order to define a groupoid object from this data, we must be sure
that the fibered product R t×s R exists. This is always ensured e.g. when we work
in the categories (Sets), (Groups) or (Schemes), but in general it is no more true
in the category (Manifolds) (complex manifolds and holomorphic maps between
them). In this last category (which will be used in this section) it is known from
category theory that if the fibered product of any pair of morphisms f : X → Y
and g : Z → Y exists, it is obtained adding a natural structure of manifold on the
set-theoretical fibered product. The problem is that such a structure of manifold
exists only if we add some additional hypothesis on f and/or g. One of the most
useful condition is about submersions:
Proposition 2.11. Let us fix any pair of holomorphic maps between complex ma-
nifolds f : X → Y and g : Z → Y . If f is a submersion, then the set-theoretical
fiber product:
X ×Y Z = {(x, z) ∈ X × Z s.t. f(x) = g(z)}
is a complex submanifold of X × Z, with complex dimension equal to dim(X) +
dim(Z) − dim(Y ). Moreover, the map pr2 : X ×Y Z → Z is again a submersion
and if f is étale (i.e. a local biholomorphism), so is pr2.
For a hint of the proof, see [FG], chapter IV.1, exercise 6 and (for the smooth case)
[Die], chapter XVI.8, exercise 10.
Definition 2.12. (Adapted from [Ler], def. 2.11) A groupoid object in (Manifolds)
is called Lie groupoid if both its source and target maps are holomorphic submer-
sions.
Remark 2.13. Using the previous proposition, we get that the fiber product used
in the first point of the definition of groupoid objects exists. Moreover, the resulting
maps pr1 and pr2 are again both submersions. Hence also the fiber product R t ×s
R t ×s R exists in (Manifolds). Indeed:
R t ×s R t ×s R = {(r, r
′, r′′) ∈ R×R ×R s.t. s(r′) = t(r) and s(r′′) = t(r′)} =
= (R t ×s R)tˆ ×s R
where tˆ := t◦pr2. Here the fiber product behind parenthesis exists, tˆ is a submersion
(because t is so by hypothesis and pr2 is so using the previous proposition) and also
s is a submersion, hence the whole fiber product exists in (Manifolds) and again
the projection maps are submersions, so by induction we can prove that there exists
fiber products of the form R t ×s · · · t ×s R for finitely many terms.
Definition 2.14. ([Mor], §1.5) A groupoid object in (Manifolds) is proper if the
map (s, t) : R→ U × U (called relative diagonal) is proper, i.e. if the pre-image of
any compact set in U × U is compact in R.
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Definition 2.15. ([Mor], §1.2) An étale groupoid is a groupoid object R ⇒
s
t
U in
(Manifolds) such that the maps s and t are both étale (i.e. local biholomorphisms).
Using remark 2.13, the fiber products R t ×s R and R t ×s R t ×s R exist, so all
definition 2.1 still makes sense (clearly every étale groupoid is also a Lie groupoid).
Definition 2.16. ([Mor], example 1.5) Let R⇒
s
t
U be an étale proper groupoid, let
us fix any point x˜ ∈ U and let us define Rx˜ := (s, t)
−1{(x˜, x˜)}, called the isotropy
subgroup of x˜. This set is naturally a group (using the multiplication m) and it is
compact because (s, t) is proper; moreover its points are all isolated because s is
étale, hence locally invertible; hence Rx˜ is a finite set of points of R. Since both s
and t are étale, for every point g in this set, we can find a sufficiently small open
neighborhood Wg of g where both s and t are invertible. Then to every point g we
can associate the set map:
g˜ := t ◦ (s|Wg )
−1 : s(Wg)→ t(Wg)
which is a biholomorphism between two open neighborhoods of x˜. Then we can
define the set map:
fx˜ : Rx˜ → Diffx˜(U) (2.8)
(where Diffx˜(U) is the group of germs of holomorphic maps defined on an open
neighborhood of x˜ in U and which fix x˜), that to every g ∈ Rx˜ associates the germ
of the function g˜ at the point x˜. Then we say that the groupoid R⇒
s
t
U is effective
(or reduced) if fx˜ is injective for every x˜ in U . This notion will correspond to the
notion of reduced orbifolds via the 2-functor F that we’ll define in section 3.
We have this useful result:
Lemma 2.17. The following identities hold on any open connected neighborhood
of s(g) where both the L.H.S. and the R.H.S. are defined:
(a) for every pair of points (g, h) ∈ R t ×s R if we call k := m(g, h), we have that
h˜ ◦ g˜ = k˜;
(b) for every g ∈ R we have that i˜(g) = g˜−1.
Proof. (a) Let us consider the points g, h and k := m(g, h); since s and t are
étale, there exist open neighborhoods Wg,Wh,Wk of them where both s and t are
invertible. Now let us consider the open neighborhood t(Wh) ∩ s(Wg) of t(h) =
s(g) =: x˜; then for every point y˜ in it we can define:
fg,h(y˜) := m
(
(t|Wg )
−1(y˜), (s|Wh )
−1(y˜)
)
;
this map is well defined and holomorphic because composition of holomorphic maps.
Moreover, using the properties of groupoid objects we get that:
t ◦ fg,h = h˜ and s ◦ fg,h = g˜
−1;
now fg,h(x˜) = m(g, h) = k, hence we can apply (s|Wk)
−1 to the second identity
and we get that:
fg,h = (s|Wk)
−1 ◦ g˜−1.
Clearly this happens only for points y˜ sufficiently near x˜, but there is no loss of
generality in restricting Wg or Wk in order to get that this is true for every point
y˜ of the open neighborhood of x˜. So we get:
h˜ = t ◦ fg,h = t ◦ (s|Wk)
−1 ◦ g˜−1 = k˜ ◦ g˜−1
or, equivalently,
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h˜ ◦ g˜ = k˜.
We have proved this identity only for points sufficiently near s(h) in U ; since we
are working with holomorphic functions, we get that this identity is still true for
every open connected neighborhood of s(h) where both the left and the right hand
sides are defined.
(b) Using axiom (v) of definition 2.1 and part (a) we have that g˜◦i˜(g) = ˜m(i(g), g) =
e˜(t(g)) = id and analogously i˜(g) ◦ g˜ = id on sufficiently small open neighborhoods
of t(g) and s(g) respectively. Hence i˜(g) = g˜−1. 
Corollary 2.18. The set map of (2.8) is a group homomorphism.
Now let us recall the following result (stated in the smooth case, but also true in
the holomorphic case).
Proposition 2.19. ([PS], §2.1) The data of Lie groupoids, morphisms and natural
transformations between them form a 2-category, known as (LieGpd).
Definition 2.20. Let us define the following 2-category, that we will denote with
(Grp):
• the objects are all the proper, étale and effective groupoid objects in the category
(Manifolds) of complex manifolds and holomorphic maps between them;
• the morphisms between these objects are all the morphisms between them as
groupoid objects in (Manifolds);
• the 2-morphisms are all the natural transformations between the morphisms
of the previous point.
Since every étale groupoid object is in particular a Lie groupoid, we are just con-
sidering a full sub-2-category of (LieGpd), hence we have for free that:
Proposition 2.21. (Grp) is actually a 2-category.
3. From orbifolds to groupoids
The main aim of this work is to describe a 2-functor F from (Pre-Orb) to (Grp).
This will be done on the level of objects by adapting to the complex case a construc-
tion due to D. Pronk ([Pr], §4.4) in the smooth case: first of all for every orbifold
atlas U we define two sets U and R and five set maps s, t,m, i, e that make the
pair (R,U) into a groupoid object in (Sets). Then we describe the topology on R
and U and we prove that actually they are both complex manifolds such that the
five structure maps are holomorphic. Finally, we prove that the groupoid object is
proper, étale and effective, hence we obtain an object in (Grp).
The original part of this section consists in the extension of this construction to the
level of morphisms and 2-morphisms. The last part of this section will be devoted
to prove that actually this gives rise to a 2-functor F from (Pre-Orb) to (Grp).
3.1. Objects. Let us fix any orbifold atlas U = {(U˜i, Gi, pii)}i∈I of dimension n on
a paracompact and second countable Hausdorff topological space X ; we want to
associate to it a groupoid object R ⇒
s
t
U which “encodes” the informations about
the underlying topological space X and the atlas U . First of all, we define:
U :=
∐
i∈I
U˜i
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with the topology of the disjoint union. Since all the U˜i’s are open subsets of C
n
and U is their disjoint union, then U is a Hausdorff paracompact complex manifold
of dimension n. The points of this manifold will be always denoted as (x˜i, U˜i) if
x˜i ∈ U˜i ⊆ U . In the following constructions we will tacictly assume that if we take
a generic point x˜i, then this point belongs to U˜i.
Now the idea is that whenever we have U defined in this way, we would like to
recover both the underlying topological space X (up to homemorphisms, see propo-
sition 4.5 below) and the atlas U ; how to do this must be encoded in R, that we are
going to define. If we want to recover X set-theoretically, we have to identify on U
any two pair of points (x˜i, U˜i) and (x˜j , U˜j) such that pii(x˜i) = pij(x˜i) =: x on X .
Now let us suppose that we have fixed such a pair of points and let us apply remark
1.19; so we get that there exists an open set Uk ⊆ Ui ∩ Uj on X which contains x,
a uniformizing system (U˜k, Gk, pik) ∈ U for it, a point x˜k ∈ U˜k and embeddings:
(U˜i, Gi, pii)
λki← (U˜k, Gk, pik)
λkj
→ (U˜j , Gj , pij); (3.1)
such that:
λki(x˜k) = x˜i and λkj(x˜k) = x˜j . (3.2)
Conversely, if there exists a pair of embeddings (3.1) such that (3.2) holds, we get
immediately that (x˜i, U˜i) and (x˜j , U˜j) will be identified in X . So the first idea could
be to define a set of “relations” Rˆ whose elements are of the form (λki, x˜k, λkj), as
follows:
Rˆ :=
∐
U˜ ijk
where U˜ ijk := U˜
λki,λkj
k denotes a copy of U˜k indexed by a pair of embeddings λki, λkj ,
and where the disjoint union is taken over all triples of uniformizing systems of the
form (3.1). In other words, the disjoint union is taken over all the uniformizing
systems (U˜k, Gk, pik) ∈ U and over all the possible embeddings of them into any
pair of uniformizing systems as in (3.1); hence (λki, x˜k, λkj) just means the point
x˜k ∈ U˜k considered as in the set U˜
ij
k ⊆ Rˆ. Now we can easily define 4 of the 5
morphisms of a groupoid as follows:
sˆ(λki, x˜k, λkj) := (λki(x˜k), U˜i), tˆ(λki, x˜k, λkj) := (λkj(x˜k), U˜j),
eˆ(x˜i, U˜i) := (1U˜i , x˜i, 1U˜i), iˆ(λki, x˜k, λkj) := (λkj , x˜k, λki).
Rˆ is almost the manifold we want to use; the only problem is that we can’t have
a well defined notion of multiplication m on it, so we have to define the set of
relations R as a quotient of Rˆ by a locally trivial relation of equivalence as follows.
The necessity of such a relation will be clear in the proof of lemma 3.7.
Definition 3.1. ([Pr], §4.4) Two points (λki, x˜k, λkj) and (λli, x˜l, λlj) in Rˆ are said
to be equivalent and we write:
(λki, x˜k, λkj) ∼ (λli, x˜l, λlj) (3.3)
iff there exist a uniformizing system (U˜m, Gm, pim) ∈ U , a point x˜m ∈ U˜m and two
embeddings:
(U˜k, Gk, pik)
λmk← (U˜m, Gm, pim)
λml→ (U˜l, Gl, pil)
such that the following diagrams are commutative:
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U˜k
U˜i U˜m U˜j
U˜l
y y
λki λkj
λli λlj
λmk
λml
x˜k
x˜i x˜m x˜j .
x˜l
y y
λki λkj
λli λlj
λmk
λml
(3.4)
Remark 3.2. In order to simplify the notations, here and from now on we omit
the groups Gi’s and the maps pii’s in every diagram; in other words from now on
every map λij will be an embedding between uniformizing systems even if we write
only its source and target as open sets of Cn and not as uniformizing systems.
Now our aim is to prove that (3.3) is an equivalence relation on R′. In order to do
that, let us state and prove the following lemma:
Lemma 3.3. Let us fix an atlas U , a pair of embeddings λnl : (U˜n, Gn, pin) →
(U˜l, Gl, pil), λpl : (U˜p, Gp, pip) → (U˜l, Gl, pil) and a pair of points x˜n ∈ U˜n, x˜p ∈
U˜p such that λnl(x˜n) = λpl(x˜p) =: x˜l. Then there exist a uniformizing system
(U˜q, Gq, piq) ∈ U , a pair of embeddings λqn, λqp and a point x˜q ∈ U˜q such that the
following diagrams are commutative:
U˜q
U˜n y U˜p
U˜l
λplλnl
λqpλqn
x˜q
x˜n y x˜p
x˜l
λplλnl
λqpλqn
(3.5)
Proof. ([Pr], lemma 4.4.1 with some changes) By hypothesis λnl(x˜n) = λpl(x˜p),
hence pin(x˜n) = pip(x˜p), so using remark 1.19 we get that there exists a unifor-
mizing system (U˜q, Gq, piq) ∈ U , embeddings λ˜qn and λ˜qp of it into (U˜n, Gn, pin)
and (U˜p, Gp, pip) respectively and a point x˜q ∈ U˜q such that λ˜qn(x˜q) = x˜n and
λ˜qp(x˜q) = x˜p. Now let us consider the embeddings:
α := λnl ◦ λ˜qn and β := λpl ◦ λ˜qp
both defined from (U˜q, Gq, piq) to (U˜l, Gl, pil). Using lemma 1.13 we get that there
exists a unique g ∈ Gl such that g ◦ α = β. Now α(U˜q) ∩ g ◦ α(U˜q) 6= ∅ since
it contains x˜l, hence we can apply lemma 1.16, so there exists a unique h ∈ Gq
(actually, it belongs to the stabilizer of x˜q) such that Λnl ◦ Λ˜qn(h) = g. If we define
λqn := λ˜qn ◦ h and λqp := λ˜qp, then a direct check proves that these embeddings
make (3.5) commute. 
Lemma 3.4. ∼ is an equivalence relation on Rˆ.
Proof. ([Pr], lemma 4.4.2) The relation is clearly reflexive and symmetric. In order
to prove transitivity, let us suppose we have:
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(λki, x˜k, λkj) ∼ (λli, x˜l, λlj) ∼ (λmi, x˜m, λmj).
In other words, using definition 3.1, there exist uniformizing systems (U˜n, Gn, pin)
and (U˜p, Gp, pip) in U , two points x˜n ∈ U˜n, x˜p ∈ U˜p and embeddings λnk, λnl,
λpl, λpm making the following diagrams commute:
U˜k
y
U˜n
y
U˜i U˜l U˜j
y
U˜p
y
U˜m
λnk
λpm
λki λkj
λmj
λljλli
λpl
λnl
λmi
x˜k
y
x˜n
y
x˜i x˜l x˜j .
y
x˜p
y
x˜m
λnk
λpm
λki λkj
λmj
λljλli
λpl
λnl
λmi
(3.6)
In particular, λnl(x˜n) = λpl(x˜p), so we can apply lemma 3.3 and we get that there
exist a uniformizing system (U˜q, Gq, piq), a point x˜q ∈ U˜q and a pair of embeddings
λqn, λqp as in (3.5). Now using (3.5) and (3.6) a direct computation proves that we
have commutative diagrams of the form:
U˜k
U˜i U˜q U˜j
U˜m
y y
λnk◦λqn
λpm◦λqp
λki λkj
λmi λmj
x˜k
x˜i x˜q x˜j .
x˜m
y y
λnk◦λqn
λpm◦λqp
λki λkj
λmi λmj
(3.7)
So we have proved that (λki, x˜k, λkj) ∼ (λmi, x˜m, λmj), hence ∼ is transitive. 
Definition 3.5. For every orbifold atlas U over X , we define the set R := Rˆ/ ∼
and we call q : Rˆ → R the quotient map; we will denote the class of any point
(λki, x˜k, λkj) with [λki, x˜k, λkj ].
Remark 3.6. The equivalence relation we have just described is the same as the
relation ∼ defined in [MP2] as the relation generated by considering equivalent
(λki, x˜k, λkj) and (λli, x˜l, λlj) whenever there exists an embedding λlk such that
the following diagrams are commutative:
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U˜l
y y
U˜i U˜k U˜j
λli
λkj
λlk
λlj
λki
x˜l
y y
x˜i x˜k x˜j .
λli
λkj
λlk
λlj
λki (3.8)
Hence from now on we will use without distinction the first and the second equi-
valence; in the following pages we will often have to define set maps on R using
representatives of the equivalence classes; in order to prove that they are well de-
fined it will be sufficient to use different representatives related by a diagram of the
form (3.8).
Now we recall that our first aim is to make the pair (R,U) into a groupoid object in
(Sets), so for the moment we don’t care about the topology on R and we consider
it just as a set. The maps s, t, i, e are just induced by the maps sˆ, tˆ, iˆ, eˆ respectively;
the fact that the first 3 maps does not depend on the representatives chosen is just
a straightforward application of remark 3.6. Now we want to define the “multipli-
cation” on R, so let us consider any pair of “composable arrows” [λih, x˜i, λij ] and
[λkj , x˜k, λkl] in the set-theoretical fiber product R t ×s R. In other words, let us
assume that t([λih, x˜i, λij ]) = s([λkj , x˜k, λkl]) i.e. λij(x˜i) = λkj(x˜k); equivalently,
we have a diagram of uniformizing systems and marked points as follows:
x˜i λij(x˜i) = λkj(x˜k) x˜k
∈ ∈ ∈
U˜h U˜i U˜j U˜k U˜l.
λklλih λij λkj
(3.9)
Since λij(x˜i) = λkj(x˜k), we can apply lemma 3.3, so we get that there exist a
uniformizing system (U˜f , Gf , pif ), a point x˜f ∈ U˜f and embeddings λfi, λfk such
that we can complete (3.9) to a commutative diagram (also on the level of marked
points):
x˜i λij(x˜i) = λkj(x˜k) x˜k
∈ ∈ ∈
U˜h U˜i U˜j U˜k U˜l.
y
U˜f
∈
x˜f
λklλih λij λkj
λfi λfk
(3.10)
Hence we give the following definition:
m
(
[λih, x˜i, λij ], [λkj , x˜k, λkl]
)
:= [λih ◦ λfi, x˜f , λkl ◦ λfk].
Lemma 3.7. The map m is well defined (see the appendix for the proof).
Proposition 3.8. (R⇒
s
t
U) is a groupoid object in (Sets).
Proof. We have to prove that all the axioms for a groupoid object given in definition
2.1 are satisfied; the only non-trivial one is the third one, so let us fix any triple of
composable arrows:
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(
[λih, x˜i, λij ], [λkj , x˜k, λkl], [λml, x˜m, λmn]
)
∈ R t ×s R t ×s R
i.e. λij(x˜i) = λkj(x˜k) and λkl(x˜k) = λml(x˜m). If we apply lemma 3.3 twice, we get
a commutative diagram (of uniformizing systems and marked points) as follows:
U˜h U˜i U˜j U˜k U˜l U˜m U˜n.
U˜f U˜s
y y
∈x˜i ∈x˜k ∈x˜m
∈
x˜f
∈
x˜s
λklλih λij λkj
λfi λfk λsk λsm
λmnλml
If we consider the central part of it, we can apply again lemma 3.3 in order to get
a commutative diagram of the form:
U˜h U˜i U˜j U˜k U˜l U˜m U˜n.
U˜f U˜s
U˜r
y y
y
∈x˜i ∈x˜k ∈x˜m
∈
x˜f
∈
x˜s
∈
x˜r
λklλih λij λkj
λfi λfk λsk λsm
λmnλml
λrf λrs
(3.11)
Now:
m
(
[λkj , x˜k, λkl], [λml, x˜m, λmn]
)
= [λkj ◦ λsk ◦ λrs, x˜r, λmn ◦ λsm ◦ λrs] =
= [λkj ◦ λfk ◦ λrf , x˜r, λmn ◦ λsm ◦ λrs];
hence using the commutative diagram:
x˜i λij(x˜i) = λkj(x˜k) x˜r
∈ ∈ ∈
U˜h U˜i U˜j U˜r U˜n.
y
U˜r
∈
x˜r
λmn◦λsm◦λrsλih λij λkj◦λfk◦λrf
λfi◦λrf 1U˜r
we can compute:
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m
(
[λih, x˜i, λij ],m
(
[λkj , x˜k, λkl], [λml, x˜m, λmn]
))
=
= m
(
[λih, x˜i, λij ], [λkj ◦ λfk ◦ λrf , x˜r, λmn ◦ λsm ◦ λrs]
)
=
= [λih ◦ λfi ◦ λrf , x˜r, λmn ◦ λsm ◦ λrs].
Since diagram (3.11) is symmetric, we obtain the same result also if we first compute
the multiplication of the first two arrows, and then we multiply them with the third
one. In other words, we have proved that m ◦ (1R ×m) = m ◦ (m× 1R). 
Now we want to decribe a structure of complex manifold on R; in order to do that,
we will use the following lemma:
Lemma 3.9. The equivalence relation ∼ is the trivial one whenever we restrict to
any open set of Rˆ of the form U˜ ijk .
This is just a direct consequence of the definition of ∼ restricted to any pair of
points of the form (λki, x˜k, λkj) and (λki, x˜
′
k, λkj).
Proposition 3.10. If we give to R = Rˆ/ ∼ the quotient topology, then we get a
natural structure of complex manifold.
Proof. Let us consider any open set of Rˆ of the form A := U˜ ijk and let us denote
with Asat the saturated of A in Rˆ with respect to ∼. We claim that also Asat is
open in Rˆ. Indeed, let us consider any point in Asat, i.e. a point which is equivalent
to a point (λki, x˜k, λkj) of U˜
ij
k . By definition of ∼, this must be necessarily of the
form (λli, x˜l, λlj); moreover, there must exist a uniformizing system (U˜m, Gm, pim),
a point x˜m and embeddings λmk, λml as in (3.4).
Now let us consider the set B˜ := λml(U˜m) ⊆ U˜l, which is an open neighborhood of
x˜l (because λml is an embedding between open sets of C
n, where n is the dimen-
sion of the orbifold atlas U). If we fix any other point x˜′m in U˜m we get a diagram
similar to the second one of (3.4), so the set B˜ (considered as an open subset of
U˜ ijl , hence also as an open set of Rˆ) contains only points equivalent to points of A,
so is completely contained in Asat; hence Asat is open in Rˆ.
So if q : Rˆ → R is the quotient map, the set q(Asat) is open in R by definition
of quotient topology; moreover, by definition of saturated, it coincides with q(A).
Since this holds for every choice of A = U˜ ijk we get that the family {(W˜
ij
k :=
q(U˜ ijk ) = q(U˜
ijsat
k )}U˜ij
k
⊆Rˆ is an open covering of R (in the quotient topology).
Then our aim is to construct from it a complex manifold atlas on R. If we use the
previous lemma, we get that ∼ is the trivial equivalence relation on every set U˜ ijk ,
so q(U˜ ijk ) is homeomorphic to U˜
ij
k via q (which is invertible if we restrict to this
set). Moreover, we recall that by construction U˜ ijk is just a copy of U˜k, so the set
map φijk defined from W˜
ij
k to U˜k as:
φijk ([λki, x˜k, λkj ]) := x˜k
is an homeomorphism (with codomain an open subset of Cn). So it makes sense
to consider the family of charts F := {(W˜ ijk , φ
ij
k )}U˜ij
k
⊆Rˆ. Since the domains of
these charts cover all R, it remains only to prove the compatibility condition on the
intersection of any pair of charts; so let us fix any pair of domains W˜ ijk and W˜
i′j′
l
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such that W˜ ijk ∩ W˜
i′j′
l is non-empty and let us fix any point P = [λki, x˜k, λkj ] =
[λli′ , x˜l, λlj′ ] in the intersection. By definition of ∼, we get that necessarily i
′ = i
and j′ = j; moreover, there exist a uniformizing system (U˜m, Gm, pim), a point
x˜m ∈ U˜m and a pair of embeddings λmk, λml as in (3.4). Now the images of the
point P via the coordinate functions φijk and φ
ij
l are respectively:
φijk ([λki, x˜k, λkj ]) = x˜k = λmk(x˜m) and φ
ij
l ([λli, x˜l, λlj ]) = x˜l = λml(x˜m).
So if we call φ the transition map:
φ = φijl ◦ (φ
ij
k )
−1 : φijk (W˜
ij
k ∩ W˜
ij
l )→ φ
ij
l (W˜
ij
k ∩ W˜
ij
l ),
we get that φ(x˜k) = x˜l = λml(x˜m) = λml ◦ (λmk|λmk(U˜m))
−1(x˜k). As before, using
diagram (3.4) we get that this is the expression of φ not only at the point x˜k, but
also in an open neighborhood of it (not necessarily coinciding with all the domain
of φ). Hence we have proved that the transition map φ locally coincides with an
holomorphic function. So every transition function is holomorphic, hence we have
proved that the family F is a complex manifold atlas for R. 
Lemma 3.11. R⇒
s
t
U is an étale groupoid object in (Manifolds).
Proof. We have already proved that R⇒
s
t
U is a groupoid object in (Sets), and that
both R and U are complex manifolds. Hence we have only to prove the additional
properties about the five structure maps. In particular, we have to prove that s
and t are both étale (hence, in particular, holomorphic) and that m, i and e are
holomorphic.
Let us prove that s is étale (the proof for t is analogous); since the property of
being étale is a local one, we can check it by restricting to the domains of suitable
charts in source and target. So let us fix any point [λki, x˜k, λkj ] in R and the chart
(W˜ ijk , φ
ij
k ) around it. We recall that:
s([λki, x˜k, λkj ]) = λki(x˜k) ∈ U˜i ⊆ U
where U˜i means a copy of U˜i in the manifold U ; so a chart around this point is just
(U˜i, id). Hence the map s can be expressed in coordinates as:
s˜ := id ◦ s ◦ (φijk )
−1 : U˜k → U˜i
which concides with the holomorphic embedding λki. So s is a biholomorphism if
restricted to W˜ ijk in domain and to λki(U˜k) in codomain. Hence we have proved
that s is étale.
In order to prove that m : R t ×s R→ R is holomorphic, let us fix any point:
(P, P ′) :=
(
[λih, x˜i, λij ], [λkj , x˜k, λkl]
)
∈ R t ×s R
and a completion of the form (3.10). Then we can write:
(P, P ′) =
(
[λfh, x˜f , λfj ], [λfj , x˜f , λfl]
)
(where we define λfh := λih ◦ λfi and analogously for the other 3 embeddings).
Now let us define a set map δ : U˜f → R ×R as:
δ(y˜f ) :=
(
[λfh, y˜f , λfj ], [λfj , y˜f , λfl]
)
.
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This map is clearly holomorphic because R × R has the product topology and by
combining δ with the first and second projection we get exactly inverses of holomor-
phic coordinates functions on R (see the explicit description in proposition 3.10).
Moreover, one see easily that δ has target in R t ×s R, which is a complex subma-
nifold of R×R (see proposition 2.11), hence δ is holomorphic from U˜f to R t×s R.
In addition, there exists an obvious local inverse of δ, again holomorphic, hence
δ is a biholomorphism if restricted in target to an open neighborhood of (P, P ′).
Now using a diagram similar to (3.10) we get that m◦ δ(y˜f ) = [λfh, y˜f , λfl]; since a
chart around m(P, P ′) is just (W˜hlf , φ
hl
f ), we get that in order to check whether m
is holomorphic or not around (P, P ′), it suffices to check if φhlf ◦m◦δ is holomorphic
near x˜f . Now this map just coincides with the identity on the whole U˜f , hence m is
holomorphic around (P, P ′); since this holds for every point of R t×s R, we are done.
Analogous arguments prove that both i and e are holomorphic maps. 
Lemma 3.12. Suppose we have fixed 2 points P = [λki, x˜k, λkj ] and Q = [λli, x˜l, λlj ]
of R with s(P ) = s(Q) and t(P ) = t(Q). Then there exists a unique g ∈ Gj such
that:
[λli, x˜l, λlj ] = [λki, x˜k, g ◦ λkj ]. (3.12)
Moreover, such a g belongs to the stabilizer of λkj(x˜k) in U˜j, so by lemma 1.16 and
lemma 1.13 there exists a unique g′ ∈ (Gk)x˜k such that:
[λli, x˜l, λlj ] = [λki, x˜k, λkj ◦ g
′].
Proof. The hypothesis implies that λki(x˜k) = λli(x˜l) and λkj(x˜k) = λlj(x˜l). Using
the first relation, we can apply lemma 3.3 to the pair of embeddings λki, λli, so
we get a pair of diagrams of the form (3.4), which a priori are both commutative
only in the left part. Then one can apply lemma 1.13 to the right part, so we get
a unique g ∈ Gj such that we have commutative diagrams of the form:
U˜k
U˜i U˜m U˜j
U˜l
y y
λki λkj
λli g◦λlj
λmk
λml
x˜k
x˜i x˜m x˜j
x˜l
y y
λki λkj
λli g◦λlj
λmk
λml
(3.13)
Hence, by definition of ∼ on Rˆ, we get that (3.12) is satisfied. Moreover, it is simple
to prove that such a g is also unique using again lemma 1.13. 
Lemma 3.13. The étale groupoid object R⇒
s
t
U is effective.
Proof. Let us fix any point (x˜k, U˜k) ∈ U ; by applying the previous lemma we get
that the set of points P of R such that s(P ) = t(P ) = (x˜k, U˜k) is in natural bijection
with the stabilizer (Gk)x˜k ; in particular, the bijection is given by g 7→ [1U˜k , x˜k, g].
Now if we restrict to any open set of the form U˜k ⊆ U we get that every point
P = [1
U˜k
, x˜k, g] induces the set map t ◦ (s|U˜k)
−1 = g. Since the orbifold atlas U
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is reduced by hypothesis, the group Gk acts effectively on U˜k, hence the set map
f(x˜k,U˜k) (see definition 2.16) is injective. Since this holds for every point of U , we
have proved that R⇒
s
t
U is effective. 
Lemma 3.14. The relative diagonal (s, t) : R→ U × U is proper.
Proof. (adapted from [Pr], proposition 4.4.8 and corollary 4.4.9) Let us fix any
point (P, P ′) =
(
(x˜i, U˜i), (x˜j , U˜j)
)
∈ U ×U and let us distinguish between 2 cases:
if pii(x˜i) 6= pij(x˜j), then we can use the fact that X is Hausdorff (by definition of
orbifold) and we get that there exist two open disjoint neighborhoods Di and Dj of
pii(x˜i) and pij(x˜j). If we call D˜i := pi
−1
i (Di) ⊆ U˜i and D˜j := pi
−1
j (Dj) ⊆ U˜j , we get
that D˜i×D˜j is an open neighborhood of (P, P
′) and its preimage via (s, t) is empty.
Now let us consider the case when pii(x˜i) = pij(x˜j); in this case we can use property
(ii) of orbifold atlases and remark 1.19 in order to find a uniformizing system
(U˜k, Gk, pik) ∈ U , a point x˜k ∈ U˜k and embeddings λki, λkj such that λki(x˜k) = x˜i
and λkj(x˜k) = x˜j . Then let us consider the open sets W˜i := λki(U˜k) ⊆ U˜i, W˜j :=
λkj(U˜k) ⊆ U˜j and the set W˜j × W˜j , which is an open neighborhood of (P, P
′) in
U × U . Now let us fix any point:
Q = [λli, y˜l, λlj ] ∈ (s, t)
−1(W˜i × W˜j)
and let us define y˜k := λ
−1
ki (λli(y˜l)) (well defined by construction of W˜j); then we
get that:
pij(λkj(y˜k)) = pik(y˜k) = pii(λli(y˜l)) = pil(y˜l) = pij(λlj(y˜l)).
So by definition of uniformizing system there exists g1 ∈ Gj such that:
g1 ◦ λkj(y˜k) = λlj(y˜l);
then if we define P := [λki, y˜k, g1 ◦ λkj ], we get that s(P ) = s(Q) and t(P ) = t(Q),
so we can apply lemma 3.12 and we get that there exists g2 ∈ Gj such that Q =
[λki, y˜k, g2 ◦ g1 ◦λkj ]. So we conclude that every point in (s, t)
−1(W˜i× W˜j) is of the
form [λki, y˜k, g ◦ λkj ] for some y˜k ∈ U˜k and some g ∈ Gj . So we have proved that:
(s, t)−1(W˜i × W˜j) ⊆
⋃
g∈Gj
W˜
λki,g◦λkj
k (3.14)
(where we use the notations introduced in the proof of proposition 3.10).
Now let us fix any compact set K ⊆ (U×U) and let us fix any sequence {Qn}n∈N in
(s, t)−1(K). If necessary by extracting a subsequence, we can assume that (s, t)(Qn)
=: (Pn, P
′
n) converges to a point (P, P
′) ∈ K. Hence for every open neighborhood A
of (P, P ′) in U ×U we get that (s, t)−1(A) is not empty, so we are necessarily in the
second of the previous 2 cases, hence there exists an open neighborhood W˜i × W˜j
of (P, P ′) such that (3.14) holds. Now (Pn, P
′
n) converges to (P, P
′), so for n big
enough we can assume that Qn ∈ (s, t)
−1(W˜i × W˜j); moreover, the union of (3.14)
is made over a finite set, so by passing to a subsequence we can assume that there
exists g ∈ Gj such that Qn ∈ W˜
λki,g◦λkj
k for all n big enough. We have proved
in lemma 3.11 that s is a biholomorphism (hence homeomorphism) if restricted to
this set, so if we call Q the unique point of this set such that s(Q) = P , we get that
s(Qn) converges to Q. Hence we have proved that (s, t)
−1 of every compact set is
compact, i.e. (s, t) is proper. 
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From all the previous lemmas we get:
Proposition 3.15. R⇒
s
t
U is an object of (Grp).
3.2. Morphisms and 2-morphisms. Now let us pass to morphisms: our aim is to
associate to every compatible system (i.e. a morphism in (Pre-Orb)) a morphism
in (Grp).
Definition-proposition 3.16. Let U = {(U˜i, Gi, pii)}i∈I and V = {(V˜j , Hj , φj)}j∈J
be orbifold atlases for X and Y respectively, let f˜ : U → V be a compatible system
(see definition 1.24) for a continuous map f : X → Y and let R⇒
s
t
U and R′ ⇒
s′
t′
U ′
be the groupoid objects associated to U and V respectively. For simplicity, from now
on for every point x˜i ∈ U˜i we will denote with y˜i its image in V˜i via the holomorphic
function f˜
U˜i,V˜i
: U˜i → V˜i. Now we define the set map ψ : U → U
′ as:
ψ|
U˜i
= f˜
U˜i,V˜i
: U˜i → V˜i ⊆ U
′.
Let us define also a set map Ψ : R→ R′ as follows: let us fix any point [λki, x˜k, λkj ] ∈
R and a representative (λki, x˜k, λkj) of it; then we set:
Ψ([λki, x˜k, λkj ]) := [f˜(λki), f˜U˜k,V˜k(x˜k), f˜(λkj)] = [f˜(λki), y˜k, f˜(λkj)].
Using remark 3.6 and the fact that f˜ is a functor (by definition 1.24), we get that
Ψ does not depend on the representative chosen for [λki, x˜k, λkj ]. Then we claim
that (ψ,Ψ) is a morphism of groupoid objects in (Grp) from R⇒
s
t
U to R′ ⇒
s′
t′
U ′.
Proof. First of all, since the local liftings of f are all holomorphic, so is ψ. Now
we recall that in proposition 3.10 we described a manifold atlas for R where the
charts are of the form (W˜ ijk , φ
ij
k ); analogously, we can use similar charts of the form
(Z˜ijk , ξ
ij
k ) on R
′. If we write Ψ in coordinates with respect to these charts, we get
that Ψ coincides with f˜
U˜k,V˜k
, which is holomorphic by definition 1.24. Hence in
order to prove the statement it suffices to prove the axioms of definition 2.3, which
are easy to verify working set-theoretically, so we omit the details. 
Now let us fix two atlases U and V forX and Y respectively, two compatible systems
f˜1, f˜2 : U → V for a continuous function f : X → Y and a natural transformation
δ : f˜1 ⇒ f˜2 as in definition 1.27. Let us call R ⇒
s
t
U and R′ ⇒
s′
t′
U ′ the groupoid
objects associated to the atlases U and V respectively; moreover, let us denote with
(ψ,Ψ) and (φ,Φ) the morphisms of groupoid objects from (R ⇒
s
t
U) to (R′ ⇒
s′
t′
U ′)
associated to f˜1 and f˜2 respectively by definition 3.16; then we give the following:
Definition-proposition 3.17. The set map: α : U =
∐
(U˜i,Gi,pii)∈U
U˜i → R
′
defined by:
α(x˜i, U˜i) := [1V˜ 1
i
, (f˜1)U˜i,V˜ 1i
(x˜i), δU˜i ]
is a natural transformation from (ψ,Ψ) to (φ,Φ) in (Grp).
Proof. First of all, we claim that α is holomorphic: if we restrict α to every open
set U˜i in U (with the natural chart (U˜i, id)), we get that its range is contained in
the open set A := q′
(
(V˜ 1i )
1
V˜ 1
i
,δ
U˜i
)
, which is biholomorphic to V˜ 1i (see the proof of
proposition 3.10). By composing with these biholomorphic changes of coordinates
we get that α coincides on U˜i with the holomorphic map (f˜1)U˜i,V˜ 1i
. Since the open
sets of the form U˜i cover all U , we have proved that α is holomorphic on all U , i.e.
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it is a morphism in (Manifolds).
So in order to prove that α is a natural transformation in (Grp) it suffices to
verify the axioms of definition 2.6. The first condition is easy to verify, so let us
consider only condition (ii); in order to prove it, let us fix any [λki, x˜k, λkj ] ∈ R.
For simplicity, let us call x˜i := λki(x˜k) ∈ U˜i and x˜j := λkj(x˜k) ∈ U˜j . Moreover,
we use the notations introduced in definition 1.27 and for every point x˜h ∈ U˜h we
define:
y˜mh := (f˜m)U˜h,V˜mh
(x˜h) ∈ V˜
m
h for m = 1, 2.
So we get that α◦s([λki, x˜k, λkj ]) = α(x˜i, U˜i) = [1V˜ 1
i
, y˜1i , δU˜i ] and Φ([λki, x˜k, λkj ]) =
[λ2ki, y˜
2
k, λ
2
kj ]. Moreover, using (1.4) we get the following commutative diagram:
y˜1i δU˜i(y˜
1
i ) = y˜
2
i = λ
2
ki(y˜k) y˜
2
k∈ ∈ ∈
V˜ 1i V˜
1
i V˜
2
i V˜
2
k
V˜ 2j .
y
V˜ 1k
∈
y˜1k
λ2kj
1
V˜ 1
i
δ
U˜i λ
2
ki
λ1ki
δ
U˜k
Hence we have that:
m′ ◦ (α ◦ s,Φ)([λki, x˜k, λkj ]) = m
′
(
[1
V˜ 1
i
, y˜1i , δU˜i ], [λ
2
ki, y˜
2
k, λ
2
kj ]
)
=
= [λ1ki, y˜
1
k, λ
2
kj ◦ δU˜k ]. (3.15)
On the other hand, we get that α ◦ t([λki, x˜k, λkj ]) = α(x˜j , U˜j) = [1V˜ 1
j
, y˜1j , δU˜j ] and
Ψ([λki, x˜k, λkj ]) = [λ
1
ki, y˜
1
k, λ
1
kj ], so we can compute:
m′ ◦ (Ψ, α ◦ t)([λki, x˜k, λkj ]) = m
′
(
[λ1ki, y˜
1
k, λ
1
kj ], [1V˜ 1
j
, y˜1j , δU˜j ]
)
=
= [λ1ki, y˜
1
k, δU˜j ◦ λ
1
kj ]. (3.16)
Using again (1.4) we get that δ
U˜j
◦λ1kj = λ
2
kj ◦δU˜k , hence (3.15) and (3.16) are equal.
Since this holds for every point [λki, x˜k, λkj ] of R, we get that (ii) is proved. 
3.3. The 2-functor F . Until now we have described how to associate:
(i) to every orbifold atlas U a groupoid object R ⇒
s
t
U , which is an object in
(Grp);
(ii) to every compatible system f˜ a morphism (ψ,Ψ) of groupoid objects, which
is in particular a morphism in (Grp);
(iii) to every natural transformation δ between compatible systems a natural trans-
formation α in (Grp).
A straightforward calculation proves that:
Proposition 3.18. Whenever we fix a pair of objects U ,V in (Pre-Orb) with
associated groupoid objects R⇒
s
t
U and R′ ⇒
s′
t′
U ′ respectively, we get a functor:
F = FU ,V : (Pre-Orb)(U ,V)→ (Grp)
(
(R⇒
s
t
U), (R′ ⇒
s′
t′
U ′)
)
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defined by (ii) on the level of objects and by (iii) on the level of morphisms.
Theorem 3.19. The previous data define a 2-functor F from (Pre-Orb) to (Grp).
Proof. It suffices to verify axioms (a), (b) and (c) of definition 1.3.
(a) Let us fix any pair of compatible systems f˜ : U → V and g˜ : V → W . Then for
simplicity, let us call:
F (U) =: (R⇒
s
t
U), F (V) =: (R′ ⇒
s′
t′
U ′), F (W) =: (R′′ ⇒
s′′
t′′
U ′′),
F (f˜) =: (ψ,Ψ), F (g˜) =: (φ,Φ), g˜ ◦ f˜ =: h˜ and F (h˜) =: (θ,Θ).
So we want to prove that θ
?
= φ◦ψ and Θ
?
= Φ◦Ψ. Using remark 2.4, it suffices
to prove only the second equality. Indeed, if this is proved, we get that:
θ = s′′ ◦Θ ◦ e = (s′′ ◦Φ) ◦ (Ψ ◦ e) = φ ◦ s′ ◦ e′ ◦ ψ = φ ◦ 1U ′ ◦ ψ = φ ◦ ψ.
Now in order to prove the second equality, let us fix any point [λki, x˜k, λkj ] ∈ R.
Then we have:
Φ ◦Ψ([λki, x˜k, λkj ]) = Φ([f˜(λki), f˜U˜k,V˜k(x˜k), f˜(λkj)]) =
= [g˜ ◦ f˜(λki), g˜V˜k,W˜k ◦ f˜U˜k,V˜k(x˜k), g˜ ◦ f˜(λkj)] = [h˜(λki), h˜U˜k,W˜k(x˜k), h˜(λkj)] =
= Θ([λki, x˜k, λkj ]).
(b) Let us fix a diagram of compatible systems and natural transformations in
(Pre-Orb) of the form:
U ⇓ δ V ⇓ η W .
g˜1
g˜2
f˜1
f˜2
For simplicity, let us use the notations of (a) on the level of objects and let us
call:
F (f˜i) =: (ψi,Ψi), F (g˜i) =: (φi,Φi) for i = 1, 2,
F (δ) =: α : U → R′, F (η) := β : U ′ → R′′ and F (η ∗ δ) := γ : U → R′′.
By definition of ∗ in (Pre-Orb), for every (U˜i, Gi, pii) ∈ U we have:
(η ∗ δ)
U˜i
= η
V˜ 2
i
◦ g˜1(δU˜i) : W˜
11
i → W˜
22
i
(where we use the notations of §1.3); so for every point (x˜i, U˜i) ∈ U we have:
γ(x˜i, U˜i) = [1W˜ 11i
, (g˜1 ◦ f˜1)U˜i,W˜ 11i
(x˜i), ηV˜ 2
i
◦ g˜1(δU˜i)]. (3.17)
On the other hand,
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(
F (η) ∗ F (δ)
)
(x˜i, U˜i) =
(
β ∗ α
)
(x˜i, U˜i) =
= m′′
(
Φ1 ◦ α(x˜i, U˜i), β ◦ ψ2(x˜i, U˜i)
)
=
= m′′
(
Φ1
(
[1
V˜ 1
i
,
, (f˜1)U˜i,V˜ 1i
(x˜i), δU˜i ]
)
, β
(
(f˜2)U˜i,V˜ 2i
(x˜i), V˜
2
i
))
=
= m′′
( [
1
W˜ 11
i
, (g˜1)V˜ 1
i
,W˜ 11
i
◦ (f˜1)U˜i,V˜ 1i
(x˜i), g˜1(δU˜i)
]
,[
1
W˜ 21
i
, (g˜1)V˜ 2
i
,W˜ 21
i
◦ (f˜2)U˜i,V˜ 2i
(x˜i), ηV˜ 2
i
] )
=
=
[
1
W˜ 11i
, (g˜1)V˜ 1i ,W˜ 11i
◦ (f˜1)U˜i,V˜ 1i
(x˜i), ηV˜ 2
i
◦ g˜1(δU˜i)
]
. (3.18)
By comparing (3.17) with (3.18), we get:
F (η) ∗ F (δ) = F (η ∗ δ).
(c) Let us fix any orbifold atlas U with associated groupoid object R⇒
s
t
U ; then a
direct check proves that F (1U) = 1F (U) and F (iU) = iF (U).

4. Some properties of the 2-functor F
4.1. Morita equivalences. We recall the following definition:
Definition 4.1. ([Mor], §2.4) A morphism (ψ,Ψ) : (R′ ⇒
s′
t′
U ′)→ (R⇒
s
t
U) between
Lie groupoids is calledMorita equivalence (or essential equivalence) iff the following
2 conditions hold:
(i) let us consider the following fiber product in (Manifolds):
R ×U U
′ U ′
UR

pi2
ψ
s
pi1
(4.1)
since R⇒
s
t
U is a Lie groupoid, we get that the map s is a submersion, so we
can apply proposition 2.11 and we get that the fiber product has a natural
structure of complex manifold and that also pi2 is a submersion. Then we
require that the set map:
t ◦ pi1 : R ×U U
′ → U
is a surjective holomorphic submersion. This request makes sense because
both source and target of this map are complex manifolds;
(ii) we require also that the square:
R′ R
U ′ × U ′ U × U
(ψ×ψ)
(s′,t′) (s,t)
Ψ
(4.2)
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is cartesian in (Manifolds). Note that the square is always commutative
because of definition 2.3, so we have only to check the universal property of
fiber products.
Definition 4.2. Two groupoid objects Ri ⇒ U i (for i = 1, 2) in (Manifolds) are
said to be Morita equivalent (or weak equivalent) iff there exist a third groupoid
object R3 ⇒ U3 and two Morita equivalences:
(R1 ⇒ U1)
(ψ,Ψ)
←− (R3 ⇒ U3)
(φ,Φ)
−→ (R2 ⇒ U2).
This is actually an equivalence relation, see for example [MM], chapter 5 for the
proof.
Now let us fix any orbifold structure X on a topological space X and let us denote
with U = {(U˜i, Gi, pii)}i∈I the maximal atlas associated to it by definition 1.40.
Then let us fix any other atlas U ′ = {(U˜i′ , Gi′ , pii′)}i′∈I′ in the class X . By con-
struction of U , we get that I ′ ⊆ I, so by remark 1.18 we get that U ′ is a subcategory
of U , hence we can consider a compatible system i˜d : U ′ → U over the identity of
X as follows:
• as a functor, i˜d is just the inclusion on the level of objects and morphisms (i.e:
uniformizing systems and embeddings);
• for every uniformizing system (U˜i′ , Gi′ , pii′) ∈ U we set i˜dU˜i′ ,U˜i′
:= 1
U˜i′
.
It is easy to see that all the axioms of definition 1.24 are satisfied; as an useful no-
tation, we will write an index as i′ if it belongs to the set I ′ (and so also to I) and
with i if it belongs to I and we don’t know whether (U˜i, Gi, pii) belongs to U
′ or not.
In the following pages we will use the following objects and morphisms obtained by
applying the 2-functor F described in the previous section:
• R⇒
s
t
U is the groupoid object associated to the orbifold atlas U ;
• R′ ⇒
s′
t′
U ′ is the groupoid object associated to the orbifold atlas U ′;
• (ψ,Ψ) : (R′ ⇒
s′
t′
U ′) → (R ⇒
s
t
U) is the morphism between groupoid objects
associated to the compatible system i˜d.
A direct calculation shows that ψ is just the inclusion of U ′ =
∐
i′∈I′ U˜i′ in
U =
∐
i∈I U˜i and that Ψ is the holomorphic map that associates to every point
[λk′i′ , x˜k′ , λk′j′ ] the same point, but considered in R instead of R
′.
Our aim is to prove the following result:
Lemma 4.3. The morphism (ψ,Ψ) is a Morita equivalence.
Proof. We have to verify the axioms of the previous definition, so let us first focus
our attention on the map t ◦pi1 defined on the fiber product. Set-theoretically (and
up to natural bijections), we have that:
R ×U U
′ = {(r, u′) ∈ R× U ′ s.t. s(r) = ψ(u′)} =
=
{(
[λki, x˜k, λkj ], (x˜i′ , U˜i′)
)
s.t. (λki(x˜k), U˜i) = (x˜i′ , U˜i′)
}
=
=
{(
[λki′ , x˜k, λkj ], (x˜i′ , U˜i′)
)
s.t. λki′ (x˜k) = x˜i′
}
.
Now for every point
(
[λki′ , x˜k, λkj ], (x˜i′ , U˜i′)
)
in this set we get that:
t ◦ pi1
(
[λki′ , x˜k, λkj ], (x˜i′ , U˜i′)
)
= t
(
[λki′ , x˜k, λkj ]
)
= (λkj(x˜k), U˜j).
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We want to prove that t ◦ pi1 is surjective, so let us fix any point (x˜j , U˜j) ∈ U and
let us consider the point pij(x˜j) ∈ X ; by hypothesis U
′ is an orbifold atlas for X , so
there exists a uniformizing system (U˜i′ , Gi′ , pii′) in U
′ for an open neighborhood of
this point in X . Now U contains both (U˜i′ , Gi′ , pii′) and (U˜j , Gj , pij), so by remark
1.19 there exists a uniformizing system (U˜k, Gk, pik) in U , a point x˜k in U˜k and
embeddings λki′ and λkj such that λkj(x˜k) = x˜j . Then if we call x˜i′ := λki′ (x˜k)
we get that the point: (
[λki′ , x˜k, λkj ], (x˜i′ , U˜i′)
)
belongs to the fiber product R ×U U
′. Moreover, t ◦ pi1 applied to it is exactly the
point (x˜j , U˜j) we have fixed. Hence we have proved that t ◦ pi1 is surjective.
Now by construction ψ is an embedding between manifolds of the same dimension,
so in particular it is étale; we recall that (4.1) is a cartesian diagram, hence by
proposition 2.11 we get that also pi1 is étale. Moreover, t is étale by lemma 3.11,
hence pi1 ◦ t is étale, hence in particular it is a submersion. so we have completely
proved condition (i).
Let us pass to condition (ii) and let us consider the following diagram:
R′
y
y
R (s,t) ×(ψ×ψ) U
′ × U ′ R

U ′ × U ′ U × U.
(ψ×ψ)
η
pr1
(s,t)
(s′,t′)
Ψ
pr2
(4.3)
where the external diagram is commutative because it is just diagram (4.2). Since
both Ψ and (s′, t′) are holomorphic, by the universal property of the fiber product
there exists a unique holomorphic map η that makes the diagram commute.
It is easy to give an explicit description of the fiber product in (4.3) as the set:
{(
[λki′ , x˜k, λkj′ ], (x˜i′ , U˜i′), (x˜j′ , U˜j′)
)
s.t λki′ (x˜k) = x˜i′ and λkj′ (x˜k) = x˜j′
}
(4.4)
and of the set map η as:
[λk′i′ , x˜k′ , λk′j′ ] 7→
(
[λk′i′ , x˜k′ , λk′j′ ], (x˜i′ , U˜i′), (x˜j′ , U˜j′)
)
.
Now we want to prove that η is surjective, so let us fix any point as in (4.4). Then
pii′ ◦ λki′ (x˜k) = pik(x˜k) = pij′ ◦ λkj′ (x˜k); since U
′ is an orbifold atlas, there exists
a point [λl′i′ , x˜l′ , λl′j′ ] in R
′ with source and target coinciding with [λki′ , x˜k, λkj′ ].
Hence we can apply lemma 3.12 in R and we get that there exists a unique g ∈ Gj′
such that:
[λki′ , x˜k, λkj′ ] = [λl′i′ , x˜l′ , g ◦ λl′j′ ].
Then we have that:
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(
[λki′ , x˜k, λkj′ ], (x˜i′ , U˜i′), (x˜j′ , U˜j′)
)
= η([λl′i′ , x˜l′ , g ◦ λl′j′ ]).
So η is surjective; let us also prove injectivity, so let us suppose that 2 points of the
form:
[λk′i′ , x˜k′ , λk′j′ ] and [λl′i′ , x˜l′ , λl′j′ ] (4.5)
of R′ are identified in the fiber product by η. By applying lemma 3.12 in R′ we get
that there exists a unique g ∈ Gj′ such that:
[λk′i′ , x˜k′ , λk′j′ ] = [λl′i′ , x˜l′ , g ◦ λl′j′ ]
in R′. Hence, in particular, the same relation holds in R; on the other side, we have
assumed that in R the points of (4.5) are identified. Hence in R we have:
[λl′i′ , x˜l′ , g ◦ λl′j′ ] = [λl′i′ , x˜l′ , λl′j′ ].
By the uniqueness part of lemma 3.12 in R we get that necessarily g = 1
U˜j′
, so the
points of (4.5) were already the same in R′. Hence we get that η is invertible.
Since it is holomorphic, we have proved that η is a biholomorphism, so by the
universal property of fiber products we have that (4.2) is cartesian. 
Proposition 4.4. Suppose we have fixed two equivalent orbifold atlases U1 and U2
on a topological space X and let us call Ri ⇒
si
ti
U i (for i = 1, 2) the groupoid objects
associated to them by the 2-functor F described in the previous chapter. Then these
two groupoid objects are Morita equivalent.
Proof. It suffices to consider the maximal manifold atlas U3 (associated to both)
and to apply the previous lemma twice. 
Proposition 4.5. Suppose we have fixed two orbifold atlases U on X and U ′ on
X ′ and assume that they are equivalent with respect to definition 1.41. Then their
images via the 2-functor F are Morita equivalent.
Proof. Indeed using the explicit construction of §3.1, one can easily see that F
identifies U and ϕ∗(U) for every orbifold atlas U on X and any homeomorphism
ϕ : X → X ′ (actually, this is the only point where F fails to be injective on objects).
Then it suffices to apply the previous proposition on X ′. 
4.2. Surjectivity up to Morita equivalences. The aim of this subsection is to
prove that the 2-functor F is surjective up to Morita equivalences. In order to do
that, we divide the proof in some lemmas as follows.
Lemma 4.6. Let us fix any proper étale and effective groupoid object R ⇒
s
t
U in
(Manifolds) and let us define a relation of equivalence R on U as follows:
x˜R y˜
def
⇐⇒ ∃ g ∈ R s.t. s(g) = x˜ and t(g) = y˜.
Let us call X := U/R (with the quotient topology) and pi : U → X the quotient
map. Since (s, t) is proper, then X is Hausdorff and paracompact; we claim that
we can define an orbifold atlas U on it.
Proof. (adapted from [MP], last part of theorem 4.1) Let us fix any point x˜ ∈ U
and let us consider the set Rx˜ := (s, t)
−1{(x˜, x˜)} in R. In definition 2.16 we have
already proved that this is a finite set and that for every point g in it we can
find a sufficiently small open neighborhoods Wg where s and t are both invertible;
moreover, since Rx˜ is finite, we can restrict them such that Wg ∩Wh = ∅ for all
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g 6= h in Rx˜. Let us define A˜x˜ := ∩g∈Rx˜s(Wg), which is an open neighborhood of
x˜ in U ; now R r ∪g∈Rx˜Wg is closed so its image via (s, t) (which is proper, hence
closed) is closed in U×U and does not contain (x˜, x˜). Since a basis for the topology
of U ×U is given by products of open sets of U , there exists B˜x˜ open neighborhood
of x˜ contained in A˜x˜ and such that:
(B˜x˜ × B˜x˜) ∩ (s, t)
(
Rr
⋃
g∈Rx˜
Wg
)
= ∅. (4.6)
Hence whenever h ∈ R is such that both s(h) and t(h) belong to B˜x, then h ∈ Wg
for a unique g ∈ Rx˜. Now for every g ∈ Rx˜ we can define g˜ := t◦(s|Wg)
−1 : s(Wg)→
t(Wg), which is a biholomorphic map between open sets of U , both containing the
point x˜. Since B˜x˜ ⊆ A˜x˜, then B˜x˜ ⊆ s(Wg) for all g ∈ Rx˜, hence it makes sense to
consider C˜ :=
⋂
g∈Rx˜
g˜(B˜x˜) which is an open neighborhood of x˜ (since every g˜ is
biholomorphic and maps x˜ to it self). Now let us fix any h ∈ Rx˜; if we apply part
(a) of lemma 2.17 we get that:
h˜(C˜) = h
( ⋂
g∈Rx˜
g˜(B˜x˜)
)
=
⋂
g∈Rx˜
h˜ ◦ g˜(B˜x˜) =
⋂
m(g,h)∈Rx˜
m˜(g, h)(B˜x) = C˜.
Hence if we define:
Gx˜ := {g˜ : C˜
∼
→ C˜}g∈Rx˜ ,
this is a finite group (with multiplication given by composition of functions, or,
equivalently, using lemma 2.17) of holomorphic automorphisms on C˜. If we call
U˜x˜ the connected component of C˜ that contains x˜, by continuity we get that Gx˜
is again a group of holomorphic automorphisms of U˜x˜. Moreover, using (4.6) one
can easily prove that on U˜x˜ the relation R coincides with the equivalence relation
induced by the action of Gx˜. Hence we get that (U˜x˜, Gx˜, pi) is a uniformizing system
for the open set pi(U˜x˜) of the topological space X .
Now we make the same construction also for every open neighborhood B˜′x˜ ⊆ B˜x˜ of
x˜ and we get uniformizing systems of the form (U˜ ′x˜, Gx˜, pi) with natural embeddings
(given by inclusions) into the previous one. If we apply this construction for every
point x˜ ∈ U we get a family U of arbitrarily small uniformizing systems for X
which clearly satisfies axiom (i) of definition 1.17. A direct check proves that this
family satisfies also axiom (ii), so U is an orbifold atlas on X .

For simplicity, we rename all the charts of U in order to make them of the form
(U˜i, Gi, pii) (since we will not need to know the index “ x˜” used to construct them).
Let us call R′ ⇒
s′
t′
U ′ the groupoid object associated to U by the 2-functor F and
let us fix any point P in R′. Since U contains arbitrarily small open neighborhoods
of every point, we get that P has the form [j, x˜k, λki] where x˜k ∈ U˜k ⊆ U˜i and
j : U˜k → U˜i is the inclusion. Now we have that pii(x˜k) = pij(x˜j), so there exists
a point h ∈ R such that s(h) = x˜k and t(h) = x˜j . Eventually by restricting U˜k
we can assume that U˜k ⊆ W˜g ∩ h˜
−1(U˜j), so it makes sense to consider h˜ as an
open embedding from U˜k to U˜j . Moreover, by applying the definition of this map
it is easy to see that h˜ is an embedding from (U˜k, Gk, pik) to (U˜j , Gj , pij). Now let
us consider the point Q := [j, x˜k, h˜]; if we apply lemma 3.12 (in R
′ instead of R)
together with lemma 2.17 we get the following result:
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Lemma 4.7. For every point P = [λki, x˜k, λkj ] of R
′ there exists a unique g in R
such that:
• s(g) = λki(x˜k),
• t(g) = λkj(x˜k),
• P = [j, x˜k, g˜].
Our aim is to prove that there is a Morita equivalence (ψ,Ψ) from R ⇒
s
t
U to
R′ ⇒
s′
t′
U ′. First of all, let us define ψ : U ′ → U as ψ(x˜i, U˜i) := x˜. Since U
′ is the
disjoint union of open sets of the form U˜i, we get that in the natural coordinates
this map locally coincides with the identity, so ψ is holomorphic.
Lemma 4.8. Lemma 4.7 induces a biholomorphic map:
η : R′ → R (s,t) ×(ψ×ψ) U
′ × U ′.
Proof. Take any point P in R′ and define g ∈ R as in the previous lemma. Then
define:
η([j, x˜k, g˜]) :=
(
g, s′(P ), t′(P )
)
;
since
(s, t)(g) =
(
(x˜k, g˜(x˜k), (g˜(x˜k, U˜j)
)
= (ψ × ψ)(s′(P ), t′(P )),
we get that actually η has values in the fiber product. By the universal property of
the fiber product, in order to prove that it is holomorphic it is sufficient to prove
that η is so if composed with the natural projections to R′ and U ′×U ′. The second
composition is just the map (s′, t′), which is holomorphic, so let us consider only the
first map, given by lemma 4.7. It is obviuos that for every P = [j, x˜k, g˜], the point
g can be obtained as (s|Wg )
−1(P ); now for points P and Q = [j′, y˜l, h˜] sufficiently
near we get that h belongs to Wg, so h is equal to (s|Wg )
−1(Q). Hence locally the
map pr1 ◦ η coincides with the local inverse of s, which is étale by hypothesis. So
we have proved that η is holomorphic. In order to prove that it is biholomorphic,
it suffices to prove that it is invertible. So let us describe explicitly its inverse:
γ : R (s,t) ×(ψ×ψ) U
′ × U ′ → R′
as follows: let us take any point
(
g, (x˜i, U˜i)(x˜j , U˜j)
)
in the fiber product, so we
have s(g) = ψ(x˜i, U˜i) = x˜i and t(g) = x˜j . Eventually by restricting the open
neighborhood Wg of g in R, we can assume that s(Wg) ⊆ U˜i and t(Wg) ⊆ U˜j .
Hence it makes sense to consider g˜ as a map from an open neighboorhood U˜k of x˜i
in U˜i to U˜j . Moreover, this will be an embedding between uniformizing systems, so
we can define:
γ
(
g, (x˜i, U˜i), (x˜j , U˜j)
)
:= [j, x˜i, g˜]
(where j is the inclusion of U˜k in U˜i); a direct check proves that γ does not depend
on the choice of U˜k and that it is the inverse of η. 
Now we define the holomorphic map Ψ := pr1◦η : R
′ → R and a direct computation
shows that the pair (ψ,Ψ) is a morphism of groupoid objects from R′ ⇒
s′
t′
U ′ to
R⇒
s
t
U .
Lemma 4.9. The morphism (ψ,Ψ) is a Morita equivalence.
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Proof. We have to verify axioms (i) and (ii) of definition 4.1. First of all, let us
consider the map ψ : U ′ → U ; we have already said that up to an holomorphic
change of coordinates ψ locally coincides with the identity, hence ψ is étale. More-
over, it is clearly surjective (because the domains of the charts of U cover all U .
Hence ψ is étale and surjective, so also the map pi1 of diagram (4.1) is étale (see
proposition 2.11) and surjective. Moreover, t is étale and surjective by definition of
object in (Grp), hence t◦pi1 is surjective and étale, so in particular it is a surjective
submersion. Hence (i) is proved.
Now let us pass to (ii): from the previous constructions we get a commutative
diagram of the form:
R′
y
y
R (s,t) ×(ψ×ψ) U
′ × U ′ R

U ′ × U ′ U × U.
(ψ×ψ)
η
pr1
(s,t)
(s′,t′)
Ψ
pr2
The internal square is cartesian by construction; since η is a biholomorphism, we
get that also the external diagram is cartesian, hence (ii) is proved. 
Proposition 4.10. The 2-functor F is surjective up to Morita equivalences.
Proof. For every R ⇒
s
t
U in (Grp), we have described an orbifold atlas U and and
we have proved that F (U) = (R′ ⇒
s′
t′
U ′) is Morita equivalent to R ⇒
s
t
U , so we are
done. 
4.3. A natural bijection on classes of objects in source and target. Using
proposition 4.5 one can induce from the 2-functor F a natural set map:
F˜ :

equivalence classes of
objects of (Pre-Orb)
w.r.t. definition 1.41
 →

equivalence classes of
objects of (Grp) w.r.t
Morita equivalences
 .
Our aim is to prove that the set map F˜ is a bijection. In order to do that, let us
state and prove some preliminary results.
Lemma 4.11. Let us fix any pair of orbifold atlases U = {(U˜i, Gi, pii)}i∈I on X and
U ′ = {(V˜j , Hj , ξj)}j∈J on X
′, let us call R ⇒
s
t
U := F (U) and R′ ⇒
s′
t′
U ′ := F (U ′)
and let us suppose we have a Morita equivalence:
(ψ,Ψ) : (R′ ⇒
s′
t′
U ′)→ (R⇒
s
t
U).
Then U and U ′ are equivalent w.r.t. definition 1.41.
Proof. Let us recall that by definition of F , U :=
∐
i∈I U˜i, so we can define a
continuous map pi : U → X that for every i ∈ I coincides with the continuous map
pii on the connected component U˜i. Since pi locally coincides with the maps pii’s,
we get that pi is not only continuous, but also open. Analogously, we can define a
continuous open map pi′ : U ′ → X ′. Now let us consider the diagram:
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U ′ U
X ′ X ;
ψ
pi′ pi
ϕ (4.7)
let us fix any point x′ in X ′ and let u′, u¯′ ∈ U ′ be any pair of its preimages via
pi′. Then by definition of R′, there exists a point r′ in R′ such that s′(r′) = u′ and
t′(r′) = u¯′. Then:
ψ(u′) = ψ(s′(r′)) = s(Ψ(r′)) and ψ(u¯′) = ψ(t′(r′) = t(Ψ(r′))
So pi(ψ(u′)) = pi(ψ(u¯′)), hence we can induce a well defined map ϕ : X ′ → X as
ϕ(pi′(u′)) := pi(ψ(u′)). Since ψ is continuous, so is ϕ by the universal property of
the quotient topology.
Now let us consider the fiber product (4.1); since R ⇒
s
t
U belongs to (Grp), both
s and t are étale, so using proposition 2.11 we get that also pi2 is étale. Moreover,
by property (i) of Morita equivalences we get that t ◦ pi1 is a submersion; since t
is étale, we get that pi1 is a submersion. Hence s ◦ pi1 is also a submersion, so by
commutativity of (4.1), we get that ψ ◦pi2 is a submersion. We have already proved
that pi2 is étale, hence ψ is a submersion. Moreover, it is easy to prove that U and
U ′ have the same complex dimension, hence ψ is étale, so in particular it is open;
hence using diagram 4.7 we get that ϕ is also open.
Now we want to find an inverse δ for ϕ. In order to do that, let us fix any point
pi(u) ∈ X and let us consider again diagram (4.1). Since t ◦ pi1 is surjective, there
exists a point (r, u′) ∈ R ×U U
′ such that t(r) = u; the point we have chosen
belongs to the fiber product, so ψ(u′) = s(r). Hence by definition of pi we get that:
pi(u) = pi(t(r)) = pi(s(r)) = pi(ψ(u′)).
So we have proved that every point in X is of the form pi(ψ(u′)) for some u′ ∈ U ′;
hence we want to define the set map δ as δ(pi(ψ(u′))) = pi′(u′). In order to prove
that it is well defined, let us suppose that pi(ψ(u′)) = pi(ψ(u¯′)); then there exists
r ∈ R such that s(r) = ψ(u′) and t(r) = ψ(u¯′). Using the fact that diagram (4.2)
is cartesian by definition of Morita equivalence, we get that there exists a point
r′ ∈ R′ such that s′(r′) = u′ and t(r′) = u¯′, so pi′(u′) = pi′(u¯′). Hence δ is well
defined; moreover, a direct check proves that it is actually the inverse of ϕ. In
addition, it is continuous since ϕ is open, so ϕ is an homeomorphism. So we have
proved condition (a) of definition 1.41.
We want to prove also condition (b); in order to do that, it suffices to prove that for
every point x of X there exists a pair of uniformizing systems in U and ϕ∗(U
′) which
are compatible at this point. So let x = pii(x˜i, U˜i) be any such point; by what we said
before, there exists a point (x˜′l, U˜
′
l ) ∈ U
′ such that if we call (x˜j , U˜j) := ψ(x˜
′
l, U˜
′
l )
we get that:
pi(x˜i, U˜i) = pi(x˜j , U˜j);
hence there exist r ∈ R such that s(r) = (x˜i, U˜i) and t(r) = (x˜j , U˜j). We have
already proved that ψ, s and t are étale, so there exists an open neighboorhood A˜
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of (x˜′l, U˜l) in U
′ such that the map s ◦ t−1 ◦ ψ is an holomorphic embedding from
A˜ to U˜i. Then we can apply lemma 1.10 for x˜
′
l and A˜ and we get a uniformizing
system around pil(x˜
′
l); it is easy now to prove that this chart has natural embeddings
in both (U˜i, Gi, pii) ∈ U and (V˜l, Hl, ϕ ◦ φl) ∈ ϕ∗(U
′). So we have proved that for
every point of X ′ the orbifold atlases U ′ and ϕ∗(U) are equivalent at that point, so
condition (b) is satisfied. 
Proposition 4.12. Let us fix any pair of orbifold atlases U and U ′′ on X and X ′′
respectively and let us suppose that F (U) and F (U ′′) are Morita equivalent. Then
U and U ′′ are equivalent w.r.t. definition 1.41.
Proof. By definition 4.2 we get that there exists an object R⇒
s
t
U of (Grp) and a
pair of Morita equivalences as follows:
F (U)← (R⇒
s
t
U)→ F (U ′′).
Using the proof of proposition 4.10 we get that there exist a space X , an orbifold
atlas U ′ on it and a Morita equivalence:
F (U ′)→ (R⇒
s
t
U).
It is easy to prove that Morita equivalences are closed under composition, hence we
get Morita equivalences:
F (U)← F (U ′)→ F (U ′′).
Then it suffices to apply twice the previous lemma (and the fact that definition 1.41
gives a relation of equivalence) in order to prove that U is equivalent to U ′′. 
Theorem 4.13. The set map F˜ is a bijection.
Proof. Surjectivity of the map F˜ is just proposition 4.10; injectivity is proposition
4.12. 
Hence we have proved that the classes of complex reduced orbifold atlases (w.r.t.
definition 1.41) and the classes of proper étale effective groupoid objects (w.r.t. to
Morita equivalences) are different description of the same geometric objects. It will
be very useful to prove that a similar result holds also on the level of morphisms
and 2-morphisms, but for the moment we have no idea of how this can be made. If
this can be done, we will have a very useful tool to translate results about orbifolds
in results about groupoid objects, and conversely.
Appendix - Some technical proofs
Here are the proofs of some technical lemmas cited in the previous sections.
Lemma 1.34. The relation of definition 1.33 is an equivalence relation.
Proof. This relation is clearly symmetric and reflexive, so let us prove only tran-
sitivity. So let us suppose that we have 3 atlases U1,U2 and U3 on X with the
second one equivalent to both the first and the third one. Let us fix any x ∈ X ; by
definition there exist:
• 2 uniformizing systems (V˜1, H1, ψ1) and (V˜3, H3, ψ3) around x;
• 2 uniformizing systems (U˜i, Gi, pii) ∈ Ui for i = 1, 3 and 2 uniformizing systems
(U˜2, G2, pi2), (U˜
′
2, G
′
2, pi
′
2) ∈ U2.
• 4 embeddings λ1, λ
′
1, λ3, λ
′
3 as follows:
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(U˜1, G1, pi1) (U˜2, G2, pi2) (U˜
′
2, G
′
2, pi) (U˜3, G3, pi3).
(V˜1, H1, ψ1) (V˜2, H2, ψ2) (V˜3, H3, ψ3)
λ2 λ′
2
λ′
1
λ1 λ3 λ′
3
Since both (U˜2, G2, pi2) and (U˜
′
2, G
′
2, pi
′
2) belong to the atlas U2, there exists a third
uniformizing system (V˜2, H2, ψ2) around x in U2, together with embeddings λ2, λ
′
2
as in the previous diagram. If we have fixed any point x˜2 ∈ V˜2 such that ψ2(x˜2) = x,
by composing with a suitable automorphism of U˜2 there is no loss of generality in
assuming that λ(x˜2) belongs to the image of λ
′
1; hence the set (λ
′
1)
−1(λ2(V˜2)) is an
open neighboorhood of a preimage of x in V˜1. So by applying lemma 1.10 we get
a uniformizing system (W˜1,K1, ξ1) around x, together with an embedding µ1 of it
into (U˜1, G1, pi1). Then the set map µ
′
1 := λ
−1
2 ◦λ
′
1◦µ1 is a well defined holomorphic
embedding of (W˜1,K1, ξ1) into (V˜2, H2, ψ2). Analogously, we can complete also the
right part of the previous diagram and we obtain something of this form:
(U˜1, G1, pi1) (U˜2, G2, pi2) (U˜
′
2, G
′
2, pi) (U˜3, G3, pi3).
(V˜1, H1, ψ1) (V˜2, H2, ψ2) (V˜3, H3, ψ3)
λ2 λ′
2
λ′
1
λ1 λ3 λ′
3
(W˜1,K1, ξ1) (W˜3,K3, ξ3)
µ1 µ′
1
µ3 µ′
3
By applying the previous construction another time, we get a diagram like this:
(U˜1, G1, pi1) (U˜2, G2, pi2) (U˜
′
2, G
′
2, pi) (U˜3, G3, pi3).
(V˜1, H1, ψ1) (V˜2, H2, ψ2) (V˜3, H3, ψ3)
λ2 λ′
2
λ′
1
λ1 λ3 λ′
3
(W˜1,K1, ξ1) (W˜3,K3, ξ3)
µ1 µ′
1
µ3 µ′
3
(W˜2,K2, ξ2)
µ2 µ′
2
By considering the embeddings λ1◦µ1◦µ2 and λ
′
3◦µ
′
3◦µ
′
2 we get that the atlases U1
and U3 are equivalent at x. Since this holds for every point of X , we are done. 
Lemma 2.7. β ⊙ α is a natural transformation from R⇒
s
t
U to R′ ⇒
s′
t′
U ′.
Proof. Using definition 2.6 and property (ii) of definition 2.1 we get that condition
(i) of definition 2.6 is easily satisfied. Now if we use condition (ii) for α and β we
have:
m′ ◦ (α ◦ s,Ψ2) = m
′ ◦ (Ψ1, α ◦ t); (4.8)
m′ ◦ (β ◦ s,Ψ3) = m
′ ◦ (Ψ2, β ◦ t). (4.9)
Hence we obtain:
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m′ ◦
(
(β ⊙ α) ◦ s,Ψ3
)
= m′ ◦
(
m′ ◦ (α, β) ◦ s,Ψ3
)
=
= m′ ◦
(
m′ ◦ (α ◦ s, β ◦ s),Ψ3
)
∗
= m′ ◦
(
α ◦ s,m′(β ◦ s,Ψ3)
)
(4.9)
=
(4.9)
= m′ ◦
(
α ◦ s,m′ ◦ (Ψ2, β ◦ t)
)
∗
= m′ ◦
(
m′ ◦ (α ◦ s,Ψ2), β ◦ t
)
(4.8)
=
(4.8)
= m′ ◦
(
m′ ◦ (Ψ1, α ◦ t), β ◦ t
)
∗
= m′ ◦
(
Ψ1,m
′ ◦ (α ◦ t, β ◦ t)
)
=
= m′ ◦
(
Ψ1,m
′ ◦ (α, β) ◦ t
)
= m′ ◦
(
Ψ1, (β ⊙ α) ◦ t
)
where all the passages denoted with
∗
= are just axiom (iii) of definition 2.1. So we
have proved that β ⊙ α is a natural transformation as we claimed. 
Lemma 2.9. β ∗ α is a natural transformation from (φ1 ◦ ψ1,Φ1 ◦ Ψ1) to (φ2 ◦
ψ2,Φ2 ◦Ψ2).
Proof. Since all the maps involved are morphisms in C we get that also β ∗ α is a
morphism in this category; moreover we have that:
s′′ ◦ (β ∗ α) = s′′ ◦m′′ ◦ (Φ1 ◦ α, β ◦ ψ2) = s
′′ ◦ Φ1 ◦ α = φ1 ◦ s
′ ◦ α
(2.5)
= φ1 ◦ ψ1
and t′′ ◦ (β ∗ α) = t′′ ◦m′′ ◦ (Φ1 ◦ α, β ◦ ψ2) = t
′′ ◦ β ◦ ψ2
(2.6)
= φ2 ◦ ψ2;
hence condition (i) of definition 2.6 is satisfied. Let us prove (ii); in order to do
that, we recall that by definition of natural transformation for α and β we have:
m′ ◦ (α ◦ s,Ψ2) = m
′ ◦ (Ψ1, α ◦ t); (4.10)
m′′ ◦ (β ◦ s′,Φ2) = m
′′ ◦ (Φ1, β ◦ t
′). (4.11)
Moreover, let us state the following preliminary results:
(β ∗ α) ◦ s = m′′ ◦ (Φ1 ◦ α, β ◦ ψ2) ◦ s = m
′′ ◦ (Φ1 ◦ α ◦ s, β ◦ ψ2 ◦ s); (4.12)
m′′ ◦ (β ◦ ψ2 ◦ s,Φ2 ◦Ψ2) = m
′′ ◦ (β ◦ s′ ◦Ψ2,Φ2 ◦Ψ2) =
= m′′ ◦ (β ◦ s′,Φ2) ◦Ψ2
(4.11)
= m′′ ◦ (Φ1, β ◦ t
′) ◦Ψ2 =
= m′′ ◦ (Φ1 ◦Ψ2, β ◦ t
′ ◦Ψ2) = m
′′ ◦ (Φ1 ◦Ψ2, β ◦ ψ2 ◦ t); (4.13)
m′′ ◦ (Φ1 ◦ α ◦ s,Φ1 ◦Ψ2) = m
′′ ◦ (Φ1 × Φ1) ◦ (α ◦ s,Ψ2) =
= Φ1 ◦m
′ ◦ (α ◦ s,Ψ2)
(4.10)
= Φ1 ◦m
′ ◦ (Ψ1, α ◦ t) =
= m′′ ◦ (Φ1 × Φ1) ◦ (Ψ1, α ◦ t) = m
′′ ◦ (Φ1 ◦Ψ1,Φ1 ◦ α ◦ t); (4.14)
m′′ ◦ (Φ1 ◦ α ◦ t, β ◦ ψ2 ◦ t) = m
′′ ◦ (Φ1 ◦ α, β ◦ ψ2) ◦ t = (β ∗ α) ◦ t. (4.15)
So we have that:
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m′′ ◦
(
(β ∗ α) ◦ s,Φ2 ◦Ψ2
)
(4.12)
= m′′ ◦
(
m′′ ◦ (Φ1 ◦ α ◦ s, β ◦ ψ2 ◦ s),Φ2 ◦Ψ2
)
=
= m′′ ◦
(
Φ1 ◦ α ◦ s,m
′′ ◦ (β ◦ ψ2 ◦ s,Φ2 ◦Ψ2)
)
(4.13)
=
(4.13)
= m′′ ◦
(
Φ1 ◦ α ◦ s,m
′′ ◦ (Φ1 ◦Ψ2, β ◦ ψ2 ◦ t)
)
=
= m′′ ◦
(
m′′ ◦ (Φ1 ◦ α ◦ s,Φ1 ◦Ψ2), β ◦ ψ2 ◦ t
)
(4.14)
=
(4.14)
= m′′ ◦
(
m′′ ◦ (Φ1 ◦Ψ1,Φ1 ◦ α ◦ t), β ◦ ψ2 ◦ t
)
=
= m′′ ◦
(
Φ1 ◦Ψ1,m
′′ ◦ (Φ1 ◦ α ◦ t, β ◦ ψ2 ◦ t)
)
(4.15)
= m′′ ◦
(
Φ1 ◦Ψ1, (β ∗ α) ◦ t
)
where all the passages without label are just property (iii) of groupoid objects; so
also property (ii) of definition 2.6 is satisfied. 
Lemma 3.7.The map m is well defined.
Proof. In order to prove the statement, we have to solve 2 problems:
(i) first of all, let us fix representatives (λih, x˜i, λij) and (λkj , x˜k, λkl) for the 2
points we have to “multiply”. Our previous description of the multiplication
map requires to choose a uniformizing system (U˜f , Gf , pif ), a point x˜f ∈ U˜f
and embeddings λfi, λfk making (3.10) commute. However, this construction
uses lemma 3.3, which gives only the existence of such data, but not the
uniqueness, so we have to verify that our construction does not depend on
different completions of (3.9);
(ii) we have to prove that the multiplication does not depend on the representa-
tives chosen for [λih, x˜i, λij ] and for [λkj , x˜k, λkl].
Let us solve these problems separately.
(i) Let us suppose we can “complete” a diagram (3.9) in two different ways:
U˜h U˜i U˜j U˜k U˜l.
y
y
U˜f
∈
x˜f
U˜r
∈x˜r
λklλih λij λkj
λfi λfk
λri λrk
(4.16)
Now we have that λri(x˜r) = λfi(x˜f ), so we can apply lemma 3.3 and we get
that there exist a uniformizing system (U˜s, Gs, pis), a point x˜s ∈ U˜s and a pair
of embeddings λsr, λsf which make the following diagrams commute:
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U˜s
U˜r y U˜f
U˜i
λfiλri
λsfλsr
x˜s
x˜r y x˜f .
x˜i
λfiλri
λsfλsr
(4.17)
Now using (4.16) and (4.17) together we get that λkj ◦λfk◦λsf = λkj ◦λrk◦λsr
and we recall that λkj is an embedding, hence in particular it is injective, so
we have that:
λfk ◦ λsf = λrk ◦ λsr. (4.18)
Now if we combine together diagram (4.17) and equation (4.18), we get com-
mutative diagrams:
U˜r
U˜h U˜s U˜l
U˜f
y y
λih◦λri λkl◦λrk
λih◦λfi λkl◦λfk
λsr
λsf
x˜r
x˜h := λhi(x˜i) x˜s x˜l := λkl(x˜k).
x˜f
y y
λih◦λri λkl◦λrk
λih◦λfi λkl◦λfk
λsr
λsf
(4.19)
This means that (λih ◦ λfi, x˜f , λkl ◦ λfk) ∼ (λih ◦ λri, x˜r, λkl ◦ λrk), hence (i)
is solved.
(ii) Let us suppose we have chosen another representative (λsh, x˜s, λsj) for [λih, x˜i, λij ].
Using remark 3.6 it suffices to consider the case when the two representatives
are related by a diagram of the form (3.8); in other words, we can assume
there exists an embedding λsi such that:
λsh = λih ◦ λsi, λsj = λij ◦ λsi and λsi(x˜s) = x˜i.
Now if we want to compute m([λih, x˜i, λij ], [λkj , x˜k, λkl]) using this new re-
presentative for the first point, we have to use lemma 3.3 in order to choose a
uniformizing system (U˜r, Gr, pir) together with a point x˜r ∈ U˜r and a pair of
embeddings λrs, λrk such that:
λsj ◦ λrs = λkj ◦ λrk, λrs(x˜r) = x˜s and λrk(x˜r) = x˜k.
Note that there are no problems in choosing all these data, since we have
already proved (i). In other words, we are using commutative diagrams of the
form:
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U˜s U˜r
y y
y
U˜h U˜i U˜j U˜k U˜l
y
U˜f
λsh
λrs
λsi
λsj
λfi
λij
λfk
λih
λrk
λklλkj
x˜s x˜r
y y
y
x˜h x˜i x˜j x˜k x˜l
y
x˜f
λsh
λrs
λsi
λsj
λfi
λij
λfk
λih
λrk
λklλkj
where for simplicity we have used the following notations: x˜h := λsh(x˜s) =
λih ◦ λsi(x˜s), x˜l := λkl(x˜k) and x˜j := λij(x˜i). So we get the diagram:
U˜h U˜i U˜j U˜k U˜l
y
y
U˜f
∈
x˜f
U˜r
∈x˜r
λklλih λij λkj
λfi λfk
λri:=λsi◦λrs λrk
with λri(x˜r) = λfi(x˜f ), so we can repeat the same construction of (i) in order
to get a diagram of the form (4.19), so we obtain:
(λih ◦ λri, x˜r, λkl ◦ λrk) ∼ (λih ◦ λfi, x˜f , λkl ◦ λfk).
Now by definition of λri we have λih ◦ λri = λih ◦λsi ◦ λrs = λsh ◦ λrs, hence:
(λsh ◦ λrs, x˜r, λkl ◦ λrk) ∼ (λih ◦ λfi, x˜f , λkl ◦ λfk).
These two points are the multiplication obtained when we choose representa-
tives (λih, x˜i, λij) and (λsh, x˜s, λsj) for the same point, so the multiplication
does not depend on the representative chosen for [λih, x˜i, λij ]. In the same
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way one can also prove that the multiplication doesn’t depend on the repre-
sentative chosen for the point [λkj , x˜k, λkl].

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