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Abstract. One of the challenges for modern search methods is resolving multi-
dimensional tasks where optimization parameters are hundreds, thousands and 
more. Many evolutionary, swarm and adaptive methods, which perform well on 
numerical test with up to 10 dimensions are suffering insuperable stagnation 
when are applied to the same tests extended to 50, 100 and more dimensions. 
This article presents an original investigation on Free Search, Differential Evo-
lution and Particle Swarm Optimization applied to multidimensional versions of 
several heterogeneous real-value numerical tests. The aim is to identify how 
dimensionality reflects on the search space complexity, in particular to evaluate 
relation between tasks’ dimensions’ number and corresponding iterations’’ 
number required by used methods for reaching acceptable solution with non-
zero probability. Experimental results are presented and analyzed.
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1 Introduction
This study focuses on multidimensional optimisation, where tasks parameters are 
within the range of hundreds. Explored are real coded optimisation algorithms Free 
Search [4], Differential Evolution[7] and Particle Swarm Optimisation [2]. In contrast 
to combinatorial optimisation the number of potential solutions in real coded tasks 
could tend to infinity. Combined with multiple dimensions this makes task difficult 
even for clarification of the optimal value with low precision. Considerable research 
efforts are directed towards evaluation and improvement of existing and design of 
new methods capable of resolving multidimensional tasks [1][5][6][8][9][10][11].
According to the literature existing methods perform well on variety of problems. 
However when applied to multidimensional tasks with many parameters at the range 
of hundreds variables and more well-known methods face difficulties such as: - need 
for large number of evaluations per iteration - large populations size; - need for large 
computational resources; - need for large period of time for calculations; - inability to 
identify optimal solution with appropriate level of precision.
In summary identification of optimal solutions with acceptable level of precision 
