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A symbolic language is developed around the primitive notions of edge and 
spanning tree, with each spanning tree being interpreted as a binary relation on 
edges. A sense is considered in which the properties expressible in this language 
are precisely the self-dual properties of graph theory. 
INTRODUCTION 
A property of graphs is called self-dual if and only if graphs enjoy the 
property exactly when their dual graphs enjoy the property. The goal of this 
paper is to develop a formal logical language, all of whose sentences 
(properties) are self-dual. Moreover, this language will be strong enough to 
capture (in a certain sense) all the self-dual concepts of graph theory. 
The mathematical logic used below is entirely elementary, with no parti- 
cular logical background required (especially if the reader is willing to be 
selectively credulous). The graph theoretic terminology will be that of [4], 
with the following exceptions. We will always use “graph” to mean a graph 
which is finite, 2-connected, planar, and simple (so no circuits of length one 
or two) whose duals are also simple (so no cutsets with only one or two 
edges). Also, “tree” will always mean a spanning tree. 
Suppose a is an edge and T is a tree of a graph G. Let T(a) denote the 
circuit or cutset (depending on whether a $ T or a E T) determined by a, 
fundamental to T (i.e., T(a) - {a} is, respectively, contained in or disjoint 
from T). Let aTb denote that a # b E r(u). Since b E T(u) if and only if 
a E T(b), each tree determines an antireflexive, symmetric relation on G’s 
edge set. When aTb, we will call a and b T-related. (We will write aSbTc to 
mean that aSb and bTc.) 
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THE LANGUAGE L AND ITS SELF-DUALITY 
The language L is formed using two sorts of variables: lower case variables 
x, y,... (interpreted as edges) and upper case variables X, Y,... (interpreted 
as trees). Otherwise, L involves only a ternary relation xXy (interpreted as 
explained above). 
The formulas of L. are built up using parantheses in the expected fashion, 
using the following logical symbols: 7 (for negation) before single formulas; 
A, v, *, and o (for conjunction (“and”), disjunction (“or”), implication, 
and equivalence) between pairs of formulas; (universal and existential) 
quantifiers such as Vx, VX, 3x, 3X before single formulas in which the 
quantified variable only occurs free; and the (infinitary conjunction and 
disjunction) symbols A and V before countable sets of formulas. The 
sentences of L are the formulas without free variables. 
The infinitary connectives are especially useful in graph theory when sets 
of edges are involved. For example, to say that there is a (finite) set of edges 
having a particular property F (i.e., satisfying the formula y), we could 
write V, 3x, .** 3x,fp(x, ,..., x,J where the infinitary disjunction is actually 
over the set of formulas 3x, *.. 3x, ~(x, ... x,) where II = 1,2,... . (For more 
information concerning this type of language, see the early sections of [2].) 
It must be admitted that L is a very uncolloquial language. In fact, even 
equality of edges or of trees is not immediately expressible. But these (and 
some other) “missing” concepts can be added by definition using the fol- 
lowing pair of propositions. 
PROPOSITION 1. Two edges a and b are equal if and only if --JX(axb). 
PROPOSITION 2. Two trees S and Tare equal (as sets of edges) if and only if 
Vx Vy(xSy - x5). (1) 
We will now sketch a proof of the “if direction” of Proposition 2. Suppose 
S # T and yet (towards a contradiction) that formula (1) holds. Pick any 
edge a E S - T and let 01 and p be its endpoints. Let b and c be the edges of 
the circuit T(a) which are adjacent to a at /3 and 01 (respectively) and let y be 
the other endpoint of c. Now a E S(c), since c E T(a) implies cTa and so cSa 
by (1). (Also, S(c) is a circuit, since a E S - T, cTa, and cSa imply c E T - S.) 
Let d be the edge of S(c) adjacent to a at /3. Now c E T(d), since d E S(c) 
implies dSc and so dTc by (1). (Also, T(d) is a circuit since c E T and dTc 
imply d 4 T.) 
Since there can be no chain of T edges from /3 to 01 avoiding c (since 
c E T(a)), the portion of T(a) from /3 to 01 by way of b and c must be part of 
T(d), and so b E T(d). We now have b E T(a) n T(d), so aTbTd, and so finally 
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a, b and d are in the common circuit T(b), contradicting a, b and d all having 
the common endpoint p. 
Omitting proofs, we will mention two other notions which are thus 
expressible in L. 
PROPOSITION 3. G is a wheel zf and only if G satisfies 
~~~xvYlvY2vY3KxJJYl * XXY, * XXV,) * (Yz = Y3 " Yl = y3 " y1 = Jdl 
(i.e., G has a tree X such that for each x of G there are at most two edges 
X-related to x). 
PROPOSITIONAL 4. G is 3-connected tf and only zf G contains a tree X and a 
nonempty set {x, ,..., x,,} of edges such that each xi is X-related to exactly two 
other edges from the set. 
Note that the characterization in Proposition 4 could be written as a 
(lengthy) sentence of L. (A proof can be based on Tutte’s characterization of 
3-connected graphs [l, Thm. 5.71 which describes how such graphs can be 
built from wheels by adding new edges (both chords and twigs with respect 
to the “spoke tree” of the original wheel). Take X to be the ultimate en- 
largement of the spoke tree and {x1 ,..., x,} to be the edges of the original 
wheel.) 
The properties involved in Propositions 3 and 4 are self-dual. We will now 
show that only self-dual properties are expressible in L. 
THEOREM 1. For each sentence e of L and each graph G with dual G*, 
u is true in G if and only if CJ is true in G*. 
This theorem will follow as a special case (the case with no free variables) 
of the following Claim: For each formula 93(x, X) of L and for all sequences a 
and T of edges and trees of G, F[a, T] is true in G if and only if F[a, T”] is 
true in G*. (Notation: x and X are the finite sequences of free variables of q~, 
cp[a, T] then results by substitution, and TC is the sequence of complements 
of the trees of T.) 
The simplest instance of the Claim is if v is x,X,x, . Suppose a, b and Tare 
any edges and tree of G such that aTb. For conciseness, say a E T and b $ T 
and a is in the circuit T(b) fundamental to the tree T of G. Then a 4: Tc and 
b E Tc and a is in the cutset T”(b) fundamental to the tree Tc of G*, and so 
aTcb is true of G*. 
The Claim can now be proved formally by a simple induction on the 
“complexity” of y, with the introduction of the logical symbols having no 
effect on the truth of the Claim. In other words, the Claim will be true of 
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any formula combining the logical symbols with simpler formulas which 
satisfy the Claim. 
COROLLARY. The notions of being a wheel and of 3-connectivity are self- 
dual. 
THE ADEQUACY OF L FOR SELF-DUALITY 
We next introduce a second, much more expressive language L’ having 
variables x, y,... (for edges) and X, Y,... (for trees). The only difference 
between L and L’ is that the single relation of L’ is the binary relation x E X 
(for membership of edges in trees). The formulas of L’ are built up using the 
same logical symbols as for L. The sentences of L’ are the formulas without 
free variables. 
We can again introduce equality as a defined symbol, noting that two 
edges a and b are equal if and only if VX(a E X 9 b E X) and two trees S and T 
are equal if and only if Vx(x E S 9 x E T). 
The languages L and L’ differ only in whether trees are viewed as binary 
relations between edges or as unary relations (i.e., as sets of edges). This 
difference is illustrated by the following L and L’ characterizations of graphs 
partitioned by two trees. 
PROPOSITION 5. G satisfies the L sentence 3X 3 Y Vx 3y(xXyYx) if and only 
if G satisfies the L’ sentence 3X 3 Y Vx(x E X o x # Y). 
The subtlety of L is illustrated by the fact that the X and Y whose existence 
is asserted by the L sentence will not be the two partitioning trees unless they 
happen to be disjoint. Otherwise, the edges in their intersection can be 
removed from X and replaced by the edges given by Vx 3y(xXyYx) until two 
disjoint trees X’ and Y are reached satisfying Vx 3y(xX’yYx); these will 
partition G. 
We now wish to make several observations about L and L’. Firstly, since 
the matroid-based “exchange property” (results (G3) and (G4) of [3]) can be 
stated within L’, all the customary notions involving circuits and cutsets 
can be expressed in L’. Also, it can be shown that each sentence of L is 
equivalent to a sentence of L’. (By “equivalent,” we mean that the sentences 
hold in precisely the same graphs.) We now claim that the sentences of L 
correspond exactly to the self-dual notions of L’ and hence of circuit-cutset 
duality in general. 
THEOREM 2. Each self-dual sentence of L’ is equivalent to a sentence of L. 
$hh/27/1-5 
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Before we begin the proof of Theorem 2, we define for each formula q~ 
of L’ the dual formula qP obtained by negating all occurrences of E in 9. 
This is motivated by the fact that the edges of a tree correspond to the com- 
plement of a tree in the dual graph. 
Suppose now that u is a self-dual sentence of L’. We will simplify our 
treatment by assuming u involves no infinitary conjunctions or disjunctions 
(since they would behave just as universal and existential quantifiers, 
respectively). By repeated use of the rules of predicate logic, all the quantifiers 
can be “pulled to the front,” this string of symbols being followed by a 
quantifierless “propositional part.” (This is what is called prenex normal 
form in logic.) 
Suppose for the moment that CI begins with a (maximal) string of universal 
quantifiers; say u is VX Vy VYrp, where CJJ is a formula involving the free 
variables X, y and Y. Since cr is self-dual, it is equivalent to u A a*; i.e., to 
Vx Vy VYg, A Vx Vy VYtp* and hence to Vx Vy VY(cp A q~*), where 9) A q* is 
a self-dual formula of a simpler type that ~JJ (simpler in terms of the minimal 
number of alternations of maximal strings of universal and existential 
quantifiers when put into prenex normal form). If u begins with a string of 
existential quantifiers, we could proceed similarly except using that the self- 
dual sentence u is equivalent to u v u *. An inductive argument based on 
reductions of these sorts would show that we will be done when we can show 
that the propositional part of u can be expressed in L. 
By repeated use of De Morgan’s Laws and distributivity, we can write the 
propositional part as a disjunction of formulas such as 
where each & and Or is either an E or negated E statement. (This is called 
disjunctive normal form in logic.) But each such formula can be shown 
(again by propositional logic) to be equivalent to the conjunction of the 
formulas (8, A 6,) v (of A 6;) over all distinct i, j < PZ. Thus we will be done 
when we show that formulas of the form (& A 0,) v (@ A 6:) are expressible 
in L whenever the 8’s are either E or negated E statements. Inspection shows 
that there are essentially only two possibilities: 
The first is equivalent to a E S 0 b E T and the second to the negation of the 
fist. Hence, we need only show that formulas such as a ES o b E T are 
expressible in L. But this formula is equivalent to 
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so we will be done when we show that each of these two simpler equivalences 
is expressible in L. 
PROPOSITION 6. a E S o b E S zfand only zf V 3x, -.a 3x,(aSx,S *.. Sx,$b), 
where the disjunction is over all odd natural numbers n. 
(The proof of this proposition relies on the fact that cSd implies that 
exactly one of c and d is in S. The “only-if direction” uses that G is 2- 
connected, so that each pair of edges is joined by a sequence of edges with 
consecutive edges S-related.) 
PROPOSITION 7. b E S o b E T zf and only if there is a sequence of trees 
beginning with S and ending with T, such that consecutive trees of the sequence 
dzFer by exactly two edges, neither of them b. 
(For the proof of Proposition 7, the “exchange property” of trees, referred 
to above, can be used to replace edges of S - T, one at a time, with edges of 
T.) Hence, we will have proved Theorem 2 as soon as we show that the 
English portion of the statement of Proposition 7 can be expressed in L, 
and this follows from Proposition 8. 
PROPOSITION 8. The trees S and T dz& by exactly the edges e and f if 
and only ifall the folIowing hold: 
eSf Te (2) 
(Vx $ {e, fj)[xSe + xTf) A (xTe 9 xSf)] (3) 
(Vx, y  6 {e,f})[4xSeTy v  xSfTy v  xTeSy v xTYS’y) * (xSy + xTy)]. (4) 
The proof of the “only-if direction” is a relatively straight-forward verifi- 
cation of (2), (3) and (4), with numerous cases to be checked for (4). (The 
quantifications in (3) and (4) are abbreviations of the obvious L statements.) 
For the “if direction,” suppose (2), (3) and (4) are true. We will first show 
that e $ S n T. Suppose rather, towards a contradiction, that e ES n T. 
Note that (2) implies f $ S U T and e is in both the circuits S(f) and T(f). 
Pick edges x and y from Scf) and T(f), respectively, (so xSfTy) such that 
both are adjacent to the same endpoint of e and x, y $ {e, f>. Since yTf, 
(3) implies ySe (and so y $ S and so x # y). Also, xSfTy and (4) imply 
-(xSy + xTy), and so xSy v xTy. For conciseness, say xSy. We now have 
xSySe, and so x, y and e are in the common circuit S(y), contradicting their 
having a common endpoint. 
Thus and similarly, both e and f are in (S u T) - (S n T) and so S and T 
differ by at least e and J: Without loss of generality, say e ES - T and 
f E T - S. The remainder of the argument is a (cautious) mimicing of the 
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indirect proof of Proposition 2; i.e., begin by assuming that S and T differ 
by yet another edge, say a E S - T. Assumption (4) will be used each time (1) 
was previously used; (3) is used to show that b, c and d are not e orf. 
COMMENTS AND QUESTIONS 
The proof of Theorem 2, actually furnishes a constructive way to turn self- 
dual sentences of L’ into sentences of L, but it must be admitted that this 
procedure is not often practical. Also, Proposition 5 illustrates that there 
may be a simpler L-equivalent than that given by the proof. 
This proof also isolates another self-dual language L” which is the same as 
L and L’ except that its only relation is the quaternary relation expressing 
x E X o y E Y. The proofs of the L” analogues of Theorems 1 and 2 would 
involve very little logical or graph theoretic depth. On the other hand, the 
graph theoretic depth of L provides reason to advocate fluency in L for those 
interested in matroid-type graph theory. 
A reasonable question concerning L involves the basic sentence expressing 
the “exchange property” of trees (results (G3) and (G4) of [3]). This sentence 
can be shown equivalent to the following mixture of L and L”: 
vx VY Vx[(x E x 0 x E Y) v  3y(xXyYx)]. 
Therefore, by the proof of Theorem 2, it can be expressed in L. But is there 
a more colloquial L version of this sentence? Similar questions involve the 
writing in L of sentences which hold in precisely the self-dual graphs, or 
in precisely those graphs having unique duals. 
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