The main challenge of person re-identification (re-id) lies in the strikingly discrepancy between different camera views, including illumination, background and human pose. Existing person re-id methods rely mostly on implicit solutions, such as seeking robust features or designing discriminative distance metrics. Compared to these methods, human solutions are more straightforward. That is, imagine the appearance of the target person under different camera views before matching target person. The key idea is that human can intuitively implement viewpoint transfer, noting the association of the target person under different camera views but the machine failed. In this paper, we attempt to imitate such human behavior that transfer person image to certain camera views before matching. In practice, we propose a conditional transfer network (cTransNet) that conditionally implement viewpoint transfer, which transfers image to the viewpoint with the biggest domain gap through a variant of Generative Adversarial Networks (GANs). After that, we obtain hybrid person representation by fusing the feature of original image with the transferred image then perform similarity ranking according to cosine distance. Compared with former methods, we propose a human-like approach and obtains consistent improvement of the rank-1 precision over the baseline in Market-1501, DukeMTMC-ReID and MSMT17 dataset by 3%,4%,4%, respectively.
I. INTRODUCTION
There is a famous fable in China, which is The Blind Men and The Elephant. According to the fable, several blind men want to figure out what elephant is. As all blind men were blind at birth, none of them could see the whole elephant and approached the elephant from different directions. As a result, everyone has completely different judgment since each blind only touches one part of the object, in this case, the Elephant.
Person re-identification (re-id) refers to the technique of using computer vision techniques to determine if a matching person is appearing in disjoint camera view [1] - [3] . As a fine-grained visual recognition problem, person re-id also has been plagued by similar viewpoint problems for a long time. In the case of person re-id, each camera acts as a blind in the fable and what we try to do is to figure out how a particular The associate editor coordinating the review of this manuscript and approving it for publication was Wenbing Zhao . person looks like in a particular camera view by leveraging the description of other camera views.
However, searching for specific person in disjoint cameras could be extremely difficult mainly due to the variation of camera views. Due to the difference in position and angle of each camera, the background, illumination and person pose captured by each camera varies greatly. In figure 1 , we collect some representative images under different camera views from CUHK01 [4] dataset. As we can see from figure 1 , the illumination of images has changed strikingly when camera view shifted from A to B. As the result, same color may have different appearance in different camera views. Additionally, the background and the person pose under two camera views are different. In fact, these factors will be more troublesome in the large-scale datasets such as Market-1501 [5] DukeMTMC-reID [6] and MSMT17 [7] because they have more complex scenes and more camera numbers. To address the above challenges, a bunch of works [8] - [12] have been proposed. The main ideas of these works can be divided into two categories, which is feature learning and metric learning. The general idea of feature learning is to learn robust feature representations that have invariance property under different camera views. Unlike feature learning, metric learning focuses on how to keep all vectors of the same class closer, while further separating the vectors of different classes.
Undoubtedly, these methods have greatly promoted the field of person re-id. However, the performance of these methods is limited and unstable on multiple dataset. From our perspective, the main reason lies in that these methods over-trust the generalization ability of the extracted features. In other words, the person appearance captured by different camera is inconstant, which is hard to distinguish only by methods like depth model.
To verify our conjecture, we implement a toy experiment. In figure 2, we random pick 300 samples from two camera views in CUHK01 dataset and then map image into two-dimensional space by T-SNE algorithm which proposed by Rauber [13] . Two things worth noting in figure 2. The first is that if we look at the whole picture, there is a clear distribution tendency for the images from both camera views. The second is that, in some cases, the representations from one camera view may resemble those from the other. As the consequence, the hard samples we illustrated in figure 1 may occur when the illumination, background or person pose vary greatly due to camera view changes.
From the experiment, we can conclude that we cannot simply extract the features from the original image as we do in the generic image classification task. Recalling the fable that we mentioned in the beginning, the features we directly extract from original image is as same as we only learn from one of the blind men to figure out the shape of the entire elephant. We can easily to tell what the elephant looks like when the description we learned is robust enough. However, in the cases where information is inadequate or biased, the truth will be hidden as the middle part of figure 2. Contrary to machines, humans can handle person re-id more easily. The main idea is that humans would notice the camera view information of current person image and try to imagine the appearance of same person under another camera views. Instead of extracting person feature brutally from original image, humans are more concerned with the impact of camera view on current image. As a result, robust features will be acquired, which lead to better recognition performance.
In this paper, we resort to imitating such human behavior to improve the performance of person re-id. During implementation, we split the entire workflow into two stages. In the first stage, we propose a modified StarGAN [14] to learn the style for each camera view, then we measure the domain gap for the style of each camera viewpoint, finally we translate the image to the camera viewpoint with the largest domain gap. In the second stage, we fuse the feature of translated image with original feature. After that, we perform similarity matching based on the cosine distance. In this manner, we evaluate the proposed method on person re-ID and obtain a consistent improvement over the strong baseline by 3%,4%,4% respectively in Market-1501, DukeMTMC-ReID and MSMT17 datasets.
In summary, we adopt a more human-like approach to solve person re-ID, which explore the possibility of solving the problem of person re-ID in inexplicit ways. The primary contribution of this paper lies in that we propose a conditional image translation network based on StarGAN, which perform image translation according to domain distance between source domain and target domains. Our method is different from former works in two points. The first point is that we extract features directly from the translated images, rather than purely extending dataset like the works in [7] , [15] , [16] . The second point is that cTransNet only needs to train once to translate a certain image into multiple camera viewpoints, which is guaranteed by the structure of StarGAN [14] . In this way, we improve the efficiency of training. The detail will be further discussed in chapter III.
II. RELATED WORKS
In this section, we will mainly introduce the related work of Deep learning person re-ID in II-A. Then we will introduce some common used data augmentation methods in person re-identification in II-B. Later, In II-C, we will briefly review the works in applying GAN to the field of image translation. Finally, we will cover the works in applying GAN to the field of pedestrian re-identification.
A. PERSON RE-IDENTIFICATION BASED ON DEEP LEARNING
Considering that the method we proposed is based on the image-based person re-id, in this part, we mainly focus on the works of image-based person re-id.
Inspired by the idea of transfer learning, Zheng et al. [10] proposed the ID-discriminative embedding (IDE) that finetuned from the ImageNet [17] pre-trained models, which regards person re-id as a common classification problem.
Another effective strategy is to combin hand-crafted features with CNN features. In [18] , Wu et al. proposed a Feature Fusion Net by incorporating hand-crafted features into CNN features, which greatly improved the matching accuracy.
In [19] , Wei Li et al. proposed a novel Harmonious Attention CNN (HA-CNN) model for joint learning of soft pixel attention and hard regional attention simultaneously optimize feature representations, effectively learning the different types of attention that share similar feature representations.
Similarly, Wu et al. [20] propose a few-shot deep learning approach to learn comparable representations that are discriminative and view-invariant. Additionally, in [21] , they propose a novel collaborative deep network for robust landmark retrieval, which works over landmark latent factors to further generate the high-level semantic feature for both multi-query set and other landmark photos.
These deep-learning methods adopt a global Euclidean distance to evaluate the hard samples. However, Euclidean distance may not be able to accurately describe the ideal similarity in a complex visual feature space because features of pedestrian images exhibit unknown distributions due to large variations in poses, illumination and occlusion. To this end, Wu et al. [22] proposed a novel sampling to mine suitable samples within a local range to improve the deep embedding in the context of large intra-class variations. Then an end-toend deep model for fine-grained object recognition proposed by Wu et al. [23] that produce spatially expressive representations which are both globally coarse-grained and locally finegrained interpretable.
B. DATA AUGMENTATION IN PERSON RE-IDENTIFICATION
Zheng et al. [15] proved that even the imperfect samples generated by Deep Convolutional Generative Adversarial Networks (DCGAN) [24] could improve regularization ability of the baseline model during training. Later, Zhong et al. [16] proposed a camera style adaptation method to increase data diversity against over-tting, also adopted label smooth regularization method to alleviate the impact of noise. Wei et al. [7] take a step further, proposed PTGAN to bridge the domain gap between different person re-ID datasets, also contributed a new dataset called MSMT17.
In this paper, we adopt the pre-trained ResNet-50 [25] as a baseline model, and show that the modified samples effectively improve its performance. When a CNN model is excessively complex compared to the number of training samples, over-fitting might happen. To address this problem, many regularization methods and data augmentation methods have been proposed in the community of deep learning, such as Dropout [26] and Batch Norm [27] for regularization, and, various transformations including cropping, flipping and translation for data augmentation. Dropout is widely utilized in various recognition tasks. It randomly cuts (assigning to zero) the output of each hidden neuron with a probability in the training stage and only employs the contribution of the remaining weights in forward pass and back-propagation. Recently, several methods aim to address the over-fitting problem in person re-ID. McLaughlin et al. [28] improve the generalization of network by utilizing background and linear transformations to generate various samples. Recently, Zhong et al. [29] randomly erase a rectangle region in input image with random values which prevents the model from over-fitting and makes the model robust to occlusion. Similarity, Huang et al. [30] propose to augment the training data with adversarial occluded samples.
The hard-occluded samples are selected by a pre-trained model to further optimize the re-ID model. More related to this work, Zheng et al. [15] use DCGAN to generate unlabeled samples, and assign them with a uniform label distribution to regularize the network. In the view of pose translation, a pose-transferable framework [31] is proposed to generate novel samples with rich pose variations. The novel samples are combined with the original training samples to enhance the re-ID model.
C. GANs IN IMAGE TRANSLATION
GANs is considered a powerful generative model, since it proposed by Goodfellow et al. [32] in 2014. Compared to traditional generative model such as Deep Boltzmann machines [33] and VAE [34] , GANs is more time efficient and have fewer restrictions on the network, but produces better samples. Since GANs was proposed, it has attracted increasing attention from researchers in many fields and made remarkable breakthroughs, especially in the field of image generation and image translation. A bunch of GAN variants [24] , [35] , [36] were proposed to deal with image translation. In [24] , Radford et al. proposed a novel DCGAN model by replacing pooling layers in the vanilla GANs with convolution layers, which proved to be a more stable structure than the original one. Since both GANs and DCGAN take random noise as input, their output tends to be uncontrollable. Based on that, Mirza and Osindero [35] imposed conditional constraints on GANs, so that the generated output can be predicted. The proposal of conditional GAN (cGAN) provides the foundation for the image translation field. Unfortunately, cGAN belongs to supervised algorithm which require label and not applicable to some dataset. Then in 2017, the launch of CycleGAN [36] which introduce cycle-consistent for GANs, marking another milestone in the field of image translation. The advantage of CycleGAN are reflected in two points. First, CycleGAN belongs to unsupervised algorithm which have no restriction on label. Second, CycleGAN can generate high-quality images with transferred style.
Although the proposal of CycleGAN provide solution for one-to-one domain image translation, CycleGAN is still not suitable in the case where we need to perform multi-domain translation. To this end, StarGAN [14] is proposed, which can implement multi-domain image translation in the same time.
D. GANs IN PERSON RE-IDENTIFICATION
Although many researchers make efforts to normal person reidentification settings, few works [37] , [38] have studied on unsupervised domain adaptation for re-ID. Peng et al. [37] propose to learn a discriminative representation for target domain based on asymmetric multi-task dictionary learning. Deng et al. [38] learn a similarity preserving generative adversarial network based on CycleGAN to translate images from source domain to target domain. The translated images are utilized to train re-ID models in a supervised manner. These methods attempt to reduce the divergence between source domain and target domain on either the image space [7] , [16] or feature space [8] , but overlook the image style variations caused by different cameras in target domain. In this work, we explicitly consider the intra-domain image variations caused by target cameras for learning discriminative representations of target domain.
Our proposed cTransNet is manily inspired by [14] , [16] , [36] , but it is different in two points. The first point is that prior work simply treat GAN as a tool to improve the regularization ability of baseline model by generating camera style samples, while we directly extract the features from modified images. The second point is that the prior work perform image translation through one-to-one domain translation network, such as CycleGAN, while we adopt StarGAN that implement multi-domain image translation in one time.
III. THE PROPOSED METHOD
In this section, we first briefly look back at the StarGAN in section III-A. We then introduce the baseline we used in section III-B. After that, we will focus on the Domain-Gap Evaluate Network (DE-N) in section III-C, entire workflow of cTransNet and the training detail are described in Section III-D, III-E respectively. In summary, three losses are applied for the network. L adv is proposed to distinguish whether images are real or fake. L cls is proposed to help discriminator classify a real image x to its corresponding original domain class c. L rec is proposed to help generator to generate images that are realistic and classified to its correct target domain. The overall StarGAN loss function is expressed as:
A. StarGAN

Given three datasets {x
where λ cls and λ rec are pre-defined parameters that control the relative importance of domain classification and reconstruction losses, respectively, compared to the adversarial loss. The overview structure of StarGAN is shown in figure 3 .
B. BASELINE DEEP re-ID MODEL
Given that both the real and translated images have ID labels, we use the ID-discriminative embedding (IDE) to train the re-ID CNN model. Using the cross-entropy loss, IDE regards re-ID training as a common image classification task. We use ResNet-50 as backbone and follow the training strategy in [18] for fine-tuning on the ImageNet pre-trained model. Different from the IDE proposed in [10] , we replace the last 1000-dimensional classification layer with our custom classifier layer that composed of bottleneck layer, batch normalization, ReLU, Dropout followed by a fully connection layer. The classifier we define follows the practice in [18] which yields improved accuracy. The output of the classifier layer, is C-dimensional, where C is the number of identities in the training set. In our implementation, all input images are resized to 256 × 128. The structure for baseline network is illustrated in figure 4 .
C. DOMAIN-GAP EVALUATE NETWORK
To measure the gap between each domain, we need to define a distance D s to evaluate how different the style is between different domain. The DE-N is modified based on the VGG-19 (pre-trained on ImageNet) but replaced the max-pooling by average-pooling which consistent with the setting in [39] . Each activation layer in the DE-N defines a non-linear feature The squared-error loss between the two feature representations can be written as:
The style correlations are given by the Gram matrix G k ∈ R N k ×M k , where G k ij is the inner product between the vectorized feature map i and j in layer k:
The style distance E k between the image x and the image y in layer k can be formed as:
Hence the total loss is:
where ω k are weighting factors of the contribution of each layer to the total loss. More specifically, ω k = 1 K , where K is the number of activation layer involved. The work flow for Domain-Gap Evaluate Network is illustrated in figure 5 .
The style loss act as a transparent layer in a network that computes the style loss of certain layer. To calculate the style loss, we need to compute the gram matrix G XL . A gram matrix is the result of multiplying a given matrix by its transposed matrix. Finally, the gram matrix must be normalized by dividing each element by the total number of elements in the matrix. According to [40] , the style features tend to be in the deeper layers of the networks. Thus, additional normalization is necessary to counteract the fact thatF XL matrices with a large N dimension yield larger values in the Gram matrix. During the implementation, we follow the author of [39] , using L-BFGS algorithm here.
D. STRUCTURE FOR cTransNet
The overall structure for cTransNet composed of StarGAN based image translation network and baseline network. The image-translation network followed the basic structure of StarGAN and insert a domain evaluate Network to guide the generator to produce sample conditional on the output of domain distance metric. Then we take the translated image into the baseline network to predict the identity for each person image. In figure 6 , we illustrate the entire structure for our network.
E. TRAINING BASELINE WITH cTransNet
Given a new training set composed of real and translated images (with their ID labels), this section discusses the training strategies using the cTransNet.
The advantage of cTransNet in person re-id task is mainly reflected in the fact that it provides the information of other camera viewpoints. However, the images generated by cTransNet may introduce the noise during the process of image translation. In the case of large-scale person re-id dataset that have multiple cameras and enough image data, the overfitting problem is less critical than the problem of noise occurred during the image translation process. In order to alleviate the noise introduced by translated images, we apply the modified label smooth regularization (LSR) that proposed in [16] on the translated images. The main idea is assigning less confidence on the ground-truth label and assign small weights to the other classes.
The re-assignment of the label distribution of each styletransferred image is written as,
VOLUME 8, 2020 FIGURE 6. The cTransNet can be divided into two parts. In the first part, we translated the image to the domain which have the biggest gap compared to the source domain evaluated by domain gap evaluate network. Then we take the translated image to the baseline network to get the predicted identity for each person.
where ∈ [0, 1]. When = 0, the cross-entropy loss is defined as,
During implemntation, we use the one-hot label distribution on real images because their labels correctly match the image content. For translated images, we follow the setting in [16] , which set = 0.1.
Unfortunately, LSR may alleviate the noise introduced by Generative model in some extent, but due to the limitations of the model structure, we can not rely entirely on the image generated by TransNet. In pratice, we take both originial image and translated image as input to baseline model, then we fuse the feature of two image by a coefficient α. The final feature is written as:
where α ∈ [0, 1], f ori represent the feature extracted from orginial image and f trans represent the feature extracted from translated image. By varying the α, we can adjust the tradeoff between the original image and the image translated by the cTransNet. There is a certain correlation between α and the dataset we use. According to our experience, a smaller α is preferable when the dataset has more complex scenes and more cameras. More specifically, we set α to 0.7, 0.6 and 0.6 for Market-1501, DukeMTMC-reID and MSMT17.
IV. EXPERIMENT A. DATASETS
We evaluate our method on Market-1501, DukeMTMC-reID and MSMT17. The reason we chose these datasets is that they basically cover the current major person re-id datasets and have a wide range for camera numbers from 6 to 15. a) MSMT17 has larger number of identities, bounding boxes, and cameras. b) MSMT17 has complex scenes and backgrounds which contains 12 outdoor scenes and 3 indoor scenes. c) MSMT17 uses only 35% of all images during training phase, which is less than other datasets. We use rank-1 accuracy and mean average precision (mAP) for evaluation on four datasets. The major statistics for four datasets are shown in figure 7 .
B. EXPERIMENT SETTINGS 1) CONDITIONAL TRANSLATION MODEL
Following Section III-D, given a training set captured from N camera views, we just train one cTransNet for each dataset. During training, we resize all input images to 128 × 128 and use the Adam optimizer [41] to train the models from scratch with λ = 10 for all the experiments. We set the batch size = 16. The learning rate is 0.0001 for both the Generator and the Discriminator at the first 30 epochs and is linearly reduced to zero in the remaining 20 epochs. Compared with the settings in [16] , during style translating, we only generated one fake training images according to the domain distance evaluated by domain gap evaluation network.
2) BASELINE CNN MODEL FOR re-ID
In the training of baseline method, we use pre-trained ResNet-50 as backbone and follow the training strategy in [20] . Specifically, we keep the aspect ratio of all images and resize them to 288×144 then random crop to 256×128. To improve the generality of the baseline model, we apply random erasing and random horizontal flipping during training. We set both the probability of performing random flipping and random erasing to 0.5. Since the training data for most person re-id datasets is insufficient, random erasing could alleviate the risk of model overfitting to some extent.
In the model structure, we modify the output unit of the second fully connected layer of ResNet-50 according to the number of training samples for each dataset. The learning rate starts with 0.005 for ResNet-50 base layers and 0.05 for the two new added full connected layers. We use the SGD solver to train re-ID model and set the batch size to 32. The learning rate is divided by 10 after 40 epochs, we train 60 epochs in total. In testing, we extract the output of the Pool-5 layer as image descriptor (2,048-dim) and use the Cosine distance to compute the similarity between images. During evaluation, we adopt reranking [42] , which is another effective method that commonly used in generic instance retrieval. The main idea for reranking method is that if a gallery image is similar to the probe in the k-nearest neighbors, it is more likely to be a true match (k is a predefined parameter).
We observe that both two methods are effective for person re-id and we will show the detail in the following chapter.
C. ANALYSIS FOR EXPERIMENT
An important parameter involved with StarGAN is the number of ResNet block inside the Generator. Intuitively, network with depth will have more confidence to model complex data distribution. Limited by the hardware, we only perform this test on Market-1501 because it has a modest numbers of camera viewpoints. By varying this parameter from 2 to 6, we can adjust the complexity of the network. The results are illustrated in Table-1 .
It can be seen that cTransNet with different depth not consistently improves over baseline, appropriate model depth (4 in this case) will lead to better performance. According to this experiment result, we set the block number to 4 for all three datasets in the following experiments since they all have enough data. The method we perform is translate image to the domain that told by domain gap evaluate network and directly evaluate by baseline network without apply any tricks.
To verify the necessity of LSR we discussed in Section III-E, we conducted an experiment on Market-1501. Considering the hardware condition, we conducted this test only on Market-1501 dataset either. In figure 8 we evaluate the impact of defined in Eq. 9. When = 0, the fake data is trained with cross-entropy loss, and the improvement of ''baseline+ cTransNet'' is limited compared to ''baseline''. When applying LSR on translated data, the rank-1 accuracy and mAP improve with the increase of and achieve the best results when is around 0.1. According to the result illustrated in figure 8 , a larger value of is likely lead to bad performance. According to [16] , the main reason may lie in that the fake images still preserve the major original image content even if it may contain some noise information. Based on the content we discussed, we prefer to set a high confidence to class of the original image. Taking the above considerations into account, we select = 0.1.
D. ABLATION EXPERIMENT
Firstly, we want to prove the effectiveness of three different losses we applied in the StarGAN. To show the effect of each loss on the proposed method, we conduct an experiment on Market-1501 as follow. For the objectivity of this experiment, we don't apply other except for the loss we applied in the StarGAN.
As we can see from Table 2 that all three loss have positive effect on the final performance. It is obvious that the adversarial loss is more important loss compare to others. From our perspective, the reason is that the adversarial loss can provide more gradient during the training process. In addition, these three losses not only improve the rank-1 precision, but also contribute to the stability of the training process.
Second, in order to explain how the DE-N (domain gap evaluate network) guide the generator to generate translated image, we consider the following experiment. In this experiment, we only remove the DE-N and preserve other settings. When remove the domain gap evaluate network, we simply follow the strategies adopted in [16] , which using five CycleGAN to translate the input image to all other five camera viewpoints.
The Table-3 shows the ratio of parameters number for different setting. As can be seen from the Table-3 , removing the domain evaluate network may improve the final performance to some extent, but it will also increase the model complexity to a large degree. In conclusion, the domain gap evaluate network can improve the training efficiency without sacrificing too much precision, which is very essential for the cTransNet.
During training, we actually break through the entire procedure into two separate steps. Firstly, we treat the images from each domain as a whole, then we calculate the distance for each domain in advance. By doing that we got the target domain for each domain and we save it as a hyperparameter. Finally, we pass this hyperparameter to the generator when training the StarGAN.
V. RESULT EVALUATION
In this section, we firstly evaluate our method on three common-used datasets in Section V-A. We then compare our method with STATE-OF-THE-ART methods in Section V-B.
A. EVALUATE ON DIFFERENT DATASETS
To demonstrate the advantages of our method, we evaluate on three large-scale datasets.
In Table-4 , we show the evaluated result of our method on Market-1501 with different data augment strategies. It can be observed that our method improves the precision and could work with other common data augmentation strategies like random erasing and reranking.
In Table-5 , we show the evaluated result of our method on DukeMTMC-reID with different data augment strategies. It can be observed that our method improves the precision and could work with other common data augmentation strategies like random erasing and reranking.
In Table 6 , we show the evaluated result of our method on MSMT17 with different data augment strategies. The parameter we adopted is consistent with what we have mentioned before. It can be observed that our method improves the precision and could work with other common data augmentation strategies like random erasing and reranking.
In summary, our method apparently improves the rank-1, rank-5 and mAP on three datasets without conflicting with other common-used data augmentation strategies.
B. COMPARE WITH STATE-OF-ART METHODS
In Table 7 , we show the comparison of our methods over current best methods on Market-1501. The result shows that our method is very competitive over other state-of-art methods. Compared with CamStyle, our methods reduce parameters by 81.7% without sacrifice much precision.
In Table 8 , we show the comparison of our methods over current best methods on DukeMTMC-reID. The result shows that our method is very competitive over other state-of-art methods. More specific, we improve the rank-1 by 3% and improve the mAP by 5%. In Table 9 , we show the comparison of our methods over current best methods on MSMT17. Compared with recently methods, we may fail in precision, but considering the uniqueness of our approach we still have some advantages. The result shows that our method is very competitive over GAN-based methods.
VI. CONCLUSION
In this paper, we propose cTransNet that solve person re-id in an explicit way by using a StarGAN-based model to generate translated images based on the original camera viewpoint. Moreover, to alleviate the increased level of noise induced by GAN-based structure, label smooth regularization (LSR) is applied on the translated images. Experiments on the Market-1501 and DukeMTMC-reID, MSMT17 datasets show that our method can effectively reduce the impact of overfitting, and, when combined with other common-used training strategies, such as Random-Erasing and ReRanking, yields consistent improvement over the baselines. We show that our method is complementary to other data augmentation techniques. In addition, cTransNet can be implemented in other important person re-identification tasks, such as one view learning and domain adaptation. In the future work, we will improve the generality of our approach to deal with the increasing scale of cameras by multi-domain image-toimage translation methods, such as TraVeLGAN.
