Recently, graph embedding emerges as an effective approach for graph analysis tasks such as node classification and link prediction. The goal of network embedding is to find low dimensional representation of graph nodes that preserves the graph structure. Since there might be signals on nodes as features, recent methods like Graph Convolutional Networks (GCNs) try to consider node signals besides the node relations. On the other hand, multi-layered graph analysis has been received much attention. However, the recent methods for node embedding have not been explored in these networks. In this paper, we study the problem of node embedding in multi-layered graphs and propose a deep method that embeds nodes using both relations (connections within and between layers of the graph) and nodes signals. We evaluate our method on node classification tasks. Experimental results demonstrate the superiority of the proposed method to other multi-layered and single-layered competitors and also proves the effect of using cross-layer edges.
INTRODUCTION
Graphs or networks are powerful tools to model relations between entities like proteins, papers, people, and so on. Entities are nodes of the graph and their relations are shown by edges. In addition to these relations, each node might have some features describing its properties. A common way to consider both features of the nodes and their connections in the graph is to use their features as signals and utilize graph signal processing methods [1] . Deep learning methods like Convolutional Neural Networks (CNNs) have been very successful in automatic feature extraction from signals on Euclidean domains. Indeed, they utilize statistical properties like stationarity and compositionality in real-world images, videos, and speech [2, 3] . By Euclidean domain, we mean regular structures like grids. For example, an image is formed of pixels arranged on a 2-D grid and signals on nodes are the color of its pixels. Recent studies show that the idea of local connectivity in CNNs can be generalized and applied on graphs as non-euclidean domain. This field is called Geometric Deep Learning [2, 1, 3] .
Although graph signal processing methods have shown their capability on the analysis of structured data, the existing methods only focus on single-layer graphs. However, in many real-world tasks, nodes and/or edges of the graphs have different types and multi-layered graphs provide a framework to accommodate different types of entities and relations. In a multi-layered graph, nodes and edges with the same type are considered as a single layer and the whole graph comprises of some connected single-layered graphs. In these graphs, intra edges connect nodes with the same type (within-layer edges) and inter edges connect different types of nodes (crosslayer or between-layer edges). According to the importance of the multi-layered networks in modeling complex systems, we intend to exploit recent advances in graph convolutional networks to embed nodes of these networks more appropriately. In this paper, we propose a new way to embed nodes of multi-layered graphs that contain signals by considering between layer connections in addition to within-layer connections. The main contributions of the proposed method can be summarized as:
• It provides a framework for node embedding and classification in multi-layer networks using GCNs for the first time to the best of our knowledge.
• Due to the deep architecture, our method can be trained end-to-end as opposed to the existing multi-layer graph embedding method [4] that separates learning embedding of nodes from learning a linear classifier that works on these obtained embeddings.
• The proposed loss function is composed of the structure reconstruction error and the classification error.
• The obtained results show that the proposed method outperforms the existing methods.
RELATED WORKS
Most of the deep learning based graph embedding approaches can be categorized into two categories. In the first category, eigen-vectors of graph Laplacian matrix that also called graph Fourier basis and the corresponding eigen-values that are identified as frequencies of the graph are found. The goal is to define filters in the spectral domain for graph signals and meaningful operators like convolution in CNNs [5, 6] . In the second category, the graph embeddings are learned by methods inspired from existing deep learning methods for word embedding such as skip-gram by using a number of sampled random-walks on the graph [7, 8, 9] . All of the above mentioned methods work on singlelayered graphs and thus the type of nodes and edges doesn't have any role in these methods. However, multi-layered graphs have received attention recently and different types of multi-layered graphs are introduced in [10] . Most of the existing methods on multi-layered graphs have been designed for heterogeneous graphs as a particular type of multi-layered graphs or have restricting assumptions on the structure between the layers, such as hierarchical structure [11, 12] or star-like structure [13] between layers.
Recently, [4] claims that it is the first method that uses between-layer edges to find the embedding of nodes in an interdependent network. However, this method doesn't utilize the recent advances on embedding of graph nodes (e.g., graph convolutional framework) and learns a representation vector for each node of the multi-layer graph without incorporating the node features (or signals). Moreover, it can't learn the embedding via an end-to-end training. In this paper, we extend graph convolutional networks to be applied to multi-layered graphs by considering the dependencies between graph layers.
GRAPH CONVOLUTIONAL NETWORK
Graph convolutional neural networks that are introduced in the last few years provide powerful solution for combining node signals and relations to extract embedding for nodes of graphs. In this section, we focus on a specific type of spectral graph convolutional network.
Let G(V, E) denotes the graph where V is the finite set of N nodes (|V | = N ) and E shows the set of edges between nodes. A ∈ R N ×N is the adjacency matrix and D is the degree matrix which is diagonal and
is called the Laplacian matrix of the graph and its normalized version can be defined as
T , where U contains eigen-vectors as its columns and Λ is a diagonal matrix containing eigen-values. Eigen-values are called graph Fourier frequencies, columns of U are called graph Fourier basis, and when x is a signal on a node, U T x denotes the Fourier transform of x. The goal is to design appropriate filter g θ (Λ) as a function of the eigenvalues of L with parameters θ and convolve it with the signals defined on the graph nodes. [14] suggests to approximate the g θ (Λ) by a truncated expansion in terms of Chebyshev polynomials, so the filter would be g θ (Λ) ≈
is the Chebyshev polynomial of the k-th order and may be computed recursively as T k (x) = 2xT k−1 (x) − T k−2 (x) with T 0 = 1 and T 1 = x. θ is a vector of Chebyshev coefficients, Λ = 2 λmax Λ − I N , and λ max is the largest eigenvalue of L. Now by defining filter and Fourier transform, the convolution between filter and input signal would be g θ * x = U g θ U T x. By substituting Chebyshev polynomials approximation in convolution, using diagonalization and noticing that (U ΛU T ) k = U Λ k U T , the convolution between filter and input signal would be equal to
As it can be seen, by defining filter as polynomial of Laplacian matrix, there is no need to compute the eigen decomposition to find the output of convolution. Based on [15] , it is suggested to limit the order of Chebyshev polynomial to K = 2 and use stacking multiple convolutional layers to avoid over-fitting. [6] approximates λ max by 2 and constrains the parameters to one shared parameter θ = θ 0 = −θ 1 . By fixing K and λ max , and using parameter sharing, the convolution would be simplified to:
2 as a re-normalization trick where A = A+I N and D ii = j A ij , to simplify the problem and avoid exploiting/vanishing gradient in neural networks. The generalized version of the above convolutional model with one hidden layer for signal X ∈ R N ×C (each node has C signal channels) and F filters is as follow:
where Θ ∈ R C×F is the parameter matrix and Z ∈ R N ×F is the output signal matrix with F channels [6] . This method has been called GCN and we utilize it in our multi-layer graph embedding model.
PROPOSED METHOD FOR MULTI-LAYERED GRAPH EMBEDDING
In this section, we propose a framework to learn representation or embedding for nodes of a multi-layered graph considering node relations (on the multi-layered graph) and their features (or signals). The GCNs introduced in the above section are extended in the proposed method.Indeed, GCNs are applied on nodes where their neighbors are found according to within-layers edges that connect nodes of the same type. On the other hand, we believe that the representations of the inter connected nodes in different layers of a multi-layer graph are not independent due to the existence of the links between them. Thus, between-layer edges also appear in the loss function. Therefore, we propose an embedding for multilayer graphs based on GCN that is called Multi-layered GCN (MGCN). To embed nodes of each layer, a separate GCN is utilized. However, we train whole the neural network containing multiple GCNs using a loss function that incorporates reconstruction of both the within-layer and between-layer connections. In fact, the between-layer connections are employed just in the loss function while the within-layer connections are used both in the loss function and in the GCNs applied for representation learning of layers' nodes. Assume that G is the input multi-layered graph with M layers where G i is the i-th layer with N i nodes. A i ∈ R Ni×Ni is the adjacency matrix of the i-th layer, and B ij ∈ R Ni×Nj is the relation matrix between the i-th and the j-th layers.
Ni×Fi is the learned low dimensional representation of nodes in the i-th layer (F i is a pre-defined number that shows the embedding dimension and F i N i ). In the proposed model, for each layer of the multi-layer graph, we utilized stacked GCNs to extract embedding of nodes in that layer. In an unsupervised manner, we expect that representation of nodes are able to reconstruct both within and between layers links. It has been shown that the inner product between representation (embedding) of nodes is appropriate for reconstructing the structure of the graph [16] . Thus, we can estimate within layer connectionsÂ i = σ(Z i Z T i ) and between layer connectionsB ij = σ(Z i Z T j ) where σ(.) is the sigmoid function.
As a part of the objective function, we intend to reconstruct both within and between layer connections from the learned node embeddings by GCNs accurately. To compare the reconstructed structure asÂ i andB ij to the target values A i and B ij in the multi-layered graphthe binary cross-entropy is utilized as the loss function:
where L link denotes the link reconstruction capability of the obtained embeddings. If we access labels of at-least some nodes, we can adapt the loss function to also learn embeddings such that they can also predict node labels. In semi-supervised classification, for each layer, another GCN is also applied on the obtained representations (that are used for reconstruction of connections) to find K i outputs (K i is the number of classes for the nodes in the i-th layer). In fact, it is utilized to predict the label of nodes based on the node embeddings. Cross-entropy between the predicted labels and the true labels is used as the loss function:
where S i denotes the set containing indices of the labeled nodes in the i-th layer and y ij is a one-hot vector with the length K i shows the true label for the j-th node in the i-th layer of the graph.ŷ ij that is the output of the softmax function is also the predicted label vector with the same length in which the k-th entry is calculated asŷ
, where o k ij shows the k-th output of the GCN designed for the j-th graph layer when applied on the i-th node of this layer. We use a weighted sum of the above losses as:
The steps of our method is provided in Algorithm 1.
Algorithm 1 MGCN Algorithm for multi-layered graphs.
Require: Adjacency matrices of M graph layers (A i ∈ R N i ×N i ), signal on the graph layers (X i s), the coefficient of the reconstruction loss (λ) Ensure: Embeddings of nodes in all the layers (i.e. ∀i,Z i ∈ R N i ×F i ) 1: Initialize all parameters Θ of the network 2: for number of iterations do 3: For each graph layer i, find embedding of all the nodes in it as Z i ← Stacked GCNs 4:
For each graph layer i, reconstruct its adjacency matrix
For each pair of graph layers i and j, reconstruct between-layer con-
For each graph layer i, find the output of its nodes
Update all the parameters by gradient descent on L total (Eq. 5):
EXPERIMENTS
In this section, we evaluate the proposed method on the nodeclassification task in multi-layered graphs.
Datasets
We use two datasets for evaluation of our method: Infrastructure system network (Infra) and academic collaboration network (Aminer). Infra is a three layered graph which contains (1) an airport network, (2) an AS network and (3) a power grid [4] . All layers are functionally dependent and labels of nodes in the layers are based on the service areas inferred from the geographic proximity. Infra dataset contains 8, 325 nodes, 5, 138 within edges, 23, 897 between edges, and 5 classes. Aminer is also a three layered graph of academic collaboration in computer science which contains (1) paper (paperpaper citation), (2) people (co-authorship) and (3) conference venues (a venue-venue citation). There are two cross layers: who writes which paper and which venue publishes which paper. The node labels are based on the research areas. Aminer dataset contains 17, 504 nodes, 107, 466 within edges, 35, 229 between edges, and 5 classes. Since none of the compared methods is able to handle the signal on the nodes, the selected datasets don't have signal on nodes and the identity matrix is used as node signals for MGCN and GCN (equivalent to having N i channels in the ith layer containing a delta signal on each node in every channel). 
Experimental Setup
To evaluate the learned feature vectors, the following embedding algorithms are selected to compare with. MANE [4] : The method that has been designed for multilayered graphs and is based on the eigen-decomposition of a matrix constructed based on the layers Laplacian and cross layers matrices. DeepWalk [7] : Deepwalk is the baseline method for singlelayered graphs and is based on the uniform random walk on the graph and usage of SkipGram method for node feature learning. Node2vec [9] : This method has also been designed for singlelayered graphs. Node2vec is the generalized version of DeepWalk which uses biased random walks.
It should be noted that we report the results for two versions of DeepWalk and Node2vec. In the first version (i.e. single), results of node classification in each layer are calculated and then they are aggregated to compute the overall measure. In the second version (i.e. heterogeneous), the layers of the graph are superimposed to built a new heterogeneous and single-layer graph. For all the methods, after obtaining the embedding of nodes in the graph layers, nodes are split into training and test sets. For compared methods, the logistic regression classifier is trained by training set and predicts the label of nodes in the test set. The parameter of compared methods are specified based on the suggestions in their papers. For Node2vec, the value of p is set to 1 and for q, four values 0.25, 0.5, 2 and 4 are tested and the best results are reported. Parameter λ is set to 10 in the MGCN loss function by cross-validation. The results of using GCN on every layer separately, without using cross edges, are also reported as GCN. All the experiments are run 10 times and the average results are reported. The embedding dimension is first set to 32 and then the performance of methods are reported for different embedding dimensions.
Results
Micro-F1 and Macro-F1 scores of methods using labels of different ratio of training set are reported in Table. 1. By comparing the results for both versions of DeepWalk and Node2vec, we can conclude that diving layers based on their types and analyzing them separately has better (or competitive) results than working with one heterogeneous network. Comparing the results of MGCN and GCN shows that considering between-layer edges improves the results especially the Macro-F1 values. On Aminer datasets, although the results of methods are so close in Micro-F1, the results of MGCN is better with a large margin in Macro-F1. Generally, the proposed MGCN outperforms the other methods with a large margin.
It's reasonable that increasing the embedding dimension makes the results better since the methods have more degree of freedom to embed nodes in the new space. According to Fig.1, MGCN shows high performance in both measures even in low dimensional spaces and its performance increases when dimension becomes greater. 
CONCLUSION
GCNs are rapidly becoming more popular for non-Euclidean data embedding. However, embedding nodes in multi-layered graphs has not been studied so much and especially graph convolution has never been used for these graphs. In this paper, we extended the GCN model to embed multi-layered graph structure and node signals by defining appropriate loss function for within-layer and between-layer connection reconstruction and proposed a new method named MGCN. We showed the superiority of MGCN in considering betweenlayer edges to some single-layered graph embedding methods and also a recent multi-layered graph embedding method on node classification task.
