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Abstract
A 4-uniform hypergraph represents the P4-structure of a graph G, if its hyperedges are the
vertex sets of the induced paths P4 in G. We shall give in this paper a simple algorithm that
recognizes the P4-structure of a block graph in polynomial time. Here, block graphs are connected
graphs in which all maximal 2-connected subgraphs are cliques. Our algorithm is based on a
similar approach as that for trees by the authors and S. Olariu using weighted 2-section graphs
of hypergraphs. ? 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The P4-structure of a graph G = (V; E) is the 4-uniform hypergraph H = (V;E)
such that each hyperedge e2E is a set of 4 vertices that induce a path P4 in G.
It was conjectured by Chvatal [3] and has been proved by Reed [9] that if two
graphs have the same P4-structure, then one of them is perfect if and only if the other
is perfect. This result inspired the study of perfect graphs via the P4-structure, see
e.g. [4,5,7]. Algorithmically, Reed’s theorem says that to recognize perfect graphs, it is
enough to recognize the P4-structure of perfect graphs. Recognizing perfect graphs is a
famous open problem; even the question whether or not this problem belongs to NP.
At present, no polynomial time algorithm is known for recognizing the P4-structure of
perfect graphs. In [8], however, Hougardy recently communicated that the P4-structure
of (not necessarily perfect) graphs can be recognized in polynomial time.
For the following special classes of perfect graphs polynomial time recognition al-
gorithms of their P4-structure were found: trees [6], line graphs of bipartite graphs
[10], and split graphs (as remarked by a referee). Recently, based on a dierent ap-
proach, Brandstadt et al. [1,2] gave another very simple and ecient recognition for
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the P4-structure of trees. In this paper we will modify the idea in [1,2] to recognize
the P4-structure of block graphs, a natural generalization of trees.
A block graph is a connected graph in which all maximal 2-connected subgraphs,
usually called blocks, are complete. In a block graph G two distinct blocks have at
most one vertex in common which is then a cut-vertex of G. A block that contains at
most one cut-vertex is called an endblock. An end-vertex of G is a vertex that lies in
an endblock and is not a cut-vertex of G.
The 2-section graph H =H (H) of a hypergraph H=(V;E) has V as vertex set and
two vertices x 6=y are adjacent in H if both x and y lie in a common hyperedge e2E
of H. The edges of H are weighted in a natural way by the multiplicity mH(x; y),
the number of hyperedges containing both x and y. Similarly as in [1,2] for trees,
we use the multiplicity information in the following way: For given hypergraph H
representing the P4-structure of a block graph G we determine a subset K of the edges
of G with the property that every vertex not covered by K has distance at most 2 from
V (K). Determining K is an important rst step of our recognition algorithm. Note that
G is, in general, not uniquely reconstructable from H.
Finally, we often write P x1x2    xn for the path Pn with vertices x1; x2; : : : ; xn and
edges xixi+1, 16i<n. The vertices x1 and xn are called end-points, the other vertices
xi, i 6=1; n are called the mid-points of the Pn P. Sometimes we shall identify a
subgraph without isolated vertices with its edge-set, and an edge-set with the subgraph
consisting of all edges and their end-points of that edge-set.
2. The P4-structure of block graphs
In this section, H = (V;E) always presents the P4-structure of a block graph G =
(V; B). Following [1,2] we will consider the 2-section graph H of H with the natural
edge-weighting mH.
A hyperedge e= fx1; x2; x3; x4g is called of type i (06i66) if e has exactly i pairs
xj xk (16j 6= k64) with multiplicity mH(xj; xk)=1. If e is of type 1 and mH(x1; x4)=
1, then x2x3 is called the mid-edge of e. The type of an induced P4 is that of the
corresponding hyperedge in H.
Lemma 2.1. Suppose that a block graph G has at least two distinct P4. Then for
every hyperedge e = fx1; x2; x3; x4g exactly one of the following conditions holds:
(i) e is of type 1. Then the mid-edge of e is an edge of G.
(ii) e is of type 2. The pairs of multiplicity 1 have a common vertex which is not a
cut-vertex of G. Let mH(x1; x3) =mH(x1; x4) = 1. Then x1x2 and x3x4 are edges
of G.
(iii) e is of type 3. The pairs of multiplicity 1 have a common vertex which is not a
cut-vertex of G.
(iv) e is of type 4. The two pairs of multiplicity > 1 have the same multiplicity; they
are disjoint and each of them forms an endblock of G.
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Proof. For a P4 = xyzt in G we shall call xy; yz and zt the pairs of distance 1; xz
and yt the pairs of distance 2, and xt the pair of distance 3. Note that, as G is a
block graph, the edges of each P4 lie in distinct blocks, and the pair xt of distance 3
is contained in only one hyperedge of H, i.e. mH(x; t) = 1. In particular, no hyper-
edge is of type 0. First, assume that e = fx1; x2; x3; x4g is of type 1 and mH(x1; x4) =
1. Then x1x4 is the pair of distance 3 and therefore x2x3 is an edge of G. Next,
we show:
Claim. If e has two disjoint pairs of multiplicity 1; then (iv) holds.
Proof. Assume e = fx1; x2; x3; x4g and x1x2x3x4 is a P4 in G. Then one easily checks
that NG(x2) − fx1; x3g = NG(x3) − fx2; x4g= : A, and x1x2; x3x4 are endblocks of G.
Since G has at least two P4, there exists a vertex in G − (A [ e) that has a neigh-
bor in A. It follows that x1x2 and x3x4 are exactly the pairs of multiplicity > 1.
Moreover, we have mH(x1; x2)= mH(x3; x4)= jNG(A) − (A [ e)j + 1. The Claim is
proved.
The Claim shows that if e has (at least) four pairs of multiplicity 1, then e satises
(iv). Moreover, no hyperedge is of type 5 or 6. Now, assume that e is of type 2.
By the Claim, the two pairs of multiplicity 1 have a common vertex, mH(x1; x4)=
mH(x1; x3) = 1, say. As e is of type 2, one of the pairs x1x4; x1x3 must be of distance
3, say x1x4. Thus x2x3 is an edge of G. Then x1x3 must be of distance 2; otherwise, if
x1x3x2x4 is a P4 in G, then since G is a block graph, mH(x1; x2)6 mH(x1; x3). Hence
mH(x1; x2) = 1, a contradiction to the assumption that e is of type 2. Thus x1x3 is of
distance 2, and so x1x2, x3x4 are edges of G. Since mH(x1; x3) = 1, x1 lies in exactly
one block of G. Thus e satises (ii).
Finally, assume that e is of type 3. Let, without loss of generality, x1 and x4 be
the end-vertices of the P4 induced by e. Then mH(x1; x4) = 1 and x2x3 is an edge of
G. Suppose, by the Claim, that x1 also appears in another pair of multiplicity 1, say
mH(x1; x2) = 1. We shall show that mH(x1; x3) = 1.
If not, then the Claim gives mH(x2; x4) = 1. By symmetry we only have to discuss
the case that x1x2x3x4 is the P4. As mH(x1; x2) = 1 = mH(x2; x4), every neighbor of
x3 dierent from x4 is adjacent to x2, and every neighbor of x2 dierent from x1 is
adjacent to x3. Moreover, x2 and x3 are the only neighbors of x1, respectively, x4. As
mH(x1; x2) = 1, the block containing x2x3 has only x2; x3 as its cut-vertices. Therefore
G has exactly one P4, namely x1x2x3x4, a contradiction.
We have seen that the pairs of multiplicity 1 have a common vertex; say x1. As in
the above discussion on hyperedges of type 2, x1 is not a cut-vertex of G, and (iii)
holds.
Let M denote the set of all mid-edges of type 1-hyperedges. In contrast to the case
of trees [1,2], the subgraph of G formed by M is neither necessarily connected nor an
induced subgraph in G. We now are going to look at the structure of M .
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Fig. 1. M = f12; 34; 45; 46; 47; 56; 78g. The special mid-edges are 12 and 56.
An edge xy in M is called special if, for all hyperedges e containing both x and
y, e − fx; yg is the only pair in e with multiplicity 1. In particular all hyperedges
containing x and y are necessarily of type 1. See also Fig. 1.
Proposition 2.2. Let xy be a special edge. Then
(i) All blocks containing x or y but not both are endblocks of the block graph G.
(ii) For each v2fx; yg; there are at least two endblocks containing v or else the
endblock containing v has at least three vertices.
Proof. Assume e = fw; x; y; tg such that wxyt is a P4 in G. By denition of special
edges, w and t are end-vertices. The rest follows from the fact that e is of type 1.
Proposition 2.3. The special edges in M form vertex-disjoint complete subgraphs in
G; between any two of which no edge of G exists.
Proof. Let xy; zt be two distinct special edges in M . If the two edges lie in the same
block, then one can see, using Proposition 2.2, that all edges between fx; yg and fz; tg
belong to M and are special. If one of z; t does not lie in the block A containing xy,
then both z; t do not lie in A. For if z =2A and t 2A, then by Proposition 2.2, A must
be an endblock and this is impossible.
Proposition 2.4. All non-special edges in M form a connected graph.
Proof. Assume that the graph R formed by all non-special edges in M is disconnected.
Consider two components A, B of R with minimum distance d>1 in G. Let v0v1    vd
be a shortest path with v0 2A and vd 2B and vi =2A [ B (0<i<d). Let v0a2E(A),
vdb2E(B). As v0a and vdb belong to M , there is a vertex a0 adjacent to a but not to
v0, and a vertex b0 adjacent to b but not to vd. We discuss two cases (keep in mind
that G is a block graph).
Case 1: d>2. If av1 is not an edge, then av0v1v2 or av0v1b (in case d=2 and bv1 is
an edge) is a P4 of type 1 and the mid-edge v0v1 is non-special, contradicting v1 =2A.
Thus, av1, and by symmetry bvd−1 are edges. Now, if d = 2, then a0av1b is a P4 of
type 1 and the mid-edge av1 is non-special, contradicting v1 =2A. If d> 2, then av1v2v3
is a P4 of type 1 and the mid-edge v1v2 is non-special, contradicting the choice of A
and B, and Case 1 is settled.
A. Brandstadt, V.B. Le /Discrete Applied Mathematics 99 (2000) 349{366 353
Fig. 2. Graphs belonging to Bi; the white vertices lie in exactly two non-endblocks.
Fig. 3. Three forbidden induced subgraphs for graphs in B.
Case 2: d = 1. If av0v1b is an induced P4, then it is of type 1 and the mid-edge
v0v1 is not special, a contradiction. Thus we have to discuss two subcases. Assume
rst that ab2E(G). Then av1, bv0 are also edges. As av0; bv1 are non-special, we
may assume that a0 and b0 are not end-vertices. Then a0abb0 is a P4 of type 1 and ab
is a non-special mid-edge, hence ab2R, a contradiction. So, ab cannot be an edge of
G. By symmetry we may assume that av1 is an edge. Then bv0 =2E(G) (else a and b
would be adjacent). As av0 is not special, we may assume that a0 is not an end-vertex.
Thus a0av1b is a P4 of type 1 and the mid-edge av1 is not special, hence av1 2R,
contradicting v1 =2A and Case 2 is settled.
Thus the graph formed by all non-special edges in M must be connected.
The following graph classes are important in our further discussions. For each
06i63, the class Bi consists of all block graphs with exactly i non-endblocks. More-
over, in cases i = 2 and 3, one of the non-endblocks in graphs belonging to Bi is
just an edge and i − 1 end-points of this edge lie just in exactly two non-endblocks;
see Fig. 2. We will set B =
S
06i63 Bi. One can easily see that a block graph is a
member of B if and only if it has no induced P7 and no induced subgraph isomorphic
to one of the three graphs illustrated in Fig. 3. Note that using 2-section graphs one
can recognize the P4-structure of graphs in B easily (see a similar fact on trees in [2]).
Lemma 2.5. The following statements are equivalent:
(i) G 2B;
(ii) M contains at most one non-special edge;
(iii) M consists of vertex-disjoint complete graphs.
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Proof. Implication (i) ) (ii) is clear and (ii) ) (iii) follows from Proposition 2.3.
For part (iii) ) (i) assume that M consists of vertex-disjoint cliques. Then G has
no induced path P7, and no induced subgraph isomorphic to one of the three graphs
illustrated in Fig. 3. Hence one can easily see that if G is P5-free, then G must belong
to B1 or B0, depending on whether G has a P4 or not; and if G is P6-free but contains
a P5, then it must belong to B2; and if G has a P6, it must belong to B3. Since G is
P7-free, there is no other case.
Corollary 2.6. If G =2B; then M has exactly one non-complete component. Moreover;
all non-special edges in M are contained in this component.
Proof. By Lemma 2.5 M has at least one non-complete component. If there exist
two non-complete components in M , then by Proposition 2.3, both these components
contain non-special edges. But this is impossible by Proposition 2.4.
In the remaining part of this section the block graph G does not belong to B. By
Corollary 2.6, let K be the non-complete component of the subgraph M . Note that K
contains all non-special edges in M , and all vertices in V (K) are cut-vertices of G. In
the example of Fig. 1, K consists of exactly the edges 34, 45, 46, 47, 56 and 78. The
following fact will play an important role in further discussions.
Proposition 2.7. Let xy be an edge of G with both end-points in V (K); but xy
does not belong to K. Then there exist vertices z and v such that zx; zy and zv
are non-special edges in K and v is nonadjacent to both x; y. In particular; z is a
cut-vertex of G.
Proof. We rst note that by denition of K , the edge xy does not belong to M .
Let A be the block of G containing the edge xy. Since K is connected and x; y are
cut-vertices of K (because they are cut-vertices of G), there is a shortest path P in K ,
P = x0x1    xkxk+1
with xi 2V (A) (06i6k + 1) and k>1; x0 = x; xk+1 = y.
We claim that both edges x0x1 and xkxk+1 are non-special. Assume to the contrary
that x0x1 is a special edge. Then because x0x2 =2M (else x0x1 2K and P would not be
shortest) and by Proposition 2.3 x1x2 must be a non-special edge. As x0x1 is special,
each of x0 and x1 has at least two neighbors outside A all of which are end-vertices.
As x1x2 is non-special, x2 therefore must have at least two neighbors outside A (else
x1x2 cannot belong to M) at least one of which is not an end-vertex (else x1x2 cannot
be non-special). But then x0x2 is a mid-edge of a P4 of type 1 and is non-special. So
x0x2 2K , a contradiction. It follows that x0x1 and xkxk+1 are both non-special edges in
K as claimed.
Recall that x0xk+1 = xy =2K , hence all neighbors of x not in A are end-vertices or
all neighbors of y not in A are end-vertices. Assume, without loss of generality, that
all neighbors of x not in A are end-vertices.
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As x1x is a non-special edge in K , x1 must have neighbors a; b outside A and
a is not an end-vertex. Let c be a neighbor of y outside A. Since a is not an
end-vertex, ax1yc is a P4 of type 1 (consider the vertex b), and the mid-edge x1y
of that P4 is non-special. Thus k =1, and the proposition follows by setting z= x1 and
v= a.
The previous proposition suggests how to make the component K to be an induced
subgraph of G. In what follows, we set
K :=K [ fxy: 9z (z x; zy2K) ^ (8e2Efx; y; zg 6 e)g:
Lemma 2.8. Let G be a block graph not belonging to B.
(i) For all v2V (G)− V (K); v has distance at most 2 to V (K).
(ii) K is a connected; induced subgraph of G. In particular; K is a block graph.
(iii) As K; K is not complete.
Proof. (i) Assume that vxyz is an induced path with vertices v; x; y =2V (K) and z 2V (K).
Let t be a neighbor of z in K . As zt 2M , there exists t0 adjacent to t but not to z.
If y and t are non-adjacent, then xyzt is a P4 of type 1 and yz is a non-special
mid-edge, hence y2V (K). We get a contradiction.
If y and t are adjacent, then there exists z0 adjacent to z but not to t. In particular,
z0 is not adjacent to y. Thus vxyz is a P4 of type 1 such that the mid-edge xy is
non-special. Therefore xy2K contradicting x; y =2V (K), and (i) follows.
(ii) We rst have to show that K remains a subgraph of G. Indeed if z x; zy2E(G),
and such that x or y is a cut-vertex and no hyperedge contains x; y; z, then z x; zy must
lie in the same block of G and so xy is an edge of G. The connectedness of K
follows from that of K . Now consider two vertices x 6=y in V (K) such that xy is an
edge of G. If xy =2K , then by Proposition 2.7 there exists a vertex z such that z x; zy
are edges in K . Of course, no hyperedge of H contains x; y; z. So, by denition the
edge xy belongs to K, and therefore K is an induced subgraph of G.
(iii) If K = K , then there is nothing to do because K is not complete. Con-
sider xy2KnK . Then according to Proposition 2.7, there exist vertices z; v such that
z x; z v2K and vx =2E(G); that is (iii).
Actually, the reason that K remains a subgraph of G is that V (K) (even V (M))
contains cut-vertices only. We shall use the -operation also for other subgraphs of G
later. Suppose we have already reconstructed a subgraph X of G. Then we can extend
X to get a larger subgraph X  of G as follows:
X  :=X [ fxy: 9z (z x; zy2X; x or y is a cut-vertex) ^ (8e2Efx; y; zg 6 e)g:
Of course, X  does not need to be an induced subgraph of G.
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3. Finding the correct neighbor inside a hyperedge
Consider a hyperedge e= fr; u; v; wg, and suppose that enfrg induces a P3 = uvw in
the block graph G. How can we nd the neighbor of r in e (which is either u or w)?
As in the case of trees, we rst have the following.
Proposition 3.1. At most one of the pairs (r; u) and (r; w) has multiplicity greater
than 1. If there is a vertex x2fu; wg satisfying mH(r; x)> 1 then x is the neighbor
of r in e.
Proof. Since e−frg induces a P3 in G, r is an end-point of the P4 induced by e. Let
y2fu; wg be the second end-point of that P4. As G is a block graph, r and y lie in
exactly one P4, hence mH(r; y) = 1. The proposition follows.
Thus if e is of type 1, 2 or 4, the neighbor of r in e can be correctly determined (by
Proposition 3.1). The situation is much more complicated when both (r; u) and (r; w)
have multiplicity 1; that is, by Lemma 2.1, e is of type 3 and r is an end-vertex of
G. The next proposition says that the neighbor of r in e still can be found whenever
r belongs to another hyperedge e0 with the following properties:
Proposition 3.2. Assume that e = fr; u; v; wg is a hyperedge of type 3 and enfrg is
a P3 in G. Assume further that r belongs to another hyperedge e0 such that e0nfrg
induces a P3 in G. Then there exists exactly one edge joining a vertex x2 enfrg with
a vertex x0 2 e0nfrg. Moreover; x and x0 are the neighbors of r in e; respectively; in
e0.
Proof. Since e is of type 3, e\ e0= frg. Thus the neighbor x2 e of r is distinct from
the neighbor x0 of r in e0. Since r is an end-vertex, G− r is connected, x and x0 must
be adjacent. Otherwise a path in G − r connecting x and x0 together with r would lie
in a non-complete block of G, a contradiction. The same argument shows that xx0 is
the only edge between enfrg and e0nfrg.
The proof of Proposition 3.2 suggests the following fact which we also need later.
Proposition 3.3. Let ei (i = 1; 2) be two arbitrary hyperedges containing r such that
for both i; einfrg induces a P3 in a connected subgraph B of G. If the neighbors ui
in ei of r are distinct; then u1 and u2 are adjacent and the edge u1u2 belongs to K.
Moreover; u1 and u2 can be determined correctly.
Proof. As in the proof of Proposition 3.2 we can see that u1u2 is an edge. As G is
a block graph, e1 \ e2 = frg and u1u2 is the only edge between e1nfrg and e2nfrg.
Therefore (e1 [ e2)nfrg induces a P6 in G, hence u1u2 belongs to K .
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In the remaining part of this section, we deal with the case when e is the only
hyperedge containing r, and e is of type 3. Recall that e− frg induces a P3 = uvw in
G and mH(r; u) = mH(r; v) = mH(r; w) = 1.
Proposition 3.4. Assume that there exist hyperedges e0; e00 and a vertex x2fu; wg
such that
(i) e0 \ e = fxg;
(ii) e00 \ e = fu; v; wgnfxg;
(iii) e0 \ e00 6= ;.
Then x is the neighbor of r in e.
Proof. Let z be the vertex of fu; wgnfxg. By (ii), v; z 2 e00. Since e00 induces a P4
containing the edge vz, and G is a block graph, there must exist a vertex s2 e00 \ e0
adjacent to v. Therefore, x is the neighbor of r in e, otherwise rzvs would be a P4,
contradicting mH(r; z) = 1.
Proposition 3.5. Assume that there exist hyperedges e0; e00 and a vertex x2fu; wg
such that
(i) e0 \ e = e00 \ e = e0 \ e00 = fv; xg;
(ii) (e0 [ e00)nfv; xg 62E.
Then the vertex z of fu; wgnfxg is the neighbor of r in e.
Proof. Let P and Q be the P4 induced by e0, respectively, by e00. If v is a mid-point
of P (or Q), then let t be the end-point of P (or Q) adjacent to v. Then xvt is a P3,
hence r must be adjacent to z | otherwise rxvt would be a P4, contradicting
mH(r; x) = 1.
In the other case, v is an end-point of both P and Q, and x is a mid-point of both
P and Q. Let a; b be the other mid-points of P, respectively, of Q. Now, if x is the
neighbor of r in e, then r must be adjacent to both a and b (else mH(r; x)> 1). As G
is a block graph, a and b then are adjacent. But then e0 [ e00 − fv; xg is a hyperedge,
contradicting (ii). Thus r must be adjacent to z.
Proposition 3.6. Assume that there exist hyperedges e0; e00 such that
(i) e0 \ e = e00 \ e = fv; xg for some vertex x2fu; wg;
(ii) there exists a vertex s =2 e [ e0 [ e00 such that (e − frg) [ fsg =2E; but (e0 −
fvg) [ fsg and (e00 − fvg) [ fsg belong to E.
Then x is the neighbor of r in e.
Proof. Let P and Q be the P4 induced by e0, respectively, by e00. Then v is an end-point
of both P and Q. Otherwise, the P4 induced by (e0−fvg)[fsg (or by (e00−fvg)[fsg)
together with P (or with Q) would belong to a block of G that therefore cannot be
complete. Thus, e0 − fvg and e00 − fvg induce a P3 P − v, respectively Q − v, both
have x as an end-point.
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Fig. 4. Graphs belonging to C and D.
Since both (P − v) [ fsg and (Q − v) [ fsg induce a P4, and G is a block graph,
s must be adjacent to x. Since (e − frg) [ fsg does not induce a P4, s must also be
adjacent to v. Now, if the vertex z of fu; wgnfxg is the neighbor of r in e, then rzvs
would be a P4, contradicting mH(r; z)= 1. Thus, r must be adjacent to x (and belongs
together with the mid-points of P and Q to the same block of G).
We now dene two classes of block graphs in which the neighbor inside a hyperedge
does not need to be unique.
Let C (see Fig. 4) be the class of all block graphs G dened as follows. G has an
induced path a1a2a3a4a5 such that the edges a1a2 and a4a5 are blocks of G and each
of the remaining blocks of G either contains the edge a2a3, or the edge a3a4, or else
contains the vertex a3.
Let D (see Fig. 4) be the class of all block graphs obtained as follows. Take two
vertex-disjoint members G1, G2 in B0 [B1 and choose vertex ai 2Gi arbitrarily. Take
further a new vertex a and make a be adjacent to exactly ai (i=1; 2). Using 2-section
graphs, it can be seen that to recognize the P4-structure of graphs in C or in D is
easy.
Proposition 3.7. Assume that there exists a hyperedge e0 and a vertex x2fu; wg such
that
(i) e \ e0 = fxg;
(ii) mH(x; y) = 1 for some vertex y2 e0.
Assume moreover that H is not the P4- structure of a member in C. Then the
vertex z of fu; wgnfxg is the neighbor of r in e, or there is a hyperedge e00 together
with e and e0 satisfying the hypothesis in Proposition 3:4.
Notice that condition (ii) in Proposition 3.7 is particularly satised if x is an end-point
of the P4 induced by e0.
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Proof. Let P be the P4 induced by e0. If x is an end-point of P, then clearly z is
the neighbor of r in e, otherwise r would lie in two distinct hyperedges, contradicting
the assumption that e is the only hyperedge containing r. Thus, assume that x is a
mid-point of P, say P = axbc.
Claim. y =2fb; cg.
Proof. Suppose to the contrary that y2fb; cg. Since mH(x; y)= 1 and G is a block
graph, b must be adjacent to v. But then rzvb is a P4 (if z is the neighbor of r in e),
or rxbc is a P4 (if x is the neighbor of r in e). In any case, we get a contradiction to
mH(r; x) = mH(r; z) = 1. The Claim follows.
Thus y = a. As in the proof of the Claim, y must be adjacent to v. We shall show
that there exists a hyperedge e00 which together with e and e0 satises the hypothesis
of Proposition 3.4. First, r cannot be adjacent to z; otherwise rzvy would be a P4,
contradicting mH(r; z) = 1. Thus r is adjacent to x, and also adjacent to b; otherwise
rxbc would be a P4, contradicting mH(r; x) = 1.
Now it follows from mH(x; y) = 1 and mH(r; x) = 1 that
 vz and bc are two blocks of G,
 for all blocks A of G containing the edge vx, v and x are the only cut-vertices
of G in A. For all blocks B of G containing the edge xb, x and b are the only
cut-vertices of G in B,
 for all blocks C of G containing the vertex x, but neither b nor v, x is the only
cut-vertex of G in C.
Moreover, b is the only neighbor of c; otherwise r would belong to another hyperedge
dierent from e.
The facts above and the assumption G =2C show that z must have a neighbor q 6= v.
Thus e00 = fq; z; v; yg together with e and e0 satisfy the hypothesis in Proposition 3.4.
Lemma 3.8. Assume that none of the hypotheses in Propositions 3:4{3:7 are satised.
Then H is the P4-structure of a member in B [ C [D.
Proof. Without loss of generality, let u be the neighbor of r in e. That is ruvw is a
P4 in G. We rst consider the case when this P4 is contained in a long path.
Case 1: There exists a P7 ruvwx1x2x3. In this case, e0 = fw; x1; x2; x3g satises the
hypothesis in Proposition 3.7. Case 1 is settled.
For further discussions, let A be the block of G containing the edge ru, and let B
be the block of G containing the edge uv. From mH(r; u) = mH(r; v) = 1 we get
(a) vw is a block of G, and v belongs to exactly two blocks (B and vw),
(b) u and v are the only cut-vertices of G in B,
(c) all blocks containing u, dierent from A and B, are endblocks.
360 A. Brandstadt, V.B. Le /Discrete Applied Mathematics 99 (2000) 349{366
Moereover, the fact that e is the only hyperedge containing r shows that
(d) for all vertices a2A− fr; ug, every block containing a is an endblock.
Case 2: B= uv. If at most one of the blocks containing w, dierent from vw, is not
an endblock, then either G belongs to D, or there would exist a P7 ruvwx1x2x3 as in
Case 1.
Now if W1 6=W2 are two blocks containing w and having cut-vertices wi =2fv; wg,
then ruvww1w01 and ruvww2w
0
2 are two P6, where w
0
i are two neighbors of wi outside
Wi (i=1; 2). In this case, e0=fv; w; w1; w01g and e00=fv; w; w2; w02g satisfy the hypothesis
in Proposition 3.5. Case 2 is settled.
Case 3: There exists a vertex s2Bnfu; vg. We split this case into three subcases
Case 3.1: There exist vertices t1 6= t2 outside A adjacent to vertices in A − fr; ug.
Let ai 2A− fr; ug be the neighbor of ti (possibly a1 = a2). Then e0 = ft1; a1; u; vg and
e00 = ft2; a2; u; vg satisfy the hypothesis in Proposition 3.6.
Case 3.2: There exists exactly one vertex t outside A having a neighbor in A−fr; ug.
Let a2A−fr; ug be the neighbor of t. By (d), ta is an endblock of G. Now, (a){(d)
together with the hypothesis of this subcase show that either G 2C, or else w must
have a neighbor p 6= v. In the latter, e0 = ft; a; u; sg and e00 = fp;w; v; sg satisfy the
hypothesis in Proposition 3.4.
Case 3.3: A is an endblock. In this case, if all blocks containing w, but not v, are
endblocks, then by (a){(c), G belongs to B1 [B2. Thus, we may assume that there
exists a P6 ruvwp1p2.
If q =2fv; p1g is another neighbor of w, then e0 = fs; v; w; qg and e00 = fv; w; p1; p2g
satisfy the hypothesis in Proposition 3.5. Thus, we may assume that wp1 is a block
of G and w belongs to exactly two blocks (vw and wp1). Now, by Case 1, we may
also assume that all blocks containing p1 but not w are endblocks. Then clearly, G is
a member in B3.
Thus Case 3 is settled, and Lemma 3.8 follows.
4. The algorithm
We now present our algorithm based on the facts from the previous two sections.
The idea is similar to that in the case of trees [1]. There are two major features in the
algorithm for block graphs. The rst one is that we need the -operation to obtain
the edges that are important for the P4-structure but missing in the method for trees.
The second one is to nd the correct neighbor inside a type 3-hyperedge, as described
in the previous section.
Algorithm. Check-P4-Structure
Input: A 4-uniform hypergraph H= (V;E), jEj>2.
Output: A block graph   with H as its P4-structure, or output \NO" if H
is not the P4-structure of a block graph.
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(1) Construct the 2-section graph H = (V; E) of H with corresponding edge
multiplicities mH(x; y), xy2E.
(2) Classify the hyperedges of E according to Lemma 2.1;
if 9e2E satisfying none of conditions (i){(iv) of Lemma 2.1
then output NO and STOP.
(3) Compute the set M of all mid-edges of type 1-hyperedges and
determine the components of M .
(4) if all components of M are cliques then
if H is the P4-structure of some graph  2B
then output   else output NO;
STOP.
(5) if H is the P4-structure of some graph  2C [D
then output   and STOP.
(6) if now M contains two non-complete components
then output NO and STOP
else
let K be the non-complete component of M
if K is not a block graph
then output NO and STOP else set B :=K
(7) fnow H is not the P4-structure of a member in B [ C [Dg
for i := 0 to 2 do
Ri := ;; Bi :=B;
(7.1) for each r 2V − V (Bi) do
let Er be the set of all hyperedges e containing r, s.t. e − frgV (Bi);
if 9e2Er s.t. e − frg does not induce a P3 in Bi
then output NO and STOP else Ri :=Ri [ frg
(7.2) for each r 2Ri do
Determine the set Nr of neighbors of r in each e2Er;
if jNrj> 1 then
if Nr does not induce a complete subgraph of K
then output NO and STOP
else replace Nr by the block in K containing Nr;
B :=B [ frx: x2Nrg
(8) if V 6=V (B) then output NO and STOP
(9) compute B :=B [ fxy: 9z (z x; zy2B; x or y cut-vertex)g
(10) make all blocks of B complete to obtain a block graph  
(11) if H is not the P4-structure of   then output NO else output  .
Note that after determining of Bi; 06i62, the following relations hold:
B0 = K; Bi = Bi−1 [
[
r2Ri−1
frx: x2Nrg; i = 1; 2
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Fig. 5. A block graph G.
Fig. 6. Steps (7){(10) on the P4-structure of the graph in Fig. 5.





As an example, consider the P4-structure H of the graph G shown in Fig. 5. After
Step (6) we get M = K = K = B = f23; 34; 45g. Steps (7){(10) are illustrated in
Fig. 6.
4.1. Correctness
We now are going to discuss the correctness of our algorithm. First, because of
Lemmas 2.1, 2.5 and 2.8 steps (2), (4) and (6) are correct. Next, the following fact
is obvious from the construction and will often be used.
Fact 4.1. The graph (V (B); B) is always connected; after each step.
Subsequently, we will assume that the input hypergraphH=(V;E) is the P4-structure
of some block graph G =2B [ C [D.
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Fact 4.2. In step (7:1); e − frg must induce a P3 in B.
Proof. Recall that B is connected. Now if r is not an end-point of the P4 in G induced
by e, then r and its two non-adjacent neighbors in V (B)\ e would lie in a non-complete
block of the subgraph of G induced by V (B) [ frg; we get a contradiction.
Fact 4.3. Step (7:2) is correct.
Proof. If Nr consists of more than one vertex, it induces a complete subgraph of K by
Proposition 3.3. As K is a block graph (Lemma 2.8(ii)), Nr is contained in a unique
block A of K. Since K[frg must induce a block graph, all vertices of A are indeed
neighbors of r.
We now describe how to compute Nr . Write Er = Xr [ Yr , where Xr contains hy-
peredges of type 3 only. By Proposition 3.1, the neighbors of r in e2Yr can be
determined. Thus there is no problem in case Xr = ;. In case jXrj>1 and jYrj>1, or
jXrj>2, Nr can be determined by Proposition 3.3.
Finally, if Xr = feg and Yr = ;, then e is of type 3, and it is the only hyperedge
containing r, and e − frg induces a P3 in B. Since H is not the P4-structure of a
member in B[C[D, Lemma 3.8 says that we can determine the correct neighbor of
r in e by one of the Propositions 3.4{3.7.
Fact 4.4. If r =2V (K) is adjacent to a vertex in V (K); then there is an induced path
P4 rabcB1; such that ab2K and abcBi; r 2Ri for some i2f0; 1g.
Proof. As K and G are block graphs, the neighbors of r in K must induce a complete
subgraph. As K is non-complete, there exists an edge ab2K such that r and a are
adjacent but r and b are not. Also, there exists an edge bc2K such that c is not
adjacent to a, or else there exists an edge ad2K such that d is not adjacent to b.
In the rst case, rabc is a P4 with a P3 abc in K, hence r 2R0. In the second case,
let c be a neighbor of b not adjacent to a (c exists because b2V (K) is a cut-vertex.)
Then cbad is a P4, therefore cb belongs to B1. Now, rabc is a P4 with a P3 abc in B1
and a2Nr \ V (K), hence r 2R1 whenever r =2R0.
Fact 4.5. Step (8) is correct: V = V (B) after step (7).
Proof. Consider a vertex r =2V (K). Assuming G =2B by Lemma 2.8(i) we have two
cases. First, if r is adjacent to a vertex in V (K), then r 2R0 [R1 by Fact 4.4. Second,
if r is not adjacent to any vertex in V (K), then there exists an edge rs, s =2V (K) but
adjacent to some vertex in V (K). By Fact 4.4 again, there exists a P4 sabc in B1. So,
if r is not already in R1, r must then belong to R2 because rsab is a P4 with a P3 sab
in B1 and as s =2V (K), Nr = fsg (see Fact 4.3). In any case, r 2V (B) and Fact 4.5 is
proved.
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Fact 4.6. After step (8) for all edges xy2E(G) − B; there exists a cut-vertex z of
G such that z x; zy are edges in B.
Proof. If x; y2V (K), the conclusion follows from Proposition 2.7. Suppose x =2V (K);
y2V (K). By Fact 4.4, there exists a P4 xabc in B1 such that ab2K. If a and y are
non-adjacent, then yxab is a P4 (note that by =2E(G) since G is a block graph) and
xy would belong to B, a contradiction. Thus ay is an edge of G, hence ay2K by
Lemma 2.8(ii) and we are done by setting z := a.
It remains the case when x; y =2V (K). Let A be the block of G containing the edge
xy. If A \ K 6= ;, then clearly x and y are adjacent to some vertex in V (K) and all
neighbors of x in V (K) are also neighbors of y, and vice versa. As above, we get a
vertex z := a from Fact 4.4 as claimed. If A \ K = ;, then by Lemma 2.8(i), x and
y have a common neighbor z =2V (K), z adjacent to a vertex in V (K). Using Fact 4.4
again, we get z x; zy2B.
Note that in any case, z is a cut-vertex of G.
Fact 4.7. After step (8); G and B have the same set of cut-vertices.
Proof. By Facts 4.1 and 4.5, B is a connected, spanning subgraph of G, hence each
cut-vertex of G is also a cut-vertex of B. Consider a cut-vertex x of B, and let V (G)=
V (B) = V 0 [ V 00; V 0 \ V 00 = fxg and such that no edge between V 0 − x and V 00 − x
belongs to B. If no vertex in V 0− x is adjacent to a vertex in V 00− x, then x is clearly
a cut-vertex of G, too. If there exists an edge connecting a vertex a2V 0 − x and a
vertex b2V 00 − x, then by Fact 4.6 there exists a cut-vertex z of G such that za and
zb are edges of B. This is only possible when z = x, and so z = x is a cut-vertex of
G.
Fact 4.8. After step (10);
B = E(G)− fxy: x; y both not cut-vertices of Gg:
Proof. By the construction, the edges xy2E(G) with x; y both not cut-vertices cannot
belong to B. Consider the edges xy2E(G) of the right-hand side; that is x or y is
a cut-vertex of G, hence of B. If xy does not belong to B, then by Fact 4.6 there
exists a vertex z such that z x; zy are edges in B. By denition of B, xy must belong
to B. Thus the right-hand side of the equation stated in Fact 4.8 is contained in the
left-hand side. For the other inclusion, consider the edges xy2B−B. Then x or y is
a cut-vertex of B (hence of G by Fact 4.7) and x and y have a common neighbor z
in B (by Fact 4.6), and fx; y; zg does not belong to any e2E. This is exactly the case
when xy is an edge of G.
Finally, the correctness of step (11) will be proved in the following:
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Fact 4.9.   is a spanning subgraph of G and
E( ) = E(G)− fxy: x; y are end-vertices in a common endblock of Gg:
In particular;   is a block graph and has H as its P4-structure.
Proof. Consider a non-endblock A of G; and let C A be the set of cut-vertices in A.
Set
D := fxy: x2C; y2A− Cg [ E(C):
By Fact 4.8,
DB:
Since jCj>2, D therefore forms a 2-connected subgraph in B. Since V (D) = V (A)
and A is a block of G, D is indeed a block of B. If we make D complete (that is,
connect every y2A−C to every y0 2A−C; y 6=y0 by an edge), we obtain the block
A. Thus,   contains all non-endblocks of G.
Consider an endblock A of G, and let a2A be the cut-vertex in A. By Fact 4.8,
the edges ax; x2A − fag belong to B and the edges xx0, x 6= x0 2A − fag do not.
Hence the edges ax; x2A− fag are (complete) endblocks in  . Thus we have shown
the equation stated in Fact 4.9.
Since G is a block graph,   is clearly a block graph, too. Moreover, because no P4
in G contains an edge xy such that x and y are end-vertices in G,   and G have the
same P4-structure, namely H.
Note that step (11) is indeed necessary and cannot be omitted.
4.2. Running time
Most parts in discussing the time complexity of the algorithm are similar to the
case of trees and can be seen in [2]. However, the most time-consuming part of the
algorithm lies in computing B. Clearly, there are at most O(jV j3) triples of vertices
that are possible candidates for extending B to B. For each possible triple, at most
O(jEj) time is needed for the decision whether or not that triple is indeed a candidate.
This trivial estimate yields O(jV j3  jEj) as the total running time of the algorithm.
To summarize the discussion we shall give the main result of this paper in the
following
Theorem 4.10. A 4-uniform hypergraph H = (V;E) is the P4-structure of a block
graph if and only if the output graph   of the algorithm Check-P4-Structure has
the P4 -structure H. Check-P4-Structure runs in O(jV j3  jEj) time.
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