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Abstract
The Bézier simplex fitting is a novel data modeling technique which exploits
geometric structures of data to approximate the Pareto front of multi-objective
optimization problems. There are two fitting methods based on different sampling
strategies. The inductive skeleton fitting employs a stratified subsampling from each
skeleton of a simplex, whereas the all-at-once fitting uses a non-stratified sampling
which treats a simplex as a whole. In this paper, we analyze the asymptotic risks of
those Bézier simplex fitting methods and derive the optimal subsample ratio for
the inductive skeleton fitting. It is shown that the inductive skeleton fitting with
the optimal ratio has a smaller risk when the degree of a Bézier simplex is less
than three. Those results are verified numerically under small to moderate sample
sizes. In addition, we provide two complementary applications of our theory: a
generalized location problem and a multi-objective hyper-parameter tuning of the
group lasso. The former can be represented by a Bézier simplex of degree two
where the inductive skeleton fitting outperforms. The latter can be represented by a
Bézier simplex of degree three where the all-at-once fitting gets an advantage.
1 Introduction
Given functions f1, . . . , fM : X → R on a subset X of the Euclidean space RN , consider the
multi-objective optimization problem
minimize f(x) := (f1(x), . . . , fM (x)) subject to x ∈ X(⊆ RN )
with respect to the Pareto ordering: x ≺ y def⇐=⇒ ∀i [fi(x) ≤ fi(y)] ∧ ∃j [fj(x) < fj(y)]. The goal is
to find the Pareto set and its image, called the Pareto front, which are denoted by
X∗(f) := { x ∈ X | ∀y ∈ X [y 6≺ x] } and f(X∗(f)) := { f(x) ∈ RM ∣∣ x ∈ X∗(f) } ,
respectively. Since most numerical optimization approaches give a finite number of points as an
approximation of those objects (e.g., goal programming [18, 4], evolutionary computation [2, 26, 3],
homotopy methods [12, 8], Bayesian optimization [11, 24]), the complete shapes of them are usually
not revealed. To amplify the knowledge extracted from their point approximations, we consider in
this paper a fitting problem of the Pareto set and front.
It is known that those objects often have skeleton structures that can be used to enhance fitting
accuracy. An M -objective problem is simplicial if the Pareto set and front are homeomorphic to an
(M − 1)-dimensional simplex and each (m− 1)-dimensional subsimplex corresponds to the Pareto
set of an m-objective subproblem for all 0 ≤ m ≤M (see [6] for precise definition and examples).
There are a lot of practical problems being simplicial: location problems [15] and a phenotypic
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divergence model in evolutionary biology [19] are shown to be simplicial, and an airplane design [17]
and a hydrologic modeling [23] hold numerical solutions which imply those problems are simplicial.
The Pareto set and front of any simplicial problem can be approximated with arbitrary accuracy by a
Bézier simplex of an appropriate degree [14]. There are two fitting algorithms for Bézier simplices:
the all-at-once fitting is a naïve extension of Borges-Pastva algorithm for Bézier curves [1], and the
inductive skeleton fitting [14] exploits the skeleton structure of simplicial problems discussed above.
An important problem class which is (generically) simplicial is the strongly convex problem. It has
been shown that many practical problems can be considered as strongly convex via appropriate trans-
formations preserving the essential problem structure, i.e., the Pareto ordering and the topology [6].
For example, the multi-objective location problem [15] can be strongly convex by squaring each
objective function. The resulting problem has a Pareto front that can be represented by a Bézier
simplex of degree two [6]. As we will show in this paper, the group lasso [25] can be reformulated
as a simplicial problem. It has a cubic Pareto front that requires a Bézier simplex of degree three.
The same transformation can be applied to a broad range of sparse learning methods, including the
(original) lasso [20], the fused lasso [21], the smooth lasso [10], and the elastic net [27]. Since the
required degree is problem-dependent, we need to understand the performance of the two Bézier
simplex fittings with respect to the degree.
In this paper, we study the asymptotic risk of the two fitting methods of the Bézier simplex: the
all-at-once fitting and the inductive skeleton fitting, and compare their performance with respect to
the degree.
Our contributions are as follows:
• We have evaluated the asymptotic `2-risk, as the sample size tends to infinity, of two Bézier
simplex fitting methods: the all-at-once fitting and the inductive skeleton fitting.
• In terms of minimizing the asymptotic risk, we have derived the optimal ratio of subsample
sizes for the inductive skeleton fitting.
• We have shown when the inductive skeleton fitting with optimal ratio outperforms the
all-at-once fitting when the degree of a Bézier simplex is two, whereas the all-at-once has an
advantage at degree three.
• We have demonstrated that the location problem and the group lasso are transformed into
strongly convex problems, and their Pareto fronts are approximated by a Bézier simplex,
which numerically verifies the asymptotic results.
The rest of this paper is organized as follows: Section 2 describes the problem definition. Section 3
analyzes the asymptotic risks of the all-at-once fitting and the all-at-once fitting. For the inductive
skeleton fitting, the optimal subsample ratio in terms of minimizing the risk is derived. Those analyses
are verified in Section 4 via numerical experiments. Section 5 concludes the paper and addresses
future work.
2 Problem definition
Let M be a non-negative integer. The standard (M − 1)-simplex is defined by
∆M−1 =
{
(w1, . . . , wM ) ∈ RM
∣∣∣∣∣
M∑
m=1
wm = 1, wm ≥ 0
}
.
For an index set I ⊆ { 1, . . . ,M }, we define the I-subsimplex of ∆M−1 by ∆I =
{ (w1, . . . , wM ) ∈ ∆M−1 | wm = 0 (m 6∈ I) }. For an integer 0 ≤ m ≤ M , the (m − 1)-skeleton
of ∆M−1 is defined by
∆(m−1) =
⋃
I⊆{ 1,...,M } s.t. |I|=m
∆M−1I .
2.1 Bézier simplex and its fitting methods
LetN be the set of non-negative integers (including zero!) andM,D ∈ N. We denote a simplex lattice
by NMD := { (d1, . . . , dM ) ∈ NM |
∑M
m=1 dm = D }. Given the control points pd ∈ RL (d ∈ NMD ),
2
an (M − 1)-Bézier simplex of degree D is a mapping b(t) : ∆M−1 → RL defined by
b(t) :=
∑
d∈NMD
(
D
d
)
tdpd (1)
where
(
D
d
)
:= D!d1!d2!···dM ! , and for each t := (t1, . . . , tM ) ∈ RM and d := (d1, . . . , dM ) ∈ NM , td
is a monomial td11 t
d2
2 · · · tdMM .
Kobayashi et al. [14] proposed two Bézier simplex fitting algorithms: the all-at-once fitting and the
inductive skeleton fitting. They are different in not only fitting algorithm but also sampling strategy.
The all-at-once fitting requires a training set SN := { (tn,xn) ∈ ∆M−1 × RL | n = 1, . . . , N }
and adjusts all control points at once by minimizing the ordinary least square loss:
1
N
∑N
n=1
∥∥∥xn − b(t(m)n )∥∥∥2.
The inductive skeleton fitting, on the other hand, requires skeleton-wise sampled training sets
SN(m) := { (t(m)n ,x(m)n ) ∈ ∆(m) × RL | n = 1, . . . , N (m) } (m = 0, . . . ,M − 1). It also divides
control points as p(m)d such that d has m+ 1 non-zero elements. Such p
(m)
d determine m-skeleton of
a Bézier simplex. The inductive skeleton fitting inductively adjusts p(m)d from m = 0 to M − 1 by
minimizing the ordinary least square loss of the m-skeleton 1
N(m)
∑N(m)
n=1
∥∥∥x(m)n − b(tn)∥∥∥2.
2.2 The `2-risk
The fitting problem considered in this paper is as follows. The sample is taken from an unknown Bézier
simplex b(t) : ∆M−1 → RL with additive Gaussian noise ε ∼ N(0, σ2I), that is, x = b(t) + ε.
For the all-at-once fitting, SN = { (tn,xn) } follows the uniform distribution on the domain of
the Bézier simplex: tn ∼ U(∆M−1) and xn = b(tn) + εn. For the inductive skeleton fitting,
SN(m) = { (t(m)n ,x(m)n ) } follows the uniform distribution on the m-skeleton of the domain of the
Bézier simplex: t(m)n ∼ U(∆(m)) and x(m)n = b(t(m)n ) + ε(m)n . A Bézier simplex estimated from SN
is denoted by bˆ(t|SN ). For both method, we asymptotically evaluate the `2-risk below as N →∞.
RN := ESN
[
Et∼U(∆M−1)
∥∥∥b(t)− bˆ(t|SN )∥∥∥2] . (2)
Here, we put SN = SN(0) ∪ · · · ∪ SN(M−1) for the inductive skeleton fitting.
3 Asymptotic risk of Bézier simplex fitting
To calculate the risk of each fitting scheme, let us first focus on the fact: the summation/subtraction
of two Bézier simplices is also Bézier simplex. In the definition (4), we have b(t)− bˆ(t|SN ) which
measures the difference between the target Bézier simplex and the model Bézier simplex. By using
the above fact, b(t)− bˆ(t|SN ) is also Bézier simplex. Let us call its control point as p′, and consider
the following matrix,
P =

(p′1)1 (p
′
1)2 · · · (p′1)L
(p′2)1 (p
′
2)2 · · · (p′2)L
...
...
. . .
...
(p′|NMD |)1 (p
′
|NMD |)2 · · · (p
′
|NMD |)L
 , (3)
where (pA)l means the l-th component of the A-th control point vector pA. The asymptotic rick can
be calculated by the following theorem.
Theorem 1 The risk of the Bézier simplex fitting can be represented by
RN =
∑
dA,dB∈NMD
ΣABESN
[
(PP>)AB
]
, (4)
3
where the matrix Σ is defined by
ΣAB =
(2D)!(M − 1)!
(2D +M − 1)!
(
D
dA
)(
D
dB
)(
2D
dA + dB
)−1
(5)
The proof is provided in the supplementary materials (Appendix A). Once the set of parameters of the
system, including the simplex dimension M , degree of the Bésier simplex D, the dimension of the
target data L, the amplitude of the noise σ, is fixed, the equation (4) says that the asymptotic value of
this risk function depends only on how we choose the matrix P . We calculate the asymptotic form of
the risk (4) with P determined from the all-at-once (AAO) fitting and the inductive-skeleton (ISK)
fitting. We call them PAAO and PISK respectively.
3.1 All-at-once fitting
Samples and determined control points Let us recall the sample SN consists of elements
(tn,xn) ∈ ∆M−1 × RL with xn = b(tn) + εn and tn ∼ U(∆M−1), εn ∼ N(0, σ2I) for
n = 1, . . . , N . The matrix PAAO is determined by minimization of the OLS error below
1
N
N∑
n=1
∥∥∥xn − bˆ(tn)∥∥∥2 = 1
N
‖ZP + Y ‖2F , (6)
where ‖·‖F means the Frobenius norm and zn = [a vector with component
(
D
d
)
tdn (d ∈ NMD )] ∈
R|NMD |, Z = [z1z2 · · · zN ]> ∈ RN×|N
M
D |, Y = [ε1ε2 · · · εN ]> ∈ RN×L. In this notation, the
optimum takes well known form: PAAO = −
(
Z>Z
)−1
Z>Y . Note that the regularity of the
matrix Z>Z is guaranteed by taking a sufficiently large number of samples SN , or more precisely
{ tn }n=1,...,N .
Calculation of the asymptotics To calculate the risk asymptotics (4) in the all-at-once fitting, we
need to calculate asymptotic values of expectation values of the matrix PAAOP>AAO over SN . The
first observation is that the contribution from the noise matrix Y is only located at the middle of the
sequence of matrix product PAAOP>AAO =
(
Z>Z
)−1
Z>Y Y >Z
(
Z>Z
)−1
. If Y Y > ∝ 1N , the
calculation reduces very simple form. In fact, we can perform it by decomposing ESN to EtnEεn .
After taking expectation value Eεn , we get
ESN
[
PAAOP
>
AAO
]
= σ2L · Etn
[(
Z>Z
)−1]
. (7)
The prefactor σ2L results from taking expectation over the noise. Here, L is the dimension of the
space control points lived in. Now, the only remaining task is the estimation of the asymptotic
behavior of the matrix (Z>Z). A key observation is that each element of this matrix is an average
over the samples tn:
1
N
(
Z>Z
)
AB
=
(
D
dA
)(
D
dB
) N∑
n=1
1
N
tdA+dBn . (8)
In fact, it converges to the matrix ΣAB defined in (5) as N → ∞. Therefore, by using the law of
large numbers, we can get
(
Z>Z
)
AB
p→ NΣAB . To substitute it to (7), we need to guarantee ΣAB
has the inverse matrix, i.e.
Theorem 2 For any D,M , the matrix ΣAB in (5) is non-singular.
The proof is given in the supplementary materials (Appendix C). Just by replacing (ZTZ) to NΣ,
we arrive at the asymptotic form of the risk. In addition to it, we can further simplify the result by
using:
∑
AB ΣABΣ
−1
AB = D+M−1CD, which is relatively easy to show (see Appendix B in the
supplementary materials).
In summary, our formula for the asymptotic form of the risk for the all-at-once fitting is
RN
p→ σ
2L
N
∑
A,B
ΣABΣ
−1
AB =
σ2L
N
D+M−1CD as N →∞. (9)
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3.2 Inductive skeleton fitting
Before showing the asymptotic form of the risk for the inductive skeleton fitting, it would be better to
introduce some notations here. To treat subsimplices of the simplex ∆M−1, it is useful to notice that
there is a one-to-one correspondence between a subsimplex and M -dimensional binary vector:
a subsimplex of ∆M−1 ⇐⇒ I = [I1, I2, . . . , IM ], Ii ∈ { 0, 1 } , I 6= 0. (10)
In this notation, ∆M−1 itself is identified to [1, 1, . . . , 1]. The sum |I| = ∑i=1,2,...,M Ii provides the
dimension + 1 of the corresponding subsimplex. We call a subsimplex indexed by I as ∆I from now
on. In addition, it is useful to define notation for the set of all (m− 1)-dimensional subsimplices:
(m) = all (m)-dimensional subsimplices of ∆M−1 = ∪|I|=m+1∆I , (11)
and we call corresponding control point submatrices as P (m).
Samples and determined control points In this notation, we can state that the inductive skele-
ton fitting is an inductive procedure of determining control points matrices P (m) from low
m = 0, 1, . . . ,M − 1. Suppose all {P (k) }k<m are already fixed and the samples on ∪|I|=m∆I ,
SN(m) = { (t(m)1 ,x(m)1 ), . . . , (t(m)N(m) ,x
(m)
N(m)
) } are provided from t(m)n ∼ U(∪|I|=m+1∆I). The
m-th submatrix P (m) is determined by minimizing the OLS error
1
N (m)
N(m)∑
n=1
∥∥∥x(m)n − bˆ(t(m)n )∥∥∥2 (12)
Note that there is no need to take any control point on ∆J with |J | > m into account because
each t(m)n is on ∆I with |I| = m + 1 and there is no contribution to bˆ(t(m)n ) from such higher
dimensional control point. In addition, we regard lower dimensional control points already fixed, so
the net objective control points are ones included in P (m). By repeating similar procedure done in
the all-at-once fitting, we can conclude P (m) is determined as
P
(m)
OLS = −[(Z(m))>Z(m)]−1(Z(m))>
(
Y (m) +
∑
k<m
Z(m)[k]P
(k)
OLS
)
(13)
where z(m)[k]n =
[
a vector with component (z(m)n )d
(k)
]
, Z(m)[k] =
[
z
(m)[k]
1 z
(m)[k]
2 · · · z(m)[k]N(m)
]>
,
Y (m) =
[
ε
(m)
1 ε
(m)
2 · · · ε(m)N(m)
]>
.
Calculation of the asymptotics We get PISKPISK> = ⊕M−1i,j=0P (i)OLS(P (j)OLS)> which we need to
compute the risk (4). As one might notice, the risk for the inductive-skeleton fitting depends on each
number of (m)-dimensional subsamples N (m). We will determine the best combination of N (m)
constrained on
∑
mN
(m) = N later. Here, we treat the risk depending not N but every N (m) and
call it as RN(0),N(1),...,N(M−1) . To calculate ESN [PISKP>ISK ], we again take expectation over noise.
Thanks to E[Y (m)(Y (n))>] = σ2L1N(m) or 0 depending on m = n or not, and the central limit
with respect to zn, one can get
ESN
[
P
(i)
OLS(P
(j)
OLS)
>
]
p→ σ2L
∑
m≤i
m≤j
∑
m≤k1<···<k♥<i
m≤l1<···<l♠<j
(−1)♥+♠
N (m)
Λ(i)Λ
(i)[k♥]Λ(k♥) · · ·Λ(k1)[m]Λ(m)Λ[m](l1) · · ·Λ(l♠)Λ[l♠](j)Λ(j)
(14)
after substituting the recursive formula (13) repeatedly, where
(Λ(m)[k])d(m)d(k) =
(m− 1)!
MCm
(
D
d(m)
)(
D
d(k)
) ∑
|I|=m
δI,(d(m)+d(k))01
∏
Ii=1
(d(m) + d(k))i!
[
∑
Ii=1
(d(m) + d(k))i +m− 1]! ,
Λ[k](m) = Λ(m)[k], Λ(m) = (Λ
(m)[m])−1 (15)
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and
δI,(d(m)+d(k))01 =
{
1 (I = (d(m) + d(k))01)
0 otherwise (16)
For the complete derivation, see Appendix D in the supplementary materials. We stop here and leave
to get a closed formula for the asymptotics of the risk on inductive-skeleton fitting as future work.
Instead, we calculate the asymptotic risk numerically by using (4) and (14) and obtain Table 1.
Table 1: Numerically computed asymptotic risks of the inductive skeleton fitting (M : dimension of
Bézier simplex, D: degree of Bézier simplex, N (m): sample size of (m)-skeleton).
RN(0),N(1),... D = 2 D = 3
M = 2 1.0/N (1) + 0.5/N (0) 2.0/N (1) + 0.2666/N (0)
M = 3 3.0/N (1) + 0.375/N (0) 1.0/N (2) + 3.535/N (1) + 0.1464/N (0)
M = 4 5.142/N (1) + 0.4571/N (0) 5.333/N (2) + 4.714/N (1) + 0.1650/N (0)
M = 5 7.142/N (1) + 0.625/N (0) 13.33/N (2) + 6.666/N (1) + 0.2083/N (0)
M = 6 8.928/N (1) + 0.8214/N (0) 24.24/N (2) + 9.740/N (1) + 0.2575/N (0)
M = 7 10.5/N (1) + 1.020/N (0) 37.12/N (2) + 13.84/N (1) + 0.3119/N (0)
M = 8 11.87/N (1) + 1.212/N (0) 51.17/N (2) + 18.73/N (1) + 0.3723/N (0)
3.3 All-at-once vs Inductive skeleton
Table 1 tells the risk of the inductive skeleton fitting depends on subsample sizes N (m). Given total
sample size N , we can minimize the risk by finding the optimally-decoupled subsample sizes:
RN := min
N(0),...,N(M−1)
{
RN(0),...,N(M−1)
}
subject to
M−1∑
m=0
N (m) = N. (17)
We calculated optimal risks for all cases shown in Table 1 and compared them to the risks of the
all-at-once fitting. Table 2 shows the results.
Table 2: Comparison of asymptotic risks of the all-at-once RAAON vs the inductive skeleton with the
optimal subsample ratio RISKN (M : dimension of Bézier simplex, D: degree of Bézier simplex, N :
sample size). The winner is shown in bold.
D = 2 D = 3
RAAON R
ISK
N R
AAO
N R
ISK
N
M = 2 3.0/N 2.91421/N 4.0/N 3.72726/N
M = 3 6.0/N 5.49632/N 10.0/N 10.6472/N
M = 4 10.0/N 8.66660/N 20.0/N 23.8821/N
M = 5 15.0/N 11.9936/N 35.0/N 44.7548/N
M = 6 21.0/N 15.1663/N 56.0/N 73.1387/N
M = 7 28.0/N 18.0687/N 84.0/N 107.570/N
M = 8 36.0/N 20.6799/N 120.0/N 146.206/N
As one can see, the optimum inductive skeleton fitting outperforms the all-at-once fitting in D = 2,
but it is not always correct in D = 3. On D = 2, in fact, we can show that the minimum value of the
inductive skeleton always less than the asymptotic risk of the corresponding all-at-one fitting.
4 Numerical examples
We examine the empirical performances of the all-at-once fitting and the inductive skeleton fitting
and verify the asymptotic risks derived in Sections 3.1 and 3.2 over synthetic instances and multi-
objective optimization instances. Experiment programs were implemented in Python 3.7.1 and run on
a Windows 7 PC with an Intel Core i7-4790CPU (3.60 GHz) and 16 GB RAM. All experiments are
reproducible by the source code and dependent libraries provided in the supplementary materials.
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4.1 Synthetic instances
To verify the asymptotic risks derived in Sections 3.1 and 3.2, we consider the fitting problem where
the true Bézier simplex b(t) (t ∈ ∆M−1) is an (M − 1)-dimensional unit simplex on RL, and
randomly generate N training points { (tn,xn) }Nn=1 as xn = b(tn) +εn (εn ∼ N(0, 0.12I)). This
synthetic instance is parameterized by a tuple (L,M,N). The detailed data generation processes are
shown in the supplementary materials (Appendix E).
In this experiment, we estimated the Bézier simplex with degree D = 2 and 3, and compared the
following three fitting methods:
all-at-once the all-at-once fitting (Section 3.1);
inductive skeleton (non-optimal) the inductive skeleton fitting (Section 3.2) with N (0) = · · · =
N (M−1) = N/M , which does not provide the optimal value of the risk Table 1;
inductive skeleton (optimal) the inductive skeleton fitting (Section 3.2) where N (0), . . . , N (M−1)
are determined by minimizing the risk Table 1 under the constraints
∑M−1
m=0 N
(m) = N and
N (m) ≥ 0 (m = 0, . . . ,M − 1). The actual sample size N (m) for each (D,M) are shown
in Appendix E (Table 4).
When we calculated an approximation of the expected risk for each method, we randomly chose
other 10000 parameters { tˆn }10000n=1 from U(∆M−1) as a test set and measured the mean squared
error, MSE := 110000
∑10000
n=1
∥∥∥b(tˆn)− bˆ(tˆn)∥∥∥2, where bˆ is the estimated Bézier simplex. We ran 20
trials and measured MSEs for each (L,M,N) with D ∈ { 2, 3 }.
Owing to space limitations, we only present typical results here. The remaining results are provided
in the supplementary materials (Appendix E). Figure 1 shows box plots of MSEs over 20 trials and
our theoretical risks (4) and Table 1 for each N ∈ { 250, 500, 1000, 2000 } with (L,M) = (100, 8)
and D ∈ { 2, 3 }. We observe that these figures empirically show that our theoretical risks are correct
for both D = 2 and 3, and the gap between the actual MSEs and the risks are sufficiently small at
N = 1000. For both D = 2 and 3, the inductive skeleton (optimal) always achieved lower MSEs than
that of the inductive skeleton (non-optimal). This result suggests the efficiency of minimizing the risk
(Table 2) with respect to the sample size of each dimension. In addition, the inductive skeleton fitting
(optimal) also outperformed the all-at-once fitting in the case of D = 2. This result also supports the
discussion described in Section 3.3.
250 500 1000 2000
N
10
2
10
1
M
S
E
Inductive skelton (optimal)
Risk of inductive skeleton (optimal)
Inductive skelton (non-optimal)
Risk of inductive skeleton (non-optimal)
All-at-once
Risk of all-at-once
(a) D=2
250 500 1000 2000
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1
10
0
10
1
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2
10
3
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4
M
S
E
Inductive skelton (optimal)
Risk of inductive skeleton (optimal)
Inductive skelton (non-optimal)
Risk of inductive skeleton (non-optimal)
All-at-once
Risk of all-at-once
(b) D=3
Figure 1: Sample size N vs. MSE with (L,M) = (100, 8) (boxplots over 20 trials and theoretical
risks).
4.2 Multi-objective optimization instances
To investigate our results practically, we provide two complementary multi-objective optimization
problem instances: a generalized location problem called MED [9, 7] and a multi-objective hyper-
parameter tuning of the group lasso [25] on the Birthwt dataset [13, 22]. Both of them are strongly
convex three-objective optimization problems and we consider fitting their two-dimensional (that
is M = L = 3) Pareto fronts by a Bézier simplex with degree D = 2 and 3. For the location
problem, its Pareto front can be represented by a Bézier simplex with degree D = 2. For the group
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lasso, on the other hand, the Pareto front cannot be represented with degree D = 2 but D = 3 (see
Appendix E.2.3). The detailed description of each problem is shown in Appendix E.
As we conducted in the previous experiments, we generated a training set and a test set on a Pareto
front randomly then fitted a Bézier simplex to the training set and evaluated the MSE between the
estimated Bézier simplex and the test set. We chose the number of training points to N = 50 and 100.
With regard to the test set, the number of sample points is 10000 and 1000 for the location problem
and the group lasso respectively. We repeated experiments 20 times for each (D,N).
For each problem instance and method, the average and the standard deviation of the MSE are shown
in Table 3. In Table 3, we highlighted the best score of MSE out of all-at-once fitting and inductive
skeleton fitting (optimal) and added the results of one-sided Student’s t-test with significance level
0.05.
Table 3: MSE (avg. ± s.d. over 20 trials) for the location problem and the group lasso. The winners
with significance level p < 0.05 are shown in bold.
(a) Location problem
D N All-at-once Inductive-skeleton (optimal)
2 50 2.855e-04± 2.114e-05 2.691e-04± 8.541e-06
100 2.660e-04± 1.227e-05 2.608e-04± 5.946e-06
3 50 3.596e-04± 7.935e-05 3.269e-04± 3.969e-05
100 2.810e-04± 1.569e-05 2.796e-04± 1.478e-05
(b) Group lasso
D N All-at-once Inductive-skeleton (optimal)
2 50 1.041e-04± 1.614e-05 4.966e-04± 1.848e-05
100 8.949e-05± 6.083e-06 5.020e-04± 1.276e-05
3 50 4.354e-05± 1.526e-05 1.206e-04± 9.440e-06
100 3.231e-05± 8.058e-06 1.141e-04± 8.200e-06
Since the Pareto front of the location problem can be represented by a Bézier simplex of D = 2 and
3, we expected that the experimental results agree with our analysis discussed in Section 3.3. In fact,
Table 3a shows that the inductive skeleton (optimal) outperformed for D = 2, which is consistent
with our analysis. For D = 3, the difference of MSEs is not significant. Table 2 suggests that the
difference of the risks between the two methods is very small for (D,M) = (3, 3), and thus we did
not observe significant differences of MSEs for N = 50 and 100.
In case of the group lasso, on the other hand, Table 3b shows that the all-at-once was better for
both D = 2 and 3, and the differences are all significant. While our analysis assumes that the target
hypersurface to be fitted can be represented by a Bézier simplex, the Pareto front of the group lasso
cannot for D = 2 but for D = 3. Therefore, the results for D = 2 does not contradict to our analysis.
Moreover, the results for D = 3 that the all-at-once achieved better MSEs accords with our analysis.
From the above results, the validity of the analytic results is confirmed in practical situations.
5 Conclusion
In this paper, we have shown that the asymptotic `2-risk of the two Bézier simplex fitting methods
developed previously: the all-at-once fitting and the inductive skeleton fitting. From our risk analysis,
the optimal ratio of subsamples for the inductive skeleton fitting has been derived, which is useful for
design of experiments to maximize the goodness of fit. We have discussed that superiority between
the two fitting methods depends on the degree of a Bézier simplex to be fit: the inductive skeleton
fitting with optimally-decoupled subsamples outperforms for degree two whereas the all-at-once
fitting becomes the better for degree three, independent of the dimensionality of the Bézier simplex
and its ambient space. The above theoretical results have been confirmed via numerical experiments
under small to moderate sample sizes. We have demonstrated two applications of the analytic results
in multi-objective optimization: a generalized location problem and a hyper-parameter tuning of the
group lasso.
As a remark for future work, we point out two important cases which the current theory does not
cover. The first one is the case discussed in Section 4.2 that the true surface is not representable by a
model. The second one is presented in the literature [14]. When the parameters of a Bézier simplex
are not given in a sample and to be estimated as well as the control points, the inductive skeleton
fitting outperforms the all-at-once fitting even if the Bézier simplex is of degree three. We believe
that those cases would offer insightful examples to extend the scope of the theory.
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A Proof of Theorem 1
As we commented in the main body of the paper, we can regard b(t)− bˆ(t|SN ) as a new Bézier sim-
plex, and we call its control points as p′d. By using it, the riskRN = ESN
[
Et
[∥∥∥b(t)− bˆ(t|SN )∥∥∥2]]
can be rewritten as
RN = ESN
Et

∥∥∥∥∥∥
∑
d∈NMD
(
D
d
)
tdp′d
∥∥∥∥∥∥
2


= ESN
Et
 ∑
dA,dB∈NMD
(
D
dA
)(
D
dB
)
tdA+dA
(
p′dA · p′dB
)
=
∑
dA,dB∈NMD
(
D
dA
)(
D
dB
)
Et
[
tdA+dA
]
ESN
[(
p′dA · p′dB
)]
. (18)
The inner product in the expectation over SN is equivalent to
(
PP>
)
dAdB
where P is the control
point matrix defined in main body. So we need to massage the expectation over t ∼ U(∆M−1). To
do it, the following proposition is useful.
Proposition A.1 Suppose
∑M
i=1 qi = Q ∈ N and r ∈ R, then the following integral formula is
satisfied.
Iq(r) :=
(
M∏
i=1
∫ ∞
0
dtit
qi
i
)
δ
(
r −
M∑
i=1
ti
)
= rQ+M−1
Q!
(Q+M − 1)!
(
Q
q
)−1
, (19)
where δ(r) is the Dirac’s delta.
Proof One of the easiest proofs is done by making the use of the Laplace transform L and its inverse
L−1, i.e. the nature of Iq(r) = L−1 [L [Iq]] (r). First, the Laplace transform of Iq is
L[Iq](z) =
∫ ∞
0
dr e−zrIq(r) =
( M∏
i=1
∫ ∞
0
dtit
qi
i e
−zti
)
=
Q!
zQ+M
(
Q
q
)−1
. (20)
The inverse Laplace transform of a function f(z) is defined by picking up the residue, the coefficient
of 1/z, of e−zrf(z). One can calculate the residue of e−zrL[Iq](z) by expanding e−zr with respect
to z. It provides zQ+M−1rQ+M−1/(Q+M − 1)!, so we get
L−1[L[Iq]](r) = rQ+M−1 Q!
(Q+M − 1)!
(
Q
q
)−1
.
Now, let us get back to the proof of the theorem. The expectation value Et[f(t)] can be represented
by the following integral
Et[f(t)] = (M − 1)!
( M∏
i=1
∫ ∞
0
dti
)
δ
(
1−
M∑
i=1
ti
)
f(t)
The multiplication of (M − 1)! is necessary because we need Et[1] = 1. This is easily checked by
using the above proposition by taking qi = 0 for all i and r = 1. We can also calculate the value
Et[tdA+dB ] by using the proposition with r = 1 as
Et[tdA+dB ] =
(2D)!(M − 1)!
(2D +M − 1)!
(
2D
dA + dB
)−1
.
By substituting it to (18), we get what we want
RN =
∑
dA,dB∈NMD
(2D)!(M − 1)!
(2D +M − 1)!
(
D
dA
)(
D
dB
)(
2D
dA + dB
)−1
ESN
[
(PP>)dAdB
]
. (21)
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B Derivation of
∑N
i,j=1(A
−1 ◦ A)ij = N
Proposition B.1 Let A = (aij) be a regular matrix of size N . Then
N∑
i,j=1
(A−1 ◦A)ij = N,
where A ◦B is Hadamard product of A and B.
Proof Let A˜ be a cofactor matrix and Cij be a (i, j) minor of A.
N∑
i,j=1
(A−1 ◦A)ij =
N∑
i,j=1
(
1
det(A)
A˜ ◦A
)
ij
=
1
det(A)
N∑
i,j=1
(A˜ ◦A)ij
=
1
det(A)
N∑
i,j=1
aijCij
=
1
det(A)
N∑
i=1
N∑
j=1
aijCij
=
1
det(A)
N∑
i=1
det(A)
= N
C Proof of Theorem 2
Put
ΣdAdB :=
(2D)!(M − 1)!
(2D +M − 1)!
(
D
dA
)(
D
dB
)(
2D
dA + dB
)−1
. (22)
We prove Σ = (ΣAB) is a regular matrix by considering the representation of appropriate spaces. We
start to give some review on bilinear form.
Definition C.1 Let V be a real vector space. A map B : V × V → R is said to be bininear form if
for any u,v,w ∈ V and λ ∈ R,
•B(u+ v,w) = B(u+w) +B(v,w) and B(λu,v) = λB(u,v)
•B(u,v +w) = B(u+ v) +B(u,w) and B(u, λv) = λB(u,v)
holds. Moreover, a bilinear form B is called symmetric if B(u,v) = B(v,u) holds for any u,v ∈ V
Theorem C.1 Let V be an n-dimensional real vector space and { e1, . . . , en } be a basis of V . Let
B : V × V → R be a bilinear form. Put A = (B(ei, ej)). Then the map
B′ : V × V −→ R
∈ ∈
(u,v) 7−→ x>Ay
,
is a bilinear form which is equal to B, where u =
∑n
i=1 xiei and v =
∑n
i=1 yiei.
We call the matrix A the representation matrix of B with respect to a basis { e1, . . . , en } . By the
construction of A, we have the following proposition.
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Proposition C.1 Let V be an n-dimensional real vector space and B : V × V → R be a bilinear
form. Then the representation matrix of B with respect to a basis of V is a symmetric matrix if and
only if B is a symmetric bilinear form.
Theorem C.2 Σ is a regular matrix.
Proof Let VM,D is the vector space of the homogenous polynomials of degree D with M variables
x. We define the symmetric bilinear form by
L : VM,D × VM,D −→ R
∈ ∈
(P,Q) 7−→ ∫
∆
P (x)Q(x)dx
,
where ∆ =
{
x = (x1, . . . , xM ) ∈ RM
∣∣ xi > 0, x1 + · · ·+ xM = 1 }.
L is clearly symmetric and bilinear. Let
Z =
{
xdA
dA!
∣∣∣∣ dA = (d(1)A , . . . , d(M)A ) ∈ NM , d(1)A + · · ·+ d(M)A = D }
be a set of polynomials of degree D with M variables. Then Z is a basis of VM,D. We claim that the
representation matrix G of the symmetric bilinear form L with respect to Z is equal to Σ up to scalar
multiplication.
Claim 1 Let Σ, Z, L as above. Then the representation matrix of L with respect to Z is equal to
r · Σ for some r 6= 0 ∈ R.
Proof (Proof of Claim 1) We have
L
(
xdA
dA!
,
xdB
dB!
)
=
1
dA!dB!
∫
∆
xdA+dBdx
=
1
dA!dB!
Γ(d
(1)
A + d
(1)
B ) . . .Γ(d
(M)
A + d
(M)
B )
Γ(2D +M)
=
(dA + dB)!
dA!dB!
1
(2D +M − 1)!
=
1
(D!)2(M − 1)!
D!
dA!
D!
dB!
(
2D!
(dA + dB)!
)−1
(2D)!(M − 1)!
(2D +M − 1)!
=
1
(D!)2(M − 1)!ΣdAdB .
Hence, the claim holds.
Since G is a symmetric matrix, G is diagonalizable. Hence, for some basis Z ′, the representation
matrix H of the symmetric bilinear form L with respect to Z ′ is a diagonal matrix. In this case, the
diagonal components of H is equal to the eigenvalues of G and is equal to L(P, P ) for some P ∈ Z ′.
Hence, for proving our theorem, it is enough to show that L(P, P ) is positive. To see the positivity of
L(P, P ), we claim the following.
Claim 2 Let P (x) be a homogenous polynomial of degree D with M variables. Put ∆ ={
x = (x1, . . . , xM ) ∈ RM
∣∣ xi > 0, x1 + · · ·+ xM = 1 }. Assume ∫∆ P (x)2dx = 0. Then
P (x) = 0.
Proof (Proof of Claim 2) Assume P (x) 6= 0. Since ∫
∆
P (x)2dx = 0, we see P (x) = 0 for any
x ∈ ∆. Since P (x) 6= 0, we have a point a = (a1, . . . , aM ) ∈ RM+ such that P (a) 6= 0. Put
λ =
∑
ai. Then, since P (x) is a homogeneous polynomial of degree D, we have
P (a) = λDP (
1
λ
a) 6= 0.
The non equality holds because
∑
1/λ · ai ∈ ∆.
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Since P is a nonzero polynomial, we have
(P, P ) =
∫
∆
P (x)2dx > 0
by Claim 2. Therefore, any eigenvalue of G is positive. This implies that Σ is a regular matrix.
D Complete derivation of the risk asymptotics in inductive skeleton fitting
Let us begin with how control points on (m− 1)-subsimplices from minimizing the OLS error
1
N (m)
N(m)∑
n=1
∥∥∥x(m)n − bˆ(t(m)n )∥∥∥2 . (23)
In this paper, we assume that sample xn always represented by sum of a certain Bésier simplex and
noise:
x(m)n = b(t
(m)
n ) + 
(m)
n , 
(m)
n ∼ N (0, σ2IL) (24)
all-at-once fitting All-at-once fitting in our paper can be regarded m = M case. In this case, we
omit the superscript (m = M) and consider minimization of
1
N
N∑
n=1
∥∥∥xn − bˆ(tn)∥∥∥2 = 1
N
N∑
n=1
∣∣∣∣∣∣b(tn)− bˆ(tn) + n∣∣∣∣∣∣2
=
1
N
N∑
n=1
∣∣∣∣∣∣ ∑
d∈NMD
(
D
d
)
tdnp
′
d + n
∣∣∣∣∣∣2
=
1
N
‖ZP + Y ‖2F , (25)
where the ‖·‖F means Frobenius norm of the matrix, and the optimum is determined as POLS =
−(Z>Z)−1Z>Y by using usual argument.
inductive skeleton fitting On the other hand, the above argument should be modified when we
consider the inductive skeleton fitting. First of all, we can reduce the problem to minimization of
1
N (m)
N(m)∑
n=1
∣∣∣∣∣∣ ∑
d∈NMD
(
D
d
)
(t(m)n )
dp′d + 
(m)
n
∣∣∣∣∣∣2. (26)
Note that t(m)n is on (m− 1)-subsimplices. It means that the vector
t(m)n = [(tn)1, (tn)2, . . . , (tn)M ] (27)
has (M −m) zero components. For example, if it is on a subsimplex labelled by
I = [1, 1, . . . , 1, 0, 0, . . . , 0], (28)
with m ones and (M −m) zeros, then t(m)n takes
t(m)n = [non-zero, non-zero, . . . , non-zero, 0, 0, . . . , 0]. (29)
As a result, there is no contribution from p′d which is not on the simplex because such point is labelled
by
d = [d1, d2, . . . , dm, non-zero, non-zero, . . . , non-zero] (30)
because
(t(m)n )
d = (non-zero)d11 (non-zero)
d2
2 . . . (non-zero)
dm
m (0)
non-zero(0)non-zero . . . (0)non-zero (31)
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vanishes inside the summation of (26). In summary, we should restrict range of the summation in (26)
as
1
N (m)
N(m)∑
n=1
∣∣∣∣∣∣ ∑
d∈(NMD )(m)
(
D
d
)
(t(m)n )
dp′d +
∑
k<m
∑
d∈(NMD )(k)
(
D
d
)
(t(m)n )
dp′d + 
(m)
n
∣∣∣∣∣∣2
=
1
N (m)
∥∥∥∥∥Z(m)P (m) + ∑
k<m
Z(m)[k]P (k) + Y (m)
∥∥∥∥∥
2
F
. (32)
In the inductive skeleton fitting, we regard all P (k<m) are already determined and fixed in the
optimization process of P (m), so the last 2 terms in (32) play a role of Y in all-at-once fitting, and
the optimal P (m) is determined as
P
(m)
OLS = −[(Z(m))>Z(m)]−1(Z(m))>
(
Y (m) +
∑
k<m
Z(m)[k]P
(k)
OLS
)
. (33)
To derive the asymptotics of the risk, we have to consider Esamples[PP>]. In the all-at-once fitting, it
is simple as explained in the main body of the paper. The key idea is calculating the expectation over
the noise Y first and making use of the law of large numbers. On the inductive skeleton fitting, we
take same strategy. Let us call the control point matrix P determined by the inductive skeleton fitting
as PISK. It decomposes to “direct sum” along row of the matrix as
PISK =

P
(1)
OLS
P
(2)
OLS
...
P
(M)
OLS
 . (34)
If the degree of the Bézier simplex is less than m, there may be no control point on (m + k)-
subsimplices. In such case, we regard P (m+k)OLS = 0. By using the decomposition, we can get the
“direct sum” of the matrix PISKP>ISK as follows.
PISKP
>
ISK =

P
(1)
OLS(P
(1)
OLS)
> P (1)OLS(P
(2)
OLS)
> · · · P (1)OLS(P (M)OLS )>
P
(2)
OLS(P
(1)
OLS)
> P (2)OLS(P
(2)
OLS)
> · · · P (2)OLS(P (M)OLS )>
...
...
...
P
(M)
OLS (P
(1)
OLS)
> P (M)OLS (P
(2)
OLS)
> · · · P (M)OLS (P (M)OLS )>
 . (35)
Therefore, to get the asymptotic form of the risk, it is sufficient to consider Esamples[P (i)OLS(P
(j)
OLS)
>]
for i, j = 1, 2, . . . ,M . To get a grasp of how it calculated, let us take (i, j) = (1, 1) and (i, j) = (2, 1)
here. First, (i, j) = (1, 1) is the simplest case because there is no lower-dimensional subsimplex. So
we do not need 2nd term in (33) and get
Esamples
[
P
(1)
OLS(P
(1)
OLS)
>
]
= Esamples
[[
− [(Z(1))>Z(1)]−1(Z(1))>Y (1)
][
− (Y (1))>Z(1)[(Z(1))>Z(1)]−1
]]
= Esamples
[
[(Z(1))>Z(1)]−1(Z(1))>EY (1)
[
Y (1)(Y (1))>
]
Z(1)[(Z(1))>Z(1)]−1
]
= Esamples
[
[(Z(1))>Z(1)]−1(Z(1))>
[
σ2L1N(1)
]
Z(1)[(Z(1))>Z(1)]−1
]
= σ2LEsamples
[
[(Z(1))>Z(1)]−1
]
. (36)
In fact, this simplification occurs in calculation with all-at-once fitting. So (i, j) = (1, 1) case is
in same situation of the calculation of the asymptotic risk of the all-at-once fitting. How about
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(i, j) = (2, 1)? This is also simple because we can reduce the calculation to lower-dimensional object
by using (33):
Esamples
[
P
(2)
OLS(P
(1)
OLS)
>
]
= Esamples
[[
− [(Z(2))>Z(2)]−1(Z(2))>
(
Y (2) +Z(2)[1]P
(1)
OLS
)]
(P
(1)
OLS)
>
]
= Esamples
[[
− [(Z(2))>Z(2)]−1(Z(2))>
(
EY (2) [Y (2)] +Z(2)[1]P
(1)
OLS
)]
(P
(1)
OLS)
>
]
= Esamples
[[
− [(Z(2))>Z(2)]−1(Z(2))>
(
[0] +Z(2)[1]P
(1)
OLS
)]
(P
(1)
OLS)
>
]
= −σ2LEsamples
[
[(Z(2))>Z(2)]−1[(Z(2))>Z(2)[1]][(Z(1))>Z(1)]−1
]
. (37)
With generic (i, j), we can perform same procedure.
Now, let us make next step. To calculate the asymptotic form, it is important to notice that the
following explicit forms are averages on sampling from t(m)n ∼ U(∪|I|=m∆I).
1
N (m)
(
(Z(m))>Z(m)[k]
)
dmdk
=
(
D
dm
)(
D
dk
)N(m)∑
n=1
1
N (m)
(t(m)n )
dm+dk (38)
1
N (m)
(
(Z(m))>Z(m)
)
dAdB
=
(
D
dA
)(
D
dB
)N(m)∑
n=1
1
N (m)
(t(m)n )
dA+dB (39)
By applying the law of large numbers, they converge to exact values of expectation:
(38)→
(
D
dm
)(
D
dk
)
Et(m)∼U(∪|I|=m∆I)[(t
(m))dm+dk ] (40)
(39)→
(
D
dA
)(
D
dB
)
Et(m)∼U(∪|I|=m∆I)[(t
(m))dA+dB ] (41)
To compute expectation values over U(∪|I|=m∆I), the next proposition is useful.
Proposition D.1
Et∼U(∪|I|=m∆I)[t
d(m)+d(k) ] =
(m− 1)!
MCm
∑
|I|=m
1I=(d(m)+d(k))01
∏
Ii=1
(d(m) + d(k))i!
[
∑
Ii=1
(d(m) + d(k))i +m− 1]! , (42)
where I = [I1, I2, . . . , IM ] represents vector with binary components, Ii ∈ { 0, 1 } and |I| =∑M
i=1 Ii.
Proof The expectation value with the uniform distribution on (m − 1)-subsimplices should be
expressed by integral
Et∼U(∪|I|=m∆I)[f(t)] = (const.)
∫ 1
0
( M∏
i=1
dti
)
f(t)
∑
|I|=m
δ
(
1−
∑
Ii=1
ti
) ∏
Ii=0
δ(ti) (43)
because it can be regarded integral over ∆M restricted to the set of subsimplices. The normalization
constant can be calculated by the integral f(t) = 1 inserted. In this situation, there is no special
direction on t, and all contributions from the sum
∑
|I|=m should be identical. Therefore, we do not
need to calculate all of them but just select one configuration I easy to calculate and multiply the
number of combination giving |I| = m, i.e. MCm. Let us take
I = [1, 1, . . . , 1︸ ︷︷ ︸
m
, 0, 0, . . . , 0] (44)
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then the integral reduces to ∫ 1
0
( m∏
i=1
dti
)
δ
(
1−
m∑
i=1
ti
)
=
1
(m− 1)! (45)
where we use the integral formula derived in A.1. It determines the constant in (43),
(const.) =
(m− 1)!
MCm
. (46)
Next task is performing the integral f(t) = td
(m)+d(k) inserted. It is also not so difficult. To get
nonzero value from I-th contribution, d(m) + d(k) should be on subsimplex labelled by I . If not so,
the integrand includes ∫
dt tnon-zeroδ(t) = 0non-zero = 0. (47)
To represent this condition, let us introduce the notation
(d)01 = [d
bin
1 , d
bin
2 , . . . , d
bin
M ], d
bin
i =
{
0 if di = 0
1 otherwise
(48)
By using this notation, the nonzero contribution condition is represented by the insertion
1I=(d(m)+d(k))01 . (49)
If index I in the summation
∑
|I|=m enjoys this condition, the remaining part is integral on an
(m− 1)-subsimplex labelled by I , and the contribution is∏
Ii=1
(d(m) + d(k))i!
[
∑
Ii=1
(d(m) + d(k))i +m− 1]! (50)
which is derived in the same way of the integral formula shown in A.1.
Applying this proposition to (40) and (41), we get the asymptotic formula of Esamples[PISKP>ISK], or
equivalently, Esamples[P (i)OLS(P
(j)
OLS)
>]. For example,
Esamples[P (1)OLS(P
(1)
OLS)
>] = (36) =
σ2L
N (1)
Esamples
[
[
1
N (1)
(Z(1))>Z(1)]−1
]
→ σ
2L
N (1)
Esamples
[
Λ(1)
]
=
σ2L
N (1)
Λ(1), (51)
and
Esamples[P (2)OLS(P
(1)
OLS)
>]
= (37) = − σ
2L
N (1)
Esamples
[
[
1
N (2)
(Z(2))>Z(2)]−1[
1
N (2)
(Z(2))>Z(2)[1]][
1
N (1)
(Z(1))>Z(1)]−1
]
→ − σ
2L
N (1)
Esamples
[
Λ(2)Λ
(2)[1]Λ(1)
]
= − σ
2L
N (1)
Λ(2)Λ
(2)[1]Λ(1), (52)
where Λs are defined in the main body of the paper. As one can see, to complete our argument, it is
sufficient to show the next proposition:
Proposition D.2
Eall noises
[
P
(i)
OLS(P
(j)
OLS)
>
]
= σ2L
∑
m≤i
m≤j
∑
m≤k1<···<k♥<i
m≤l1<···<l♠<j
(−1)♥+♠
N (m)
Λˆ(i)Λˆ
(i)[k♥]Λˆ(k♥) · · · Λˆ(k1)[m]Λˆ(m)Λˆ[m](l1) · · · Λˆ(l♠)Λˆ[l♠](j)Λˆ(j),
(53)
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where
Λˆ(m)[k] =
1
N (m)
(Z(m))>Z(m)[k] (54)
Λˆ[k](m) = (Λˆ(m)[k])> (55)
Λˆ(m) = [
1
N (m)
(Z(m))>Z(m)]−1 (56)
Proof We show it by induction. For (i, j) = (1, 1), the only possible contribution of the summation
in (53) is m = 1 and the (RHS) reduces to
σ2L
(−1)0+0
N (1)
Λˆ(1)Λˆ
(1)[1]Λˆ(1)Λˆ
[1](1)Λˆ(1) =
σ2L
N (1)
Λˆ(1), (57)
which is satisfied as we shown already. Now let us assume (53) with (k, j) for all k < i+ 1, then, by
using the recursive relation (33), we get
Eall noises
[
P
(i+1)
OLS (P
(j)
OLS)
>
]
= Eall noises
[{
− [(Z(i+1))>Z(i+1)]−1(Z(i+1))>
(
Y (i+1) +
∑
k<i+1
Z(i+1)[k]P
(k)
OLS
)}
(P
(j)
OLS)
>
]
.
(58)
1st term gives
Eall noises
[
− [(Z(i+1))>Z(i+1)]−1(Z(i+1))>Y (i+1)(P (j)OLS)>
]
= Eall noises
[
− [(Z(i+1))>Z(i+1)]−1(Z(i+1))>Y (i+1)
{
− (Y (j))>
−
∑
m<j
(P
(m)
OLS)
>Z [m](j)
}
Z(j)[(Z(j))>Z(j)]−1
]
= Eall noises
[
[(Z(i+1))>Z(i+1)]−1(Z(i+1))>Y (i+1)(Y (j))>Z(j)[(Z(j))>Z(j)]−1︸ ︷︷ ︸
(∗1)
+ [(Z(i+1))>Z(i+1)]−1(Z(i+1))>Y (i+1)
∑
m<j
(P
(m)
OLS)
>Z [m](j)Z(j)[(Z(j))>Z(j)]−1︸ ︷︷ ︸
(∗2)
]
. (59)
If i+1 = j, the first term only contribute because there is no (Y (i+1))> in the summation
∑
m<j=i+1
of the second term, and it gives
E(∗1) = [(Z(i+1))>Z(i+1)]−1 = 1
N (i+1)
Λˆ(i+1) (60)
If i+ 1 6= j, the first term vanish in the same reason. In this case, the second term possibly contribute
if i+ 1 < j. By applying the recursive formula (33) to P (m)OLS repeatedly until (Y
(i+1))> appears ,
we get
E(∗2) = σ2L
∑
m<j
∑
m≤l1<···<l♠<j
(−1)♠
N (i+1)
Λˆ(i+1)Λˆ
[i+1](l1)Λˆ(l1) . . . Λˆ(l♠)Λˆ
[l♠](j)Λˆ(j). (61)
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On the other hand, the 2nd term in (58) is
Eall noises
[
− [(Z(i+1))>Z(i+1)]−1(Z(i+1))>
∑
k<i+1
Z(i+1)[k]P
(k)
OLS(P
(j)
OLS)
>
]
=
∑
k<i+1
(−1)Λˆ(i+1)Λˆ(i+1)[k]σ2L
∑
m≤k
m≤j
∑
m≤k1<···<k♥<k
m≤l1<···<l♠<j
(−1)♥+♠
N (m)
Λˆ(k)Λˆ
(k)[k♥]Λˆ(k♥) · · · Λˆ(k1)[m]Λˆ(m)Λˆ[m](l1) · · · Λˆ(l♠)Λˆ[l♠](j)Λˆ(j)
= σ2L
∑
m≤k
m≤j
∑
m≤k1<···<k♥<k<i+1
m≤l1<···<l♠<j
Λˆ(i+1)Λˆ
(i+1)[k]
(−1)♥+1+♠
N (m)
Λˆ(k)Λˆ
(k)[k♥]Λˆ(k♥) · · · Λˆ(k1)[m]Λˆ(m)Λˆ[m](l1) · · · Λˆ(l♠)Λˆ[l♠](j)Λˆ(j)
= σ2L
∑
m≤k
m≤j
∑
m≤k1<···<k♥<k<i+1
m≤l1<···<l♠<j
(−1)♥+1+♠
N (m)
Λˆ(i+1)Λˆ
(i+1)[k]Λˆ(k)Λˆ
(k)[k♥]Λˆ(k♥) · · · Λˆ(k1)[m]Λˆ(m)Λˆ[m](l1) · · · Λˆ(l♠)Λˆ[l♠](j)Λˆ(j)
(62)
This is close to what we want to show by renaming k = k♥+1, but it lacks contribution from
m = i+ 1:
σ2L
∑
m≤j
∑
m≤l1<···<l♠<j
(−1)♠
N (i+1)
Λˆ(i+1)Λˆ
[i+1](l1)Λˆ(l1) . . . Λˆ(l♠)Λˆ
[l♠](j)Λˆ(j). (63)
But is is compensated by (60) and (61), if j = i + 1 and j 6= i + 1 respectively, so we succeed in
deriving the equation with (i+ 1, j).
On (i, j + 1) case, we can show it by repeating the above argument in transposed version.
Now we complete the derivation of the asymptotic form of Esamples[PISKP>ISK].
The following proposition gives the optimal value of the risk of inductive skeleton fitting in the case
of D = 2.
Proposition D.3 LetN be a natural number and a, b be positive real numbers. Let f(x) = ax +
b
N−x .
Assume a > b and a−
√
ab
a−b < 1. Then min { f(x) | x ∈ R, 0 < x < N } = a+b+2
√
ab
N .
Proof At first, we consider the differential of f(x). We have
f ′(x) = − (a− b)x
2 − 2aNx+ aN2
x2(N − x)2 .
f ′(x) = 0 if and only if x = a±
√
ab
a−b N . By the assumptions, f(x) takes the minimal value at
x = a−
√
ab
a−b N . Hence, we have
min { f(x) | x ∈ R, 0 < x < N } = f(a−
√
ab
a− b N) =
a+ b+ 2
√
ab
N
.
E All experiments
This section provides all experiments we conducted and their detailed settings for completeness and
reproducibility.
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E.1 Synthetic instances
First of all, we present detailed experimental settings and results of synthetic instances described in
Section 4.1 of the main paper.
E.1.1 Data generation
We consider the following data generating process to create synthetic instances. Given parameters
(L,M,N), we first define true control points pd ∈ RL (d ∈ NMD ) as follows:
pd :=
M∑
j=1
dj
D
ej , (64)
where ej ∈ RL (j = 1, . . . ,M) is a unit vector whose j-th element is one and the others are zeros.
The Bézier simplex defined by (64) is a unit (M − 1)-simplex on RL and their M vertices are
ej (j = 1, . . . ,M).
Next, we randomly generated N training points { (tn,xn) }Nn=1for the all-at-once fitting and the
inductive skeleton fitting respectively. For the all-at-once fitting, we generated parameters tn (n =
1, . . . , N) randomly from an uniform distribution U(∆M−1), and set up xn as follows:
xn =
∑
d∈NMD
(
D
d
)
tdnpd + εn (n = 1, . . . , N), (65)
where εn (n = 1, . . . , N) is a noise generated from a normal distribution N(0, 0.12I).
For the inductive skeleton on the other hand, we set up training points for each dimensional subsimplex
of ∆(m−1) = ∪|I|=m∆I (m = 1, . . . ,M) to be learned. First, we decoupled N into N (m) (m =
0, . . . ,M − 1). To obtain parameters t(m)n (n = 1, . . . , N (m)) from ∆(m) = ∪|I|=m∆I , we further
divided N (m) by the number of m-subsimplices ∆I (|I| = m), and generated parameters of
equal size from each uniform distribution U(∆I). Then we produced training points x(m)n (n =
1, . . . , N (m)) in the same way as (65) and obtained training points { (x(m)n , t(m)n ) }
N(m)
n=1 for each
(m)-skeleton.
E.1.2 Experimental settings
Experiments were conducted on the following tuple (N,M,L) with D ∈ { 2, 3 }:
• (M,L) = (8, 100) and N ∈ { 250, 500, 1000, 2000 };
• (N,L) = (1000, 100) and M ∈ { 3, 4, 5, 6, 7, 8 };
• (M,N) = (8, 1000) and M ∈ { 8, 25, 50, 100 }.
To verify the asymptotic risks derived in Section 3.1 and Section 3.2, we compared the following
three methods:
all-at-once the all-at-once fitting (Section 3.1);
inductive skeleton (non-optimal) the inductive skeleton fitting (Section 3.2) with N (0) = · · · =
N (M−1) = N/M , which is not the minimizer of the risk of the inductive skeleton fitting;
inductive skeleton (optimal) the inductive skeleton fitting (Section 3.2) where
N (0), N (1), . . . , N (M−1) are determined by minimizing the risk of the inductive skeleton
fitting under the constraints
∑M−1
m=0 N
(m) = N and N (m) ≥ 0 (m = 0, . . . ,M − 1). The
actual sample sizes N (m) for each (M,D) are described in Table 4. Table 4 shows the
optimal solutions of N (m) for each pairs (M,D).
In this experiment, we estimated the Bézier simplex with degree D = 2 and 3 respectively.
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Table 4: Optimal subsample ratio for inductive skeleton fitting (D: degree of Bézier simplex, M :
dimension of Bézier simplex, N : total sample size, N (m): sample size of m-skeleton).
D N (m) M = 3 M = 4 M = 5 M = 6 M = 7 M = 8
2 N (0) 0.262N 0.229N 0.228N 0.233N 0.238N 0.242N
N (1) 0.738N 0.771N 0.772N 0.767N 0.762N 0.758N
3 N (0) 0.118N 0.083N 0.066N 0.058N 0.052N 0.051N
N (1) 0.576N 0.444N 0.547N 0.577N 0.589N 0.613N
N (2) 0.306N 0.473N 0.387N 0.365N 0.359N 0.336N
E.1.3 All results
Figure 2 shows box plots of MSEs over 20 trials and our theoretical risks for both the all-at-once fitting
and the inductive skeleton fitting for each N ∈ { 250, 500, 1000, 2000 } with (L,M) = (100, 8) and
D ∈ { 2, 3 }. We observed that these figures empirically show that our theoretical risks are correct
for both D = 2 and 3, and the gap between the actual MSEs and the risks are sufficiently small at
N = 1000. For both D = 2 and 3, the inductive skeleton (optimal) always achieved lower MSEs
than that of the inductive skeleton (non-optimal). This result suggests the efficiency of optimizing
the risk of the inductive skeleton fitting with respect to the sample sizes N (m) of each dimension. In
addition, the inductive skeleton fitting (optimal) also outperformed the all-at-once fitting in the case
of D = 2. This result supports the discussion described in Section 3.3.
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Figure 2: Sample sizeN vs. MSE with (L,M) = (0.1, 100, 8) (boxplots over 20 trials and theoretical
risks).
Figure 3 shows box plots of MSEs over 20 trials and our theoretical risks for each M ∈
{ 3, 4, 5, 6, 7, 8 } with (L,N) = (100, 1000). As well as Figure 2, the inductive skeleton fitting
always outperformed the all-at-once fitting in the case ofD = 2. Furthermore, the difference of MSEs
between the inductive skeleton fitting and the all-at-once fitting gets wider as M grows. This suggests
that the inductive skeleton fitting with D = 2 approximates more effectively than the all-at-once
fitting does for a high-dimensional M .
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Figure 3: Dimension of a simplex M vs. MSE with (L,N) = (100, 1000) (boxplots over 20 trials
and theoretical risks).
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Figure 4 shows box plots of MSEs over 20 trials and our theoretical risks for each L ∈
{ 8, 25, 50, 100 } and D = 2, 3 with (M,N) = (8, 1000). As well as Figures 2 and 3, the inductive
skeleton fitting always outperform the all-at-once fitting in the case of D = 2.
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(b)D = 3
Figure 4: Dimension of control points L vs. MSE with sample size (M,N) = (3, 8, 1000) (boxplots
over 20 trials and theoretical risks).
E.2 Multi-objective optimization instances
Next, we describe the experiment protocol for the multi-objective optimization instances used in
Section 4.2 of the main paper. We only present the data generation process since the fitting and
evaluation part are the same as the synthetic cases.
E.2.1 A generalized location problem
We generalized the multi-objective location problem [15] to a higher dimension:
minimize f(x) = (f1(x), f2(x), f3(x)) subject to x ∈ R4
where fm(x) = ‖x− em‖2 (m = 1, . . . , 3)
e1 = (1, 0, 0, 0), e2 = (0, 1, 0, 0), e3 = (0, 0, 1, 0).
(66)
Note that this is a special case of the MED benchmark problem [7]. The MED problem is simplicial
[5] and its Pareto set is known to be the convex hull of the minimizers of separate objective functions,
i.e., the 2-simplex spanned by e1, e2, e3. For each vertex, edge, face of this simplex, which is the
Pareto set of each 1-, 2-, 3-objective subproblem, we generate a subsample according to the uniform
distribution on it.
E.2.2 The group lasso
We applied the Bézier simplex fittings to estimation of the hyper-parameter space of a sparse regression
method. The dataset used in this experiment was Birthwt in the R-package MASS, which contains
189 births at the Baystate Medical Centre, Springfield, Massachusetts during 1986 [13, 22]. From the
dataset, we adopted six continuous features age1, age2, age3, lwt1, lwt2, lwt3 as predictors and
one continuous feature bwt as a response for regression analysis. Since the predictors are classified
into two groups, age and lwt, the group lasso [25] was employed.
Put N = 189 and M = 6. Let A be an N ×M matrix of observations of the predictors, x ∈ RM
be a row vector of the predictor coefficients to be estimated, separated into two groups xage =
(x1, x2, x3)
> and xlwt = (x4, x5, x6)>, and y ∈ RN be a row vector of observations of the response.
The group lasso regressor is the solution to the following problem:
minimize
1
2N
‖Ax− y‖2 + λ√
3
(‖xage‖+ ‖xlwt‖) subject to x ∈ R6 (67)
where ‖·‖ is the Euclidean norm, and λ is a positive number to be tuned by users. This original form
suffers from two drawbacks:
• Choosing an appropriate value for λ involves a grid search on an unbounded domain.
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• Since two groups have physically different units of measurement, same weights are not
always appropriate even if their values are normalized.
Instead, we consider each term in (67) as a separate objective function:
minimize f(x) = (f1(x), f2(x), f3(x)) subject to x ∈ R6
where f1(x) = ‖Ax− y‖2 , f2(x) = ‖xage‖2 , f3(x) = ‖xlwt‖2 .
(68)
Notice that the use of the squared norm in f2 and f3 does not change their solutions. It is easy to
see that every objective function in (68) is convex but not strongly convex. We make them strongly
convex by the following perturbation:
f˜1 = f1 + ε ‖x‖2 ,
f˜2 = f2 + ε ‖x‖2 ,
f˜3 = f3 + ε ‖x‖2
where ε is an arbitrarily small positive number (we set ε = 10−4). Now the problem minimizing a
mapping f˜ = (f˜1, f˜2, f˜3) is strongly convex. By [6, Theorems 1.1 and 3.1], this problem is weakly
simplicial and the mapping
x∗(w) = arg min
x
〈w, f(x)〉 (69)
is well-defined and continuous on ∆2, satisfying x∗(∆2I) = X
∗(f˜I) for all I ⊆ { 1, 2, 3 }.
Then, we obtained subsamples by solving (69) repeatedly with varying w ∈ ∆2I for each I ⊆{ 1, 2, 3 }. For each such I , the weight w was drawn from the uniform distribution on ∆2I and the
problem (69) was solved by the steepest descent method.
The same idea can be applied to a broad range of sparse learning methods, including the original lasso
[20], the fused lasso [21], the smooth lasso [10], and the elastic net [27]. For those methods, their
group-wise regularization terms can be considered as separate objectives, and the resulting problems
would be many-objective (four-objective or more) where the all-at-once fitting will much outperform
over the inductive skeleton fitting. We however remark that the bridge regression [16] is not the case
since its regularization term using a nonconvex `p-norm (i.e., p < 1) cannot change into a strongly
convex function via perturbations.
E.2.3 The Pareto fronts of each multi-objective optimization problem
Figure 5 shows the Pareto fronts of the location problem and the group lasso. From Figure 5, we can
see that the Pareto front of the location problem can be represented by a Bézier simplex of degree
D = 2. For the group lasso on the other hand, its Pareto front cannot be represented by a a Bézier
simplex of degree D = 2 but of D = 3.
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Figure 5: The Pareto fronts of the location problem and the group lasso.
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