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Drawing on similarities in Hartree-Fock theory and the theory of matrix product states (MPS),
we explore extensions to time evolution, response theory, and Green functions. We derive analytic
equations of motion for MPS from the least action principle, which describe optimal evolution
in the small time-step limit. We further show how linearized equations of motion yield a MPS
random phase approximation, from which one obtains response functions and excitations. Finally
we analyze the structure of site-based Green functions associated with MPS, as well as the structure
of correlations introduced via the fluctuation-dissipation theorem.
Matrix product states are a powerful class of quantum
states for one dimensional correlated quantum problems.
They underpin the density matrix renormalization group
algorithm which has yielded unprecedented accuracy in
many systems [1, 2]. In an MPS wave function, the quan-
tum state is approximated by a contraction of indepen-
dent tensors, each associated with a site on the lattice.
Because of the contracted product structure, it can be
viewed as a site-based mean field theory with finite en-
tanglement.
A different class of mean field theories is based on in-
dependent particles. For fermions, this is Hartree-Fock
(HF) theory, where the quantum state is approximated
by a Slater determinant of independent electron orbitals.
HF theory is the foundation on which many other ap-
proximations are built. For example, time-dependent
Hartree-Fock theory (TDHF) approximates the true evo-
lution of a quantum state with a single Slater determi-
nant. Linearizing the equations of motion yields the ran-
dom phase approximation (RPA) which gives the exci-
tation spectrum and response functions [3]. Moreover,
the independent particle picture contained in HF theory
is the starting point for the Green function approach to
many particle quantum systems.
Recently, there has been much work to generalize MPS
beyond the ground state formalism to time dependence
[4–10] and response properties [11–14]. Despite the dif-
ferent physical content of the site-based mean field of the
MPS and independent particle mean-field of HF, similar
mathematical structures imply that extensions to MPS
can be developed in analogy with HF theory. Here, we
explore this direction. First, we briefly summarize the
HF and MPS approaches to ground state energies, es-
tablishing our notation and the parallel structure of the
theories. We then derive analytic MPS equations of mo-
tion using the Dirac-Frenkel variational principle. We
show that they provide an optimal representation of MPS
time evolution, and discuss their relationship to time evo-
lution schemes currently in use. Next, we linearize the
time evolution to derive an MPS analog of the RPA, and
show how excitation energies and response properties are
obtained through a linear eigenvalue problem. Finally,
we explore the structure of Green functions that emerge
in the MPS theory, and the correlations that arise in MPS
through the fluctuation-dissipation theorem.
Stationary States — In HF theory, the N -particle wave
function is approximated by a single Slater determinant
of orbitals φi(r). The variational objects of the theory
are the orbitals, and the best mean-field approximation
to the ground state is the set of orbitals that minimizes
the expectation value of the Hamiltonian, E. This leads
to the Hartree-Fock equations, fˆ φi(r) = εiφi(r), where fˆ
is the Fock operator. Thus, each orbital is an eigenstate
of a one-particle Hamiltonian that depends on all of the
orbitals. In this sense, HF theory is a mean field theory
for independent particles. If the orbitals are expanded
in a finite basis, then the Hartree-Fock equations may be
expressed in matrix form:
F · C = E S · C, (1)
where F is the Fock matrix, S is the overlap matrix, and C
is the coefficient matrix of the orbitals in the finite basis.
Since F is a function of C, this equation must be solved
self-consistently.
The defining equations of an optimal MPS wave func-
tion can be derived in an analogous way. In an MPS
wave function for k sites, the amplitude of a Fock state
is given by the trace of a product of matrices:
|ψ〉 =
∑
n
Tr
(
k∏
i=1
A
ni
i
)
|n〉, (2)
where |n〉 = |n1, n2, . . .〉 labels a state in Fock space. A
matrix Anii is associated with each site i and orbital occu-
pancy, ni. The size of the matrices defines the auxiliary
dimension M , and the maximum occupation number of
a site defines the physical dimension d. The d indepen-
dent M ×M matrices associated with each site can be
collected into a single tensor, (Ai)
ni
αβ , where α and β are
the auxiliary indices. This tensor can be flattened into a
vector labeled by a single compound index I = (ni, α, β).
Derivatives with respect to the components of the tensor
2define a (nonorthogonal) basis for the wave function:
|ψI〉 =
∂|ψ〉
∂AIi
. (3)
From the linear dependence of |ψ〉 on each matrix, we
have |ψ〉 =
∑
i A
I
i |ψI〉.
Requiring the variational energy to be stationary with
respect to variations in a single tensor defines an eigen-
value problem:
Hi · Ai = E Si · Ai. (4)
The matrices Hi and Si are the Hamiltonian and overlap
matrices in the local basis defined by Ai. Since the basis
defined in Eq. (3) depends on the other tensors, Ai is the
eigenvector of an effective Hamiltonian defined by the
other tensors, analogous to Eq. (1) for the HF orbitals.
The entire set of equations, one for each tensor, can
be combined into a single eigenvalue problem by defining
the compound index µ = (i, ni, α, β) and collecting all
the elements of all the tensors into a single vector A.
This vector contains kdM2 elements. The wave function
can be expanded as
|ψ〉 =
1
k
∑
µ
Aµ|ψµ〉, (5)
and the optimal MPS wave function is a self-consistent
solution of
H ·A = E S ·A. (6)
The Hamiltonian and overlap matrices are defined as
Hµν =
1
k
〈ψµ|H|ψν〉 (7)
Sµν =
1
k
〈ψµ|ψν〉. (8)
The power of MPS wave functions stems from their
numerical efficiency. For MPS with open boundary con-
ditions (as used in the DMRG algorithm) expectation
values of local operators and Hamiltonians can be cal-
culated with O(kM3) complexity. The action of local
operators and Hamiltonians, such as H · A and S · A,
is also obtained with O(kM3) complexity. Solving the
eigenvalue problem Eq. (6) iteratively requires a cost pro-
portional to the operations H ·A and S · A and is thus
also of O(kM3) complexity. The prefactor depends on
preconditioning for both H and S. The DMRG precon-
ditions S by solving Eq. (4) for a single tensor Ai at a
time, where the overlap Si can be exactly removed by
canonicalization.
Time Evolution — The time-dependent Schro¨dinger
equation can be derived by minimizing the Dirac-Frenkel
action
S =
∫
dt
(
i~ 〈ψ|ψ˙〉 − 〈ψ|H|ψ〉
)
(9)
with respect to arbitrary variations 〈δψ|. When the wave
function is constrained to a particular form, such as a
Slater determinant or an MPS, variations may only be
taken with respect to the parameters {λi} of the wave
function,
〈δψ| =
∑
i
δλi · 〈∂iψ| (10)
The time derivative of |ψ〉 is also constrained in this way.
Minimizing the action then gives the best approximation
to the true evolution of the wave function within the space
of variational wave functions.
When applied to Hartree-Fock theory, the resulting
equations of motion are the time-dependent Hartree-Fock
equations. The time-dependent version of Eq. (1) is
i~ S ·
dC(t)
dt
= F(t) · C(t). (11)
The Fock matrix depends on t through the time-
dependence of the orbitals. It may also depend explicitly
on t through a time-dependent external potential
Applying the same variational approach to the action
of an MPS wave function gives an equation of motion for
the time dependence of the matrix elements:
i~ S(t) ·
dA(t)
dt
= H(t) ·A(t), (12)
where H and S are the time-dependent versions of Eq. (7)
and Eq. (8). (A similar equation was derived in the
DMRG context in Ref. [14]. See also Ref. [15].) Eq. (11)
and Eq. (12) can be formally solved with a time-ordered
exponential, which for the MPS takes the form
A(t) = T exp
{
1
i~
∫
dt S−1(t) · H(t)
}
· A(0). (13)
Moreover, the equations of motion for the MPS can be
efficiently propagated. For example, if the time interval
is discretized into units of duration ∆t, then Eq. (12) can
be used to obtain the MPS at tn+1 from the MPS at tn.
Defining ǫ = ∆t/i~, Eq. (12) gives
Sn ·∆An = ǫBn, (14)
where Bn = Hn · An. This is a linear equation which
can be solved iteratively with complexity O(kM3). In
practice more sophisticated time-propagation schemes,
such as norm and energy conserving propagators simi-
lar to those used in time-dependent Hartree-Fock theory,
should be employed.
Connections to Time Evolution Algorithms — The
fundamental difficulty in simulating the evolution of a
matrix product state is that the matrix dimension re-
quired to faithfully represent the exact wave function
grows exponentially in time. The Lagrangian approach
described above leads to a set of analytic equations for
3the evolution of an MPS wave function whose auxiliary
dimension is fixed at M throughout the simulation. In
contrast, existing methods for the time evolution of MPS
allow the dimension of the matrix to first grow at each
time step, then project back onto an MPS of auxiliary
dimension M . We now examine the approximate pro-
jections in existing time evolution algorithms, and show
that the analytic approach described above is an optimal
projection in the limit of an infinitesimal time step.
In time evolution by block decimation (TEBD) [5]
and the time-dependent density matrix renormalization
group (t-DMRG) [6–8], the evolution operator exp(ǫH)
is factored into a product of local operators using a Trot-
ter decomposition. Each local evolution operator is then
applied in sequence. A two-site evolution operator Ui,i+1
between neighboring sites joins two tensors of the MPS,
Ai and Ai+1, into a single object, Ti,i+1. The tensor T
is then approximately projected into a product of two
tensors of the same size as Ai and Ai+1 through the sin-
gular value decomposition. For a single time step (sweep-
ing over all evolution operators for a local Hamiltonian)
this update is efficient and is O(kM3). However, be-
cause the approximate projection is only performed lo-
cally, rather than involving all the tensors, the updated
matrix product state is not the best representation of
the evolved wave function for a given auxiliary dimen-
sion. Furthermore, the algorithm is incompatible with
long range Hamiltonians.
In time-dependent matrix product states (tMPS) [9],
the full evolution operator is applied to the current state
before the projection onto an MPS of auxiliary dimension
M . In the projection, tMPS attempts to minimize the
cost function
∆[|ψn+1〉] =
∥∥|ψn+1〉 − eǫH|ψn〉∥∥2 (15)
where |ψn+1〉 and |ψn〉 are the new and old MPS respec-
tively. The minimization is of complexity O(kM3), and
yields in principle the best projected MPS wave func-
tion. However, since |ψn+1〉 depends non-linearly on Ai,
the minimization is not guaranteed to find the optimal
solution in practice.
For small time step, however, the projection can be
done without any non-linear minimization. We see this
by recognizing that
i~ ǫ
∂|ψn〉
∂t
= |ψn+1〉 − |ψn〉+O(dt
2) (16)
Substituting into the cost function Eq. (15) and mini-
mizing with respect to changes in A yields the linear dis-
cretized equation of motion obtained in Eq. (14). Thus
propagation of the MPS equation of motion exactly de-
termines the optimal projection in a tMPS algorithm,
without a nonlinear minimization, in the limit ∆t→ 0.
Random Phase Approximation — Excited state prop-
erties, such as the spectrum and other expectation values,
can be obtained without studying the full time evolution
of the system. Only the linearized time evolution, or lin-
ear response, need be considered. In TDHF, linearization
of the equations of motion around a stationary state leads
to the random phase approximation. This is achieved in
Eq. (11) by taking C(t) = C0 + D(t) and expanding all
quantities to linear order. We now show that a similar
approach to the MPS equations of motion in Eq. (12)
yields an MPS analog of the RPA, from which quanti-
ties such as the excitation spectrum may be obtained.
These results expand on the analytic response theory we
recently described in the DMRG context in Ref. [14].
We take the zeroth-order MPS to be the ground state,
defined by A, with energy E0. The time-dependent MPS
is defined by
A(t) = A+ b(t). (17)
The wave function and its derivatives are given by
|ψ〉 =
1
k
∑
µ
[
Aµ + bµ(t)
]
|ψ(0)µ 〉 (18)
|ψµ〉 =
1
k
∑
ν
[
Aν + bν(t)
]
|ψ(0)µν 〉, (19)
where |ψ(0)〉 and its derivatives are evaluated with b = 0.
Expanding Eq. (12) to first order in b gives
i~ S
db
dt
= E0 S ·A+ H · b+W · b
∗. (20)
The matrices S and H are the zeroth-order overlap and
Hamiltonian matrices. The matrix W couples b to its
complex conjugate and is defined by
Wµν =
1
k
〈ψ(0)µν |H|ψ
(0)〉. (21)
W is symmetric, but not Hermitian.
The first term on the right-hand-side of Eq. (20) can
be eliminated by multiplying the entire wave function |ψ〉
by the phase factor e−iE0t/~. The equations of motion for
b(t) are harmonic and may be solved by taking b(t) =
X eiωt +Y∗ e−iωt. Eq. (20) then gives
~ω
[
S 0
0 −S∗
](
X
Y
)
=
[
H W
W∗ H∗
](
X
Y
)
. (22)
The eigenvectors of this system of equations define the
normal modes of the system, and the (positive) eigen-
values approximate its excitation spectrum. They are
both efficiently obtained with O(kM3) complexity. The
normal modes define the response matrix Π(ω), which
determines all the response properties of the system:
Π(ω) =
∑
q
(
Xq
Yq
)
1
ω − ωq
(
X∗q Y
∗
q
)
. (23)
4For example, consider a harmonic perturbation, which
defines a source q(t) for b:
qµ = 〈ψ
(0)
µ |Q(t)|ψ
(0)〉. (24)
(The expectation of Q(t) in the ground state is assumed
to vanish.) Using Π(ω), the time-dependent variation in
an observable P due to Q(t) is given by
〈δP(ω)〉 =
[
p∗(ω) p(ω)
]
·Π(ω) ·
[
q(ω)
q∗(ω)
]
(25)
The linearized equations of motion describe a super-
position of MPS wave functions. Each tensor product
A1 · A2 . . .AN is replaced by a sum of tensor products:
A1 · A2 . . .AN + δA1 · A2 . . .AN
+ A1 · δA2 . . .AN + · · · + A1 · A2 . . . δAN
Thus, the analog of the RPA uses an MPS with auxiliary
dimension M to give the response properties of an MPS
of much larger dimension kM .
Green functions — HF theory is an independent par-
ticle mean-field theory and the natural Green functions
that emerge are labeled by particle indices. MPS are
based on a site-based mean field theory and the natural
Green functions that emerge are labeled by sites. Here
we define site-based Green functions, show how they are
obtained in the RPA formalism above, and analyze the
nature of the correlations they contain.
First, we define the one-site density matrix Γ(i), which
is the site-based analog of the one-particle density matrix.
This is obtained from |ψ〉〈ψ| by tracing out all sites of the
lattice except site i. The expectation value of a one-site
operator P(i) is given by the trace
〈P(i)〉 =
∑
nn′
Γ
(i)
nn′P
(i)
nn′ . (26)
Each element Γ
(i)
nn′ is an expectation value of an operator
γˆnn′ defined by
〈n¯|γˆnn′ |n¯
′〉 = δnn¯δn′n¯′ . (27)
For a system with 2 physical degrees of freedom per site,
the operators ai and a
†
i correspond to γˆ01 and γˆ10, and
the number operator is γˆ11. Creation, annihilation, and
number operators of systems with more degrees of free-
dom per site can be constructed from γˆ as well. Thus
the one-site density matrix contains components of one-,
two-, and mixed-particle density matrices.
We now define a site-site (retarded) Green function
Π(ij)(t). We consider the response of the site density
matrix at site i and time t, Γ(i)(t), to a perturbation at
site j, Q(j) = δ(t)
∑
nn′ Vnn′ γˆ
(j)
nn′ . We then have
Π
(ij)
nn′;n¯n¯′(t) =
∂Γ
(i)
nn′(t)
∂Vn¯n¯′
. (28)
Note that by choosing appropriate combinations of γ
(i)
nn′
and γ
(j)
n¯n¯′ , it is possible to construct spectral functions
and one-, two-particle, and other types of conventional
Green functions.
Within the RPA framework, the elements of Π(ij) are
obtained from the MPS response matrix Πµν as
Π
(ij)
nn′;n¯n¯′(ω) = 〈ψµ|γ
(i)
nn′ |ψ〉Πµν(ω) 〈ψ|γ
(j)
n¯n¯′ |ψν〉. (29)
The response function and the correlation functions
of the ground state are related through the fluctuation-
dissipation theorem [16, 17]. This allows us to analyze
the nature of the additional correlations introduced into
the MPS at the RPA level. We have
〈γ
(i)
nn′ γ
(j)
n¯n¯′〉 = −
1
2π
∫ +∞
−∞
dωΠ
(ij)
nn′;n¯n¯′(ω) (30)
From the expression for the response matrix Πµν(ω)
above, we see that the correlation function is composed
of a sum of terms, each of the form∑
q,µν
〈ψ|γ
(j)
n¯n¯′ |ψν〉X
∗
qνXqµ〈ψµ|γ
(i)
nn′ |ψ〉
= 〈ψ|γ
(j)
n¯n¯′ · ΛXX · γ
(i)
nn′ |ψ〉 (31)
plus the corresponding contributions from ΛXY , ΛYX ,
and ΛY Y from Eq. (23). ΛXX is a matrix product oper-
ator (MPO), and is responsible for additional correlation
introduced at the RPA level relative to the ground state
(which is obtained by setting all Λ = 1). By regrouping
terms in the sum, we obtain
ΛXX =
∑
q
(∑
i
X
I∗
qi |ψI〉
)(∑
j
〈ψJ |X
J
qj
)
(32)
Each term in parentheses is a sum of k MPS of dimen-
sion M , and their outer product is formally an MPO of
dimension 2kM . The sum includes an MPO for each
normal mode, making ΛXX an MPO of very large auxil-
iary dimension. Thus, the entanglement and correlation
possible at the RPA level are greater than the auxiliary
dimension M of the matrices might suggest.
Conclusions — In this paper, we have drawn on par-
allels between the product structure of HF theory and
MPS to develop analytic equations of motion for time
evolution, an MPS RPA for response and excitations, and
a theory of site-based Greens functions which introduce
correlations beyond the MPS ground state, as demon-
strated via the fluctuation-dissipation theorem. The new
time evolution and response algorithms proposed here
can all be implemented with a complexity proportional
to the ground state DMRG algorithm. Finally, our work
suggests that further extensions of Hartree-Fock theory
may also be carried over to MPS, and these will be ex-
plored in the future.
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