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1 Introduction
Two of the most classical polynomial inequalities are the Bernstein inequality
(see [2], p. 233 Theorem 5.1.7 or [14], p. 532, Theorem 1.2.5)
|P ′n(x)| ≤
n√
1− x2 ‖Pn‖[−1,1], x ∈ (−1, 1),
and the Markov inequality (see [2], p. 233 Theorem 5.1.8 or [14], p. 529 Theorem
1.2.1)
‖P ′n‖[−1,1] ≤ n2‖Pn‖[−1,1],
where Pn is an algebraic polynomial of degree of at most n, and ‖ · ‖X denotes
the sup-norm over the set X. For a trigonometric polynomial Tn of the degree at
most n the following Bernstein-type inequality holds (established by M. Riesz,
see [14], p. 532 Theorem 1.2.4 or [2], p. 232 Theorem 5.1.4)
‖T ′n‖[0,2pi] ≤ n‖Tn‖[0,2pi].
There is also an analogue of this inequality for trigonometric polynomials
on an interval less than the period see [2] p. 243. In 2001, Totik developed
the method of polynomial inverse images to prove an asymptotically sharp
Bernstein- and Markov-type inequalities for algebraic polynomials on several
intervals [25], and in [28] asymptotically sharp inequalities were also obtained
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for trigonometric polynomials on several intervals and for algebraic polynomi-
als on several circular arcs on the complex plane. The case of one circular arc
was considered earlier in [16]. In recently published paper [7] algebraic poly-
nomials on sets satisfying (2) were considered, for trigonometric polynomials,
see [6]. The next step in generalization of these result was done in [23], where
asymptotic higher order Markov-type inequalities for algebraic polynomials on
compact sets satisfying (2) were established.
The purpose of the present paper is to extend these results to trigonometric
polynomials and to algebraic polynomials on subsets of the unit circle and to
present a new type of fast decreasing polynomials. Briefly, the approach of
Totik-Zhou [23] was to establish the Markov-type inequality for T-sets, then
for general sets and use Faa` di Bruno’s formula and Remez inequality near
interior critical points. The difference here is that we developed fast decreasing
polynomials with prescribed zeros to deal with interior critical points. Moreover,
we also establish Bernstein-type inequality.
Sharp higher order Markov-type inequality is established for sets satisfying
the interval condition (2). At interior points sharp Bernstein-type inequality is
also derived which involves much slower growth order (O(n2k) at endpoints vs.
O(nk) at interior points where k-th derivatives are considered).
The structure of the paper is the following. First, notation is introduced,
and some known, basic results about T-sets are mentioned. Then the important
density results (for T-sets and regular sets) are recalled. New results are in
Section 3. A construction of fast decreasing polynomials with prescribed zeros
can also be found here. A preliminary, ”rough” Markov- and Bernstein-type
inequalities are needed for special sets. Then asymptotically sharp Markov-type
inequality is formulated for higher derivatives of trigonometric polynomials and
for algebraic polynomials on subsets of the unit circle. Finally, asymptotically
sharp Bernstein-type inequalities are established in the trigonometric case as
well as in the algebraic case.
2 Notation, background
We denote by R the real line, by C the complex plane, by C the extended
complex plane, and by T the unit circle and by N the nonnegative integers.
We use Faa` di Bruno’s formula (or Arbogast’s formula; see [9], p. 17 or [21],
pp. 35-37 or [5]): if f and g are k times differentiable functions, then
dk
dxk
f(g(x)) =
∑ k!
m1!m2! . . .mk!
f (m1+m2+...+mk)(g(x))
k∏
j=1
(
g(j)(x)
j!
)mj
(1)
where the summation is for all nonnegative integers m1,m2, . . . ,mk such that
1m1 + 2m2 + . . .+ kmk = k.
Let E ⊂ [−pi, pi) be a set which is closed in [−pi, pi). Since we do not consider
E = [−pi, pi) (it is classical), we may assume that E ⊂ (−pi, pi). We consider the
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corresponding set on the unit circle
ET := {exp(it) : t ∈ E} .
We use the interval condition: a compact set E ⊂ (−pi, pi) satisfies the
interval condition at a ∈ E if there is a ρ > 0 such that
[a− 2ρ, a] ⊂ E and (a, a+ 2ρ) ∩ E = ∅. (2)
We use potential theory, for a background, we refer to [20] or [22]. For
a compact set K ⊂ C, its capacity is denoted by cap(K). If cap(K) > 0,
then the equilibrium measure is denoted by νK . It is known that if K ⊂ R is
a compact set νK is absolutely continuous with respect to Lebesgue measure
at interior points of K and its density is denoted by ωK(t). It is also known
that if E ⊂ (−pi, pi) satisfies the interval condition at a point a ∈ E, then√|t− a|ωE(t) has a finite, positive limit as t → a. Similarly, we say that the
compact set K ⊂ T satisfies the interval condition at eia where a ∈ (−pi, pi) if
K = ET and for some E, E satisfies the interval condition at a. Furthermore, if
K satisfies the interval condition at eia (a ∈ (−pi, pi)), then √|eit − eia|ωK(eit)
has a finite, positive limit as t→ a too. Hence we introduce
Ω(E, a) := lim
t→a
√
|t− a|ωE(t),
Ω(K, eia) := lim
t→a
√
|eit − eia|ωK(eit).
It is worth noting that Ω(., .) is monotone with respect to the set, that is, if
E1 ⊂ E2 ⊂ [−pi, pi), and both satisfy the interval condition at a, then Ω(E2, a) ≤
Ω(E1, a). Similar assertion holds for the unit circle.
In the finitely many arcs case, there is a very useful representation of the
density of the equilibrium measure (see [19], Lemma 4.1 and also formula (5.11)):
let K = ∪mj=1{exp(it) : a2j−1 ≤ t ≤ a2j} where −pi < a1 < a2 < . . . <
a2m−1 < a2m < pi and put a2m+1 := 2pi+a1. Then there exist τj ∈ (a2j , a2j+1),
j = 1, . . . ,m such that∫ a2j+1
a2j
∏m
j=1(e
it − eiτj )√∏m
j=1(e
it − eia2j−1)(eit − eia2j )
dt = 0 (3)
where, to be definite, the branch of the square root is chosen so that
√
z →∞
as z ∈ R, z → +∞. Actually it should hold that
(−1)mi
∏
j
eiτj =
√∏
j
ei(a2j−1+a2j)
but actually the other branch would be just as fine, since the right hand side in
(3) is 0. Then
ω(K, eit) =
1
2pi
∏m
j=1
∣∣eit − eiτj ∣∣√∏m
j=1 |eit − eia2j−1 | |eit − eia2j |
, t ∈ IntK
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see [19], formula (5.11). In this case,
Ω
(
K, eiak
)
=
1
2pi
∏m
j=1
∣∣eiak − eiτj ∣∣√∏
j=1,...,2m,j 6=k |eiak − eiaj |
.
2.1 Density results
We use special sets on (−pi, pi). A set E ⊂ (−pi, pi) is called T-set, if
E = {t ∈ (−pi, pi) : |UN (t)| ≤ 1} (4)
for some (real) trigonometric polynomial UN with degree N which attains +1
and −1 2N -times. For a background on T-sets, we refer to Section 3 in [28].
We define
M(E, aj) = Maj :=
∏m
l=1
∣∣eiaj − eiτl ∣∣2∏
l=1,...,2m,l 6=j |eiaj − eial |
and obviously,
M(E, aj) = 4pi
2Ω2(ET, e
iaj ).
Now we recall some monotonicity and continuity results regarding Ω(E, a)
and M(E, a).
For any ε > 0, by Lemma 3.4 from [28] (see p. 3001) we can choose an
admissible polynomial UN such that the inverse image set E
′ = (U−1N [−1, 1]) ∩
[−pi, pi] = ∪mj=1[a′2j−1, a′2j ] consists of m intervals and it lies close to E, that is
|a′j−aj | < ε for all j = 1, . . . , 2m and E′ ⊂ E. Also we may assume that a ∈ E′.
Again j0 is such that a ∈ [a′2j0−1, a′2j0 ] and actually a = a′2j0 . For numbers τi
in (3) it is clear that they are C1-functions of the endpoints aj . Then with
M ′a := M(E
′, a), we have limε→0M ′a = Ma. By the monotonicity of Ω(., .) in
the first variable, we immediately have that Ma ≤M ′a.
In other words, for any ε > 0, there exists a T-set E′ ⊂ E, a ∈ E′ such that
Ω2(E′T, e
ia) ≤ (1 + ε)Ω2(ET, eia).
Consider an arbitrary compact set E ⊂ (−pi, pi) satisfying the interval con-
dition (2), and assume that E is not a union of finitely many intervals. The set
[−pi, pi] \ E consists of finitely or countably many intervals open in [−pi, pi]:
[−pi, pi] \ E =
∞⋃
j=0
Ij
To be definite, we assume that I0 contains (a, a + 2ρ). Further, for m ≥ 0 we
consider the set
E+m = [−pi, pi] \
 m⋃
j=0
Ij
 = m′⋃
j=1
[aj,m′ , bj.m′ ],
a1,m′ ≤ b1,m′ < a2,m′ ≤ b2,m′ < · · · < am′,m′ ≤ bm′,m′ = b0,m′
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where m′ = m+ 1 (note here, by our assumption E ⊂ (−pi, pi)).
Obviously, E+m contains E and satisfies the interval condition (2). If aj,m′ =
bj,m′ for some j, then we replace this degenerated interval by the interval
[aj,m′ − λm, aj,m′ + λm]
⋂
[−pi, pi],
where λm < 1/m is chosen to be so small that the interval condition (2) is still
satisfied. For the set obtained this way we preserve the notation E+m.
We also use the famous result of Ancona (see [1]). If K ⊂ T is any compact
set, cap(K) > 0, then for any ε > 0 there exists K1 ⊂ K compact set which is
regular for the Dirichlet problem and cap(K) ≤ cap(K1) + ε. Furhermore, it is
easy to see that if K satisfies the interval condition (2), then K1 can be chosen
such that it satisfies (2) too. Let E−m be the set coming from Ancona’s theorem
applied to ET with ε = 1/m and also satisfying the interval condition (2).
Lemma 1. For the two sets E+m and E
−
m introduced above, we have Ω
(
(E±m)T, e
ia
)→
Ω(ET, eia) holds true as m→∞.
For a proof, see e.g. [7], p. 1295, Proposition 2.3.
3 New results
We need fast deceasing polynomials with prescribed zeros and rough Markov-
and Bernstein-type inequalities.
3.1 Fast decreasing trigonometric and algebraic polyno-
mials with prescribed zeros
Special fast decreasing polynomials with prescribed zeros are constructed in this
subsection. First, their existence are established on the real line, then in the
trigonometric case.
We tried to find this type of fast decreasing polynomials in the existing
literature (e.g. in [12], [4], [24], [26],[27],[29], [10] and Lemma 4.5 on p. 3012 in
[28]), but we did not find the following two results. Further, possible applications
may include estimates for Christoffel functions, etc.
Theorem 2. Let a0 < a1 < . . . < al0 < a
′ < a < x0 < b < b′ < al0+1 <
. . . < al < al+1 be fixed and k0, k1, . . . , kl be positive integers. Put Z(x) :=∏l
j=1(x− aj)kj . Then there exists δ1 > 0 such that for all large m there exists
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a polynomial Q(x) with degree at most m such that
Q(x0) = 1, (5)
Q(j)(x0) = 0, j = 1, . . . , k0, (6)
|Q(x)| < 1 if x ∈ [a0, al+1], x 6= x0, (7)
|Q(x)− 1| ≤ exp(−δ1m) for x ∈ [a, b], (8)
|Q(x)| ≤ min (1, |Z(x)|) exp(−δ1m) for x ∈ [a0, a′] ∪ [b′, al+1], (9)
Q(x) is strictly monotone on [a′, a] and on [b, b′], (10)
Q(k)(aj) = 0, j = 1, . . . , l, k = 0, 1, . . . , kj , (11)
Q(x) ≥ 0 for x ∈ [a0, al+1]. (12)
Proof. In this proof several new pieces of notation are introduced which are
used here only and constants are not redefined from line to line in this proof
just for sake of convenience.
Consider S, which will be a polynomial satisfying all but one properties, in
the form
S(x) = C1
∫ x
a1
Z1(t)P1(t)R(t)(t− x0)k′0 dt (13)
where
Z1(t) :=
l∏
j=1
(t− aj)k′j , R(τ ; t) = R(t) :=
l−1∏
j=1
j 6=l0
(t− τj)
P0(t) = P0(δ, µ; t) :=
(
1−
(
x− δ
c2
)2)µ
P1(α, β, λ, µ; t) = (1− λ)P0(α, µ; t) + λP0(β, µ; t)
and where k′0 = k0 if k0 is odd and k
′
0 = k0 + 1 if k0 is even, and for j = 1, . . . , l,
k′j = kj if kj is even and k
′
j = kj+1 if kj is odd, and τj ∈ [aj , aj+1], j = 1, . . . , l−
1, j 6= l0, and a′ < α < a < b < β < b′, α := (a+ a′)/2, β := (b+ b′)/2 and µ is
large positive integer and c2 := al+1 − a0, λ ∈ [0, 1]. If some of the parameters
are fixed or unimportant in the current consideration, then we leave them out,
e.g. P0(t) = P0(δ, µ; t) and P1(t) = P1(µ; t) = P1(λ, µ; t) = P1(α, β, λ, µ; t).
The key observation is that if S(aj) = 0 for some j, then we immediately
have that S(k)(aj) = 0, k = 0, 1, 2, . . . , kj .
Some obvious properties immediately follow from the definitions: Z1(t) ≥ 0
(this is why we increased the ”multiplicities”), P0(t), P1(t) ≥ 0 too, max
a0≤t≤al+1
P1(t) ≥
1/2. Furthermore, the degree of R is l − 2 and R has the same sign over
(a′, b′). For simplicity, denote τ1 := (τ1, . . . , τl0−1), τ2 := (τl0+1, . . . , τl) and
(slightly abusing the notation) τ := (τ1, τ2) = (τ1, . . . , τl0−1, τl0+1, . . . , τl) and
(τ1, λ, τ2) := (τ1, . . . , τl0−1, λ, τl0+1, . . . , τl). Finally, the degree of S is k
′
1 + . . .+
k′l + 2µ+ l − 2 + k′0 + 1 = 2µ+ const.
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Poincare´-Miranda theorem (see e.g. [11], p. 547 or [18], pp. 152-153) helps
to find a solution so that S vanishes at all prescribed aj ’s. In detail, put R :=
[a1, a2]×. . .×[al0−1, al0 ]×[0, 1]×[al0+1, al0+2]×. . .×[al−1, al] and for j = 1, . . . , l
let fj : R → R,
fj(τ1, λ, τ2) :=
∫ aj+1
aj
Z1(t)P1(λ, µ; t)R(τ ; t)(t− x0)k′0 dt.
Now we verify the signs of these functions on opposite sides of R: if j = 1, . . . , l,
j 6= l0, then Aj := {(τ1, . . . , τl0−1, λ, τl0+1, . . . , τl) ∈ R : τj = aj} and Bj :=
{(τ1, . . . , τl0−1, λ, τl0+1, . . . , τl) ∈ R : τj = aj+1} are the opposite sides. We
have to treat the case j < l0 and the case j > l0 separately. If (τ1, λ, τ2) ∈
Aj , then R(t) has the same sign all over (aj , aj+1) and sign fj(τ1, λ, τ2) =
signR(t)(t − x0)k′0 = (−1)l−1−j+k′0 = (−1)l−j if j < l0 and sign fj(τ1, λ, τ2) =
signR(t) = (−1)l−1−j if j > l0. On the other side, if (τ1, λ, τ2) ∈ Bj , then
this means that we move τj from aj to aj+1 hence the sign of R(t) changes.
That is, the sign of R(t) is the same as that of fj(τ1, λ, τ2), hence if j < l0,
then sign fj(τ1, λ, τ2) = signR(t)(t − x0)k
′
0 = (−1)l−j+1 and if j > l0, then
sign fj(τ1, λ, τ2) = (−1)l−j , which shows the sign change in both cases (when
j = 1, . . . , l0 − 1 and when j = l0 + 1, . . . , l).
As regards j = l0, we estimate Z1(t) and R(t) first. Let ρ1 := 1/4 min(a −
a′, x0 − a, b − x0, b′ − b) > 0. Considering Z1(t), it is easy to see that there
exists C3 > 0 such that for all t ∈ [α − ρ1, α + ρ1] ∪ [β − ρ1, β + ρ1] we have
1/C3 ≤ Z1(t) ≤ C3. The family of possible polynomials R(τ ; t) also has this
property: there exists C4 > 0 such that for any (τ1, λ, τ2) ∈ R, and for any
t ∈ [α−ρ1, α+ρ1]∪[β−ρ1, β+ρ1] we have 1/C4 ≤ |R(τ ; t)(t−x0)k′0 | ≤ C4. Now
we need Nikolskii inequality to give a lower estimate for the integral of P0 near
α and β. Using that ‖P0(α, µ; .)‖[α−ρ1,α+ρ1] = P0(α) = 1 and deg(P0) = 2µ,
Nikolskii inequality (see e.g. [14], p. 498, Theorem 3.1.4.) yields that there
exists C5 > 0 independent of µ and P0 such that∫ α+ρ1
α−ρ1
P0(α, µ; t)dt =
∫ α+ρ1
α−ρ1
|P0(α, µ; t)| dt ≥ C5 1
µ2
with some C5 > 0 depending on ρ1 only and we can easily obtain∫ α+ρ1
α−ρ1
P0(α, µ; t)Z1(t)
∣∣∣R(τ ; t)(t− x0)k′0 ∣∣∣ dt ≥ C5
C3C4
1
µ2
(14)
as well. Moreover, for any λ ∈ [0, 1], max[α−ρ1,α+ρ1] P1(.) ≥ 1 − λ, hence
applying Nikolskii inequality (see e.g. [14], p. 498, Theorem 3.1.4.) on these
intervals, ∫ α+ρ1
α−ρ1
P1(λ, µ; t)Z1(t)
∣∣∣R(τ ; t)(t− x0)k′0 ∣∣∣ dt ≥ C5
C3C4
1− λ
µ2
and similarly for [β − ρ1, β + ρ1].
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We need an upper estimate too. If t ∈ [a0, al+1], |t − α| ≥ ρ1, then with
ρ2 := 1−
(
ρ1
c2
)2
< 1 we can write
P0(α, µ; t) ≤ ρµ2
and if t ∈ H := [a0, α− ρ1] ∪ [α+ ρ1, β − ρ1] ∪ [β + ρ1, al+1] then
P0(α, µ; t)Z1(t)
∣∣∣R(t)(t− x0)k′0∣∣∣ , P0(β, µ; t)Z1(t) ∣∣∣R(t)(t− x0)k′0∣∣∣ ≤ C3C4ρµ2
(15)
and
P0(α, µ; t)Z1(t)
∣∣∣R(t)(t− x0)k′0 ∣∣∣ ≤ C3C4ρµ2 , |t− β| ≤ ρ1, (16)
P0(β, µ; t)Z1(t)
∣∣∣R(t)(t− x0)k′0 ∣∣∣ ≤ C3C4ρµ2 , |t− α| ≤ ρ1. (17)
Now we can investigate fl0(.) on Al0 := {(τ1, . . . , τl0−1, λ, τl0+1, . . . , τl) ∈ R :
λ = 0}: by (14) we can write∣∣∣∣∣
∫ x0
al0
P0(α, µ; t)Z1(t)R(τ ; t)(t− x0)k′0dt
∣∣∣∣∣
≥
∫ α+ρ0
α−ρ0
P0(α, µ; t)Z1(t)
∣∣∣R(τ ; t)(t− x0)k′0∣∣∣ dt ≥ C5
C3C4
1
µ2
and by (15), we can write∣∣∣∣∫ al0+1
x0
P0(α, µ; t)Z1(t)R(τ ; t)(t− x0)k′0dt
∣∣∣∣ ≤ c2C3C4ρµ2 .
These last two displayed estimates show that fl0(.) on Al0 has the same sign
as R(t)(t − x0)k′0 on (al0 , x0) (that is, (−1)l−l0−1+k
′
0 = (−1)l−l0) if µ is large
(µ ≥ µ1). Similarly, by replacing α with β, we can say that fl0(.) on Bl0 :=
{(τ1, . . . , τl0−1, λ, τl0+1, . . . , τl) ∈ R : λ = 1} has the same sign as R(t)(t− x0)k
′
0
on (x0, al0+1) (that is, (−1)l−l0+1), again if µ is large (µ ≥ µ2). These two
observations show that on the opposite sides Al0 and Bl0 , fl0(.) has different
signs (since k′0 is odd). Obviously, all fj(.) functions are continuous.
Now the conditions of Poincare´-Miranda theorem are satisfied, hence there
exists (τ1, λ, τ2) ∈ R such that fj(τ1, λ, τ2) = 0 for all j = 1, . . . , l. Fix these
values and denote them by the same letters in the rest of this proof.
Finally, in (13), we choose C1 ∈ R so that S(x0) = 1, where actually we can
write
1
C1
=
∫ x0
al0
P1(λ, µ; t)Z1(t)R(τ ; t)(t− x0)k′0 dt
and by knowing the sign of R(τ ; .) over (al0 , x0), signC1 = (−1)l−1−l0+k
′
0 =
(−1)l−l0 and by (14), |C1| = O(µ2).
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So S is uniquely determined and it has the following properties. S(aj) = 0 for
all j = 1, . . . , l, hence by the key observation, (11) holds. By the normalization
(5) is true. (6) is also true, because of (13). For simplicity, put
S1(t) := C1Z1(t)P1(t)R(t)(t− x0)k′0 .
To see (7), (8), (10), and the first half of (9) (with 1 in place of min(1, |Z(x)|))
first note that (15) implies that∣∣∣Z1(t)P1(µ; t)R(t)(t− x0)k′0∣∣∣ ≤ C3C4ρµ2 (18)
when t ∈ H = [a0, α − ρ1] ∪ [α + ρ1, β − ρ1] ∪ [β + ρ1, al+1]. Moreover, let us
remark that
|P1(µ; t)| ≤ ρµ2 (19)
for t ∈ H. Let us choose δ1 > 0 such that 0 < δ1 < −1/64 log(ρ2), hence for
large µ, µ ≥ µ3, we have
C3C4ρ
µ
2 ≤ exp(−δ1(64µ)).
Now, if µ ≥ µ4 is large enough and using |C1| = O(µ2), we can write
|S1(t)| ≤ C1C3C4ρµ2 ≤ exp(−δ1(32µ)), t ∈ H.
Integrating this on [a1, x], x ≤ α− ρ1, we obtain for large µ, µ ≥ µ5, that
|S(x)| =
∣∣∣∣∫ x
a1
S1(t)dt
∣∣∣∣ ≤ c2C1C3C4ρµ2 ≤ exp(−δ1(16µ))
moreover this also holds when x ∈ [a0, a1]. If x ∈ [α + ρ1, x0], then using that
S1(t) ≥ 0 when t ∈ [α+ ρ1, x0], we can write
1− exp(−δ1(16µ)) ≤ 1− c2C1C3C4ρµ2 ≤
∫ x0
a1
S1(t)dt−
∫ x0
x
S1(t)dt
= S(x) ≤ S(x0) = 1.
Similarly when x ∈ [x0, β − ρ1], S1(t) ≤ 0 on [x0, β − ρ1], hence
1− exp(−δ1(16µ)) ≤ 1− c2C1C3C4ρµ2 ≤
∫ x0
a1
S1(t)dt+
∫ x
x0
S1(t)dt
= S(x) ≤ S(x0) = 1.
As for [β + ρ1, al+1], we know that |S1(t)| ≤ C1C3C4ρµ2 ≤ exp(−δ1(32µ)), and
S(al0+1) = 0, so for x ∈ [al0+1, al+1], S(x) =
∫ x
a1
S1(t)dt =
∫ x
al0+1
S1(t)dt and
|S(x)| ≤ c2C1C3C4ρµ2 ≤ exp(−δ1(16µ)). For x ∈ [β + ρ1, al0+1], we know that
S(x) =
∫ x
a1
S1(t)dt =
∫ al0+1
a1
S1(t)dt−
∫ al0+1
x
S1(t)dt
= 0 +
∫ al0+1
x
−S1(t)dt =
∫ al0+1
x
|S1(t)| dt ≤ c2C1C3C4ρµ2 ≤ exp(−δ1(16µ)).
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These last four displayed estimates show that (8) and first half of (9) hold since
exp(−δ1(16µ)) ≤ exp(−2δ1(3 degS))
if µ ≥ µ6 is large. (10) and (7) are also true, since S′(.) = S1(.) is nonnegative
on (al0 , x0) and is nonpositive on (x0, al0+1).
To establish the second half of (9) (with Z(x) in place of min(1, |Z(x)|)), we
write (similarly to (18))
|S(x)| =
∣∣∣∣C1 ∫ x
a1
Z1(t)
P1(t)
‖P1‖HR(t)(t− x0)
k′0dt
∣∣∣∣ ‖P1‖H
≤ |C1|
∫ x
a1
Z1(t)
|P1(t)|
‖P1‖H |R(t)||t− x0|
k′0dt‖P1‖H
≤ |C1|C4
∫ x
aj
Z1(t)dt ‖P1‖H
where x ∈ [aj , aj+1] and H = [a0, α− ρ1]∪ [α+ ρ1, β − ρ1]∪ [β + ρ1, al+1]. It is
easy to see that ∫ x
aj
Z1(t)dt
|Z(x)|
has finite limit as x → aj since Z and Z1 have zeros of order kj and k′j at a
respectively. The same is true on the left hand side neighborhood of aj . Hence
we see that
∫ x
a1
Z1(t)dt/|Z(x)| is bounded when x ∈ H, so, using ‖P1‖H ≤
exp(−δ132µ) coming from (19), we obtain that the second half of (9) holds for
large µ, µ ≥ µ7.
To fulfill (12), consider Q := S2. Then, the degree of Q is 2(k′1 + . . .+ k
′
l +
l − 2 + k′0 + 2µ + 1) = 4µ + const. By squaring S defined in (13), it is easy to
see that (5), (6), (7), (9), (11) and (10) are preserved, and actually, (8) too:
(1− exp(−2δ1(3 degS)))2 ≥ 1− exp(−2δ1 degQ)
since 2 exp(−2δ13 degS)− exp(−4δ13 degS) ≤ exp(−2δ1 degQ) if degS is large
(that is, if µ ≥ µ8).
Finally, we have a sequence of polynomials for particular degrees. The basic
idea to use the same polynomial for larger degree works now, because of the
following. Put m1(m) := max{m1 : m1 = 4µ+2(k′1+. . .+k′l+l−2+k′0+1),m1 ≤
m,µ ∈ N}. For general m ∈ N, replacing the error term for m from m1(m)
brings in a factor exp(−2δ1m)/ exp(−2δm1(m)) which can be estimated as
lim sup
m→∞
exp(−2δ1m)/ exp(−2δ1m1(m)) = exp(−2δ1const) < 1,
where const is actually 2(k′1 + . . .+k
′
l+ l−2+k′0 +1). Hence, if µ ≥ µ9 is large,
then
exp(−2δ1m1(degQ)) ≤ exp(−δ1 degQ)
which finishes the proof.
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Figure 1: Prescribed zeros and intervals in the trigonometric case
Remark: Note that (the second half of) (9) implies (11).
We need the following trigonometric form of fast decreasing polynomials. In
the proof we use so-called half-integer trigonometric polynomials
∑n
j=0 aj cos((j+
1/2)t)+bj sin((j+1/2)t). They are natural in this context, see, e.g. the product
representation [2], p. 10, or Videnskii’s original paper [30], or the paper [16].
Theorem 3. Let t0, α, β, α
′, β′ ∈ (−pi, pi) be such that −pi < α′ < α < t0 <
β < β′ < pi and α1, . . . , αl ∈ (−pi, pi) \ [α′, β′] be with the corresponding positive
integer powers k1, . . . , kl. Put Z(t) :=
∏l
j=1
∣∣∣sin t−αj2 ∣∣∣kj .
Then there exists δ1 > 0 such that for all large m there exists a trigonometric
polynomial Qm with degree at most m such that
Qm(t0) = 1, (20)
0 ≤ Qm(t) < 1 for t ∈ [−pi, pi), t 6= t0, (21)
Q(k)m (αj) = 0, j = 1, . . . , l, k = 0, 1, . . . , kj , (22)
Qm(t) ≤ min(1, |Z(t)|) exp(−δ1m) for t ∈ [−pi, pi] \ (α′, β′), (23)
|Qm(t)− 1| ≤ exp(−δ1m) for t ∈ [α, β], (24)
Qm(t) is strictly monotone on [α
′, α] and on [β, β′]. (25)
Proof. Briefly, we use similar idea as in the previous proof (Theorem 2), but
there are lots of differences.
First, we introduce the intervals between the neighboring αj ’s as follows
using the ordering of αj + j2pi, j = 1, . . . , l, and j = 0 if αj > β
′ and j =
1 otherwise. Let Ij ’s, j = 1, . . . , l − 1 denote the closed intervals such that
endpoints are the αj + j2pi’s and they are disjoint except for the endpoints,
and they are ordered from left to right (that is, if t1 ∈ Ij and t2 ∈ Ik and j ≤ k,
then t1 ≤ t2). Denote the left endpoint of I1 by α∗, and the right endpoint of
Il−1 by α∗, that is, α∗ and α∗ are the minimum and maximum of αj + j2pi’s
respectively. Put I0 := [α
∗ − 2pi, α∗], this way I0, I1, . . . , Il−1 cover an interval
of length 2pi and t0 ∈ I0, [α′, β′] ⊂ I0. Note that Ij ’s are not necessarily subsets
of (−pi, pi).
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We define
Z˜1(t) :=
l∏
j=1
(
sin
t− αj
2
)k′j
, R˜(τ ; t) = R˜(t) :=
l−1∏
j=1
sin
t− τj
2
,
P˜0(t) = P˜0(a, µ; t) :=
(
cos
t− a
2
)2µ
,
P˜1(a, b, λ, µ; t) = (1− λ)P˜0(a, µ; t) + λP˜0(b, µ; t)
where k′j = kj if kj is even and k
′
j = kj + 1 if kj is odd, for j = 1, . . . , l, and
τj ∈ Ij , j = 1, . . . , l − 1, and α′ < a < α < β < b < β′, a := (α + α′)/2,
b := (β+ β′)/2, and λ ∈ [0, 1]. We also put k′0 = k0 if k0 is odd and k′0 = k0 + 1
if k0 is even; and τ := (τ1, . . . , τl−1). As above, if some of the parameters are
fixed or unimportant in the current consideration, then we leave them out, e.g.
P˜0(t) = P˜0(a, µ; t) and P˜1(t) = P˜1(µ; t) = P˜1(λ, µ; t) = P˜1(a, b, λ, µ; t).
Some immediate properties are the following: Z˜(t), P˜0(t) and P˜1(t) are
nonnegative trigonometric polynomials. If l is even, then R˜(t) is a half-integer
trigonometric polynomial, if l is odd, then it is a trigonometric polynomial (with
degree (l − 1)/2).
Consider
S˜1(t) := Z˜1(t) P˜1(µ, λ; t) R˜(τ ; t)
(
sin
t− t0
2
)k′0
which is a trigonometric polynomial if l is even and is a half-integer trigonometric
polynomial if l is odd. We need
S˜2(t) :=
{
S˜1(t), if l is even,
S˜1(t) cos
t−(α∗−pi)
2 , if l is odd
which is a trigonometric polynomial in both cases.
Now we would like to integrate S˜1(.) and get a trigonometric polynomial
too. To do this, we use Poincare´-Miranda theorem, as in the proof of Theo-
rem 2. Consider the rectangle R := [0, 1] × I1 × I2 × . . . × Il−1 and (λ, τ) =
(λ, τ1, . . . , τl−1) ∈ R. We use the functions
fj(λ, τ) :=
∫
Ij
S˜2(λ, τ , µ; t)dt, j = 0, 1, . . . , l − 1.
Note that sin t−t02 is negative on (α
∗−2pi, t0) and is positive on (t0, α∗), cos t−(α
∗−pi)
2
is positive on (α∗− 2pi, α∗) but it introduces an extra zero at α∗. It can be ver-
ified same way as in the proof of Theorem 2 that there are sign changes in f0
as λ changes from 0 to 1, and in fj as τj goes from the left endpoint of Ij to
the right endpoint of Ij .
Poincare´-Miranda theorem shows that there are particular λ ∈ [0, 1], τ1 ∈
I1, . . . , τl−1 ∈ Il−1 such that all the fj ’s are zero; fix this solution and denote
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it by λ, τ1, . . . , τl−1 in the rest of this proof. Summing up these integrals for all
j = 0, 1, . . . , l − 1, we also obtain that ∫ α∗
α∗−2pi S˜2(t)dt = 0.
Put
S˜(t) :=
∫ t
α∗
C1S˜2(τ)dτ
where C1 will be chosen later (like in the proof of Theorem 2). In both cases
(l is even or odd), the integrand is a real trigonometric polynomial. Since the
integral of S˜2(t) over [α
∗ − 2pi, α∗] is 0, S˜(t) is also a trigonometric polynomial.
C1 can be chosen so that ∫ t0
α∗
C1S˜2(t)dt = 1
holds. The properties (20), (22), (23), (24) and (25) can be verified same way as
in the proof of Theorem 2. A key tool was the Nikolskii inequality for algebraic
polynomials and it should be replaced with the similar inequality for trigonomet-
ric polynomials, which is again due to Nikolskii (see, e.g [14], p. 495, Theorem
3.1.1). Again, squaring S˜, we can construct the trigonometric polynomial which
also satisfies (21).
3.2 Rough Markov- and Bernstein-type inequalities
The following two propositions have rather simple proofs, they may be known,
but we could not find reference for them.
Proposition 4. Let I ⊂ (−pi, pi) be a closed set consisting of finitely many
disjoint intervals such that none of them is a singleton and k be a positive
integer. Then there exists C = C(I, k) > 0 such that for all trigonometric
polynomial Tn with degree n, we have∥∥∥T (k)n ∥∥∥
I
≤ Cn2k ‖Tn‖I . (26)
This immediately follows from iterating Videnskii’s inequality on each com-
ponent (maximal subinterval) of I. For Videnskii’s inequality, see [2], p. 243
(Exercise E.19 part c]) or [31].
We also need a rough Bernstein-type inequality for higher derivatives of
trigonometric polynomials.
Proposition 5. Let I ⊂ (−pi, pi) be again a closed set consisting of finitely
many disjoint intervals such that none of them is a singleton and k be a positive
integer. Fix a closed set I0 ⊂ Int I (subset of the one dimensional interior of I).
Then there exists C = C(I, I0, k) > 0 such that for all trigonometric polynomial
Tn with degree n, we have for t ∈ I0∣∣∣T (k)n (t)∣∣∣ ≤ Cnk ‖Tn‖I . (27)
This again, immediately follows from applying Videnskii’s inequality (see
[2], p. 243, E.19 part b]) iteratively on the component (say I+0 ) of I containing
I0 and finally using ‖Tn‖I+0 ≤ ‖Tn‖I .
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3.3 Asymptotically sharp Markov-type inequality
Theorem 6. Let E ⊂ (−pi, pi) be a compact set satisfying (2). Then for any
trigonometric polynomial Tn with degree n, we have∥∥∥T (k)n ∥∥∥
[a−ρ,a]
≤ (1 + o(1))n2kΩ(ET, eia)2k 8
kpi2k
(2k − 1)!! ‖Tn‖E (28)
where o(1) is an error term that tends to 0 as n→∞, depends on E and a, but
it is independent of Tn. This inequality is sharp, that is, there is a sequence of
trigonometric polynomials Tn, n = 1, 2, . . . , such that deg Tn = n and∣∣∣T (k)n (a)∣∣∣ ≥ (1− o(1))n2kΩ(ET, eia)2k 8kpi2k(2k − 1)!! ‖Tn‖E , (29)
where o(1)→ 0 is an error term depending on E and n.
Proof. The proof of (28) is divided into five steps and then (29) will be estab-
lished.
First step. We prove the assertion when E is a T-set, and Tn is polynomial of
the defining polynomial UN for this set. That is, E = {t ∈ (−pi, pi) : |UN (t)| ≤
1} (as in (4)) and there is a real, algebraic polynomial P such that Tn(t) =
P (UN (t)). We may assume that UN (a) = 1 (we know that |UN (a)| = 1).
Now we use Faa` di Bruno’s formula (1). Note that, in our setting f = P
(outer function) and g = UN (inner function), hence the product is independent
of P and n (and Tn too). Hence we reorder the terms decreasingly:
(P ◦ UN )(k) (a) = P (k)(1) (U ′N (a))k + . . . (30)
where in the remaining terms only P (k−1)(1), P (k−2)(1), ... P ′(1) occur. There
are finitely many remaining terms and by (26), they grow like n2k−2 as n→∞.
As for the first term, we can use the classical V. Markov inequality (see e.g. [2],
p. 254) and ‖P‖[−1,1] = ‖Tn‖E , hence with d := deg(P ),
|P ′(1)| ≤ d
2(d2 − 1) . . . (d2 − (k − 1)2)
(2k − 1)!! ‖Tn‖E ≤ d
2k 1
(2k − 1)!! ‖Tn‖E
where actually
d2(d2 − 1) . . . (d2 − (k − 1)2)
d2k
→ 1 (31)
as n→∞ (which is equivalent to d→∞).
As for U ′N (a), we use the density of the equilibrium measure, more precisely
formula (3.21) from [28] (and a = a2j0), hence
|U ′N (a)| = 2N2
∏m
l=1
∣∣eia − eiτl ∣∣2∏
l=1,...,2m,l 6=2j0 |eia − eial |
= 2N2Ma,k = 8pi
2N2Ω(ET, e
ia)2.
(32)
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Putting these together:∣∣∣T (k)n (a)∣∣∣ ≤ (1 + o(1))8kpi2k 1(2k − 1)!!Ω(ET, eia)2k n2k ‖Tn‖E .
Now we extend the previous inequality from a to [a − ρ, a] (as in (28)).
Basically we use the smaller growth of the rough Bernstein-type inequality (27)
and the continuity of U ′N . For any ε > 0, we can select η > 0 such that
[a− η, a] ⊂ E and for t ∈ [a− η, a] it is true that
|U ′N (t)| ≤ (1 + ε)|U ′N (a)| = (1 + ε)8pi2N2Ω(ET, eia)2.
Then for t ∈ [a− η, a] we get from (30) and again from (26) that∣∣∣T (k)n (t)∣∣∣ ≤ (1 + o(1))(1 + ε)8kpi2k 1(2k − 1)!!Ω(ET, eia)2k n2k ‖Tn‖E . (33)
Now, on [a − ρ, a − η] (if not empty), we can use the rough Bernstein-type
inequality (27), hence we obtain an upper estimate for T (k)(t) which has growth
order nk, which is smaller than n2k, the growth order of the Markov factor. So if
n is large (depending on ε), then (33) holds for t ∈ [a−ρ, a−η] too. Now letting
ε→ 0 appropriately, (28) follows for Tn(.) = P (UN (.)) as d = deg(P )→∞.
Second step. Now we establish (28) when E is a T-set and Tn is arbitrary
trigonometric polynomial. We use symmetrization here (see, [25] pp. 151-152
and [28], pp. 2997-2998, including Lemma 3.2) and fast decreasing trigonometric
polynomials (see Subsection 3.1). In this step we work in a smaller neighborhood
of a, i.e. on [a− ρ0, a] where ρ0 < ρ is defined later.
Let j0 correspond to the interval in which a is. More precisely, since E is a
T-set in this case, there are 2N disjoint, open intervals such that UN maps these
intervals to (−1, 1) in a bijective way. Let us label them by Ej = (α2j−1, α2j)
where −pi < α1 < α2 ≤ α3 < α4 ≤ . . . ≤ α2N−1 < α2N < pi. Hence a ∈
[α2j0−1, α2j0 ] and by (2), a = α2j0 . Put ρ0 := 1/4 min(α2j0 − α2j0−1, α2j0+1 −
α2j0 , ρ, pi/4).
We also need the following facts on T-sets. Since UN (.) is 2N -to-1 mapping,
we need its restricted inverses. Let U−1N,j(t) be the inverse of UN restricted
to [α2j−1, α2j ] and put tj(t) = tj := U−1N,j(UN (t)). Obviously, tj is C
∞ on
∪Nj=1(α2j−1, α2j) and now we give estimates for the l-th derivative of tj(t),
especially, as t approaches a. Similarly, as in [23], if l = 1 or l = 2, then
dtj
dt
=
d
dt
U−1N,j(UN (t)) =
U ′N (t)
U ′N (U
−1
N,j(UN (t)))
=
U ′N (t)
U ′N (tj)
,
d2
dt2
U−1N,j(UN (t)) =
− (U ′N (t))2 U ′′N (U−1N,j(UN (t)))(
U ′N (U
−1
N,j(UN (t)))
)3 + U ′′N (t)U ′N (U−1N,j(UN (t)))
=
−(U ′N (t))2U ′′N (tj)
(U ′N (tj))
3 +
U ′′N (t)
U ′N (tj)
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and for general l, Faa` di Bruno’s formula (1) implies that there is a universal
polynomial Ql (independent of UN , depending on l only) which is a polynomial
in U
(k)
N (t) and U
(k)
N (tj) k = 1, . . . , l, that isQl = Ql(. . . , U
(k)
N (t), . . . , U
(k)
N (tj), . . .)
such that
dl
dtl
U−1N,j(UN (t)) =
Ql
(U ′N (tj))
2l−1 . (34)
Here, Ql is independent of n and Tn, hence |Ql| ≤ C for some C = C(k, UN ) > 0.
Moreover, we need to estimate |U ′N (tj)| as t→ a and we split the argument
into two cases. If j is such that aj ∈ IntE, that is, U ′N (aj) = 0, and using that
all the zeros of UN are simple, we can infer that U
′′
N (aj) 6= 0, so |U ′N (tj)| ≥
O(|tj − aj |). On the other hand, if j is such that aj ∈ E \ IntE, that is,
U ′N (aj) 6= 0, then simply U ′N (tj) ≈ U ′N (aj). Hence, in any case
|U ′N (tj)| ≥ O(|tj − aj |). (35)
For an arbitrary polynomial Tn consider Vn(t) = L√n(t)Tn(t), where L√n(.)
denotes the fast decreasing polynomial which has the following properties. L√n(.)
has degree at most
√
n, it is a fast decreasing trigonometric polynomial and
peaking at a very smoothly (that is, L√n(a) = 1 and L
(j)√
n
(a) = 0, j =
1, 2, . . . , 2k2), L√n(.) is approximately 1 on [a−ρ0, a+ρ0] and is approximately
0 outside [a− 2ρ0, a+ 2ρ0] and vanishes at the other extremal points of UN up
to order 2k2 (that is, if UN (t) = ±1, t 6= a, then L(j)√n(t) = 0, j = 0, 1, . . . , 2k2).
Such polynomial L(.) = L√n(.) exists because of Theorem 3.
For simplicity, put W (t) :=
∏
j
(
sin
t−αj
2
)2k
where j = 1, . . . , 2N , j 6= j0.
This W is a nonnegative trigonometric polynomial and has sup norm at most
1. There is another trigonometric polynomial Y (.) such that
L(t) = Y (t)W k(t).
The sup norm of Y over [−pi, a − ρ0] ∪ [a + ρ0, pi] can be estimated using (23)
with W k in place of Z. Hence, for t ∈ [−pi, a− ρ0] ∪ [a+ ρ0, pi]
|Y (t)| =
∣∣∣∣ L(t)W k(t)
∣∣∣∣ ≤ min( 1W k(t) , 1
)
exp (−(degL)δ1) .
Differentiating L(.) j-times, j = 0, 1, . . . , k we write
L(j)(t) =
j∑
l=0
(
j
l
)
Y (j−l)(t)
(
W k
)(l)
(t). (36)
Here
(
W k
)(l)
(t) = W (t) · . . . where W (t) is multiplied with other terms de-
pending on W,W ′, . . . ,W (l), k and αj ’s only, and it is independent from n
and Tn. As regards Y
(j−l)(t), we can use Videnskii’s inequality for Y (.) on
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[−pi, a − ρ0] ∪ [a + ρ0, pi] (which is actually an interval on the torus), so there
exists a C > 0 such that for all t ∈ [−pi, a−2ρ0]∪[a+2ρ0, pi] and all l = 0, 1, . . . , j∣∣∣Y (j−l)(t)∣∣∣ ≤ C (deg Y )j−l exp (−(degL)δ1) . (37)
Summing up these estimates as in (36), we can write with degL ≤ √n∣∣∣L(j)(t)∣∣∣ ≤ CW (t)nj/2 exp (−√nδ1) (38)
where C > 0 is independent of n and Tn and t ∈ [−pi, a− 2ρ0] ∪ [a+ 2ρ0, pi].
This Vn has degree at most n+
√
n and satisfies
‖Vn‖E ≤ ‖Tn‖E ,
Vn(t) =
(
1 +O(β
√
n)
)
Tn(t) for t ∈ [a− ρ0, a],
|Vn(t)| = O(β
√
n) ‖Tn‖E for t ∈ E \ [a− 2ρ0, a]
 (39)
where β = exp(−δ1) < 1.
Now, (by Leibniz formula), for all l = 1, . . . , k
V (l)n (t)− T (l)n (t) =
(
L√n(t)− 1
)
T (l)n (t) +
l∑
j=1
(
l
j
)
L
(j)√
n
(t)T (l−j)n (t). (40)
Using the rough Markov-type inequality (26), there exists a constant C =
C(E, k) > 0 such that for all 1 ≤ j ≤ k, t ∈ E∣∣∣L(j)√n(t)∣∣∣ ≤ C√n2j ∥∥L√n∥∥E = Cnj ,∣∣∣T (j)n (t)∣∣∣ ≤ Cn2j ‖Tn‖E
and if t ∈ E \ [a− 2ρ, a], then applying (26) for L√n on E \ [a− 2ρ, a], we can
write ∣∣∣L(j)√n(t)∣∣∣ ≤ C√n2j ∥∥L√n∥∥E\[a−2ρ,a] = Cnjβ√n. (41)
These imply that for l = 1, . . . , k∣∣∣V (l)n (t)− T (l)n (t)∣∣∣ = O (n2lβ√n + n2l−1) ‖Tn‖E , t ∈ [a− ρ, a] (42)
and ∣∣∣V (l)n (t)∣∣∣ = O (n2lβ√n) ‖Tn‖E , t ∈ E \ [a− 2ρ, a].
Define the ”symmetrized” polynomial as
T ∗(t) :=
N∑
j=1
Vn (tj) .
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This T ∗ will be algebraic polynomial of UN (.), see Lemma 3.2 in [28], and
deg(T ∗) ≤ n+√n = (1 + o(1))n.
Now we compare (T ∗)(k)(t) with T (k)n (t) when t ∈ [a− ρ, a]. If j = j0, that
is, tj = t, then Vn(tj) = Vn(t), and we can apply (42) (when l = k). If j 6= j0,
then we would like to show that
∣∣∣ dkdtk Vn(tj)∣∣∣ is small. We use (40) first so∣∣∣∣ dkdtk Vn(tj)
∣∣∣∣ ≤ k∑
l=0
(
k
l
) ∣∣∣∣ dldtlL√n (U−1N,j(UN (t)))
∣∣∣∣ ∣∣∣∣ dk−ldtk−lTn (U−1N,j(UN (t)))
∣∣∣∣
(43)
which we continue later. For the second factor, we use (1) again with similar
groupings of the terms as in (30), because the first term involves d
k−l
dtk−lTn (at tj)
and all the other terms involve lower derivatives of Tn. So we can write, with
the help of (26), and (34), (35)∣∣∣∣ dk−ldtk−lTn (U−1N,j(UN (t)))
∣∣∣∣ ≤ ∣∣∣T (k−l)n (tj)∣∣∣ ∣∣∣∣ ddtU−1N,j(UN (t))
∣∣∣∣k−l + |. . .|
≤ Cn2k−2l 1
|tj − aj |2(k−l)−1
‖Tn‖E .
Now we use the zeros of L√n(.) (andW (t)) to get rid of the factors 1/ |tj − aj |2(k−l)−1.
To estimate the first factor on rhs of (43), we use (1) for L√n(.) and U
−1
N,j(UN (t))
with (41) (since tj 6∈ [a− 2ρ, a]) and (38). Hence∣∣∣∣ dldtlL√n (U−1N,j(UN (t)))
∣∣∣∣ ≤ C√n2lβ√n|W (tj)|n2l 1|tj − aj |2l−1 ‖Tn‖E
= Cn3lβ
√
n |W (tj)|
|tj − aj |2l−1
‖Tn‖E
and using that aj is a zero of W (of order k), the fraction |W (tj)|/ |tj − aj |2l−1
is actually bounded.
Multiplying together the last two displayed estimates and using that |W (tj)|/|tj−
aj |2k is bounded (independently of t, j and n), we can continue (43),
≤
k∑
l=0
(
k
l
)
Cnlβ
√
nn2k−2l ‖Tn‖E ≤ Cn2kβ
√
n ‖Tn‖E .
Collecting all the calculations in this paragraph, for t ∈ [a− ρ, a] we can write∣∣∣(T ∗)(k)(t)− T (k)n (t)∣∣∣ ≤ O (n2kβ√n) ‖Tn‖E . (44)
Comparing the sup norms of Tn and T
∗, we split the estimate into two cases
(see also (39)). If t ∈ E \ [a− 2ρ0, a], then
|T ∗(t)| ≤
N∑
j=1
∣∣L√n(tj)∣∣ |Tn(tj)| ≤ NCβ√n ‖Tn‖E = o(1) ‖Tn‖E .
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If t ∈ [a− 2ρ0, a], then
|T ∗(t)| ≤ ∣∣L√n(t)∣∣ |Tn(t)|+ ∑
j 6=j0
∣∣L√n(tj)∣∣ |Tn(tj)|
≤
(
1 +NCβ
√
n
)
‖Tn‖E = (1 + o(1)) ‖Tn‖E .
These two estimates yield
‖T ∗‖E ≤ (1 + o(1)) ‖Tn‖E . (45)
Applying (44), (45) and the previous case for T ∗ (when T ∗ is a polynomial
of UN ), we obtain (28) for T-sets and for arbitrary polynomials.
Third step. Now let E be an arbitrary set consisting of finite number of
intervals: E = ∪mj=1[a2j−1, a2j ]. Using the density of T-sets (see Section 2.1),
there is a T-set E′ such that E′ ⊂ E, a ∈ E′ and
Ω(ET, e
ia) ≤ Ω(E′T, eia) ≤ (1 + ε)Ω(ET, eia)
where ε > 0 is arbitrary and E′ = E′(E, ε). Here the first inequality comes
from the monotonicity of Ω(., .) (and from E′ ⊂ E) and the second comes from
the density result. Obviously, ‖Tn‖E′ ≤ ‖Tn‖E . Now, applying the previous
step (for arbitrary polynomials on T-sets), we can write for t ∈ [a− ρ, a]
∣∣∣T (k)n (t)∣∣∣ ≤ (1 + oE′(1)) 8kpi2k(2k − 1)!!n2kΩ(E′T, eia)2k ‖Tn‖E′
≤ (1 + oE(1)) 8
kpi2k
(2k − 1)!!n
2kΩ(ET, e
ia)2k ‖Tn‖E
by letting ε→ 0 appropriately.
Fourth step. Now let E ⊂ (−pi, pi) be a compact set which is regular (in
the sense of Dirichlet problem). Obviously, the regularity of E and ET are
equivalent.
Consider the trigonometric polynomial TnQnε of degree at most n(1 + ε)
where Q(.) = Qnε(.) is the fast decreasing polynomial with the following prop-
erties: its degree is at most nε, 0 ≤ Q(.) ≤ 1, Q(t) ≤ exp(−δ1nε) for some δ1 > 0
on t ∈ [−pi, a− 2ρ]∪ [a+ 2ρ, pi], 1− exp(−δ1nε) ≤ Q(t) on t ∈ [a− ρ, a+ ρ] and
Q(a) = 1 (for existence, see Section 3.1).
Let gET(ζ, 0) and gET(ζ,∞) be the Green functions of the domain C \ ET
with poles at the points 0 and ∞, respectively. The regularity of the set E
(and ET correspondingly) implies the continuity of gET(ζ, 0) and gET(ζ,∞) at
all points different from 0 and∞, as well as the fact that these functions vanish
at the points of ET. Therefore, for the δ1 > 0 there is a d1 > 0, such that if
t ∈ R and dist(t, E) ≤ d1, then
gET(e
it, 0) <
δ21
2
. (46)
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We choose m sufficiently so large that for the set E+m the condition dist(t, E) ≤
d1 for all t ∈ E+m is satisfied.
If t ∈ E then
|Tn(t)Qnε(t)| ≤ ‖Tn‖E .
If we write
Tn(t) =
n∑
j=0
(Aj cos jt+Bj sin jt)
=
n∑
j=0
(ReAj cos jt+ ReBj sin jt) + i
n∑
j=0
(ImAj cos jt+ ImBj sin jt) ,
we consider the algebraic polynomials
S(1)n (z) =
n∑
j=0
(ReAj − iReBj) zj , S(2)n (z) =
n∑
j=0
(ImAj − iImBj) zj .
It is easy to verify that Tn(t) = F (e
it) for all complex t, where
F (z) :=
1
2
[
S(1)n (z) + S
(1)
n
(
1
z
)]
+
i
2
[
S(2)n (z) + S
(2)
n
(
1
z
)]
is a rational function. We note that ‖F‖ET = ‖Tn‖E and apply an analog of
the Bernstein-Walsh inequality (see e.g. [3], p. 64) to the rational function F
on ET and then use the fact that the domain C \ET is symmetric with respect
to the unit circle. For simplicity, we put
g(z, w) = gC\ET(z, w)
for Green’s function of ET. So, we have for t ∈ R that
|Tn(t)| =
∣∣F (eit)∣∣ ≤ ‖F‖ET exp (n (g(eit, 0) + g(eit,∞)))
= ‖Tn‖E exp
(
2ng(eit, 0)
)
.
Now if t ∈ E+m \ E then it follows from (21) and (46) that
|Tn(t)Qnε(t)| ≤ ‖Tn‖E exp
(
2ng(eit, 0)
)
exp (−nδ1)
≤ ‖Tn‖E exp
(
nδ21 − nδ1
) ≤ ‖Tn‖E
for sufficiently large n, and hence ‖TnQnε‖E+m ≤ ‖T‖E .
For t ∈ [a− ρ, a]
∣∣∣(TnQnε)(k)(t)∣∣∣ ≥ ∣∣∣T (k)(t)Qnε(t)∣∣∣− k∑
j=1
(
k
j
) ∣∣∣T (k−j)n (t)Q(j)nε (t)∣∣∣ .
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Here 1− e−nδ1 ≤ Qnε(t) ≤ 1 and by (26)
‖Q(j)nε ‖E ≤ C(nε)2j , ‖T (j)n ‖E ≤ Cn2j‖Tn‖E
with some constant C for all j = 1, 2, . . . , k. Hence, if t ∈ [a− ρ, a] we get from
the previous step applied to the trigonometric polynomial Tn(t)Qnε(t) on the
set E+m (which consists of finitely many intervals) that
∣∣∣T (k)n (t)∣∣∣ (1− e−nδ1) ≤ ∣∣∣(TnQnε)(k)(t)∣∣∣+ k∑
j=1
(
k
j
)
C2‖Tn‖En2(k−j)(nε)2j
≤ (1+o(1))8kpi2k 1
(2k − 1)!!Ω
(
(E+m)T, e
ia
)2k
(n(1+ε))2k ‖TnQnε‖E+m+C1ε2n2k‖Tn‖E
≤ n
2k
(2k − 1)!!‖Tn‖E
(
(1 + o(1)) (1 + ε)2k8kpi2kΩ
(
(E+m)T, e
ia
)2k
+ C1ε
2
)
.
Since ε > 0 and m are arbitrary, the inequality (28) follows from Lemma 1.
Fifth step. The regularity condition can be removed using the sets E−m and
(E−m)T from Ancona’s theorem (interval condition (2) implies [a − ρ, a] ⊂ E,
hence cap(E) > 0). Indeed,
‖T (k)n ‖[a−ρ,a] ≤ (1 + om(1))
n2k
(2k − 1)!!8
kpi2kΩ
(
(E−m)T, e
ia
) ‖Tn‖E−m
≤ (1 + om(1)) n
2k
(2k − 1)!!8
kpi2kΩ
(
(E−m)T, e
ia
) ‖Tn‖E
where om(1) depends on E
−
m too.
It follows from Lemma 1 that Ω((E−m)T , e
ia) can be made arbitrary close to
Ω(ET, eia) by choosing m large enough. Hence the inequality (28) holds in this
case too.
Now we investigate the sharpness, that is, we are going to establish (29). As
above, first we show it for the case when E is a union of finitely many intervals.
We select a T-set as in Section 2.1 for which Ω(E′T, e
ia) is close to Ω(ET, eia),
say Ω(E′T, e
ia) ≥ Ω(ET, eia)(1− ε) for some given ε > 0.
By (32)
|U ′N (a)| = 8pi2N2Ω(E′T, eia)2. (47)
Now note that if Tl(x) = cos(l arccos(x)) are classical Chebyshev polynomials,
then Tn(t) := Tl(UN (t)) is a trigonometric polynomial of degree lN for which
E′ = {x|Tl(UN (x)) ∈ [−1, 1]}.
Since ∣∣T kl (±1)∣∣ = l2(l2 − 1) . . . (l2 − (k − 1)2)(2k − 1)!! =: Cl,k.
21
and (47) we get for n = lN as before∣∣∣T (k)n (a)∣∣∣ = ∣∣∣(Tl(UN ))(k)(a)∣∣∣ = (1± o(1))Cl,kN2k8kpi2kΩ(E′T, eia)2k,
and here, in view of (31),
Cl,kN
2kΩ(E′T, e
ia)2k ≥ (1− o(1)) l
2k
(2k − 1)!!N
2kΩ(ET, e
ia)2k(1− ε)2k.
Since E ⊂ E′ we have
‖Tn‖E ≤ ‖Tn‖E′ = ‖Tl‖[−1,1] = 1,
and so from n = lN we get∣∣∣T (k)n (a)∣∣∣ ≥ (1− o(1))2(1− ε)2k n2k(2k − 1)!!8kpi2kΩ(ET, eia)2k‖Tn‖E .
This is only for integers n of the form n = lN . For others just use Tn(t) =
T[n/N ](UN (t)) + δ cos(nt) with δ > 0 very small. Since here ε = εN > 0 is
arbitrary, (29) follows if we let N tend to ∞ slowly and at the same time
U−1N [−1, 1] approaches E, as n→∞ (in which case we have εN → 0).
In the general case we consider the sets E+m that are unions of finitely many
intervals. Hence, we may use the last result for E+m, namely, there is a sequence
of nonzero trigonometric polynomials {Tm,n}∞n=1, deg(Tm,n) ≤ n, such that∣∣∣T (k)m,n(a)∣∣∣ ≥ (1− oE+m(1))n2kΩ ((E+m)T, eia)2k 8kpi2k(2k − 1)!! ‖Tm,n‖E+m ,
where oE+m(1) depends on E
+
m and it tends to 0 as n → ∞ for any fixed m.
Since E ⊂ E+m, we have ‖Tm,n‖E+m ≥ ‖Tm,n‖E and hence∣∣∣T (k)m,n(a)∣∣∣ ≥ (1− oE+m(1))n2kΩ ((E+m)T, eia)2k 8kpi2k(2k − 1)!! ‖Tm,n‖E .
By Lemma 1 and choosing m sufficiently large, Ω
(
(E+m)T, e
ia
)
can be made
arbitrary close to Ω(ET, eia). Therefore, (29) follows for Tn := Tmn,n if mn goes
slowly to infinity as n→∞.
Now if H denotes the shorter arc on T connecting the points ei(a−ρ) and eia
then we have the following assertion.
Corollary 7. Under the conditions mentioned above for any algebraic polyno-
mial Pn with degree n, we have∥∥∥P (k)n ∥∥∥
H
≤ (1 + o(1))n2kΩ(ET, eia)2k 2
kpi2k
(2k − 1)!! ‖Pn‖ET . (48)
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This inequality is sharp, for there is a sequence of polynomials Pn 6≡ 0,
n = 1, 2, . . . , such that∣∣∣P (k)n (eia)∣∣∣ ≥ (1− o(1))n2kΩ(ET, eia)2k 2kpi2k(2k − 1)!! ‖Pn‖ET . (49)
The quantity o(1) depends on E and k and tends to 0 as n→∞.
Proof. We may assume that n is even (because (n+1)2/n2 = 1+o(1)). We con-
sider the trigonometric polynomial Tn/2(t) = e
−itn/2Pn
(
eit
)
. So, (48) follows
now from applying Theorem 6 to Tn/2.
Concerning (49), existence of such polynomials, in view of the remark above,
follows from existence of trigonometric polynomials Tn for which (29) holds.
4 Higher order Bernstein-type inequalities and
their sharpness
Let E ⊂ (−pi, pi) be a compact subset, and fix a point z0 = eit0 which is in the
one dimensional interior of ET. That is, {exp(it) : t0 − δ < t < t0 + δ} ⊂ ET for
some small δ > 0. Denote by ∂/∂n+ and ∂/∂n− the outward and inward normal
derivatives (w.r.t. the unit circle) correspondingly. Then (see [17], formulas (23)
and (24) on p. 349)
1
2
(
1 + 2piωET
(
eit
))
=
∂g(eit,∞)
∂n+
= max
(
∂g(eit,∞)
∂n+
,
∂g(eit,∞)
∂n−
)
where g(z, w) = gC\ET(z, w) is Green’s function of C \ ET and ωET(.) denotes
the density of the equilibrium measure (w.r.t. arc length on the unit circle).
Now let us consider higher order Bernstein-type inequalities for trigonomet-
ric polynomials.
Theorem 8. Let E ⊂ (−pi, pi) be a compact set and k be a positive integer. Fix
a closed interval E0 ⊂ IntE (subset of the one dimensional interior of E). Then
there exists C = C(E,E0, k) > 0 such that for all trigonometric polynomial Tn
with degree n, we have for t ∈ E0∣∣∣T (k)n (t)∣∣∣ ≤ (1 + o(1))nk (2piωET (eit))k ‖Tn‖E . (50)
where o(1) is uniform in t ∈ E0 and uniform among all trigonometric polyno-
mials having degree at most n and tends to 0 as n→∞.
Proof. We prove the theorem by induction on k, the case k = 1 was done in [13,
Theorem 4].
Let
V (t) = 2piωET
(
eit
)
.
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Select a closed set E∗0 ⊃ E0 such that E∗0 has no common endpoints either with
E0 or with E.
Consider any δ > 0 such that the intersection of E with the δ-neighborhood
of E0 is still subset of of E
∗
0 , and set fk,n,t0(t) := T
(k)
n (t)Q(t), where Q(t) =
Qn1/3(t) is a fast decreasing trigonometric polynomial from Theorem 3 for t0 ∈
E0 (α
′ and β′ from Theorem 3 are chosen such a way that the interval [α′, β′]
is in the δ-neighborhood of E0).
By (23) and (26), for this fk,n,t0 we have the upper bound
O(n2k) exp
(
−δ1n1/3
)
‖Tn‖E = o(1)‖Tn‖E
on E outside the δ-neighborhood of t0 with δ1 > 0 (uniform in t0 ∈ E0).
In the δ-neighborhood of any t0 ∈ E0, by ‖Q‖E ≤ 1 and by induction
hypothesis applied to Tn and to E
∗
0 , we have
|fk,n,t0(t)| ≤ (1 + o(1))nk‖Tn‖EV (t)k ≤ (1 + o(1))nk(1 + ε)k‖Tn‖EV (t0)k,
where ε→ 0 as δ → 0. Here we used that by the continuity of V (t), if t0 ∈ E0
and |t− t0| < δ, then V (t) ≤ (1 + ε)V (t0) with some ε that tends to 0 as δ → 0.
Therefore, fk,n,t0(t) is a trigonometric polynomial in t of degree at most n+n
1/3
for which
‖fk,n,t0‖ ≤ (1 + o(1))nk‖Tn‖EV (t0)k.
Upon applying Lukashov’s theorem from [13, Theorem 4] to the trigonometric
polynomial fk,n,t0(t) we obtain
|f ′k,n,t0(t0)| ≤ (1 + o(1))nk+1‖Tn‖EV (t0)k+1. (51)
Since (recall that Q(t0) = 1)
f ′k,n,t0(t0) = T
(k+1)
n (t0) + T
(k)
n (t0)(Q(t0))
′,
and the second term on the right is at most O(nk)O(n2/3)‖Tn‖E in modulus,
by (26) and by the induction assumption, from (51) we get (50). It follows from
the proof that the estimate is uniform in t0 ∈ E0.
Corollary 9. Let E ⊂ (−pi, pi) be again a compact set and k be a positive
integer. Fix a closed interval E0 ⊂ IntE. Then there exists C = C(E,E0, k) > 0
such that for all algebraic polynomial Pn with degree n, we have for z = e
it,
t ∈ E0 ∣∣∣P (k)n (z)∣∣∣ ≤ (1 + o(1))nk2k (1 + 2piωET(z))k ‖Pn‖ET (52)
where o(1) is uniform in z = eit, t ∈ E0 and independent of Pn, but it tends to
0 as n→∞.
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Proof. As in the proof of Corollary 7, we may assume that n is even (because
(n + 1)2/n2 = 1 + o(1)) and consider the trigonometric polynomial Tn/2(t) =
e−itn/2Pn
(
eit
)
. By Theorem 8, we get
(1 + o(1))
nk
2k
(
2piωET
(
eit
))k ‖Tn/2‖E ≥ |T (k)n (t) |
≥
∣∣∣(Pn (eit))(k)∣∣∣−
∣∣∣∣∣∣
k−1∑
j=0
(
k
j
)(
P
(
eit
))(j) (
e−itn/2
)(k−j)∣∣∣∣∣∣ .
It, together with Faa` di Bruno’s formula (1) and Theorem 8 yields that
∣∣∣P (k)n (z)∣∣∣ ≤ (1 + o(1))nk2k
(2piωET(z))k + k−1∑
j=0
(
k
j
)
(2piωET (z))
j
 ‖Pn‖ET
≤ (1 + o(1))n
k
2k
(1 + 2piωET (z))
k‖Pn‖ET .
Corollary 9 extends Theorem 1 of the paper [17] to higher derivatives of
algebraic polynomials and the proof of sharpness is similar to the proof of [17],
Theorem 2.
Theorem 10. Under assumption of Corollary 9, inequality (52) is sharp, that
is, there is a sequence of polynomials Pn 6≡ 0, n = 1, 2, . . . , such that∣∣∣P (k)n (z)∣∣∣ ≥ (1− o(1))nk2k (1 + 2piωET (z))k ‖Pn‖ET .
The quantity o(1) depends on E and k and tends to 0 as n→∞.
Proof. We enclose ET into a set G with the following properties:
• G is a finite union of disjoint C2 smooth Jordan domains: there are finitely
many disjoint C2 Jordan curves S1, . . . , Sm such that if Gj is the bounded
connected components of C \ Sj , then G = ∪mj=1Gj ,
• ET is a boundary arc of the boundary ∂G,
• the component of G that contains z lies in the closed unit disk,
• every point of G is of distance ≤ η from a point of ET, where η is a given
positive number.
Then the boundary Γ = ∂G = ∪mj=1Sj is a family of disjoint Jordan curves.
Furthermore, let n+ = z be the normal at z to Γ pointed to the interior of
Ω = C \G.
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If ε > 0 is given, then for sufficiently small η we have (see e.g. [15], pp. 350-
351
∂gΩ(z,∞)
∂n+
≥ (1− ε)
∂gC\ET(z,∞)
∂n+
. (53)
By the sharp form of the Hilbert lemniscate theorem [15], Theorem 1.2, there
is a Jordan curve σ such that
• σ contains Γ in its interior except for the point z, where the two curves
touch each other,
• σ is a lemniscate, i.e. σ = {ζ : |VN (ζ)| = 1} for some algebraic polynomial
VN of degree N , and
•
∂gC\σ(z,∞)
∂n+
≥ (1− ε)∂gΩ(z,∞)
∂n+
. (54)
We may assume that V ′N (z) > 0. The Green’s function of the outer domain
of σ is 1N log |VN (.)|, and its normal derivative is
∂gC\σ(z,∞)
∂n+
=
1
N
|V ′N (z)| =
1
N
V ′N (z).
Consider now, for all large n, the polynomials Pn(.) = VN (.)
[n/N ]. This is a
polynomial of degree at most n, its supremum norm on σ is 1, and by Faa` di
Bruno formula (1), it can be shown that (see also [8], subsection 10.2)
∣∣∣P (k)n (z)∣∣∣ = nk
(
∂gC\σ(z,∞)
∂n+
)k
+O(nk−1).
Thus, in view of (53) and (54), we may continue
∣∣∣P (k)n (z)∣∣∣ ≥ (1− ε)2knk
(
∂gC\ET(z,∞)
∂n+
)k
+O(nk−1).
Note also that ‖Pn‖ET ≤ ‖Pn‖σ = 1 by the maximum principle.
Corollary 11. Under assumption of Theorem 8, inequality (50) is sharp, for
there is a sequence of trigonometric polynomials Tn 6≡ 0, n = 1, 2, . . . , such that∣∣∣T (k)n (t)∣∣∣ ≥ (1− o(1))nk (2piωET (eit))k ‖Tn‖E .
where o(1) depends on E and k and tends to 0 as n→∞.
Proof. Existence of such trigonometric polynomials Tn follows immediately from
the existence of corresponding (in the sense of the proof of Corollary 9) algebraic
polynomials P2n from Corollary 9.
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