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Abstract
We discuss a manifestly covariant formulation of ideal relativistic magnetohydrodynamics, which
has been recently used in astrophysical and heavy-ion contexts, and compare it to other similar
frameworks. We show that the covariant equations allow for stationary vortex-like solutions that
represent generalizations of the perfect-fluid solutions describing systems in global equilibrium with
rotation. Such solutions are further used to demonstrate that inhomogeneous Maxwell equations,
implicitly included in the covariant framework, may generate very large electric charge densities.
This suggests that solutions of the covariant formulation may violate in some cases the assumptions
of standard ideal magnetohydrodynamics. Furthermore, we show that the flow four-vector and
conserved currents obtained in the covariant approach are usually not related to each other, which
hinders kinetic-theory interpretation of the obtained results.
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I. INTRODUCTION
In this paper we analyze a manifestly covariant formulation of ideal relativistic magne-
tohydrodynamics (MHD) defined in Ref. [1]. This and other similar frameworks have been
used recently in astrophysical [2–5] and heavy-ion contexts [6–11]. As the astrophysical
applications of MHD are very broad and of established significance [12], the use of magneto-
hydrodynamics in heavy-ion collisions is a rather new idea, which has been triggered by the
estimates [13–15] indicating that very strong magnetic fields could be present at the early
stages of such processes and may affect the early dynamics [9–11]. A related important topic
is the chiral magnetic effect [16–18].
We refer to the MHD version of Ref. [1] as to cvMHD (covariant version). We first
compare it to two more standard formulations of ideal magnetohydrodynamics [19]. The
first one does not use a manifestly covariant setup but otherwise is completely equivalent
to cvMHD. The second one makes specific assumptions about the displacement vector and
the system’s electric charge. These two formulations are dubbed idMHD and stMHD, re-
spectively (ideal and standard versions). The comparisons between explicitly covariant and
traditional versions of MHD are useful to get more insight into physical quantities that are
implicit in the covariant formulation. One of such quantities is the electric four-current. The
other are the electric and magnetic fields measured in the LAB frame.
The main aim of our work is to show that the cvMHD equations allow for stationary
vortex-like solutions that are generalizations of the perfect-fluid solutions describing systems
in global thermodynamic equilibrium with (a rigid) rotation [20]. The latter have become of
great interest recently, since for particles with spin they suggest that fluid thermal vorticity
is directly connected with the spin polarization [21]. Such identification forms now the basis
for many estimates of the Λ spin polarization in different theoretical approaches (for a recent
review of this topic see, for example, Ref. [22]). However, this point of view has been recently
challenged in [23].
Our explicit solutions of the cvMHD equations are used to demonstrate that inhomoge-
neous Maxwell equations (implicitly included in the cvMHD framework) may generate very
large electric charge densities, in addition to large electric currents and independently of the
2
choice done for the LAB frame 1. This suggests that the cvMHD solutions should be a poste-
riori checked against possible violations of standard MHD assumptions such as the system’s
quasi neutrality in a certain reference frame. Furthermore, we show that the hydrodynamic
flow vector Uµ, the electric current Jµ, and the baryon current NµB, all obtained from the
same covariant approach, are usually not related to each other. Therefore, the knowledge of
the flow vector Uµ is not sufficient to make any conclusions about the conserved currents.
This fact also hinders kinetic-theory interpretation of the obtained results in terms of one- or
two-fluid systems. We hope that our observations would be useful for correct interpretations
of the physics results obtained within cvMHD.
Throughout the paper we use the natural units with c = h¯ = kB = 1. The metric
tensor gµν has the signature (+,−,−,−) and the Levi-Civita tensor εµναβ is used with
the convention ε0123 = −ε0123 = 1. The three-vectors are marked with bold font. The
scalar products of both three- and four-vectors are denoted by a dot, hence, we may write
a · b = gµνaµbν = a0b0 − a · b.
II. MHD EQUATIONS
In this section we introduce several versions of MHD, which are based on the conservation
laws for energy and momentum, the Maxwell equations, and the Ohm law. The covariant
formulation, which is our main topic of interest, is defined only in Sec. II H. In Secs. II A–II G
we introduce all necessary definitions and assumptions. They include the form of the energy-
momentum tensor, the form of the Maxwell equations in matter, as well as the definitions
of the ideal and standard MHD.
A. Energy-momentum tensor
Herein we consider a system of particles and electromagnetic (EM) fields, which is defined
by the following energy-momentum tensor [1],
T µν = T µνm + T
µν
int + T
µν
em . (1)
1 We mean by this that there is no global reference frame where the charge density may be regarded as
small in the whole space.
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Here T µνm is the matter part
2,
T µνm = (ε+ p) U
µUν − pgµν , (2)
where ε is the energy density, p is the equilibrium pressure connected with ε through the
equation of state (EOS), and Uµ is the fluid four-velocity. Note that the form of Eq. (2)
corresponds to the perfect-fluid description. The middle term on the right-hand side of
Eq. (1) is the interaction term,
T µνint = −ΠµUν +MµτF ντ , (3)
where we have introduced the Faraday electromagnetic Fµν and magnetization Mµν tensors.
The four-vector Πµ, required for the overall consistency of the framework as argued in [24],
has the form [11]
Πµ = 2UλF
[µ
νM
λ]ν , (4)
where the notation t[µν] = 1
2
(tµν − tνµ) is used for the representation of an antisymmetric
part of the rank two tensor tµν . Below we also use the in-medium field strength tensor Hµν ,
which is the difference of Fµν and Mµν ,
Hµν = F µν −Mµν . (5)
The last term on the right-hand side of Eq. (1) describes the standard EM contribution to
the energy-momentum tensor
T µνem = −F µτF ντ +
1
4
gµνF τσFτσ. (6)
The energy-momentum conservation requires that the tensor (1) is conserved, namely
∂µT
µν = 0 . (7)
The four equations appearing in Eq. (7) are usually separated into one “longitudinal” equa-
tion (by contracting Eq. (7) with Uν) and three “transverse” equations (by contracting
Eq. (7) with the projector ∆αν = g
α
ν−UαUν). The longitudinal equation reflects the entropy
conservation, while the transverse equations are relativistic versions of the hydrodynamic
Euler equations.
2 To large extent, a division of the total energy-momentum tensor into three parts as in Eq. (1) is arbi-
trary [24]. We note that our separation scheme differs slightly from that used in [1], however, the total
Tµν is the same.
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B. Fluid four-velocity and four-acceleration
The fluid four-velocity is defined as the eigen-vector of the matter part of the energy-
momentum tensor, with the energy density ε being the eigen-value, i.e., T µm νU
ν = εUµ. The
local rest frame of the fluid (LRF) is defined by the condition that Uµ = (1, 0, 0, 0). In the
LAB frame we write Uµ = γ(1,v), where γ = (1− v2)−1/2 is the Lorentz factor and v is the
three-velocity. The four-acceleration of the fluid element is defined by the expression
Aµ = Uν∂νU
µ = γ
dUµ
dt
= (A0,A) = γ4 (a · v,a+ v × (v × a)) , (8)
where a = dv/dt is the non-relativistic three-acceleration. The four-vectors U and A satisfy
the normalization and orthogonality conditions: U · U = 1 and U ·A = 0. We note that Aµ
is defined by both v and a. The double cross product in Eq. (8) is a relativistic correction
to a of the order v2/c2. Another relativistic correction is connected with the γ4 factor. In
the limit v/c→ 0 one finds that A = a 3.
C. Maxwell equations in matter
The electromagnetic field tensor F µν can be decomposed as follows [2, 12]
F µν = EµUν − EνUµ + µναβUαBβ, (9)
with
Eµ = F µνUν , B
µ =
1
2
µναβUνFαβ. (10)
Using the above equations one can easily show that E ·U = B ·U = 0. It can be shown also
that E · E < 0 and B · B < 0, hence, Eµ and Bµ are space-like vectors. Using this fact we
can write
Bµ = B bµ, (11)
where, bµ is a space-like unit vector which satisfies the two conditions:
b · b = −1, b · U = 0. (12)
3 To study the non relativistic limit, the speed of light c should be restored in Eq. (8).
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The in-medium field strength tensor Hµν and the magnetization tensor Mµν can be
decomposed as follows
Hµν = DµUν −DνUµ + µναβUαHβ, (13)
Mµν = −P µUν + P νUµ + µναβUαMβ, (14)
where
Dµ = HµνUν , H
µ =
1
2
µναβUνHαβ , (15)
P µ = −MµνUν , Mµ = 1
2
µναβUνMαβ . (16)
We emphasize, that one should distinguish between the spatial components of the four-
vectors Eµ or Bµ and the electric and magnetic (three-vector) fields that usually define Fµν .
For the former we use the notation E and B, while for the latter we use the calligraphic
bold letters E and B. Thus Eµ = (E0,E) and Bµ = (B0,B), while the EM tensor Fµν has
the components defined by the matrix
Fµν =

0 E1 E2 E3
−E1 0 −B3 B2
−E2 B3 0 −B1
−E3 −B2 B1 0
 . (17)
This means that E i = F 0i = F i0 and Bi = −12ijkFjk. Straightforward calculations give
Eµ = (E0,E) = γ (E · v,E + v ×B) , (18)
Bµ = (B0,B) = γ (B · v,B − v × E) . (19)
Similar notation and relations can be introduced for the fields M ,H ,P ,D and
M,H,P ,D. In the local rest frame of the fluid E = E and B = B. The spatial parts of
the four-vectors Dµ = (D0,D) and Hµ = (H0,H) reduce in LRF to the electric displace-
ment vector D and magnetic field intensity H, respectively. Similarly, the spatial parts of
P µ = (P 0,P ) and Mµ = (M0,M) become the electric and magnetic polarization vectors,
P and M. The Maxwell equations in matter are
∂µH
µν = Jν (20)
and
µνρσ∂νFρσ = 0 . (21)
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We refer below to Eqs. (20) and (21) as to the inhomogeneous and homogeneous Maxwell
equations, respectively. The right-hand side of Eqs. (20) defines the EM current Jµ = (ρ,J )
that is conserved,
∂µJ
µ = 0. (22)
The commonly used, traditional versions of Eqs. (20) are
∇ ·D = ρ, (23)
∇×H = J + ∂D
∂t
, (24)
while for Eqs. (21) one uses the notation
∇ ·B = 0, (25)
∇× E = −∂B
∂t
. (26)
It is easy to see that Eqs. (23) and (24) are consistent with Eq. (22).
D. Ideal MHD limit (idMHD)
1. The Ohm law
In the ideal MHD one demands that the electric field in the local rest frame vanishes,
which is expressed by the condition
F µνUν = E
µ = (E0,E) = 0. (27)
Equation (27) does not imply that the electric field in other frames (in particular, in the
LAB frame) is zero. In fact, from the time and space components of Eq. (18) one gets
E · v = 0, E + v ×B = 0. (28)
The second equation in (28) means that the electric field can be obtained directly from the
magnetic field and the fluid velocity. It is easy to notice that if the second equation in (28)
is used, the first equation in (28) is automatically fulfilled.
The main argument for using Eq. (27) comes from the assumption that the EM current
appearing in (22) can be written as a sum of two terms, the convective and induced ones,
namely
Jµ = Jµcon + J
µ
ind = ρ¯U
µ + σµνEν . (29)
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Here ρ¯ is the LRF electric charge density and σµν is the conductivity tensor of a system. If
σµν is very large (σµν →∞), we assume for consistency that Eµ is very small (Eµ → 0) and
neglect the second term 4.
2. Electric and magnetic polarizations
Assuming that P µ and Dµ are proportional to Eµ, we conclude that they vanish as well.
Note that using equations (9) and (14) in Eq. (4) we find
Πµ = 0, (30)
hence, Πµ can be neglected in Eq. (3). Assuming further that the magnetic polarization is
linearly proportional to the magnetic field, we can write
Mµ = χmB
µ = χmBb
µ ≡Mbµ. (31)
In the following we assume that the susceptibility χm is constant. Equation (31) and the
fact that Eµ = P µ = Dµ = 0 imply that Mµν = χmF
µν and Hµν = (1 − χm)F µν . This, in
turn, leads to the relations
H = (1− χm)B, D = (1− χm)E . (32)
We note that one usually introduces the relation D = (1 + χe)E with χe being the electric
susceptibility. In the case of ideal MHD, the relations between electric-type of fields follow
from the relations between magnetic-type of fields that hold in LRF. Therefore, the factor
1 + χe is related to 1− χm. For constant χm we have ∇ ·D = (1− χm)∇ · E and ∇×H =
(1− χm)∇×B.
3. Energy-momentum conservation
With the assumptions made in this section it is useful to introduce a new notation for
the sum of interaction and field parts of the energy-momentum tensor (1),
T µν∆ = T
µν
int + T
µν
em = −HµτF ντ +
1
4
gµνF τσFτσ. (33)
4 It is also possible that the term σµνEν remains finite in this limit. We discuss this possibility below.
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Then, using the Bianchi identity, ∂αFβγ + ∂βFγα + ∂γFαβ = 0, and the inhomogeneous
Maxwell equations we find
∂µT
µν
∆ = −F ντJτ +Mµτ∂µF ντ = −F ντJτ +M∂νB. (34)
This expression should be used in the conservation laws (7), which can be written now as
∂µT
µν
m + ∂µT
µν
∆ = 0 . (35)
E. Equation of state
In this work, following Ref. [1], we consider a simple equation of state of the form
ε(T, µB, B) = ε0(T, µB)− 1
2
χmB
2, (36)
p(T, µB, B) = p0(T, µB) +
1
2
χmB
2. (37)
The energy density ε0(T, µB) and pressure p0(T, µB) describe equilibrium properties of mat-
ter without magnetic field. In this work, in addition to the temperature T we introduce the
baryon chemical potential µB as an independent thermodynamic variable. In this case, the
basic thermodynamic identities are
ε+ p = ε0 + p0 = Ts0 + nBµB, (38)
dp = s0dT + nBdµB +MdB, dε = Tds0 + µBdnB −MdB, (39)
where s0 is the entropy density and nB is the baryon number density. The conservation of
the latter is expressed by the equation
∂µN
µ
B = ∂µ(nBU
µ) = 0. (40)
Below we use two forms of the equation of state defined by the two expressions for the
pressure [25],
p0(T, µB) =
g
pi2
cosh(µB/T )T
2m2K2(m/T ), (EOS I) (41)
p0(T, µB) =
2g
pi2
cosh(µB/T )T
4. (EOS II) (42)
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Here g is the internal degeneracy factor and K2(x) is the modified Bessel function. Equa-
tion (41) describes a system of classical (Boltzmann) particles and antiparticles with the
mass m, while Eq. (42) describes the same system in the limit m → 0. Using equations of
state (41) or (42), one obtains the system’s entropy and baryon number density from the
thermodynamic relations
s0 =
(
∂p0
∂T
)
µB
=
(
∂p
∂T
)
µB ,B
, nB =
(
∂p0
∂µB
)
T
=
(
∂p
∂µB
)
T,B
, (43)
which follow directly from Eqs. (38) and (39). The baryon number densities in these two
cases are given by the formulas
nB(T, µB) =
g
pi2
sinh(µB/T )Tm
2K2(m/T ), (EOS I) (44)
nB(T, µB) =
2g
pi2
sinh(µB/T )T
3. (EOS II) (45)
We use these expressions below in Sec. III A. To complete thermodynamic relations we add
the equation specifying magnetization M as a derivative of pressure with respect to magnetic
field B,
M =
(
∂p
∂B
)
T,µB
= χmB. (46)
F. idMHD - summary
We can now summarize all the equations of idMHD introduced one by one in the previous
sections. Using thermodynamic relations (39), they may be written as the following sequence
of expressions:
∇ ·B = 0, (47)
E + v ×B = 0, (48)
E · v = 0, (49)
∇× E = −∂B
∂t
, (50)
(1− χm)∇ · E = ρ, (51)
(1− χm)∇×B = J + (1− χm)∂E
∂t
, (52)
Uµ∂µε0 = − (ε0 + p0) ∂µUµ, (53)
∂µ (nBU
µ) = 0, (54)
(ε0 + p0)A = −∇p0 + Eρ+J ×B. (55)
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The reason for rewriting the idMHD equations in the form given above is that it naturally
describes their structure and indicates their overall mathematical consistency. It also gives
the hints how they can be solved 5 and approximated.
Equation (53) has been obtained from the longitudinal part of the energy-momentum
conservation (35) and the homogeneous Maxwell equations. Using the thermodynamic re-
lations (43) as well as the baryon number conservation (54) one obtains from Eq. (53), as
expected, the entropy conservation
∂µ (s0U
µ) = 0. (56)
Equation (55) follows from the transverse part of the energy-momentum conservation (35)
and represents the relativistic Euler equation for MHD.
The initial conditions for idMHD consist of two vector and two scalar functions of space:
B(t0,x), v(t0,x), T (t0,x) and µB(t0,x). The Gauss equation for the magnetic field implies
that the initial condition for B(t0,x) is not arbitrary but has to fulfil Eq. (47). Using the
initial condition for the hydrodynamic flow, v(t0,x), in Eq. (48) we obtain the initial electric
field E(t0,x). Then, Eq. (49) is automatically satisfied, while Eq. (50) allows us to obtain
the magnetic field at the next time step, which we denote as B(t0 + ∆t,x). If Eq. (47) is
fulfilled at t = t0, from Eq. (50) one concludes that it is fulfilled at later times. From Eq. (51)
we find the initial charge density ρ(t0,x), while (52) defines the initial current J (t0,x) in
terms of the gradient of the EM fields and the fluid acceleration (note that using Eq. (48)
the time derivative of the electric field at t = t0 can be expressed by the time derivative of
the magnetic field and acceleration, ∂E/∂t + (∂v/∂t) × B + v × (∂B/∂t) = 0). The last
three equations in the group (47)–(55) express the energy, baryon number, and momentum
conservation in the system. They may be used to determine the functions v(t0 + ∆t,x),
T (t0 + ∆t,x) and µB(t0 + ∆t,x). Repeating iteratively the steps described above, we are
able to determine the space-time evolution of the fields B(t,x), v(t,x), T (t,x) and µB(t,x).
G. Standard MHD (stMHD)
In the most popular approach to MHD one neglects the charge density and displacement
vector in Eqs. (47)–(55). This is justified if there is a certain reference frame where the
5 The method presented in this section may be not the best procedure from the numerical point of view.
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physical conditions are such that the terms with J dominate over the terms (1−χm)∂E/∂t
and Eρ (on the right-hand sides of Eqs. (52) and (55)). The charge density can be usually
neglected if the system consists of two components with opposite charges, like in the case of
“ordinary” plasma formed from protons and electrons. Using these assumptions we obtain
the following set of equations:
∇ ·B = 0, (57)
E + v ×B = 0, (58)
∇× E = −∂B
∂t
, (59)
(1− χm)∇×B = J , (60)
Uµ∂µε0 + (ε0 + p0) ∂µU
µ = 0, (61)
∂µ (nBU
µ) = 0, (62)
(ε0 + p0)A = −∇p0 +J ×B. (63)
It should be emphasized that Eqs. (57)–(63), in contrast to Eqs. (47)–(55), are no longer
covariant with respect to Lorentz transformations. They hold in a reference frame where the
assumptions specified above are justified. Nevertheless, if the solutions of Eqs. (57)–(63) are
found, they can be transformed to any other frame. We also note that neglecting the term
(1− χm)∂E/∂t facilitates substantially the mathematical treatment of the MHD equations.
H. Manifestly covariant MHD (cvMHD)
In this section we finally introduce the equations of covariant relativistic MHD. Using
the parametrization (9) for the field tensor Fµν and the condition (27), we can rewrite the
energy-momentum tensor (33) as [1–8]
T µν∆ =
(
B2 −MB)UµUν + (MB − 1
2
B2
)
gµν +
(
MB −B2) bµbν . (64)
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Using this expression in the conservation laws for energy and momentum, the MHD equations
can be cast into the following compact form:
Uµ∂µε0 + (ε0 + p0) ∂µU
µ = 0, (65)[
ε+ p+ (1− χm)B2
]
Aα −∆αµ∂µ
[
p+
(
1
2
− χm
)
B2
]
−(1− χm)
[
bαbµ∂µB
2 +B2(∆αρbµ∂µbρ + b
α∂µb
µ)
]
= 0, (66)
∂µ (nBU
µ) = 0, (67)
∂ν [B(b
µU ν − bνUµ)] = 0. (68)
Similarly as in the previous cases, Eq. (65) combined with Eq. (67) yield the entropy con-
servation (56). We note that Eqs. (68) are equivalent to Eqs. (21), if the condition (27) is
used. We also note that there are only three independent equations in (66), hence Eqs. (65)–
(68) are nine independent equations for eight unknowns: T , µB, v, and B. This looks like
an overdetermined system but, as the matter of fact, Eqs. (68) are the uniform Maxwell
equations containing the Gauss law for the magnetic field. We know that if the magnetic
field is divergence-free at the initial time it remains divergence-free at later times, hence,
by imposing the proper initial conditions only three out of four equations in (68) are truly
independent.
III. VORTEX-LIKE SOLUTIONS
In this section we present the vortex-like solutions of the cvMHD equations introduced
in Sec. II H. They become automatically solutions of the idMHD equations presented in
Sec. II F. Following [23], we assume that the flow four-vector Uµ has the form
Uµ = γ(1,−Ωy,Ωx, 0), (69)
where Ω is a constant, γ = (1−Ω2r2)−1/2, and r = √x2 + y2 is the distance from the vortex
center in the transverse plane. Note that, due to limited speed of light, the flow profile is
constrained to a cylinder of radius R < 1/Ω, see Fig. 1. The larger is the value of R, the
larger are the values of the γ factor on the boundary where r = R.
Furthermore, we assume that the magnetic field is perpendicular to the vortex plane,
Bµ = (0, 0, 0, B(r)), bµ = (0, 0, 0, 1). (70)
13
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FIG. 1: (Color online) Vortex configuration described in Sec. III.
.
Using Eqs. (8) and (69) we find the following relations involving the fluid four-velocity and
three-acceleration
Uµ∂µ = −γΩ
(
y
∂
∂x
− x ∂
∂y
)
, (71)
∂µU
µ = 0, (72)
A = −Ω2γ2(x, y, 0). (73)
The three-vector A points towards the centre of the vortex, describing the centripetal ac-
celeration.
We look for stationary (independent of time) solution and assume that all thermodynamic
functions depend only on the variable r =
√
x2 + y2. In this case Eqs. (65) and (67) are
automatically fulfilled. Moreover, since bµ is a constant vector and the function B(r) is
independent of the coordinate z, Eq. (68) is also satisfied and we are left with only one
non-trivial equation that reads
Ω2γ2
[
ε0 + p0 + (1− χm)B2
]
=
d
r dr
[
p0 +
1
2
(1− χm)B2
]
. (74)
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Using thermodynamic identities (38) and (39) we can rewrite this equation as
s0
(
Ω2γ2T − dT
rdr
)
+ nB
(
Ω2γ2µB − dµB
rdr
)
+ (1− χm)B
(
Ω2γ2B − dB
rdr
)
= 0. (75)
Since Eq. (75) is a single equation involving three functions of r, it allows for different solu-
tions. They are defined by specific boundary conditions and possible additional constraints.
Before we discuss some of the solutions of Eq. (75), it is useful to discuss direct conse-
quences of our assumptions (69) and (70) for other physical quantities, such as the electric
field, electric charge, and electric three-current. For the field configuration (70), the magnetic
field has the form B = (0, 0, γB(r)), which automatically satisfies the Gauss law ∇ ·B = 0.
The electric field is given by the expression E = −ΩγB(r)(x, y, 0), which is consistent with
the Ohm law (48), i.e., E = −v × B. The inhomogeneous Maxwell equations define the
electric charge
ρ = (1− χm)∇ · E = ΩmγB(r)
[
γ2 + 1 +
d lnB(r)
d ln r
]
(76)
as well as the electric three-current
J = (1− χm)∇×B = ΩmγB(r)
[
γ2 +
1
Ω2r2
d lnB(r)
d ln r
]
v, (77)
where we have introduced the notation Ωm = −(1− χm)Ω. We see that the electric current
is proportional to the three-velocity of the fluid. Interestingly, the proportionality coefficient
is not necessarily equal to the electric charge ρ, as naively expected. This means that the
electric current is generally not represented by the convective part in Eq. (29).
A. Global equilibrium with rotation
In a series of publications Becattini and collaborators showed that global equilibrium
corresponds to the case where the field βµ = Uµ/T is the Killing vector [20]. In our case,
this implies that
T (r) = Tcγ(r), (78)
where Tc is the central temperature. In global equilibrium we also find that µB/T=const.,
hence, the chemical potential has the same form as the temperature, namely
µB(r) = µ
c
Bγ(r), (79)
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where µcB is another constant. The forms (78) and (79) imply that the first two terms on
the left-hand side of Eq. (75) vanish. This, in turn, implies that
B(r) = Bcγ(r), (80)
where Bc is a constant defining the magnetic field at the vortex center.
In the case described by Eqs. (78), (79), and (80), we find
ρ = 2Ωmγ
3B(r), (81)
and
J = ρv. (82)
Thus, using the notation ρ = ρ¯γ, where ρ¯ can be interpreted as the charge density measured
in LRF, we can rewrite the EM four-current in the relativistic covariant way as
Jµ = ρ¯ Uµ, ρ¯ = 2ΩmBcγ
3. (83)
It is interesting to notice that using Eqs. (76) and (77) and demanding the equality J = ρv,
one gets the constraint equation for the function B(r),
1 +
d lnB(r)
d ln r
=
1
Ω2r2
d lnB(r)
d ln r
, (84)
which has the solution given exactly by Eq. (80).
We observe that the charge density given by Eq. (83) can be very large, especially if the
size of the system R approaches the value of 1/Ω and the γ factor suddenly increases at
the system boundary. Since we deal with a vortex, there is no boost transformation that
leads to a different reference frame where ρ can be globally reduced. Such a situation may
contradict the usual assumptions of MHD which is applicable most often to quasi neutral
systems. In our case, to avoid this problem one can restrict oneself to small vortices, with
the size R much smaller than 1/Ω, and choose the parameters Ωm and Bc to be sufficiently
small. In the general case of solving the cvMHD equations, one cannot control the charge
density and the results of the calculations should be checked a posteriori if they obey the
standard MHD criteria.
Another interesting observation can be made by comparison of the electric charge density
ρ¯ with the baryon density defined by Eqs. (44) and (45). Using Eqs. (78) and (79) in Eqs. (44)
16
and (45) we obtain
nB =
g
pi2
sinh(µcB/Tc)Tcγm
2K2(m/(Tcγ)), (for EOS I) (85)
nB =
2g
pi2
sinh(µcB/Tc)T
3
c γ
3. (for EOS II) (86)
Thus, we conclude that only for the massless case the baryon number and electric charge
densities are proportional to each other, as expected for a system consisting of one type
of particles (and their antiparticles) 6 . Clearly, a simple kinetic-theory interpretation that
the flow four-vector and all other conserved currents are expressed as moments of a single
phase-space distribution function multiplied by the corresponding charges is not valid.
B. Quasi-neutral vortex
In this section we analyze a possibility of having a vortex with a constant charge density.
We do not assume any relations of the form (78), (79), or (80) but start with Eq. (76) and
demand that its right-hand side is equal to a constant charge density ρ0,
ΩmγB(r)
[
γ2 + 1 +
d lnB(r)
d ln r
]
= ρ0. (87)
Equation (87) is a differential equation for the function B(r) which has the solution
B(r) =
ρ0
2Ωm
√
1− Ω2r2 + C
√
1− Ω2r2
r2
, (88)
where C is an integration constant. In order to have a regular solution we set C equal to
zero and keep only the first term in (88),
B(r) =
ρ0
2Ωm
√
1− Ω2r2 = ρ0
2Ωmγ
. (89)
In this case, using Eq. (77) we find that the electric three-vector vanishes, J = 0. This is
in agreement with the fact that the magnetic field is constant, B = ρ0/(2Ωm)(0, 0, 1), and
has vanishing rotation.
The case discussed in this section is more difficult for kinetic-theory interpretation than
the previous one, since the electric current is not given by the convective part. One may
6 We note that conflicts between equation of state and vortical motion were found in the past in the context
of the Bjorken flow [26, 27].
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argue that the induction part is finite in this case, hence, the term Jµind = σ
µνEν compensates
the difference between Jµ and Jµcon = ρ¯U
µ. However, this approach is not quite satisfactory,
since implies a random use of the term σµνEν , that depends on a particular cvMHD solution
rather than the system physical properties.
The knowledge of the function B(r) allows us to determine the functions T (r) and µB(r)
from Eq. (75), which in this case takes the form
s0
(
Ω2γ2T − dT
rdr
)
+ nB
(
Ω2γ2µB − dµB
rdr
)
+ (1− χm) Ω
2ρ20
2Ω2m
= 0. (90)
As this is one equation for two unknown functions, various forms of T (r) and µB(r) are
allowed in this case, which depend on the boundary conditions and the choice of EOS. For
sufficiently small values of the parameter ρ0, Eqs. (78) and (79) are approximate solutions
of Eq. (90).
In the similar way to the case described in this section one can treat other cases with
different dependence of the charge density on the transverse distance r.
IV. CONCLUSION
In this paper we have analyzed a manifestly covariant formulation of ideal relativistic
magnetohydrodynamics (cvMHD) and compared it with other frameworks (idMHD and
stMHD). We have demonstrated that the covariant approach allows for vortex-like solutions
that can be treated as generalizations of the global equilibrium states with rotation.
Our solutions indicate that both large charge densities and large electric currents can
be present in a system described by the cvMHD equations. This is due to the implicit
treatment of the inhomogeneous Maxwell equations in this framework, and no direct control
of the relative magnitude of the “density” and “current” terms.
Moreover, we have found that the flow four-vector Uµ, the electric charge current Jµ,
and the baryon number current NµB might be not related to each other if obtained within
cvMHD. This poses interesting questions concerning kinetic-theory interpretations of the
results obtained with the relativistic covariant version of MHD. Clearly, the knowledge of
Uµ is not sufficient to determine the conserved currents.
Our results can be useful for making physics interpretation of the cvMHD calculations
done in astrophysics and heavy-ion collisions.
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