INTRODUCTION
Generalized Method of Moments (GMM) provides a method for obtaining consistent and asymptotically normally distributed estimators of the parameters of economic models based on a set of population moment conditions.
1 In most cases of interest, the researcher is actually faced with a candidate set from which to choose the moment conditions to be used in the estimation.
It was understood early on in the GMM literature that the asymptotic efficiency of the estimator is sensitive to the choice of moment condition; see Hansen (1982 Hansen ( , 1985 . Subsequently, it has been realized the quality of the asymptotic approximation to finite sample behavior can also be very sensitive to the choice of moment condition; for example, see Kocherlakota (1990) . 2 These findings have stimulated interest in understanding the circumstances in which the asymptotic approximation may be poor. Following a seminal article by Nelson and Startz (1990) and important sequels by Staiger and Stock (1997) and Stock and Wright (2000) , weak identification has emerged as an important explanation for why standard GMM asymptotic distribution theory provides a poor approximation in certain economic models of interest. This finding has stimulated the development of inference techniques that are valid irrespective of whether the parameters are identified or weakly identified parameters. Leading contributions in this area were made by Staiger and Stock (1997) , Stock and Wright (2000) , Kleibergen (2002) , and Moreira (2003) .
In a recent article, Hall et al. (2007) (HIJS hereafter) argue that the entropy of the limiting distribution of the GMM estimator provides a metric for the information about the parameters contained in a moment condition, and, as a consequence, they propose an information criterion based on this entropy that can be used to guide moment selection. This information criterion is denoted RMSC , which stands for relevant moment selection criterion, a terminology that is explained below. HIJS establish conditions for the consistency of the associated moment selection method in two settings of interest.
3 One key aspect of these conditions relates to what is assumed about the identification of the parameter vector by the combinations of moments from the candidate set over which the selection is made. While it is standard in the moment selection literature to assume 1 See Hansen (1982) . 2 There have been numerous simulation studies that have made this point; see Hall (2005, Section 6 .3) for a recent review. 3 In this context, consistency is the property that a particular moment condition is selected with probability one in the limit as the sample size goes to infinity. The two settings are: nonlinear dynamic models estimated via GMM and linear static models estimated via instrumental variables. The difference between the analyses lies in the regularity conditions imposed; see discussion below. A. R. Hall et al. that the parameter vector is identified by all the combinations of moment condition considered, 4 it is desirable to allow for the possibility of weak identification. HIJS take a step in this direction in their analysis of RMSC in the static linear model estimated by Instrumental Variables (IV). They allow for the possibility that the parameter vector is only identified by some of the combinations of moments being considered and is weakly identified by the rest. In this case, they establish that their method selects a moment condition that identifies the parameter vector with probability one in the limit, and that the method is consistent provided certain other conditions hold.
In this article, we extend HIJS's analysis by considering the behavior of their moment selection method when the parameter vector is weakly identified by all the moment conditions being considered. It is shown that the selected moment condition is random and hence not consistent in any meaningful sense. As a result, we propose a two-step procedure for moment selection in which identification is first tested using a statistic proposed by Stock and Yogo (2003) and then only if this statistic indicates identification does the researcher proceed to the second step in which RMSC is used to select moments. The properties of this two-step procedure are contrasted with those of strategies based on either using all available moments or using the information criterion without the pretest for weak identification. The inference methods considered are based on the Wald statistic, Anderson and Rubin's (1949) statistic, Kleibergen's (2002) K statistic, and combinations thereof in which the choice is based on the outcome of the test for weak identification.
The outline of the article is as follows. Section 2 describes various inference procedures based on the IV estimator, and discusses the impact of weak identification on their limiting behavior. Section 3 describes Stock and Stock and Yogo's (2003) framework for testing weak identification in this model. Section 4 describes RMSC and its relationship to the entropy of the limiting distribution of the IV estimator, and presents new results on the limiting behavior of RMSC when the parameter of interest is weakly identified by all the moments being considered. Section 5 reports results from a simulation study to investigate the properties of various strategies for instrument selection. Section 6 concludes.
IV ESTIMATION AND WEAK IDENTIFICATION
In this section, we briefly describe IV estimation in the linear regression model and discuss the impact of weak identification on standard IV-based inference procedures. This impact motivates the use of methods that are robust to weak identification, and so such methods are also reviewed as part of this discussion. Consider the case in which the structural equation of interest takes the form
where y t is a scalar, x t is p × 1 vector of (observable) variables, and 0 is an unknown parameter vector. Suppose that the reduced form for x t is given by
where z t is a q × 1 vector of (observable) variables. It is assumed that v t = (x t , u t , z t , e t ) is independently and identically distributed. We further assume that the combined error vector w t = (u t , e t ) satisfies the following moment conditions:
where 0 a×b denotes the a × b null matrix, 2 u is a scalar and e is q × q. For convenience below, we define u t ( ) = y t − x t ; note that u t ( 0 ) = u t . Equation (3) implies that 0 satisfies the population moment condition
Under our assumptions, the GMM estimator based on (5) with the optimal weighting matrix is just the Two Stage Least Squares (2SLS) estimator,
where X is a T × p matrix with t th row x t , Z is a T × q matrix with t th row z t and y is T × 1 vector with t th element y t . 5 Although we focus on 2SLS throughout the article, we note parenthetically that all the issues addressed, methods proposed, and limiting theory in this article apply equally to the Limited Information Maximum Likelihood estimator of 0 .
Within this framework, 0 is identified by (5) if
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where
A wide variety of inference procedures have been developed for 2SLS estimators. For our purposes here, it suffices to describe just one. Suppose it is desired to test the point null hypothesis, H 0 : 0 =¯ . Based on (8), this hypothesis can be tested using the Wald statistic
Under H 0 , it can be shown that
and hence an asymptotically valid 5% significance level test of H 0 has the decision rule
where c p (0 95) is the 95th percentile of the 2 p distribution. Now suppose that the parameter vector 0 is only weakly identified by (5). Following Staiger and Stock (1997) , this situation is captured by the assumption that
where A is a finite matrix of constants. It follows from (12) that lim T →∞ E [x t z t ] = 0 p×q , and so the identification condition in (7) fails in the limit. This failure undermines the consistency of 2SLS and the use of standard inference procedures. Staiger and Stock (1997) show that under weak identificationˆ T − 0 converges to a nondegenerate distribution and W T (¯ ) converges to a different distribution under H 0 than the standard result presented in (10). This would mean, of course, that the decision rule in (11) does not yield a 5% test if the parameters are weakly identified, and hence that the Wald test based on standard asymptotics is subject to a size distortion. Given these findings, it is clearly desirable to base inference on statistics whose properties are robust to the potential presence of weak identification. Within the framework considered here, Staiger and Stock (1997) show that such inference can be performed using the statistic proposed by Anderson and Rubin (1949) (refered to as the AR statistic hereafter), that is,
Staiger and Stock (1997) show that
q /q irrespective of whether the parameter is identified or weakly identified. However, an unattractive feature of the AR statistic is that the degrees of freedom of its limiting distribution equal the number of instruments. Therefore, when there are many more instruments than parameters, then this approach to inference leads to tests with low power or equivalently very wide confidence intervals; see Kleibergen (2002) . Therefore, while the advantage of the AR statistic over the Wald is clear if the parameters are weakly identified, it does not carry over to models in which the parameters are, in fact, identified. Kleibergen (2002) and Moreira (2003) propose statistics that have the advantages of the AR statistic but without this weakness. Here we focus on Kleibergen's (2002) K statistic which is given by
p irrespective of whether the parameters are identified or weakly identified. Notice that the degrees of freedom equal the number of parameters and hence the K statistic does not suffer from the aforementioned weakness of the AR statistic. Kleibergen (2002) evaluates the performance of the Wald, AR, and K statistics via a simulation study. He reports that the AR and K statistics exhibit empirical size very close to the nominal size irrespective of A. R. Hall et al. whether the parameters are identified or weakly identified and irrespective of the number of instruments. In contrast, he finds that the Wald statistic exhibits severe size distortions in two settings: the first is where the parameters are weakly identified, the second is where the parameters are identified and the degree of overidentification is large. He also reports a power comparison of the AR and K tests that illustrate the K test dominates the AR in models where there are more instruments than parameters irrespective of the quality of the identification.
This simulation evidence would appear to recommend the adoption of the K statistic as the basis for inference about the parameters in linear models estimated via IV. However, there is one aspect of Kleibergen's (2002) simulation design that merits further scrutiny before this recommendation is adopted. In the case where multiple instruments are used, all instruments beyond the first are redundant.
8 HIJS report evidence that the inclusion of redundant instruments leads to a severe distortions in the empirical size of the Wald test in finite samples; further they find that these size distortions are ameliorated by the use of RMSC to select instruments.
9
Given practioners preference for inferences based on Wald tests, for example, through the ubiquitous reporting of standard errors and t -statistics, it is interesting to compare the properties of inference based on the K test with strategies that use RMSC to select instruments and then base inference on the Wald statistic. However, given the preceding discussion, it is clear that inferences should not be based on the Wald statistic if the parameters are weakly identified. Therefore, the Wald test can only be used in combination with some method for determining whether or not the parameters are identified.
Therefore in the next section, we outline Stock and Yogo's (2003) test for weak identification. This is followed by a discussion of RMSC and an evaluation of its properties if the parameter vector is weakly identified by all combinations of instruments considered. Collectively, Sections 2-4 highlight the key statistical results that motivate the various strategies for inference considered in the simulation study reported in Section 5.
TESTING FOR WEAK IDENTIFICATION
Early examinations of the use of tests for identification drew rather pessimistic conclusions about their efficacy; see Hall et al. (1996) and Zivot et al. (1998) . However, this pessimism seems to be in part attributable to how the pre-test was performed and the assumed action if weak identification is diagnosed. Recent work by Stock and Yogo (2003) suggests that this approach may be more fruitful than at first thought. So we now elaborate on Stock and Yogo (2003) test for weak identification, and then return to the issue of its use as a pre-test as part of an inference strategy that is robust to weak identification. Stock and Yogo (2003) propose drawing inference about the quality of the identification using the following statistic originally proposed by Cragg and Donald (1993) ,
where mineval · denotes the minimum eigenvalue of the matrix within the curly brackets,
and e = (T − q)
Originally, this statistic was designed to test under-identification, but Stock and Yogo (2003) propose using it to test the null hypothesis of weak identification in the sense of (12). Under the latter null, Stock and Yogo (2003) show that
11 A key contribution of Stock and Yogo's (2003) work is the recognition that the definition of weak identification varies by estimator and also by the type of inference desired, and hence that the critical value for a test of weak identification should also depend on these factors. To illustrate, suppose inference is to be performed about 0 using the decision rule in (11). Stock and Yogo (2003) In Section 5, we explore the performance of various inference strategies that use Stock and Yogo (2003) statistic to determine which statistic inference is based upon. Another aspect of these inference strategies is the use of RMSC to select the instruments used. However, before presenting these inference strategies, it is necessary to consider the limiting behavior of RMSC in the presence of weak identification; this is the topic of the next section.
ENTROPY BASED MOMENT SELECTION
In most cases of interest, the researcher is actually faced with a candidate set of instruments from which to choose in order to construct the moment condition used in the estimation. The inference strategies described in the previous section involve using all available instruments. Assuming the parameter vector to be identified, there is no cost asymptotically to the use of all available instruments but there is evidence that there may be finite sample gains to using only a subest of the instruments in certain settings. This evidence has stimulated interest in developing methods for instrument selection. In this section, we focus on one such method, the RMSC proposed by HIJS. 13 We survey results presented by HIJS on the behavior of RMSC if the parameter vector is identified, and also present a new result that shows the limiting behavior of RMSC if the parameter vector is weakly identified by all choices of instruments considered. Together these results yield useful insights into the behavior of RMSC that inform the design of the inference strategies evaluated in Section 5.
RMSC can be used to select moments in the more general setting of GMM estimation, but we specialize our discussion of the method here to its application to the problem of instrument selection in the linear model described in the previous section. To this end, we now assume that the candidate set of moment conditions is given by (5). In this case, the only difference between various choices of moments lies in the chosen instrument vector and so without loss of generality, we frame the problem in terms of instrument selection. Following Andrews (1999) , we use a q × 1 selection vector c to denote which elements of the instrument vector z t are included in a particular moment condition: if c j = 1 then the j th element of z t is included; if c j = 0 implies then j th element of z t is excluded. The case in which all instruments are used is denoted by c = q , where q is q × 1 vector of ones. The moments associated with c are written as
and S (c) is a selection matrix that picks out the elements of z t indicated by c. Note that |c| = c c equals the number of elements in z t (c). The set of all possible selection vectors is denoted by , that is,
For brevity, statistics of interest are now indexed by c and so, for example,
The design of RMSC is motivated by the entropy of the standard limiting distribution of the IV estimator. Given (8), the entropy of the limiting distribution ofˆ T (c) is
where M xz (c) = M xz S (c) and M zz (c) = S (c)M zz S (c) . HIJS argue that ent (c) provides a metric for the information about 0 in the moment condition (18). Specifically, they show that ent (c) is minimized by the asymptotically efficient choice of instruments and is infinite in the presence of weak identification. In view of these properties, HIJS argue that this entropy provides a potentially useful basis for instrument (moment) selection. Accordingly, they propose the following rule for instrument selection:
14 The entropy is defined to be the expectation of the log of the probability density function of the distribution. Ahmed and Gokhale (1989) derive the entropy of the normal distribution.
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and (|c|, T ) is a deterministic penalty term such as
As can be seen, the entropy of the normal distribution is a function of the variance of the distribution and so instrument selection is driven by its impact on the limiting variance of the IV estimator. The penalty term plays an important role because it enables the criterion to distinguish between choices of instrument that yield the same asymptotic variance. The use of RMSC, therefore, is designed to select from the candidate set the instrument vector of minimal length that achieves the minimum variance possible (given this candidate set).
16
In their analysis of RMSC , HIJS consider the case where the candidate set consists of three types of moment conditions: (i) those that weakly identify 0 ; (ii) those that identify a subset of 0 and weakly identify the remaining elements; (iii) and those that identify 0 . Below, we will establish the limiting behavior of RMSC when 0 is weakly identified by all the moment conditions in the candidate set. However, for purposes of comparsion, it is useful to first reproduce HIJS's consistency result. For brevity, we specialize this consistency result here to the case when the moments are only of the types given in (i) and (iii) above. To do so, we must first introduce some additional notation. Let the reduced form for x t in terms of z t (c) be
It is assumed that (25) evaluated at c = q yields (2), that is, ( q ) = , z t ( q ) = z t and e t ( q ) = e t . The appropriate subsets of are defined as follows: the subset associated with weak identification is
15 HIJS place certain generic restrictions on the form of the deterministic penalty term in order to establish the consistency of RMSC ; see below.
16 This approach can be viewed as minimizing a penalized version of the entropy of the limiting distribution of the IV estimator as in HIJS or it can be viewed purely in terms of minimizing a penalized measure of the variance. Either way, further theoretical work is needed to justify the use of BIC type penalty term. To date, the choice of the BIC penalty has only been justified through simulation evidence.
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and that associated with identification is id = c such that (c) is a matrix of constants with rank (c) = p; c ∈ (27) As mentioned above, it suffices here to consider the case in which moment selection is over wi ∪ id , and so we definẽ
To establish the consistency of the moment selection method, certain regularity conditions need to be imposed. These conditions place restrictions on both the limiting behavior of certain sample moments and the deterministic penalty term, and also involve an identification condition that serves to tie down the probability limit ofc T . These first of these two conditions are as follows.
To present the identification condition, we must introduce some additional notation. We first define
. Noting that within the framework here, the minimum value for V (c) is V ( q ), we define the set of selection vectors that attain this minimum to be eff , that is,
We need also to refer to the subset of eff that contains the selection vectors of minimum length, that is,
Notice that min contains the set of selection vectors that are both asymptotically efficient relative to the candidate set and also include no redundant moment conditions. This combination of efficiency and nonredundancy is termed relevance by HIJS and is the source of the name of their information criterion. The identification condition is as follows.
Assumption 3. There is a selection vector c r such that c r ∈ C id and min = c r .
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A. R. Hall et al. The following lemma gives the limiting behavior ofc T when subsets of the candidate set provide only weak identification.
Lemma 1 (HIJS, Theorem 6). Let the data be generated by (1) and (2) and
This consistency result depends crucially on the assumption that 0 is identified by at least one combination of moment conditions considered. We now turn to the case in where this assumption fails. Now consider the case in which 0 is weakly identified by the candidate set of moments and so = wi . For this part of the analysis, it is convenient to refine the conditions imposed on the variables driving the data generation process as follows.
, where u,e (c) = e,u (c) .
where the asymptotic covariance matrix is positive definite for all c ∈ .
The following theorem characterizes the limiting behavior of RMSC when the parameter vector is weakly identified by the candidate set. Theorem 1. Let = wi and Assumption 4 hold, then we havê
Proof. Under Assumption 4, we have
where the convergence is uniform in c ∈ . Sincê
Thus, the desired result follows from (31) and (32).
Theorem 31 indicates that the selected moment condition is random when the parameter vector is weakly identified by the candidate set. Clearly, this is in marked contrast to the case where identification is achieved by at least one set of moment conditions considered for whichĉ T converges in probability to the constant c r . This difference has important consequences for subsequent inferences about 0 . Ifĉ T converges in probability to the constant c r , then
17 In other words, if 0 is identified by at least one set of moment conditions, 18 then inference can proceed using standard methods. In such cases, data based moment selection can be beneficial for the types of reason discussed above. However, ifĉ T converges to a random variable, then this dependence on the data has the potential to contaminate subsequent inference procedures. For example, if 0 is weakly identified by the candidate set, then there is no guarantee that the AR statistic evaluated at z t = z t (ĉ T ) converges to a 2 q /q distribution even if the null hypothesis is correct. In such cases, data-based moment selection may not be beneficial because its use may undermine subsequent inference procedures. These considerations suggest that, unless the quality of the identification is not in question, it may be advisable to employ a pre-test for weak identification when selecting moments via RMSC. In the next section, we explore the properties of this strategy along with various alternatives.
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EVALUATION OF VARIOUS INFERENCE STRATEGIES
In this section, we evaluate the impact of various instrument selection strategies on the finite sample properties of inference procedures based on 2SLS. These inference strategies involve the use of the Wald, AR, and K statistics both with and without the use of RMSC and the Stock-Yogo pre-test for weak identification. The design allows for different degrees of identification and thus provides insights into the performance of these methods in the variety of settings that are encountered in practice.
Data are generated from the following model:
where y t and x t are scalars; z t is a q max × 1 vector for q max = 8; [u t , e t , z t ] ∼ NID(0 (q max +2)×1 , ) with equal to a matrix whose diagonal elements are all one and whose only nonzero off diagonal elements are the (1, 2) and (2, 1) entries which are both ue for ue = ue ∈ 0 1, 0 5, 0 9 . The parameter vector is chosen to fix the population concentration parameter, /q, via
Since is a vector, (35) does not yield a unique solution. We consider three solutions:
1. ID = I: In this specification, only the first instrument is relevant and so only the first element of is nonzero, that is,
Note that in this case, c r = (1, 0 (q max −1)×1 ) ; 2. ID = II: In this specification, all the instruments are equally important and so all the elements of are equal, that is,
In this case, c r = q max ×1 . 3. ID = III: In this specification, the instruments are of diminishing marginal importance with 1 ≥ 2 ≥ · · · ≥ q max . Following Donald and Newey (2001) , the ith element of is determined via
In this case, c r = q max ×1 .
Entropy-Based Moment Selection 413
The values of constants 1 , 2 , and 3 are chosen so that (35) holds for the set /q ∈ 1, 10, 25, 50 . 19 The simulation is based on 10,000 Monte Carlo draws for sample size T = 100.
In strategies involving RMSC , this criterion is calculated using the formula in (21)- (23) with the BIC type penalty in (24). As noted above, RMSC can be employed by performing the minimization over all possible instruments or some subset thereof. We consider two approaches. First, we consider the sequential approach in which RMSC (c) is minimized over choices of c: c = (1 q×1 , 0 (q max −q)×1 ) , q = 1, 2, , q max , where 1 n×1 is a n × 1 vector of ones and 0 n×1 is the n × 1 null vector. This represents the case where the researcher may have some a priori information about the relative importance of the instruments; notice that this information is correct in models ID = I and ID = III. Second, we consider the case in which the minimization is over all possible choices of instrument.
20
For expositional brevity, we only explicitly report in the tables the results for the RMSC -based strategies for the case in which the instruments are selected sequentially. The results for the case in which the selection is over all possible choices are summarized in the text and the tables upon which the discussion is based can be obtained from the authors upon request.
Our evaluation of the inference procedures is based on a number aspects of the finite sample behavior of the 2SLS estimator. We report: (i) the median bias; (ii) the coverage probability of the 95% confidence interval based on the Wald, AR, and K statistics; (iii) the median width of the aforementioned intervals based on the Wald and AR statistics; 21 (iv) the power of the Wald, AR, and K tests of H 0 : 0 = 0. For (i)-(iii), the parameter in the structural equation is set to zero, that is, 0 = 0; for (iv) the true value of 0 is set to 0 05, 0 1, and 0.5.
Within our design, the AR statistic has an exact F distribution with (8, 92) degrees of freedom. Therefore, at the suggestion of a referee we use percentiles from this distribution in our calculations so that any distortions from the nominal coverage probabilities can be attributed purely to the other causes of interest such as the use of the Stock-Yogo test for weak identification or the use of RMSC to select instruments.
For expositional convenience, the various inference strategies are discussed in four natural groupings. The results are discussed collectively at the end of the section. 19 The concentration parameter is widely accepted as a unit less measure of the "quality" of the identification; the lower the value, the weaker the identification. 20 Since we must have |c| ≥ p, the total number of choices is 255 because p = 1. 21 Zivot et al. (1998) provide closed form expressions for the interval based on the AR statistic for the case here in which p = 1. The median width of the interval based on the K statistic is not reported because its calculation requires solving a fourth order polynomial inequality in to which there is no closed form solution. Furthermore, since the interval can be of infinite length, it is infeasible to find the interval numerically in Monte Carlo experiments.
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A. R. Hall et al. (a) All instruments are used:
• Strategy 1: 2SLS is calculated using all available instruments and inference is based on the Wald statistic in (9) and the decision rule in (11).
• Strategy 2: Inference is based on the AR statistic in (13) with all instruments.
• Strategy 3: Inference is based on the K statistic in (14) with all instruments. Table 1 reports the median bias of the 2SLS estimator along with the coverage probabilities and median widths of 95% confidence intervals for 0 . It can be seen that (as expected) the AR and K tests maintain the correct coverage probabilities irrespective of the quality of the identification. In contrast, the Wald based interval can exhibit severe coverage probability distortions if the parameter is weakly identified: for low levels of endogeneity (i.e., ue = 0 1), the coverage is accurate for values of the concentration parameter above 10, but for high levels of endogeneity (i.e., ue = 0 9), the coverage is only accurate once the concentration parameter is as high as 50. A comparison of the median widths of the intervals shows that the Wald intervals are far narrower than those based on the AR, and so it is clearly advantageous to base inference on the Wald statistic rather than the AR statistic provided, of course, that the coverage probability of the former is accurate.
From Table 2 , it can be seen that the K test is more powerful than the AR test (confirming Kleibergen's 2002 findings) . It can also be seen that for models with the concentration parameter equal to 50-the case in which the confidence interval based on the Wald statistic has approximately the correct coverage probability-the Wald and K tests have similar power.
(b) RMSC is used to select the instruments:
• Strategy 4: RMSC is used to select the instrument vector from the candidate set and then inference is based on the Wald statistic in (9) and the decision rule in (11).
• Strategy 5: RMSC is used to select the instrument vector from the candidate set and then inference is based on the AR statistic in (13).
• Strategy 6: Inference is based on the K statistic in (14) with instruments selected using RMSC . Table 3 reports the median bias of the post-selection 2SLS estimator along with the coverage probabilities and median widths for the 95% confidence intervals based on these three strategies. Table 4 reports the corresponding power calculations. Note that these intervals are based with high endogeneity ( ue = 0 9) whereas this is only the case for a concentration parameter value of 50 in the case where all instruments are used; however, its use increases the median interval width compared to the case where all instruments are used. In contrast, the use of RMSC has a slightly adverse effect on the coverage probabilities for model ID = II. If selection is over all possible choices of instrument, then a similar pattern of results holds for models ID = I and ID = III. However, the adverse effect for ID = II is much stronger and the coverage probabilities of the post-selection confidence interval are not accurate for models with high endogeneity even with a concentration parameter of 50.
Combining the results from Tables 1 and 3 , we obtain some interesting insights into the problems with Wald based inference. It was found that if all available instruments are used, then the coverage probability is distorted for concentration parameter values of 1, 10, and 25. However, this appears to be due to a combination of effects in models ID = I and A. R. Hall et al. Tables 1 and 2 for definitions.
ID = III:
for lower values of the concentration parameter, the distortions are clearly due to weak identification, but for more moderate values of the concentration parameter the distortions are due to the inclusion of redundant or nearly redundant instruments.
Comparing the results in Tables 2 and 4 , it can be seen the use of RMSC does not affect the power comparisons observed in the case where all instruments are used. Similar findings are also obtained if the selection is over all possible choices.
Entropy-Based Moment Selection 419 (c) All instruments are used but the choice of statistic is based on the StockYogo test:
• Strategy 7: The Stock-Yogo statistic in (15)- (16) is used to test the null hypothesis of weak identification against the alternative that the maximal relative bias of the 2SLS estimator is 5%. If the null is not rejected, then all available instruments are used and inference is based on the AR statistic in (13). If the null is rejected, then inference is based on the Wald statistic. In either case, all instruments are used.
• Strategy 8: The Stock-Yogo statistic in (15)- (16) is used to test the null hypothesis of weak identification against the alternative that the maximal relative bias of the 2SLS estimator is 5%. If the null is not rejected, then all available instruments are used and inference is based on the K statistic in (14) . If the null is rejected, then inference is based on the Wald statistic. In either case, all instruments are used.
• Strategy 9: The Stock-Yogo statistic in (15)- (16) is used to test the null hypothesis of weak identification against the alternative that the maximal size distortion of 10% for the Wald test. If the null is not rejected, then all available instruments are used and inference is based on the Anderson Rubin statistic in (13). If the null is rejected, then inference is based on the Wald statistic. In either case, all instruments are used.
• Strategy 10: The Stock-Yogo statistic in (15)- (16) is used to test the null hypothesis of weak identification against the alternative that the maximal size distortion of 10% for the Wald statistic. If the null is not rejected, then all available instruments are used and inference is based on the K statistic in (14) . If the null is rejected, then inference is based on the Wald statistic. In either case, all instruments are used. Table 5 reports the coverage probabilities and median widths for the 95% confidence intervals based on these four strategies along with the nonrejection frequencies of the Stock-Yogo test. Table 6 reports the corresponding power calculations. First consider the performance of the Stock-Yogo test. It can be seen that the version based on the size of 2SLS t -statistic is more conservative than the version based on the bias of 2SLS. This difference has minimal impact for concentration parameter values less than or equal to 10 as both versions fail to reject weak identification all or nearly all of the time. However, the two versions yield differing conclusions when the concentration parameter is 25: in this case, the version based on the bias rejects weak identification approximately 85% of the time but the version based on the size rejects weak identification only 15%. Not surprisingly, it is the version of the test based on the size of the 2SLS t -statistic that yields the strategies that are closest to the nominal level. Furthermore, with these latter strategies, the coverage probabilities are very close to the nominal level at all values of the concentration 420
A. R. Hall et al. parameter. In models with low or moderate endogeneity, the combined AR/Wald (strategy 9) dominates both the strategies based on just one statistic (strategies 1 and 2) as it yields accurate coverage probabilities at all concentration parameter values combined with the narrower median widths of the Wald based interval for high concentration parameter values. However, in the case of high endogeneity, the Wald coverage probability is slightly too low even with a concentration parameter equal to 50 and this is inherited by the AR/Wald and K/Wald strategies. In terms of power, it can be seen from Table 6 that the combined strategies are slightly more powerful than using K statistic on its own but this finding must be treated with some caution in view of the comments at A. R. Hall et al. (14) . If the null is rejected, then the instrument is chosen using RMSC and inference is based on the Wald statistic. Table 7 reports the coverage probabilities and median widths for the 95% confidence intervals based on these four strategies. Table 8 contains the corresponding power calculations. Due to the properties of the StockYogo test reported in (c), the use of RMSC only impacts the performance of the intervals in models with concentration parameters of 25 or 50. For these settings, the use of RMSC yields more accurate coverage probabilities for models ID = I and ID = III but less accurate probabilities for model ID = II. This echoes the finding reported in (b) above. A similar pattern also emerges if the selection is over all possible instrument choices. Tables 1 and 5 for definitions.
In terms of power, consider first the cases of models ID = I and ID = III for which the coverage probabilities are approximately accurate for these strategies. In these models, K /Wald strategy (strategy 14) appears the best. A comparison with Tables 2, 4, and 6 indicates that this strategy dominates those that use either the Wald or K tests all the time no matter whether all instruments are used or the instruments are selected via RMSC . A. R. Hall et al. Now consider model ID = II. In this case, as noted above, none of this group of strategies yields accurate coverage probabilities and so power comparisons are of little interest. As a final comment, we note that there is a way in which the use of the Stock-Yogo test undermines some of the gains from RMSC that are noted in (b) above. Recall that for models ID = I and ID = III with the concentration parameter equal to 10 or 25, the use of RMSC yielded considerable improvement in the coverage probabilities of the Wald based inferences relative to the case in which all instruments are used. However, due to the conservative nature of the Stock-Yogo test, these settings are diagnosed (misdiagnosed?) as weak identification and so RMSC is not used in those models when inference is based on strategies 11-14.
Collective Evaluation of the Strategies in (a)-(d)
Pulling all these results together, it would appear that strategy 14 dominates for models ID = I and ID = III. Therefore, in these models, it is beneficial to proceed as follows: use the Stock-Yogo test based on the size of t -statistic to determine the quality of the identification; if weak identification is not rejected inference is based on the K statistic using all the instruments; if weak identification is rejected then inference is based on the Wald statistic using the instruments selected via RMSC . However, while this strategy yields accurate coverage probabilities in these two models, it does not do so in model ID = II. In the latter case, the dominant strategy is to base inference on the K statistic calculated using all the instruments (strategy 3) irrespective of the quality of the identification. Hall et al. (2007) propose a method for moment selection based on an information criterion that is a function of the entropy of the limiting distribution of the GMM estimator. They establish the consistency of the method subject to certain conditions that include the identification of the parameter vector by at least one of the moment conditions being considered. In this article, we examine the limiting behavior of this moment selection method when the parameter vector is weakly identified by all the moment conditions being considered. It is shown that the selected moment condition is random and hence not consistent in any meaningful sense. As a result, we propose a two-step procedure for moment selection in which identification is first tested using a statistic proposed by Stock and Yogo (2003) and then only if this statistic indicates identification does the researcher proceed to the second step in which the aforementioned information criterion is used to select moments. The properties of this two-step procedure are contrasted with those of strategies based on either using all available moments or using the information criterion without the identification pre-test. The inference methods considered are based on the Wald statistic, Anderson and Rubin's (1949) statistic, Kleibergen's (2002) K statistic, and combinations thereof in which
CONCLUDING REMARKS

