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Abstract
Owing to their versatile orbital character with both local and highly dispersive de-
grees of freedom, transition metal oxides span the range of ionic, covalent and metallic
bonding. They exhibit a vast diversity of electronic phenomena such as high dielec-
tric, piezoelectric, pyroelectric, ferroelectric, magnetic, multiferroic, catalytic, redox,
and superconductive properties. The nature of these properties arises from sensitive
details in the electronic structure, e. g. orbital mixing and orbital hybridization, due to
non-stoichiometry, atomic displacements, broken symmetries etc., and their coupling
with external perturbations.
In the work presented here, these variations of the electronic structure of crystals
due to structural and electronic defects have been investigated, exemplarily for the
quasi-binary system SrO – SrTiO3 – TiO2. A number of binary and ternary structures
have been studied, both experimentally as well as by means of electronic modeling.
The applied methods comprise Resonant X-ray Scattering techniques like Diffraction
Anomalous Fine Structure, Anisotropy of Anomalous Scattering and X-ray Absorp-
tion Fine Structure, and simultaneously extensive electronic calculations by means
of Density Functional Theory and Finite Difference Method Near-Edge Structure to
gain a thorough physical understanding of the underlying processes, interactions and
dynamics.
It is analyzed in detail how compositional variations, e. g. manifesting as oxygen
vacancies or ordered stacking faults, alter the short-range order and affect the elec-
tronic structure, and how the severe changes in mechanical, optical, electrical as well
as electrochemical properties evolve. Various symmetry-property relations have been
concluded and interpreted on the basis of these modifications in electronic structure for
the orbital structure in rutile TiO2, for distorted TiO6 octahedra and related switching
mechanisms of the Ti valence, for elasticity and resistivity in strontium titanate, and
for surface relaxations in Ruddlesden-Popper phases.
Highlights of the thesis include in particular the methodical development regard-
ing Resonant X-Ray Diffraction, such as the first use of partially forbidden reflections
to get the complete phase information not only of the tensorial structure factor but of
each individual atomic scattering tensor for a whole spectrum of energies, as well as
the determination of orbital degrees of freedom and details of the partial local density
of states from these tensors. On the material side, the most prominent results are the
identification of the migration-induced field-stabilized polar phase and the exergonic
redox behavior in SrTiO3 caused by defect migration and defect separation.
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Woraus besteht die Welt?
What is the world made of?
Thales of Miletus (ca. 624 – 547 B.C.)
Greek Philosopher, Mathematician and Astronomer, One of the Seven Sages
Das Weltall besteht nur aus Atomen und Raum.
The universe is made of atoms and empty space only.
Leucippus (5th century B.C.)
Greek Philosopher
Das Wesen der Dinge hat die Angewohnheit, sich zu verbergen.
Nature has a tendency to hide itself.
Heraclitus of Ephesus (ca. 520 – 460 B.C.)
Greek Philosopher, The Weeping Philosopher
Daß ich erkenne, was die Welt im Innersten zusammenha¨lt.
So that I may perceive whatever holds the world together in its inmost folds.
Johann Wolfgang von Goethe (1749 – 1832)
German Classical Writer, Scientist and Statesman
Materie ist dreidimensionaler Geist.
Matter is three-dimensional spirit.
Andreas Tenzer (*1954)
German Philosopher and Educationist
Kristalle sind wie Menschen, es sind die Fehler in ihnen,
die sie interessant erscheinen lassen!
Crystals are like people, it is the defects in them which tend to make them interesting!
Prof. Sir Colin John Humphreys (*1941)
English Physicist, CBE
Nach allem, was wir u¨ber das Universum wissen,
war das Elektron einer von Gottes besten Einfa¨llen.
Out of all things we know about the universe,
the electron has been one of God’s best ideas.
Prof. Dr. Hans-Ju¨rgen Quadbeck-Seeger (*1939)
German Chemist, Inventor and Writer, Federal Cross of Merit 1998

I. Introduction
Considering the diversity of physical properties and structures in material systems,
transition metal oxides are certainly one of the most interesting material classes that we
know. They show phenomena like multiferroicity, coupling ferroelectric and magnetic
degrees of freedom in materials such as YMn2O5 or related mixed-valence rare-earth
compounds, superconductivity reaching transition temperatures above TC = 130 K in
layered cuprates, or colossal magneto resistance with magnetic field induced resistance
changes of several orders of magnitude for example in manganese-based perovskites
(see e. g. [1–3]).
For all these properties the degrees of freedom in the electronic structure play
the crucial role. Thus, an understanding is essential not only of the atomic but of
the electronic order and such effects as magnetic order, charge order or even orbital
order. In particular the multiple interactions of the valence d-orbitals with orbitals of
neighboring atoms, possible hybridization and additional perturbation by structural
defects and external fields make the variety in interplay vast but nevertheless all the
more complex, along with all the functionalities that transition metal oxides offer.
This thesis aims at giving general insight into the electronic properties of the
system SrO – TiO2 with its diverse structures and its central perovskite SrTiO3. It
takes a special focus on the changes induced by structural defects, both with respect
to changes in global and local symmetry as well as dynamics and transport of such
defects in crystals. The applied analysis comprises modern synchrotron methods based
on Resonant X-ray Scattering (RXS) on the experimental side as well as first principles
modeling predominantly with Density Functional Theory (DFT). For both methods
the author could rely on a strong expertise of his PhD supervisors, e. g. on Diffraction
Anomalous Fine Structure (DAFS) [4–6] and DFT [7–9].
The thesis is written in cumulative form. First, a general topical overview is
given (Chap. II) introducing the reader to the relevant processes and methods. Second,
a detailed look is taken at the system of focus (Chap. III Sec. 1) and its symmetry
properties (Sec. III.2). Then the results of each published article are described with
reference to the topic (Sec. III.3). Concluding, the work is summarized (Chap. IV)
and an outlook is given with a focus on ongoing projects. Finally, reprints of the
publications are included.

II. Topical Scope
For thousands of years, the first known historical records going back to the philosopher
Thales of Miletus during the ancient times of the Greeks, men have raised the question
“What is the universe made of?” In the same era, Democritus, student of Leucippus,
stated the existence of underived, indivisible, and indestructible smallest particles of
matter, the atoms [10]. In general, cooling matter to its solid state will restrict the
movement of these atoms to fixed positions within the ensemble. Depending on the
chemical constituents, most ensembles will form regular patterns with a periodic long-
range order, the crystals. The variety of crystal structures is vast and even within
an ensemble of fixed chemical composition several modifications or phases can persist
simultaneously. But what causes the atoms to arrange in a certain structure and why
are certain structures more stable than others? To understand the interaction of atoms,
it is essential to focus on the dimensions of the particles within the atoms, the positively
charged nuclei made up of protons and neutrons and the negatively charged electrons.
Since the nucleus is four to five orders of magnitudes smaller than the electron cloud, its
structure has minor influence on the formation of crystals. The electronic structure on
the other hand governs the distances and coordination of the atoms within the crystal
structure and can therefore be considered fundamental in this respect.
1. The Role of Defects
As suggested by the term’s general meaning, defects in a crystal represent deviations
from its perfect periodic structure. They can be local point defects, e. g. vacancies or
atomic impurities incorporated substitutionally or interstitially. They can also be of
an extended nature as line defects, e. g. edge and screw dislocations, or planar defects,
such as stacking faults and grain boundaries, propagating in one or two dimensions into
the ideal crystal structure. Though there is no atomic disorder in a perfect crystal,
at finite temperatures every crystal in thermodynamic equilibrium has a number of
defects, depending on the formation energy of the defect, since entropy causes disorder
with increasing temperature (see Sec. 3).
With respect to the characteristics of the crystal, defects can severely influence all
kinds of physical qualities, e. g. optical, electrical, magnetic and mechanical properties,
to mention a few. Here, especially the variations of the electronic structure, which in
general determines the mentioned properties, cause significant changes, not only in the
dimensions of the defect but by means of non-local dispersed electrons in the whole
crystal volume. Thus, structural modifications by means of defects offer powerful
access to functionalize materials to the desired properties. Well-established examples
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are the doping of semiconductors or oxygen vacancies in oxides to adjust the electric
conductivity of a specified crystal in the range of several orders of magnitude. Since
possible crystal variations by defects are even more abundant than the plurality of
crystals, ab-initio modeling is indispensable to predict properties of structures and to
select promising candidates for actual crystal fabrication.
2. Diffusion and Migration
Diffusion and migration of ions are fundamental transport processes in defect physics
and chemistry of solids and in many cases speed determining (e. g. in galvanic cells).
Diffusion is purely related to the compensation of differences in concentration of a
certain species in order to maximize entropy (see Sec. 3). The diffusion current is
opposite to the gradient of the concentration and linearly characterized by the diffusion
constant, which resembles the thermally stimulated movement over diffusion barriers
(Arrhenius). In the case of migration, ionic movement is invoked by an external field
increasing the available energy to overcome the barriers in a certain direction. The
barriers for the individual hopping processes in a crystal are generally dependent on
the direction of movement relative to the lattice, and further influenced by point defects
or extended defects of the structure. With respect to the time constants, the paths of
smallest potential barriers are favored within the energy landscape, possibly along grain
boundaries offering additional elastic strain energy.
3. Considerations on Thermodynamic Potentials
Why are there a whole bunch of thermodynamic potentials in physics? The reason
originates from striving for energy conservation as one of the fundamental principles of
the laws of nature. Thus, physicists try to define potentials which describe the transport
and conversion of energy in a given system in a conservative way. The difficulty now
is how to define the boundaries of the system.
This problem of a fixed normalization in thermodynamics is based on the three
statistical ensembles that one can think of: the microcanonical ensemble which corre-
sponds to totally isolated systems, the canonical ensemble which allows energy trans-
port through the boundaries of the systems but keeps the temperature and number of
particles fixed, and the grand canonical ensemble with open boundaries for energy and
particle transport.
First, one might take a look at probabilities and order in the systems. In particle
physics two types of particles are known, bosons with integer spin and fermions with
half-integer spin. Given a certain mean kinetic energy or in other words a certain
temperature T in a system with chemical potential µ, one can rely on the respective
distributions for bosons and fermions. Whereas the Bose-Einstein distribution nBEi
allows many particles in the lowest potential-given spectral state, the Pauli principle
restricts the filling of the spectral states i with eigenenergies Ei for the Fermi-Dirac
distribution nFDi and states of higher energy have to be occupied up to the Fermi
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energy Ef ≈ µ with an occupation probability of 1/2. With the Boltzmann constant
kB, the average particle numbers ni have the form
nBEi (Ei,T ) =
1
e(Ei−µ)/kBT − 1 n
FD
i (Ei,T ) =
1
e(Ei−µ)/kBT + 1
. (2.1)
The microcanonical ensemble now describes a system with a fixed particle number
N and total internal energy U within a given volume V . Here one system is enough
to be considered, since there is no interaction or transport between equal systems
and therefore no statistical influences or fluctuations. One can further assume that
energetically degenerate microstates are of equal probability and only microstates of
a certain energy are possible. The entropy as a measure of disorder can therefore
directly be expressed according to the Boltzmann relation S = kB lnW (U,V,N), where
W is the number of degenerate microstates. The logarithmic dependency assures S
to be additive as an extrinsic property of the system, since the number of microstates
grows exponentially with the volume. Thus the entropy S is derived in dependence of
its natural variables, the internal energy U , volume V and particle number N . If one
solves for U one has the internal energy U(S,V,N) as natural thermodynamic potential
for a microcanonical ensemble. Assuming a constant volume for any time evolution it is
convenient to take U(S,V,N) as potential with V and N as natural variables. Assuming
a constant pressure it is more convenient to take p and N as natural variables, and
the thermodynamic potential is then called enthalpy H(S,p,N). The two potentials
are connected by a Legendre transformation with H(S,p,N) = U(S,V,N) + pV , which
translates the energy dependence on the extrinsic state variable V into the intrinsic
state variable p by means of the volume expansion energy −pV .
The canonical ensemble permits a transfer of energy between systems of the en-
semble in terms of thermal quantum energy kBT . Technically this energy transfer may
also be described as a phonon quasi-particle scattering according to a grand canonical
ensemble, in which all phonon modes and their energies ~ω have to be considered sep-
arately. This might better account for the statistics of thermal fluctuations, especially
for low temperature Bose-Einstein condensates with a high ground state density. In the
classical limit the Boltzmann factor exp(−E/kBT ) is reasonable and gives the probabil-
ity of quantum states with the related energy E caused by thermal fluctuations. All in
all, one does not have a stringent conservation of internal energy U any more. Likewise,
the expression for the entropy S now has to sum over all microstates with varied total
energy as well. Thus, it is more convenient to generalize the extrinsic entropy S by the
intrinsic temperature T , which corresponds to the mean kinetic energy and remains
constant for the ensemble. The spectral occupation probabilities for each fermionic or
bosonic species are, as has been stated above (see Eq. (2.1)), expressed in terms of T
and from the density of states (DOS) of each species an implicit entropy dependence on
the system’s energy remains. This generalization is given by a Legendre transformation
with thermal energy ST . The thermodynamic potentials with natural variable T are
then the free energy F (T,V,N) = U(S,V,N) − ST convenient for fixed particle num-
ber and constant volume, and the free enthalpy G(T,p,N) = H(S,p,N)− ST for fixed
particle number and constant pressure.
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The grand canonical ensemble permits both a transfer of energy and particles be-
tween systems of the ensemble in terms of thermal quantum energy kBT . Thus, next to
thermal energy ST also chemical energy µjNj is exchanged. This energy contribution
is accounted for by the chemical potential µj which makes up the total energy differ-
ence of one added particle of species j. The possible particle fluctuations need further
generalization of the thermodynamic potential, since the particle number N and there-
fore the free energy F and free enthalpy G are not conserved any more. Similarly to
the spectral occupation of bosonic and fermionic species in terms of temperature one
additionally has a spatial occupation of each species in terms of the chemical poten-
tial. Again, a conservative potential would be favorable which can be achieved with a
further Legendre transformation with chemical energies µjNj. The resulting thermo-
dynamic potentials are the grand canonical potential Φ(T,V,µ) = F (T,V,N)−µN and
the Gibbs-Duhem potential Ψ(T,p,µ) = G(T,p,N) − µN being only dependent on the
intrinsic state variables T , p and µ and therefore fully size independent.
For completeness the existence of two more thermodynamic potentials should
be mentioned, namely Γ (S,V,µ) and Λ(S,p,µ), which are rarely used for the obvious
difficulty of keeping the entropy fixed in thermodynamic processes with variable particle
number N . The free energies are always more attractive and reasonable to use.
4. Electron Density and Density Functional Theory
As already pointed out, the electronic structure determines most of the crystal’s prop-
erties. In this section, the quantum nature of the electrons is discussed on a brief level,
partly following the compendium of Koch and Holthausen [11], to bridge from the clas-
sical crystal structure to the density based methods used throughout the entire work.
In the quantum-dynamical picture, according to Heisenberg’s uncertainty relation, po-
sition and momentum of an electron can be simultaneously determined only up to a
limit ∆x ·∆p ≥ ~/2. In an eigenstate of certain quantum numbers, its position in space
can therefore be described with a probability density. Quantum particles, even if they
have a mass, show interference with each other like waves. They are indistinguishable
from another. This realization is the foundation of Density Functional Theory.
The general equation which describes a quantum mechanical system of electrons
and nuclei in the non-relativistic case is the Schro¨dinger equation. In its stationary
form (i~∂/∂t→ E) with no explicit time dependence on the potential, it represents the
energy relation as an eigenwert equation with energies Ei. With the many-body wave-
functions |Ψi〉 ↔ Ψi(x1,x2, ...,xN ,R1,R2, ...,RM) in dependence of 3(N+M) spatial
coordinates of the N electrons and M nuclei and N electronic spin states (x= {r,s})
as solutions it reads
Hˆ|Ψi〉 = Ei|Ψi〉. (2.2)
Next to the kinetic term for nuclei and electrons, the Hamiltonian Hˆ consists
of two-particle Coulomb interactions in between the nuclei (charges Z, masses m and
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distances RKL), the electrons (distances rkl) as well as the only stabilizing contribution
in between nuclei and electrons (distances rKl) according to (atomic units)
Hˆ = −
M∑
K=1
1
2mK
∇2K −
N∑
k=1
1
2
∇2k +
M∑
K=1
M∑
L>K
ZKZL
RKL
+
N∑
k=1
N∑
l>k
1
rkl
−
M∑
K=1
N∑
l=1
ZK
rKl
. (2.3)
Since the nuclei are several orders of magnitude heavier than the electrons, the
Born-Oppenheimer approximation can be applied, solving the electronic terms in the
potential of fixed nuclei positions. The solutions |ψi〉 ↔ ψi(x1,x2, ...,xN) incorporate
the probability density |ψi|2dx1dx2...dxN to find the N electrons in volume elements
dx1dx2...dxN . For indistinguishable particles, the probability density may not vary
upon particle interchange. Thus, the wave function has to be totally symmetric which
applies for bosons with integer spin, or totally antisymmetric which is true for fermions
with half-integer spin as in this case electrons with spin s = 1/2. The antisymmetry
includes the Pauli principle, as two particles with identical spin s being at the same
space r cause the wavefunction to vanish: ψ = −ψ = 0.
In Hartree-Fock theory the Pauli principle is taken as fundamental basis to con-
struct the many-body electron wavefunction |ψi〉 as a single Slater determinant from
the one-electron spin-orbitals of the N electrons. The spin-orbitals are varied to mini-
mize the total energy given by Eqs. (2.2)–(2.3). Next to the local one-particle operators
from the kinetic term and the electron-nucleus attraction, the interaction between two
electrons yields the conventional local Coulomb and non-local exchange operators. The
spin-orbitals are kept orthogonal using the orbital energies as Lagrangian multipliers.
This Slater determinant approach cancels the self-interaction exactly and includes the
exact Fermi or exchange correlations, though Coulomb correlations are completely ne-
glected.
But if the electrons are indistinguishable, is it really necessary to keep track of
each singular electron, especially since the Hamiltonian according to Eq. (2.3) includes
interactions of up to two particles only? Or would it be possible to treat the prob-
ability densities of all indistinguishable electrons as one electron density ρ(r)? This
idea of a general electron density has been used in the Thomas-Fermi model [12, 13]
(1927) treating all electrons as a uniform electron gas or later by Slater [14] (1951)
giving a local density expression for the Fermi hole and thus simplifying the non-local
Hartree-Fock exchange. But the revolution of atomistic structure calculations on the
quantum level took place only after the theorems of Hohenberg and Kohn [15] (1964),
which prove that “the full many-particle ground state is a unique functional of ρ(r)”
and that only the true ground state density ρ(r) yields the lowest total energy. These
proofs gave rise to base quantum calculations on the presumption of the ground state
electron density, which uniquely determines the system, the Hamiltonian as well as all
other properties. So there is a unique ground state density ρ(r) and a unique func-
tional F [ρ(r)] for all interactions, but unlike in Hartree-Fock not all energy expressions
are known. Thus, in principle the electron density will be exact after total energy
minimization, but only if the Hamiltonian is correct. Being able to not only obtain a
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variety of physical properties of crystals from DFT but also to model the unique elec-
tron density ρ(r) of large structures from first principles and to directly correlate the
results with experimentally determined electron densities, e. g. by X-ray Diffraction
(XRD), makes the method particularly attractive. In the author’s view this access has
caused the major breakthrough of the method in recent years.
An approach to self-consistently solve the electronic Schro¨dinger equation and to
minimize the error of the energy expressions within DFT, in particular of the kinetic
term, was given by Kohn and Sham [16] (1965) introducing the concept of a non-
interacting reference system with Kohn-Sham single particle orbitals φi(r,s), whose
electron density equals the ground state density ρ(r) of the interacting system. The
Kohn-Sham orbitals are kept orthogonal as solutions to the single particle equation.
The functional of the total energy
E[ρ(r)] = − 1
2
N∑
i=1
〈φi|∇2|φi〉 + 1
2
N∑
i=1
N∑
j=1
∫ ∫
dr1dr2 |φi(r1)|2 1
r12
|φj(r2)|2
−
N∑
i=1
∫
dr1
M∑
K
ZK
r1K
|φi(r1)|2 + EXC[ρ(r)]
(2.4)
to be minimized includes the exact kinetic energy of the non-interacting reference sys-
tem, the electron-electron coulomb interaction, the electron-nucleus attraction, and
the exchange and correlation energy EXC containing next to exchange and correla-
tion also the self-interaction correction and the shortage in kinetic energy. The theory
is exact up to this last functional which remains a challenge in today’s DFT develop-
ment with more and more sophisticated expressions and approximations tackling higher
and higher levels of accuracy, e. g. in band gap description, effective mass prediction,
magnetic coupling, van der Waals interactions, atomization, ionization and reaction
energies, and structure prediction, to mention a few.
Throughout this work, primarily two approximations of the exchange and corre-
lation energy EXC have been used: the Local Density Approximation (LDA) and the
Generalized Gradient Approximation (GGA). To understand exchange and correlation
between electrons and improvements of the related energy expressions, the conditional
electron density, i. e. the concepts of Fermi and Coulomb holes, offer an intuitive and
pictorial access. If the location of one electron is known, Fermi and Coulomb repulsion
alter the probability of finding a second electron close by. As mentioned, Slater derived
a local Fermi hole expression [14] for Hartree-Fock theory X = −3/4 3
√
3ρ(r)/pi, which
was adopted for the LDA Fermi hole energy. The LDA Coulomb hole energy C has
been parametrized, e. g. by Perdew and Wang [17], from highly accurate numerical
quantum Monte-Carlo calculations, e. g. by Ceperly and Alder [18]. The energy of
exchange and correlation functional then reads
ELDAXC [ρ(r)] =
∫
dr ρ(r)
[
X(ρ(r)) + C(ρ(r))
]
, (2.5)
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whereas the kinetic energy correction is applied by means of an adiabatic connection
from interacting and non-interacting system via an integration of the coupling-strength
parameter. To further improve LDA predictions of atomization energies, energy barri-
ers and formation energies, in particular to reduce the overbinding problem by softening
the bonds, Generalized Gradient Corrections not only employ the density at position r
but also account for density changes around r including the gradient ∇ρ(r) in the con-
struction of the VXC potential. Whereas LDA favors by construction the homogeneous
electron gas, GGA allows for a stronger assessment of density inhomogeneity, while
enforcing the beneficial restrictions of LDA, e. g. the sum rule and the negative Fermi
holes. More flexibility in the parametrization is gained by treating the spin densities
ρ↑(r) and ρ↓(r) and their gradients independently with
EGGAXC [ρ↑(r),ρ↓(r)] =
∫
dr f
(
ρ↑(r), ρ↓(r),∇ρ↑(r),∇ρ↓(r)
)
(2.6)
as a most general representation. There are several implementations of this approach,
e. g. by Perdew and Wang [17] or Perdew, Burke and Ernzerhof [19] as has been
used preferably in this work, all performing similarly well with respect to the stated
improvements.
5. Band Gap, Excited States and Time Scales
A serious deficiency in ground state LDA and GGA calculations and maybe the most
progressive field of DFT development in the last decades is the correct prediction of the
band gap, which implicitly relates to the description of excited states. The associated
literature suggests several approaches to overcome this problem, which are of three
major types. The first takes into account higher orders in many-body perturbation
theory, e. g. the Bethe-Salpether Equation [20] using a full two particle description or
GW calculations [21, 22] expanding the self-energy. The second treats the LDA/GGA
exchange with non-local exact Fock exchange possibly including a range separation
scheme like the hybrid functional of Heyd, Scuseria, and Ernzerhof [23] or by employing
minimization principles to represent this exchange with a local potential (Optimized
Effective Potential) [24, 25]. A third type includes these corrections by construction,
e. g. implementation of known constraints and asymptotic behavior [26, 27].
Although in principle the ground state density determines all excited electronic
states as well, there are few functional approaches to extract specific properties of
such states. Thus, current calculations are mainly based on monoelectronic methods.
One unique experimental access to spectroscopically probe excited states of a crystal
are modern methods employing synchrotron radiation, in particular the Resonant X-
Ray Scattering methods. Here the cross section of photons with energies around an
ionization edge of a specific atom in the crystal structure is used to generate specific
excited electronic states, which locally interact with the corresponding short-range
structure and allow to analyze the related properties like nearest neighbor distances,
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local symmetries, unoccupied valence orbitals, etc. (see review P1 for comprehensive
information on the experimental side and in terms of modeling).
Modeling of such electronically excited states by high-energetic photons requires
a detailed look on the interaction processes and related time scales. The absorption of
the photon at a specific atom, including the generation of an excited electron and a local
core hole, is in the sub-attosecond regime and can be considered instantaneous with
respect to all other following processes. The lifetime of this core hole is about 10−16 −
10−15 s. As soon as the excited state is created, relaxation of the surrounding electrons
takes place adapting to the new electron configuration which is in the same time regime
as the core hole lifetime. If the energy of the absorbed photon is several 100 eV above
the atom’s absorption edge, the electron can leave the local valence states probing the
full surrounding configuration of atoms or even leave the local potential completely and
disperse into the continuum. Regarding the time scale this is a competing process and
of the order of 10−17 − 10−16 s, since the energies are slightly higher than for the edge
region. The challenge of today’s calculations remains the explicit treatment of the core
hole in this intermediate time regime. The atomic movement is with 10−14 − 10−13 s
considerably slower and the Born-Oppenheimer approximation is valid (see Sec. 4).
III. Details on the Embedded
Publications
1. The System Strontium Oxide – Strontium Titanate
– Titanium Dioxide
In the following the consecutive work that has been carried out during the PhD is
discussed in detail. At first, the system SrO – SrTiO3 – TiO2, its structures and their
symmetries are introduced, then the published topical articles are briefly described in
connection to the main topic and the most prominent results are summarized. Only
peer-reviewed work has been included in the cumulative thesis. At last, achievements
in terms of completed and ongoing projects and the perspective continuation of the
research are concluded at the end of the chapter.
Figure 3.1.: Main structures of the system SrO – SrTiO3 – TiO2 with space group
symmetries in phase-diagrammatic order. The building blocks from the binary
phases, i. e. the octahedrally oxygen-coordinated titanium and the strontium oxide
rocksalt motive, appear likewise in the intermediate structures. With holohedries
m3¯m and 4/mmm the point group symmetry is high for all structures. Local Ti
symmetry descends from m3¯m in SrTiO3 to 4/mmm and 4mm in the RP phases
and further to m.mm as well as 4¯m2 in rutile and anatase, respectively, distorting
the perfectly octahedral shape.
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Within the oxidic system SrO – SrTiO3 – TiO2 several structures are known,
a selection being shown in Fig. 3.1. Next to the binaries strontium oxide SrO and
the modifications of TiO2, rutile, anatase and brookite, the predominant compound
is strontium titanate SrTiO3 at 50 mol % composition. Whereas the phase diagram is
depleted for the TiO2-rich region (see Fig. 3.2), a number of intermediate phases appear
within the span between SrO and SrTiO3 – the homologous series SrO(SrTiO3)n also
called Ruddlesden-Popper (RP) phases. For varying oxygen concentration in the sys-
tem Ti – O, and in this respect orthogonal to the quasi-binary system in focus, so-called
Magneli phases TinO2n−p build a second set of ordered compounds characterized by
stoichiometric stacking faults [28]. These phases also include so-called infinitely adap-
tive structures [29]. Within the non-stoichiometric regime of pure oxygen deficiency,
oxygen vacancies are most common in all the binary oxide structures, i. e. SrTiO3−x,
TiO2−x and SrO1−x.
Strontium oxide crystallizes in the rocksalt structure, space group Fm3¯m,
with Sr2+ and O2− in octahedral positions. With a free enthalpy of formation
∆G0f = −562.4133 kJ/mol [30] the structure is relatively stable and has a melting
point of 2440 °C [30]. Strontium oxide is mainly used in glasses for radiation reduction
but also in pyrotechnics, medicine, pigments, soaps, greases and in semiconductor and
photovoltaic industry.
Ruddlesden-Popper phases can be synthesized under compositional excess of SrO.
Within the body-centered tetragonal structures of space group I4/mmm [31] addi-
tional SrO planes are introduced as ordered SrO-OSr stacking faults (see Fig. 3.1 and
P3, P10). Due to the ordered array of these SrO planes RP phases exhibit a strong
anisotropy of the dielectric response [32, 33]. They are stable at high temperatures [30]
and decomposition starts only above 1600 °C for RP phases n= 1, 2. Rare-earth doping
makes thin films of RP phases electrically conducting and thus promising candidates
for thermoelectric energy conversion materials [34, 35]. The growth of single crystals
from the melt is prohibited by peritectic decomposition, but for technical applications
in particular thin films of RP phases are of importance. One synthesis approach for thin
films is based on a modified Pechini process, which is feasible even at low-temperatures
[36, 37]. Further approaches cover layer by layer deposition growth techniques realized
with pulsed-laser deposition or molecular beam epitaxy [38, 39].
Strontium titanate exhibits a perovskite-type structure at ambient conditions,
space group Pm3¯m, with Ti4+ in octahedral and Sr2+ in cuboctahedral position co-
ordinated by O2−. The melting temperature is 2040 °C and the free enthalpy for the
formation from the binary oxides is ∆G0(ox) = −121.878 + 0.0039(T/K) kJ/mol [40]. At
105 K a structural phase transition to a tetragonal antiferrodistortive low-temperature
phase [41] lowers the symmetry by rotation of the oxygen octahedra. Incipient fer-
roelectricity occurs with the appearance of polar soft modes at about 40 K [42, 43].
Because of a low reactivity, a good lattice match with various materials, a high and
strain-dependent dielectric constant [44] and large-scale tunability of electric [45, 46],
dielectric and optical properties [47, 48], SrTiO3 is used as substrate material, in par-
ticular for the growth of high-TC superconducting, colossal magnetoresistive [49, 50] or
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ferroelectric thin films [51] and for ferroelectric tunnel junctions [52]. Property changes
can be induced by dopants or to some extent by introducing defects within the ternary
system Sr – Ti – O [53]. Point defects such as oxygen vacancies [46, 54], [P6, P8,
P9], line defects such as screw dislocations [55, 56], and in two dimensions extended
grain boundaries [57–62] and stacking faults [31, 63, 64] alter the electrical, optical
and mechanical properties of strontium titanate. SrTiO3 is a promising candidate for
non-volatile memories based on resistive switching [P5, P7] or nanobatteries [65], [P4].
Titanium dioxide has the three natural modifications rutile being most common,
anatase, and brookite being much rarer than the other two. The crystal structures differ
in distortion and arrangement of the Ti-O octahedra (see Fig. 3.1). The equilibrium
phase is rutile with linearly arranged octahedra sharing two edges, a free enthalpy of
∆G0f = −888.8 kJ/mol [66] and a melting point of 1830 °C [30]. Anatase is slightly less
stable than rutile, but is statistically favored for higher growth rates due to the sharing
of four edges per octahedron or for nanocrystallites [67]. The phase transformation
from anatase to rutile occurs at about 600 °C and is irreversible [68]. The main use
of TiO2 in its rutile form is as white pigment in paints, varnishes, plastics, paper and
due to its non-toxicity also in food, textiles and tablets. Further applications of TiO2
comprise catalysts or promoters in catalytic and photocatalytic reactions, UV absorbers
in sunscreen cream, anti-reflection and active coatings in solar cells, gas sensors for O2
and CO2, or biomaterials such as bone substitutes. Thin films of TiO2 are used in
optical devices; rutile is ranked as a candidate for dielectric gate material in MOSFET
devices and anatase as a ferromagnetic material in spintronics (for a short review see
e. g. Carp et al. [69]).
2. A Look at Symmetry and Property Tensors
Symmetry is the key to many physical properties of crystals or may even forbid the
existence of such. Electrical and thermal conductivity, piezo-, pyro- and ferroelec-
tricity, elasticity and thermal expansion, as well as birefringence or double refraction
and optical activity (may also occur for the X-ray regime – see P1) are just a few
properties that can depend strongly on the crystal’s symmetries and orientation. The
specific anisotropies are thus governed by certain degrees of freedom, which become
restricted by the crystal’s symmetry elements and the required invariance under related
transformations.
The degrees of freedom may be elegantly combined in property tensors. Consid-
ering the reduction of symmetry for the property tensors of a crystal in the case of
external fields, the symmetry of the perturbation has to be taken into account. The
Curie principle states that an external perturbation, e. g. a homogenous electric ∞m,
magnetic∞/m or stress field∞/mm, lowers the symmetry of a crystal. Only symmetry
elements remain that are common to symmetry elements of the perturbation.
Tensors of rank zero, e. g. density and thermal conductivity, resemble the isotropic
case, since perturbation and response are both scalar quantities. Tensors of rank one,
e. g. pyroelectricity and -magnetism as well as electro- and magnetocaloric effect, can be
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represented as vectors and allow for anisotropy. Here, the perturbation or the response
is a vector and the other a scalar. Tensors of rank two, e. g. for ferroelectricity,
birefraction as well as transport properties like electrical or thermal conductivity and
diffusion, can be described with index surfaces or as ellipsoids. Typically perturbation
and response may be represented as vectors which are allowed to be non-parallel, like
a gradient and the induced current or polarized photons being scattered. Tensors of
rank three are needed to describe e. g. piezoelectricity in which case the perturbation
is a vector and the response a tensor of rank two or vice versa for the inverse effect.
And tensors of rank four typically connect two tensors of rank two, like the elasticity
tensor conveying strain into stress. For detailed explanations on crystal properties and
symmetry the reader is referred to Paufler [70].
As just noted, a high lattice and site symmetry does not provide the necessary
degrees of freedom for many interesting physical properties and effects. This is the case
in the investigated system SrO – SrTiO3 – TiO2. The centrosymmetric equilibrium
structures shown in Fig. 3.1 all exhibit holohedries m3¯m and 4/mmm with an inversion
center. Even if certain site symmetries with distorted coordination polyhedra, e. g.
m. mm for Ti in rutile or 4mm in RP n= 2, 3, offer the required degrees of freedom for
a tensor at a particular atom, the inversion center produces a counterpart that cancels
the effect of the first tensor for many properties. Examples are piezoelectricity, pyro-
or ferroelectricity which can only occur for polar crystals, i. e. if∞m is invariant for at
least one crystal direction, or optical activity which requires non-centrosymmetric m,
mm2, 4 or 42m point symmetry or one of the 11 enantiomorphism classes. The more
general property in this respect is birefringence, which is possible for rutile and anatase
but does not occur for SrTiO3 and SrO. For these structures local symmetry reduction
by means of defects can initiate such forbidden properties, as will be demonstrated in
several of the following publications.
3. Main Results of the Published Articles
Several compounds of the system SrO – SrTiO3 – TiO2 have been investigated during
this work, both experimentally and theoretically, in particular the perovskite structure
strontium titanate. To get an overview, the published articles have been marked on
the compositional axis of the phase diagram accordingly (see P1–P11 in Fig. 3.2). The
focus of the study was attributed to the details and the response of the electronic
structure on structural defects, which occur intrinsically within the crystal structures
or which have been introduced by means of annealing or ion implantation, and on
related changes in physical properties such as electrical conductivity, elasticity, optical
properties like the band gap etc.
To characterize the short-range order and electronic structure variations around
defects experimentally, in particular the changes of valence states around the Fermi
level, the techniques of choice include the Resonant X-ray Scattering methods. Addi-
tionally to X-ray Diffraction, which provides crystal structure and electron density at
the atomic scale, RXS methods are modern synchrotron tools to determine electronic
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Figure 3.2.: Equilibrium phase diagram of the quasi-binary system SrO – TiO2
following Ropp [30]. At the top axis the compositions treated in the published work
of this PhD thesis have been indicated according to the acronyms P1–P11.
and magnetic characteristics of certain atoms in the structure. For photon energies
close to an electronic transition in the atom of interest, unoccupied valence orbitals are
probed and give information about the local structure, e. g. nearest neighbor distances
and local symmetries.
In the first publication as main author P1 these RXS methods are reviewed
giving an overview on theory and experiment with a focus on the Resonant X-ray
Diffraction (RXD) methods Diffraction Anomalous Fine Structure and Anisotropy of
Anomalous Scattering (AAS). Chosen exemplary applications demonstrate the power-
ful RXD sensitivities. In the last part of the article the local density of states (LDOS)
of rutile is investigated with AAS. The unoccupied electronic orbitals have been spec-
troscopically probed and by means of Finite Difference Method Near-Edge Structure
(FDMNES) modeling the resonances could be identified within the Ti p-LDOS influ-
enced by anisotropic charge transfer to the neighboring oxygen atoms. The direct
determination of absolute value and phase of the Ti atomic scattering tensor, invoked
by the interference of anisotropically scattering Ti orbitals and isotropically scattering
oxygen orbitals, has been demonstrated utilizing partially forbidden reflections. To
the author’s knowledge, this use of partially forbidden reflections is a new methodical
feature in RXD, which has not been reported in the related literature before.
A detailed interpretation of the measured RXS spectra requires sophisticated
modeling. The second publication as main author P2 investigates extensively the
origin of certain resonances in grazing incidence X-ray Absorption Near-Edge Structure
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(XANES) spectra (see P1) and their changes for surface regions of strontium titanate
single crystals modified by ion implantation with nitrogen. The article demonstrates
the determination of specific short-range structure parameters from the resonances,
here in particular the evaluation of electron scattering into orbitals of neighboring
oxygen octahedra and the static displacement of the central Ti atom relative to the
surrounding oxygen octahedron being 0.3 A˚ in [100]. It further depicts the individual
multipole scattering contributions and the influence of important model parameters,
such as the Hubbard U correlation correction for the Ti d electrons, on the partial local
density of states and the resonances.
Although much can be learned from excited states and the RXS methods about
the short-range structure and the related orbitals, to acquire a whole picture of the
crystal’s electronic structure, and especially its response to local and extended defects,
a much broader basis for electronic modeling is needed. As first principles method be-
ing independent from experimental parameters (as has been commented on in Sec. II.4),
Density Functional Theory supplies this expressiveness, both in its predictive power
and in its ability to confirm and interpret experimental data. In the third publication as
main author P3 DFT was used to study the electronic properties and stability relations
of the homologous series of Ruddlesden-Popper phases SrO(SrTiO3)n n= 0, 1, 2, 3,∞.
Relaxed surface structures and energies have been determined for all possible unrecon-
structed crystal terminations. Aiming for controlled SrTiO3 surface modifications, it
is shown that the surface-near SrO-OSr stacking fault alters the surface roughness, the
surface energies with respect to the specific atmosphere, as well as the local band gap.
The obtained stability relations correlate well with experimental XRD investigations
on RP thin films prepared by Chemical Solution Deposition (CSD), presented in the
article as well, which show a dependence of fraction of RP phases on annealing rate
and Sr:Ti ratio.
The following articles focus on non-stoichiometry in the form of point defects
such as oxygen vacancies in SrTiO3 single crystals. The oxygen-void region introduces
shallow localized defect levels in the band structure close to the conduction band min-
imum (see e. g. [53, 71]), that can easily be activated in an external electric field. The
resulting localized partial charge around the void imparts the migration in the electric
field. Considering the typical point defects in the structure, oxygen vacancies are the
most stable [72] and the most mobile defect species with a barrier of about 0.6 eV along
the octahedral edge [73].
The fourth publication as main author P4 uses this electromigration to create an
oxygen vacancy gradient accumulating them at one side of the crystal whereas the other
side becomes depleted of defects. This charges the crystal and the non-equilibrium
state persists as long as the electric field is applied. Once the field is switched off an
electromotive force is evident and discharges the cell until a homogeneous distribution
of oxygen vacancies is reached again. DFT has been used to give an energy prediction of
the disproportionation from Ti3+ defect states into Ti2+ and Ti4+ states. For a complete
thermodynamic deduction in terms of free enthalpy (see Sec. II.3) the entropy of mixing
has been calculated. It is shown that the discharge redox reaction is exergonic giving
3. Main Results of the Published Articles 17
Table 3.3.: Overview of published topical articles with related compositions and
applied methods.
P1 Probing a crystal’s short-range structure and
local orbitals by Resonant X-ray Diffraction
methods
TiO2 RXS, DAFS,
AAS, XAFS,
FDMNES
[74]
P2 Surface-near modifications of SrTiO3 local
symmetry due to nitrogen implantation in-
vestigated by grazing incidence XANES
SrTiO3:N XANES, ion
implantation,
FDMNES
[75]
P3 Surface modeling and chemical solution
deposition of SrO(SrTiO3)n Ruddlesden-
Popper phases
SrO(SrTiO3)n XRD, CSD,
DFT
[76]
P4 Strontium titanate: An all-in-one recharge-
able energy storage material
SrTiO3−x,
MFP
I-V ,
DFT
[77]
P5 Migration-induced field-stabilized polar
phase in strontium titanate single crystals at
room temperature
SrTiO3−x,
MFP
I-V , XRD,
Raman,
DFT
[78]
P6 Electric field mediated switching of mechan-
ical properties of strontium titanate at room
temperature
SrTiO3−x nano-
indentation,
DFT
[79]
P7 Formation of Schottky-type metal/SrTiO3
junctions and their resistive properties
SrTiO3−x I-V [80]
P8 Switching Ti valence in SrTiO3 by a dc elec-
tric field
SrTiO3−x XANES,
DFT
[81]
P9 Voltage induced Ti valence switching in
SrTiO3
SrTiO3−x XANES,
DFT
[82]
P10 ELNES study of chemical solution deposited
SrO(SrTiO3)n Ruddlesden-Popper films: Ex-
periment and simulation
SrO(SrTiO3)n ELNES,
DFT
[83]
P11 Dielectric to pyroelectric phase transition in-
duced by defect migration
SrTiO3−x,
MFP
Sharp-Garn [84]
P18 Method for producing a non-volatile elec-
tronic data memory on the basis of a crys-
talline oxide having a perovskite structure
SrTiO3 Patent [85],
[86]
rise to an application of SrTiO3 single crystals as rechargeable energy storage devices.
Although the capacity of 3 mAh/kg for such cells is not comparable to today’s lithium
ion batteries, the concept of having anode, cathode and solid electrolyte in form of
one crystal is promising for diverse niche applications focusing on safety, non-toxicity
and mechanical, thermal as well as chemical stability or for short-term storage like
supercapacitors.
In this first publication as second author P5 a new phase has been found in
SrTiO3 single crystals induced by electromigration of oxygen vacancies. Similar as
in P4, the vacancies have been accumulated at one side of the crystal by means of
18 III. Details on the Embedded Publications
an electric field, but surprisingly structural changes appear on the opposite site with
vanishing vacancy concentration. The structural changes have been investigated by
XRD showing a tetragonal elongation of the unit cell. Further, the appearance of
additional longitudinal optical modes in Raman measurements has given evidence for
the loss of centrosymmetry in the structure and an identification as a new phase was
justified. Correlations of those modes with DFT calculations suggest a stoichiometric
SrTiO3 unit cell in support of the experimental defect redistribution. From the time
scale of the ionic current, the phase transformation can be connected to the migration
of oxygen vacancies, whereas on a much shorter time scale the new structure reacts to
variations of the electric field, validating the structure’s polar character. Therefore the
new phase was termed migration-induced field-stabilized polar (MFP) phase. Atomic
displacements around the oxygen vacancy have been modeled by DFT. They are altered
as soon as the electric field is applied and migration starts. On this basis and possible
vacancy hopping paths a model of the evolution of the MFP phase on the atomic level
has been proposed.
The second publication as second author P6 investigated the defect-induced
changes in the mechanical properties of SrTiO3 single crystals at room temperature.
Again an external electric field of the order 106 V/m was applied to redistribute oxygen
vacancies within the surface region of the crystal. In-situ nanoindentation experiments
show a decrease of Meyer hardness and Young’s modulus by 0.6 GPa and 11 GPa, re-
spectively. Theoretical DFT modeling reveals a weakening of the tetragonal direction
in the vacancy model structure which agrees well with the reversible elasticity changes
found in the experiment. All elastic properties of the vacancy model have been calcu-
lated and are discussed in comparison to cubic SrTiO3.
The article P7 discusses the changes in electrical properties of vacancy-doped
SrTiO3 single crystals. These changes of Ohmic and Schottky-type contact behavior
and the related resistive switching mechanism are attributed to the redistribution of
oxygen vacancies, the formation of metal/SrTiO3−x junctions in the electric field and
to electron trap states at the metal/oxide interface region. Aiming for non-volatile
memory applications and devices based on resistive switching, exemplary resistance
changes of 1.5 % have been demonstrated.
In the two following publications as coauthor P8 and P9 the spectroscopic sen-
sitivities of RXS methods have been applied, this time to determine in-situ the valence
state of the transition metal by means of XANES. Again a SrTiO3 single crystal was
subjected to an electric field to redistribute oxygen vacancies in the probed region close
to the surface. The spectra at the Ti-K absorption edges show a significant shift of the
edge energy, whereas no changes can be observed for the Sr-K XANES. The shift is
reversible and can be interpreted as a change in valence from octahedrally coordinated
Ti4+ in cubic SrTiO3 to tetragonal pyramidal Ti
3+ next to an oxygen vacancy. DFT
calculations have been conducted to assess the responsible Ti core level shift. This
switching of the Ti valence in the surface region can significantly alter the properties
of e. g. applied superconducting films, semiconducting films or can act by itself as a
catalytic surface with switchable chemical reactivity.
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To get a local picture of the electronic states around the SrO-OSr stacking fault
in the SrO(SrTiO3)n homologous RP series, article P10 investigates the system for
n= 0, 1,∞ with Electron Energy-Loss Near-Edge Structure (ELNES), a spectroscopic
method closely related to XANES but with the spatial resolution of electron microscopy.
To understand the electronic excitations at the O-K and Ti-L2,3 absorption edges, all-
electron full-potential DFT relaxations have been carried out to obtain core levels
and local projected density of states (PDOS). For RP n= 1 a pronounced maximum
in the O-K spectra about 4 eV above the edge is caused by the oxygen with lower
symmetry 4mm within the stacking fault region. Narrower Ti 3d t2g and eg bands due
to the tetragonal symmetry explain the decreased width of the Ti-L2,3 ELNES features
compared with cubic SrTiO3.
The last topical article P11 investigates the pyroelectric properties of the re-
cently discovered MFP phase in SrTiO3 (see P5). The polar character of the phase
gave rise to expect pyroelectric behavior, which has been verified in this work reveal-
ing a pyroelectric coefficient of about 30µC/Km2. Symmetry reduction from cubic
SrTiO3 to a tetragonal non-centrosymmetric polar unit cell allows to deduce the space
group P4mm for the MFP phase. In-situ characterization of the changes in electronic
properties during electroformation of the MFP phase are presented.
Several further articles investigating the property changes caused by defects, su-
perstructures and nanostructures, but in other systems and structures than the topical
focus, have been published during this PhD work in co-authorship [87–92]. Since the
PhD is cumulative, these off-topical articles have been included as well. They com-
prise work on substitutional point defects in the mixed valence structure YMn2−xFexO5
studied with Extended X-ray Absorption Fine Structure (EXAFS), XANES and DFT
P12; superstructures in heavy rare earth palladium silicon compounds R2PdSi3 studied
with XRD, neutron diffraction, EXAFS and DFT P13 as well as DAFS P14; metallic
nanocolumns and ion assisted three-dimensional patterning in carbon-nickel nanocom-
posite films studied with GISAXS, AFM and TEM P15–P16; and the role of hydro-
gen jumps in rubidium dihydrogen phosphate RbH2PO4 investigated with DAFS/AAS
P17. The application of the techniques in focus on a broad range of structures, i. e.
the synchrotron methods and the electronic modeling, allowed to enhance their use
and to tap their full potential for the scope of the topic.
Next to the specified publications, the work on the topic could also contribute
to a number of innovative ideas related to defects in oxidic perovskite systems. Sev-
eral patents have been registered, e. g. concerning electrochemical storage applications
(Deutsche Patentanmeldungen Nr. 10 2013 013 784.5 and 785.3), thermal energy con-
version (Deutsche Patentanmeldung Nr. 10 2013 014 270.9 and 10 2013 017 652.2, in-
ternational registration PCT/DE2014/000531 in progress), setups with combined solu-
tions for storage and conversion (Deutsche Patentanmeldung Nr. 10 2014 003 315.5), as
well as switchable pyroelectricity (Deutsche Patentanmeldung Nr. 10 2014 010 885.6).
For an international patent P18 on non-volatile data storage based on perovskites
the disclosure has already been confirmed (WO2011110618 A1, DE102010011646 A1)
[85, 86].

IV. Conclusion and Outlook
The presented work is a comprehensive investigation of the electronic structure and
related physical properties within the quasi-binary system SrO – SrTiO3 – TiO2, and
in particular of the changes induced by defects in the crystal structure. To acquire
a broad picture of the mechanisms on the scale of atoms and orbitals, it contains
experimental as well as theoretical studies.
Modern synchrotron methods of Resonant X-ray Scattering, primarily Diffrac-
tion Anomalous Fine Structure, Anisotropy of Anomalous Scattering as well as X-ray
Absorption Fine Structure, have been applied to probe selected local orbitals and to
identify short-range structural and electron density variations, e. g. the static displace-
ment of the central Ti atom relative to the surrounding oxygen octahedron in nitrogen
implanted SrTiO3 (P2) and the switching of Ti valence in an electric field (P8, P9).
The direct determination of absolute value and phase not only of the tensorial structure
factor itself but of the local Ti atomic scattering tensor in TiO2 (P1) for a spectrum of
energies, for the first time from partially forbidden reflections, represents a methodical
achievement within DAFS.
Extensive electronic modeling, mainly by Density Functional Theory, has accom-
panied the considerations of this work on all stages, closely linked to the experimental
findings, for a sophisticated interpretation of all results and as predictive tool for plan-
ning further experiments. The connection here between experiment and theory is the
fundamental concept of the electron density. The results of the included contributions
related to electronic modeling comprise, e. g., stability, surface structure, surface energy
and roughness of surface modifications within the homologous series of Ruddlesden-
Popper phases SrO(SrTiO3)n n= 0, 1, 2, 3,∞ (P3), and the elastic changes induced by
oxygen vacancies in SrTiO3 single crystals at room temperature (P7).
In terms of dynamic processes, primarily defect migration in an electric field,
the analysis revealed in particular the discovery and identification of a new phase
in SrTiO3−x single crystals at ambient conditions termed migration-induced field-
stabilized polar (MFP) phase with the whole range of polar properties forbidden in
centrosymmetric SrTiO3 (P5), and the exergonic Ti comproportionation based on prior
defect separation in an electric field (P4), which makes SrTiO3 an all-in-one rechargable
energy storage material.
The work has been carried out within a series of projects, most notably the DFG
funded cooperative project ME1433/10-1, GE1202/8-1 on the Determination of site-
selective and spacially resolved electronic structure in the vicinity of point defects in
crystals from the tensorial atomic scattering factor of X-rays under resonant excitation.
Development of the methodical enhancement of DAFS/AAS has been revisited in the
group in 2007/08 [93] and continually improved since [94–105]. At present, sophisti-
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cated codes allow for highly automated experiments and in-situ data processing. The
software is highly adaptable to the needs of specific crystal structures and chemical
compositions. This work is continued within the current BMBF joint research funding
05K10OF1 for a Chemical Crystallography beamline at the PETRA III extension as
a sub-project on Diffraction Anomalous Fine Structure and Anomalous Anisotropic
X-ray Scattering for the investigation of the real structure and dynamics of crystalline
materials in external fields, which will provide dedicated beamtime for equivalent ex-
periments in the future.
In summary, by utilizing Resonant X-ray Scattering techniques combined with
electron density modeling it is possible to make versatile orbital characters visible and
to understand as well as predict the interplay of atomic and electronic structure in the
presence of defects. Within the vast possibilities of using defects to alter the electronic
structure and related physical properties and phenomena within the system SrO –
SrTiO3 – TiO2, only a humble fraction could be treated in the scope of this PhD
thesis. Nevertheless, the included selection shows the significant potential of diverse
functionalities that can be induced and controlled by structural defects, symmetry and
the dynamics under external fields. The mentioned patents, e. g. on non-volatile data
storage, electrochemical energy storage and thermal energy conversion can only hint on
the technological progress being made towards practical applications in the real world.
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Diffraction Anomalous Fine Structure (DAFS) combines the
long-range, crystallographic sensitivity of X-ray diffraction
with the short-range sensitivity of X-ray Absorption Spec-
troscopy (XAS). In comparison to other spectroscopic
methods, DAFS can additionally distinguish phases of
different translational symmetry by choice of momentum
transfer, or isolate spectra from chemically identical
atoms on various Wyckoff sites of a crystal’s structure
using crystallographic weights. The Anisotropy of
Anomalous Scattering (AAS) extends the concept
of isotropically scattering atoms to a more general
case, where the atom’s scattering characteristics de-
pend on the polarization as well as the wavevector
of the incident and scattered X-rays. These can
be written as tensors that reflect the local site
symmetries of the resonant atom. Forbidden
Reflection Near-Edge Diffraction (FRED) is an elegant
way to measure AAS by using reflections that are
extinguished in the special case of isotropically
scattering atoms. They can only be observed due to
the non-isotropic contributions at photon energies
in the vicinity of an absorption edge where electronic
transitions occur. Combining the site selectivity
of DAFS with the information accessible through
AAS allows probing the short-range order and local
orbitals of selected atoms in a crystal structure
of a chosen phase. The present condensed review
gives a brief overview on the pioneer work, the
theory and sensitivities as well as selected recent
applications of these powerful and promising
Resonant X-ray Diffraction (RXD) methods. Additionally,
some recent work of the authors is included exemplarily
for the model structure rutile TiO2 presenting the
progress in measurement and interpretation.
1 Introduction
X-ray diffraction is a well-established tool for the deter-
mination of crystalline structures and electron density
distributions at the atomic scale. It has been extended
by the use of “anomalous” or “resonant” scattering tech-
niques, to enable a detailed study of the electronic and
magnetic properties of certain atoms in the structure
(e.g. [1]), to solve the phase problem [2–4] or to gain more
information by changing the scattering contrast between
the different scatterers [5, 6]. In order to make use of
these techniques, the energy of the incident photons has
to be tuned close to that of an electronic transition in
the atom of interest. As a consequence, the interaction
of X-rays with the resonant atom becomes much more
sensitive on the polarization of the incident and scat-
tered photons, so that it may not be regarded as isotropic
anymore. The development of modern synchrotron light
sources made resonant diffraction a more widely used
method, since they offer a wide, continuous range of
X-ray wavelengths and a well-defined polarization state
of the incident photons. In the present condensed review
these phenomena are highlighted with the focus on the
study of electronic properties of certain atoms, such as
unoccupied valence orbitals, which are determined by
its local structure, like nearest neighbor distances, local
symmetries, etc.
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Fig. 1 Discovery of the “Fine Structure of Absorption” (i.e. XAFS) in 1920 by Fricke at the K-edges of several elements – here shown for the
titanium edge of TiO2 (left andmiddle) and discovery of “raie de diffusion anomales” (i.e. DAFS) in 1956 by Cauchois for the 002 reflection
at the K-edge of aluminum (right). For full details, we refer the reader to the original publications [7, 13]. Reprinted with permission from
H. Fricke, Phys. Rev. 16, 202 (1920) and Y. Cauchois, C. R. Acad. Sci. (Paris) 242, 100 (1956). Copyright (1920) by the American Physical Society
and (1956) by the Acade´mie des sciences.
2 History and present status
2.1 Pioneer work
X-ray Absorption Fine Structure (XAFS) has been first no-
ticed by Fricke in 1920 [7] (see figure 1, left and mid-
dle). Since the development of second generation syn-
chrotron sources, it has become a powerful method
for short-range structure refinement (see e.g. [8–11]).
Bijvoet used Anomalous Scattering and the breaking of
Friedel’s Law in the resonance case for phase determi-
nation in 1949 [3], which today is used for the technique
of Multi-Wavelength Anomalous Diffraction (MAD) [12]
− a method to solve the phase problem of crystallog-
raphy for standard structure determination based on
Bragg reflection intensities. Energy dependencies of the
diffracted intensities of crystals similar to XAFS have
been first found by Cauchois in 1956 [13] (see figure 1,
right), which have been later called Diffraction Anoma-
lous Fine Structure (DAFS). More than 30 years later, in
the 1980’s and 90’s there had been significant research to
extend the absorption based concept to diffraction, i.e.
to make use of the momentum transfer in order to select
certain phases of the probed volume or certain Wyckoff
positions within a crystal structure [14–27]. In the vicin-
ity of absorption edges, an enhanced sensitivity of the
X-rays is observed which can be used to study the cou-
pling of electronic and magnetic properties with struc-
ture (e.g. Dzyaloshinskii-Moriya interaction [28], see sec-
tion 2.2). A more exhaustive review on early DAFS work
was written by Sorensen et al. [19] and also by Renevier
et al. covering the technical achievements [29]. DAFS ex-
ploits the energy dependent intensity of certain Bragg re-
flections of crystals and, thus, it does not average over
all resonantly scattering atoms in the unit cell, but it ex-
clusively collects information of the corresponding sub-
set of resonant scatterers selected by the Bragg condition
(see section 4).
Templeton & Templeton studied the polarization de-
pendence of Resonant X-ray Scattering experimentally,
in 1980 on Vanadyl Bisacetylacetonate in absorption [30]
and in 1982 on a rubidium uranyl nitrate in diffraction
[31], which later got known as Anisotropy in Anomalous
Scattering (AAS). They suggested that AAS can cause the
excitation of reflections forbidden by symmetry based
on translational components in the space group (i.e.
screw axes or glide planes) for spherical atomic scatter-
ing factors, as stated e.g. in the International Tables for
Crystallography A [32]. The theoretical basis for these
“forbidden” reflections, also termed Forbidden Reflec-
tion Near-Edge Diffraction (FRED) [33], was developed
by Dmitrienko in 1983 [34] and they were first observed
by Templeton & Templeton for cubic NaBrO3 in 1985 [35]
and later found on several other crystals, e.g. by Eichhorn
et al. for Cu2O [36] and Kirfel & Petcov for TiO2 [37], see
topical review [38].
With the change of the century an increasing number
of researchers from the field of neutron scattering were
attracted by the growing availability of these Resonant
X-ray Diffraction synchrotron methods, which accounts
for the recent focus on studies of magnetism using X-ray
Magnetic Circular Dichroism (XMCD), and both commu-
nities are experiencing a process of joining since. For a
detailed summary of related work from both fields see for
instance the review of Beale et al. [39].
2.2 Recent advances
In the following, a selection of recent work from the
last three years related to DAFS and Resonant Scattering
methods is reviewed.
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In 2010, Staub et al. [40] performed AAS and DAFS
scans at the Fe K-edge of GaFeO3. Probing forbid-
den reflections, they were able to test magnetoelec-
tric multipole moments directly. A sign change in the
magnetic signal of the Friedel-pair 0k0, k = ±5 and
the azimuthal dependence could be attributed to the
interference of an electric quadrupole with magneto-
electric quadrupole and octupole moments. The compa-
rable Soft X-ray Resonant Diffraction (SXRD) and Neu-
tron Powder Diffraction (NPD) analysis of the man-
ganates Nd0.4Tb0.6BaMn2O6 and SmBaMn2O6 exhibited
a similar dependence on doping the A-site of the per-
ovskite with divalent cations and increasing the temper-
ature [41].
Azimonte et al. [42] were able to detect minor polar
atomic displacements in multiferroics using anomalous
X-ray diffraction at the Mn K-edge of DyMn2O5 while ad-
ditionally applying an electric field with switchable po-
larization. Comparison of DAFS and XAFS scans of the
Friedel-pair 362/-3-6-2 (due to the different polariza-
tion) displays a large effect directly correlated with a dis-
placement of the Mn ions. Beale et al. [43] performed a
direct measurement of the antiferromagnetic spin po-
larization at the O sites of TbMn2O5 by analyzing the
1/201/4 reflection (fractional indices here and later on
with respect to the main lattice) at the Mn L3- and O
K-edge with AAS scans. They were also able to show the
correlation of increased ordering of spin polarization and
the displacement of the Mn ion from the base into the co-
ordination pyramid. Souza et al. [44] used Resonant Soft
X-ray Diffraction for studying the Mn and O sublattices
and their interaction within RMn2O5 (R = Y, Er). The az-
imuthal scan (AAS) at the 1/201/4 forbidden reflection at
the Mn L3-edge can be described with a tensor of rank 1,
and is thus a magnetic dipole.
In general, Resonant X-ray Scattering is an impor-
tant tool for the investigation of antiferromagnetic or
even multiferroic materials. Walker et al. [45] have ex-
ploited the magneto-electric coupling in multiferroic
TbMnO3, and hence, the interference between charge
and magnetic X-ray scattering to resolve the ionic dis-
placements and their contribution to the zero-field fer-
roelectric moment. This field includes theoretical predic-
tions of new physical phenomena (e.g. [46]) and extends
towards inelastic X-ray scattering (e.g. [47]). The research
of Haverkort et al. [48] revealed the importance of using
a rather precise symmetry instead of a spherical one for
simulations, by comparing calculations based on differ-
ent models. One of the examples was the artificial super-
lattice of six NiO layers alternating with one MnO layer.
For the first Bragg reflection, the calculations for a cubic
and aspherical symmetry were compared, revealing sig-
nificant differences.
Pascut et al. [49] used DAFS at the Ni K-edge of sin-
gle crystalline 2H-AgNiO2 to test the model of charge
ordering (CO) as alternative approach to the Jahn-Teller
effect. The “honeycomb” CO can be interpreted as
a0
√
3 × a0
√
3 × c superstructure and causes a split-
ting of the Ni positions in an electron-rich one
Ni1 and two electron-depleted positions Ni2,3. Using
a fit of the DAFS data to extract f ′(E) and if ′′(E)
for Ni1 and Ni2,3 depicts a shift of the Ni edge
of about 2.5 eV, implicating a core hole shift of
1 eV. This shift confirms the predicted difference in elec-
tron density. Band structure calculations involving CO
and hybridization of Ni and O could explain the change
in the electronic energy levels of Ni.
In 2011, Herrero-Mart`ın et al. [50] investigated
the phase transition of La0.5Sr1.5MnO4 from tetragonal
I4/mmm to an orthorhombic phase while lowering tem-
perature, accompanied by a semiconductor-insulator
transition. Using DAFS scans at h/2h/2l and h/4h/4l su-
perstructure reflections of the tetragonal phase (h odd
and l even) as well as their azimuthal dependence they
were able to confirm the transition to space group Cmcm
involving three active modes, which cause a shift of the
oxygen atoms.
Beside the regular combination of DAFS with the
method XAFS there were some efforts to join the ad-
vantages of DAFS with those of other methods. Tuilier
et al. [51] determined the environment of Ti atoms in
Ti1-xAlxN for x = 0.0, 0.5 and 0.68. Using X-ray Absorp-
tion Near Edge Spectroscopy (XANES), they were able to
determine a hexagonal lattice for x = 0.68. A shoulder
in the pre-edge region gave hint to a superposition of
hexagonal and cubic environments, which could be con-
firmed by Diffraction Anomalous Near-Edge Spectroscopy
(DANES). With this experiment the pre-edge shape of Ti
in tetrahedral coordination in nitrides could be deter-
mined. Favre-Nicolin et al. [52] gave a review on the com-
bined usage of Multi-Wavelength Anomalous Diffraction
(MAD) and DAFS, e.g. for determining the diffusion of Si
into Ge quantum dots on Si bulk and the growth mech-
anisms of AlGaN/Si(111) nanowires. In the last years,
DAFS has mainly been used on micro-structures like
thin films [51, 52], nano-islands [52] and quantum dots
[52,53].
In 2011, Walker et al. used AAS for investigations
of the “hidden order” arising during the specific-heat
anomaly of URu2Si2. By comparing simulated and ex-
perimental AAS curves of the 201 reflection at the ura-
nium M4-edge they were able to exclude quadrupolar
effects within a certain range of propagation vectors
[54]. Walker et al. were also scanning the uranium M4-
edge of U(Pd1-xPtx)3 (x = 0.005, 0.01) [55]. For x = 0
there are four different phase transitions below 8 K, the
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lowest two influenced by an ordering of the uranium 5f
electrons, accompanying an in-phase stacking Qxy and
causing super-lattice reflections. The AAS scan of the
104 superlattice reflection for x = 0.005 and simulations
for Qxy showed good agreement, but no 104 reflection
could be detected for x = 0.01. This implicates that
0.5% Pt-doping leaves 5f electron ordering unchanged
whereas 1% doping prevents the ordering and thus the
superstructure reflections.
Recently, AAS was used for the analysis of the metal-
insulator transition of Sr3(Ru1-xMnx)2O7 [56, 57]. The
azimuthal scans of the 1/41/40 structurally forbidden
reflection were applied at the L-edges of Mn and Ru. Re-
markably, the Mn edge is more sensitive for the mag-
netic superstructure than the Ru edge. Hossain et al. were
able to show the existence of a global spin correlation of
the randomly distributed Mn atoms within the crystal,
despite of their diluted concentration [57]. Concluding
from the independence of the superstructure reflection
of the Mn concentration, the ordering is mainly of elec-
tronic nature and the Mn atoms do essentially trigger this
effect [56].
A review about recent developments applying AAS
and forbidden reflections can be found in Kokobun et al.
[58]. In 2012, further reviews appeared on the occasion
of the Resonant Elastic X-ray Scattering workshop 2011
concerning the development within the last 20 years in
general [39, 59] and with specific focus on actinide sys-
tems [60], theoretical aspects [61] as well as polarization
analysis [62].
2.3 Development and improvement of calculations
and models
The modeling of atomic scattering factors f and re-
lated matrix elements for electronic transitions from core
states into vacant intermediate states started from the
application of the optical theorem [63, 64]. Cromer and
Libermann improved the oscillator-strength based cal-
culations of the corrections f ′ and if ′′ (see section 3) by
using self-consistent field relativistic Dirac-Slater wave
functions [65, 66]. After the introduction of Fourier anal-
ysis for the description of EXAFS [8], McKale et al. pub-
lished exhaustive data on backscattering amplitude and
phase functions derived from ab initio calculations for
the whole periodic table [67]. Kolpakov et al. and later
Dmitrienko extended the dielectric tensor formalism to
the X-ray energy regime [34, 68] to account for the po-
larization dependence of resonant X-ray scattering. A
concept for the calculation of dynamic electron excita-
tions into several intermediate states within the frame
of the Multiple Scattering Theory is discussed by Natoli
et al. [69] and implemented into the code FEFF by Rehr
et al. [70]. The code has also been made applicable to
diffraction in later versions [71], although similarities in
the analysis of absorption and diffraction had been sug-
gested much earlier [72]. The implemented formalism
based on Green’s functions was improved by Ankudinov
and Rehr, which eliminated the necessity of using the so
far appliedKramers-Kronig relation [73,74]. Benfatto and
Felici applied an equivalent approach for the calculation
of tensorial atomic scattering factors [75]. With the in-
troduction of the FDMNES code by Joly et al. [76, 77],
which is based on the Finite Difference Method (FDM)
and solves Schro¨dinger’s equation for a cluster of atomic
potentials, a formalism beyond the muffin-tin approxi-
mation with highly improved accuracy for the X-ray Ab-
sorptionNear Edge Structure (XANES) spectral regionwas
derived. Further enhancement could be made by the im-
plementation of self-consistency of electronic states and
effective potential (see e.g. [78]). Alternative approaches
abandon the explicit treatment of excited states, e.g. by
the implementation of a polarization propagator into
Density Functional Theory (DFT) [79], or go beyond
the independent particle approximation, e.g. within the
time-dependent DFT picture or by treating the core-hole
according to the Bethe-Salpeter theory (for a review see
e.g. [80]).
2.4 Measurement setup
Resonant X-ray scattering experiments are performed at
synchrotrons, on the one hand for their need of high
photon flux and on the other hand, even more impor-
tant, for the requirement of continuously tunable pho-
ton energy. Besides X-ray source (bending magnet, wig-
gler or undulator) and diffractometer (in Euler or Kappa
geometry with a minimum of 4 circles), instrumenta-
tion in general includes a double-crystal monochro-
mator to scan the energy, a primary beam intensity
monitor to normalize the intensities, a point detector
(scintillator or avalanche diode) for recording the re-
flection intensities and an energy-dispersive detector for
a simultaneous measurement of X-ray fluorescence to
obtain the absorption (see figure 2). For a full polar-
ization analysis, an analyzer crystal can be installed in
front of the detector and the sample can be rotated
around the q-vector (see figure 2, right), e.g. by using a
6-circle diffractometer [81], or the incident radiation po-
larization may be changed using a phase retarder and
phase plates [82], or by turning the whole diffractometer
[83].
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Fig. 2 General experimental setup of a Resonant X-ray scattering measurement (left) recording the diffraction as well as the absorption
signal. For polarization analysis the azimuthal dependence ψ reflects the crystal’s orientation for a fixed momentum transfer q = k′-k
with respect to the polarization states of the incident X-rays with wavevector k (right).
3 Theory of Resonant X-ray Diffraction
3.1 Resonant Elastic X-ray Scattering
Resonance in X-ray scattering means that at absorption
edges of a certain atomic species the energy of the
incident X-rays meets the atom’s energy differences or
eigenenergies. For that specific species in the crystal
structure the atomic scattering factor f obtains complex
energy dependent contributions f ′(E) and if ′′(E) as
corrections f(E) to the Thomson scattering f0(q), which
resembles the Fourier transformed atomic electron
density. The corrections result from transitions of elec-
trons from core states |φi of energy Ei to unoccupied
intermediate states |φf of energy Ef and lifetime h¯/f
becoming strong for a high density of those states. These
intermediate valence states are influenced by
electronic interactions within the local atomic envi-
ronment i.e. short-range order of the resonant scatterer,
which can cause a deformation of the valence states sim-
ilar to bonds of occupied states. Thus, absorption and
diffraction become anisotropic, depending on the crys-
tal’s orientation with respect to incident and scattered
X-ray polarization vectors ε and ε ′ (with wavevectors
k and k ′, momentum operator p, photon energy h¯ω,
electron mass me) as given by:
 f (ω, k, k′)= 1
me
∑
f
〈
φi |(ε′ · p)e−ik′r|φ f
〉 〈
φ f |(ε · p)eikr|φi
〉
ω − (E f − Ei) + i f /2 .
(1)
The atomic scattering factor can be expanded into
a series of tensors – dipole-dipole, dipole-quadrupole,
quadrupole-quadrupole etc. – which leads to a tensorial
structure factor as well (see e.g. [61]).
The polarization dependence and the exhibited
anisotropy can be of different nature. Contributions can
be caused by:
1. non-spherical electron density distributions of one
species of atoms [84],
2. excitation of electron core states to statically de-
formed intermediate states due to anisotropic charge
transfer to the local atomic neighborhood (e.g. in
cubic NaBrO3 [35] or TiO2 [37]),
3. static displacement of resonant scatterers and the re-
sulting deformation of intermediate electronic states
due to point defects [85, 86] or the Jahn-Teller effect
[87],
4. dynamic displacements caused by thermal motion,
which takes into account the temperature dependent
displacement of the resonant scatterer’s core state
[88], and phonons [50].
Thermal vibration as well as point defects like va-
cancies or substitutional and interstitial atoms deform
the regular crystal structure, in the position and sym-
metry of the defect and defect-near atoms and, more
severely, in the local electronic states. As seen from
equation (1) these changes in the unoccupied states re-
sult in altered or new resonant scattering transitions,
which are known as thermal-motion-induced (TMI) and
point-defect-induced (PDI) contributions to the intensity
(see e.g. [85,89]).
3.2 Forbidden reflections
A direct consequence of the polarization dependence is
that certain reflections, forbidden in a space groupdue to
symmetry elements with a translational part (screw axes
or glide planes), become symmetry allowed when tak-
ing into account polarization (and wavevector) depen-
dence of the scattering amplitude f as described by equa-
tion (1). This way, these purely resonant reflections reveal
peculiarities beyond charge density, such as orbital or-
dering [90], magnetic ordering and the chirality of crys-
tals, as discussed theoretically [91] and observed e.g. on
47C© 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
P1. Probing a crystal’s short-range structure and local orbitals 31
DOI: 10.1002/crat.201300430
Cryst. Res. Technol. 49, No. 1, 43–54 (2014) / DOI 10.1002/crat.201300430
Re
vi
ew
Ar
ti
cl
e
Fig. 3 Difference of XAFS signal (left) and DAFS signal (right). Whereas the fluorescence from the Ga absorption is collected integrally
over all ordered and randomly distributed Ga atoms, the diffracted intensity originates exclusively from the ordered phase of the sample
chosen by the according momentum transfer of the super lattice – also known as wavevector selectivity. For full details, we refer the
reader to the original publication [23]. Reprinted with permission from D. C. Meyer et al., J. Synchrotron Rad. 5, 1275 (1998). Copyright
(1998) by the International Union of Crystallography.
right- and left-handed alpha-quartz enantiomers [92].
Since the spherical parts of the non-resonant as well as
the resonant scattering contributions cancel out by de-
structive interference, “forbidden” reflections only de-
pend on the anisotropic part of the atomic scattering
tensor f. Therefore, these reflections represent a unique
experimental access to study the local environment of
resonant scatterers and their electronic states. Not all
structures exhibit these translational symmetry elements
but polarization analysis is not restricted to “forbidden”
reflections and in principle occurs on allowed reflections
as well, although with restricted signal-to-noise ratio.
4 Applications of Diffraction Anomalous Fine
Structure
4.1 Wavevector Selectivity
DAFS can be used to distinguish atoms of the same
species within different structural phases by means of
the wavevector. A certain phase is selected by matching
its long-range periodicity with the momentum transfer
q = k ′–k, i.e. by choosing the corresponding Bragg re-
flection, and elastic scattering contributions from other
phases will not meet the particular Bragg condition and
do not contribute to the signal.
Meyer et al. were performing DAFS measurements
for structure and polarization analysis of a (Ga,In)P
heterostructure which was epitaxially grown on (001)-
oriented GaAs. GaInP exhibits a CuPt-structure with
alternating Ga and In {111} planes (see figure 3). Se-
lecting the GaInP Bragg reflections, they could isolate
the fine-structure function of the Ga atoms present in
that phase from those contained in the substrate, which
helped to understand the ordering of Ga and In atoms
within the {111} planes. This way, they could show that
DAFS only contains the information about the short-
range order of certain ordered phases of the structure
chosen by the vector of momentum transfer [23] – a fea-
ture of DAFS that is known as wavevector selectivity. Fur-
thermore, they recorded a significant influence of ab-
sence or presence of inversion symmetry on the DAFS
signal, enabling structure analysis with this method.
4.2 Site Selectivity
Even more specific, the structure factor of a crystal struc-
ture is the coherent sum of the subsets of symmetri-
cally equivalent atoms with a certain multiplicity, called
Wyckoff positions. Each of these subsets has a contri-
bution based on the positions of the associated atoms
in the unit cell, which add up to the so called crys-
tallographic weight of a subset. In general, the crystal-
lographic weights vary when changing between Bragg
reflections and can reach zero for a certain subset, if the
reflection conditions of the specific Wyckoff position, as
stated e.g. in the International Tables for Crystallography
Vol. A [32], are not met. Thus, by measuring DAFS for a
set of reflections, the spectra of the atomic scattering am-
plitude can be isolated and, consequently, local structure
information can be obtained separately for each Wyckoff
position.
This site-selectivity in resonant diffraction was
shown, for example, by Nazarenko et al. [93], who
studied magnetite Fe3O4 at the phase transition to its
low temperature phase (Pmca). The structure consists
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Fig. 4 Charge ordering (CO) in the low temperature phase of Magnetite Fe3O4 (Pmca) with six distinct iron Wyckoff positions (left):
four octahedrally coordinated (Fe1–4) showing CO and two tetrahedrally (Fet) without CO. The sensitivity of chosen Bragg reflections to
the different iron sites can be seen in the resonantly diffracted intensities (right) for photon energies in the vicinity of the iron K-edge
(black: experimental, red: calculated with CO, blue: calculated without CO). Some reflections as -110 and -441 are and some as 442 are
not sensitive to CO, half-integer reflections as -445/2 depend on the charge difference between Fe3 and Fe4. For full details, we refer the
reader to the original publication [93]. Reprinted with permission from E. Nazarenko et al., Phys. Rev. Lett. 97, 056403 (2006). Copyright
(2006) by the American Physical Society.
of six symmetrically inequivalent iron sites, two in
tetrahedral and four in octahedral coordination. At
the Verwey phase transition, a charge disproportion-
ation occurs between the iron atoms in octahedral
coordination (see figure 4). The effect could be proven
by resonant diffraction at the iron edge investigating
several Bragg reflections with different crystallographic
weights for each of these Wyckoff positions. By eval-
uation of the structure factor, reflections -110 and
-441 turned out to be very sensitive while the reflec-
tion 442 is not sensitive at all to the charge ordering,
whereas half-integer reflections as -445/2 depend, in
Fig. 5 Chirally opposite left and right handed quartz (left) rotates circularly polarized and diffracted X-rays differently. Tanaka et al. gave
experimental proof (right) how resonant Bragg diffraction distinguishes enantiomers. For full details, we refer the reader to the original
publication [92]. Reprinted with permission from Y. Tanaka et al., Phys. Rev. Lett. 100, 145502 (2008). Copyright (2008) by the American
Physical Society.
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particular, on the charge difference between iron sites
Fe3 and Fe4.
Subsequent Resonant X-ray Diffraction experiments
revealed further details of the interplay among electronic
degrees of freedom (charge and orbital order), spin and
lattice distortion that concur at the Verwey phase tran-
sition in magnetite. The lattice distortions developing in
the low temperature phase were found to share the same
symmetry as the orbital fluctuations, and therefore the
Verwey transition may be described also as a kind of
Jahn-Teller transition [94].
5 Applications of Anisotropic Anomalous
Scattering
5.1 Determination of Chirality
Two structures are chiral to each other if they are mirror-
ing each other and cannot be translated into each other
by pure rotational operations (see figure 5, left). Tanaka
et al. [95] developed a new method for determining the
chirality of enantiomers of left and right handed quartz
(space groups P3121 (152) and P3221 (154), respectively).
Standard X-ray diffraction methods do not distinguish
between chiral space groups. But using circular polar-
ized X-ray beams in an AAS measurement they were able
to differentiate the handedness of quartz berlinite and
tellurium crystals. A more detailed description of the
method has been already given before [92]. Both quartz
types were probed with left- as well as right-circularly po-
larized (LCP and RCP) X-ray beams (see figure 5, right).
The AAS of the 001 reflection for R quartz, LCP and L
quartz, RCP are comparable in shape and amplitude, ex-
hibiting a periodicity of 120◦ in ψ due to the threefold
symmetry. The phase shifts for LCP and RCP show oppo-
site sign with respect to ψ = 0◦. Additional AAS measure-
ments for L quartz at the 00-1 reflection revealed an an-
tiphase relation between the integrated intensities of the
001 and the 00-1 reflection. By calculation of the intensi-
ties for all symmetries, a correlation between helicity and
chirality was found.
5.2 Site Symmetry and Phase of the Resonant Scatterer
and “Forbidden” Reflections
Rutile is the most stable allotropic modification of TiO2
at room temperature and crystallizes in the space group
P42/mnm (136) with lattice parameters a = 4.5925 A˚ and
c = 2.9578 A˚. Within the tetragonal structure the tita-
Fig. 6 a) Phenomenological simulation of the rutile 001 structure
factor tensor in dependence on the polarization states. The ten-
sor (left) is the coherent sum of the two aspherical Ti scattering
ellipsoids (turquois) and four spherical O contributions (yellow)
with geometric factors according to their positions in the rutile
unit cell. Contraction with the polarization vectors (green) of in-
cident and diffracted X-rays (red vectors), shown here for σ−σ ′
geometry, yields the reflection intensity. b) The FDM calculation
(upper panels) of electronic transitions in rutile according to equa-
tion (1) and convoluted intensity is based on a self-consistently re-
fined charge transfer and potential and allows for an interpreta-
tion of scattering contributions with respect to the local orbital
momentum resolved density of unoccupied electronic states (lo-
cal PDOS). All features of the experimental DAFS-AAS data (lower
panels) can be well described for the σ−σ ′ as well as the σ−π ′
channel.
nium atom occupies an inversion center at the origin on
the Wyckoff site 2a with local symmetry m.mm. This re-
sults in three complex tensorial degrees of freedom for
the dipole-dipole part, f d11, f d33 and f d12, and further de-
grees of freedom for the quadrupole-quadrupole part of
the atomic scattering factor, whereas dipole-quadrupole
scattering remains forbidden. Dipole and quadrupole
transitions from the 1s initial state probe unoccu-
pied orbitals of p- and d-symmetry, respectively. Ti is
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Fig. 7 Energy and azimuthal dependence of the “partially forbidden” rutile 111 reflection intensity from a DAFS-AAS measurement (left)
showing the mirror symmetry at ψ = 0◦ and 180◦. Destructive interference cancels the isotropic Ti scattering contribution, whereas an
isotropic contribution from the oxygen partial structure interferes with the anisotropic scattering part of Ti, yielding its absolute value
and sign. The experimentally determined spectrum of the titanium scattering tensor component f′12 (right) shows a good agreement
with ab initio calculations performed with FDMNES [77] (red line).
octahedrally coordinated by oxygen atoms with a slight
elongation of the binding distance in the basal planes
and a higher O-Ti-O angle in [110] than in [001], which
cancels the degeneracy for all p-orbitals.
We investigated “forbidden” as well as “partially for-
bidden” reflections where the isotropic structure am-
plitude is zero for all scatterers within the structure or
only for a part of the crystallographic sites (here the Ti
site). The reflections have been chosen to have a maxi-
mum polarization dependency, due to anisotropy in the
titanium scattering amplitude near the Ti K-edge, rep-
resented solely by the dipole-dipole tensor component
f d12. The DAFS measurements have been carried out at
beamlines P09 of Petra-III and E2, W1 of Doris-III (DESY-
PhotonScience, Hamburg) [96–98], and were separated
from the smooth energy dependency extracting the rel-
ative oscillations only.
To investigate exclusively the anisotropy of the un-
occupied electronic Ti states and eliminate all isotropic
scattering contributions, the “forbidden” 001 reflec-
tion has been chosen, based on a theoretic model of
Dmitrienko [34] and proven experimentally by Kirfel and
Petcov [37]. The ψ-dependency perfectly reflects a 4-fold
rotational symmetry along the 42-axis originating from
p-orbitals of the O-Ti-O bonding units in c-plane at c =
0 and c = 1/2 (see figure 6). Intensity maxima occur in the
σ−σ ′ channel for ψ = 45◦, 135◦, 225◦ and 315◦, whenever
the incident polarization vector points towards an oxy-
gen atom neighboring the resonant titanium atom. In the
case of the flipped σ−π ′ polarization channel, maxima
and minima are interchanged (transverse field polariza-
tion states σ orthogonal to and π within the scattering
plane).
Furthermore, AAS can be used to directly deter-
mine the phase of the resonant scatterer by means of
“partially forbidden” reflections. In our case, the 111 re-
flection has been chosen where, again, the isotropic con-
tributions of the Ti partial structure cancel out by de-
structive interference, but the oxygen partial structure
adds a constant scattering contribution to the structure
factor. This contribution acts as a known reference wave
and interferes with the purely resonant scattering con-
tribution from the titanium atoms. Using this, the ab-
solute value and phase of the tensor component f d12
of the titanium scattering amplitude can be extracted
by fitting the azimuthal dependencies (see figure 7)
according to
Iσσ ′ ∝ c2 · | f O|2 + ξ (ψ)2
∣∣ f Ti12
∣∣2
+ 2c · ξ (ψ) (Re( f O)Re( f Ti12) + Im( f O)Im( f Ti12)
)
(2)
where ξ (ψ) describes the azimuthal dependence, c is
energy dependent and f O is the isotropic scattering am-
plitude of oxygen. It can be seen in equation (2) that the
resulting imaginary part of the tensor component is sub-
ject to a large error, because it is weighted with the rela-
tively small imaginary part of the oxygen scattering am-
plitude, whereas the real part of the tensor component
dominates the measured spectra, since it is weighted by
the considerably large real part of oxygen. It has to be
mentioned that a strong relative azimuthal signal can
only be expected if the isotropic part originates from a
weak scatterer as in this case is oxygen. Otherwise the
anisotropy is suppressed.
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6 Summary
Resonant X-ray Scattering and Diffraction Anomalous
Fine Structure can be used to obtain local structural and
electronic information about a specific atomic species
in a crystal. Moreover, it combines spectroscopy with
the wavevector and site selectivities of long-range order
based diffraction and thus allows distinguishing between
the local structure of the same element in different struc-
tural phases or symmetry positions within a crystal. By
means of polarization analysis, even the sensitivity to
probe specific orbitals is given, which addresses the lo-
cal site symmetry of the Wyckoff position. The angular
momentum of X-ray photons can be used to change the
electron’s spin moment and to study magnetism. In the-
ory, resonant diffraction and absorption are closely re-
lated and dependent upon another, and a self-consistent
analysis of both is therefore highly beneficial in respect
to experimental data reduction and absorption correc-
tion as well as ab initio simulation and interpretation.
With nowadays dedicated photon science storage rings,
resonant scattering experiments are in general feasible
for any crystalline structure. Still, the analysis and the
interpretation remain complex and the methods have
not reached the status of standard high-throughput tech-
niques yet.
This condensed review presents pioneer work in the
field of Resonant X-ray Diffraction methods with an
overview on theory and experiment and a selection of
exemplary applications in order to give an understand-
ing of their powerful sensitivities. To provide an exhaus-
tive summary on the vast amount of studies using Res-
onant X-ray Diffraction would require several volumes
and is beyond the scope of this review. A selection of re-
cent related publications is chosen with special focus on
Diffraction Anomalous Fine Structure and Anisotropy of
Anomalous Scattering. Some recent results of the authors
on rutile TiO2 are included to demonstrate the progress
in measurement technique and data analysis.
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Nitrogen ion implantation into strontium titanate single crystals causes a slight shift of the Ti-K edge position compared to
pristine SrTiO3 and a strong increase of the second pre-edge peak in X-ray absorption near-edge spectroscopy (XANES) using graz-
ing incidence geometry. Calculations by a finite difference method demonstrate that the strong increase of the second pre-edge fea-
ture in the defect distorted phase can be attributed to a static displacement of the Ti atom relative to the surrounding oxygen
octahedron.
 2014 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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Strontium titanate crystallizes in the perov-
skite-type of structure and is commonly applied as an
oxidic dielectric [1]. Several methods have been shown
to induce distortions into the perfectly cubic high-tem-
perature lattice [2–4]. One of the key parameters is the
oxygen deficiency, as oxygen vacancies on the one hand
act as doping and have strong influence on the electric
conductivity but on the other hand also couple to the
crystal structure [5–7]. Especially near crystal surfaces,
deviations of the local structure can be found [8–12].
To obtain further information on possible surface mod-
ifications of SrTiO3, ion implantation was applied here
as a straightforward way to tune the real structure.
Pre-edge maxima within the X-ray absorption near-
edge spectroscopy (XANES) have proven to be a useful
indicator for local symmetry distortions, especially when
an atom is displaced from a high symmetry position, e.g.
in PbTiO3 [13], for phase transitions in BaTiO3 [14,15],
in SrTiO3 thin films [16], and in studies of these and
related perovskites under pressure [17,18]. These max-
ima even reveal the origin of hybridization and orbital
changes on the absorbing atomic species as has been
shown for rutile [19], SrTiO3 [20] or 3d transition metal
compounds in general [21].
The following modification methods have been tested
for their influence on the Ti-K absorption edge fine
structure of SrTiO3 (all crystals 5  5  0.5 mm3 in size,
obtained from Crystec, Berlin): pure material, doping
with 0.06 wt.% Fe and 0.5 wt.% Nb, vacuum annealing
at 900 C and 106 mbar for 10 h and 60 h, surface
annealing using infrared irradiation at 800 C and
5  107 mbar for 1 h, Ar+ implantation at 1.2 keV with
a fluence of 1.55  1019 cm2, O+ implantation/sputter-
ing (Ar–O gas mixture) at 150 V bias and 150 W for-
ward power for 1 min, N+ implantation at 40 keV and
fluences between 5  1016 and 2  1017 cm2. XANES
measurements were carried out at the DORIS beamlines
C and A1 (Hamburg, Germany) in grazing incidence
geometry using 7-pixel Si (Li) and SDD fluorescence
detectors. Obtained spectra were subjected to back-
ground subtraction and normalization to an edge-step
of 1. Only for nitrogen implantation a strong impact
on the Ti-K absorption edge of SrTiO3 is found
http://dx.doi.org/10.1016/j.scriptamat.2014.02.014
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(see Fig. 1). Especially the second pre-edge feature, typ-
ically labelled peak B [17,22,23], depends on the angle of
incidence and, hence, provides clear evidence of a dis-
torted surface layer. The present paper will therefore
focus on investigations of nitrogen implanted samples.
The measured spectra represent a linear combination
of the absorption spectrum of the layer modified by
nitrogen implantation and the spectrum of the undis-
torted bulk material depending on the angles of X-ray
incidence x = 0.5. . .4.7 relative to the sample surface
(see Fig. 1). The contribution of the pure SrTiO3 spec-
trum increases with x due to the enlargement of X-ray
penetration depth from 17 to 690 nm. The spectrum of
the distorted layer resembles the measured spectrum at
x ¼ 0:5 in Fig. 1, since the penetration depth at this
angle is only 17 nm.
To evaluate the valence change of Ti, the shift of the
Ti-K main absorption edge in the distorted layer phase
with respect to the SrTiO3 reference sample was deter-
mined by taking the difference between the maxima posi-
tions of the first derivatives. This results in an energy
shift of 0.58 ± 0.14 eV towards lower binding energy
correlating with a Ti4+ to Ti3+ change in the distorted
near-surface layer [24,25]. This valence change could
be related to an increased concentration of oxygen
vacancies created by the nitrogen bombardment. The
other applied mechanisms of oxygen vacancy introduc-
tion did not reveal any change of the Ti-K XANES
region (see Fig. 1), most likely due to a less effective
ion interaction related to the mass difference with oxy-
gen and much smaller implantation energies.
Plotting the probed fraction of the layer phase versus
x for all samples (see Supplementary material) reveals
no dependence on the implanted nitrogen fluence within
the used range. Thus, already the sample implanted with
5  1016 N+/cm2 exhibits a fully converted surface layer.
Because the same N+ energy was used for implantation
of all samples, also the same depth profile is expected for
all samples. The total layer thickness is between 150 and
400 nm.
In a given structure, the high local coordination sym-
metry of an atom can be broken due to static and
dynamic atom displacements. The electronic states split
in response to the structural distortion and an enhanced
hybridization can occur locally in the vicinity of the
defect. Thus, formally forbidden states may, in terms
of momentum projection, become allowed for transi-
tions [26–28]. This will be discussed for the example of
SrTiO3 with and without static displacements of Ti
due to the nitrogen implantation.
Simulations of the transition amplitudes and elec-
tronic structure were performed solving Schro¨dinger’s
equation by means of finite difference calculations as
implemented in the FDMNES code [29]. Next to the
quadrupolar contributions and the self-consistent treat-
ment of ground state and excited cluster, relativistic cor-
rections and the addition of orbital potentials to the Ti
3d valence states proved to be necessary to localize the
corresponding states and reproduce the experimental
SrTiO3 pre-edge features. They have been accounted
for by the Hubbard local spin density approximation
LSDA+U corrections with an effective Dudarev poten-
tial U. The varied parameters include different U and
atomic displacements of the Ti atom from the high sym-
metry 1b Wyckoff position of the perovskite structure.
A series of clusters has been modeled with radii up to
8.0 A˚ to identify the influences of neighboring atoms on
the electronic states individually (see Fig. 2). A Hubbard
U of 6 eV has been used as first estimate. The strength of
photo-absorption is mainly determined by possible elec-
tronic transitions and their probabilities. In the mono-
electronic picture, these are directly connected to the
unoccupied part of the local density of states (LDOS)
of electrons at the absorber. Especially the partial
LDOS reveals important information about electronic
interactions caused by additional neighboring atoms,
that are visible as interference features and help to deter-
mine the interaction range and convergence with respect
to the required cluster radius.
Comparing the simulated pre-edge peaks of pristine
SrTiO3 for different cluster sizes (see Fig. 2), the follow-
ing conclusions can be drawn: The first peak A, as has
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Fig. 1. Comparison of the effect of Nþ implantation to other
modification techniques (for details see text). Only after N+ implan-
tation a distinct increase of the spectral B peak is observed, which is
shown in dependence on the angle of X-ray incidence x relative to the
surface.
Fig. 2. Modeled SrTiO3 clusters of radii from 1.6 to 8.0 A˚ used for
finite difference calculations (a), and dependence of the theoretical
XANES intensity of undisturbed SrTiO3 on the chosen cluster radius
compared to the measured spectrum Xexp and the Ti 3d LDOS (b).
Here, Hubbard U = 6 eV has been used as a first estimation. All pre-
edge features can be accounted for beyond a cluster radius of 7.2 A˚
incorporating the second nearest full octahedra within the model.
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been found earlier [30,23], is originating from quadrupo-
lar transitions from Ti 1s states to unoccupied, Ti 3d
originated, t2g-type density of states since it is already
present for the smallest considered cluster—a single
TiO6 octahedron at r = 2.6 A˚. The second peak B, which
can clearly be observed for clusters including the neigh-
boring Ti atoms (starting at a radius of 4.1 A˚), is mainly
caused by Ti 1s transitions into p–d hybridized Ti 3d
states of eg-symmetry with O 2p states, where the poten-
tials of the neighboring Ti atoms are necessary to sup-
port the density of oxygen states in p symmetry. Once
the cluster incorporates more distant oxygen atoms (at
a radius of 5.0 A˚), these p–d hybridized states are also
present for the surrounding octahedra, but, in terms of
energy, they are less affected by the attractive core hole
potential of the absorbing Ti atom and thus the third
peak C arises several eV above peak B. For full neigh-
boring octahedra (radius of 6.0 A˚) these transitions get
much more pronounced, since t2g–eg splitting occurs
on the neighboring Ti 3d states due to local octahedral
symmetry. The interference of the p–d states in the
hybridization is enhanced due to the less effective core
potential, which causes an increased energy of these Ti
3d states and a better correlation with the energy of
the O 2p states. A similar argument accounts for further
splitting of the C region if the second nearest full TiO6
octahedra (at r = 7.2 A˚) are included in the cluster
calculation.
Comparing the modeled SrTiO3 clusters with experi-
ment, a good agreement between simulation and exper-
iment requires taking these second nearest TiO6
octahedra into account. The influence of more distant
atoms becomes negligible at higher radius and the den-
sity of states contributions to the XANES pre-edge, par-
ticularly the Ti partial Dl ¼ 1 dipolar and Dl ¼ 2
quadrupolar contributions, converge with respect to
intensity and position within the considered energy res-
olution. Thus, the radius of r = 7.2 A˚ has been used for
further simulations within this work.
To study the correlation influence of Ti 3d electrons
within the calculated spectra, a series of effectiveHubbard
potentialsU from 0 to 14 eV has been tested (see Fig. 3a).
This correlation parameter causes an energy-increase of
that part of the absorber’s local 3d density of states which
has eg-symmetry and, thus, hybridizes with O 2p states
(peak B). The 3d states of Ti atoms in neighboring octahe-
dra experience the same effect, yet it is less pronounced
since the core hole potential has less influence there (low
energy C region). Due to the hybridization it even indi-
rectly shifts the O 2p density to lower energies with
increasing local orbital potential U. In contrast, the
t2g part of the absorber’s 3d states (peakA) and the neigh-
boring Ti 3d states (high energy part of C) remain almost
constant in energy position. Qualitatively, the spectrum
simulated for U = 8 eV agrees best with the measured
one, so that subsequent simulations for distorted SrTiO3
were carried out using this value.
Even today, the self-consistent determination of the
effective Hubbard potential parameter U in L(S)DA+U
remains a tedious effort in ab initio calculations with
high computational expense. Here, we propose a possi-
ble procedure to experimentally obtain an estimate of
this correlation parameter U locally and individually
for each absorbing atomic species selected by the
absorption edge by fitting of the XANES pre-edge fea-
tures. With the site selectivity of scattering methods like
REXS/DAFS [31] it is even possible to distinguish sym-
metrically inequivalent Wyckoff positions of the same
atomic species.
Structural distortions have been simulated in the
form of clusters with the central Ti atom displaced from
its centrosymmetric position in [001] and [111] direc-
tions (see Fig. 3b, c). It is important to consider the dif-
ferent nature of static displacements and dynamic
displacements caused by temperature. Static displace-
ments change the energy of final states and therefore
the peak position, whereas dynamic displacements due
to temperature variation only change the intensity, i.e.
the width of the peaks, since the energies of the final
states are approximately fixed and effectively an integra-
tion over the positions of the initial 1s state takes place
[32].
Fig. 3. Simulation of XANES intensities in comparison to the experimental spectra Xexp and Xexp:N of the pristine and nitrogen modified phases: (a)
dependence on the effective Hubbard potential U of Ti 3d valence states for a cluster radius of r = 7.2 A˚ in undisturbed SrTiO3. The best overall
agreement of positions and magnitudes of the pre-edge features with respect to the experiment is reached for an orbital potential of U = 8 eV. (b)
Dependence on the displacement D0 of Ti in [001] direction of distorted SrTiO3 calculated with an orbital potential U = 8 eV and a cluster radius of
r = 7.2 A˚. Beyond a displacement of 0.3 A˚ feature B is strongly increasing with a shift of the resonance towards lower energies in accordance with the
measurement. (c) Dependence on the displacement D1 of Ti in [111] direction for distorted SrTiO3. In the calculations a cluster radius of r = 6.0 A˚
has been used and the orbital potential has been omitted due to computational limitations. Increasing p–d hybridization and p contribution in the
density of states enlarge peak B linearly with the displacement.
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Regarding the [001] direction it is clearly visible from
Fig. 3b that peak B is strongly increasing only beyond a
displacement of 0.3 A˚ which is accompanied by a shift of
the resonance towards lower energies in good agreement
with the additional resonance found in the measured
XANES of nitrogen implanted SrTiO3. Smaller dis-
placements are only slightly affecting the original pat-
tern. The LDOS reveals the origin of this resonance as
strongly hybridized O 2p–Ti 3d states with increasing p
fraction leaving the Oh symmetry-governed density of
states regime as the centrosymmetry is broken.
A displacement in [111] direction clearly leads to sev-
eral more severe changes in the XANES pre-edge region,
as shown in Fig. 3c, most notably: First, peak B
increases linearly with the displacement, with a propor-
tion similar to a displacement in [001] direction, in
accordance with Cabaret et al. [22]. Second, the energy
difference between pre-edge peaks and main edge step
becomes smaller with increasing displacement. Third,
the white line gets much less pronounced in comparison
to the pre-edge features. The latter two observations
could account for the smeared out slope on the low
energy side of the edge for the measured XANES of
the nitrogen-modified crystal. This again is caused by
an increasing p–d hybridization and p contribution in
the density of states. The simulations with [111] dis-
placement had to be calculated non-relativistically with-
out the Ti orbital potentials U due to computational
limitations regarding the matrix size. Nevertheless, the
theoretical XANES are quite representative approxima-
tions considering the slight effect of these corrections
within the peak B energy region of interest (see Fig. 3a).
According to literature, the area under peak B can be
used to determine the distortion of the Ti-O octahedra
in the perovskite structure of SrTiO3 [23,33]. In particu-
lar, the static displacement ds of the Ti ion in [001]
direction can be calculated empirically by
ds ¼
ffiffiffiffiffiffi
3A
c
s
 dd ð1Þ
with the peak area A obtained from a spectrum normal-
ized to an edge-step of 1, a constant c = 12.4 eV/A˚2 and
a dynamic contribution dd ¼ 0:103 A˚ [33]. Fitting the
pre-edge features by Lorentz functions results in
A ¼ 0:826 eV for peak B of the distorted phase which
corresponds to a static displacement of ds ¼ 0:344 A˚.
This rather big shift of the Ti atom is in accordance with
the ab initio simulations outlined above and proves the
impact of nitrogen implantation on the real structure
of the surface layer.
In summary, the implantation of nitrogen ions in
SrTiO3 resulted in a strongly distorted surface layer that
is characterized by a shift of the Ti-K edge from the Ti4þ
state of SrTiO3 towards Ti
3þ in the layer phase. The sim-
ulated XANES from the undisturbed SrTiO3 clusters
and the structures with local Ti displacement show that
the measured spectrum of the distorted layer corre-
sponds best with a Ti atom displaced in [001] direction.
The strong increase of the additional resonance in the
peak B region in the distorted phase with an accompa-
nied shift in energy give evidence of a remarkable static
displacement of the Ti atom relative to the surrounding
oxygen octahedron of at least 0.3 A˚. This can be
explained by the introduction of oxygen vacancies,
which are most effectively created by nitrogen ions with
similar mass as oxygen, and the related creation of dis-
torted titanium coordination octahedra in the modified
surface layer.
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Surface-near modifications of SrTiO3 local symmetry due to
nitrogen implantation investigated by grazing incidence XANES
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Abstract
In the main article, it is stated that the measured spectra represent a linear combination of
the absorption spectrum of the nitrogen-modified layer and the spectrum of the undistorted
bulk material depending on the angle of X-ray incidence ω relative to the sample surface.
An evaluation of the fractions of the distorted layer phase for all samples in dependence on
ω is given in this supplement.
The three samples under investigation were prepared from SrTiO3 single crystals of
5× 5× 0.5 mm3 size, obtained from Crystec GmbH (Berlin), by N+ implantation at 40 keV
and fluences between 5 × 1016 cm−2 and 2 × 1017 cm−2. All these samples exhibit a slight
shift of the Ti-K edge position and a strong increase of the second pre-edge peak compared
to pure SrTiO3. As both of these observations depend on the angle of incidence ω (see
main paper), clear evidence of a distorted surface layer is given. The used range of angles
ω = 0.5◦ . . . 4.7◦ relative to the sample surface corresponds to an increase of penetration
depth from 17 nm to 690 nm. The measured spectra represent a linear combination of the
absorption spectrum of this layer modified by nitrogen implantation and the spectrum of
the undistorted bulk material depending on the probed sample volume. The contribution
of the reference spectrum increases with ω due to the enlarged X-ray penetration depth.
Based on these data, a fitting procedure was implemented that yields the fraction of the
distorted phase in each spectrum and, at the same time, reconstructs the pure spectrum of
the distorted layer. The minimization problem was implemented in Python on the basis of
a least-squares refinement and used about 30 data sets simultaneously. For the calculation,
a reference spectrum of the bulk phase was provided as well. As an example, the fit of one
Email address: hartmut.stoecker@physik.tu-freiberg.de (Hartmut Sto¨cker)
1These authors contributed equally to this work.
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measured spectrum is given in Fig. 1. The reconstructed spectrum of the distorted layer
resembles the measured spectrum at ω = 0.5◦, since the X-ray penetration depth at this
angle is only 17 nm.
Plotting the determined probed fraction of the layer phase versus ω for all samples (see
Fig. 2) reveals no dependence on the implanted nitrogen fluence within the used range.
Thus, already the sample implanted with 5× 1016 N+/cm2 exhibits a fully converted surface
layer. Because the same N+ energy was used for implantation of all samples, also the same
depth profile is expected for all samples.
Several depth profiles of the distorted layer have been tested according to the following
method: For a certain implantation profile function P (x) the penetration depth x0(ω) yields
the angular dependent probed fraction of the layer phase F (ω) using
F (ω) =
∞∫
0
P (x)
x0
· exp
(
− x
x0
)
dx. (1)
This approach is valid for normalized intensity values and homogeneous penetration depth
values (obtained from Ref. [1] for SrTiO3). From calculations using SRIM [2] a Gaussian
profile of the layer phase is expected, however, also other profile functions provide a reason-
able agreement with the data. The parameters of the different profiles have been optimized
against the measured points using a least-squares refinement which results in the depth
profiles given in Fig. 3. Since all profile functions provide comparable results, the most ap-
propriate one cannot be determined unambiguously. The total layer thickness obtained from
the different models is ranging from approx. 150 nm for the box profiles up to 300 . . . 400 nm
for the other profile functions.
[1] Henke, B.L., Gullikson, E.M., Davis, J.C.. X-ray interactions: Photoabsorption, scattering, transmis-
sion, and reflection at E = 50–30,000 eV, Z = 1–92. Atomic data and nuclear data tables 1993;54(2):181–
342.
[2] Ziegler, J.F., Ziegler, M.D., Biersack, J.P.. SRIM – The stopping and range of ions in matter (2010).
Nuclear Instruments and Methods in Physics Research B 2010;268(11):1818–1823.
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Figure 1: Example of the Ti-K near-edge region with simultaneous fitting of distorted spectrum and fraction
of the distorted phase.
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Figure 2: Comparison of the probed fractions of the layer phase for all samples determined by optimization
assuming models with different profile functions as given in the legend.
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Figure 3: Comparison of the different optimized profile functions used for the modeling of the data in Fig. 2.
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Abstract
Strontium titanate (STO) is a preferred substrate material for functional oxide growth, whose surface properties can be adjusted
through the presence of Ruddlesden–Popper (RP) phases. Here, density functional theory (DFT) is used to model the (1 0 0) and
(0 0 1) surfaces of SrO(SrTiO3)n RP phases. Relaxed surface structures, electronic properties and stability relations have been deter-
mined. In contrast to pure STO, the near-surface SrO–OSr stacking fault can be employed to control surface roughness by adjusting
SrO and TiO2 surface rumpling, to stabilize SrO termination in an SrO-rich surrounding or to increase the band gap in the case of
TiO2 termination. RP thin films have been epitaxially grown on (0 0 1) STO substrates by chemical solution deposition. In agreement
with DFT results, the fraction of particular RP phases n = 1–3 changes with varying heating rate and molar ratio Sr:Ti. This is discussed
in terms of bulk formation energy.
 2010 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
Keywords: Density functional theory; Surface energy; Surface structure; Thin films; Layered structure
1. Introduction
Strontium titanate (STO) is an oxide crystallizing in the
perovskite structure at room temperature, exhibiting a phase
transition to a tetragonal low-temperature phase at 105 K
[1]. Because of its low reactivity, high and strain-dependent
dielectric constant [2], large-scale tunability of electric
[3,4], dielectric and optical properties [5,6] and a good lattice
match with a variety of materials (a = 3.905 A˚), it is used
extensively as a substrate material, e.g. for the growth of fer-
roelectric thin films [7], ferroelectric tunnel junctions [8],
high-TC superconducting or colossal magnetoresistive films
[9,10]. Changes in properties can be induced by dopants, but
to some extent they can also be varied within the ternary sys-
tem Sr–Ti–O by introducing defects. Point defects such as
intrinsic oxygen vacancies [4,11–13], line defects such as
screw dislocations [14,15] and two-dimensionally extended
grain boundaries [16–21] and stacking faults [22–24] change
the mechanical, electrical and optical properties of STO.
Under Ti-deficient conditions during synthesis, additional
SrO planes are introduced as ordered SrO–OSr stacking
faults, which occur as Ruddlesden–Popper (RP) phases with
a body-centered tetragonal unit cell in the space group
I4/mmm [23]. One of the most obvious advantages of these
1359-6454/$36.00  2010 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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defect structures is their structural stability at high tempera-
ture [25], which reaches decomposition temperatures above
1600 C for RP phases with n = 1 and 2, although growth
of single crystals from the melt is prohibited by peritectic
decomposition. Further, they exhibit a strong anisotropy
of the dielectric response due to the ordered array of SrO
(0 0 1) excess planes [26–29]. Experimental studies of such
ordered stacking faults by high-resolution transmission elec-
tron microscopy (HRTEM) and wide-angle X-ray diffrac-
tion (WAXRD) have been reported (e.g. [30–35]).
Besides ceramic bulk materials or small anisotropic crys-
tals [36] the availability of RP phases in the form of thin
films is of particular importance for technical applications.
In this context we have lately reported on the oriented
growth of SrO(SrTiO3)n thin films by chemical solution
deposition (CSD) [37]. The applied approach is based on
a modified Pechini process, which has been proven also
by other authors to be a feasible low-temperature method
for the preparation of RP phases [38–40]. Thin films of
RP phases have also been prepared following sophisticated
layer-by-layer deposition growth techniques realized with
molecular beam epitaxy or pulsed-laser deposition setups
[32,33,41–43]. More recently, rare-earth doped and thus
electrically conducting ceramics and thin films of SrO-
(SrTiO3)n, that are promising candidates for thermoelectric
energy conversion materials, have been reported [44–46].
An unconventional application of RP phases in adaptive
X-ray optics, based on an electric field induced reversible
formation of near-surface RP phases in an STO crystal,
has been proposed by Meyer et al. [47].
Structural stability as well as electronic, microscopic and
elastic properties of STO- and SrO-based layered com-
pounds [48–51] have been theoretically studied within the
last decade. Various atomistic simulations, Hartree–Fock
(HF) and density functional theory (DFT) calculations are
available for RP phases with n 6 3, but the stability of the
phases has been discussed controversially so far, with respect
to both the tendency within the homologous series and their
absolute formation energies [31,52,53]. Especially for the
formation of the RP phase with n = 3, no clear trend could
be obtained from previous calculations. Recently the atom-
istic interactions for larger structures with up to n = 30 have
been simulatedwith the classical shell model [54] and an anti-
ferrodistortive ground-state based on an a–a–a– Glazer sys-
tem of STO was found.
There has been significant research dedicated to the deter-
mination of the surface structure and stability of STO, both
experimentally [55–57] and by calculation [58–62]. Scanning
probe microscopy studies have recently been reviewed by
Bonnell and Gara [63]. Herger et al. summarize DFT calcu-
lations for TiO2-terminated surfaces [64]. Extensive recon-
structions of different surface terminations have been
reported [64–67] for both TiO2 and SrO terminations. The
near-surface SrO–OSr stacking faults, characteristic for
RP phases, introduce evenmore termination variants, which
to our knowledge have not been modeled so far. Thus, we
study relaxation and energetics of the SrO(SrTiO3)nRP sur-
faces by DFT, aiming at STO surface modifications with a
specific variation of surface properties.
Due to the interesting possibilities for the application of
RP phases there is a high demand on understanding their
stability and energetics as well as their surface properties.
Therefore, we investigated the formation process of RP
phases using a CSD technique and X-ray diffraction analy-
sis (in Section 2.1). To understand the observations made,
theoretical modeling by DFT was employed on the bulk
structures (in Section 2.2) and, based thereon, on the sur-
faces (Section 2.3). Herewith, the stability of certain mem-
bers of the homologous series is investigated. Their
surface properties are evaluated and are discussed in terms
of surface structures and electronic properties. Conclusions
for dedicated STO surface modifications with a specific var-
iation of surface qualities are given.
2. Materials and methods
2.1. Thin film preparation and characterization methods
Thin films of SrO(SrTiO3)n RP phases with n = 1–3 have
been prepared by CSD via dip coating of (0 0 1) STO sub-
strates from Sr–Ti polymeric precursor solutions followed
by three annealing steps for drying, pyrolysis of residual
organics and crystallization, respectively. A detailed
description of the solution preparation, dip coating proce-
dure and thermal treatment can be found elsewhere [37]. In
the present study thin films have been prepared from solu-
tions with two different molar ratios of cations Sr:Ti = 2:1
and 1.75:1, respectively. For heteronucleation at the sub-
strate interface and thus epitaxial growth of crystalline
phases in the film, the heating rate for the final crystalliza-
tion step (hold temperature of 700 C for a time of 1 h)
should play a significant role [68]. Therefore three different
heating rates of 15, 20 and 100 K min1 – the latter refers
to a rapid thermal annealing realized by direct insertion
of the sample into the preheated furnace – were applied.
All samples were cooled to room temperature in the fur-
nace at a rate of about 2 K min1.
WAXRD was applied to examine the phase content in
the films after annealing and to clarify the crystallographic
orientation relation of RP phases in the film relative to the
(0 0 1) STO substrate. Diffraction patterns were recorded in
the symmetrically coupled x–2h scan mode (with incident
angle x and detection angle 2h) using an X-ray diffraction
system Bruker AXS D8 with secondary Johansson-type
graphite monochromator, Cu Ka radiation and scintilla-
tion counter. An analysis of diffraction patterns was con-
ducted by comparison with reference data from Powder
Diffraction File 2 [69]. For HRTEM, cross-sectional speci-
mens were prepared by the focused ion beam lift-out tech-
nique at a final ion energy of 5 keV. The HRTEM
investigations were carried out using a FEI Tecnai F30
transmission electron microscope. Simulations of HRTEM
images were done using the java version of the EMS soft-
ware package [70].
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2.2. Bulk modeling
For an extended stability discussion according to the
formation reaction
SrOþ n  SrTiO3 ! SrOðSrTiO3Þn ð1Þ
and for the calculation of surface energies in the framework
of grand canonical thermodynamics, the bulk SrO(Sr-
TiO3)n RP homologous series (n = 0–5, 1) has been stud-
ied by DFT with the ABINIT code [71]. To assess the
influence of the error of the exchange–correlation func-
tional both the generalized-gradient approximation
(GGA) with the Perdew–Burke–Ernzerhof functional [72]
and the local density approximation (LDA) in Teter–Pade
parametrization (TP) [73] were used for comparison in our
calculations. Extended norm conserving Teter potentials
[74] were employed, which allow for an explicit treatment
of semi-core and valence states. We retained the common
tetragonal symmetry and did not consider an antiferrodis-
tortive bulk structure, because neither preliminaryWAXRD
investigations of RP phases [23,37] nor our DFT calcula-
tions of an antiferrodistortive STO structure showed a
rhombohedral distortion of more than 0.2 (a = b =
c = 89.8, energy difference <20 meV).
The total energy was converged better than 2.7  107 eV
with amaximum kinetic energy of the plane wave basis set of
823 eV and a k-point grid equivalent to an 8  8  8Monk-
horst–Pack grid for STO. A small Fermi–Dirac broadening
of 0.027 eV (equivalent to 316 K) was applied to facilitate
convergence. LDA calculations were carried out for both
the body-centered tetragonal and the primitive unit cell.
All structures have been fully relaxed with respect to cell
geometry and atomic positions up to 2.5  103 eV A˚1.
2.3. Surface modeling
Experimental studies of CSD prepared thin films with
WAXRD and HRTEM reported here show the coexistence
of different RP phases stacked along the STO [0 0 1] epitax-
ial growth direction. Those investigations suggest that dif-
ferent phase sequences between surface and substrate may
be obtained depending on the preparation conditions.
Studies of such STO–RP interfaces examining interface
energy and strain can be found, e.g., in Ref. [31]. Here
we focus on the modeling of the surfaces of RP phases with
n values of up to n = 3 normal to (1 0 0) and (0 0 1). We
investigate all possible unreconstructed crystal termina-
tions in a search for the most stable surface structure.
Local DFT calculations were performed with the same
parameters as given above and a k-space sampling of 1
point in surface direction. To apply periodic boundary con-
ditions, the supercells for surface calculations comprise a
slab of material and sufficient vacuum in surface direction
in order to reduce the interaction between periodic replica
to less than 1 meV. The number of layers for the slabs was
determined by convergence of the surface energy (better
than 1 meV); a minimum of 11 oxide layers was found to
be necessary for (0 0 1) surface structures. Atomic coordi-
nates were fixed to bulk values for the central atomic plane
of the slab between the vacuum layers and all other coordi-
nates were fully relaxed (with remaining force components
smaller than 2.5  103 eV A˚1).
In general, surface energies are positive, because bonds
are broken at the surface of the otherwise perfectly coordi-
nated bulk. Surface energies can be calculated by subtract-
ing the total energy of a relaxed bulk structure from the
total energy ESLAB of a relaxed surface slab with bulk stoi-
chiometry. Surface energies of non-stoichiometric surfaces
can be determined by introducing constituent structures
[79], i.e. neighboring phases within the phase diagram, as
well as their chemical potentials l [80]. By those means,
the surface energy of a termination can be related to the
energy of the reference bulk structure. For the (0 0 1) sur-
faces of the RP phases studied here, STO and SrO were
chosen as constituent structures. Being in equilibrium with
the according RP bulk phase and taking into account the
stoichiometry of the system the stoichiometrically weighted
sum of the chemical potentials has to be equal to the for-
mation energy Ef:
lSrO þ n  lSTO ¼ Ef ¼ ERP  ESrO  n  ESTO ð2Þ
As given in Eq. (2), Ef can also be calculated from the dif-
ference of the total energies per unit formula of the relaxed
bulk structures following Eq. (1). This leaves either lSrO or
lSTO as a free parameter and restricts their equilibrium
ranges to Ef 6 lSrO 6 0 and Ef 6 n  lSTO 6 0. At the two
limits the according RP phase is in equilibrium with either
bulk SrO or STO, respectively, and out of the ranges crys-
tallization of the constituents is energetically favorable.
The grand canonical potential per surface unit cell (factor
1/2 accounts for two slab surfaces) then reads
X ¼ 1=2½ESLAB  NSrOðESrO þ lSrOÞ  NSTOðESTO
þ lSTOÞ ð3Þ
with NSrO and NSTO being the number of corresponding
units to form the slab. Applying Eq. (2) and introducing
lrSrO ¼ lSrO=Ef normalized to the RP formation energy,
Eq. (3) can be expressed as
X ¼ 1=2½ESLAB  NSrOðESrO þ lrSrO  EfÞ  NSTOðESTO
þ 1=nð1 lrSrOÞ  EfÞ ð4Þ
Thus, by variation of lrSrO in the interval [0, 1] the appro-
priate equilibrium condition with the environment can be
applied and the correction with respect to the RP forma-
tion energy can be weighted between SrO and STO units.
3. Results and discussion
3.1. Influence of preparation parameters on thin film phase
content
First we here describe the results of RP phase formation.
As shown in Fig. 1, several members of the RP phases
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could be synthesized. It was possible to modify the synthe-
sis parameters such that the phase content could be specif-
ically changed. The influence of selected preparation
parameters on the formation of SrO(SrTiO3)n RP phases
after the final annealing step of 700 C can be extracted
from the WAXRD patterns in Fig. 1. After drying, the
films were X-ray amorphous, but already after the second
annealing step (pyrolysis of organics) a formation of inter-
mediate crystalline SrCO3 and STO grains was observed in
all thin film samples [37]. The present study shows that,
besides varying the molar ratio Sr:Ti, the heating rate of
the final annealing step alters the fraction of epitaxially
grown RP phases with n = 1–3 in the films. Neither the
duration of annealing nor the cooling rate was observed
to affect the phase content in the films. It is well known that
in CSD preparation numerous factors, including precursor
chemistry, lattice match with the substrate, heating rate
and temperature of annealing steps for crystallization and
pyrolysis, have a significant effect on film microstructure
and orientation (see e.g. Ref. [68] and references therein).
In general, a rapid thermal processing is expected to result
in highly oriented films, because nucleation is delayed to
higher temperatures, thus favoring heterogeneous nucle-
ation at the substrate interface [68]. In the case presented
here there is no influence of the heating rate on the orien-
tation of SrO(SrTiO3)n films, i.e. highly oriented films can
be gained even at relatively low heating rates. This can be
attributed to the excellent lattice match of (0 0 1) oriented
SrO(SrTiO3)n and the (0 0 1) STO substrate, which serves
as ideal nucleation site for (0 0 1) oriented grains. This is
also underlined by the fact that after a similar annealing
schedule of solution prepared powders and films deposited
on Si (0 0 1) substrates (having a large lattice mismatch),
no RP phases crystallized at all [37].
For films prepared with a molar ratio Sr:Ti = 1.75:1 a
slow heating rate of 15 K min1 resulted in the growth of
almost solely Sr2TiO4, whereas at the higher heating rate
of 20 K min1 also oriented grains of Sr3Ti2O7 and
Sr4Ti3O10 developed. A rapid thermal processing (heating
rate of 100 K min1) resulted in a preferred growth of both
Sr2TiO4 and Sr3Ti2O7 with a lower volume fraction of the
latter phase compared to films annealed with a heating rate
of 20 K min1. Films prepared with a molar ratio
Sr:Ti = 2:1 (as in Sr2TiO4) and a heating rate of 20 K min
1
were not single-phase – also RP members with n = 2 and 3
were present – but the fraction of Sr2TiO4 was higher com-
pared with films prepared with the smaller molar ratio. Con-
cerning the influence of the heating rate on the volume
fraction of competing RP phases, we propose the following
interpretation: since the molar ratio Sr:Ti of 1.75:1 in the
films lies in between the stoichiometries of the RP phases
n = 1 and n = 2, a coexistence of both phases can be
expected. From the viewpoint of bulk formation energies
the RP phases with n = 2 and 3 should be favored compared
to n = 1, if their formation energy increases (see Section 3.2).
Furthermore, a higher heating rate implies a higher mobility
of constituents in the films during the nucleation process.
This is suggested to be the reason for a preferred growth of
RP phases n = 2 and n = 3 in the films annealed at increased
heating rates of 20 and 100 K min1, although the effect is
less pronounced at 100 K min1, implying that other factors
have to be taken into account, too.
TEM investigations of the film microstructure revealed
that the films are not homogeneously crystallized. Amor-
phous regions and pores were identified between the hetero-
nucleated grains of RP phases, indicating that the hold
temperature of 700 C is slightly too low for a complete crys-
tallization of the film [81]. Besides TEM investigations of the
a b
Fig. 1. WAXRD patterns of thin film SrO(SrTiO3)n RP phases prepared by CSD under (a) variation of the heating rate of the final annealing step (700 C,
1 h duration, molar ratio of Sr:Ti = 1.75:1) and (b) variation of the molar ratio Sr:Ti in the precursor solution (heating rate of 20 K min1).
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microstructure and the local chemistry, HRTEM images of
RP phases were also recorded. Fig. 2a shows an experimen-
tal HRTEM image of the RP phase n = 1 with a simulated
inset (marked by the white frame). A comparison of the
HRTEM simulation with the experimental data reveals the
position of the atomic columns as sketched in Fig. 2b. The
HRTEM image simulation considers the most important
parameters defocus and specimen thickness to match the
experimental image. Further experimental details like a mis-
tilt of the specimen lead to slight variations of the contrast
pattern, but do not change the periodicity which defines
the RP phase.
In summary, for a more thorough understanding of cat-
ion stoichiometry and heating rate dependence further
studies including intermediate heating rates, higher hold
temperatures for crystallization and variation of molar
ratio of Sr:Ti are necessary.
3.2. Bulk structure modeling
Before the surface properties have been evaluated, the
reference RP bulk structures n = 0–5,1 have been investi-
gated. As presented in Table 1, cell parameters of the
relaxed structures agree excellently with our WAXRD
results [37] and tabulated experimental data [23], as well
as with comparable TEM studies, e.g. Ref. [34]. The devi-
ations amount to less than 0.3% for GGA calculations.
Atomic positions differ less than 0.18% on average (max
0.7%). The energies of formation of the homologous RP
series from the constituents STO and SrO according to
Eq. (1) are shown in Fig. 3 as a function of the SrO–STO
ratio. The choice of LDA or GGA exchange–correlation
functional and the simulation cell size (body-centered
tetragonal or primitive cell) have no effect. We found a gain
of formation energy up to the phase n = 3, then a satura-
tion threshold at 215 meV is reached, which remains con-
stant for phases of higher order. 150 meV of the total
energy gain due to integration of the additional SrO layer
is already reached at the phase with n = 1, whereas between
RP phase n = 2 and n = 3 the gain further increases by
15 meV. These results imply a consecutive driving force
going from phases of lower to higher n up to the RP phase
with n = 3. They confirm the trends obtained in calcula-
tions by Le Bacq et al. [53] but are in general smaller by
about 50 meV for both LDA and GGA calculations. Fur-
thermore, these results explain the experimental observa-
tions made that the RP phases with n = 2 and n = 3
occur preferentially at higher heating rates (see Section
3.1). Since we identify a plateau for RP phases with
n > 3, we can estimate the maximum range of interaction
between two neighboring stacking faults to about 11.7 A˚.
An endothermic formation of the RP phase n = 3 [52] or
an alternating formation energy within the homologous
series [31] could not be confirmed (see Table 2). The differ-
ence between DFT and shell model results is typical (see
e.g. Refs. [21,16] for grain boundaries), the deviation of
the HF results from the general trend may be caused by
the complete neglect of differential overlap (CNDO)
Fig. 2. HRTEM image near Scherzer defocus of an RP phase n = 1 film cross-section with an inset (white frame) corresponding to a simulation (a). From
comparison of experimental and simulated data the position of the atomic columns (Ti–O in white, Sr in gray, and O in black) can be obtained as shown in
the magnification (b).
Table 1
Cell parameters of the relaxed RP phases with n = 0–3,1 calculated with LDA and GGA in comparison to tabulated experimental data Exp. [69] as well
as results from our measurements [37].
RP LDA GGA Exp.[69] WAXRD [37]
n a (A˚) c (A˚) a (A˚) c (A˚) a (A˚) c (A˚) c (A˚)
0 5.045 – 5.153 – 5.140 [75] – –
1 3.820 12.313 3.892 12.555 3.884 [76] 12.600 [76] 12.571
2 3.838 19.944 3.907 20.306 3.903 [77] 20.372 [77] 20.350
3 3.843 27.587 3.909 28.065 3.900 [23] 28.100 [23] 27.83
1 3.845 – 3.909 – 3.905 [78] – –
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approximation, which is less sensitive to subtle details of
the electronic structure.
3.3. Surface modeling
3.3.1. Surface relaxations
From total energy convergence tests the influence of the
surface was determined to penetrate into the bulk up to a
maximum of two tetragonal unit cells (or about 8 A˚) in
the [1 0 0] direction within 10 meV and up to five atomic
layers (or about 9 A˚) in [0 0 1] direction within 1 meV accu-
racy. The optimized geometries exhibit relaxations of near-
surface Ti and Sr atoms towards the interior of the slab,
whereas for certain terminations oxygen is pushed out
(see Table 3 and the left section of Fig. 4). For the (1 0 0)
RP surface with n = 1 this relaxation symmetrically dis-
torts the Ti-octahedra along the [1 0 0] direction, while
for the RP surface with n = 2 additional rotational degrees
of freedom within the (0 1 0) plane occur (Fig. 4).
For a comparison of displacement parameters of all
modeled (0 0 1) surfaces (schemed in Fig. 5) with reference
to the bulk structures we summarize our results in Table 3.
In general, within one (0 0 1) or (1 0 0) layer the relaxation
of metal atoms away from the bulk position is much larger
than the displacement of oxygen atoms of the same layer.
Comparing metal atoms of consecutive layers we find a
contraction of the surface atoms towards the slab and an
alternating sign of the displacements dz for all systems
and terminations, with the exception of pure SrO. This is
in agreement with results from other calculations of regular
STO surfaces (Table 3). The rumpling s of the surface layer
describes the absolute distance between metal and oxygen
atom in the surface direction and is defined positive when
oxygen atoms form the outmost frame of the slab. Rum-
Fig. 4. Two distinct cross-sections of the density difference of valence
electrons before (i.e. red maxima) and after surface relaxation (i.e. blue
minima) for the RP n = 2 (1 0 0) surface (blue). Scaled displacement
vectors (square root of length) visualize TiO6 octahedral distortions and
twisting as well as a large atomic displacement where the SrO stacking
fault perpendicularly hits the surface (upper center of right section).
Isosurfaces of the electron density outline the type of atoms and their
relaxed surface positions. The inset shows a unit cell of the structure of the
same orientation.
Fig. 5. Grand canonical potential X of the RP (1 0 0) and (0 0 1) surfaces
of different terminations in SrO-rich surrounding. SrO terminations
(green) show in comparison to TiO2 terminations (brown) smaller surface
energies. Configurations with interacting stacking fault (squares) give
intermediate values. Reference calculations for SrO and STO surfaces are
included.
Fig. 3. Calculated energies for the formation of RP phases according to
Eq. (1). The integration of the SrO–OSr stacking fault into STO shows
exothermic character for all phases and saturates at n = 3. Choice of LDA
or GGA exchange–correlation functional and unit cell sampling (tetrag-
onal or primitive cell) do not influence the results.
Table 2
Formation energies Ef (eV) from bulk STO and SrO calculated according
to Eq. (1) for RP phases with n = 1–5 (GGA) compared to other results.
RP n This
work
SM [54] a GGA PW [53] HF CNDO [52] SM [31]
1 0.152 0.059 0.200 0.04 0.15
2 0.203 0.050 0.252 0.10 0.21
3 0.217 0.049 0.269 +0.02 0.19
4 0.215 0.048
5 0.217 0.048
a Most stable of several configurations.
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pling is found to be negative for the SrO double layer (DL)
surfaces and positive for all other configurations. Within
the experimental error bars the DFT results agree well with
RHEED and LEED analysis of pure STO surfaces listed in
Table 3. The apparently contradictory results between
experiment and simulation for the distance change d12 of
the first two metal layers for TiO2 terminated STO may
be attributed to the simplified data refinement model
employed for the analysis of the measurements.
Within the homologous RP series, the TiO2 (SrO) sur-
face rumpling systematically decreases (increases) for
higher n and approaches the pure STO limit as the stacking
fault is located further away from the surface (configura-
tions a and b, respectively). The rumpling of the SrO–
OSr stacking fault termination c, however, is enhanced
with an increasing number of STO layers underneath
(n!1). For d and e type configurations, representing
an STO layer on the SrO DL (in case of n= 1 same
Table 3
Calculated atomic displacements dz of near-surface layers with respect to bulk phases (note: for n = 1, 2, 3 layers out of mirror planes have DzMe–O– 0 in
the bulk phase already) and Me–Me interlayer distance changes dij as a per cent of the bulk lattice constant a0 next to absolute surface rumpling s in A˚
compared to experimental data. Positive signs denote displacements towards the slab and rumpling with an outer layer of oxygen. Termination types are
labeled according to surface cut sketches in Fig. 5.
n (0 0 1) Surface 2nd layer 3rd layer 4th layer s (101 A˚) d12 d23
Conf. Sr/Ti O Sr/Ti O Sr/Ti O Sr/Ti O Me–O Me–Me Me–Me
0 LDA1 0.48 1.90 0.03 0.60 0.04 0.20 0.01 0.09 0.72 0.45 0.07
LDA2 0.64 1.313
GGA3 0.77 0.96 0.96 0.39 0.59 1.73 0.96
1 a 4.12 1.08 2.13 0.79 0.44 0.15 0.20 0.04 1.17 6.25 2.58
b 0.38 0.33 0.60 0.33 0.21 0.06 0.05 0.01 1.79 0.93 0.81
c 1.97 0.16 0.53 0.15 0.13 0.01 0.15 0.04 0.94 2.51 0.66
2 a 3.49 0.58 3.59 0.21 0.91 0.32 0.34 0.23 0.77 7.08 4.49
b 0.54 0.37 0.49 0.26 0.38 0.00 0.08 0.00 2.15 1.04 0.87
c 2.51 0.26 0.57 0.00 0.25 0.09 0.16 0.04 1.02 3.08 0.82
d 3.51 1.41 1.58 0.83 0.53 0.05 0.02 0.10 1.16 5.09 2.11
e 3.92 0.83 1.47 0.32 0.63 0.25 0.14 0.07 1.82 5.39 2.11
3 a 2.93 0.04 4.25 0.35 0.39 0.18 0.92 0.20 0.70 7.18 4.65
b 0.44 0.27 0.55 0.33 0.35 0.04 0.08 0.01 2.24 1.00 0.91
c 2.30 0.62 0.84 0.20 0.06 0.10 0.32 0.12 1.05 3.14 0.90
d 2.60 0.63 2.23 0.09 0.01 0.38 0.34 0.26 1.17 4.82 2.24
e 4.32 1.22 1.92 0.61 0.52 0.53 0.29 0.02 1.84 6.24 2.44
f 2.51 0.53 3.18 0.10 0.55 0.12 0.43 0.01 2.17 5.70 3.73
g 4.14 0.76 1.34 0.18 0.96 0.17 0.30 0.08 0.70 5.47 2.29
1 SrO4 5.42 0.45 1.18 0.15 1.41 0.09 0.11 0.14 2.26 6.60 2.59
GGA5 2.23 6.96 3.21
B36 5.15 0.67 1.86 0.78 1.22 0.01 2.27 7.01 3.08
LDA7 6.00 0.31 0.65 0.47 1.22 0.26 2.19 6.65 1.87
LDA8 6.63 1.02 1.79 0.26 1.53 0.26 0.26 0.00 3.02 8.4 3.4
LDA9 5.70 0.10 1.19 0.00 1.19 0.10 1.42 6.9 2.4
Exp10 1.60 2.6 1.3
Exp11 1.6 ± 0.8 5 ± 1 2 ± 1
Exp12 0.5 ± 4.7 0.3 ± 3.6 6.7 ± 2.8
1 TiO24 2.49 0.72 3.05 0.06 0.51 0.12 0.54 0.01 0.68 5.54 3.56
GGA5 0.91 6.81 4.63
B36 2.45 0.27 3.59 0.38 0.44 0.05 0.85 6.04 4.03
LDA7 3.22 1.79 2.35 0.61 0.64 0.53 0.55 5.58 2.99
LDA8 1.79 0.26 4.59 0.77 0.26 0.26 1.02 0.26 0.71 6.4 4.7
LDA9 3.39 1.61 2.51 0.49 0.70 0.49 0.69 5.9 3.2
Exp10 1.00 1.8 1.3
Exp11 0.8 ± 0.8 1 ± 1 1 ± 1
Exp12 5 ± 3.3 0.3 ± 1.0
Method a0 (A˚) Layers Ref. Method a0 (A˚) Layers Ref.
1LDA TP 5.045 13 This work 8LDA CA 3.92 11 [59]
2LDA SIC 5.10 8 [87] 9LDA PW 3.86 7 [58]
3GGA 5.19 7, 9, 11 [88] 10RHEED 3.90 (exp.) [56]
4LDA TP 3.845 17 This work 11LEED 3.90 (exp.) [55]
5GGA PW 3.94 11 [62] 12SXRD 3.905 (exp.) [57]
6hybrid B3PW 3.903 9 [61] 13Not Me–Me but average
7LDA 3.85 7 [60] Bold font: Sr, italic font: Ti, metal: Me
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configuration as a and b), surface and stacking fault inter-
action have opposing effects on the atomic displacements,
which cause intermediate rumpling values. Higher configu-
rations (f and g) show no significant change compared to
pure STO surfaces. These results are in agreement with
experimental findings from in situ RHEED analysis of
PLD grown RP phases (e.g. Ref. [42]), which report a gen-
eral roughening and smoothing of the surface during
sequential deposition of SrO and STO, respectively.
3.3.2. Density of states
To discuss the electronic structure of different surface ter-
minations in more detail, density of state (DOS) simulations
are presented in Fig. 6. The energy range was chosen to cover
the first unoccupied states in the conduction band, i.e. tita-
nium 4d and 5s states, and to include the oxygen 2s semi-core
states, which can be taken as an indicator for the local mean
oxygen crystal potential due to the angle independence of the
s states. All surfaces show insulating character, following the
experimental [82,83] and theoretical results for pure STO
surfaces (e.g. Refs. [58,59,84,85]). In addition, the stacking
fault interaction with the surface does not change the con-
ducting behavior. Comparing the DOS characteristics, two
strikingly differing features are observed. First, the band
gap of TiO2 terminations is decreased by surface states. This
causes a shift of the valence band to lower energies with
respect to the values calculated for SrO-terminated slabs
and is due to charge redistribution from lone-pair oxygen
2p orbitals of the split Ti-octahedra [86]. For a termination
layer neighboring the stacking fault (configuration d), the
shift amounts to about 0.5 eV and increases up to 1.0 eV
for higher surface–stacking fault distances. Supporting the
results from the stability discussions, the ionic SrO termina-
tions show a bulk-like valence band edge without surface
states. Second, an energy splitting of the strontium 4p states
can be observed exclusively for the stacking fault termina-
tion c and may be taken as an indicator for this type of ter-
mination. Electron densities in real space have been
studied and a comparison between types c and b implies that
intraplanar Sr–O bonding gets stronger and more covalent
with higher densities between the atoms. This is connected
with the large Sr rumpling of the surface layer. Experimen-
tally, this energy splitting might be confirmed with modern
photoelectron spectroscopy.
3.3.3. Surface energies
Our studied RP films have been crystallized on STO in a
solution of excess SrO, which approaches the limit of
lSrO ¼ 0. A summary of the surface grand canonical poten-
tials calculated following this condition is given in Fig. 5.
The examined RP surface cuts are sketched and surface
energies per 1  1 unit cell area a02 are shown for all mod-
eled RP phases. Energies are found in an interval of 0.77–
2.2 eV per unit cell area. SrO terminations with maximally
“buried” stacking fault (green circles) form the energeti-
cally most favorable surfaces and their grand canonical
potentials approach the value of STO for n!1. The rup-
ture of Ti-octahedra, which occurs for TiO2 termination
(brown circles), costs about 1.3 eV of additional surface
energy. Interaction of the stacking fault with the surface
reduces the surface grand canonical potential for TiO2
(brown squares) and increases it for SrO termination (green
squares). Since (1 0 0) surfaces are constructed of both SrO
and TiO2 terminations, the energies consistently take inter-
mediate values between the limiting “pure” terminations.
The intersection area of the stacking fault, which hits the
surface perpendicularly, lowers the surface energy like a
stripe of SrO termination and favors RP phases of smaller
n, in which SrO-type termination occupies a higher surface
fraction.
Considering RP surfaces in thermodynamic equilibrium
with a reservoir between the limits of bulk SrO and STO,
we calculated the grand canonical potential X as a function
of the normalized SrO chemical potential lrSrO using Eq.
(4), as outlined in Section 2.3. The results are summarized
in Fig. 7 for all discussed surfaces. SrO and STO precipita-
Fig. 6. Density of states of (1 0 0) and (0 0 1) RP surface structures. Solid,
dashed and plotted lines indicate TiO2, SrO and SrO DL configuration
types according to surface cuts sketched in Fig. 5. For (1 0 0) plots, the
DOS of the bulk RP phases was included in shaded gray. Surface states
shift the valence band for TiO2 terminations which is less effective for a
near-surface SrO DL. Additional energy splitting for Sr 4p states is
induced by an SrO DL surface (see arrows).
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tion lines separate the range of RP stability from the
regions, where formation of bulk crystallites of SrO or
STO is energetically favorable. Stoichiometric terminations
such as configuration b (surface cut along the SrO–OSr
stacking fault) and (1 0 0) surfaces are invariant under
change of the chemical potential. Within the set of SrO ter-
minations the crossing of the grand canonical potential
curves of types b, e and g indicates a change of stability rela-
tion. Configurations e for RP with n = 2 and g for RP with
n = 3 (inclusion of near-surface SrO DL) are preferred in
an SrO-rich surrounding. Configurations b (largest possible
SrO DL distance to surface) occur preferentially in an STO-
rich environment. TiO2 terminations a and f with a deeply
buried stacking fault exhibit similar changes, whereas termi-
nations with a near-surface SrO–OSr DL (c and d, for n = 1
also a) keep their preference order with respect to energy.
4. Conclusions
We have presented a systematic theoretical study of
(1 0 0) and (0 0 1) surfaces of SrO(SrTiO3)n RP phases with
n = 0, 1, 2, 3,1 and determined optimized structures, elec-
tronic properties as well as phase stability relations for all
possible unreconstructed crystal terminations. Local den-
sity-functional band-structure calculations with a plane-
wave pseudopotential code yielded the electronic structure
of valence and semi-core states and derived properties. We
have shown that the characteristic SrO–OSr stacking fault
has significant influence on both surface energies and
atomic displacements if it is located close to the surface.
In particular, SrO (TiO2) surface rumpling is decreased
(increased), which allows the control of surface roughness
in layer deposition growth techniques (e.g. MBE, PLD).
Pure STO-like SrO terminations are found to be energeti-
cally most stable in STO-rich surrounding, whereas a
near-surface SrO–OSr DL is more favorable in contact
with an SrO-rich reservoir. The effect of surface states
intruding the band gap for TiO2 termination is decreased
by the stacking fault and crystal field splitting of the Sr
4p states is enhanced for an SrO DL surface. In summary,
we showed that the vicinity of the RP stacking fault
strongly modifies the structure and stability of the surface.
This gives rise to a specific and controlled change of surface
properties by means of STO near-surface modifications.
From DFT modeling we confirmed a general gain of
formation energy for bulk RP phases with increasing n,
most significant between n = 1 and 2 saturating at n = 3.
In agreement with this result, thin films of SrO(SrTiO3)n
RP phases with n = 1–3 have been prepared by CSD on
(0 0 1) STO substrates starting from Sr–Ti polymeric pre-
cursor solutions followed by dip coating and three anneal-
ing steps. It was found that variation of the heating rate
during the final annealing step and of the molar ratio Sr:Ti
alters the fraction of epitaxially grown RP phases with
n = 1–3 in the films, whereas the orientation of RP phases,
grown with the c-direction perpendicular to the perfectly
matching (0 0 1) STO substrate, was not influenced. To a
certain extent the volume fraction of RP phases present
in the films could be discussed in terms of bulk RP phase
formation energy but still further studies are necessary
for a consistent understanding of the interdependence of
preparation parameters and phase formation in these films.
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h i g h l i g h t s
We present a proof of concept of a new scalable all solid state energy storage.
 SrTiO3 serves as anode, cathode as well as electrolyte.
We present a defect based charge and discharge mechanism.
 Thermodynamic deduction of the exergonic reaction by density functional theory.
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a b s t r a c t
Redistribution of oxygen vacancies in a strontium titanate single crystal is caused by an external electric
field. We present electrical measurements during and directly after electroformation, showing that
intrinsic defect separation establishes a non-equilibrium state in the transition metal oxide accompanied
by an electromotive force. A comprehensive thermodynamic deduction in terms of theoretical energy
and entropy calculations indicate an exergonic electrochemical reaction after the electric field is
switched off. Based on that driving force the experimental and theoretical proof of concept of an all-in-
one rechargeable SrTiO3 single crystal energy storage is reported here.
© 2014 Elsevier B.V. All rights reserved.
1. Introduction
Research on electrochemical energy storage is closely related to
materials with ionic or even covalent bonded systems as, e.g.,
transition metal oxides, for battery components. Working as host
structures for intercalation of Li ions in lithium ion batteries [1],
they also have great potential as catalysts in metaleair batteries [2]
as well as electrode material in supercapacitors [3] and are applied
as solid electrolytes in sodiumesulfur batteries [4] or solid oxide
fuel cells [5]. Based on their high abundance, low cost, environ-
mental compatibility and chemical stability as well as manifold
electrical and chemical properties, transition metal oxides are
particularly suitable for new concepts of redox-based energy
storage. One opportunity of generating new concepts is the synergy
of data and energy storage technologies.
Hence, perovskite-type transition metal oxides are known to
have great potential as storage material in resistive random-access
memory (RRAM) devices [6]. Typical non-volatile memory cells are
realized in metal-insulator-metal (MIM) stacks. Currently, there
exist different pictures of switching mechanisms in the literature
[7]. In general, they are based on changes in resistivity, defining a
high resistance and a low resistance state which differ several or-
ders of magnitude, which is also observed in dependency of oxygen
partial pressure at high temperatures [8,9]. Application of high
electric fields leads to local structural [10] and compositional [7,11]
changes in dielectric materials. In this process, oxygen vacancies
VO act as most mobile defects in oxides, revealing a mobility of
2$1010 cm2 Vs1 at room temperature [10]. Therefore, a redistri-
bution of oxygen vacancies as well as an establishment of an oxygen
concentration gradient takes place, where defects are responsible
* Corresponding author.
E-mail address: juliane.hanzig@physik.tu-freiberg.de (J. Hanzig).
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for localized reduction and oxidation of transition metal ions [12],
respectively. Accumulation of oxygen vacancies is further known to
form defect clusters [13,14] to gain energy. The accompanied
disproportionation of redox couples in the applied electrical field
stores energy electrochemically which causes an electromotive
force, as already reported by Waser et al. [15] in MIM stacks. This is
a requirement for galvanic cells and determines the characteristic
cell voltage.
Strontium titanate is a model material, crystallizing in cubic
structure with space group Pm3m, which hosts a manifold of
excellent physical properties based on its crystallographic and
electronic structure. Various applications can be found in the
literature, e.g.: gem-stone (fabulite) [16], high-k dielectric [17],
oxygen sensor [18], superconductor [19], photo-catalytic material
[20], resistive random access memory [6,21]. Here, we report on the
experimental investigation and theoretical description of charging
and discharging processes of SrTiO3 single crystals to demonstrate
the potential of perovskites for scalable electrochemical energy
storage.
2. Materials and methods
The presented electrochemical cell is composed of an etched
[22] as-grown SrTiO3 single crystal coated on both sides with ti-
tanium electrodes [10], which is needed for applying the external
electric field homogeneously. Some crystals have been prepared
with structured front side electrodes, revealing different contact
sizes. Single crystals investigated here were of 5  5  0.1 mm3 or
10  10  0.1 mm3 dimension in (001) orientation ordered from
CrysTec GmbH (Berlin). All samples showed the same qualitative
behavior, quantitative results depend on the crystal real structure.
Electroformation of the strontium titanate single crystals was
performed using electric fields in the order of 106 V m1 where the
electric current flow through the crystal was recorded. Electrical
measurements were performed in complete absence of light. Time-
dependent current measurements have been conducted with a
Keithley 4200 SCS.
3. Results
In a GibbseHelmholtz picture it is obvious that in thermody-
namic equilibrium real structures at finite temperature are deter-
mined by defects, caused by the energy gain due to entropy
increase. Having the lowest formation energy [23], oxygen va-
cancies play the key role in ionic transport in transition metal ox-
ides. Assuming a homogeneous distribution of VO throughout the
entire crystal in the initial state (E ¼ 0), they are redistributed,
based on their charge, during electroformation (E > 0) [7,24,25],
which is illustrated in the inset of Fig. 1. Consequently, oxygen va-
cancies accumulate at the cathode (negative pole) and deplete at
the anode (positive pole), which is accompanied by structural
changes at the oxygen-rich side, as reported previously [10]. Such a
forced defect separation leads to an establishment of a non-
equilibrium state in the crystal and involves the titanium to be
reduced and oxidized [12], respectively. If the external electric field
is switched off, a reversed current can be measured (see Fig. 1) due
to the redistribution of the VO . Hence, locally there exist different
driving forces [15] to equilibrate the SrTiO3 single crystal again: (a)
the Nernst potential VN having a redox couple with exergonic
character, (b) the diffusion potential Vd regarding the concentration
gradient of mobile oxygen vacancies, (c) the GibbseThomson po-
tential VGT in terms of an enhanced surface energy of dendrites and
additionally, (d) a strain potential Vs caused by the elastic distortion
of a reversible phase present at the anode after electroformation
[10]. Fig.1 shows the discharging behavior of a formed SrTiO3 cell in
comparison with a capacitor structure using strontium titanate as
dielectric. A significantly higher current is observed after voltage
shut down if the cell is additionally charged by electroformation.
A drift-driven redistribution of VO establishes a concentration
gradient accompanied by a change in oxidation state of titanium
and can be considered as charging process. Therefore, a Nernst
potential originates from the local minimization of the free
enthalpy over the chemical potential gradients of the active species
at both half-cells, which in sum act voluntarily. In our setup the
active species are Ti atoms with oxidation states Ti2þ in the vicinity
Fig. 1. Charging and discharging behavior of a SrTiO3 single crystal energy storage. The inset shows the time-dependent current I(t) during electroformation (charging process). The
discharging current of the charged SrTiO3 cell after electroformation shows a significant increase in comparison to a capacitor with SrTiO3 dielectric charged at 100 V for a few
seconds.
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followed by a current drop (IV). At I¼ 0 A the electrochemical cell is
arranged in an electrochemical equilibrium (V), where the external
voltage is sufficient to hold the charged state. A further voltage
decrease leads to an opposite current (VI), which means that the
applied voltage is incapable to keep the oxygen vacancies at the
cathode. Hence, this serves as proof for the battery behavior. Now,
the charged SrTiO3 cell acts against the external voltage and as
internal voltage source (discharging process). AtU¼ 0 V (VII) a non-
zero current can still be measured, evidencing the electromotive
force of the system. Continuing the cycle to negative voltages a
similar current voltage behavior can be discussed accordingly. Thus,
a specific characteristic can be found in the functionality of the
electrochemical cell, where anode and cathode are simply deter-
mined by the polarity of the charging process.
In the following certain aspects concerning SrTiO3 as all-in-one
rechargeable energy storage material are discussed in more detail.
The voltage-dependent electrochemical cell-equilibrium is sum-
marized in Fig. 3b, showing the offset voltages VOffset and currents
IOffset for the different voltage sweeps. The increase of up to
quadratic order depicts an additive formation behavior within the
crystal, which can be attributed to the afore mentioned compo-
nents of the electromotive force. Hereby, the Nernst potential is
assumed to be constant, whereas the diffusion potential Vd and the
strain potential Vs increase due to enhanced lattice deformation
Fig. 3. Rechargeability of a SrTiO3 electrochemical cell shown for different voltage sweeps. (a) Exemplar IeV characteristics of an as-grown SrTiO3 single crystal coated with ti-
tanium demonstrating the charging (IeV) and discharging (VIeVII) processes. (b) Offset currents and offset voltages depend on the applied electric field.
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[10] revealing linear and quadratic dependence respectively, as well
as a more pronounced oxygen vacancy concentration gradient at
higher voltages and a higher state of ordering (entropy of mixing).
Capacity considerations obviously show a dependence on the
contact area of the current collector (see Fig. 4a), scaling linearly.
The corresponding cell volume which is charged during electro-
formation thus correlates directly with the number of redistributed
mobile defects [10] and therefore allows a linear up-scaling of ca-
pacity. To study the stability of the electrochemical cell in respect to
rechargeability, consecutive measurements on another single
crystal have been performed. In accordance it is possible to show
the rechargeability of the cell (see Fig. 4b), whereby the capacity
varies within ±1.5 mAh kg1 during 8 cycles.
4. Discussion
Successfully, a new concept for rechargeable electrochemical
energy storage based on defect separation by an external electric
field in materials with high dielectric constants, like strontium
titanate, was presented. As a major advantage the transition metal
oxide serves as anode and cathode as well as electrolyte and
separator in onematerial for energy storage applications. The usage
of an environmentally friendly and low cost material is another
benefit in the development of renewable energy. Similarly, SrTiO3
features thermal as well as mechanical and chemical stability
associated to minor wastage and cycle stability. The presented cells
could be cycled several times at capacities of 3 mAh/ kg1. It is
obvious that the standard details of the presented energy device
have to be optimized, regarding other established electrochemical
energy storage, e.g. lithium ion batteries, metal air batteries or
redox flow batteries. But this proof of concept initiates further
investigation and transfer of the results to thin films. In particular,
higher capacities could be achieved in accordance to an increase of
the defect density or the up-scaling of the cell volume, which is
directly related. A sufficient voltage improves keeping the charged
state at full capacity. As defined by this proof of concept, the all-in-
one rechargeable energy storage is especially suitable for electro-
chemical short-term storage, like supercapacitors. To enhance the
Nernst potential, it is suggested to employ transition metal oxides
with redox couples, revealing a higher difference of their redox
potentials, such as Mn, Cr or Fe. Likewise, combinations of oxides
may be envisaged to establish a bifunctional redox couple to in-
crease the cell voltage. For such processes to occur, defect diffusion
across interfaces has to be realized.
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Local reversible structural changes in SrTiO3 single crystals in an external electric field are induced by oxygen
redistribution. We present in situ x-ray diffraction measurements during and immediately after electroformation.
Several reflections are monitored and show an elongation of the cubic unit cell of strontium titanate. Raman
investigations verify that the expansion of the unit cell involves a transition from the centrosymmetric to a lower
symmetry phase. During a complete formation cycle, including the hold time of the electric field and relaxation
time without field, two different dynamics are observed for the reversible transitions from cubic symmetry to
tetragonal distortion: a slow one during the increase of the lattice constant in field direction and a fast one after
switching off the electric field. Based on the experimental data, we propose the formation of a polar strontium
titanate unit cell at room temperature stabilized by the electric field, which is referred to as migration-induced
field-stabilized polar phase.
DOI: 10.1103/PhysRevB.88.024104 PACS number(s): 77.84.Bw, 61.72.J−
I. INTRODUCTION
Strontium titanate (SrTiO3) is a model material for
perovskite-type transition-metal oxides, studied for applica-
tions ranging from high-k dielectrics1 and sensors2 to resis-
tance switching random access memories (RRAM).3,4 At the
moment, several pictures of possible switching mechanisms
exist in the literature.4,5 The most common ones are as
follows:
(1) conducting filaments,3,6
(2) phase transition,7–9
(3) alteration of potential barrier,10
(4) charge carrier trapping.11,12
In particular, resistance switching in transition-metal oxides
is based on the change of electrical resistance over several
orders of magnitude and is closely related to local changes
of oxygen stoichiometry in the metal oxides. Migration of
oxygen vacancies in thermal and electric fields determines
the device performance.5 By these degradation processes of
transition-metal oxides during long-time voltage applications,
the local stoichiometry is changed. From the defect chemistry
point of view, the question arises as to how mobile species
react on an external electric field and if redistribution of mobile
species affects the stability of the crystal structure.
Oxygen vacancies are the most common defects with the
lowest formation enthalpy and a higher diffusivity and mobility
than oxygen.13 An oxygen exchange with the surrounding
atmosphere occurs if strontium titanate is stored at elevated
temperatures. Based on charge compensation, reducing condi-
tions and temperatures above 750 ◦C cause the introduction of
free charge carriers in terms of electrons, accordingly n-type
conductivity. The reaction, using Kro¨ger-Vink notation,14
V••O + 12 O2(g) ⇀↽ O×O + 2h• (1)
can be reversed in an oxidizing atmosphere. Migration of
oxygen vacancies, which act as most mobile ionic species
in SrTiO3, causes an enhanced cation and electron migration
since charge neutrality must be maintained.15 The oxygen ion
diffusion coefficient reaches a value of 1.0 × 10−10 cm2/s
at 900 ◦C;16 below a temperature of 750 ◦C no significant
oxygen diffusion can be detected. Oxygen migration takes
place via a vacancy mechanism. Therefore, the diffusion
coefficient of oxygen in ABO3 compounds depends on three
parameters: formation, migration, and association17 of oxygen
vacancies. Applying an external electric field enhances the
movement of charged particles through the crystal. By elec-
trocoloration experiments, the vacancy migration can be even
visualized.5
Since the migration of oxygen vacancies results in local
changes18 also of the cation stoichiometry, secondary phases
should be expected specifically near surfaces and interfaces
to electrodes, and the stoichiometry changes will be most
significant in these areas. The equilibium phase diagram of
SrO-TiO2 (Ref. 19) indicates possible secondary phases.20–22
For ambient pressure and temperatures up to the melting
point, at a composition of 50 mol.% of SrO and TiO2 each,
SrTiO3 in the perovskite structure is formed, which is an
insulator with high dielectric permittivity of r ≈ 300.23 For
the analysis of diffusion-induced stoichiometry changes on the
structure, we also have to consider the ternary phase diagram
of the system Sr-Ti-O.24 According to theoretical calculations,
possible structural reactions to oxygen deficiency are vacancy
ordering in planes as in brownmillerite (especially in Fe-
containing perovskites) or clustering of oxygen vacancies
to gain formation energy.25,26 In all oxygen-deficient cases,
mixed valence states of titanium exist.
Stoichiometric strontium titanate undergoes a structural
phase transition from cubic to tetragonal at a temperature
024104-11098-0121/2013/88(2)/024104(10) ©2013 American Physical Society
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Ta = 105 K accompanied by a change of the space group
from Pm¯3m to tetragonal I4/mcm. The reorganization of
the unit cell is referred to as an antiferrodistortive phase
transition. With a further decrease in temperature, polar soft
modes in the far infrared have been found.27 Cooling down
below a transition temperature of Tc = 40 K, thermodynamic
calculations28 suggest the initiation of the phase transition
to a ferroelectric phase, which is, however, not completed
even at 0 K. Thus, intensive investigations concerning the
formation of a ferroelectric phase transition in perovskites
have been reviewed recently.29 There are some possibilities
to favor the formation of a ferroelectric phase in strontium
titanate, symmetry breaking, and low temperatures. First of
all, a polar phase was found in SrTiO3 ceramics where grain
boundaries30 are assumed to cause local polarization which
is attributed to a symmetry breaking and an enhancement of
point defects compared to the averaged volume. Ferroelectric
microregions31 have been observed in strontium titanate single
crystals as a function of the impurity concentration. Epitax-
ial SrTiO3 thin films exhibit strain-induced ferroelectricity.
There, tensile strain leads to a polarization in plane, and
a polarization perpendicular to the field can be achieved
by a compressive strain.28,32 In contrast to the experimental
findings above, Haeni et al.33 even observed a ferroelectric
transition in strained strontium titanate thin films close to room
temperature.
For the centrosymmetric equilibrium structure of SrTiO3 at
ambient conditions, neither ferroelectricity, piezoelectricity,
nor flexoelectricity are allowed. However, the data presented
in the following indicate that a symmetry breaking induced
by point defects and the influence of an external electric field
leads to the formation of a phase with electrical polarization
in nominally pure strontium titanate single crystals at room
temperature.
II. MATERIALS AND METHODS
All samples investigated here were single crystals of 5 ×
5 × 0.1 mm3 size in (001) orientation ordered from CrysTec
(Berlin). To prepare smooth and TiO2-terminated surfaces,
the single crystals were etched by means of a buffered HF
solution for 90 s and afterwards annealed in a tube furnace
at a temperature of 900 ◦C in air for 3 h.34 For electrical
measurements during in situ x-ray diffration (XRD) and in situ
Raman experiments, planar frontside and backside contacts of
50- or 10-nm-thick titanium were deposited via magnetron
sputtering. The titanium electrodes are transparent for x rays
and the excitation wavelength of the laser, respectively. In
this way, Ohmic contacts were achieved symmetrically on
both faces of the crystal. Also, as a second metal, aluminum
contacts have been prepared. All investigated samples showed
the same qualitative behavior, whereupon quantitative results
depend on the crystal real structure, and hence differ slightly
for each specimen.
Electroformation of the strontium titanate single crystals
was performed using bias voltages up to ±300 V. One
formation cycle consists of voltage application and relaxation
for 12 h each. During and after applying the electric field
(values ranging from 1.0 × 106 V/m to 3.0 × 106 V/m), the
electric current flow through the crystal and the XRD signal
FIG. 1. (Color online) Time-dependent current I (t) through a
SrTiO3 single crystal during formation. A selection of 8 formation
cycles (F1–F8) is shown, in which the polarity of the applied voltage
varies between +100 V and −100 V with relaxation times of 12 h.
The formation current was measured in darkness. The inset shows
the experimental setup for in situ x-ray diffraction.
were recorded. X-ray illumination increases the measured
current reversibly, thus, current drops occur on closing the
x-ray tube shutter in-between two measurements. Apart from
that, the general behavior of the I (t) evolution is reproducible
without x-ray illumination. Ex situ electrical measurements
were performed in complete absence of light. Time-dependent
current measurements have been conducted with a Keithley
K6517B electrometer with voltage source. At the same time,
in situ XRD measurements on 002 reflections have been
carried out using an x-ray diffractometer D8 Advance in
Bragg-Brentano geometry (Bruker AXS) with a secondary
Johansson-type graphite monochromator (Cu-Kβ radiation is
eliminated with suitable aperture). Maintained XRD data have
been deconvolved.35 To observe additionally 113 reflections,
a high-resolution x-ray diffractometer URD6 (Seifert FPM)
with a primary and secondary monochromator was utilized as
a triple-axis diffractometer selecting only Cu-Kα1 radiation.
Using Cu-Kα radiation with a linear attenuation coefficient,36
a penetration depth of 4.6 μm (113 reflection) or 7 μm (002
reflection) is reached. The inset of Fig. 1 shows schematically
the experimental setup. While the backside contact always
acts as ground, the frontside contact can be poled positively
and negatively and thus is switched between investigating the
anode or the cathode.
Confocal micro-Raman measurements during electrofor-
mation were performed at room temperature using a Horiba
Jobin Yvon (Lille, France) Labram HR 800 spectrometer
with a charge-coupled device detector (1024 × 256 pixels).
As excitation wavelength the 532-nm line (2.33 eV) of
a frequency-doubled Nd:YAG laser was used. By passing
the laser through a 50× Olympus microscope objective
(numerical aperture 0.50) with long working distance, the
linearly polarized laser beam was focused on the sample
surface. The applied laser power density was adjusted by a
filter to 380 kW cm−2. The scattered light was collected in
backscattering geometry by the same objective and contained
024104-2
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both the z(yx)z¯ and z(yy)z¯ configurations37,38 with the z
direction oriented parallel to [001] of the sample. The lateral
resolution was about 2 μm corresponding to the spot size.
As SrTiO3 is transparent in the visible spectral range, it
is possible to obtain depth-dependent information using the
confocal technique.39 In order to get information merely from
a scattering volume close to the sample surface, the diameter
of the confocal hole was carefully adjusted providing a depth
resolution of about 10 μm for the measurements. Three-point
bending tests were conducted using a Kammrath & Weiss
(Dortmund, Germany) bending module with a 200 N load
cell. The inset of Fig. 6 shows a schematic side view of
the assembly. The SrTiO3 sample was positioned between
the cover plate with a distance of the outermost supporting
points of 5 mm and the anvil. Moving the cover plate down an
external load was applied to the specimen. The influence of the
mechanical deformation of the sample on its Raman spectrum
was monitored in situ using this apparatus in the depicted
top-side mode as “sample holder” beneath the confocal Raman
microscope.
III. FIELD-INDUCED REDISTRIBUTION OF OXYGEN
Figure 1 shows the time dependence of the current I
through the SrTiO3 crystal when an electrical field is applied
over a time period of 12 h. It can be clearly seen that the
current flow through the bulk first increases to a maximum
value and afterwards decreases with a decay comparable
to the initial slope to a smaller than the primary value.
Similar results have been reported by Waser et al.40,41 for
thin films and bulk materials. For an explanation, all charged
mobile species such as anions, cations, vacancies and electrons
have to be considered as well as the requirement of charge
neutrality.
One can assume that a field-driven redistribution of oxygen
ions and oxygen vacancies, respectively, occurs related to their
twofold charge. Therefore, oxygen vacancies will be attracted
to the cathode (negative pole) whereas oxygen ions move to
the anode (positive pole). In consequence of a field-driven
redistribution of charged species in the crystal, Sr2+ ions
migrate following the O2− anions to ensure charge neutrality.
Furthermore, V••O move together with electrons in terms of
electroneutrality, which means that a redistribution of oxygen
vacancies involves an additional electronic current flow, which
contributes to the time-dependent current. At the time where
the maximum current is recorded, as many as possible V••O are
on their way to the cathode. Later, more and more vacancies
arrive at the cathode and the current decreases again. The
current maximum always occurs at a characteristic time τch
in the range of 103 . . . 104 s. Assuming a vacancy-dominated
current mechanism in the strontium titanate single crystal, a
vacancy drift mobility μVO can be calculated by using the
vacancy drift velocity vVO = sτch = μVOE, whereby s denotes
the thickness of the crystal and E the applied electric field.
With that a vacancy mobility of about 2.0 × 10−10 cm2/Vs
at room temperature can be estimated. In comparison, Blanc
et al.42 reported on an oxygen vacancy mobility of 5.5 ×
10−7 cm2/Vs at 300 ◦C.
Consecutive formation cycles started after relaxation times
of at least 12 h. It is observed that during this relaxation,
TABLE I. Redistributed charges during 8 formation cycles.
|IMax| |Qi | N cD
Formation (A) (C) (cm−3)
F1 (−100 V) 6.8 × 10−8 3.8 × 10−4 1.2 × 1015 4.8 × 1017
F2 (−100 V) 1.2 × 10−8 1.3 × 10−4 4.1 × 1014 1.7 × 1017
F3 (−100 V) 1.2 × 10−8 1.5 × 10−4 4.7 × 1014 1.9 × 1017
F4 (+100 V) 6.0 × 10−9 8.0 × 10−5 2.5 × 1014 9.9 × 1016
F5 (+100 V) 3.5 × 10−9 6.9 × 10−5 2.2 × 1014 8.7 × 1016
F6 (+100 V) 4.1 × 10−9 8.6 × 10−5 2.7 × 1014 1.1 × 1017
F7 (−100 V) 8.7 × 10−9 1.1 × 10−4 3.4 × 1014 1.4 × 1017
F8 (+100 V) 3.8 × 10−9 7.3 × 10−5 2.3 × 1014 9.1 × 1016
the SrTiO3 single crystal returns to its initial state and the
time-dependent current flow can be subsequently initiated
again. Hence, the redistribution of oxygen vacancies can be
characterized as a repeatable process.
A further interesting detail in our measurements is the
response of the crystal exposed to alternating positive and
negative bias voltages. It is possible to switch the polarity from
one formation cycle to another, obtaining a similar current
characteristic with a different sign (see Fig. 1). It has to be
mentioned that the experimental setup is completely symmet-
ric and effects of electroformation are self-compensated during
the waiting period. To eliminate the effect of photoionization
in the following calculation, we use I -t measurements which
have been performed in the absence of light. The integrated
charge Qi =
∫
I (t)dt which is flowing during each formation
cycle i, decreases with each formation cycle (see Table I).
Finally, the shifted charges Q during formation can be used
to estimate a concentration of moved twofold charged defects.
Therefore, 1014 up to 1015 twofold charged mobile species N
are redistributed in the electric field (see Table I). Relating
to the crystal volume V an intrinsic twofold charged defect
concentration cD of 1016 to 1017 cm−3 can be derived. This
estimation is in good agreement with literature values43,44 of
free charge carrier concentrations in as-grown single crystals,
which are related to oxygen vacancies [see Eq. (1)], range from
< 1017 cm−3 to < 1016 cm−3, therefore we assume that mainly
oxygen vacancies are redistributed in an external electric field.
The decreasing concentration of charged defects with each
consecutive formation cycle could originate either from a
relaxation time of the vacancy gradient by diffusion being
more than 12 h or in the formation of stable vacancy clusters,
as suggested in Refs. 25 and 26, leading to a loss of single
mobile defects available for redistribution.
IV. STRUCTURAL RESPONSE TO FIELD-INDUCED
OXYGEN REDISTRIBUTION
Suggesting the redistribution of oxygen vacancies in the
strontium titanate single crystal, we expect structural changes
in the near-surface regions, where the accumulation or de-
pletion of V••O are strongest. In the following, the structural
response to oxygen ion and vacancy migration at the anode
and cathode, as analyzed by XRD and Raman measurements,
is presented.
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FIG. 2. (Color online) Comparison of the structural response between anode and cathode of a SrTiO3 single crystal in an external electric
field (E = 1.0 × 106 V/m). (a) Development (arrow) of a shoulder at the 002 reflection during formation at the anode. (b) No changes of the
intensity, position, and broadening of the 002 reflection during formation is observed at the cathode.
A. Broadening of x-ray reflections
1. Time-dependent broadening of x-ray reflections
During electroformation the 002 reflection of the SrTiO3
single crystal was monitored in the direction parallel to the
applied electric field to obtain access to modifications in the
crystal lattice. Figure 2(a) shows XRD scans of the initial state
(red line), recorded during 12 h of electroformation (black
lines) and of the status at the end of formation (blue line). It
can be clearly seen that at the anode, where an oxygen and
strontium excess is expected, the 002 reflection is shifted and
broadened towards smaller diffraction angles, implying larger
lattice constants d . This indicates an increase of the unit cell in
the 〈001〉 orientation or in the direction of the applied electric
field, respectively. The main peak corresponds to unchanged
bulk SrTiO3 and the shoulder is caused by crystal volumes with
an enlarged d value in the field direction. From the diffraction
angle θ of the maximum shoulder displacement of the 002
reflection, a lattice strain perpendicular to the surface
ε = 
d
d
= − cot θ
θ (2)
of 1.5 × 10−3 is derived for the [002] direction in the near-
surface region of the anode side at a field of E = 1.0 ×
106 V/m. A comparison between the time constant of the
shoulder development and the formation characteristic reveals
a distinct dependency. Figure 3 shows the intensity of the
shoulder normalized to the initial intensity at the minimum
diffraction angle reached by the shoulder (corresponding
to the maximum lattice elongation). The shoulder growth
rate correlates with the current evolution (see Fig. 1). A
current plateau is accompanied by an unchanged maximum
shoulder width. After turning off the voltage, a fast and
complete relaxation of the shoulder is always observed. The
disappearance occurs within a few seconds: that leads us to
the conclusion that two different time scales are present. On
the one hand, a slow time constant governs the redistribution
of charged species, predominantely oxygen vacancies and
the structural changes in the lattice, which manifest in the
formation of a shoulder of the 002 reflection. On the other hand,
a fast relaxation process is present at the end of a formation
cycle, corresponding to the disappearance of an electric field
stabilized structure only. As described before in Sec. III, the
FIG. 3. (Color online) Shoulder evolution of the 002 reflection at
the anode is completed within 5 h (long-time scale) and saturates in
the following. Disappearance of the shoulder occurs in a few seconds
(short-time scale).
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FIG. 4. (Color online) Development (black lines) of the lattice strains during formation at the anode (E = 1.0 × 106 V/m), extracted from
the (a) 002 and (b) 113 x-ray reflections.
relaxation of accumulated charges after formation at E = 0
is diffusion limited and occurs on the same slow time scale
as accumulation during formation. After a relaxation of about
12 h, the measurement can be reproduced with the shoulder
of the 002 reflection extending to the same diffraction angle
as observed previously. Hence, the elongation parallel to the
applied electric field is reversible.
To obtain the related structural distortions perpendicular to
the electric field, the asymmetric 113 reflection was measured
during electroformation in both polarities. At the anode, a
reflection shift to smaller diffraction angles and a formation of
a shoulder could be detected as well (see Fig. 4). Table II shows
a summary of the lattice parameter changes 
d. Assuming a
tetragonal distortion of the unit cell, the following equation
can be used to calculate the lattice plane distances dhkl :
d−1hkl =
√
h2 + k2
a2
+ l
2
c2
, (3)
where h, k, and l denote the Miller indices. Knowing the
elongation in field direction 
c ([001]), the distortion 
a
([100]) can be evaluated from the 113 reflection. Thus, an
in-plane to out-of-plane deformation ratio of 
a

c
= 0.266
was determined for the measured lattice strain as shown in
Fig. 4. This is comparable to transversal contraction values
TABLE II. Maximum change of lattice parameters during forma-
tion (E = 1.0 × 106 V/m).
Reflection dhkl (A˚) 
dhkl (A˚) 
a (A˚) 
c (A˚)
002 1.953 2.45 × 10−3 4.90 × 10−3
113 1.178 8.07 × 10−3 1.31 × 10−4 4.90 × 10−3
of cubic SrTiO3 between 0.244 (Ref. 45) and 0.224 (Ref. 46)
determined from literature elasticity tensors.
Figure 2(b) shows that during formation, no degradation of
the 002 reflection occurs at the cathode, where an excess of
oxygen vacancies is expected. Small changes in the intensity
of the reflection arise, which are attributed to minimal bending
due to clamping of the crystal. This will most likely also
occur when measuring at the anode, however, these changes
are significantly smaller than the observed formation of a
shoulder. The position of the reflection and the full width at
half maximum stay nearly constant.
2. Voltage-dependent broadening of x-ray reflections
Figure 5(b) shows the XRD data measured in situ during
formation with varying voltages. For this experiment, the volt-
age applied accross the SrTiO3 crystal was constant at 100 V
for 6 h and then increased by 50 V and held for 6 h again
before recording the XRD scan. The maximum applied voltage
was 300 V, then the procedure was repeated in reverse order.
These data points reveal a voltage dependence of the tetragonal
elongation. Thus, if a higher electric field is applied, a higher
strain in the SrTiO3 crystal can be detected [see Fig. 5(a)].
Regarding the reverse measurement procedure, a small-angle
deviation at equal voltages was observed [see inset Fig. 5(b)].
This effect is discussed in Sec. V B.
B. Formation of first-order phonons
As-grown cubic strontium titanate at room temperature
reveals only a second-order Raman spectrum because the first-
order Raman effect is forbidden.47 All phonons in the crystal
are of odd parity which is caused by the fact that each ion oc-
cupies a lattice site with inversion symmetry. Due to the crystal
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FIG. 5. (Color online) (a) Electric-field-dependent development of the shoulder position of the 002 reflection during formation at the anode.
(b) Higher elongations of the lattice constants are achieved during field decrease compared to field increase at the same field.
orientation and measurement geometry, only longitudinal optic
(LO) phonons can be detected. In order to obtain information
as surface sensitive as possible, a confocal aperture was used
which provides a depth resolution of about 10 μm. Thus,
focusing the laser beam on the sample surface the Raman signal
originates mainly from the topmost layer of the SrTiO3 crystal
allowing us to distinguish between the effects on the cathode
and anode sides. This is supported by the analysis of confocal
depth-scanning Raman measurements performed additionally
(not shown). To demonstrate the effect of the structural changes
during electroformation on the Raman spectrum, Fig. 6 shows
the smoothed difference signal between the initial SrTiO3 001
surface and the same spot on the sample surface after 3 h of
formation at 100 V corresponding to the anodic side (Fig. 6,
blue solid line). The measured Raman spectra of as-grown
SrTiO3 crystals exhibit characteristic second-order phonon
bands as known from Nilsen et al.47 Spectral changes induced
during electroformation are, however, very small, hence only
the smoothed difference signal is shown.
To exclude effects originating from a mechanical bending
of the SrTiO3 crystal in the sample holder during the formation,
mechanical bending tests have been performed for comparison.
Figure 6 displays the difference Raman spectrum of a bent
single crystal which shows no significant peaks. This leads
to the conclusion that no first-order phonons in SrTiO3 are
generated by a mechanical distortion up to destruction of the
crystal. In contrast, the spectra of a formed single crystal at
the anode reveal additional distinct peaks at 185, 478, and
800 cm −1. Response function calculations based on density
functional theory (DFT) performed with the ABINIT (Ref. 48)
pseudopotential code in generalized-gradient approximation
(GGA) using the Perdew-Burke-Ernzerhof49 (PBE) functional
(8 × 8 × 8 Monkhorst-Pack k-grid, 823-eV plane-wave cut-
off) yield the following frequencies for first-order LO phonons
at the  point of cubic SrTiO3: 193 cm−1 (LO1), 477 cm−1
(LO3), and 785 cm−1 (LO4). Comparable values have been
obtained by infrared measurements30 too. Deviations of the
FIG. 6. (Color online) Smoothed difference spectra of an as-
grown and formed (E = 1.0 × 106 V/m) as well as an as-grown and
mechanically bent SrTiO3 single crystal. Asterisks denote additional
first-order longitudinal optic phonons. Inset: Schematic side view of
the bending module with a 200-N load cell adapted as “sample holder”
beneath the confocal Raman microscope in order to monitor in situ
the influence of the mechanical deformation of the specimen on its
Raman spectrum. The deflection was carried out using a three-point
assembly.
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theoretical values for first-order phonons are less than 4%, so
that a phase close to cubic SrTiO3 is expected to be responsible
for the difference signal and not a secondary defect structure.
Nevertheless, difference spectra also show negative fractions
which can be explained by crystal volumes contributing to the
first-order Raman spectra and not anymore to the second-order
phonon bands of cubic strontium titanate. These results prove
that the inversion symmetry of the cubic structure is locally
suspended. No changes of the second-order Raman spectrum
were observed at the cathode.
V. DISCUSSION
In summary, the conclusions from our measurements are
the following:
(i) Oxygen migration is achieved in an external electric
field leading to a concentration gradient, which vanishes
diffusively within 12 h after the field is switched off.
(ii) High-vacancy concentrations should arise at the ca-
thodic side, whereas the anodic region should be depleted
of oxygen vacancies.
(iii) Elongation of the lattice constant in field direction
occurs for a certain volume portion at the near-surface region
of the anode, not at the cathode.
(iv) The elongation of the lattice in field direction increases
with increasing voltage.
(v) Instant disappearance of the voltage-dependent elon-
gation is monitored as response to switching off the external
electric field.
(vi) In-plane to out-of-plane deformation ratio suggests
pristine SrTiO3.
(vii) Appearance of first-order phonons close to the known
cubic strontium titanate LO modes indicate the breaking of the
inversion symmetry.
A. Migration-induced field-stabilized polar phase
According to the experimental findings, we postulate a
model to explain the response of strontium titanate in an
external electric field. In thermodynamic equilibrium, an as-
grown single crystal contains a homogeneous oxygen vacancy
concentration throughout the entire volume. Locally, this
leads to a double unit cell with a transition from two Ti-O
octahedra to two pyramids [see Fig. 7(a)]. DFT calculations
for this structure, performed with the full-potential linearized
augmented plane-wave (LAPW) + lo code WIEN2K (Ref. 50)
using the GGA-PBE (Ref. 49) functional on a 3 × 3 × 3
SrTiO3 supercell (RKmax = 8.0, 4 × 4 × 4 Monkhorst-Pack
k-grid, UTieff = 7.4 eV), show that Ti atoms are relaxing
away from the vacancy position towards the top of the
pyramid, whereas O atoms move towards the vacancy position.
Displacements for Ti atoms and for O atoms of approximately
1.3% and 3.8% of the SrTiO3 lattice parameter compared to
the initial positions have been calculated. Due to the inversion
symmetry at the oxygen vacancy position, all displacements
have opposites for the case E = 0 [Fig. 7(a)].
If an external field is applied (E > 0), atomic displacements
are immediately affected, which means that a diminishment
and an extension of the oppositely directed displacements takes
place respectively in the direction parallel to the electric field
FIG. 7. (Color online) Formation of the migration-induced field-
stabilized polar phase in SrTiO3 single crystals. (a) Initial state
(E = 0): oxygen vacancies initiate atomic displacements. (b) Ap-
plying an electric field (E > 0): additional displacements of nearest
atoms in the vicinity of an oxygen vacancy break the inversion
symmetry. (c) Vacancy migration leaves a point-defect-free elongated
unit cell (see orange circle) with remaining atomic displacements.
(d) Traces of MFP phase are formed in turns of vacancy migration.
(e) Directions of the field lines to the tips of dendrites determine the
drift paths (black lines) of oxygen vacancies and the distribution of the
MFP phase. (f) Pyramidal merging of MFP cells in the anode region.
[Fig. 7(b)] breaking the inversion symmetry. As an example,
the two positively charged Ti cations next to the vacancy are
pushed towards the negative electrode. In addition, migration
of charged defects starts, which means that oxygen vacancies
drift towards the cathode. Since the vacancy drift takes place
via site exchange with an oxygen ion on a lattice site, a
vacancy in this configuration has four possibilities to move on
and leave a point-defect-free unit cell. Here, we propose that
this point-defect-free unit cell maintains its displacements and
polar character, i.e., the displacement of the Ti ion out of the
center position, as long as the external electric field is applied
and stabilizes the dipole structure. Compared to electronic
and dipole energies, thermal contributions are not sufficient
024104-7
P5. Migration-induced field-stabilized polar phase in SrTiO3 85
DOI: 10.1103/PhysRevB.88.024104
JULIANE HANZIG et al. PHYSICAL REVIEW B 88, 024104 (2013)
to overcome the splitting of the Ti position and to thermalize
the structure back into cubic symmetry. According to these
properties, the newly developed structure can be best described
as tetragonal migration-induced field-stabilized polar (MFP)
phase [Fig. 7(c)]. Perpendicular displacements established in
the vicinity of the successive vacancy position after every
second hopping process can not be stabilized due to their
orientation [Fig. 7(d)] and therefore are assumed to play a
negligible role. With the present data we can not give further
details on atomic coordinates and symmetries of the polar
structure. In summary, vacancy hopping leaves traces of the
MFP phase, and the process is mediated by the static atomic
displacements in the vicinity of the oxygen vacancy reducing
the barrier of this transition.
B. Vacancy migration and anisotropy
Within this suggested model, the vacancy migration paths
determine the distribution of the tetragonal migration-induced
field-stabilized polar phase, or in other words, the growth
of the MFP phase is related to different possibilities for
vacancies to move from one unit cell to another. For E > 0,
vacancies located in the (001) plane [Fig. 7(b)]) have four
equal possibilities for a site exchange with neighboring oxygen
ions, whereas vacancies located on (010) or (100) planes
have only two. The potential migration paths are displayed in
Fig. 7(e). The established new oxygen vacancy concentration
profile through the crystal from anode to cathode makes the
asymmetry in our model very clear. One possible mechanism
that prevents MFP phase formation at the cathode is based
on the accumulation of oxygen vacancies in this region. A
donor-doped conductive area is established which acts as a
virtual electrode (as discussed in the context of resistance
switching by Waser et al.5) where the external electric field
is drastically reduced and not sufficient to stabilize the MFP
phase. Hence, the same potential drops across a smaller crystal
thickness, following that the effective electric field is increased
in the dielectric and leads to a higher lattice elongation at the
same applied voltage. Referring to Fig. 5(b) we are able to
calculate from the out-of-plane lattice constant hysteresis by
linear regression that the virtual cathode moves approximately
20 μm towards the anode, which is comparable with data
published by Baiatu et al.51 Consequently, a dendrite structure
at the cathode as reported by Waser et al.5 has to be established,
regarding a defect concentration of 4.8 × 1017 cm−3 which
is not sufficient to create the conductive area throughout the
entire 20-μm cathode region. Further, this causes inhomo-
geneities and enhancement of the electric field at the tips of
such dendrites and alters the degenerate possibilities of V••O
hopping to favored directions towards these tips [Fig. 7(e)]. A
pyramidal merging of migration paths towards the cathode
appears [Fig. 7(f)]. These arguments result in a decreased
volume fraction of MFP phase with increasing distance from
the anode and explain why the MFP phase could not be
detected at the cathode side of the crystal.
C. Depth-depending MFP phase distribution
The shoulder of the x-ray diffraction data at lower angles
than the main reflection clearly indicates that some region
in the sample is distorted and possesses a bigger lattice
parameter. Therefore, a model was developed comprising a
SrTiO3 crystal with a distorted surface layer exhibiting an
elongated out-of-plane lattice spacing. The model parameters
were then fitted against the measured data using least-squares
refinement.
The model simulation relies on dividing the sample in finite
elements at given depth underneath the surface illuminated by
x rays. Since diffusion profiles may be described by error
functions, also here an error function was used for modeling
the profile of the averaged lattice spacing versus depth. With
that, a lattice spacing is assigned to every finite element of the
sample. The intensities of the Bragg reflections of all elements
are calculated by taking into account absorption depending
on element position underneath the surface. Finally, the single
intensities are convoluted with a Pearson VII peak function
(similar to the function used for smoothing after deconvolution
of the measured data) and summed up.
Fitting of the XRD curves measured at different electric
fields reveals the following: The depth-dependent decrease
of the lattice distortion confirms the pyramidal distribution
of the MFP phase from anode to cathode. The elongation
within the surface layer is nearly linearly growing with the
field (see Fig. 8). At the same time, the depth of the distorted
layer remains nearly constant at a value of approximately
2 μm with only a slight upwards tendency with growing field
(see Fig. 8).
This leads to the following interpretation: Considering two
out-of-plane lattice parameters for bulk SrTiO3 and MFP
phase this sharp depth distribution is consistent with the
pyramidal growth assumed in our model. The first application
of an electric field transforms a certain surface layer of the
SrTiO3 crystal to the MFP phase, which reacts to the field
by an elongation of the out-of-plane lattice parameter. During
subsequent increase of the external field, the elongated unit
cells within the distorted surface layer are further stretched, but
nearly no additional MFP cells are formed in deeper regions
of the crystal.
FIG. 8. (Color online) Results from modeling the depth-
dependent distribution of the MFP phase regarding distortion of the
lattice parameter and depth of the distorted layer.
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D. Time scales
To the best of our knowledge, no similar suggestion,
explaining the structural response of a strontium titanate single
crystal during electroformation, exists in the literature either
for SrTiO3 or for other perovskite-related materials. Thus,
we would like to emphasize which experimental findings are
explainable with the MFP phase model. The most interesting
measurement result is the time-dependent development of the
reflection shoulder to larger lattice constants in the anode
region with two different time scales during a whole formation
cycle: a slow one during the increase of the lattice constant in
the range of 1–5 h and a fast one after switching off the electric
field within a range of seconds. We would like to underline that
there have to exist at least two processes playing a key role
and definitely one acting much faster than defect diffusion. The
formation of Ruddlesden-Popper phases as secondary phases,
reported by Bobeth et al.,52 can not be supported since no
additional reflections were observed either at the anode or the
cathode. The measured changes in d values of 0.1% are not
sufficient to explain the formation of stacking faults parallel to
the surface like additional SrO planes.
On the one hand, the longer time constant can be explained
by defect migration through the SrTiO3 single crystal. The va-
cancy drift mobility is estimated in the order of 10−10 cm2/Vs
(Sec. III). The evolution of the shoulder of the 002 reflection,
which is directly linked to the growth of the MFP phase,
displays generally the same time scale as the formation current.
This leads to the conclusion that vacancy drift through the
crystal volume initiates the formation of the MFP phase.
The redistribution of vacancies results in accumulation at the
cathode and depletion at the anode.41,42 Since the MFP phase
is detected at the anode only, it is reasonable to describe
it as a vacancy-free structure. If all vacancies are moved to
the cathode, no further vacancy hopping process can change
the volume fraction of the suggested tetragonal MFP phase
at the anode and the intensity of the shoulder saturates.
The signal strength of the distorted unit cells indicates that
a significant crystal volume is affected, in contrast to the
ferroelectric grain boundaries30 where mainly local symmetry
breakings have been found.
On the other hand, the short-time constant can be attributed
to the flip-back of the tetragonal MFP phase into the cen-
trosymmetric cubic structure, which happens immediately if
the voltage is turned off and the field stabilization is absent.
Certainly, the formation of the tetragonal MFP phase explains
further experimental findings. Another experimental evidence
supporting the polar character of the MFP phase model is the
dependency of the elongation of the unit cell in field direction
on the magnitude of the voltage, which means that a direct
piezoelectric or flexoelectric response exists in the MFP phase.
It should be clarified that this polar phase is not ferroelectric
as defined in the literature30,31,33 because it disappears if
the external field switches to the opposite sign or passes
through 0.
VI. CONCLUSION
In summary, we presented a model to explain the struc-
tural response of strontium titanate single crystals during a
whole cycle of electroformation and relaxation. The struc-
ture responds by a reversible development of a tetragonal
elongation parallel to the electric field, which exhibits two
distinctively different time scales. Oxygen vacancy migration
leads to a redistribution and is accompanied by formation of
a tetragonal migration-induced field-stabilized polar (MFP)
phase at room temperature, which is characterized by a point-
defect-free SrTiO3 unit cell with a resulting dipole moment.
Centrosymmetry breaking and voltage-dependent distortion
of the unit cell, as well as the asymmetric behavior regarding
anode and cathode, could be demonstrated and confirm our
considerations relating to the proposed MFP phase model.
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In situ application of an electric field to a SrTiO3 single crystal plate during nanoindentation led to a 
reversible change of the mechanical properties at room temperature. When a field of 8 kV/cm was applied, 
Meyer hardness and Young’s modulus decreased by 0.6 GPa and 11 GPa, respectively. An explanation for 
this behaviour is given by the diffusion of oxygen vacancies resulting in a distortion of the perovskite-type of 
structure in the near-surface layer tested by nanoindentation. Simulations using density functional theory 
support the dependence of elasticity on the presence of vacancies. Thus, we can show the remarkable 
influence of electric fields on oxide materials which should be considered and used in designing future 
applications. 
© 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim 
1 Introduction 
The importance of perovskite-type oxides in current research is mainly attributed to the wealth of physical 
phenomena they exhibit, e.g. ferroelectricity, different kinds of magnetism and even the coupling of these two, 
called multiferroicity. Strontium titanate is a representative of this material class, although it does not show 
such ferroic properties in the pristine phase a priori. Different successful attempts to tune its properties like 
doping or isotope exchange have been made [1]. Nevertheless, little is known about the influence of the 
intrinsic oxygen vacancies, always present in oxides such as SrTiO3, on the mechanical properties. 
Most oxygen vacancies in SrTiO3 are electrically charged, making external electric fields an excellent way 
to study their properties [2]. Recent experiments have shown substantial changes in the near-surface region of 
SrTiO3 exposed to an electric field. In situ measurements at room temperature yielded reversible structural 
changes observed by X-ray diffraction [3] that have been simulated on the basis of a formation of SrO 
intergrowth layers [4]. Applications as X-ray optics were proposed [5]. A reversible accumulation of oxygen 
underneath the anode could be confirmed recently by studying the Ti valence change using X-ray absorption 
near edge structure (XANES) method [6]. The aim of the present investigation was to study the influence of 
the oxygen vacancy redistribution in the subsurface region on the mechanical properties of SrTiO3. 
2 Experimental 
The polished side of a (001) SrTiO3 single crystal plate (obtained from CrysTec GmbH, Berlin) with 
dimensions of 10×10×0.5 mm3 was coated with a 50 nm gold electrode. The back electrode consisted of 70 nm 
tungsten on a B4C diffusion barrier of 20 nm thickness. Silver paint was used to contact both electrodes with 
silver wires that were connected to a PI E-507 high voltage source via a coaxial cable, ensuring a constant 
____________________ 
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electric field over time. The hardness tests were performed on the polished (001) surface covered with the gold 
electrode, always connected to ground potential. 
Nanoindentation was carried out under ambient conditions using a commercial nanoindenter (Hysitron 
TriboScope) attached to a scanning probe microscope (DI NanoScope III). This testing instrument consists of a 
three plate capacitive force/displacement transducer equipped with a trigonal diamond pyramid indenter (face 
semiangle of 65.3°, after Berkovich [7]). A force F of up to 10 mN can be applied to the sample with 100 nN 
sensitivity while recording the displacement h of the indenter with 0.2 nm sensitivity. Hardness H and reduced 
Young’s modulus Er have been evaluated from the applied force versus indentation depth and the slope of the 
unloading curve, respectively, using the method of Oliver and Pharr [8]. The hardness is defined as 
H = F(hc) / A(hc), where A(hc) is the area of the indent projected onto the surface and hc is the true contact 
depth defined by the indenter-specimen contact [9,10]. This hardness definition after Meyer [11] has a physical 
meaning as mean pressure in the contact area. Young’s modulus E can be calculated from the reduced modulus 
Er determined by the apparatus using 
22
11 1
i
r i
E E E
νν −−
= +  with 
2
4 1
1
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i
i
E
ν
− −
−
= ⋅ , (1) 
where νi and Ei are Poisson’s ratio and Young’s modulus of the diamond indenter, respectively [9,10,12]. 
Poisson’s ratio for strontium titanate is ν = 0.232 [13]. 
During each indentation, five loading-unloading cycles with increasing loads were performed to obtain 
values for different indentation depths between 100 nm and 180 nm measured from top of the electrode (see 
Fig. 1). Each measurement itself was repeated five times, giving five indents. Young’s modulus was calculated 
using 75 % of the unloading parts of the load-displacement curves and applying eq. (1). No corrections for the 
gold electrode were applied, since its small elastic parameters should only have a subordinated influence on the 
measurement. 
 
 
Fig. 1 Load-displacement curves with and without 
applied voltage for two single indentations. Zero-voltage 
curves are similar before and after applying 400 V so that 
only the first one is shown. The gold electrode on top of 
the specimen produces a pop-in at a contact depth of 
~50 nm, which corresponds to its thickness. The inset 
shows five indents on the sample surface recorded using 
the scanning probe microscope with the indenter as 
probe. The basis vectors of the cubic unit cell of the 
specimen are nearly parallel to the borders of the picture. 
Dark areas show the triangular indents surrounded by 
white areas of ejected material.  
(Online color at www.crt-journal.org) 
 
 
 
At first, indentations with zero-voltage were performed. After 2.5 h of applying U = 400 V, a second series of 
measurements was done in situ. Finally, a repetition after 2.5 days without the influence of an applied voltage 
was realized. In figure 2 the evaluated hardness values as well as Young’s moduli for all indentation depths are 
shown. Values for a contact depth of hc = 150 nm, i.e. 100 nm below the SrTiO3 surface, as obtained from 
quadratic and linear fitting, respectively, are given in table 1. It can be concluded that hardness and Young’s 
modulus decrease under the influence of an applied voltage and the initial values partially recover for the final 
zero-voltage test. 
3 Results and discussion 
We suppose the redistribution of oxygen vacancies as reason for the hardness and elasticity changes observed. 
In the initial state, our model comprises a narrow surface layer rich in oxygen vacancies on top of the 
perovskite-type structure (see Fig. 3a). After applying the voltage, these vacancies underneath the anode are 
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filled with oxygen ions from subsurface regions driven by the electric field along fast diffusion paths like 
dislocations [14]. This model stems from XANES investigations which probed an accumulation of oxygen 
underneath the anode by valence changes of Ti atoms in a surface layer of 20 nm thickness [6]. In addition, in 
situ X-ray diffraction experiments showed structural changes up to a depth of 20 µm [3,4]. Combining both, 
we propose a subsurface layer of accumulated vacancies. Thus, the present nanoindentation measurement 
tested the layer affected by field-induced structural changes (see Fig. 3b) showing lower hardness and 
decreased Young’s modulus. 
 
 
 
Fig. 2 Measurements of (a) Hardness H and (b) Young’s modulus E normal to the (001) plane depending on contact depth 
h
c
 and applied voltage. The respective lines are quadratic and linear fits used to obtain the data in table 1. (Online color at 
www.crt-journal.org) 
 
 
 
Fig. 3 Schematic model (not to scale) for the near-surface layers in SrTiO3 (a) without applied field and (b) with oxygen 
vacancy redistribution in the electric field. The top electrode is sketched by a black bar above the perovskite-type crystal 
with dislocation lines acting as fast diffusion paths for oxygen. The unit cells used for DFT analysis are highlighted by 
black boxes. Initially, the surface region (marked in purple) is rich in oxygen vacancies (a). They are moved to a layer 
formed at least 20 nm below the surface (purple area) by applying a positive voltage to the top electrode, resulting in 
reduced hardness and elasticity of this layer measurable by nanoindentation (b). (Online color at www.crt-journal.org) 
 
Table 1 Values of hardness H and Young’s modulus E normal to the (001) plane at a contact depth h
c
 of 
150 nm determined by fitting the experimental data as shown in figure 2 (errors are given by 95 % confidence 
intervals). 
 
Measurement H150nm (GPa) E150nm (GPa) 
0 V before 9.59 ± 0.07 227.6 ± 1.1 
400 V 9.00 ± 0.10 217.1 ± 2.6 
0 V after 9.74 ± 0.22 228.3 ± 6.8 
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This suggested picture was theoretically examined by density functional theory (DFT) calculations using the 
ABINIT pseudopotential code [15]. We employed LDA Teter “extended norm-conserving” potentials on a 
8×8×8 Monkhorst-Pack k-point grid with 823 eV kinetic energy cutoff. The calculated total energies E for 11 
different unit cell volumes V with relaxed atomic coordinates ranging ±5 % around the minimum of the E(V) 
curve were fitted by the Birch-Murnaghan equation of state [16], giving the bulk modulus B. The elastic 
parameter c11 was obtained with a quadratic fit of the total energy variation under unidirectional strain of up to 
ε = ±2 %. Thus, for cubic symmetry the elastic constant c12 and Young’s modulus E<100> for the direction of 
tension can be evaluated [17] as presented in table 2. The errors are given by the standard deviations of the fits 
applied and are relatively smaller for B, because an additional fitting parameter in the Birch-Murnaghan 
equation accounts for the asymmetry. 
 
Table 2 Calculated values for the elastic constants of ideal SrTiO3 and for the vacancy model with all lattice 
parameters doubled and one oxygen atom missing in the centre of this supercell. 
 
Quantity Ideal SrTiO3 Vacancy model 
c11 (GPa) 413.6 ± 9.0 398.6 ± 9.2 
c12 (GPa) 110.3 ± 4.7 103.9 ± 4.9 
B (GPa) 211.4 ± 0.1 202.1 ± 0.2 
E<100> (GPa) 367.2 ± 13.3 355.6 ± 13.6 
 
The oxygen-deficient state was simulated by a supercell with doubled lattice parameter in each direction and 
one oxygen atom missing in its centre (see black box in figure 3b) resulting in tetragonal lattice symmetry for 
the supercell. This is due to the tetragonal oxygen site symmetry in SrTiO3 linked to oriented Ti-O bonds. 
Again, the total energies for 11 cell volumes were calculated including structural relaxation to evaluate the 
bulk modulus B with calculation parameters as before, but on a 4×4×4 Monkhorst-Pack k-point grid. Due to 
the tetragonal symmetry, another elastic constant c33 = (375.7 ± 9.6) GPa has to be considered [17], which is 
smaller than c11 and therefore relates to a weakening of the structure in the tetragonal direction. In contrast, the 
elastic constant in the two perpendicular directions (c11) is equal for ideal and vacancy-containing SrTiO3. 
Since the average oxygen coordination remains cubic within the overall vacancy structure, the mean value of 
c11 and c33, both obtained from unidirectionally strained cells, was used to calculate the pseudo-cubic c11, c12 
and finally E<100> for the vacancy model given in table 2. 
The experimentally determined values of hardness and Young’s modulus in the zero-voltage state 
correspond well with the nanoindentation experiments carried out by Bernard et al. [12] on SrTiO3, yielding 
average values of Young’s modulus of E = (225 ± 14) GPa and of the Meyer hardness of H = (9.5 ± 1.3) GPa. 
Experiments of Paufler et al. [18] for different crystal orientations resulted in a hardness ranging from H = 
11.5 GPa to 12.2 GPa. Young’s modulus can also be derived from single crystal data of the elastic compliance 
[19] giving E<100> = 1/s11 = (265 ± 2) GPa for the <100> direction of SrTiO3. 
The calculated Young’s modulus seems comparatively high, but a comparison of different DFT approaches 
with Hartree-Fock data [20] reveals that trends are well obtained with all calculation methods. Therefore, in the 
present case, the results might not coincide with the experiment absolutely, but, they give a reliable estimate of 
the relative changes due to the oxygen redistribution. Since different experimental data are cited in the 
literature (see paragraph before), only relative values should be taken into account. Summarizing, we measured 
a hardness decrease of 6.2 % and a reduction of Young’s modulus by 4.6 % (cf. Table 1) compared to a 
theoretical prediction of 3.2 % for one oxygen vacancy per eight unit cells (cf. Table 2). 
Typically, in indentation experiments a decrease of hardness with increasing indentation depth is observed. 
This is related to an increasing possibility of encountering material defects or a surface layer hardened by 
polishing [21]. Paufler et al. [18] gave the similar argument that mobile dislocations are only available in 
macroscopic indentation depths, so that SrTiO3 is stronger at the nanometer scale. We observed a maximum 
hardness at a depth of about 135 nm nearly independent of the applied electric field. This might be explained 
by a superposition of a distorted surface region with reduced hardness and the typical behaviour of decreasing 
hardness for increasing indentation depth. 
The known effect of electro-plasticity in semiconductors [22] needs to be clearly distinguished from the 
present results because the underlying structural rearrangements contradict the latest theory of the electro-
plastic effect based on charged surface states [23]. However, no definite explanation of this effect can be found 
in the literature, even its existence is doubted [24]. Since indenter and sample surface were grounded in our 
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experiments, there was no electric potential difference between them and, hence, the electro-plastic effect 
should not occur. 
4 Conclusion 
We found a remarkable influence of an electric field of 8 kV/cm on the mechanical properties of SrTiO3 at 
room temperature, giving rise to a reversible decrease of Meyer hardness and Young’s modulus by 0.6 GPa 
and 11 GPa, respectively. This was attributed to a redistribution of oxygen vacancies in subsurface layers of 
the specimen. Using DFT calculations, their impact on Young’s modulus was evaluated to have the appropriate 
magnitude. As a result, oxygen vacancies, which are common defects in perovskite-type oxides, play a crucial 
role in such materials, influencing nearly all material properties including hardness and elasticity. 
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Abstract Motivated by the successful use of strontium ti-
tanate with different doping metals for memory cells on the
basis of resistive switching and the recent findings on the
major importance of oxygen vacancy redistribution in this
compound, the present work shows the possibility of a non-
volatile resistance change memory based on vacancy-doped
SrTiO3. The formation of corresponding metal/SrTiO3 − δ
junctions (δ > 0) in an electric field will be discussed as well
as the switching between ohmic and Schottky-type contact
behavior. A notable hysteresis in the current–voltage char-
acteristics is used to carry out Write, Read, and Erase op-
erations exemplifying the memory cell properties of such
junctions. But whereas the electric field-induced formation
of Schottky-type junctions is explainable by oxygen vacancy
redistribution, the resistive switching needs to be discussed
in terms of vacancies serving as electron trap states at the
metal/oxide interface.
1 Introduction
Resistive switching is in the focus of current research be-
cause of its potential application as non-volatile resistance
H. Stöcker () · M. Zschornak
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random access memory [1–3]. The main advantage of this
technique would be the non-volatile character in combina-
tion with simple layout, small cell size, and fast switch-
ing speed. Other mechanisms for memory cells including
phase change memory and programmable metalization cells
are quite comparable to this approach. Used materials are
mainly oxides with perovskite-type of structure, however,
the connection to the microscopic origin of resistive switch-
ing is still a subject of discussion. At the moment, there are
at least four mechanisms communicated in literature [2, 4,
5]:
1. phase transition of the perovskite-type of structure be-
tween an insulating and a conducting state [6–8],
2. alteration of the potential barrier formed at the interface
between oxidic semi-conductor and metallic electrode [9,
10],
3. formation and degradation of conducting filaments or
channels through the crystal connecting the electrodes [3,
11, 12],
4. field-induced emission of trapped carriers and refilling of
trap sites near the interface [13, 14].
All of these mechanisms are explained to be induced by an
electric field and reversible upon reversal of the voltage di-
rection.
This variety of explanations is maybe due to the diversity
of used materials. Therefore, we want to confine ourselves
to studying strontium titanate serving as a model system for
the perovskite-related oxides. While crystalline strontium ti-
tanate (SrTiO3) is mainly used as substrate material, its high
dielectric permittivity makes it also an interesting material
for electronic applications. Pure SrTiO3 under ambient con-
ditions is characterized by a perovskite-type cubic structure
with a lattice parameter of 3.905 Å and exhibits no crystal-
lographic phase transitions down to a temperature of 105 K.
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Nevertheless, already slight modifications of the structure
may lead to ferroelectricity even at room temperature [15–
18].
Resistive switching is found in SrTiO3 thin films [12,
19] as well as Cr-doped SrTiO3 [11, 13, 14, 20], La-doped
SrTiO3 [21], and Nb-doped SrTiO3 [4, 5, 22–24]. Conclud-
ing, it is not limited to either single- or poly-crystalline sam-
ples but somehow relies on doping of the material. As al-
ready explained, the effect can also be found in several other
oxides with perovskite-type of structure [6–9, 25–28].
The role of oxygen vacancies V••O (Kröger–Vink nota-
tion) as doping agent in SrTiO3 or perovskite-related mate-
rials in general can be discussed in terms of defect chem-
istry [29]. Being the most mobile defect in pure SrTiO3,
oxygen vacancies can easily be created by thermal treat-
ment in oxygen-deficient atmosphere. As they are usually
charged positively, their redistribution may be achieved by
external electric fields [30]. Furthermore, a charge compen-
sation by free electrons is necessary so that conductivity in-
creases with the density of oxygen vacancies [29].
Recent in situ experiments have shown substantial mod-
ifications in the near-surface region of SrTiO3 exposed to
an electric field at room temperature. Reversible structural
changes have been observed by x-ray diffraction [31], sim-
ulated by an inter-growth of SrO layers [32] and might be
used in the field of adaptive x-ray optics [33]. Also, me-
chanical properties are tunable [34]. The vital contribution
of oxygen vacancy redistribution underneath the anode was
confirmed by the measurement of a Ti valence change using
the x-ray absorption near edge structure method [35].
The present paper is going to investigate the preparation
of vacancy-doped SrTiO3 as a non-volatile memory cell ma-
terial and will deal with the influence of formation, i.e. ap-
plication of electric fields, on the electric characteristics.
2 Materials and methods
All samples were pure SrTiO3 single crystals of 10 ×
10 mm2 size in (100) orientation obtained from CrysTec
GmbH, Berlin. To introduce a specific amount of oxygen
vacancies into the samples, they were annealed at a temper-
ature of 900◦C in a tube furnace under vacuum conditions at
a maximum pressure of 2×10−6 mbar for different time du-
rations (see Table 1 for an overview). This reduction process
modifies the oxygen stoichiometry of surface and bulk due
to enhanced oxygen diffusion at the elevated temperatures
applied.
Afterward, electrodes were evaporated using physical va-
por deposition. This method evaporating low-energy metal
particles heated in a tungsten crucible was chosen to prevent
implantation of metal atoms during deposition. The elec-
trodes consist of one back side contact of 9 × 9 mm2 tita-
Table 1 Sample preparation overview
Sample Thickness Front side contact Annealing time
S1 0.1 mm Au, 9 × 9 mm2 0 h
S2 0.25 mm Au, 3.5 × 3.5 mm2 1 h
S3 0.25 mm Au, 3.5 × 3.5 mm2 10 h
S4 0.1 mm Au, 9 × 9 mm2 20 h
Table 2 Parameters used for Write, Erase, and Read
State Applied bias voltage Duration of state
Write +5 V 5 s
Erase −5 V 5 s
Read +2 V 1. . . 5 s
nium and a front side contact of gold or silver, which was of
equal size or 3.5 × 3.5 mm2 (see Table 1).
Aim of the formation is tuning of the resistive proper-
ties of the samples by applying an electric field of specific
strength for given periods of time. Measurements of the
current–voltage data (I–V curves) and the formation of the
samples were carried out using a Keithley 238 source mea-
surement unit combined with a contacting device. Therein,
the holohedral backside contact was directly put on a cop-
per plate and the front side contact was connected with a
small copper pin (see inset of Fig. 3 for schematic setup).
For recording I–V curves, voltage sweeps were performed,
starting at a voltage of −5 V, rising to a maximum of +5 V
in steps of 0.05 V, and returning to the start voltage with
equal step size.
Testing of the memory cell properties was carried out
on the basis of Write, Erase, and Read voltages determined
from the measured I–V curves. The cycle of writing a
bit, reading, erasing, and reading again was realized using
a Keithley 487 picoammeter/voltage source together with
a Keithley 2000 multimeter. Three different voltages for
writing, erasing, and reading were provided by the voltage
source (see Table 2). A small Labview program has been
written to set these bias voltages for the given periods of
time and to record current data.
3 Results
3.1 Annealing
In the following, the current–voltage characteristics of dif-
ferent vacuum-annealed samples will be discussed. For rea-
sons of comparability, the absolute values of the current for
the differently annealed samples are presented (see Fig. 1).
Reduction times from 0 to 20 h led to metal/SrTiO3 con-
tacts with ohmic behavior with the exception of sample S3
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Fig. 1 Current–voltage
characteristics for different
annealing times at a temperature
of 900◦C under vacuum
conditions. For comparison,
a curve for a 0.05 mm thick, 5 h
annealed sample with Ag front
side contact is shown (Ag)
(tempered for 10 h) that shows clear Schottky behavior. Ex-
planation for this might be a comparatively longer storing
time in air before metal contact deposition, allowing for re-
oxidation of the topmost reduced surface layers.
Inspecting the positive voltage branch of the I–V curves
in Fig. 1, the highest conductivity was achieved by sample
S4 annealed for a time duration of 20 h, i.e. the sample pos-
sessing the highest oxygen vacancy concentration. The low-
est conductivity was measured for sample S1 that was not
annealed. All samples show conductivities that increase ac-
cording to their annealing times. For comparison, a sample
with front side contact made of Ag instead of Au is shown.
The 5 h annealed sample with Ag front side contact pos-
sesses a slightly lower conductivity than the 1 h reduced
sample with Au contact. Therefore, the curves confirm the
vital influence of annealing time and electrode material.
3.2 Formation
The formation of the SrTiO3 single crystals with evaporated
gold contacts was performed using five different bias volt-
ages. At every voltage, formations were carried out for time
durations of 30, 60, 120, 300, and 600 s in this order. While
applying the formation voltage, the current flowing through
the bulk was recorded. At the beginning and end of each
formation run, several I–V curves were taken.
The time dependence of the conductivity during forma-
tion was investigated using sample S3 (see Fig. 2). It can be
clearly seen that the conductivity increased with time when
applying a bias voltage to the SrTiO3 single crystal. We ob-
tained the strongest increase during the first sweep with a
bias voltage of 10 V. The second cycle at 20 V showed a
further but weaker rise of conductivity. There was no signif-
icant difference comparing voltages of 50, 70, and 100 V.
In other words, we found an increase of conductivity with
formation time and a maximum voltage after which no fur-
ther conductivity increase can be achieved by increasing the
electric field strength.
An explanation can be found on the basis of the modifi-
cation of the near-surface region. The positive bias at the an-
ode leads to the attraction of O′′ ions (Kröger-Vink notation)
present in the SrTiO3 lattice. Due to the electric field, the
O′′ ions move to the Au/SrTiO3 interface, probably along
conducting channels or other defects in the crystal structure
[2, 3]. Another picture is an electrochemical reaction at the
surface between disturbed SrTiO3 surface and metal elec-
trode. At bias voltages of 50, 70, and 100 V, the conductivity
remained constant, because the structural modifications near
the surface were completed.
Regarding Fig. 2 in detail, it is obvious that the form-
ing process was revoked when I–V curves were measured
at the end of a formation run. Involving sweeps from neg-
ative to positive voltages and vice versa, the I–V measure-
ments continuously changed the direction of O′′ movement
and consequently destroyed conductive regions. Thus, the
conductivity decreased after I–V measurements as can be
seen from the steps after every formation period in Fig. 2.
3.3 Hysteresis
Two characteristic I–V cycles measured before and after
formation of sample S4 are given in Fig. 3. It can be clearly
seen that the I–V curve recorded at the beginning corre-
sponds to a linear current–voltage dependence, whereas the
last I–V curve is characteristic for a Schottky junction. Fur-
thermore, a clear hysteresis in the latter curve is observable.
After calculating resistances from the current values, the
lower branch can obviously be called “high resistance state”
(HRS) and the upper branch “low resistance state” (LRS).
P7. Formation of Schottky-type metal/SrTiO3 junctions 105
DOI: 10.1007/s00339-010-5848-0
440 H. Stöcker et al.
Fig. 2 Time-dependence of the
electric conductivity σ for
applying increasing voltages
(sample S3). Consecutive
formation times were 30 s (1),
60 s (2), 120 s (3), 300 s (4), and
600 s (5)
Fig. 3 Characteristic I–V
curves before and after
formation in an electric field
(sample S4). Inset shows
contacting scheme for voltage
application and current
measurement
Such behavior has been observed for several samples in-
cluding S2 and S4. For untempered crystals like sample S1
without intentionally increased vacancy concentration, the
I–V characteristics remained ohmic even after several hours
of formation. For sample S3, the Schottky-type behavior that
was present right from the beginning, remained basically un-
changed during formation.
The development of Schottky-type behavior and hystere-
sis have been studied by several I–V scans interrupting the
formation procedure after every 600 s as shown in Fig. 4. To
quantify Schottky-type behavior, the relative current I−/I+
was calculated from the current values at voltages of ±5 V
for every measured curve. For an ideal Schottky junction
I−/I+ would be 0 and a perfect ohmic contact would re-
sult in I−/I+ = 1. As a measure for the hysteresis in the
curves R/R = (RHRS − RLRS)/RLRS was chosen. The re-
sistance value RHRS was calculated from the voltage sweep
−5 V → +5 V and RLRS was extracted from the +5 V →
−5 V sweep at voltages of ±2 V resulting in two values for
R/R, namely at +2 V and −2 V.
The development of the relative current I−/I+ in Fig. 4
shows two competing trends: Every formation step (F1–F5)
leads to a reduction of I−/I+ from the initial value of 1, i.e.
ohmic behavior, toward 0, i.e. Schottky behavior. In con-
trast, the measurements consisting of voltage sweeps be-
tween −5 V and +5 V and back (indicated by markers) lead
to an increase of I−/I+ indicating a formation in opposite
direction induced by the current flowing during the measure-
ment.
Comparing the resistance changes R/R with the rela-
tive current values I−/I+ in Fig. 4, the behavior is compara-
ble in total but different in detail. A formation cycle always
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Fig. 4 Characteristic values
extracted from I–V curves for
five consecutive formation
cycles (F1–F5) at 50 V of 600 s
duration (sample S4). Given
quantities are the relative current
I−/I+ measured at voltages of
±5 V and the resistance change
between forward and backward
cycle R/R at ±2 V. Measured
values are connected by lines as
a guide to the eye
Fig. 5 Time-dependence of the
electric current during a special
bias voltage program according
to Table 2 (sample S4)
leads to a decrease of I−/I+ and in most cases increases
R/R what might be regarded as a coupling between the
development of Schottky contact and resistive switching.
Having a detailed look, the influence of the I–V cycles on
the resistance change R/R is much more pronounced as
the described increase by formation; especially, the second
measurement after each formation leads to a strong increase
of R/R, however, subsequent measurement steps may also
lead to a degradation. Comparing positive and negative read-
ing voltages, i.e. R/R at +2 V and −2 V, a close corre-
lation of both values is obvious with R/R(−2 V) always
being about a factor of 3 smaller than R/R(+2 V) what
might be correlated to the Schottky-type characteristics of
the junction.
3.4 Resistive switching
Using the resistance behavior under different bias polariza-
tions, sample S4 was subjected to a special bias voltage pro-
gram as described in Table 2 to achieve switching between
HRS and LRS. In Fig. 5, the current-time dependence is il-
lustrated as well as the applied bias voltage program. The
current during Erase is much lower as during Write what is
to be expected for a Schottky junction.
The following Fig. 6 displays the current for the Read
cycles at a reading voltage of +2 V after writing the
metal/SrTiO3 junction with +5 V and erasing with −5 V.
The difference between HRS and LRS is clearly observable
and results in a resistive switching magnitude of R/R ≈
1.5%. The reading time was about 1 s but might surely be
chosen shorter.
Inspecting the current behavior in Fig. 6, it is easily seen
that the current increases with continuing reading cycles.
This applies for Read after Write as well as after Erase,
therefore having no influence on R/R. Shorter reading
times would have the benefit of limiting this rise of current
induced by reading cycles.
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Fig. 6 Differences in electric
current measured at a reading
voltage of +2 V after erasing at
−5 V and writing at +5 V
(sample S4, compare Fig. 5)
4 Discussion
4.1 Influence of preparation
The influence of the annealing time on the electric proper-
ties is exemplified by the change of I–V curves as given in
Fig. 1. The low oxygen partial pressure during annealing led
to a loss of oxygen in the SrTiO3 crystals. With the oxygen
vacancies carrying positive charge, this is followed by the
accumulation of electrons in the conduction band of SrTiO3.
For this reason, the electric conductivity is a function of the
oxygen partial pressure during temperature treatment.
Experimental studies on the work function give the fol-
lowing picture of the SrTiO3 energy band positions: The
conduction band minimum is located ∼4.2 eV below the
vacuum level and the band gap is ∼3.3 eV leading to a va-
lence band maximum of ∼7.5 eV below vacuum [36]. In-
troducing oxygen vacancies V••O generates n-type semicon-
ducting crystals because of additional charge-compensating
electrons e′ at donor states closely below the conduction
band. Accordingly, the Fermi energy is expected to be
∼4.3 eV below the vacuum level, i.e. right underneath the
conduction band minimum [36].
Comparing this to the metal work functions of ∼4.3 eV
for titanium and ∼5.1 eV for gold [2], it seems obvious that
the back side Ti contact shows ohmic behavior and the front
side Au contact is of Schottky type. Nevertheless, we have to
consider that the oxygen vacancies are not homogeneously
distributed over the whole sample, i.e. there are distinct dif-
ferences between the bulk of the crystal, the near-surface
region and the interface with the metal electrodes. It was
shown that SrTiO3 surfaces or clusters rich in oxygen va-
cancies possess additional states near the middle of the band
gap [12, 15]. In our case, such states should be present after
vacuum annealing, therefore, preventing Schottky behavior
of the junctions.
The ohmic characteristics obtained after preparation (see
Fig. 1) are in accordance with this explanation. Only sam-
ple S3 exhibited Schottky behavior right from the beginning
what can be explained by a re-oxidation of the topmost re-
duced surface layers in air before metal contact deposition.
4.2 Influence of formation
In SrTiO3, redistribution of oxygen vacancies due to an elec-
tric field has early been confirmed using electrocoloration
experiments [30] and even the generation of superstructure
Ruddlesden Popper phases near the surface at elevated tem-
peratures [37] and in electric fields [33] has been discussed
in literature. Hence, the observed switching between ohmic
and Schottky behavior on time scales of minutes might be
attributed to the redistribution of oxygen vacancies near the
SrTiO3 surface driven by the applied electric field.
Switching between ohmic and Schottky behavior due to
formation (see Fig. 3) strongly depends on the formation
cycle (see Fig. 4). The character of metal/oxide junctions,
however, is mainly related to the differences of the work
functions or Fermi energies of metal and oxide at the inter-
face [29]. As already explained, additional oxygen vacancy
induced interface states can pin the Fermi energy near the
middle of the band gap. Therefore, the Au/SrTiO3 contact
is initially of ohmic character. During formation, the elec-
tric field mediated redistribution of oxygen ions O′′ at the
Au/SrTiO3 interface eliminates oxygen vacancies V••O that
were induced in a high concentration at the surface during
temperature treatment. By this electrochemical reaction, the
additional surface states disappear and the junction switches
to Schottky character as expected from the Fermi energy lev-
els without surface states.
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4.3 Mechanisms for resistive switching
Characteristic for resistive switching is a hysteresis found
in I–V curves (see Fig. 3). In the present case, it exists for
positive and negative voltages as shown in Fig. 4 but only
exhibits a weak correlation to the development of Schottky-
like behavior. Apart from that, we were able to exemplify
the use of the prepared oxygen-deficient SrTiO3 samples as
a non-volatile resistive switching memory cell (see Figs. 5
and 6).
As the hysteresis is not vitally dependent on the Schottky-
type character of the junction (see Fig. 4), oxygen diffusion
in the samples might not be the correct explanation for re-
sistive switching at metal/SrTiO3 junctions. Because of the
polarity independent character and the strong variations in
R/R induced by changing polarity of the applied voltage
(see Fig. 4), a mechanism based on charge redistribution in
the electric field is more favorable.
It was shown that a very basic model, assuming near-
surface and bulk “domains” with fixed number of states and
distinct transition coefficients, is sufficient to explain most
features of resistive switching [38]. In this model, an exter-
nal electric field moves charge carriers from top to bottom
domains and vice versa depending on polarity, where they
are stored when the field is switched off. The stored carriers
then account for the hysteresis in the I–V curves measur-
able at lower voltages.
Relating this simple model to real setups, it is obvious
that field-induced emission of trapped carriers and refilling
of trap sites near the interface (no. 4 in Sect. 1) is the most
favorable explanation for resistive switching. Then the fixed
amount of trap sites accounts for the given number of states
in the domains and the difference of surface and bulk do-
mains reflects the increased number of trap sites at the inter-
face, i.e. the crystal surface. This model was confirmed by
several experimental studies [4, 13].
In our case, the trap sites are represented by oxygen va-
cancies V••O that are positively charged and, therefore, trap
electrons. As a consequence of the annealing process in vac-
uum, their number is especially high at the interface, i.e. the
former surface. Application of external voltages then drives
the electron redistribution that explains the changes in junc-
tion resistance according to the model [38]. Additionally, the
oxygen vacancy generation and elimination, leading to re-
sistance changes during formation, can now be discussed as
generation and elimination of trap sites.
The most competing explanation for resistive switching
is the formation and degradation of conducting filaments
through the crystal (no. 3 in Sect. 1). But switching between
different conductive states in Cr-doped SrTiO3 was demon-
strated at a temperature of 4 K [14]. Thus, thermally acti-
vated processes as, e.g. oxygen-vacancy migration, cannot
be an origin of resistive switching. The exclusion of oxy-
gen diffusion makes the formation of conducting filaments
impossible and the observed effects need to be discussed
by carrier injection from trap sites at the Schottky barriers.
The mechanism based on phase transitions (no. 1 in Sect. 1)
may be excluded because of the same argument that resistive
switching is possible at low temperatures without diffusion.
Furthermore, the experiments on Cr-doped SrTiO3 showed
a linear scaling of the current with decreasing electrode size
[14], therefore, eliminating grain boundary effects as source
of resistive switching.
The alteration of the potential barrier at the interface be-
tween oxide and metal electrode (no. 2 in Sect. 1) may not
be regarded as a source of resistive switching but as a con-
sequence of the trap site model. As filling and emptying of
trap states result in different positions of the Fermi energy
in the band gap, also the Schottky barrier height is affected.
Different resistance states are then explainable by tunable
tunneling probabilities.
This discussion can be extended toward metal/oxide
bonding at the interface. As differently prepared SrTiO3
surfaces lead to variations in bonding-type to noble metals
[39], this might also be true comparing low and high resis-
tance state of the discussed Au/SrTiO3 junctions. Because
those resistance states depend on the amount of electrons in
the near-interface oxygen vacancy trap states, the interfacial
bonds may be influenced. Hence, we propose an additional
model for resistive switching based on an electron concen-
tration dependent switching of the bonding between elec-
trode and SrTiO3 surface atoms. Thus, different transition
resistances of the interface relate to switching of the bonds.
5 Conclusion
In summary, we were able to show that vacancy-doped
SrTiO3 can exhibit a transition from ohmic to Schottky-
type characteristics when the junctions are subjected to a
formation for times of several minutes in an electric field.
An observed hysteresis of the I–V curves was sufficient to
demonstrate a resistance change of R/R ≈ 1.5%. Minia-
turization of the presented setup offers an easy way to design
future non-volatile resistance change memory cells with all
desired advantages.
Regarding the processes for formation of Schottky junc-
tions and resistive switching, a clear distinction has to be
drawn. Whereas the development of Schottky-like behavior
is due to oxygen vacancy redistribution in the electric field
applied, the resistive switching phenomenon is more likely
an expression of different interface states due to electron re-
distribution in oxygen vacancy induced trap states. This led
us to a new picture comprising field-induced switching of
the interfacial metal/SrTiO3 bonds.
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A (001) SrTiO3 wafer has been investigated in situ at room temperature under application of a static
electric field of varying polarity by fluorescence x-ray absorption near edge structure (XANES) analysis at
the Sr-K and Ti-K absorption edges. The XANES spectra show a clear shift of the Ti-K absorption edge
energy. The shift is attributed to a change of the Ti valence state in a volume invoked by diffusion of the
oxygen ions and vacancies. No shift was observed for the Sr-K absorption edge energy. Theoretical
calculations support these findings.
DOI: 10.1103/PhysRevLett.102.087601 PACS numbers: 77.84.Bw, 61.05.cj, 66.30.Qa, 71.55.i
During the last decade, extensive investigations have
focused on ferroelectric, ferromagnetic, and ferroelastic
materials [1]. Their ferroic properties arise from a sponta-
neous long-range ordering of, e.g., electric dipoles or
magnetic moments or strained orientation domains.
Important characteristics of these materials are, e.g., high
dielectric constants, piezo- or pyroelectricity or giant mag-
netoresistance. A coupling of at least two ferroic proper-
ties, named multiferroicity, allows for a large diversity of
upcoming applications, e.g., microelectromechanical sys-
tems, magnetoelectric transducers, microwave electronics,
ferroelectric field effect transistors, as well as data storage
and random access memory devices [1–4].
Among ferroic or multiferroic materials, oxides with
perovskite-type structure have gained great importance.
To maintain structural integrity, they are mostly grown
epitaxially. SrTiO3 (STO) is widely used as a substrate
material due to its compatible lattice parameters, structure,
and comparatively low chemical reactivity [3]. Pristine
STO is characterized by a perovskite-type cubic structure
[lattice parameter a0 ¼ 3:905 A at room temperature
(RT)] [5] and exhibits no crystallographic phase transitions
down to a temperature of 105 K and no ferro- or piezo-
electric behavior down to helium temperatures [6].
The growth as well as processing of oxide single crys-
tals, such as STO, introduces a specific density of Schottky
point defects. Although several defect reducing approaches
are utilized, in particular, near-surface regions still exhibit
a distorted structure [3,7]. Essentially oxygen vacancies,
introducing lattice distortions and charge carriers, show a
strong impact on structural and electronic properties, e.g.,
phase transitions, ionic conductivity, and resistance switch-
ing [8,9].
In comparison with the ideal crystal structure, a statis-
tical distribution of oxygen vacancies in STO results in an
expansion of the average cubic unit cell [10]. However,
they can also arrange periodically forming linear or planar
defects causing the formation of intergrowth structures
[11]. Hence, specific well-defined oxygen-deficient te-
tragonal phases, i.e., SrTiO3- and SrTi1-xO3-y [x¼1=ðnþ
1Þ, y ¼ 2=ðnþ 1Þ, n ¼ 1; 2; . . . ], can be formed [12,13].
Application of a static (dc) electric field to a STO crystal
results in a redistribution of oxygen vacancies and subse-
quently in structural changes. Early experiments revealed
ionic conductivity in STO and the influence of a dc electric
field thereon [14]. It has been suggested that either oxygen
vacancies or SrO complexes gain an enhanced diffusion
coefficient when transported along dislocation lines or
planar defects [9,15]. Recently, for (001) STO wafers we
have found a reversible change of the x-ray reflection
profiles using wide-angle x-ray diffraction under applica-
tion of a dc electric field at RT [16]. This phenomenon has
been attributed to structural variations observed beneath
the anode (usually at the as-cut unpolished side) and prom-
ises application in the field of adaptive x-ray optics [17].
In the present report we focus on the characterization of
the near-surface structure of STO under the influence of an
electric field. We performed dedicated fluorescence x-ray
absorption near edge structure (XANES) investigations at
the Sr-K and Ti-K absorption edge of a (001) STO single-
crystal plate (supplied by Crystec GmbH, Germany, etched
withNH4F buffered HF) at RT in situ under the influence of
a dc electric field. The measurements were carried out at
beam line C (CEMO) [18] of the Hamburger Synchrotron-
strahlungslabor (HASYLAB) at Deutsches Elektronen-
Synchrotron (DESY) using grazing incidence of the excit-
ing x rays. This experiment allows investigating changes of
the valence states of the Sr and Ti atoms based on the
binding energy of the resonantly excited 1s K-shell elec-
trons. The STO crystal plate (size 10 10 0:5 mm3)
used for this experiment was coated with W electrodes
(thickness t  70 nm) on top of B4C diffusion barriers
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(t  30 nm) on both sides of the plate, so that a voltage of
U ¼ 500 V, corresponding to an electric field strength of
Ez ¼ 106 V=m, could be applied (see Fig. 1). The elec-
tric field was applied for 115 min (U ¼ þ500 V) and
19 min (U ¼ 500 V) in case of the Ti and at least 3 times
longer in case of the Sr-K XANES measurements. The
voltage source used (Physik Instrumente E-507) ensured a
constant voltage and thus a constant electric field over
time. The electric current through the sample, monitored
throughout the whole experiment, increased generally but
remained below 107 A. A detailed description of the
behavior of the electric current will be given elsewhere.
The XANES spectra were collected repeatedly using a
fixed-exit Si (111) double crystal monochromator [19]
for an energy range of the exciting photons of E ¼
16 000 . . . 16 150 eV and E ¼ 4960 . . . 5000 eV (Sr-K
and Ti-K absorption edge) with an energy step width of
E ¼ 0:5 eV and E ¼ 1 eV, respectively. An angle of
incidence ! ¼ 0:15 was chosen to probe the distorted
near-surface region (attenuation depth of about 200 and
20 nm for Sr-K and Ti-K edge energies of x-ray radiation,
respectively) with most significance. An energy resolving
solid state detector (Kevex PSI) was arranged perpendicu-
lar to the plane of scattering so that the fluorescence yield
IF could be collected in the direction of the polarization
vector of the synchrotron radiation enhancing the signal-
to-noise ratio. XANES spectra were obtained by integra-
tion of the fluorescence spectra over energy ranges of
interest (ROI) 13.3. . .15.3 keV (Sr-K) and 4.3. . .5.0 keV
(Ti-K), respectively, and normalization relative to the
primary beam intensity. Calibration of the energy scale
was done by testing absorption edge energies of several
metal foils. The exciting photons were guided through an
evacuated (p < 106 mbar) beam guide. Three different
XANES spectra were recorded, one in zero-electric field
and two during application of the electric field with differ-
ent polarity. After every change of the electric field
strength, a realignment procedure was performed to correct
for height and tilt changes of the irradiated sample surface,
both caused by the electric field [20].
For the investigated side, the in situ XANES spectra
exhibited no differences within the estimated error in the
case of the Sr-K absorption edge [Fig. 2(a)] indicating an
unchanged or at most marginally affected valence state of
the Sr atoms under the influence of the electric field
applied. In case of the Ti atoms a significant shift of the
Ti-K absorption edge energy (determined by the maximum
of first derivative of IF;normðEÞ which was fitted with a
Gaussian profile) of ð1:29 0:06Þ eV due to the electric
field was observed [Fig. 2(b)]. In particular, the voltage
applied to the sample surface increased (U ¼ þ500 V) or
decreased (U ¼ 500 V) the Ti-K absorption edge energy
within the crystal volume probed in the experiment. In case
of a positive voltage the Ti-K absorption edge energy
shifted to higher values over time with a rate of ð0:005
0:001Þ eV=min . Within the time period investigated
(115 min) no plateau was observed. The short duration of
the electric field application with negative voltage (19 min)
did not allow elucidating the time dependence.
A rather qualitative interpretation of the results can be
drawn in terms of ionic conductivity. The near-surface
+SrTi O3
W
B C4
oxygen vacancies
W
ω
FIG. 1 (color online). Schematic representation of the experi-
mental setup with incident angle ! of the exciting x rays.
(b)
(a)
FIG. 2 (color online). XANES spectra for photon energies at
(a) the Sr-K and (b) the Ti-K (ROI: 4.3. . .5.0 keV) absorption
edges under application of a dc electric field. The inset in (a)
gives an enlarged view of the Sr-K absorption edge region. An
exemplary XANES spectrum for the completely integrated en-
ergy range (ROI: 3.1. . .8.5 keV) of the fluorescence yield show-
ing the well-known preedge features of Ti is depicted in the inset
of (b).
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region of the unpolished STO plate is considered to contain
an increased amount of oxygen vacancies. By applying a
voltage of positive polarity to this distorted surface, oxygen
is forced to migrate from the bulk to the anode so that it
compensates the intrinsic oxygen vacancies at the irradi-
ated near-surface region. Thereby, the coordination of Ti
atoms changes from square-planar or pyramidal (in case of
oxygen vacancy) to octahedral symmetry, the formal Ti
valence state shifts from Tið4Þþ next to a vacancy back to
Ti4þ and the ideal STO structure is recovered in the near-
surface volume probed. Thus, the shift of the Ti-K absorp-
tion edge energy to a higher value in Fig. 2(b) can be
attributed to a filling of oxygen vacancies by oxygen
diffusion mediated by the electric field.
Inversion of the polarity (U ¼ 500 V), i.e., the near-
surface region acts as cathode, reverses the oxygen anion
transport and the Ti-K absorption edge energy decreases,
implying a change of the formal oxidation state from Ti4þ
to Tið4-Þþ [Fig. 2(b)]. The final state at the cathode in-
dicates that the Ti-K absorption edge energy is shifted to
energies lower than that observed for the state without an
electric field. Consequently, more oxygen atoms diffuse
into the bulk material thereby increasing the density of
near-surface vacancies. Referring to previous investiga-
tions planar and line defects are assumed to be the most
significant diffusion paths [9,15,17,21].
Comparing the shift of the Ti-K absorption edge energy
with literature data on various Ti containing compounds
with different Ti oxidation states (shift of 3.83 eV between
formal Ti3þ and Ti4þ) [22], we can note that our data are
consistent with a change of the Ti valence state. In addi-
tion, the form of the XANES spectra at the Ti-K absorption
edge also depends on structural disorder. Comparing the
white line region of the graphs in Fig. 2(b) with the recently
reported spectra in Refs. [23–25] we can state that our
model is consistent with a highly crystalline surface in case
of positive voltage and with a comparatively more per-
turbed surface for negative voltage.
The well-known Ti preedge features are visualized by
using the completely integrated fluorescence spectra [ROI:
3.1. . .8.5 keV, inset of Fig. 2(b)]. However, because of a
low signal-to-noise ratio, these data do not allow for inter-
pretation of changes of XANES spectra induced by appli-
cation of the electric field. Therefore, the limited data
(ROI: 4.3. . .5.0 keV for Ti-K) were used for analysis of
the XANES spectra described above. By using a limited
integrated spectral range, preedge features can disappear
[26] as was observed here [Fig. 2(b)].
In the following we substantiate the qualitative sugges-
tions with a more quantitative approach. Low-lying core
states such as the Ti 1s state can be employed as local
probe for the chemical potential in the vicinity of a given
site. Shifts of such levels are commonly related to changes
of the local crystal potential due to changes of the coordi-
nation geometry or the formal oxidation state [27]. Core-
level shifts are also accessible by all-electron density-
functional calculations and changes of ionization energies
can be obtained and interpreted with this methodology
[28,29].
Here, we model the influence of neutral oxygen vacan-
cies VO on the Ti 1s core level by scalar-relativistic all-
electron local-spin-density-functional (LSDAþU) calcu-
lations with the FPLO-5 code [30]. A supercell with four
SrTiO3 formula units and cell dimensions of a ¼ b ¼ 2a0
and c ¼ a0 was employed and repeated by periodic bound-
ary conditions. An ordered array of oxygen vacancies was
simulated by removing one oxygen atom from this super-
cell (see Fig. 3) resulting in a composition of SrTiO2:75;
i.e., about 8% of oxygen sites are vacant.
This supercell reproduces the favored chainlike accu-
mulation of oxygen vacancies along a h001i direction
obtained in a previous valence-only density-functional
study [31]. For the present calculation we adopted all
numerical settings according to the values established there
[28], especially the on-site Coulomb and exchange terms
with an effective parameter Ueff ¼ 4:46 eV. In the super-
cell each vacancy chain and its periodic replica are at least
7.802 A˚ apart and separated by a volume with ideal bulk-
type structure. Three Ti sites can be distinguished in this
model: Ti1, the most strongly perturbed, square-planar
coordinated neighbor site within the vacancy chain at a
distance dðTi1-VOÞ ¼ 1:95 A and the more distant six-
fold coordinated sites Ti2 at dðTi2-VOÞ ¼ 4:36 A and Ti3
at dðTi3-VOÞ ¼ 5:85 A. As the calculation does not yield
absolute XANES edge onsets, the 1s orbital of the most
bulklike Ti3 atom was employed as an internal standard for
the Ti 1s core level. We obtained a Ti 1s binding energy
reduction of 1.1 eV for the Ti1 atom in the vacancy chain
Sr Ti
oxygen vacancy VO
b
a
O
Ti1
Ti3Ti2
A
B
A
Layer A Layer B
a
c
FIG. 3 (color online). Sketch of the supercell used for the
LSDAþU calculation. The different Ti environments and the
oxygen vacancy are indicated.
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and of 0.3 eV for Ti2. These values reflect very well the
experimentally observed shift of the Ti-K absorption edge
energy and, in particular, the formation of the shoulder-
type XANES in the case of U ¼ 500 V compared to
ideal STO at U ¼ þ500 V. For the Sr 1s binding energy
no prediction can be made because only a unique Sr site
was incorporated in our model. Thus, we ascribe the ob-
served Ti-K absorption edge energy shift to the influence
of O vacancies on the local electronic structure at the
adjacent Ti sites.
In conclusion, XANES measurements proved a shift of
the Ti-K absorption edge energy of STO under applied dc
electric fields, which has not been reported so far to the
best of our knowledge. The results of theoretical calcula-
tions show that such shifts of the Ti-K absorption edge
energy can be caused by oxygen vacancy redistribution.
Taking into account the observed energy shift of the Ti-K
absorption edge, a change of vacancy concentration in the
order of 8% in the near-surface region was estimated. The
Sr-K absorption edge energy, in contrast, is not affected.
These investigations provide new insight into the origin
of the remarkable changes of the properties occurring
in STO in an applied electric field at the atomic scale.
Thus, a controlled switching of the Ti valance gives rise to
a large variety of interesting applications and physical
phenomena, e.g., dedicated valence states for controlled
catalytic behavior on STO surfaces or tuning of super-
conductivity [32] or of insulator-to-metal transition [33].
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This article analyzes electron energy-loss near-edge fine structures of the SrOðSrTiO3Þn ¼ 1 Ruddlesden–
Popper system and of the parent compounds SrTiO3 and SrO by comparison with first principles
calculations. For that, the fine structures of chemical solution deposited Ruddlesden–Popper films have
been experimentally recorded by means of transmission electron microscopy. Moreover, density of
states computations using an all-electron density-functional code have been performed. It is shown that
the appearance and shape of the experimental O–K and Ti2L2;3 fine structure features result from the
crystallography-dependent electronic structure of the investigated oxides, which display technologi-
cally interesting dielectric as well as lattice–structural properties.
& 2009 Elsevier B.V. All rights reserved.
1. Introduction
Layered ternary oxides with the composition AOðABO3Þn
exhibit a large variety of physical properties, among them
thermoelectricity, magnetism, electronic and ionic conductivity
[1–4]. The nature and magnitude of these specific properties can
be modified by the choice of the cations A and B and of the
ABO3:AO ratio n, which depends on the synthesis conditions. For
the standard Ruddlesden–Popper phases with A¼ Sr and B¼ Ti
[5] and for related compounds with two- and four-fold positive
cations recent experiments have revealed excellent thermoelectric
properties upon doping with transition-metal and rare-earth
elements [1,2,6–8]. Magnetism can be introduced by choosing a
magnetic B ion [3,4,9,10]. Charge ordering phenomena with strong
consequences for the electronic conductivity result if the A site is
partially occupied by cations with two different charges, and the B
cation is multivalent [11–13], or if oxygen vacancies are formed in
an oxygen-deficient environment [4]. If B is simultaneously
magnetic and multivalent, one may even arrive at multifunctional
materials, in which the different functions are coupled and
external fields acting on one functionality simultaneously also
affect the other one [14,15].
In the present study we focus on the spectroscopic properties
of the original Ruddlesden–Popper (RP) system SrOðSrTiO3Þn. RP
phases have been suggested as materials for a tunable X-ray
monochromator [16], because earlier X-ray investigations indi-
cated that RP phases reversibly form in an external electric field.
Earlier theoretical studies focused on the stability, electronic and
dielectric properties of the lower members of the series [17,18] as
well as on layered compounds with the parent oxides SrO and
SrTiO3 [19–21]. For the lower members of the series density-
functional-based effective mass calculations exhibit a thermo-
conductivity superior to the one of the parent compounds [22].
Depending on the chemical environment very thin layers of
Ruddlesden–Popper phases can form on the surface of SrTiO3 [23],
yet, such scales are prone to island formation such as TiO2 on
SrTiO3 [24]. Due to the technological complexity of accurate layer-
by-layer growth using molecular beam epitaxy [25] or pulsed
laser deposition [26], chemical solution [27,28] and mechanical
activation synthesis routes [29] have recently attracted attention.
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The chemical solution procedure promises a low-cost route to the
large-scale fabrication of thin films. Imaging in the transmission
electron microscope (TEM) has shown the high regularity of the
crystal structure of the lower members of the series [29].
For an application in an optical device both this regularity of
the layered structure and the concomitant electronic properties
of the film are of key importance. Thus, the present study aims at
evaluating the electronic and spectroscopic properties of such
chemical solution deposited films by a combination of near edge
fine structures in electron energy-loss edges in the TEM and all-
electron density-functional analyses of the corresponding densi-
ties of electronic states. Special focus is on the short- to medium-
range local atomic structure and its influence on the electronic
properties, as recent investigations [30,31] suggest such more
long-range correlations beyond the established fingerprinting
of the first coordination shell [32]. The present study is organized
as follows: after the introduction Section 2 describes briefly the
structure of ðSrTiO3ÞnSrO crystallographic shear phases. The
experimental and computational details are given in Section 3.
Section 4 reports on TEM as well as on computational results,
which are then discussed comparatively. Finally, Section 5 draws
conclusions regarding the consequences for fingerprinting RP
phases.
2. Crystal structure of SrO(SrTiO3)n Ruddlesden–Popper
phases
The parent structures of the RP [5] compounds in the Sr–Ti–O
system are the cubic perovskite SrTiO3 [33] and the cubic rock-salt
type SrO [34]. In a simple model, the crystal structure of the RP
phases SrOðSrTiO3Þn [35] is composed of layers of n SrTiO3 unit
cells that are separated by an additional SrO(0 01) layer. These
structures show tetragonal symmetry with the described layers
perpendicular to the fourfold axis. For the first two members with
n¼ 1 and 2, this is visualized in Fig. 1. In the Sr–Ti–O system, only
the RP phases up to n¼ 3 have been found as thermodynamically
stable regular compounds. From n¼ 4 on pronounced phase
intermixing is obtained [29].
Structure data for the phases used in this paper are presented
in Table 1. Since all atoms of the additional SrO(0 01) layer
experience SrO-type coordination from one side and SrTiO3-type
coordination from the other, these atoms possess an environment
which is unique for the RP phases and which promises potential
for fingerprinting. It may as well be seen as a regularly built-in
extrinsic stacking fault, created by shifting two adjacent SrTiO3
units by a lattice vector (0.5 0.5 0) against each other. Compared
with the cubic phases, the atomic site symmetries are lower
for all sites in the RP phases, and in particular there exist
nþ1 symmetrically inequivalent O sites. The altered atomic
environment leads to distortions of the atomic distances and of
the TiO6 octahedra with respect to the cubic phases. These are
strongest for the RP n¼ 1 phase, however, the distortions here act
equally from both sides on the SrTiO3 layer, leading to a perfectly
tetragonal distortion of the octahedron. Most significant is a
compression of the c axis (perpendicular to the layers) by about
Fig. 1. Drawing of the SrO, SrTiO3, and Ruddlesden–Popper n¼ 1 and 2 crystal structures. The TiO6 octahedra are indicated in black/dark gray. O atoms occupy the corners,
and are not drawn in the RP phases. Ti, occupying the center of the octahedra, were omitted for clarity. Unit cells are outlined. Not to scale.
Table 1
Crystal structure data for SrO, SrTiO3, and RP n¼ 1.
SrO [34]
Space group 225Fm3m
a¼ 5:140 A˚
Atom x y z
Sr(4a) 0 0 0
O(4b) 0.5 0.5 0.5
SrTiO3 [33]
Space group 221Pm3m
a¼ 3:901A˚
Atom x y z
Sr(1a) 0 0 0
Ti(1b) 0.5 0.5 0.5
O(3c) 0.5 0.5 0
RP n¼ 1 [35]
Space group 139 I4/mmm
a¼ 3:889 A˚
c¼ 12:600 A˚
Atom x y z
Sr(4e) 0 0 0.355
Ti(2a) 0 0 0
O1(4c) 0 0.5 0
O2(4e) 0 0 0.152
T. Riedl et al. / Ultramicroscopy 110 (2009) 26–32 27
132 Further Publications as Coauthor
DOI: 10.1016/j.ultramic.2009.09.001
ARTICLE IN PRESS
3% for n¼ 1 compared with the value of c extrapolated from the
cubic phases SrO and SrTiO3. The in-plane lattice constants (a and
b) in the RP phases retain nearly the same values as in SrTiO3,
although the corresponding distances in SrO are significantly
smaller. Thus, the SrO layer is subjected to in-plane tensile stress
which leads to a slight displacement of O of that layer in case of RP
n¼ 1.
3. Methodical details
3.1. Experiment
Thin films of ðSrTiO3ÞnSrO Ruddlesden–Popper phases were
grown on SrTiO3 (0 01) substrates by means of a modified Pechini
process [36]. This method works with a citric acid solution in
which Ti isopropoxide and SrCO3 are dissolved. In our case the
Sr:Ti molar ratio was fixed at 1.75:1. Then, the substrate was dip
coated and dried at 150 3C. After that, temperature regimes of 400
and 700 3C were applied for annealing and crystallization [28]. For
TEM cross-sectional specimens were prepared by the focussed ion
beam lift-out technique at a final ion energy of 5 keV. In addition
to the film samples a SrO reference powder (Alfa Aesar, purity
Z99:5%) was prepared for TEM by grinding and depositing on a
holey carbon film covered copper grid. The TEM investigations
were carried out at a FEI Tecnai F 30 and a Titan3 80–300
transmission electron microscope. Energy-dispersive X-ray spec-
troscopy (EDXS) and electron energy-loss spectroscopy (EELS)
have been performed in the scanning TEM mode at 300 kV using
an Edax EDAM III X-ray spectrometer (at the Tecnai) and a Gatan
imaging energy filter (GIF 200 at the Tecnai and Tridiem 865 at
the Titan), respectively. Whereas the energy-loss spectra collected
at the Tecnai (energy resolution 1.6 eV, dispersion 0.5 eV/channel)
served for the elemental quantification, the high energy resolution
of 0.5 eV at the Titan (dispersion 0.05 eV/channel) was employed
to record the monochromated O–K and Ti2L2;3 electron energy-
loss near-edge fine structures (ELNES). At the Tecnai the collection
semi-angle amounted to 7.3mrad, at the Titan 3.3mrad. All
energy-loss spectra were obtained with the specimen crystal
tilted at least 23 out of low-index zone axes to avoid channeling
conditions. After acquisition the spectra were dark-current and
gain corrected, power-law background subtracted, and multiple
scattering deconvoluted. For elemental quantification the Har-
tree–Slater model has been used as cross-section, and 60 eV wide
intervals for signal integration. Since the atom ratios of the SrTiO3
substrate obtained from EELS agree with the nominal ratios
within the measurement accuracy, the EELS data have not been
normalized to SrTiO3. Concerning EDXS elemental quantification,
the Ti–K and Sr–K characteristic X-ray line intensities have been
evaluated, and the resulting Sr/Ti ratio has been normalized to
SrTiO3 substrate.
3.2. Calculation
Local density-functional theory (DFT) was employed to
calculate the site- and angular-momentum-projected density of
electronic states (DOS) at the O, Ti, and Sr sites for an analysis of
the measured ELNES curves. This type of analysis follows Fermi’s
Golden Rule and takes into account that the probability to excite a
core electron into an unoccupied state depends on the number
and the symmetry of the final states available. The projection of
the DOS (PDOS) onto atomic wave functions at a given site of the
crystal structure ensures that the selection rules encountered in
the experimental excitation process are modeled by the calcula-
tion [32]. In particular, the site specificity determined by the
measured edge onset energy and the dipole- and further chirality-
dependent selection criteria are thus included in the calculation
[37,38].
We tested supercell calculations with the Zþ1 approximation,
which account for core-hole-induced relaxations of the final states
[39] in the spirit of the standard ground-state DFT approach [40].
In accordance with previous investigations including core-hole-
corrections [41] or quasi-particle investigations for SrTiO3 [42] the
agreement with experimental data is not significantly improved
for the presently studied (Sr,Ti,O) material system. Especially
for the O–K edge a comparison of ground-state and Zþ1 supercell
calculations given in reference [43] shows that the accuracy of the
ground-state calculations suffices for the fingerprinting in this
study. Thus, the present discussion will employ ground-state
PDOS curves for the ELNES analysis. For a direct comparison with
the experiment convolution with a Gaussian function of 0.5 eV has
been applied.
All data were calculated using the full potential local orbital
DFT program FPLO (version 7 [44]). A local basis-set of atomic-like
wave functions and a k-point sampling of better than 0:005 A˚
1
along the reciprocal space directions were employed in all
calculations. Exchange and correlation are treated within the
LDA using the xc-potential of Perdew and Wang [45].
4. Results and discussion
4.1. TEM
Selected area electron diffraction patterns prove that the RP
n¼ 1 phase constitutes the film region adjacent to the substrate
Substrate
Film
c
006
00-6
0200-20
002
000
Fig. 2. Conventional TEM image (a) and diffraction pattern (b) of the film region marked in (a), proving the presence of RP n¼ 1 phase.
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up to a distance of 0:17mm (Fig. 2). Its c axis is nearly parallel
to the substrate c direction (angular deviation o1:53). The
dependence of film morphology and microstructure on the
process parameters was investigated in [46].
In addition, the chemical analysis of this film region by means
of EDXS and EELS yields a composition which agrees with the RP
n¼ 1 stoichiometry within the measurement uncertainty (Fig. 3).
To study the electronic structure, the O–K and Ti2L2;3 ELNES have
been recorded of the RP n¼ 1 film and of the SrTiO3 substrate
(Figs. 4 and 7). Owing to the monochromator the shape and
intensity of the ELNES features become visible, particularly in case
of the Ti2L2;3 edge with its small natural linewidth of about 0.4 eV
[47,48]. The O–K ELNES of SrTiO3 corresponds to that obtained
by Mizoguchi et al., who also used a monochromated TEM [43].
The most obvious difference between SrTiO3 and RP n¼ 1 spectra
is the appearance of a strong peak in the O–K ELNES of RP n¼ 1 at
 534eV. Its origin can be understood from the density of
unoccupied states at one of the two oxygen sites of the RP phase,
as discussed below (Section 4.3).
4.2. DFT
The calculated O 2p PDOS curves are useful to describe the
ELNES at energies near the absorption threshold [32] and may be
employed for fingerprinting in perovskites [43]. We want to
discuss them briefly in conjunction with the other PDOS of the
solid. In Fig. 5, the total DOS and the projections on the angular
momentum l, regardless of the atomic site, are shown for SrTiO3
as a prototype. We focus on the energy region above the Fermi
level EF at 0 eV up to about 12 eV, where the additional feature of
the O–K edge occurs. In this energy region, the metal d states
dominate the DOS, while s and p contributions are small. The site-
projected PDOS for SrTiO3 are shown in Fig. 6, for sums over all
important contributions in the energy region. For oxygen, only the
2p orbitals determine the PDOS. Due to the near-filled character of
the O 2p orbitals, the O 2p unoccupied PDOS reflects the strong
overlap with the metal orbitals and thus obtains a shape similar to
the metal PDOS as discussed for binary oxides e.g. in [49]. As in
Ref. [50] this may be interpreted as indication for directed Ti–O
bonding in SrTiO3. The large distance in energy between the Sr
and Ti PDOS maxima leads to the separation of Ti and Sr-related
features in the O 2p PDOS.
The energy positions of the major metal PDOS features are
quite similar for all phases shown (Fig. 6). As exception the PDOS
of Sr exhibits a maximum at 6 eV only in SrO and the RP phase, but
not in SrTiO3, as observed earlier in multiple-scattering simula-
tions [51]. Our present calculations give the origin of this finding:
By a projection of the DOS onto local angular-momentum
eigenfunctions (LDOS) for the 4d states of Sr in SrO (not shown
here), this maximum can be related to the t2g- type Sr 4d states.
Comparison with a similar projection for SrTiO3 shows that the
corresponding states are displaced to higher energy by approxi-
mately 2.5 eV, because of the different crystal field splitting in the
cuboctahedral coordination of Sr in SrTiO3. The PDOS of the Sr 4d
t2g states thus forms a separate maximum for SrO, but for SrTiO3,
it superimposes the Sr 4d eg states at higher energy. In RP n¼ 1 a
mixed octahedral/cuboctahedral coordination occurs. There, this
maximum is associated with the O 2p PDOS of the oxygen site O2,
which belongs to the SrO-like environment. For Ti a further
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Fig. 3. Atom ratios determined using EDXS (a) and EELS (b) of SrTiO3 substrate and RP n¼ 1 film region. The size of the measured areas in the plane of the TEM lamella is
20nm 20nm, respectively. For comparison, solid lines indicate the nominal atom ratios of the substrate and dashed lines the nominal atom ratios of RP n¼ 1 phase.
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splitting of the d multiplet occurs in the RP n¼ 1 PDOS, because
the cubic symmetry of the Ti environment is lowered to a
tetragonal one. However, since the distortions are marginal, a very
small splitting of at most 0.5 eV with a nearly constant Ti 3d
bandwidth results. Therefore, this should be difficult to detect
experimentally.
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4.3. Comparison experiment—simulation
As reported in the literature, the O–K ELNES of SrTiO3 is
composed of three major peaks A, B, and C, where peak B is split
into three components B1, B2, and B3 [43]. This fine structure can
be attributed to electron transitions from O 1s to unoccupied O 2p
states which overlap with Ti 3d and Sr 4d orbitals. The electronic
band structure model is particularly suited to explain the ELNES
near the edge onset [52]. A comparison with the calculated DOS
confirms that peak A arises from transitions into O 2p states
hybridized with Ti 3d orbitals (Fig. 7a). Peaks B2 and B3 result
from overlap of O 2p with Sr 4d, and peak C might stem from
overlap with Ti 4p orbitals [48,43]. However, the energy position
of the measured peak C differs significantly from that of the
calculated O 2p DOS. At higher energy-loss (peak C), the
calculated PDOS is insufficient to describe the experiment
because the states involved are already too extended to be
represented by the local basis set.
The measured O–K spectrum of the RP n¼ 1 phase displays a
pronounced peak B at the same energy as the weak maximum B1
of SrTiO3 (Fig. 7a and b). It relates to a strong maximum of the 2p
DOS of the oxygen atoms at the edge of the perovskite blocks (i.e.
site 2, Fig. 1), which overlaps more intensely with Sr 4d than in
case of oxygen at site 1. Moreover, the ratio of the peak heights
A/ C* amounts to  87% for RP n¼ 1, whereas for SrTiO3 peak A
dominates with a ratio A/C  104%. These relative peak heights
have been determined by averaging over 6 pixel intensities for
each maximum. The values agree with the expectation of a
weaker total O 2p overlap with Ti 3d for RP n¼ 1 with respect to
SrTiO3.
The O–K edge of the SrO reference powder displays a peak B
consisting of three visible components (Fig. 7c), which are shifted
to higher energy-loss compared with SrTiO3 and RP n¼ 1. Peak C,
on the contrary, appears very weak, whereas peak D is strong.
In the calculated O 2p DOS the corresponding peaks occur closer
to the edge onset, as if the energy axis were compressed or an
additional feature were present at the experimental edge onset.
The Ti2L3 and L2 edges originate from transitions from the
spin-orbit-split Ti 2p1=2 and Ti 2p3=2 orbitals to empty Ti 3d states.
According to the selection rule Dl¼ 71 also transitions to Ti 4s
could be involved. However, since the Ti 4s DOS is very small in
the first 20 eV above the Ti2L3 onset the probability for such
transitions is lower than for Ti 3d, thus the contribution of Ti 4s
transitions is negligible. In the octahedral crystal field the Ti 3d
states are split into two subbands, t2g and eg , which lead to a
double peak structure [53,54]. A closer look reveals that these
peaks have a smaller width for RP n¼ 1 compared with SrTiO3
(Figs. 4 and 8). Moreover, the crystal field splitting is slightly
larger for RP n¼ 1 ð2:3370:03eVÞ than for SrTiO3 ð2:2370:04 eVÞ.
Since the TiO6 octahedra in the RP phase are elongated in
c direction relative to those in SrTiO3, the RP phase provides a
smaller volume for the DOS in the reciprocal space. In a real space
picture the crystal field experienced by Ti in an elongated
octahedron is weaker, as e.g. observed similarly in SrTiO3 screw
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dislocations [55]. Therefore, narrower t2g and eg bands leading to
sharper ELNES peaks are obtained for RP n¼ 1. The reduced crystal
field symmetry results in a larger splitting of the t2g and eg bands
for RP n¼ 1. Previous calculations indicate that inclusion of core-
hole [41] and multiplet effects [56–59] improves the agreement
between calculated and measured Ti2L2;3 edge of SrTiO3. We note,
however, that these corrections influence mainly the shape of the
peaks, whereas the centers of gravity of the two subbands are less
strongly affected. Thus, the calculated splitting of about 2.4 eV
agrees well with the measured value of 2:2370:04eV. After
summing the projections appropriately, also the larger splitting
observed for RP n¼ 1 is obtained from the calculations.
5. Conclusions
To summarize, O–K and Ti2L2;3 ELNES have been measured of
SrTiO3 and of the RP n¼ 1 phase, and interpreted using reciprocal
space density of states calculations. Up to 10 eV above the edge
onset the experimental O–K fine structures agree well with the
computed O 2p PDOS. It has been found that in case of the RP
n¼ 1 phase a pronounced maximum occurs at about 4 eV above
edge onset, which is due to the 2p PDOS of the oxygen atoms
situated at the edge of the perovskite blocks. This PDOS arises
from the mixed SrO- and SrTiO3- environment of oxygen, leading
to a strong hybridization between O 2p and Sr 4d orbitals. In case
of SrO, the DFT calculation yields the measured ELNES peaks,
but the energy axis of the computation appears shifted or shrunk
compared with the experiment, which we attribute to the
fundamental difficulty of final state calculations with DFT.
Concerning the Ti2L2;3 ELNES the t2g and eg peaks have a smaller
width for RP n¼ 1 than for SrTiO3. This can be explained by the
tetragonal symmetry of the RP structure, which results in
narrower Ti 3d t2g and eg bands obtained as well in the calculated
PDOS. In conclusion, ELNES analysis (in particular the O–K edge)
in the TEM provides a sensitive tool to identify the different (Sr, Ti, O)
phases at high spatial resolution. This becomes useful in
polycrystalline sample regions with wide-spread orientations
difficult to tilt into zone axis for a direct structure determination
by diffraction or high-resolution TEM. Moreover, the ELNES gives
detailed information about the density of electronic states and
thus improves understanding the correlation between crystal-
lography and electronic properties of layered oxides.
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Abstract
Subjecting strontium titanate single crystals to an electricfield in the order of 106 Vm−1 is accom-
panied by a distortion of the cubic crystal structure, so that inversion symmetry vanishes and a polar
phase is established. Since the polar nature of themigration-induced field-stabilized polar (MFP)
phase is still unclear, the present work investigates and confirms the pyroelectric structure.We present
measurements of thermally stimulated and pyroelectric currents that reveal a pyroelectric coefficient
pMFP in the order of 30 μCK−1m−2. Therefore, a dielectric to pyroelectric phase transition in an origin-
ally centrosymmetric crystal structure with an inherent dipolemoment is found, which is induced by
defectmigration. From symmetry considerations, we derive space groupP mm4 for theMFPphase of
SrTiO3. The entire electroformation cycle yields additional information about the directedmovement
and defect chemistry of oxygen vacancies.
1. Introduction
Pyroelectric and piezoelectricmaterials have become increasingly important for practical applications beyond
infrared sensor technology [1]. Promising advances inwaste heat recovery [2–4], x-ray generation [5], and
disinfection [6] employ the pyroelectric effect. The prerequisite of a non-centrosymmetric structure is fulfilled
by inorganic single crystals [7], polymers [8], composite films [9], and ceramics [10]. However, a comparatively
new fundamental approach is based on centrosymmetricmaterials, which respond to an external influence such
asmechanical strain gradients [11] or electric fields [12] by symmetry breaking.
Strontium titanate is a well-knownmodel transitionmetal oxide, which is diversely used and under
permanent research for use as high-k dielectric [13], resistive randomaccessmemory [14–16], battery [17],
oxygen sensor [18], superconductor [19], or photocatalyticmaterial [20]. Its perovskite aristotype structure is
comparatively stable, as verified by theGoldtschmidt tolerance factor [21]. Crystallizing in the cubic perovskite
structure within space groupPm m3¯ , dielectric SrTiO3 [22, 23] undergoes several phase transitions during
temperature decrease. Below 110 K [24, 25], a tetragonal distortion occurs, leading to a so-called
antiferrodistortive (AFD) phase, still showing inversion symmetry within space group I mcm4 . Further
decrease in temperature initiates a ferroelectric phase transition atTc=40 K ,which remains ever incomplete,
down to 0 K [26]. Therefore, intensive investigations on ferroelectricity in strontium titanate [27] caused by
temperature decrease, as well as symmetry breaking, have been undertaken: grain boundaries in ceramics [28],
enhanced point defect concentrations effecting polarmicroregions [29] in single crystals, or strain and stress in
thinfilms [30]. Furthermore, ferroelectricity has been found at room temperature byHaeni et al [31] in
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homogeneously strained thinfilms and by Ehre et al [32], who discovered piezo- and pyroelectric phases in
quasi-amorphous thinfilms.
Recently, amigration-induced field-stabilized polar (MFP) phase in SrTiO3 single crystals at room
temperature has been reported [12], which is caused by an electroformation process using an electricfield of
106 V m−1. Combining these experimental findings of broken inversion symmetry with the reversibility of the
phenomenon, albeit on a time scale of hours, the requirements for ferroelectricity are fulfilled. Nonetheless, the
newMFPphase cannot be regarded as ferroelectric as defined in the literature [33, 34], because the polarization
is sustained and aligned by the external electric field. The proposedmodel implies piezoelectric and polar
properties allowing pyroelectricity but no experimental evidence has been provided. If theMFP phasewas
pyroelectric, the number of possible space groups for its structure predictionwould be significantly reduced.
Consequently, we present an investigation of the pyroelectric properties of theMFPphase of SrTiO3
confirming its pyroelectricity. Furthermore, the impact of oxygen vacancymigration on the phase transition
through thermally stimulated currentmeasurements are presented.
2.Materials andmethods
All investigated (001) orientated strontium titanate single crystals were × ×5 5 0.1mm3 in size and purchased
fromCrysTecGmbH, Berlin. To obtainwell-definedTiO2-terminated surfaces, an etching process was executed
followed by a temperature treatment [12]. For electricalmeasurements, planar front- and backside 4× 4 mm2
contacts of 50 nm titaniumwere deposited bymagnetron sputtering to yield ohmic behavior and avoid surface
conductivity influences. Typicalmeasurement techniques for pyroelectric properties, like the Byer–Roundy
method [35], are unsuitable to characterize theMFPphase because they cannot distinguish between pyroelectric
and thermally stimulated signals stemming from the thermal detrapping of charge carriers. Such a thermally
stimulated current is to be expected as a constant background due to the constant refilling of traps by the external
voltage in an electroformation experiment described in [12].We therefore chose an adapted Sharp–Garn
method [36, 37] to determine the pyroelectric coefficient pz along a polar axis z towhich several effects
contribute:
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with permittivity tensorεzk , external electricfieldEk, piezoelectric tensor dzkl, stress tensorσkl,flexoelectric
tensor μzijk, and strain tensor uij. The Sharp–Garnmethod is based on a low frequency sinusoidal temperature
excitation of the sample
ω φ= + +( )T t T T t( ) · sin (2)A T0
with temperature amplitudeTA, angular frequencyω, offset temperatureT0, and phase offsetφT . The current
response to this excitation is composed of pyroelectric current iPE and non-pyroelectric current inPE
= = +i T p T A T
t
i T i B T( ) ( )
d
d
, ( ) · (3)zPE nPE nPE,0
with temperature-independent thermally stimulated current inPE,0 atT0 and temperature-dependent iTSC
coefficientB(T) describing the nature of the thermal traps discharged by the temperature excitation [36, 37].
The expression for inPE holds for small (≈1 K) temperature excitations. Now the overall time- and temperature-
dependent current response i can bewritten as follows
ω ω ω ω φ= + + + = + +( )i i BT BT t p AT t i i tsin ( ) · cos ( ) · sin (4)A z A inPE,0 0 DC th
with electrode areaA and the overall phase shiftφ φ φ= −T i between the temperature sinewave and the current
response. Thus, the current response i is split into a time-constant part iDC and a time-dependent part with the
amplitude ith. The non-modulated part of the current response iDC is, in this kind of experiment, dominated by
the contribution of the electroformation iF.With equations (3) and (4), the pyroelectric coefficient can be
extracted fromameasurement of the thermal current response amplitude ith and phase shiftφ of the current
response as
φ
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The original technique is extended here by applying an external electric field during the entiremeasurement
required for the electroformation process. The sample temperature ismeasured using a Pt100 resistive
thermometer placed directly adjacent to the sample. Temperature control is achievedwith a software-based
closed-loop proportional-integral-derivative (PID) controller that samples the thermometer through a
multimeter. The electrical signal from the sample connected in series with the high voltage source is recorded
using an electrometer. Sandwiched between two copper contact plates, the sample is held in placewith afixture
to keep the strain constant.
The data evaluation decomposes themeasured current from the sample into the thermal current response ith
and the current base line iF caused by the electroformation process. The latter is obtained by smoothing out the
oscillatory part using a uniformmovingwindow averagewhosewidth coincides with the temperature excitation
period τ = πω
2 . Subsequently, the Fourier components of the oscillatory signal i t( )th and the temperature signal
T(t) corresponding to this period (i. e.,φi,φT , ith,TA) are calculated for each interval by direct integration.
All investigated samples revealed equal qualitative behavior, but quantitative results depended on the crystal
real structure and, hence, differed slightly for each specimen.
3. Results
3.1.Qualitative thermal current analysis
Figure 1 shows the current response i of a SrTiO3 single crystal during electroformationwhen applying an
external electric field of 106 Vm−1 superimposed by a sinusoidal temperature excitation. An offset temperature
of =T 3000 Kand an amplitude of TA=1Kwere used for oscillating temperature at different angular
frequenciesω. The time-dependent forming current iF is composed of ionic and electronic parts, which are
attributed to oxygen vacancymigration [12, 16, 38, 39]. The characteristic shape of the electronic part is a
current increase up to amaximum followed by a decrease with a similar slope down towards the initial current
value. In addition, the forming current iF is superimposed by the oscillatory thermal current response ith.
Regarding ith, four different ranges (see insets (a)–(d) offigure 1) have to be distinguished:
At the beginning of the electroformation ith shows an in-phase temperature behavior (see figure 1, inset (a)
and (b)) typical for semiconductors. Heating (∂T /∂ >t 0) results in a current increase, whereas cooling
(∂T /∂ <t 0) leads to a current decrease. Intrinsic defects like oxygen vacanciesVO•• , given here inKröger–Vink
notation [40], cause additional bandgap states near the conduction band [41], which are charged and discharged
when temperature oscillates and, thus, contribute to the thermally stimulated current iTSC. This behavior is
correlatedwith defectmigration, especially of oxygen vacancies due to the higher diffusion coefficient compared
to strontium vacancies. Coincidingwith the peak of iF, the amplitudemaximumof ith depicts the largest number
ofmoving defects. Subsequently,more andmore defects arrive at the cathode, leading to the formation of the
MFPphase at the anode and a decrease of ith (see figure 1, inset (c)).When defectmigration is declining, an out-
of-phase current contribution in ith can be detected, revealing the temperature dependence on an inherent
polarizationPMFP of the formedMFPphase [12].With a successful formation of theMFPphase in the single
Figure 1.Current response i of a SrTiO3 single crystal during electroformation using an external electricfield of 10
6 V m−1
superimposed by a sinusoidal temperature excitation: (a)–(b) in-phase current-temperature behavior during oxygen vacancy
migration, (c) disappearance of temperature-inducedmodulation of current response, and (d) reversed sign in-phase current-
temperature behavior when defect separation is finished and theMFPphase is established. Same current scale for all insets highlights
amplitude changes in ith.
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crystal, the thermal current response shows amajor phase shift of π, indicatingmetallic conductivity (see
figure 1, inset (d)). Accordingly, heating (∂T /∂ >t 0) results in current decrease, whereas cooling (∂T /∂ <t 0)
leads to a current increase. This effect is caused by the accumulation of oxygen vacancies at the cathode, leading
to a highly conductive area, known as the virtual cathode [16].Here, the defect clusters form an electronicmid-
bandgap state [42] deep enough to trap electrons, which quenches iTSC (compare insets offigure 1). It should be
noted that thismetallic signature stemsmost likely from the virtual cathode alone, whereas the conduction
regime in the remaining crystal volume does not change. Conversely, the conductivity of the defect depleted
anode region is expected to drop and thus the overall conductivity of the sample does not change significantly.
Another important detail is the development of the amplitude of ith during electroformation (see insets of
figure 1). At the beginning, a comparatively small amplitude evolves into a higher one atmaximum iF, where
formation of theMFP phase proceeds. Themaximumamplitude of iTSCmarks the largest number ofmobile
oxygen vacancies in thewhole bulk single crystal coincidingwith themaximumof iF. Subsequently, when the
current amplitude iTSC vanishes, themetallic current contribution equals the semiconducting one. At this time
the oxygen redistribution can be regarded as nearly complete. Themetallic behavior of the recurring amplitude
is in accordancewith the oxygen vacancy accumulation at the virtual cathode [16]. Conversely, the oxygen
vacancy clustering creates a defect band lowering the thermal excitability of the oxygen vacancies [42, 43] (see
figure 4(b)).
Further experiments show the independence of ith and iF on the polarity of the external electric field
underlining the non-ferroelectric character. The external electric field aligns the oxygen vacancymigration and
therefore the polarization. In summary, this kind ofmeasurement is suitable to track themovement of charged
mobile defects in oxides.
3.2. Pyroelectricity
Extracting the pyroelectric coefficient from the performedmeasurements deserves discussion of different
pyroelectric contributions (see equation (1)): first, the primary pyroelectric coefficient p zprim, caused by the
permanent dipolemoment of theMFP phase; second, the temperature dependency of the dielectric constant εzk
in an external electric fieldEk; third,mechanical influencesmay cause polarization changes through the
piezoelectric andflexoelectric effects.We neglect secondary and higher-order pyroelectric effects because the
samples weremeasured at constant strain. Further, centrosymmetric strontium titanate shows no
piezoelectricity and the lattice parameter changes observed during the evolution of theMFPphase occur on a
significantly longer timescale than the thermal excitation [12]. Using literature data [11] for μ[001], we estimate
two orders ofmagnitude lowerflexoelectric polarization resulting from the temperature excitation than
observed.Hence, only primary and electric field induced pyroelectricitymust be considered.
Figure 2 pictures the phase shiftφ t( )of the thermal current response of a SrTiO3 single crystal during
electroformationwith respect to the temperature excitation sinewave for different frequencies. It can be clearly
seen that the higher the thermal excitation frequency, themore phase shift occurs, which distinctively indicates
Figure 2.Electroformation of a SrTiO3 single crystal in an external electricfield of 10
6 V m−1 superimposed by a sinusoidal
temperature excitationwith different frequencies: decomposition of time-dependent current i into forming current iF and thermal
current ith (top), data sets are shifted by 50 nA for each frequency. Time-dependent phase shift of pyroelectric current response
(bottom). The inset shows phase shift behavior at the transition pointwhichwas adjusted by π before the transition to emphasize the
change in pyroelectricity.
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pyroelectricity. Themajor feature inφ t( ) is a change in phase shift of π at the crossing between dominating
semiconducting andmetallic behavior asmarked in inset (c) offigure 1. The deviation in phase shift from−π in
φ t( )before the sign change is attributed to thefield-induced pyroelectricity term in equation (1). If the phase
shift by π in ith is removed fromφ t( ), it is obvious that p| |z is reduced by the formation of theMFPphase (see
inset offigure 2). Therefore, p zprim, andε ε∂Ek zk0 /∂T differ in sign.However, this experiment is unable to
distinguish absolutely between field-induced and primary pyroelectric effect of theMFPphase. Since both
contributions are present andεzz is reported inversely proportional to temperature [44], we assume that p zprim, is
positive andε ε∂Ek zk0 /∂T is negative. Based on the remaining phase difference before and after electroformation,
a pyroelectric coefficient p zprim, of 30 μC K
−1m−2 can be obtained (see table 1). Positive pyroelectric coefficients
are rarely found [45] andmay be attributable to thefield-stabilized nature of theMFP phase.
4.Discussion
4.1. Structure prediction forMFPphase
Based on the presentedmeasurements, a coherent argumentation to predict the crystal structure of theMFP
phase follows. Relying on literature data [12] and additional x-ray diffraction experiments, only
translationsgleiche subgroups have to be considered for a symmetry descent from the cubicPm m3¯ of SrTiO3.
These 32 possible t-subgroups can be categorized into thosewith inversion center, pyroelectric and non-
pyroelectric space groupswithout inversion symmetry (see figure 3). From the remaining twelve pyroelectric
space groups, the sevenwith tri-,monoclinic, or trigonal symmetry can be strictly excluded [12] (see
supplementarymaterial). Ruling out the three orthorhombic space groupswith a twofold rotation axis is not
possible with certainty due to the diffraction geometry with hardly accessiblehk0 reflections. A conceiveableP4
configurationwithAFD-like twisted oxygen octahedra prevents the primitive centering and therefore has an
enlarged unit cell violating the requirement of a translationsgleiche symmetry descent.With the assumption of
no Jahn–Teller distortion, space groupP4 can be entirely excluded due to the apical position of titanium in the
oxygen octahedron. Furthermore, structures with space groupP4 are yet to be discovered in the perovskite
familiy [46]. Thus, onlyP mm4 remains, which is in good agreementwith structure-fieldmaps from the
literature [45] reportingP mm4 for A2+B4+O3 perovskites. Consequently, all indications point to space group
P mm4 .
Table 1.Relation of temperature excitation frequencywith phase shift of pyroelectric current at times before and after electroformation and
resulting pyroelectric coefficients.
Excitation frequency Phase shift Phase shift
ω φ(0.7 h) φ(2.6 h)
20 mHz −170.56° −173.93°
40 mHz −165.75° −169.05°
60 mHz −160.94° −164.48°
pz [μ − −CK m1 2 ] −177 −147
Figure 3.Translationsgleiche symmetry descents from space groupPm m3¯ . The actual transitions (descend, across, and back) are not
shown for clarity. Blue colormarks space groups with inversion symmetry, red color symbolizes pyroelectric space groups, and black
color indicates non-pyroelectric space groupswithout inversion symmetry.
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4.2.Dielectric to pyroelectric phase transition
Combining thesefindings, it is nowpossible to discuss the peculiarities of the phase transition of cubic SrTiO3
into theMFP phase of SrTiO3 in the framework of displacive or rotational [47] phase transitions of perovskites.
In general,materials undergo structural phase transitions when intensive state variables like temperature or
pressure are changed, e. g., all ferro- and pyroelectrics, such as LiNbO3, LiTaO3, and BaTiO3, undergo a
structural phase transitionswhen temperature passes theCurie temperatureTC. As for SrTiO3, no complete
ferroelectric phase transition occurs: the experimentally proven pyroelectricity in bulk SrTiO3 at room
temperature is unprecedented. In thismaterial system, structural phase transitions can be created by
stoichiometry changes; as for example, in the solid solution series of Ba1-xSrxTiO3, [48, 49] and PbZr1-xTixO3
[47, 50]. In contrast, the reported phase transition does not rely on extrinsic doping but uses intrinsic defect
engineering by defectmigration. A delimitation regarding stress-induced phase transitions, whichmainly
occur in thin films [51], is unnecessary because of their small impact on secondary pyroelectricity (compare
equation (1)). Furthermore, electric field induced phase transitions can be found in literature, where polar
structures of oxides [52, 53] and polymers [54] are involved. Usually the external electric field is coupled to
existing dipolemoments. In contrast, the referred electric field induced dielectric to pyroelectric phase transition
is characterized as a structural phase transition from an originally centrosymmetric into a polar structure. These
experimental findings evidence the interaction of the electric fieldwith charged species, e. g. defects like oxygen
vacanciesVO
•• . Although Fleury et al [55] presented afield-induced phase transition in SrTiO3 single crystals, it
should be noted that theirmeasurements were performed at such low temperatures, that the electric field is
directly linked to soft phononmodes. Thus, this phase transition is to be categorized as afield-induced polar to
polar phase transition. In our case, electrostrictive effects can be excluded since no experimental evidence for
Figure 4. Schematic comparison between the initial and formed SrTiO3 single crystal. Color scheme applies to all subfigures. a)Defect
separation: if an external electricfield is applied, oxygen vacanciesVO
•• migrate, i.e., they accumulate at the cathode and deplete at the
anode. b) Electronic properties: as-grown SrTiO3 shows semiconducting behavior because of shallow defect states near the
conduction band.Due to the defect separation, an insulating region at the anode (blue) and ametallic virtual cathode (red) [16] are
established. c) Crystal structure: without an external electric field, SrTiO3 crystallizes in a cubic unit cell. After electroformation, the
cubic structure remains only at the cathode and a unit cell elongated in (001) direction is formed at the anode.
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lattice parameter changes were found besides the effects of defectmigration (see supplementary data available at
stacks.iop.org/njp/17/013052/mmedia). Consequently, a classification as a displacive phase transition by defect
migration is appropriate.
To summarize the defect-chemical, structural, and electronic aspects of the phase transition into theMFP
phase of SrTiO3, the followingmodel is presented (see figure 4): The initial state shows statistically distributed
oxygen vacancies thatmove to the cathodewhen an electric field is applied. The electroformation is finished
when defects are completely separated (see figure 4(a)). TheMFP phase is established at the anode, where
oxygen vacancies are depleted, causing defect free unit cells with an inherent dipolemoment [12] (see
figure 4(c)), which are responsible for the reported pyroelectricity. Analyzing the electronic situation during and
after electroformation (see figure 4(b)), single oxygen vacancies form shallow energy states near the conduction
band leading to the semiconducting behavior in the initial state. Through defect separation, oxygen vacancies
leave the anode,making this area insulating, and cluster at the cathode, generating deep traps to build up a
‘conduction band’ formetallic conductivity, as shown in section 3.1. Besides, the polar nature of theMFPphase
is confined to pyroelectric, because the dipolemoments are not switchable without destroying the polar phase.
5. Conclusion
In summary, thefield-induced redistribution of oxygen vacancies on SrTiO3 causes a polar phase at the anode
with a pyroelectric coefficient on the order of 30 μC K−1m−2 at room temperature, which is in the range of single
crystal pyroelectric oxides, like lithiumniobate. Consequently, a dielectric to pyroelectric phase transition is
induced based on defectmigration, which is accompanied by a symmetry breaking and the formation of an
inherent dipolemoment in an originally centrosymmetric crystal structure.
From the crystallographic point of view, the present work introduces a new concept to extend thematerial
classes required for pyroelectricity bymodifying centrosymmetric structures by defect engineering. Here, a
crystal structure prediction for theMFP phasewith spacegroupP mm4 is presented.With this space group
prediction and the already demonstrated field dependence of the lattice distortion of theMFP[12] phase, we
expect the pyroelectric coefficient of theMFP phase to be tuneable by the external electric field once
electroformation is concluded. Furthermore, it is demonstrated that pyroelectricmeasurementmethods are
suitable to track defects due to their electric characteristics.
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I. SUPPLEMENTARY MATERIAL
In the main article, the structure prediction of the migration-induced field-stabilized polar
(MFP) phase is based on the exclusion of seven pyroelectric space groups with triclinic,
monoclinic or trigonal symmetry. To substantiate this conclusion, full X-ray diffraction
patterns regarding different crystallographic directions and reciprocal space maps of selected
reflections are presented. Furthermore we present additional data, supporting the claim that
electrostrictive effects may be neglected in the discussion of the pyroelectric MFP phase.
A. Structure prediction
To investigate the structure of the migration-induced field-stabilized polar (MFP) phase1
different diffraction experiments were conducted during electroformation or in the formed
state. Special attention was payed to systematic splitting of reflections and possible new
emerging reflections. So far no experimental evidence contradicting the hypothesis of a
translationsgleiche symmetry descent from cubic SrTiO3 into a tetragonal MFP phase was
found. Quite the contrary, no further reflections in different crystallographic directions occur
pointing to high symmetry space groups. In the following we present additional data as case
in points.
The full diffraction pattern in Fig. 1 shows a symmetric scan of a formed (001) SrTiO3
single crystal with the diffraction vector normal and 54.73◦ inclined to the sample surface
showing none but the expected and distorted 00l and hkl reflections.
Obtaining information about in-plane simultaneously with out-of-plane lattice changes
was accomplished by recording reciprocal space maps of the 002 reflection during electrofor-
mation. Features in the reciprocal space maps in Fig. 2 occuring during the electroformation
are exclusively in the out of plane direction qz. Thus, we omit orthorhombic space groups
from further consideration in the structure prediction.
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FIG. 1: Symmetric diffraction pattern of a formed (001) SrTiO3 single crystal in <111>
and <001> direction. None but the expected and distorted 111 and 222 as well as 001,
002, 003 and 004 reflection can be found. This pattern was recorded on a four circle
diffractometer with a Montel-mirror paralellized 1mm copper point source and additional
primary and secondary germanium monochromators.
B. Electrostrictive effects
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FIG. 2: Reciprocal space maps of a (001) SrTiO3 single crystal during electroformation:
initial state (upper panel), formed state (lower panel); animation online. The mappings
were recorded at beamline BM20 of the ESRF using σ-polarized 8 keV photons from a
double crystal monochromator and a four circle diffractometer.
4
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FIG. 3: Diffraction pattern of the symmetric 002 reflection of a SrTiO3 single crystal in
the inital state (blue) and immediately after beginning of the electroformation (red). The
shift of the main reflection due to electrostriction is less than 0.2 pm which is within the
margin of error for this experiment. This pattern was recorded on a four circle
diffractometer with a Montel-mirror paralellized 1mm copper point source and additional
primary and secondary germanium monochromators.
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In YMn2O5, the Mn atoms occupy two nonequivalent Wyckoff sites within the unit cell exhibiting different
oxygen coordinations, i.e., the system can be characterized as a mixed-valence compound. For the formation of
the orthorhombic crystal structure, Jahn-Teller distortions are assumed to play an important role. In this study,
we aimed at the investigation of the crystal structure changes upon the substitution of Mn by the non-Jahn-
Teller cation Fe3+. Therefore, we synthesized a series of YMn2−xFexO5 powder samples with x=0, 0.5, and 1
by a citrate technique. We utilized extended x-ray absorption fine structure EXAFS and x-ray absorption
near-edge structure XANES analysis as well as density-functional theory DFT to investigate the two
nonequivalent Wyckoff sites within the orthorhombic crystal structure confirmed for all compositions occu-
pied by transition-metal atoms. For quantitative determination of structural short-range order, all plausible
options of substitution of Fe for Mn are discussed. On the basis of these evaluations, the EXAFS and XANES
behavior is analyzed and appropriate crystallographic weights are assigned to the subset of structural models in
accordance with the experimental data. From EXAFS analysis, using multiple-scattering theory, we conclude
only the 4h Wyckoff site to be occupied by Fe occupancy refined is 1003% in case of x=1. Furthermore,
taking the XANES spectra into account, we are able to verify the EXAFS results and additionally explain the
differences in the Mn K XANES spectra in dependence on x to be caused by changes in the dipole transitions
to 4p final states. From quantitative pre-edge analysis an oxidation number of +4 for the Mn atom for x=1 is
determined whereas the Fe valence is shown to be unchanged. Since the substitution process only involves one
Wyckoff site, the experimentally observed limit to a maximum amount of x=1 is explained. Additionally, a
possible disorder, discussed in the literature, is not proven for our samples. With DFT calculations, the
experimental findings are verified on the basis of the total energy of the different possible electronic configu-
rations. Crystal-field effects are identified to be responsible for the site-selective substitution of Fe for Mn.
DOI: 10.1103/PhysRevB.82.014409 PACS numbers: 75.50.Gg, 61.05.cj, 61.43.Gt
I. INTRODUCTION
During the last decade, extensive scientific research has
focused on ferroelectric, ferromagnetic, and ferroelastic
materials.1 Their ferroic properties arise from a spontaneous
long-range ordering of, for instance, electric dipoles, mag-
netic moments, or strained orientational domains. Important
characteristics of these materials are, e.g., piezoelectricity or
pyroelectricity or giant magnetoresistance. The simultaneous
presence of two or more ferroic properties is discussed in
terms of multiferroicity.
The fundamental material requirements for the coexist-
ence of multiple ferroic properties have been investigated by
various theoretical and experimental approaches.2–5 As they
have to simultaneously meet all criteria specific for each
single ferroic property, issues concerning the strength and
coupling of the diverse functionalities have been in the very
focus of recent studies see, e.g., the recent collection of
review articles in Ref. 6 or Ref. 7.
If these properties are coupled, a large diversity of up-
coming applications, e.g., microelectromechanical systems,
magnetoelectric transducers, microwave electronics, ferro-
electric field-effect transistors as well as data storage and
random access memory devices is possible.1,8–10
Among these applications, ABO3 oxides A: alkaline-earth
metal and B: transition metal with the perovskite type of
structure CaTiO3 e.g., BaTiO3 Ref. 11 and SrTiO3 Ref.
12, structurally related Ruddlesden-Popper13 and Aurivil-
lius phases as well as hexagonal manganites with the LuTiO3
type of structure RMnO3 with R: rare earth and others have
great importance due to their comparably straightforward
synthesis and controllable diverse properties.9 Another inter-
esting series of mixed-valence manganites with the
DyMn2O5 type of structure, orthorhombic RMn2O5, is in the
focus of current research due to the occurrence of antiferro-
magnetic ordering as well as ferroelectric phase transitions at
low temperatures. A significant magnetoferroelectric effect,
implying a coupling between ferroelectricity and magnetic
ordering, has been observed7,14–22 and is typical for these
substances.23 This suggests the possibility to control the elec-
tric polarization by an external magnetic field giving rise to
parts of the above-mentioned applications.
In particular, the compound YMn2O5 exhibits a strong
magnetoelectric coupling. Since the Y atom has a magnetic
moment of zero, the magnetism arises from ordering of Mn
magnetic moments only. It is known that the physical prop-
PHYSICAL REVIEW B 82, 014409 2010
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polymerization and partial decomposition of the organic
components occur. The obtained porous x-ray amorphous gel
was heated to a temperature of 600 °C in air to remove all
the nitrates and organic traces so that a fine powder could be
precipitated. The final product was synthesized at a tempera-
ture of 900 °C and 200 bar of oxygen pressure for a duration
of 12 h to hold the valence of the Mn4+ cations and to in-
crease the reaction rate of the precursors. Polycrystalline
powders obtained that way, with grain size of about 50 nm,
were subjected to scanning electron microscopy and x-ray
powder-diffraction analysis exhibiting a highly crystalline
main phase and a small amount of additional phases with
compositions Fe2O3 and Y2O3 in case of x=0.5 and 1 in
total less than 0.3 wt. % and 8.1 wt. %, respectively.32
These powders were used for EXAFS experiments. They
were carefully mixed with cellulose powder in a desired ratio
and pressed to pills. The amount of powder material ap-
proximately 64 mg and 14 mg for experiments at Y K and
Mn K /Fe K absorption edges, respectively was calculated in
advance to yield a product  ·d of 1.5 : absorption coeffi-
cient, d: sample thickness for every absorption edge using
the program XAFSMASS Ref. 34 taking also the absorption
edge energy into account. Finally, six samples two samples
for each composition: one for investigating the vicinity of the
Y K and one for investigating the vicinity of the Mn K /Fe K
absorption edge, respectively were prepared for the experi-
ments.
B. Extended x-ray absorption fine structure
The term EXAFS refers to energy-dependent oscillations
of the x-ray absorption coefficient on the high-energy side of
an absorption edge—the whole data set is denoted as x-ray
absorption spectroscopy XAS data. The difference between
the measured absorption coefficient and the theoretical coef-
ficient calculated for isolated atoms is attributed to interfer-
ence of the outgoing part of the wave function of an emitted
electron and the part backscattered from the neighboring at-
oms. Using this method, the short-range order around reso-
nantly excited atoms can be evaluated and sorts as well as
positions of the neighboring atoms can be determined. De-
tails of EXAFS theory can be found in, e.g., Lee et al.35 For
single-scattering theory, the EXAFS function k Ref. 36
can be written as
k =
j=1
N
nj
k · rj
2 · Djk,rj · Fjk · e
−2k2 sin2krj +  j
1
with N being the number of nonsymmetry-equivalent
electron-scattering paths, nj the multiplicity of scattering
path j, rj half their length, k the wave number of the electron
wave, Djk ,rj a factor accounting for inelastic losses, Fjk
the backscattering amplitude, 2 which can be interpreted in
terms of a Debye-Waller factor, and  j being the phase shift
of the electron wave at the absorber and at the backscattering
atom. In our discussion section we will refer to Eq. 1.
Structural information from the EXAFS spectra is ob-
tained by fitting the k spectrum with a sum of photoelec-
tron scattering paths using a proper starting model. The pho-
toelectron scattering path can be either a single-scattering
path, which corresponds to the direct scattering by the neigh-
boring shell or a multiple-scattering path, which includes
multiple scattering by more than one neighbor.
The EXAFS measurements were performed at beamline C
CEMO Ref. 37 of the Hamburger Synchrotronstrah-
lungslabor HASYLAB at Deutsches Elektronen-
Synchrotron DESY in transmission mode at a vacuum
pressure of p10−5 mbar at room temperature, where oxy-
gen losses can be neglected. For selection of primary beam
photon energy, a fixed-exit Si 111 double crystal
monochromator38 was employed. The energy was calibrated
using different metallic foils. Primary and transmitted inten-
sities were recorded using two independent gas ionization
chambers filled with a dedicated gas mixture calculated with
the program XAFSMASS Ref. 34. The EXAFS spectra
were collected at the Y K, Mn K, and Fe K absorption
edges using optimized scan parameters of the beamline
software. An energy range of the exciting photons
of E=16 788–18 038 eV, E=6400–7400 eV, and
E=6862–8112 eV Y K, Mn K, and Fe K absorption edge
and an energy step width of E10 eV before, E
=0.5 eV in the vicinity and E=0.5–2.5 eV above the ab-
sorption edge were applied. The respective energy step width
above the absorption edge was calculated to ensure an equi-
distant step width in k space of k=0.02 Å−1 for the EXAFS
region of the spectra. Exemplarily, in Fig. 2 the raw data of
the Y K as well as Mn K and Fe K XAS are shown.
TABLE I. Wyckoff sites, site symmetries, and fractional coordinates of the orthorhombic YMn2O5 struc-
ture with space-group symmetry Pbam 55 are listed. The atoms are labeled for clarity and are referred to in
the text.
Atom Label Wyckoff site Site symmetry x /a y /b z /c
Y Y 4g ..m xY yY 0
Mn/Fe TMO 4f ..2 0 1/2 zTMO
Mn/Fe TMP 4h ..m xTMP yTMP 1/2
O O1 4e ..2 0 0 zO1
O O2 4g ..m xO2 yO2 0
O O3 4h ..m xO3 yO3 1/2
O O4 8i 1 xO4 yO4 zO4
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Prior to the quantitative analysis a data reduction in the
EXAFS spectra was performed using the ATHENA software.39
In this respect, the spectra were normalized to an edge jump
of 1 and the absorption coefficient of the isolated atoms
0E was extracted by fitting a cubic spline function to the
data. After subtraction of the atomic background, the conver-
sion from E to k scale was performed. The quantitative
analysis, i.e., refinement, of the EXAFS data was done using
the program ARTEMIS Ref. 39 based on the FEFF 6 code.36
Structure parameters for the starting models were taken from
Ref. 32, which have been obtained by x-ray powder-
diffraction analysis of the same samples. Individual clusters
of atoms were then generated from the YMn2−xFexO5 unit
cell using the ATOMS program of the ARTEMIS software
package39 and taking the different sites for the core atoms
into account. The distribution of Mn and Fe in the unit cell
was determined by fitting a linear combination of the plau-
sible models to the data; the sum of the coefficients was
restrained to unity. For fitting the Fe/Mn EXAFS in k space
as well as r space r: radius a k range of k=2–14 Å−1 for
the Fe EXAFS and of k=2–12 Å−1 for the Mn EXAFS,
respectively, and a k=1 Å−1 as well as r=0.2 Å pa-
rameters according to Hanning, Parzen, and Kaiser-Bessel
window functions,39 where both parameters and type of win-
dow functions have negligible effects on the fit results and
an r range of r=1–6 Å for all samples was used. The lim-
ited k range in case of the Mn EXAFS is attributed to the
appearing Fe K absorption edge and thus to a limited energy
range of 570 eV see Fig. 2b.
In order to fit the final structure models, six free param-
eters were used: one for taking inelastic losses into account
S0
2, three displacement parameters Y
2
, TM
2
, and O
2
, a pa-
rameter related to valence states, core relaxations and other
complex effects occurring near the absorption edge energy35
and a parameter 	 characterizing the distribution of Mn and
Fe. The parameter 	 will be described in more detail in Sec.
III B. No parameter for path-length corrections r was taken
into account since no improvement of the fit quality could be
achieved. These parameters seemed to be the best compro-
mise between small quality parameters R values and a lim-
ited number of refined parameters yielding the largest data-
to-parameter ratio and small confidence intervals.
C. X-ray absorption near-edge structure
XANES spectra were extracted from the XAS data. The
absorption edge energies were determined by calculating the
first derivative of the XAS data and fitting the first maximum
by a Gaussian profile the error of such a fit was taken as the
error for the absolute value of the center of the profile. The-
oretical curves were calculated for clusters of 7 Å radius
with the absorbing atom situated in the middle using FEFF 8.2
Ref. 40 in XANES mode. Here, the scattering potential for
the cluster is calculated self-consistently from first principles
and a real-space multiple-scattering approach based on
muffin-tin potentials is employed. Orbital basis functions up
to l=3 Y, Mn, and Fe and l=2 O were applied. The core
hole of the absorbing atom was included and the exchange
and correlation function given by Hedin and Lundqvist41 was
applied. Scattering of x rays by the cluster was then simu-
lated using a real-space Green’s-function method,42 which
results in the calculation of the energy-dependent absorption
coefficient E. As stated before, structure data from Ref.
32 were used in the calculation of the cluster geometry with
the program ATOMS from the ARTEMIS package.39 Unlike in a
standard FEFF calculation, the crystallographically different
sites of the same element were treated independently to ex-
ploit the different charges at the Mn sites. Polarization ef-
fects on the data were not accounted for since the measure-
ments were carried out on powder samples with crystallites
of random orientation. We did not consider atomic displace-
ments in terms of a Debye-Waller factor since these effects
are small in the absorption near-edge region.43
D. Density-functional theory
DFT band-structure calculations with the all-electron full-
potential local orbitals code FPLO Ref. 44 were employed to
calculate total energies and electron densities of states with
the exchange and correlation potential by Perdew and
Wang45 in a scalar-relativistic formalism. The structural unit
cell studied here comprises 32 atoms and contains three dif-
FIG. 2. Color online Raw XAS data of the Y K a as well as Mn K and Fe K b absorption edges of the YMnFeO5 sample collected
in transmission mode I0: primary beam intensity, I: transmitted intensity. From b can be seen that for the Mn K EXAFS only a limited
energy range of about 570 eV above the absorption edge can be used for the quantitative analysis.
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ferent metal coordination polyhedra in up to four different
spatial orientations. The structure data were taken from Ref.
29 consistent with the data of Ref. 32. The magnetic unit
cell, not studied here, is at least twice as large as the struc-
tural one, hence one may assume that the structural unit cell
is dominated by crystal-field effects. To investigate this as-
sumption, on-site effects such as atom size and crystal field
in the different coordination polyhedra were separated com-
putationally from the more complex intersite magnetic cou-
pling between the different transition-metal sites in adjacent
polyhedra. For this purpose the band-structure calculations
were augmented by an analysis based on cluster models.
Such calculations, performed in large supercells with other-
wise identical numerical settings, allow a site-, symmetry-,
charge-, and element-resolved analysis of the crystal-field
interactions and local magnetic moments without the need
for treating the more complex magnetic interactions. They
are very helpful for the interpretation of the complex results
of band-structure calculations and give an insight into the
electronic structure from a local—more chemical—point of
view.
III. RESULTS
A. EXAFS data
We want to start with the results of the experimental find-
ings. High-quality EXAFS data were collected for all
samples. Figure 3 summarizes the extracted EXAFS func-
tions k, weighted with the square of the wave number k2,
of all samples and absorption edges. For the Y K EXAFS
function Fig. 3a no systematic variation in the data with
respect to the Fe content x can be seen. Nevertheless, small
differences in the low-k regions occur. In Ref. 32 it was
reported that the Y-O scalenohedra get more and more dis-
torted with growing x. This results in a greater variance of
Y-O distances. So it was expected that the Y K EXAFS for
x=1 exhibits a higher damping of the oscillation amplitudes
compared to the other samples, i.e., the sample with x=0.
Indeed, this trend is discernible in Fig. 3a. Concluding, the
Y K EXAFS data are not appropriate for elucidating the po-
sition of Fe within the unit cell. In Fig. 3b all three Mn K
EXAFS functions are shown. Here significant and systematic
differences can be seen. The signal enhances with x a de-
crease in oscillation damping from x=0 to x=1 as was ex-
pected from a decreasing distortion of the TMP-O and
TMO-O polyhedra.32 Therefore, we can assume that these
spectra are appropriate for Fe localization. Regarding the
Fe K EXAFS functions in Fig. 3c, only minor differences
in the high-k region can be found. Fourier analysis of this
region shows that the differences can be attributed to path
lengths of 3–4 Å. Since there are only small differences be-
tween the two EXAFS functions, one can already assume
that Fe is located at the same site for both samples. Figure
FIG. 3. Color online Extracted experimental EXAFS functions k of the investigated samples weighted by k2 are shown for a the
Y K, b the Mn K, and c the Fe K absorption edge. In b a systematic variation in the curves with composition x can be seen. In d a
comparison of the Fe K and Mn K EXAFS function for the YMnFeO5 sample is shown, indicating that no statistical distribution see text
of Mn and Fe over both Mn sites TMO, TMP exists.
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3d illustrates the difference between Fe K and Mn K EX-
AFS showing that there are significant differences between
the local structure of Fe and Mn atoms. We will refer to this
aspect in Sec. IV A.
B. XANES data
High-quality XANES spectra were obtained for all atomic
species. Comparing all spectra, in particular, the absorption
edge energies, rather small differences within 2 : error
were found for the Y K and Fe K XANES as can be seen
from Table II and Fig. 4b. Nevertheless, for their edge en-
ergies E a decreasing trend with increasing Fe content is
observed: E=0.32 eV for the Y K and E=0.53 eV
for the Fe K edge energy. In case of the Mn K XANES see
Fig. 4a, a shift of the absorption edge energy to higher
values can be seen with increasing Fe content x. This shift
amounts to E=1.5640 eV between the Mn K edge ener-
gies of compositions x=1 and x=0.
C. DFT calculations
Spin-polarized band-structure calculations of the full
structural unit cell yield a preference for Fe at the pyramidal
site which amounts to 0.2 eV per Fe atom for the experimen-
tal structure YFeMnO5 Ref. 32 and to 0.3 eV after DFT
optimization. As the pyramid exhibits longer TM-O distances
than the octahedron this finding may reflect that the ionic
radius of fivefold coordinated Fe3+ 0.58 Å is slightly larger
than that of fivefold coordinated Mn3+ as well as sixfold
coordinated Fe4+ and Mn4+ all about 0.55 Å.
In accordance with the experimental structures of
YMn2O5 and YMnFeO5 Ref. 32, however, DFT calcula-
tions find Mn3+ located closer to the basal plane of the pyra-
mid whereas Fe3+ is shifted toward the oxygen atom at the
top of the pyramid apex atom by 0.2 Å relative to the Mn
position. Thus, despite being formally the largest ion, Fe3+
forms the shortest metal-oxygen bond within the crystal.
These results imply that more detailed electronic-structure
data of the ions and their immediate surrounding are required
to analyze structures as complex as that of YFeMnO5.
To address the above conclusions a cluster-based analysis
of the local interactions was carried out with the coordination
polyhedra of the full experimental structure as smallest
model clusters. Assuming formal ionic charges for all ions in
the TM-O polyhedra, i.e., TM3+, TM4+, and O2−, the result-
ing cluster models are TMO5
6−/7− for the pyramidal site and
TMO6
8−/9− for the octahedral one. The embedding crystal po-
tential, which compensates those charges in the extended
crystal, is accounted for by applying a fixed charge to the
cluster. The oxygen positions were kept fixed and the posi-
tion of the TM atom was varied along the high-symmetry
line, which connects TM and apex atom of the pyramid or
TM and one of the apex atoms of the octahedron, to find the
total-energy minimum see Table III. For the octahedron,
the displacement of the TM ion toward an apex oxygen atom
is unfavorable for all TM ions. In contrast, the TM position
within the pyramid is sensitive to the formal charge and the
type of the ion.
The displacements away from the experimentally ob-
served position in YMnFeO5 of the TM in the pyramid are
largest for the principally Jahn-Teller active ions Fe4+ and
Mn3+ whereas the Mn3+ relaxes toward its experimentally
observed position in YMn2O5. Hence, the present cluster cal-
TABLE II. Experimental absorption edge energies of the inves-
tigated samples are listed note that for x=0, there are no Fe atoms
and thus no XANES spectrum was recorded. Whereas for the Y K
and Fe K absorption edge energies a decreasing trend is observed,
the differences are rather small. However, the Mn K absorption
edge energies show a significant systematic increase with increasing
Fe content x.
x
EY K
eV
EFe K
eV
EMn K
eV
0 17026.919 6552.9318
0.5 17026.898 7126.2311 6553.9120
1 17026.627 7125.7214 6554.4922
FIG. 4. Color online Experimental XANES spectra at a the Mn K and b the Fe K absorption edge of all investigated samples are
depicted. The Mn K edge inflection points are marked by “  ” in the inset in a error bars are indicated, which shows a magnified region
of the spectra. A systematic increase in EMn K with x is observed whereas for the Fe K XANES no changes can be seen.
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culations reproduce the variation in this position between the
x=0 and x=1 compounds, although the coordinates of the
oxygen atoms of the pyramid are fixed at the values of the
x=1 compound.
As only one TM site is present in each of the model
clusters, the magnetic moments were directly obtained from
the spin-density differences see Table III, and the preferred
spin configurations were investigated by setting the total spin
polarization as boundary condition. In general, the high-spin
states are lower in energy by 0.2 eV than the low-spin con-
figurations except for the Fe4+ ion within the octahedron.
Furthermore, total-energy differences allow to deduce i
which formal oxidation states occur at the two sites and ii
which atom prefers which site. To answer the first question,
the energy differences E were evaluated, which compare
the two combinations TMO
4+ /TMP
3+ and TMO
3+ /TMP
4+,
E = ETMO
3+ + ETMP
4+ − ETMO
4+ + ETMP
3+ .
2
The differences obtained are E=11.2 eV for Mn at the
pyramid position and E=12.4 eV for Fe at the pyramid
position. These results support the Madelung argument that
the higher coordinated TM ion in the octahedron exhibits a
higher formal oxidation state than the less coordinated site
within the pyramid. The large energy difference indicates
that the ion combinations with the reversed oxidation states
TMO
3+ and TMP
4+ can be neglected. Then, the second ques-
tion can be answered by calculating the energy difference
E = EFeO
4+ + EMnP
3+ − EMnO
4+ + EFeP
3+ , 3
which is 1.0 eV in favor of Fe3+ within the pyramid.
IV. DISCUSSION
A. Preliminary considerations
Before we start to analyze our experimental data quanti-
tatively, we want to do some preliminary considerations. In
the following, we will discuss the possible situations for
probable substitution positions of Fe in YMn2−xFexO5 and, in
particular, the influence of the chosen site for Fe on the EX-
AFS spectra. Let us first consider the following three simple
alternative assumptions for the distribution of Mn and Fe in
the unit cell: A Fe and Mn are distributed statistically to an
equal amount and homogeneously across the sample on
both Wyckoff sites TMO and TMP. B Fe is located com-
pletely on position TMO and Mn on TMP. C Fe is located
completely on position TMP and Mn on TMO.
For the quantitative examination, a more general model
will be used at the end: D Fe is distributed inhomoge-
neously over both Wyckoff sites including antisite disorder.
Furthermore, let us consider the theoretical backscattering
amplitudes of the atoms, the phase shifts of the emitted pho-
toelectron waves for those elements acting as absorbers of x
rays emitters of photoelectron waves as well as the phase
shifts of the photoelectron waves for those elements acting as
backscatterers.46 The comparison of these theoretical data
yields the following important aspects for the interpretation
of the EXAFS spectra: i Mn and Fe backscattering ampli-
tudes as well as the phase shifts are almost identical and ii
the influence of Y and O can be well separated in the EXAFS
spectra. Hence, in case of Y as absorbing atom, one cannot
distinguish between Fe and Mn, independent of which is
acting as backscattering atom in a scattering path. Addition-
ally, the same holds for Fe being the absorbing and Mn the
scattering atom and vice versa. This explains why the Y K
EXAFS spectra do only slightly differ, presumably due to
different atomic distances. Nevertheless, it remains possible
to distinguish between Fe on TMO or TMP site since the
particular sites have a significantly different atomic environ-
ment. It is worth to point out that due to this fact one can use
the EXAFS measurement to supplement a standard x-ray dif-
fraction experiment that cannot resolve which site is occu-
pied by which TM. As expected, the contributions of Y and
O atoms as well as Fe/Mn to the EXAFS signal can be well
separated.46
Let us now consider the possible situations for the distri-
bution of Fe on both TM sites existing in YMnFeO5 in a
simplified and rather schematic manner. For quantitative
analysis we used the real cluster models generated from the
unit cell of YMn2−xFexO5 Ref. 32. Due to the electronic
structure of Mn/Fe only the situations depicted in Fig. 5 are
taken into account. In a–c the situations for Mn as absorb-
ing atom and in d–f those for the Fe atom are shown. In
accordance with Eq. 1 the EXAFS signal can be described
by superposition of subsignals. The exact coefficients that
weight the individual subsignals a, b, and c as well as
d, e, and f, respectively, can be derived by combinato-
rial considerations. Based on the assumption that the occu-
pation of the TMP site does not depend on the occupation of
the TMO site, all probabilities to find the above cases a–f
can be expressed by a product of two independent probabili-
TABLE III. Spin states and restricted geometry for several
charged TMO5 oxidation state: −7 /−6 and TMO6 oxidation state:
−9 /−8 clusters. For the spin state, the number of unpaired elec-
trons is written in parentheses. It corresponds to the spin-density
difference of the whole cluster. The distance d is calculated from
the TM ion position given in the structure data Ref. 32. The di-
rection of possible displacements is restricted as discussed in the
text. A positive value means a shift toward the apex oxygen. DFT
total energies for all electrons are given.
TM ion
Spin state
unpaired electrons d Å
All electron total energy
keV
Octahedron:
Fe3+ high 5 0 −46.60
Fe4+ low 2 0 −46.64
Mn3+ high 4 0 −43.49
Mn4+ high 3 0 −43.54
Pyramid:
Fe3+ high 5 −0.01 −44.64
Fe4+ high 4 −0.05 −44.67
Mn3+ high 4 −0.13 −41.54
Mn4+ high 3 +0.01 −41.57
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approximately 100 multiple-scattering paths generated from
clusters with radii of about 6.5 Å were considered. The best
fits to the data can be found in Fig. 7. The corresponding
refined parameters are listed in Table V.
The fits are in rather good agreement with the experimen-
tal data, for the Mn K EXAFS as well as for the Fe K EX-
AFS data, although no structural parameters were refined.
Even though the distribution parameter 	 was refined as-
sumption D for every data set see Table V, its value
resulted in unity with respect to the estimated standard de-
viations esd these values are given in brackets in Table V
supporting model C. It can be seen that the fits of the Fe K
EXAFS provided much more reliable results lower values
of R and esd. This is attributed to the increased number of
data points see Sec. II B providing a better data-to-
parameter ratio. In Fig. 7b, the interpolation of the experi-
mental data of samples with x=0 and x=1 1 /2·YMn2O5k
+1 /2·YMnFeO5k as well as the residual between both
curves are shown. An excellent agreement can be noticed,
which suggests a linear behavior of the structural changes
with increasing the Fe content.
Since in Ref. 32 a shifting of the TMP site toward the apex
of the pyramid was observed with increasing Fe content, the
idea arose that a site splitting might exists for low Fe con-
centrations, e.g., two different atomic environments one for
Mn at TMP and the other for Fe at TMP rather than a mean
environment. We tried to address this assumption using ad-
ditional refinements. No lower R values were obtained, in-
stead, nonphysical atomic coordinates due to parameter cor-
relation effects and, at the same time, too large esd restricted
the reliability.
We also tried to inspect the influence of an additional
crystallographic phase content observed in Ref. 32, i.e.,
Fe2O3. Taking the additional phases into account, no signifi-
cant improvements of the fits were observed and very large
esd of the parameters were obtained. Hence, it was not pos-
sible to observe an influence of such additional phases on the
EXAFS signal, probably due to the small contributions of
these phases.
In conclusion, based on EXAFS analysis we have shown
that Fe favors the TMP site. This is not unexpected since the
formal average charge of this position is determined to be +3
+4 for the TMO site and the Fe atom itself favors the oxi-
TABLE IV. Quality parameters R values with respect to the
number of free parameters Np refined against experimental data of
sample YMnFeO5. The structure models were tested separately with
respect to assumptions B and C. It can be seen that assumption
C, at which Fe is located on position TMP, gave always much
better fit qualities.
Np
Fe K EXAFS Mn K EXAFS
RB RC RB RC
3 0.266 0.108 0.495 0.187
5 0.212 0.087 0.369 0.085
8 0.148 0.053 0.233 0.079
10 0.174 0.055 0.352 0.068
13 0.159 0.052 0.156 0.072
FIG. 7. Color online The refined EXAFS functions k for a the Mn K EXAFS and c the Fe K EXAFS are shown. Note, in b the
experimental data of the Mn K EXAFS YMn1.5Fe0.5O5 are depicted together with an interpolation of the experimental data of both other
samples 1 /2·YMn2O5k+1 /2·YMnFeO5k as well as the residual between both curves light-gray line.
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dation states +2 and +3. Mn on the other hand favors the
oxidation states +2, +4, +6, and +7 Ref. 39 so that the Mn
atom prefers the TMO site.
Specific results of the EXAFS analysis are: i assumption
A, that Fe and Mn are distributed randomly, is unlikely
because otherwise the Fe K and the Mn K EXAFS would be
nearly equal for the x=1 sample and this is not the case, ii
assumption B, that Fe is located completely on position
TMO and Mn on TMP, resulted in large R values, even with
a large number of free parameters, and can therefore be ex-
cluded, iii assumption C, that Fe is located completely on
position TMP and Mn on TMO, is the most favorable result,
since also iv assumption D, that Fe is inhomogeneously
distributed over both sites, is pointing at a maximal occu-
pancy of the TMP site by Fe atoms best fit qualities and 	 is
equal to unity.
Since the Fe K absorption edge is only 570 eV above the
Mn K edge, the EXAFS oscillations corresponding to the
Mn K edge are still present in the Fe EXAFS data. Therefore,
the data points beyond the Fe K absorption edge can be at-
tributed either to photoelectrons from Fe or Mn atoms with
different kinetic energy and thus different k values. So, Fe
EXAFS oscillations are superposed by oscillations corre-
sponding to the Mn EXAFS with a higher k value. For large
k, the k signal is modulated by a power function y=ckb
with c being a constant and b−3.3, which is due to the
asymptotic behavior of the reflection amplitudes according to
McKale et al.46 and the overall factor of 1 /k on the EXAFS
function Eq. 1. Using such a function to approximate the
Mnk EXAFS function in the region of Fek, one can
reasonably estimate the amount of perturbation in the Fe
EXAFS due to this effect. For k=2 Å−1 in the Fe EXAFS,
this gives an amount of approximately 1% but for k
=14 Å−1 the perturbation is in the order of approximately
28% of the Fe EXAFS signal. This one has to keep in mind
concerning the accuracy of EXAFS results. Also, this could
explain minor differences between experimental data and
corresponding simulations for the Fe EXAFS at high-k val-
ues.
C. XANES interpretation
As we found a significant shift of the Mn K absorption
edge energy see Fig. 4a to higher energies with increasing
amount of Fe within the crystal structure, we now want to
give a theoretical basis for this observation.
Considering the occupancy of the different TM sites we
calculated two different XANES spectra: i for the octahe-
drally and ii for the pyramidally coordinated TM atom,
respectively. In case of the YMn2O5 and the YMnFeO5, the
data of both environments with the particular TM were
merged. These spectra are shown in Fig. 8b. To account for
a constant energy shift, which is known to be inherent to the
theoretical data calculated by the FEFF program, the energy
scale was shifted by −5.54 eV with respect to the experi-
mental spectrum of YMn2O5 so that both spectra are congru-
ent. Since the FEFF program is not able to calculate core-level
TABLE V. Refined parameters of the best fits according to assumption D are summarized: the propor-
tion of Fe on the TMP site 	 and thermal displacement parameters of the Y, TM, and O atoms Y
2
, TM
2
, and
O
2
. The structure parameters were kept fixed during refinements see Ref. 32. Note that 	=1 refers to a
maximal occupancy of the TMP site by Fe atoms with respect to the content x.
Parameter
YMn2O5 YMn1.5Fe0.5O5 YMnFeO5
Mn K Fe K Mn K Fe K Mn K
R 0.0815 0.0164 0.0129 0.0193 0.0352
	 1.006 0.9932 1.003 0.9913
Y
2 Å2 0.0015 0.0011 0.0013 0.0042 0.0022
TM
2 Å2 0.0013 0.0021 0.0011 0.0011 0.0011
O
2 Å2 0.0022 0.0041 0.0011 0.0031 0.0011
Cluster radius Å 6.5 6.0 6.5 6.5 6.5
FIG. 8. Color online In a the experimental XANES spectra
of the Mn K edge of sample YMn2O5 and YMnFeO5 are replotted
for comparison purposes. The theoretical XANES spectra, calcu-
lated on the basis of structure data given in Ref. 32 and using
program FEFF 8.2, are shown in b. Significant contributions to the
XANES spectra in the edge region can be attributed to the DOS of
the p states of the TM atoms c.
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shifts in the initial state, the Fermi levels corresponding to
the threshold for transitions should be at the same energy in
the calculated spectra, another shift of 0.38 eV was applied
to the calculated Mn K XANES with Mn on the TMP site.
This is exactly the difference of the muffin-tin potential zero
energies and the Fermi-level energies of the calculated spec-
tra.
Comparing the theoretical spectra Fig. 8b with the ex-
perimental ones Fig. 8a, an excellent agreement can be
found including the shifting of the Mn K absorption edge
energy to higher values and the enhancement of the white-
line region upon increasing the Fe content. We have to note
that the values for the absorption edge energies calculated by
the first derivative yielded a rather small energy difference of
0.46 eV. Nevertheless, the maximum energy difference be-
tween both spectra is 1.27 eV marked in Fig. 8b which is
close to the experimental value. An estimation of 	, taking
the energy shift and its esd into account, yields 	
0.96. We
therefore assume that the Fe atoms occupy exclusively the
TMP site, thereby confirming the EXAFS results. Similar
shifts of the TM K absorption edge in dependence on the TM
concentration have also been observed by, e.g., Sikora et
al.47 on LaMn1−xCoxO3 and Haas et al.48 on LiFePO4.
Due to the selection rules for transitions induced by pho-
ton scattering, the absorption increase at a K edge is mainly
caused by electronic transitions from core 1s states of the
absorbing atom to its unoccupied p states, in particular, the
4p states of Mn and Fe, respectively. The latter states are
nonlocal, spatially distributed states. In case of the oxides
discussed, the density of states DOS for the final states in
the first 10 eV above the Fermi level, the pre-edge region of
the recorded XANES spectra, is comparatively low Fig.
8c. Thus, we conclude from the experiments that those
states should differ in energy. Since they are widely extended
in space, this energy difference is likely to be related to the
Coulomb repulsion from the surrounding oxygen atoms. In
that case, the Mn on the TMO site will experience stronger
repulsion by its six oxygen neighbors than the TMP site with
five neighbors. This can explain the observed shift of the Mn
absorption edge to higher energies, in case only the octahe-
drally coordinated site TMO is occupied by Mn atoms.
Regarding the pre-edge region of the XAS data, valuable
information can be extracted from fitting the occurring pre-
edge features. Therefore, we followed the method described
in Refs. 49 and 50 and used three Pseudo-Voigt functions
plus a background function consisting of two additional
Pseudo-Voigt functions to describe the Mn and Fe pre-edge
regions. Width and Gauss-Lorentz ratio were constrained to a
common value for all pre-edge peaks whereas areas and en-
ergy positions were independent. Fitting results are exempli-
fied in Fig. 9. Comparison of the Mn centroid positions with
data from Ref. 51 provides oxidation numbers that agree
well with the nominal values computed from the composi-
tion of the respective compounds see Table VI.
Furthermore, the total area of the pre-edge peaks is a mea-
sure of the symmetry of the coordination polyhedra sur-
rounding the scattering Fe and Mn atoms, respectively.
Lower intensity, i.e., area, relates to higher symmetry and
vice versa. Thus, the computed Mn total area values see
Table VI give an increasing symmetry in the sequence of
increasing Mn valence. This is in excellent agreement with
the respective structures determined in Ref. 32.
No significant change is observed for centroid E
=0.007 eV and total area of the Fe pre-edge features see
Fig. 9b. Again, this is in agreement with the presented
structure solutions because Fe coordination and oxidation
state remain unchanged in the investigated compounds.
Summarizing the XANES analysis, we could clearly show
that the differences within the Mn K XANES spectra in de-
pendence on x can be attributed to the different environment
of the TM atoms. This is due to the change in their individual
contributions to the average XANES signal, i.e., by lowering
the Mn occupancy at the TMP site with increasing the Fe
content x. For x=1, a maximal occupancy of the TMP site by
Fe atoms was obtained. Furthermore, an increasing oxidation
number of Mn from +3.5 to +4 as well as an unchanged
oxidation state of Fe was determined.
D. DFT interpretation
As shown by the experiments and evaluated by DFT cal-
culations Sec. II D Fe favors the TMP site in the YFeMnO5
structure and prefers a formal oxidation state of +3, whereas
the TMO position is predominantly occupied by Mn4+. The
large energy difference between a “disordered” Mn-Fe dis-
FIG. 9. Color online Fits of Mn K left and Fe K right pre-edge regions of XAS data using three Pseudo-Voigt peak functions. Fitting
results for Mn are given in Table VI.
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tribution and the more stable “ordered” Mn-Fe one E
=1 eV allows for only a small amount of such disorder. An
analysis of the density of electronic states helps to elucidate
the electronic origin of this preference.
FPLO-7 supports the calculation of site and angular mo-
mentum l and m resolved DOS by projection onto real-
space spherical harmonics. An orthogonal coordinate system
x ,y ,z centered at the projection site is chosen such that the
z axis is aligned with the high-symmetry line to the apex
atoms of the TM coordination polyhedra, and the x and y
directions are aligned to high-symmetry directions in the
plane perpendicular to z. As the cluster calculation does not
make use of periodic boundary conditions the DOS shows
the pure crystal-field splitting of the metal 3d orbitals with-
out dispersion. In the corresponding figures see below, the
orbital energy levels are broadened by applying a Fermi
broadening with an electron temperature of 100 K.
As discussed above Table III, the TMP Fe3+ position
differs from TMP Mn3+ while TM4+ is always centrally
located inside the octahedron. A crystal-field consideration
can explain this finding for the pyramid: for both ions the
exchange splitting dominates the crystal-field splitting. In
high-spin Mn3+ only four local d orbitals are occupied. The
dx2−y2 orbital, which most strongly interacts with the oxygen
neighbors of the basal plane, is unoccupied here. Hence, the
position close to the basal plane is more favorable for Mn3+.
In contrast, for the Fe3+ ion all d orbitals are occupied with
one electron each. Under this condition, the repulsive inter-
actions between the singly occupied Fe d levels and the
negatively charged O sites are reduced if Fe is shifted away
from the basal plane toward the center of the pyramid. There,
four of the five oxygen neighbors are nearly equidistant and
only one unfavorably short TM-O bond occurs. In the case of
the Fe atom, the energy gained by this displacement calcu-
lated from the total-energy difference for both positions
amounts to 0.14 eV. When the local DOS of Fe at the pyra-
mid site is closely inspected see Fig. 10a a rather strong
splitting of the orbital energies can be noticed, however, not
strong enough to enforce a low-spin configuration. The high-
est occupied orbital in this case is the dx2−y2 orbital unoccu-
pied for Mn3+.
For the weakly distorted octahedron, the calculated orbital
energies closely follow the crystal-field splitting of an ideal
cubic case: five 3d orbitals form two nearly degenerate sets
of three t2g containing dxy, dxz, and dyz and two eg contain-
ing dz2 and dx2−y2 orbitals. This is clearly revealed by the
corresponding local DOS curves compare Figs. 10a and
10b for the Fe atoms. Mn4+ with d3 occupation fits well
into this environment by occupying only the low-lying t2g
states in a spin-polarized manner. For Fe4+ two possible elec-
tronic configurations exist. In a high-spin configuration, the
t2g orbitals are singly occupied and the remaining electron is
shared among the eg orbitals. In the low-spin case, preferred
here, the eg manifold is empty and four electrons are distrib-
uted in the three t2g orbitals. In the local DOS for the low-
spin case Fig. 10b, this causes the Fermi level to pass
through the t2g orbitals. This situation would in general cause
a Jahn-Teller distortion of the environment resulting in a re-
duction in symmetry. This means that the experimentally ob-
served polyhedron would not be stable against distortion if
Fe4+ were located in the center. Hence, both the crystal-field
energy high-spin case and the intra-atomic exchange inter-
action low-spin case prevent the incorporation of Fe4+
within the octahedron. Thus, the present crystal-field analysis
yields a clear preference for Mn4+ at the octahedral site and
Fe3+ at the pyramidally coordinated site.
V. CONCLUSION
The Mn, Fe, and Y local structures in the multivalence
YMn2−xFexO5 series are investigated by x-ray absorption
spectroscopy, i.e., EXAFS and XANES, respectively. A site
selective substitution behavior with the non-Jahn-Teller ion
Fe3+, conserving the orthorhombic space-group symmetry, is
verified. The systematic evolution of EXAFS spectra with x
is observed only for the Mn K absorption edge. For the Y K
as well as for the Fe K edge, no significant differences and
rather equal spectra are found. The same observations as for
the EXAFS spectra are made for the XANES spectra.
We can clearly identify the Wyckoff site 4h TMP as the
site at which the Fe atoms with oxidation number +3 are
incorporated. This is possible since two different electronic
environments for the TM atoms exist in the unit cell. As a
result, 1003% of the Fe atoms occupy the pyramidally
coordinated TM site in case of the sample with x=1. For
TABLE VI. Fitting results for Mn K pre-edge region using the method from Ref. 50 standard deviations
given in parentheses. Mn valence after Ref. 51 were extracted using Ec.
YMn2O5 YMn1.5Fe0.5O5 YMnFeO5
Nominal Mn ox. number +3 12 +3
2
3 +4
Peak position E1 eV 6540.233 6540.332 6540.402
Peak position E2 eV 6542.088 6542.165 6542.294
Peak position E3 eV 6543.1030 6543.3013 6543.4911
Centroid position Ec eV 6541.328 6541.414 6541.604
Valency after Ref. 51 3.4–3.6 3.6–3.7 4.0–4.1
Peak area A1 0.05611 0.0504 0.0393
Peak area A2 0.05110 0.0424 0.0336
Peak area A3 0.0126 0.0122 0.0134
Total area At 0.11927 0.10310 0.08513
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The R2PdSi3 intermetallic compounds have been reported to crystallize in a hexagonal AlB2-derived structure,
with the rare earth atoms on the Al sites and Pd and Si atoms randomly distributed on the B sites. However,
the intricate magnetic properties observed in the series of compounds have always suggested complications to the
assumed structure. To clarify the situation, x-ray and neutron diffraction measurements were performed on the
heavy rare earth compounds with R = Gd, Tb, Dy, Ho, Er, Tm, which revealed the existence of a crystallographic
superstructure. The superstructure features a doubled unit cell in the hexagonal basal plane and an octuplication
along the perpendicular c direction with respect to the primitive cell. No structural transition was observed
between 300 and 1.5 K. Extended x-ray absorption fine structure (EXAFS) analysis as well as density functional
theory (DFT) calculations were utilized to investigate the local environments of the respective atoms. In this
paper the various experimental results will be presented and it will be shown that the superstructure is mainly
due to the Pd-Si order on the B sites. A structure model will be proposed to fully describe the superstructure of
Pd-Si order in R2PdSi3. The connection between the crystallographic superstructure and the magnetic properties
will be discussed in the framework of the presented model.
DOI: 10.1103/PhysRevB.84.104105 PACS number(s): 61.66.Dk, 75.25.−j
I. INTRODUCTION
The various rare earth intermetallic compounds have been
the focus of scientific research for 50 years. A variety of new
and highly specific physical properties, such as superconduc-
tivity, heavy fermions, Fermi-liquid behavior, quantum-phase
transitions, etc., have been unveiled which delicately depend
on the smallest variations of the chemical composition. In this
respect, the ternary rare earth compounds R-T -X (R = rare
earth, T = transition metal, and X = main-group element)
are of great relevance since the interplay between magnetic
(rare earth) and nonmagnetic (X) atoms, and the influence
of a transition metal on the electronic properties can be
studied. The R2T Si3 compounds (R = rare earth or uranium)
are of particular interest since they crystallize in a highly
symmetric AlB2-type crystal structure. Although they have
been investigated for about 30 years, the published results on
the crystal structure have been conflicting. This is probably due
to the lack of single-crystalline samples in the earlier studies
and the variations in the sample growing processes, the latter
of which, as will be shown, also plays a role in the crystal
structure.
The hexagonal AlB2-structure (space group P6/mmm)
represents one of the simplest inorganic crystallographic
structures. The Al atoms are on position r0 = (0, 0, 0) while the
B atoms occupy positions r1 = ( 13 , 23 , 12 ) and r2 = ( 23 , 13 , 12 ) in
the primitive unit cell (Wyckoff sites 1a and 2d1). Throughout
the paper this structure will be referred to as “main” structure
and its unit cell as the “primitive” cell. These lattice constants
for the investigated compounds are listed in Table I.
The AlB2 structure is a layered structure where Al layers
are separated by B layers. A sketch of the structure is shown
in Fig. 1.
So far, 46 structure types of binary and ternary intermetallic
compounds are known to be derived from the AlB2 structure.2
For example, the binary compounds RSi2 (R = heavy rare
earth or uranium as in β-USi23), from which the ternary R2TSi3
compounds are derived, crystallize also in AlB2-type structure,
with the R atoms occupying the 1a sites and Si on the 2d
sites exclusively.4,5 Silicon deficiency has been observed in
most RSi2 compounds with R = heavy rare earth leading to
vacancies on the 2d sites (for instance in YbSi2−x6).
In the ternary R2TSi3 compounds,7,8 an important question
arises: With the Si deficiency compensated by the additional
transition metal atoms, how does the crystal structure adapt
itself? That is, do the transition metal atoms and Si atoms mix
freely or do they order in a specific manner? The transition
metals with which compounds have been synthesized are,
without claiming completeness: Ru (1.3),9 Os (1.3), Ir (1.35),10
Co (1.35),11 Rh (1.35),12 Pt (1.35),13,14 Cu (1.35),15 Fe (1.4),16
and Pd (1.4).17 In parentheses are the atomic radii in solids in
A˚ngstroms according to Slater.18 Although the Si-Si distance
in these compounds is close or actually smaller than the bond
length found in elemental silicon (2.35 A˚),12 it is assumed that
the introduction of quite differently sized transition metal ions
leads to the same crystallographic structure.
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TABLE I. Lattice parameters for R2PdSi3 from single crystal
diffraction at T = 2 and 300 K. The lattice constants were determined
from one main Bragg peak and are therefore not as precise as values
obtained from a full refinement. Please see Szytula et al.20,41 for
values from refined powder diffractograms.
T = 300 K T = 2 K
R a (A˚) c (A˚) a (A˚) c (A˚)
Gd 4.079 4.098 4.066 4.091
Tb 4.048 4.037 4.043 4.024
Dy – – 4.06 4.03
Ho 4.076 4.021 4.073 3.959
Er 4.064 3.991 4.059 3.986
Tm 4.057 3.970 4.051 3.966
In the series U2RuSi3, U2RhSi3, and U2PdSi3 a superstruc-
ture has been observed which leads to a doubling of the a
parameter. The superstructure, which is due to T -Si ordering,
degrades from a completely site-ordered variant for U2RuSi3 to
a variant of randomly occupied 2d sites for U2PdSi3, although
for the latter, weak diffuse scattering from a superstructure
was still observed.8 The systematics have been explained by
the increasing electron number in the d shells. It has been
assumed that the larger electron number is counteracting the
formation of Si-Hueckel arenes.
In comparison, less compounds with rare earth elements
have been synthesized so far, notably only R2RhSi3,12
R2PtSi3,14 and R2PdSi319 could be obtained for a larger number
of rare earth atoms. The R2RhSi3 compounds are so far the
most investigated compounds. They exhibit a superstructure
which doubles both lattice parameters a and c.12 The ordering
on the 2d sites seems to be due to the formation of Si-Hueckel
arenes.2 In this structure the Rh atoms have only Si atoms
as nearest neighbors. The R2PtSi3 compounds are assumed to
have a similar superstructure although experimental evidence
is ambiguous.14
The family R2PdSi3 (R = heavy rare earth) has attracted
much attention since it was first investigated by Kotsanidis
et al.19 due to the complex and novel magnetic properties
found in the series.20–26 All investigated compounds with
FIG. 1. (Color online) The basic AlB2 structure. In green are
atoms on the 1a sites (0, 0, 0), in gold are the atoms occupying the
2d sites ( 13 , 23 , 12 ) and ( 23 , 13 , 12 ). The c to a ratio is close to one.
R = Gd, Tb, Dy, Ho, Er, Tm order antiferromagnetically
with Ne´el temperatures between 2 and 23 K. The ordering
temperature for Tm2PdSi3 (TN = 1.8 K27) was reported later.
The ordering temperatures do not seem to follow the DeGennes
rule28 as the heavy rare earth metals. Moreover, the magnetic
susceptibility as a function of temperature shows nontrivial
behavior and implies complicated magnetic structures with
the coexistence of anti- and ferromagnetic interactions. The
crystal structure has been initially reported to be similar to the
R2RhSi3 compounds (doubled unit cell in both inequivalent
directions).19 First neutron diffraction experiments on powder
samples by Szytula et al.20 indicated, however, a primitive
AlB2-type structure with randomly occupied 2d sites, which
is the up to now accepted crystal structure. The lattice constants
(Table I) are around 4 A˚ for both a and c throughout the series.
On the other hand, there were already hints for the existence
of a crystallographic superstructure in the R2PdSi3 series from
the very early studies. X-ray investigations by Kotsanidis
et al.19 suggested the unit cell parameter a to be around 8 A˚,
twice the currently recognized values. A superstructure with
a (2a, 2a, 4c) unit cell for Ce2PdSi3 has also been reported.29
Later neutron diffraction experiments on powder samples20
showed the occurrence of nonindexable reflections when the
primitive cell notation (a, a, c) was assumed.
Not only the structure investigation, but also the ob-
served complex magnetic properties, give rise to speculations
concerning a superstructure. With the availability of large
high-quality single crystals30–32 more detailed studies have
been performed on the series of compounds to clarify the
magnetic properties as well as the crystal structure.27,33–36
In R2PdSi3 single crystals, weak additional reflections were
observed by x-ray diffraction37 and neutron scattering27 with
no structural phase transition between room and very low
temperatures (down to 1.5 K). Furthermore, a systematic study
on the single crystals with ac susceptibility, magnetization
measurements, and neutron scattering revealed a generic phase
in the field-temperature phase diagram in this series.27,38 The
magnetic structure of the generic phase yields additional
intensity on the extra reflections. The generic phase is therefore
closely related to the crystallographic superstructure in these
compounds. To understand the properties of the generic phase
and other magnetic properties in the series brings the need to
clarify the crystal structure of the R2PdSi3 compounds.
Here we report on a comprehensive investigation of the
crystal structure of high-quality single crystals of composition
R2PdSi3 where R are heavy rare earths. This survey on the
crystallographic superstructure is based on a wide spectrum
of collected experimental data, including x-ray diffraction
(XRD), neutron diffraction, and extended x-ray absorption
spectroscopy (EXAFS). Experimental details for the various
methods used can be found in Sec. II. In Sec. III details of the
observed superstructure are presented. Results of extensive
XRD on single crystalline Ho2PdSi3 and neutron diffraction
on more single crystalline compounds with R = Gd, Tb,
Dy, Ho, Er, Tm) are summarized therein. In Sec. IV total
energy considerations concerning the local structure of Pd
atoms are examined with DFT calculations and are compared
with the local structure characterization by means of EXAFS
experiments in Sec. V. A structural model based on the
experimental observations is proposed using a modulation
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approach with symmetry considerations (Sec. VI). In Sec. VII
the significance of the superstructure and its implications for
possible magnetic structures in the series are discussed. A
summary can be found in Sec. VIII.
II. EXPERIMENTAL DETAILS
A. The samples
Single crystals were grown by floating zone methods
with either radio frequency inductive heating or optical
heating under purified Ar atmosphere at melting temperature
>1500 ◦C from polycrystalline rods of 6 mm diameter and
typically 55 mm in length.30,32 The growth velocities were
between 3 and 10 mm/h. Post solidification cooling rates of
order of 102 K/h estimated from the measured temperature
gradients on the crystal surface39 may be compared with about
102 K/s for arc-melted samples. More experimental details are
given elsewhere.40,41 The resulting crystals were characterized
by optical polarization microscopy and scanning electron
microscopy. In some of the single crystals striation-like RSi
or RSi2 were detected which could be removed by annealing
at temperatures up to 1200 ◦C for over 20 h and subsequent
quenching. The chemical composition of crystals was char-
acterized by electron probe microanalysis and for selected
cases authenticated using inductively coupled plasma optical
emission spectrometry (ICPOES). The resulting formula for
the Ho compound is Ho2Pd1.01(1)Si2.99(1), in agreement with
the nominal ratio 2 : 1: 3.
B. X-ray diffraction
Samples with a characteristic dimension of 50–200 μm
were cut from the single crystalline Ho2PdSi3 rods and
prepared for XRD analysis. Some samples were ground
to a sphere in a dedicated apparatus41 to minimize the
influence of absorption on the reflection intensities. The
diffraction patterns were recorded under ambient conditions
(T = 297 K) using, first, a single crystal diffraction system
equipped with an image plate detector (Stoe & Cie IPDS-
1), and second, a four-circle diffractometer (Stoe & Cie
STADI4) equipped with a scintillation detector. Both devices
are equipped with a graphite monochromator and an x-ray
tube generating characteristic Mo Kα radiation (λMo Kα =
0.71069 A˚). The first data set [(sin θ/λ)max = 0.64 A˚−1] was
used for the detailed inspection of the diffraction pattern, the
second one [(sin θ/λ)max = 1.08 A˚−1] was utilized for the
structure refinements (details see Table II). All investigated
crystals exhibit the same diffraction patterns. The data of
two crystals, one spherical crystal (crystal 1, diameter is
150 μm) and a prismatic shaped crystal (crystal 2, dimension
of 70 × 70 × 40 μm3) are presented here. λ/2 contributions
of the primary radiation have been carefully inspected42
and verified not to be the cause for the observed additional
reflections (see Sec. III). Data reduction and processing were
carried out with the diffractometers’ software (STOE & Cie,
1999). For the application of the absorption correction and
subsequent structure refinements, we applied the program
JANA 2006.43 Further details on the experiments are described
by Dshemuchadse37 and Leisegang.41
C. Neutron diffraction
Most of the neutron diffraction experiments on R2PdSi3
were carried out at the Helmholtz-Zentrum fu¨r Materialien
und Energie GmbH (formerly Hahn-Meitner Institut) with the
flat-cone diffractometer E2 before its upgrade (Gd2PdSi3 was
measured on D9 at ILL, Grenoble). A graphite monochromator
with additional pyrolytic graphite filters to suppress λ/2
contamination in the incident beam was employed to provide
neutrons with wavelengthλ = 2.39 A˚. A standard-orange-type
cryostat capable of reaching 1.5 K base temperature was used.
Measurements were carried out both at room temperature and
down to 1.5 K through the respective Ne´el temperature of the
compound. The old E2 diffractometer employs a “banana”-
type multidetector with 400 channels covering a scattering
angle of 2θ = 80◦. The sample was rotated around the axis
perpendicular to the scattering plane in steps of ω = 0.2◦.
Finally a ω-2θ map is obtained which can be transformed
into a full reciprocal plane, easily allowing the search for yet
unknown propagation vectors.
The samples for neutron diffraction were cut from the single
crystalline rods and are mostly irregular in shape. Faces with
certain directions are cut and polished after pre-orientation
with a back-scattering Laue camera. The sample masses range
from 0.4 to 2.7 g.
D. X-ray absorption spectroscopy
EXAFS44 measurements were performed at beamline
C (CEMO)45 of the Hamburger Synchrotronstrahlungslabor
(HASYLAB) at Deutsches Elektronen-Synchrotron (DESY).
The room temperature measurements were conducted in
transmission mode at a vacuum pressure of p < 10−5 mbar.
For selection of the primary beam photon energy a Si(111) (for
the Pd K edge) or Si(311) (for the rare earth L edge) double
crystal monochromator46 was employed. The energy was
calibrated using pure metallic foils. Primary and transmitted
intensities were recorded with two independent gas ionization
chambers using dedicated gas mixture (calculated with the
program XAFSMASS47). The EXAFS spectra were collected at
the Pd K and the R L absorption edges using the optimized
scan parameters supplied by the beamline software. The
energy ranges of the exciting photons are 6289–10800 eV
for the R L edge and 24055–25305 eV for the Pd K edge.
The energy step widths are E 6 10 eV, E = 0.5 eV,
and E = 0.5–2.5 eV, below, in the vicinity, and above the
absorption edge, respectively. The varying energy step width
above the absorption edge was chosen to ensure an equidistant
step width in k space of k = 0.05 A˚−1 for the EXAFS region
of the spectra.
For R = Ho and Er the powder samples were prepared
from single crystal rods, while all other powder samples were
prepared from the polycrystalline starting material. Powder
samples with a specific amount—a product μ · d of 1.5 (μ
is absorption coefficient and d sample thickness) for every
absorption edge was realized—were mixed with cellulose
powder in a desired ratio and pressed to pills. A data reduction
of the x-ray absorption spectra was first performed using
the ATHENA software48. In this respect, the spectra were
normalized to an edge jump of 1 and the absorption coefficient
of the isolated atoms μ0(E) was extracted by fitting a cubic
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FIG. 2. (Color online) The hhl reciprocal plane of Ho2PdSi3:
(a) experimental data at room temperature and (b) schematic
representation. In the sketch the observed reflections are shown as
filled circles, while open circles mark positions of not-observed
reflections emanating from the doubling of unit cell parameter a.
spline function to the data. After subtraction of the atomic
background, the conversion from E to k scale was performed.
A quantitative analysis, that is, refinement of the EXAFS data,
was subsequently done using the program ARTEMIS48 based
on the FEFF 6 code.49 Structure parameters for the starting
models (atom clusters) were taken from the single crystal x-ray
diffraction analysis.
III. SINGLE CRYSTAL DIFFRACTION
Indexing of the diffraction patterns in the following is based
on the primitive unit cell (a, a, c) notation. The reflections
which can be indexed by integers will be referred to as main
reflections.
A. X-ray diffraction on Ho2PdSi3
The x-ray diffraction pattern of the reciprocal h0l plane of
the Ho2PdSi3 single crystal is shown in Fig. 2 (comparable
data have been also obtained for Gd2PdSi3). The strong main
reflections can be indexed by a hexagonal unit cell with
approximately a = 4.05 A˚ and c = 4.00 A˚, corresponding to
the primitive structure.
Apart from the main reflections, additional weak reflections
(thereafter referred to as “superstructure reflections”) are
clearly visible at positions where h and/or k are half integers
[orange circles in Fig. 2(b)]. This indicates a doubling of the
unit cell in the basal plane. The corresponding l indices have
values of 18 ,
2
8 ,
3
8 , etc., indicating an octuplication of the unit
cell along the c direction. No intensities are observed at l = 0,
4
8 .
The superstructure reflections in the hk-reciprocal plane
at l = 18 , 28 , and 38 (figures not shown) exhibit a hexagonal,
identical arrangement with the strongest intensities on the hk 38
plane. Both main and superstructure reflections exhibit Laue
symmetry 6/mmm. Statistics about the collected reflections
are tabulated in Table II. Averaging of reflections has been
performed according to P6/mmm symmetry.
B. Neutron diffraction on R2PdSi3 (R = Gd, Tb,
Dy, Ho, Er, Tm)
Neutron diffraction experiments have been performed on
more compounds with R = Gd, Tb, Dy, Ho, Er, Tm. Figure 3
shows the reciprocal hhl plane of a Tm2PdSi3 single crystal
TABLE II. Details of the x-ray diffraction measurements with the
four-circle diffractometer Stoe & Cie STADI4 and data statistics.
Wavelength λMo Kα = 0.71069 A˚
Temperature T = 297 K
2θ range 3.8◦–100.1◦
sin θmax/λ 1.08 A˚−1
Resolution dmin 0.46 A˚−1
Absorption correction numerical
hkl range −4 < h < 4
−8 < k < 8
−8 < l < 8
Criterion for observed reflections I > 2σ (I )
Number of reflections (observed/all) 3960/34 159
Averaged reflections (observed/all) 562/3746
Averaged main reflections (observed/all) 156/369
Averaged superstructure reflections (observed/all) 406/2897
as an example. An excellent qualitative and quantitative
agreement between x-ray (Fig. 2) and neutron data (Fig. 3)
can be seen.
Main reflections 110 and 002 as labeled in the figure, as
well as 111 and 001 have been observed as expected from the
primitive structure. The relative intensities of these reflections
are in agreement with calculations from the primitive structure.
Moreover, as shown in Fig. 3(b), superstructure reflections at
the same positions as observed by XRD have been clearly
verified. Furthermore, investigations of additional reciprocal
planes, such as h0l, hk 18 planes, etc., confirmed that scattering
intensities are found on 2n+12 0
l
8 and 0
2n+1
2
l
8 positions; while
no intensities are found on 4i8 positions (n,i integer). The
same observations have been confirmed for the other R2PdSi3
compounds. The investigated single crystals varied in mass
from 400 to 2700 mg without any observed effect on the
relative intensity of the superstructure reflections. Moreover,
the intensities of superstructure reflections do not change from
room temperature to low temperatures while the magnetic
ordering temperatures are in the range from 20 to 2 K. Thus,
(a)
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FIG. 3. (Color online) (a) The reciprocal hhl plane of Tm2PdSi3
measured on E2 at T = 300 K and zero field, reproduced from the
original 180◦ scan. (b) The line scan as labeled by the rectangle in
the color plot is shown. Additional reflections at h = k = ±0.5 and
l = ± 18 , ± 28 , and ± 38 can be identified.
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FIG. 4. (Color online) Q scans through the superstructure reflec-
tion 12
1
2
3
8 of (a) Ho2PdSi3 and (b) Tm2PdSi3 along different directions
in reciprocal space at 300 K.
the superstructure reflections are of crystallographic nature
only.
1. Correlation lengths of the superstructure
The correlation lengths of the superstructure vary both in
samples and in crystallographic directions. The dependence
of the correlation length on the crystallographic direction has
been qualitatively observed in x-ray and neutron scattering. To
directly compare the variation with samples, the same exper-
imental setup (sample environment, temperature, instrument)
is required which has been the case for neutron diffraction
measurements on Ho2PdSi3 and Tm2PdSi3. Figure 4 shows Q
scans through the superstructure reflection 12
1
2
3
8 in Ho2PdSi3
and Tm2PdSi3 along different directions in reciprocal space,
the latter of which is shown in Fig. 3.
As can be seen for Ho2PdSi3 the full width at half maximum
(FWHM) along 00l direction (0.063 A˚−1) is twice the FWHM
along hh0 direction (0.031 A˚−1). On the other hand, for
Tm2PdSi3 the FWHM is 0.028 and 0.025 A˚−1 in 00l and
hh0 directions, considerably smaller than that for Ho2PdSi3.
The angular separation of the multichannel detector on E2
is 0.2◦ in 2θ ; the separation in Q space is then d( 4π
λ
sin θ ) =
4π
λ
cos θdθ which is about 0.017 A˚−1 at Q = Q( 12 12 38 ). This is
the limit of the instrument resolution. The observed FWHM of
a reflection (FWHMobs) is determined by the intrinsic FWHM
of the reflection (FWHMintr) and the instrumental resolution
(FWHMRS) together:
FWHMobs =
√
FWHMintr2 + FWHMRS2. (1)
We use 0.017 A˚−1 as an approximate instrumental resolution to
estimate the intrinsic FWHM of the structure. This, however,
would be an overestimate of the FWHMintr since FWHMRS
is definitely larger than 0.017 A˚−1. The correlation length
(calculated as 2πFWHMintr ) of the superstructure is thus determined
to be around 100 A˚ along 00l direction and 245 A˚ along
hh0 direction for Ho2PdSi3; 292 and 350 A˚ in 00l and hh0
directions for Tm2PdSi3. The correlation length of a main
structure reflection (001 in Tm2PdSi3) is about 450 A˚. Note
that the correlation lengths are underestimated due to the
overestimated FWHMintr.
The difference of the correlations lengths between samples
might be due to small differences in the cooling rates during
the crystal growth. In this context it should be mentioned that
in as-cast polycrystalline samples the superstructure is not
detectable, while superstructure reflections are observed in
crushed single crystals. The rapid cooling the as-cast samples
undergo might lead to a correlation length so small that the
reflection intensity is not separated from the background. In
general, a larger correlation length of the superstructure has
been observed for the basal plane than along the c direction in
all investigated compounds.
C. Summary of the observations
The experimental findings from x-ray and neutron diffrac-
tion can be summarized as follows.
(1) Additional crystallographic reflections are observed at
Q = G + H( 12 0 i8 ), H(0 12 i8 ), and H( 12 12 i8 ) where G and
H represent reciprocal lattice vectors of main and additional
reflections, and i = ±1, ±2, or ±3. This indicates an enlarged
unit cell of the size 2×2×8 of the primitive cell.
(2) No intensities occur at Q = G + H(0 0 i8 ), which
suggests that the scattering power of each scattering plane
perpendicular to the c direction is equivalent to that of the
primitive structure, that is, no vacancies or site disorder
involving rare earth atoms exist, and the ratio between numbers
of Pd and Si atoms on each Pd-Si layer is 1:3.
(3) No intensities are observed at 4i8 positions with i being
an integer, which suggests that the scattering power along each
chain parallel to the c direction is equivalent to the primitive
structure, that is, the ratio between numbers of Pd and Si atoms
along each Pd-Si chain is 1:3.
(4) The observed superstructure reflections can be described
by the hexagonal Laue symmetry 6/mmm with approximately
equal intensities of symmetry equivalent reflections.
(5) Neutron and x-ray scattering intensities of the additional
reflections are the strongest for reflections with l = 38 , 58 ,
followed by those with l = 28 , 68 , and the weakest with l = 18 , 78 .
The intensity ratio is roughly 4 : 2 : 1 for all compounds. No
correlation of the intensity ratio and the rare earth atoms is
found, which implies that the superstructure is mainly caused
by Pd and Si modulations.
These results indicate that the specific superstructure
diffraction pattern is generated by different stacking variants
and the question arise if a clear discrimination of these variants
is possible.
IV. THEORETICAL MODELING WITH DFT
In the primitive structure the Pd and Si atoms are supposed
to be randomly distributed on the 2d sites. However, the occur-
rence of the superstructure reflections suggests that the random
occupancy is replaced by a specific and modulated occupancy
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FIG. 5. (Color online) Calculated total energies of different
stacking configurations within the hexagonal Ho2PdSi3 structure
for the volume-optimized cells. The differences are shown with
respect to the high-symmetry structure as a function of 〈dmin,p〉/dmin,s ,
where 〈dmin,p〉 = dmin,1+dmin,22 with dmin,1 and dmin,2 being the shortest
intraplanar Pd-Pd distance in the two neighboring Pd-Si planes, and
dmin,s is the shortest interplanar Pd-Pd distance (errors smaller than
symbol size). The insets illustrate the simulation cells of the low
energy configurations with in-plane as well as Pd-Pd bonds (Si:
yellow spheres, Pd: red spheres, Ho: not shown).
on the 2d sites. In order to clarify the preferred occupancy
of mixed Pd/Si sites in the structure, possible hexagonal
stacking configurations, as shown in Fig. 5, were investigated
by calculations with gradient-corrected density functional
theory (DFT). As the experiments indicate that the additional
reflections are of crystallographic origin, magnetic ordering
in the stacks was suppressed and spin-polarization omitted.
The projector-augmented wave (PAW) method50 (in Perdew-
Wang parametrization51) was employed as implemented in the
VASP code.52 Total energies have been converged (better than
10−8 eV) with a maximum kinetic energy of 450 eV for the
plane wave basis set (700 eV for the augmentation charges) and
a k-point grid equivalent to a 12 × 12 × 12 Monkhorst-Pack
grid for the 8.0994 × 8.0994 × 8.0048 A˚3 hexagonal cell.
Increasing the k mesh to 18 × 18 × 18 grid points yielded a
total energy change below 1 meV. The tetrahedron method with
Blo¨chl corrections was applied. All structures have been fully
relaxed with respect to atomic positions. Cell geometry was
treated in two different approaches. First, the cell was fixed to
the experimental parameters and second, an isotropic volume
relaxation was considered and all positions were relaxed within
the space group.
The total energies of the hexagonal stacking configurations
have been calculated and are compared in Fig. 5 for the
volume-optimized case. It can be seen that the three symmetry
equivalent configurations (1–3) exhibit the lowest total energy
and are favorable with respect to all other configurations,
even the high-symmetry case (4) with an energy difference of
approximate 0.13 eV. Configurations corresponding to smaller
Pd-Pd distances are found to be energetically unfavorable
and thus improbable to be encountered. The energies for the
experimental cells show an equivalent tendency with a slight
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FIG. 6. (Color online) The extracted EXAFS function kχ (k) of
the Pd K absorption edge of the R2PdSi3 compounds.
total energy increase of about 0.02 eV due to strains of less
than 0.8%. Relaxations amount to less than 0.04 A˚ for the low
energy structures (1–4) and to less than 0.13 A˚ for the other
configurations.
Therefore, from the viewpoint of theoretical modeling,
random occupancy on the Pd-Si sites is improbable since three
configurations [1–3 (Fig. 5)] are energetically favored. On
the other hand, it seems likely that the structural modulation
results from the stacking of the three symmetry-equivalent and
therefore degenerate configurations.
V. CHARACTERIZATION OF THE LOCAL
STRUCTURE: EXAFS
In order to verify the DFT results, the local structure of
the Pd, Si, and R atoms is inspected by EXAFS. Theoretical
calculations by McKale et al.53 have shown that the scattering
data of Si or Pd atoms can be well distinguished, which makes
it possible to test different atomic environments of the specific
absorbing atom, that is, Pd or R.
A. Pd K EXAFS
In Fig. 6 the PdK EXAFS data of theR2PdSi3 (R = Gd, Tb,
Dy, Ho, Er, Tm) powder samples are shown. Despite the fact
that only the Ho2PdSi3 and Er2PdSi3 samples were prepared
from single crystalline materials, the individual curves, which
are shown in Fig. 6, exhibit comparable features pointing to
an almost identical local atomic structure. Therefore, the local
structure around the Pd atom is an intrinsic property and the
same for all the investigated R2PdSi3 compounds.
Hereafter, data evaluation of the Ho2PdSi3 compound is
performed as an example, but results and interpretations
apply to the other investigated compounds as well. The direct
neighborhood (first coordination sphere) of the Pd atoms was
first investigated to fit the observed EXAFS data. Different
atomic environments were tested and the results are shown in
Fig. 7. The most probable atomic environment of the Pd atoms
is with three Si atoms as nearest neighbors (model 1: final
residual R = 6.38%, orange line in Fig. 7). Replacing Si with
Pd atoms in the direct neighborhood leads to significantly
worse residuals: R = 18.71% (model 2) and R = 13.22%
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Pd
Si
FIG. 7. (Color online) Results of fitting three models to the
experimental Pd K EXAFS data kRe χ (Q) of Ho2PdSi3 (black
circles). Exclusively the first coordination sphere (rmax = 2.4 A˚) of
the Pd atoms was investigated. The three models are shown on the
right: model 1 (three Si neighbors: orange line), model 2 (two Si
neighbors: blue line), and model 3 (three Pd neighbors: green line).
(model 3). Additionally, a mean environment or a potential
disorder was tested by refining a combination of models 1 and
3. As a result, nonphysical parameters and strongly enhanced
standard deviations of all refined parameters were obtained so
that such a model can be excluded. This agrees well with the
DFT calculation and its three favored configurations where
small Pd-Pd distances are found to be unstable (cf. Fig. 5).
B. Rare earth-L EXAFS
As suggested by the diffraction measurements, the unit
cell of the Ho2PdSi3 is enlarged by factor 2 × 2 × 8 which
results in the possibility of multiple, nonequivalent R sites.
These different sites should be distinguishable with respect to
their electronic surrounding. To address this question, the R L
EXAFS functions were analyzed. In Fig. 8 the Ho and Er L
EXAFS functions are shown. The R L EXAFS data are nearly
identical for these two compounds as well as for R = Tb (not
shown). In the following, only the data for Ho2PdSi3 will be
discussed but the conclusions should be valid for all R2PdSi3
compounds.
The DFT calculation yielded three symmetry equivalent
configurations which are energetically favored. These three
configurations are comprised of two possibilities for the
local structure of the rare earth atoms (R1, R2). The nearest
neighbors of the rare earth atoms are 12 Pd/Si atoms in two
rings arranged above and below the rare earth atoms. For R1
one of the rings consists only of Si atoms, the other one of two
Pd and four Si atoms. For R2 both rings are comprised of two
Pd and four Si atoms [see Fig. 9(b)].
For the EXAFS analysis both cluster models have to be
superimposed because both R atoms (R1 and R2) act as
absorbing atoms at the same time. Therefore, it is not possible
to directly determine the local structure of a single R atom only.
Furthermore, there are no differences between signals from
the two configurations, when only single scattering paths with
rmax < 3.1 A˚ are taken into account, since the EXAFS method
uses only lengths of the scattering paths but not the angles
between them. Nevertheless, certain coordination information
can be obtained and are described in the following.
FIG. 8. (Color online) The extracted EXAFS functions kχ (k) of
the Ho and Er L absorption edge of Ho2PdSi3 (orange) and Er2PdSi3
(blue) compounds, respectively.
The experimental data were first fitted using an atom cluster
with rmax = 3.1 A˚ and single scattering paths. The model
with a combination of atom clusters with either only Si as
nearest neighbors or only Pd as nearest neighbors fits the data
at best. A fraction of 78(11) at. % Si and 22(8) at. % Pd
could be estimated. This agrees well with the suggested ideal
composition of 3:1 (Si:Pd).
Second, an atom cluster with rmax = 6.0 A˚ and multiple
scattering paths from the two different surroundings were
generated and refined. The fitting results for the Ho L3 EXAFS
data are depicted in Fig. 9(a).
As can be seen, the experimental data are well reproduced,
which proves the predictions of the DFT calculations that only
two different atomic surroundings of the R atoms occur.
FIG. 9. (Color online) Ho L3 EXAFS data and simulated curves
for different cluster models. (a) Refinement results for a cluster with
rmax = 6.0 A˚. Shown here is the simulated curve kχ (k) for a model
comprising of both R sites (R = 1.58%). (b) The two possibilities of
the first coordination sphere of the two symmetrically not equivalent
rare earth atoms (for details see text).
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C. Summary
From quantitative EXAFS analysis the following conclu-
sions can be drawn.
(1) All investigated R2PdSi3 samples exhibit an identical
local structure for the Pd as well as for the R atoms.
(2) The first coordination sphere of the Pd atoms consists
of three Si atoms.
(3) For the rare earth atoms two different surroundings R1,
R2 exist.
VI. THE SUPERSTRUCTURE MODEL
Based on the x-ray and neutron diffraction results, EXAFS
data and DFT calculation, a structure model is proposed to
describe the superstructure observed in R2PdSi3. The model
uses a modulation wave approach in which the structure is
described as superposition of an average structure and a set
of modulated structures.54–56 In general the modulation can
be occupational, positional, or a combination of both. The
possible solutions are analyzed with the means of group theory
which yields a unique structure solution.
Based on the experimental observations, the following
assumptions are made to simplify the structure model.
(1) The superstructure is due to the Pd-Si modulation, based
on the diffraction measurements where the relative intensities
of the superstructure reflections is independent of R.
(2) The Wyckoff 2d sites are occupied by either Pd or Si.
As shown by DFT calculations and verified by EXAFS, there
are three configurations which are energetically favored. A
random occupancy is therefore unlikely.
(3) The Pd-Si modulation is of occupational nature as veri-
fied by DFT calculation. The possible positional modulations
are below 0.1 A˚ (rare earth atoms) and 0.01 A˚ (Si/Pd atoms)
based on x-ray diffraction data. The positional modulation will
be used in the later refinement as a free parameter.
The intensity of the superstructure reflections depends then
only on the scattering length bp=1,2(X) where the index p
denotes the positions r1 and r2 in the main unit cell. bp=1,2(X)
can be decomposed into an average part and a modulated part.
bp=1,2(X) = 3bSi + bPd4 + δbp(X)
with δbp(X) =
∑
q=1,2,3
bτ q1 ,pe
i2πτ q1 ·X
+
∑
q=1,2,3
bτ q2 ,pe
i2πτ q2 ·X
+
∑
q=1,2,3
bτ q3 ,pe
i2πτ q3 ·X + c.c. (2)
with the modulation vectors τ qs=1,2,3 and the Fourier com-
ponents bτ ,p for each modulation vector. The superstructure
model is equivalent with the determination of these Fourier
components which is presented in the following.
Recall from Sec. II that the sequence along c on one
Pd/Si site (r1 or r2) can only consist of six Si and two
Pd atoms in the enlarged unit cell. Also, no intensities are
found on l = 08 and l = 48 positions. After enumeration of all
possibilities the latter condition is fulfilled by only two possible
sequences: sequence 1 Pd-Pd-Si-Si-Si-Si-Si-Si and sequence 2
TABLE III. Fourier components for modulation vectors bτ of the
crystallographic superstructure, where bq = c2q bSi−bPd4 eiφ
2
q ; the exact
values for c2q and φ2q are listed in Table VIII.
q 1 2 3
bτq1
√
2
2 b
1e−i
π
4 0
√
2
2 b
3ei
π
4
bτq2
√
2
2 b
1ei
π
4 0
√
2
2 b
3e−i
π
4
bτq3
0 b2 0
Pd-Si-Si-Pd-Si-Si-Si-Si. Only the latter is in agreement with
both DFT calculation and EXAFS measurements since in
sequence 1 there are two Pd atoms neighboring each other
in c direction.
While the sequence on one of the Pd/Si sites is thus
determined, the phase shift of the sequence between r1 and
r2 can assume eight possible values, i.e., 0, 2π8 , . . . , 7 · 2π8 .
This leads in principle to (2 × 8)8 possible structures (8 in the
power corresponds to the eight Pd/Si sites in the enlarged unit
cell).
However, following the analysis in Appendix A, only
four possible solutions which are in agreement with the
experimental results exits in total. Among them only one
is consistent with sequence 2. To express the result in the
basic unit cell, the modulation vectors are categorized into
three classes: {±τ q1} = {±( 12 0 q8 )}, {±τ q2} = {±(0 12 q8 )},
and {±τ q3} = {±( 12 12 q8 )}. The Fourier components of the
modulation vectors for this solution are listed in Table III.
So far the relation between the two Pd/Si sites in the
basic unit cell has not been discussed. However, symmetry
of the basic structure prescribed a certain limit, so that the
Fourier components of the two sites, that is, bτ ,1 and bτ ,2, are
not independent. For example, applying P6/mmm symmetry
to the modulation vector τ 11, the small group that leaves
the modulation vector unchanged consists of four symmetry
elements Gτ 11 = {1, 20,0,z, m2x,x,z, m0,y,z}. There are four
irreducible representations of the group, the character table
for which are given in Table IV. The basis functions can be
constructed using bτ ,1 and bτ ,2 for each representation as listed
in Table IV.
Although the small groups are comprised of different
symmetry elements for different modulation vectors, they
are isomorphic to each other, and also to the factor group
of the subgroup D3 = {1,3−0,0,z,3+0,0,z,2x,x,0,20,y,0,2x,0,0} of
P6/mmm. Following the analysis in Appendix B, it is
TABLE IV. The character table for the irreducible representations
of the small group Gτ of modulation vector τ 11 = ( 12 0 18 ) in space
group P6/mmm. The basis functions are constructed with the Fourier
components of the modulation vector on each site bτ ,1 and bτ ,2 when
possible.
1 20,0,z m2x,x,z m0,y,z Basis
1 1 1 1 1 bτ ,1 + bτ ,2
2 1 1 −1 −1
3 1 −1 1 −1 bτ ,1 − bτ ,2
4 1 −1 −1 1
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TABLE V. Taking the space group symmetry P6/mmm into
account six superstructure domains occur. Each domain contributes
to the intensity of modulation vectors associated to itself.
τ qs
Domains (0.5, 0.0, q8 ) (0.0, 0.5, q8 ) (0.5, 0.5, q8 )
D1 = 1· D1 (0.5, 0.0, q8 ) (0.0, 0.5, q8 ) (0.5, 0.5, q8 )
D′1 = 2x,x,0D1 (0.0, 0.5, − q8 ) (0.5, 0.0, − q8 ) (0.5, 0.5, − q8 )
D2 = 3−0,0,zD1 (−0.5, 0.5, q8 ) (−0.5, 0.0, q8 ) (−1.0, 0.5, q8 )
D′2 = 20,y,0D1 (−0.5, 0.0, − q8 ) (−0.5, 0.5, − q8 ) (−1.0, 0.5, − q8 )
D3 = 3+0,0,zD1 (0.0, −0.5, q8 ) (0.5, −0.5, q8 ) (0.5, −1.0, q8 )
D′3 = 2x,0,0D1 (0.5, −0.5, − q8 ) (0.0, −0.5, − q8 ) (0.5, −1.0, − q8 )
determined that only a phase shift of π between bτ 11,1 and
bτ 11,2 agrees with the experimental observations.
So far a set of modulation vectors with corresponding
Fourier components in Table III which can describe the
superstructure in R2PdSi3 is found. According to the model,
the relations between the two sites r1 and r2 are bτ 11,1= −bτ 11,2,
bτ 21,1= bτ 21,2 and bτ 31,1 = −bτ 31,2, etc.
The application of the P6/mmm symmetry on the modu-
lation vectors leads to the generation of six twinned domains.
They can be transformed into each other with symmetry
operations in the subgroup D3 as shown in Table V.
While each domain has the reduced twofold symmetry
(there is only a twofold rotational axis in each of the small
groups), the experimentally observed quasihexagonal structure
is due to an average of the six twinning domains. Although
bτ 13 =0 for domain D1 (see Tables III and V), there are still
observed intensities on this position due to contributions from
domain D3, D′3, D2, and D′2. Similarly, all other observed
superstructure reflections can be considered as an averaged
contribution from the six domains. The ratio between the
square of the structure factors of the 18 ,
2
8 , and
3
8 reflections
is 1:3.4:5.8, depending only on the difference between the
neutron scattering length of Pd and Si atoms |bPd − bSi|2. With
respect to the experiment uncertainty this ratio is found in
all investigated R2PdSi3. Other possibilities (e.g., sequence
1) yield ratios which are incompatible with the observed
intensities.27
A. The superstructure in real space
In real space the superstructure can be constructed by
stacking the Pd-Si layers in the c direction. The phase relation
leads to four kinds of Pd-Si layers (labeled as A, B, C, and D)
allowed in the superstructure as shown in Fig. 10, all of which
still preserve the twofold rotational symmetry.
Thus domain D1 can be translated into the sequence
ABCDBADC and is plotted in Fig. 11.
Other symmetrically equivalent domains are of the follow-
ing arrangements in c direction:
(1) D1: ABCDBADC; D′1: ABDCBACD
(2) D2: DBCABDAC; D′2: DBACBDCA
(3) D3: CBDABCAD; D′3: CBADBCDA
It is worth noting that in the superstructure there are only six
combinations between adjacent Pd-Si layers and all of them
are symmetrically equivalent to the three configurations with
lowest energy as shown in Fig. 5. There are no identical layers
(a)layer A
(b)layer B
(c)layer C
(d)layer D
FIG. 10. (Color online) Sketches of the four kinds of Pd-Si layers
labeled (a) A, (b) B, (c) C, and (d) D. The rare earth atoms are depicted
in blue. The position of the silicon (yellow) and palladium (red) atoms
is c/2 above the rare earth plane.
which are adjacent to each other in the sequences. This again
agrees well with the DFT calculations which showed that such
a configuration (4 in Fig. 5) is energetically unstable. Also it is
to be recalled that there are only two types of local structures
for rare earth atoms as shown in Fig. 9(b).
In other terms, the sequence of layers in the enlarged
unit cell can be understood as a sequence of rotations and
translations of any Pd-Si layer. It is easily seen that the layers
A, C, and D are transferred to each other by a 60◦ rotation.
The counterclockwise rotation is defined R, the clockwise ¯R.
The B layer is invariant under R and ¯R. Each layer A, C,
and D has an in-plane twofold axis. The translation with the
primitive lattice vector a along the respective twofold axis of
A, C, and D leads to layer B and vice versa. The translation is
defined T110, T010, and T100 with the subscript for the twofold
axis of the respective layer A, C, and D. It is obvious that T110
is transformed to T010 by a R operation, and so on. With this
notion, all superstructure domains can be described with one
sequence of operations on different starting layers, which is
T -R · T -R -R · T -R · T -R -Rwith T in the direction of
the twofold axis of the current layer. This can be understood as
a three times counterclockwise rotation with two translations
and two clockwise rotations. For example, the domain D1 is
realized by applying the following operations on layer A: T110
- R · T110 - R - R · T010 - R · T100 - R - R. The D′ domains
are found by exchanging R and ¯R.
B. Refinement of the superstructure model
The intensities of the superstructure reflections from neu-
tron scattering are rather weak and the number of available
reflections is too small to examine quantitatively the validity
of the model. Therefore, although x-ray diffraction data is only
available for Ho2PdSi3, it (instead of the neutron scattering
data for a larger collection of R2PdSi3 compounds) is used for
comparison with the model calculation. Due to the similarity
shown in the neutron scattering data of the different R2PdSi3
compounds, it is expected that this will not compromize the
validity of the model.
During the course of refinement, the lattice parameters are
fitted first and then held constant. The atom positions in the
enlarged unit cell are fixed according to the model described
in the previous section. Randomly but equally distributed
twinned domains are assumed so that contributions from
different domains are simply summed up. Initially, only scaling
104105-9
P13. Crystallographic superstructure in R2PdSi3 compounds 185
DOI: 10.1103/PhysRevB.84.104105
FEI TANG et al. PHYSICAL REVIEW B 84, 104105 (2011)
FIG. 11. (Color online) Sketch of superstructure D1 of the layer
sequence ABCDBADC.
and extinction factors are refined. The obtained R values were
around 20% for the superstructure reflections in the beginning
when all atomic positions are fixed. However, considering the
two types of local structures for Ho (see right side of Fig. 9),
the R1 type atom is probably pushed away from the Pd atoms
(radius ∼1.4 A˚) to the other side where there are only Si
atoms (radius ∼1.1 A˚). On the other hand, the R2 type atom
is probably in the original position since there are Pd atoms
on both sides. Putting this assumption into the model and
refining three parameters (scaling, extinction, and the atomic
displacement of the Ho3+ atoms in R1 positions) in total, the
R values dropped to around 11% with a displacement of the
Ho3+ atoms in R1 positions of 0.026 A˚.
Details of the refinement and R values are summarized
in Table VI. For comparison, results from refinement with
another model are also listed in Table VI, details for the
second model can be found elsewhere.27,37,41 The second
model describes the superstructure by a modulation approach
using a modulation vector τ = (00 38 ) and an enlarged unit cell
2a × 2a × c with space group symmetry P6/mmm. Assuming
both occupational and positional modulations, considering
symmetry requirements, 30 independent parameters were
refined. As shown in Table VI, the R factors are comparable
but slightly larger than the current model.
In summary, the current superstructure model agrees well
with the Ho2PdSi3 data. Although the R factors of the second
model are comparable with the current one, the physical picture
of the current model is simpler. Moreover, the current model
fits better into the picture when the magnetic structures are
involved.
VII. DISCUSSIONS
A. Crystallographic structure
To summarize, the superstructure observed in R2PdSi3
can be described using the modulation vectors with the
respective Fourier components tabulated in Table III. In the
real structure the symmetry reduction from the P6/mmm
symmetry of the main structure leads to the existence of
six twinned domains. The averaged diffraction picture is
therefore quasihexagonal. The combination of neutron and
x-ray diffraction measurements allowed the separation of
other possible effect for the observed diffraction pattern. The
structure of the bulk measured by neutrons allowed us to
falsify a possible surface ordering while the single crystal
x-ray measurement excluded a possible co-aligned parasitic
phase. The neutron diffraction showed the same characteristic
1:2:4 intensity pattern for 18 ,
2
8 ,
3
8 reflections for all investigated
R2PdSi3. This intensity pattern is specific here for the presented
structure proposal and cannot be reproduced by other stacking
sequences. Additionally, neutron diffraction allowed us to
investigate a possible change of the superstructure reflection
from room temperature through the magnetic ordering down to
1.5 K. No change was observed. The superstructure is therefore
not influenced by the magnetic rare earth ions, but the influence
of the superstructure on the magnetic properties are significant
as will discussed in the next subsection.
The refinement of the model with x-ray diffraction data
of the Ho2PdSi3 compound yielded a wRF 2 factor of 11.35%
for the superstructure reflections, best among all other tested
possibilities. It is interesting to note that the refinement
of all reflections in the main structure model (where the
superstructure reflections are deviations) yields a wRF 2 factor
of about 12.5%. The intensity of the superstructure reflections
is proportional to the difference of the scattering lengths and
therefore small in comparison to the main structure reflections.
The fact has to be considered when a classic structure solution
with a x-ray diffraction pattern is refined. The refinement
leads easily to a dead-end due to the insignificance of the
superstructure reflections for the fit.
The combination of diffraction measurements with DFT
calculations and EXAFS measurements indicated the exis-
tence of only two kinds of local environments for rare earth
atoms. This can be interpreted in the light that Pd atoms avoid
each other as nearest neighbors due to their size. Furthermore,
DFT calculations showed that stacking sequences of lowest
energy exist compared to other possible sequences where
identical layers (i.e., Pd atoms) are adjacent to each other.
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TABLE VI. Crystallographic data and details of the structure refinement. The R values are given for the observed and for all reflections
(observed/all).
Chemical formula Ho2PdSi3
Cell parameterb a = b = 4.0497(3) A˚, c = 4.0024(3) A˚
α = β = 90◦, γ = 120◦
Refinement on F 2
Extinction correction isotropic, Lorentz
Current Model Other Model
Number of refined parametersb 3 30
Weighted R values43
wRF 2,all (obs./all) 9.38% / 11.45% 12.88% / 19.16%
wRF 2,main (obs./all) 8.60% / 8.82% 12.06% / 12.88%
wRF 2,sup. (obs./all) 11.35% / 14.23% n/a
Goodness of fit (obs./all) 3.30 / 1.73 3.24 / 1.92
bCell parameters of AlB2-equivalent unit cell.
bThe superstructure cell consists of 96 atoms in total, which needs 288 parameters to fully specify the structure when no model is assumed.
In real space the superstructure can be described as six
stacking sequences ABCDBADC, etc. of the different layers
along the c direction. The sequence includes a rotation from
layer to layer. Additionally, a translation along the twofold axis
of a layer with a primitive lattice vector a seems energetically
favored. The delicate stacking sequence can be thermally
influenced as the findings of different correlation lengths imply
stacking faults along the c direction. The detailed investigation
of the conditions for the superstructure formation (for instance
through an in situ diffraction experiment while annealing
a powder sample) is beyond the scope of this paper. The
domain size is about several hundred A˚ngstrom as suggested
by the calculation of the correlation lengths based on the
measured FWHM. In some compounds, like Ho2PdSi3, the
correlation length is about half of that in the basal plane, which
indicates that the stacking faults occur preferably along the c
direction. This is an expected behavior for the so called type B
order-disorder structures introduced by Dornberger-Schiff.57
The finding of the stacking faults might well explain the
contradictory literature data on the crystallographic structure
of R2PdSi3 and related compounds.
The superstructure is not specific to the single crystal case.
The EXAFS data have shown that also in polycrystalline
samples only two surroundings for the rare-earth atoms exist. It
is suggested that the powder samples are so heavily disordered
that the correlation length is actually below the size of the
structural unit cell. In Ce2PdSi3 it has been shown that
superstructure reflections have been observed after a week
of annealing also in polycrystalline samples.29
Interestingly, the network of the rare-earth atoms still
remains in the primitive AlB2 structure with only a slight
indication of displacement and no site defects (vacancies or
occupation by Pd/Si atoms). Opposed to the assumption of
Chevalier et al.8 the formation of Si-Hueckel arenes proves
to be stable against increasing electron number of the d-shell
electrons in the transition metal. Instead the transition metal
is incorporated in the Si network and the increasing size of
the transition metal ion (from Ru over Rh to Pd) leads to
the introduction of a longer stacking sequences along the c
direction. In the light of the stability of the Si-Hueckel arenes
and the delicate dependence on sample preparation the findings
on other R2T Si3 compounds where diffuse intensity has been
observed on 12
1
2 l positions might be re-interpreted.
B. Implications for the magnetic properties
The crystallographic superstructure has an eminent impact
on the magnetic properties of the R2PdSi3 compounds. In
the so called FiM phase38 of Ho2PdSi3 and Tb2PdSi3,
magnetic intensities were observed on top of the superstructure
reflections when a magnetic field was applied on the sample.
The existence of the FiM phase has been also confirmed for
Er2PdSi3 and Tm2PdSi3.58 In Tm2PdSi358 magnetic Bragg
reflections were observed as satellites to the superstructure
reflections.
The superstructure model discussed here provides a new
angle to tackle the correlation between the magnetic structure
and the crystallographic superstructure. As discussed before,
two different local environments for R3+ atoms exist. That
this difference exists and is significant has been shown in the
case of Er2PdSi3.59 In the magnetic ordered phase this gives
rise to two magnetic sublattices which in themselves can be
ordered antiferromagnetically. The FiM phase emerges when
these sublattices exhibit different ferromagnetic contributions.
Whether these differences are due to crystal electrical field
(CEF) effect or RKKY exchange interactions or both cannot
be easily decided.60 In some investigated cases the existence
of magnetic domains complicates the analysis further.61
However, it is easy to show that the here presented
superstructure generates the observed intensity pattern of the
FiM although the mechanism is unknown. It is sufficient to
start with two types of rare earth atoms (R1 and R2).
For a certain crystallographic domain (see Sec. V), the
sequence of the rare earth atoms along the c direction is
determined. Using the D1 domain as an example, the sequences
of rare earth atoms at the following positions are as listed
below:
(1) X = (0,0,z): R1-R2-R1-R1-R2-R2-R2-R1,
(2) X = (1,0,z): R2-R1-R1-R2-R1-R1-R2-R2,
(3) X = (1,1,z): R2-R2-R2-R1-R1-R2-R1-R1,
(4) X = (0,1,z): R1-R1-R2-R2-R2-R1-R1-R2.
Let the ferromagnetic component of the magnetic moments
for R1 and R2 be μ1 and μ2, respectively. Then, the magnetic
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TABLE VII. Tabulated Fourier components for modulation vec-
tors μτ of the magnetic structure as the result of the crystallographic
superstructure, where μq = cq μ1−μ22 , c1 = −c3 = 2.828427, and
c2 = −4.
q 1 2 3
μτq1
√
2
2 μ
1e−i
π
4 0
√
2
2 μ
3ei
π
4
μτq2
√
2
2 μ
1ei
π
4 0
√
2
2 μ
3e−i
π
4
μτq3
0 μ2 0
moment of the rare earth atom in the X th position can be
described using the Fourier transformation as follows:
μ(X) = μ1 + μ2
2
+ δμ(X)
with δμ(X) =
∑
q=1,2,3
μτ q1 e
i2πτ q1 ·X
+
∑
q=1,2,3
μτ q2 e
i2πτ q2 ·X
+
∑
q=1,2,3
μτ q3 e
i2πτ q3 ·X + c.c. (3)
The Fourier components for each modulation vector τ qs
are listed below in the Table VII. The crystallographic
superstructure naturally induces possible magnetic structures
with the same modulation vectors τ qs when the ferromagnetic
component of the magnetic moments μ1 and μ2 are not
equal and nonzero. The magnetic intensity pattern on the
superstructure reflections is roughly 1:2:1 for 18 ,
2
8 , and
3
8 . This
is exactly what has been observed in the FiM phase where the
difference between μ1 and μ2 is induced by external fields.
The influence of the crystallographic superstructure on the
magnetic structures depends on how strongly the rare earth
atoms are influenced by the different local environments. If we
consider the CEF effect only, the influence for the Gd3+ atom
should be weak since there should be no CEF effect present,
while for Tb3+ and Tm3+ atoms, on the other hand, it should
be strong. Further investigation addressing these questions are
planned.
VIII. CONCLUSION
The presented study introduces a new type of AlB2
derived structure in which the R2PdSi3 (R = heavy rare earth)
compounds crystallize. The complimentary use of neutron and
x-ray diffraction in combination with EXAFS, DFT, and group
theory excludes other structure solutions and determines the
structure formation as a result of the ordering of Pd-Si atoms.
It has been shown that the particularities of the structure can be
understood in terms of energy minimization. The large Pd ion
cannot have another Pd ion as nearest neighbor in the structure.
Also, the Si ions are bound to form Hueckel arenes. These two
rules lead to the stacking sequence of the four layers which
form the R2PdSi3 structure.
The new unit cell contains 96 atoms compared to the three
atoms of the primitive unit cell. Important for the magnetic
properties are the two different rare earth sites in the structure.
Especially the generic magnetic phase, which is unique for
the R2PdSi3, can now be understood as the ordering of two
sublattices within one crystallographic unit cell. The new
structure might also lead to the re-interpretation of observed
properties in other R2T Si3 compounds.
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APPENDIX A: THE FOURIER COMPONENTS OF THE
SUPERSTRUCTURE
As inferred from the modulation vectors, the periodicity of
the superstructure is 2 × 2 × 8. Following Eq. (2), explicitly
writing out the neutron scattering length bp(X) on the pth
position in unit cell X = (0,0,z), (1,0,z), (1,1,z), and (0,1,z)
(since the analysis does not depend on the r1 or r2 positions
in the unit cell, the subscript p will be omitted in the notation)
yields
δb[X = (0,0,z)] =
∑
q
(
bτ q1 + bτ q2 + bτ q3
)
ei2π ·z·
q
8 + c.c.,
δb[X = (1,0,z)] =
∑
q
(− bτ q1 + bτ q2 − bτ q3
)
ei2π ·z·
q
8 + c.c.,
δb[X = (1,1,z)] =
∑
q
(− bτ q1 − bτ q2 + bτ q3
)
ei2π ·z·
q
8 + c.c.,
δb[X = (0,1,z)] =
∑
q
(
bτ q1 − bτ q2 − bτ q3
)
ei2π ·z·
q
8 + c.c.
(A1)
The sequences on the four positions should be either
sequence 1 or sequence 2, which can be expressed in Fourier
expansion as in Eq. (A2), the respective Fourier components
are listed in Table VIII,
b(z) = 3bSi + bPd
4
+ bSi − bPd
4
∑
k=1,2,3
cke
iφk ei2π ·z·
k
8 . (A2)
104105-12
188 Off-Topic Publications as Coauthor
DOI: 10.1103/PhysRevB.84.104105
CRYSTALLOGRAPHIC SUPERSTRUCTURE IN R2PdSi . . . PHYSICAL REVIEW B 84, 104105 (2011)
TABLE VIII. Fourier components and phase angles for the two
sequences of six Si and two Pd atoms, for which the zeroth and fourth
order components are zero.
Sequence 1
c11 1.847759 φ11 −2.74889
c12 1.414214 φ12 −2.35619
c13 0.765367 φ13 −1.96349
Sequence 2
c21 0.765367 φ21 −1.96349
c22 1.414214 φ22 2.35619
c23 1.847759 φ23 −2.74889
Comparing Eq. (A1) and (A2), the following equations can
be written down:
bτ q1 + bτ q2 + bτ q3 = b1qeiθ
1
q eiqψ1 ,
−bτ q1 + bτ q2 − bτ q3 = b2qeiθ
2
q eiqψ2 ,
(A3)
−bτ q1 − bτ q2 + bτ q3 = b3qeiθ
3
q eiqψ3 ,
bτ q1 − bτ q2 − bτ q3 = b4qeiθ
4
q eiqψ4 ,
where q = 1, 2, 3, bj=1,2,3,4q , and θjq should take the values of
one of the two sequences listed in Table VIII, ψj is the phase
shift of the actual sequence on position Xj from the sequence
1 or 2 which can only take the value n · 2π8 with n being integer.
Equation (A3) can be simplified to
4∑
j=1
bjqe
iθ
j
q eiqψj = 0, (A4)
where j sums over the four positions in the doubled unit cell
in the basal plane. Four kinds of solutions exist for the above
equation as detailed below.
1. Type I solution
All bjq and θjq take the values for sequence 1, for example,
b
j
q = c1q and θjq =φ1q . Then Eq. (A4) can be further simplified
to
4∑
j=1
eiqψj = 0. (A5)
There is an infinite choice of ψj which satisfy the above
equation since, if {ψj} is one set of a solution of the equation,
then {ψj + randomangle} would also be a solution. But they
are physically equivalent. Therefore only the inequivalent
solutions are presented here (same below). One solution of
TABLE IX. Solution S1-1 of Fourier components for modulation
vectors bτ when ψ1 = 0, ψ2 = π2 , ψ3 = π , and ψ4 = 3π2 .
q 1 2 3
bτq1
√
2
2 c
1
1e
iφ11 e−i
π
4 0
√
2
2 c
1
3e
iφ13 ei
π
4
bτq2
√
2
2 c
1
1e
iφ11 ei
π
4 0
√
2
2 c
1
3e
iφ13 e−i
π
4
bτq3
0 c12eiφ
1
2 0
TABLE X. Type II solution of Fourier components for modulation
vectors bτ .
q 1 2 3
bτq1
√
2
2 c
2
1e
iφ21 e−i
π
4 0
√
2
2 c
2
3e
iφ23 ei
π
4
bτq2
√
2
2 c
2
1e
iφ21 ei
π
4 0
√
2
2 c
2
3e
iφ23 e−i
π
4
bτq3
0 c22eiφ
1
2 0
{ψj} is ψ1 = 0, ψ2 = π2 , ψ3 = π , ψ4 = 3π2 . The values for
bτ ki are determined accordingly as listed in Table IX. Similarly,
five other solutions can be found by permutation of {0, π2 ,
π , 3π2 } for ψj corresponding to the twinned domains due to
P6/mmm symmetry.
2. Type II solution
All bjq and θjq take the values for sequence 2, that is, bjq = c2k
and θjq = φ2q . Following similar analysis detailed above for
solution 1, there are six symmetric equivalent solutions for
bτ qi , one of which is listed in Table X.
3. Type III solution
Each of the four bjqeiθ
j
q eiqψ
j
terms takes values in {c2qeiqφ
2
q ,
c2qe
iqφ2q eiq
π
2 , c2qe
iqφ2q eiq
π
4 , c1qe
iqφ1q eiq
3π
2 }. The permutation of
b
j
qe
iθ
j
q eiqψ
j in the four possible values gives rise to 24 possible
solutions. They can again be transformed into each other
with the symmetry operations in the P6/mmm group and
are therefore considered to be symmetrically equivalent. One
example for bτ qi is listed in Table XI.
4. Type IV solution
Each of the four bjqeiθ
j
q eiqψ
j
terms takes values in {c1qeiqφ
1
q ,
c1qe
iqφ1q eiq
π
2 , c1qe
iqφ1q eiq
5π
4 , c2qe
iqφ2q eiqπ}. Similar to type III
solution, there are 24 symmetry equivalent solutions of bτ qs
as well. One of them is listed in Table XII.
APPENDIX B: SYMMETRY ANALYSIS
As discussed in the main text, there are only two possi-
bilities for bτ ,1 and bτ ,2: bτ ,1 = bτ ,2 with phase shift φ = 0
as in representation 1, or bτ ,1 = −bτ ,2 with φ = π as in
representation 3. To preserve the sequences on the two sites
as sequence 1 or 2, the phase shift for bτ q1 should be qφ. Thus
TABLE XI. Type III solution of Fourier components for modula-
tion vectors bτ .
q 1 2 3
bτq1
c21e
iφ21 (1+ei π4 )
2
c22e
iφ22 (1+ei π2 )
2
c23e
iφ23 (1+ei 3π4 )
2
bτq2
c21e
iφ21 (1+ei π2 )
2 0
c23e
iφ23 (1+ei 3π2 )
2
bτq3
c21e
iφ21 +c11e
iφ11 ei
3π
2
2
c22e
iφ22 −c12e
iφ12
2
c23e
iφ23 +c13e
iφ13 ei
π
2
2
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TABLE XII. Type IV solution of Fourier components for modu-
lation vectors bτ .
q 1 2 3
bτq1
c11e
iφ11 (1+ei 5π4 )
2
c12e
iφ12 (1+ei π2 )
2
c13e
iφ13 (1+ei −π4 )
2
bτq2
c11e
iφ11 (1+ei π2 )
2 0
c13e
iφ13 (1+ei 3π2 )
2
bτq3
c11e
iφ11 −c21e
iφ21
2
c12e
iφ12 +c12e
iφ12
2
c13e
iφ13 −c23e
iφ23
2
we only need to consider the two possibilities for the relation
between bτ 1s ,1 and bτ 1s ,2.
1. Case 1: bτ1s follows 
1 symmetry
When bτ 1s follows the symmetry defined by the irreducible
representation 1, that is, φ = 0, the phase shifts for both
bτ 2,3s are also zero, meaning bτ qs ,1 = bτ qs ,2. The intensity for
the superstructure reflections can be explicitly determined as
follows:
F ( Q = G + τ ) =
∑
rp
bτ ,pe
i(G+τ )·rp
= bτ · eiπ(l+τz) · ei2π h+k3 · ei2π
τx+τy
3
(
ei2π
k+τy
3 + ei2π h+τx3 ),
(B1)
where G = (h,k,l), τ = (τx,τy,τz), r1 = ( 13 , 23 , 12 ), and r2 =
( 23 , 13 , 12 ) have been incorporated in the equation. When
2π k+τy3 = 2π h+τx3 + (2m + 1)π , F ( Q) = 0 which means that
the reflections are extinct due to symmetry and the extinction
condition is k = h + τx − τy + 3m + 32 . For modulation vec-
tors τ q3 , τx = τy = 0.5, the condition will never be satisfied;
however for modulation vectors τ q1,2 the extinction condition
is fulfilled at certain reflections.
Note that the extinction conditions differ with the different
twinning domains and can be generated with the same symme-
try operation, respectively. However, this extinction condition
will extinct reflections with nonzero Fourier components.
Thus, at reciprocal lattice points where the extinction condition
is fulfilled, two of the six superstructure satellites will not be
present [for example at G = (0,1,0), τ q2 will be missing]. This
applies to all four types of solutions. But the experimental
results showed otherwise: all six superstructure reflections
were found around all measured main reflections including
G = (0,1,0). So this case can be excluded.
2. Case 2: bτ1s follows 
3 symmetry
When bτ 1s follows the symmetry defined by the irreducible
representation 3, that is, φ = π , the phase shifts for bτ 2s
and bτ 3s should be 2π and 3π , respectively, meaning bτ 1,3s ,1 =−bτ 1,3s ,2 and bτ 2s ,1 = bτ 2s ,2.
The extinction condition for 1 symmetry has been derived
previously in case 1: k = h + τx − τy + 3m + 32 . For modu-
lation vectors bτ 21,2 this condition can be satisfied.
TABLE XIII. The averaged |V ( Q = G + τ )|2 for each type
of solutions. |V ( Q)|2 of solution 1 and 2 do not depend on
whether k = h + 3m, k = h + 3m + 1 or k = h + 3m + 2, while
for solutions 3 and 4 they matter because of the extinction
conditions. The average has been performed over all the symmetric
equivalent solutions in each type.
(h,k,l) + τ τz I II III IV
k = h + 3m 18 13 c11
2 1
3 c
2
1
2 1
12 (4 +
√
2)c212 112 (4 −
√
2)c112
2
8
1
3 c
1
2
2 1
3 c
2
2
2 1
3 c
2
2
2 1
3 c
1
2
2
3
8
1
3 c
1
3
2 1
3 c
2
3
2 1
12 (4 −
√
2)c232 112 (4 +
√
2)c132
k = h + 3m + 1 18 13 c11
2 1
3 c
2
1
2 1
6 (3 +
√
2)c212 16 (3 −
√
2)c112
2
8
1
3 c
1
2
2 1
3 c
2
2
2 1
3 c
2
2
2 1
3 c
1
2
2
3
8
1
3 c
1
3
2 1
3 c
2
3
2 1
6 (3 −
√
2)c232 16 (3 +
√
2)c132
k = h + 3m + 2 18 13 c11
2 1
3 c
2
1
2 1
6 (3 +
√
2)c212 16 (3 −
√
2)c112
2
8
1
3 c
1
2
2 1
3 c
2
2
2 1
6 c
2
2
2 1
6 c
1
2
2
3
8
1
3 c
1
3
2 1
3 c
2
3
2 1
6 (3 −
√
2)c232 16 (3 +
√
2)c132
Similarly the intensity for the superstructure reflections can
be deduced for 3 symmetry as follows:
F ( Q = G + τ ) =
∑
rp
bτ ,pe
i(G+τ )·rp
= bτ · eiπ(l+τz) · ei2π h+k3 · ei2π
τx+τy
3
(
ei2π
k+τy
3 − ei2π h+τx3 ).
(B2)
The extinction condition now is k+τy3 = h+τx3 + m ⇒k =
h + 3m + τx − τy . For modulation vectors τ q1,2, one of τx and
τy is zero, so the condition will never be met. While for τ q3 ,
τx = τy = 0.5 the condition is met when k = h + 3m. This
applies to the 18 and
3
8 modulation vectors.
Type I and II solutions fit with the extinction conditions
perfectly, where reflections are extinct by symmetry while
their Fourier components are already zero. As a result from
the averaging over the domains, no superstructure reflection
will be missing. For type III and IV solutions the situation is
more complicated and the intensities will depend on whether
the extinction conditions are fulfilled.
In Table XIII the averaged |F ( Q = G + τ )|2 are listed for
the four solutions.
As can be seen from Table XIII, type I and IV solutions
can be excluded because the intensities at l = 38n reflections
are smaller than the intensities at 18 which contradicts the
experimental observation. Both type II and III solutions give
smaller intensities for 18 reflections, however, the ratio between
1
8 ,
2
8 , and
3
8 of type II solution is around 1:3.4:5.8 which is
closer to experimental observations than solution 3 (1:2.5:2.8
for k = h + 3m). Moreover, in solution 3 the superstructure
reflections’ intensities are different around G = (0,1,0) where
k = h + 1 and G = (0, − 1,0) where k = h + 3 · (−1) + 2.
This seems not to be the case. Also in type III solution, there
exist two identical layers adjacent to each other, as shown by
DFT calculations in the main text, this is energetically unstable.
Thus we conclude that type II solution with bτ 1s following 
3
symmetry is the correct solution.
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Abstract. The compounds R2PdSi3, with R = rare earth, exhibit a very interesting magnetic
behavior with two phase transitions. Substituting one in four Si atoms by Pd in HoSi2 results
in a modulation of the aristotype. There are several different variants discussed in literature
about the nature of the modulation of this rare-earth compound. Two of the latest models were
compared: a 2× 2× 1 layer and a 2× 2× 8 stack. The chosen method is Diffraction Anomalous
Fine Structure (DAFS) and was applied both experimentally and by simulation at different
absorption edges and reflections, i. a. a satellite reflection, aiming on finding the correct crystal
structure.
1. Introduction
Diffraction Anomalous Fine Structure (DAFS) is a site selective X-ray diffraction method for
studying the local structure of atoms. Relying on energy scans applied at an absorption edge,
the DAFS method is closely related to X-ray Absorption Fine Structure (XAFS) and thus offers
a similar kind of spectroscopic information. As an advantage over XAFS, DAFS is sensitive
to the crystallographic structure factor |F |2 and, hence, it is possible to differentiate between
atoms that are of the same species, but located on different Wyckoff positions, see e. g. [1].
This work focuses on the rare earth compound Ho2PdSi3 which is of high interest due
to its complex magnetic behavior [2–6]. The structure is based on the aristotype HoSi2
with the hexagonal AlB2 structure type (space group P 6/mmm) and the lattice parameters
a = b = 3.8148(6) A˚ and c = 4.1073(5) A˚ [7]. The occupied Wyckoff positions are 1a for Ho and
2d for Si. The lattice parameters of the structure change slightly with the substitution of 1/4 Si
by Pd (a = 4.076 A˚, c = 4.021 A˚), but the AlB2-type remains [8].
TernaryR2TX3 compounds withR = Sr,Y, rare earth,U,Th, T = transition metal,Al,Ga,Ge
and X = Si, In,Ge,Ga, Sn have been studied by several groups in the last decades [9]. The re-
search on this group started in 1966 [10] with the finding of the AlB2-type structure in U2FeSi3
adopted from USi2 [11]. The first work on rare earth-transition metal-silicides investigated by
Raman followed in 1967 [12]. The earliest observations of a superstructure of R-T -silicides –
indicated by almost doubled lattice parameters compared to their aristotypes – were reported by
Chevalier et al. [13]. In respect to the structure of interest, in 1990, Kotsanidis et al. were the
first to investigate Ho2PdSi3, finding a hexagonal cell with doubled lattice parameters a and c
[2]. All following articles concerning Ho2PdSi3 reported structures based on the hexagonal AlB2
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type. In contradiction to Kotsanidis et al. [2], Szytu la et al. did not find any superstructure
in Ho2PdSi3 [3]. Several years later X-ray diffraction measurements pointed out a 2 × 2 × 8
superstructure [6, 14]. Still, there remain several open questions and contradicting experimental
results which are addressed in the present investigations. Tang et al. [14] proposed a special
stacking order as shown in Fig. 1, leading to a higher symmetry than the model based on par-
tially statistically distributed Pd atoms as proposed by Szytu la et al. [3]. This stacking and a
2×2×1 layer (see Figure 2) originally found in Tb2PdSi3 [15] are considered as unit cell models
within this work and compared against resonant X-ray scattering measurements.
Figure 1. 2× 2× 8 supercell D1.
Figure 2. 2× 2× 1 layer A.
2. Experiments
The DAFS experiments were carried out at beam lines E2 and BW1 of the former DORIS
III synchrotron at DESY. For our measurements, the Bragg reflections 0 0 1, 3 0 1, 1 1 0 and
1/2 1/2 5/8 were chosen carefully with respect to maximum anomalous signal at the edge, in
previous considerations on the system [16]. Energy spectra of these reflections were obtained at
the Pd K and Ho L1 to Ho L3 absorption edges evaluating the integrated intensities of rocking
scans at each energy. Simultaneously, fluorescence was recorded to gain absorption spectra
(XAFS). These can be used to perform an absorption correction and to find initial simulation
parameters, since they contain the average spectroscopic signal of all symmetrically inequivalent
resonant atoms in the structure.
The measurements at the PdK edge at 24 347 eV were realized by using the third harmonic
radiation of the Si 111 monochromator, since this energy was out of range for the fundamental.
Meanwhile, the fundamental at 8 116 eV was filtered out using an aluminum absorber.
The investigated single crystals were grown by Behr et al. [17] and have already been studied
in related work [14, 18, 19]. The chemical composition was determined as Ho2Pd1.01(1)Si2.99(1)
corresponding to an almost ideal ratio of 2 : 1 : 3.
3. Simulation
The DAFS curves were modeled using the FDMNES code [20]. Due to the large models and
hence large computing times, we started with the cluster radii radius and Rself of about
4.1 A˚ within the simulation. The corresponding Ho L calculations are only sensitive to the first
coordination shell. However, our simulations showed that, in order to reproduce the white line
in the XAFS spectrum, a radius of at least 5.4 A˚ must be used. Thus, each resonant Ho atom
is additionally influenced by the next Ho neighbor in c-direction. This leads to the reduction
of the different Pd environments to a single one and of the Ho environments to two different
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ones for model A and five different environments for model D1 (determined by FDMNES).
The different environments have to be averaged using the proper crystallographic weights and
symmetry operations to obtain final quantities for each model, which in turn, can be compared
against the measurments.
For the simulations shown below relativistic corrections as well as quadrupolar transitions
have been taken into account using the refining non-standard keywords relativism and
quadrupole along with the keyword memory_save for computational feasibility. The influence
of the strongly changing absorption of the diffracted beam was taken into account using the
additional option self_abs that performs a division by the linear absorption coefficient and,
thus, corresponds to the description of integral intensities from a thick crystal in kinematic
approximation.
4. Results and Discussion
The experimental data were corrected for intensity jumps due to positron injection at the
synchrotron. Additionally, energy shifts of different measurements were aligned and the XAFS
spectra of several reflections were averaged. For comparison, the maxima of the data –
experimental as well as simulated – have been normalized to 1.
In Figure 3 the experimental and simulated XAFS data are plotted for the Ho L3 edge. It
can be seen that, in terms of position and magnitude, the resonances of the experimental XAFS
fit well to the simulated curves. The whiteline of the XAFS is reproduced by both models.
Model A shows a worse agreement with the experiment at energies higher than approximately
50 eV after the edge where the features are more pronounced than in the experiment. This can
be related to a higher degree of order of the nearest Ho neighbors with respect to the diversity
of Wyckoff sites in model D1.
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Figure 3. XAFS-Experiment (black circles) as well as simulations for model D1 (thin blue line)
and model A (thick orange line) at the Ho L3 edge.
Figure 4 shows the DAFS-curves of the 0 0 1 reflection at the Ho L3 edge. Both models agree
well with the experiment in the edge region (edge +35 eV), beyond this region only model D1
fits to the experiment concerning oscillation width and height.
Measured and simulated DAFS-curves of the satellite reflection 1/2 1/2 5/8 at the Ho L3 edge are
compared in Figure 5. For this special reflection, only model D1 is shown due to the expected,
REXS 2013 — Workshop on Resonant Elastic X-ray Scattering in Condensed Matter IOP Publishing
Journal of Physics: Conference Series 519 (2014) 012011 doi:10.1088/1742-6596/519/1/012011
3
P14. Evaluation of structure models of Ho2PdSi3 using DAFS 199
DOI: 10.1088/1742-6596/519/1/012011
8050 8100 8150 8200
0,2
0,4
0,6
0,8
 
In
te
ns
ity
, a
. u
.
Energy [eV]
 model D
1
 model A
 experiment
Figure 4. DAFS-Experiment (black circles) as well as simulations for model D1 (thin blue line)
and model A (thick orange line) of the 0 0 1 reflection at the Ho L3 edge.
negligible intensities for model A. In lieu of model A, we present here the double corrected
intensities (Id, bright blue) additionally to the corrected (Ic, dark blue). Figure 5 emphasizes
the enormous effect of self absorption, that is underevaluated by the standard correction and
overevaluated by the double correction. Both curves depict the oscillations of the experimental
data. Currently a combination of integrated and maximum intensity is considered to explain
the disproportionate influence of the absorption.
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Figure 5. DAFS-Experiment (black circles) as well as simulations for corrected (Ic – thin, dark
blue line) and double corrected (Id – thick, bright blue line) model D1 of the 1/2 1/2 5/8 reflection
at the Ho L3 edge.
Comparing the simulated data of all reflections from both models with the according
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experiments, model D1 shows a significantly better fit. Another fact supporting model D1
is the appearance of the superlattice reflection in general.
Currently, FDMNES calculations of a further stacking model as proposed by Dshemuchadse
[18] and a partially statitical distribution of Pd and Si are in progress and will be presented in
future reports.
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The influence of assisting low-energy (50-100 eV) ion irradiation effects on the morphology of
C:Ni (15 at. %) nanocomposite films during ion beam assisted deposition (IBAD) is investigated.
It is shown that IBAD promotes the columnar growth of carbon encapsulated metallic
nanoparticles. The momentum transfer from assisting ions results in tilting of the columns in
relation to the growing film surface. Complex secondary structures are obtained, in which a
significant part of the columns grows under local epitaxy via the junction of sequentially deposited
thin film fractions. The influence of such anisotropic film morphology on the optical properties is
highlighted.VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4739417]
Nanocomposites (NCs) are heterogeneous materials,
wherein the lateral extension of at least one component is
smaller than 100 nm.1 Interface, size and shape effects syn-
ergistically influence their properties on the macro-scale. For
NC films, this leads to new properties and new functional-
ities which cannot be predicted from those of the constituting
phases alone.1 Therefore, the control over the NC film
microstructure and morphology is of utmost importance.
Thin film growth includes many interacting kinetic proc-
esses (surface and bulk diffusion, repeated nucleation (RN),
shadowing, surface reaction, etc.) which are influenced by
external parameters such as temperature or growth rate.2,3
Ion irradiation during growth is widely employed to influ-
ence the thin film microstructure.4,5 On one hand, ions pro-
vide an amount of energy per incorporated material atom of
the order of 1-100 eV per atom.6 This energy is much
larger than that provided by any other process such as solidi-
fication, recrystallization, interface energy minimization,
thermal activation, phase transformation, etc. which is
around or below 1 eV/atom.6 This property of ion irradia-
tion has been broadly explored to influence thin film charac-
teristics by densification, interface mixing, enhanced phase
separation, and/or enhancement of ad-atom mobility.2 On
the other hand, directionality due to momentum transfer is
another specific property of ion beams. It allows a high level
of biaxial crystallographic texturing on polycrystalline or
even amorphous substrates as has been demonstrated for me-
tallic or ceramic thin films.7–10
In contrast to single phase thin films, the microstructure
of nanocomposites is not only determined by the interplay of
nucleation, surface and bulk diffusion processes but also by
phase segregation.11–13 Recent studies have shown that under
oblique incidence, ionized physical vapour deposition
(iPVD) can simultaneously induce self-organization of the
separating phases into multilayers with well defined perio-
dicity and tilting of this layered phase structure in relation to
the growing film surface.14,15 However, the ion effect is
entangled in the structure formation in a complex manner as
the energetic species are also film forming species them-
selves. A systematic study of the effects of the assisting ion
irradiation acting as a pure energy and momentum transfer
agent on the phase morphology of NCs is lacking.
In this letter, we report another type of the ion energy
and directionality effect which occurs during the growth of
nanocomposite C:Ni films. We demonstrate that ion
enhanced surface mobility due to energy transfer reduces RN
of metal rich nanoparticles (NPs) thus enhancing the colum-
nar growth. Moreover, the momentum transfer induces a sur-
face atomic drift which results in tilting of metal rich
nanocolumns in relation to the advancing film surface. The
tilting effect does not depend on the metal phase (nickel car-
bide or fcc nickel). The possibility of sculpting by changing
the ion beam direction with respect to the film surface is
demonstrated and the influence of such anisotropic structures
on the optical properties is highlighted. The technique holds
great potential for large-area fabrication of metamaterials.
The C:Ni (15 at. %) NC films were grown by IBAD.
A 6 in. graphite target covered by a 1.5mm wide Ni stripe
was sputtered at an off normal angle of 22 by an Arþ
beam of 1 keV ion energy and 40 mA beam current produced
with a 3 cm Kaufmann type ion source (IonTech, Inc.). The
sputtered atoms were deposited on a 2 2 cm2 Si (100) or
SiO2 (0.5 lm)/Si substrate positioned on a heatable sample
holder (for more details see Refs. 16 and 17). The growing
film was irradiated at an oblique incidence of 58 relative
to the surface normal by an assisting Arþ ion beam (energy
50-100 eV, total beam current of 9 mA) produced by a 4 cm
3-grid Kaufmann type ion source ISQ40K-F (Ion-Tech
GmbH, Germany). The focusing grid optics results in an
irradiated area with a lateral dimension of 20mm. Thea)Electronic mail: matthias.krause@hzdr.de. Tel.: þ49-351-260-3578.
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estimated Arþ ion to atom ratio is 50. The base pressure in
the deposition chamber was (1.36 0.3)  105 Pa. The sub-
strate temperatures were 60 C, 300 C and 500 C, and
the deposition time was 1 h if not differently specified. The
film composition and areal density were determined by Ruth-
erford back scattering (RBS). The phase structure was ana-
lyzed by x-ray diffraction (XRD) measured using a D-5000
(Bruker-AXS) diffractometer with Cu Ka (1.5406 A˚) radia-
tion in a h-2h configuration. The film microstructure was
analysed by cross-sectional transmission electron micros-
copy (XTEM, microscope Titan 80-300 (FEI)). Two differ-
ent cross sections were prepared for each sample: one was
oriented perpendicular to the plane of ion incidence, the
other one parallel to it, thus including the ion direction. The
film morphology was determined by grazing incidence small
angle x-ray scattering (GISAXS). Two-dimensional (2D)
GISAXS measurements were recorded by a 2D position sen-
sitive detector (Pilatus 100 k from Dectris, Ltd.) at the Ros-
sendorf Beamline ROBL BM 20, ESRF, Grenoble, France.
The x-ray beam with a wavelength of 0.689 A˚ at the inci-
dence angle of ai¼ 0.125 (larger than the critical angle of
total external reflection) was used. The optical response of a
number of characteristic samples was measured using visible
and mid-infrared (MIR) ellipsometry. Measurements were
taken at orthogonal planes of incidence, either perpendicular
or parallel to the direction of ion irradiation. Variable-angle
of incidence (55, 65 and 75 from the normal) MIR meas-
urements were performed using a custom-built Fourier-trans-
form infrared (FTIR) spectroscopic ellipsometer, in the
spectral range from 1500 to 7000 cm1.
The C:Ni NC thin films contain 836 2 at. % C, 156 1
at. % Ni, 26 1 at. % Ar independently on the ion energy and
the growth temperature. Traces (0.15 at. %) of a heavy ele-
ment with a mass close to that of W are found in all the sam-
ples, most probably originating from the tungsten filaments
of the ion sources. The thickness and the areal density of the
films grown without ion assistance at 60 C and 300 C are
61 nm (Fig. 1(a)) and 6.4 1017 cm2 and 6.0 1017 cm2,
respectively. With ion irradiation, the thickness and the areal
densities of the C:Ni films grown at 60 C are (486 3) nm
and (5.76 0.6) 1017 cm2, independently on the specific
ion energy. The lack of preferential material loss effects
hints towards ion induced/enhanced desorption instead of
sputtering. The combined effect of thickness (20%) and ar-
eal density (12%) reduction at constant atomic composition
can be attributed to ion induced densification. The C:Ni
IBAD films deposited at 50V ion energy at 300 C and
500 C have a thickness of 52 nm and 55 nm as well as areal
densities of 3.9 1017 cm2 and 4.3 1017 cm2. This indi-
cates a higher loss rate and a less dense film structure than
for deposition at 60 C.
Without ion assistance, the microstructure of C:Ni NC
thin films grown at 60 C consists of homogenously distrib-
uted spherical Ni3C particles in an amorphous carbon matrix
(Fig. 1(a)). This is similar to the observations in the litera-
ture13,16,18 and is consistent with a RN dominated growth re-
gime.2,16 IBAD promotes the columnar growth (Fig. 1(b)).
The TEM cross section parallel to the ion plane of incidence
reveals that columns are formed throughout the entire thin
film. These are not oriented perpendicular to the film surface
but tilted (Fig. 1(c)). The nanocolumn diameter of
(1.86 0.2) nm is the same as that of the particles in C:Ni
NCs grown without ion irradiation. The tilt angle of the
nanocolumns at a constant deposition temperature of 60 C is
(136 5) for ion energies of 50100 eV. The nanocolumns
grown at 100 eV ion energy exhibit the largest aspect ratio
and the highest degree of parallel orientation of all tilted
nanocolumns prepared in the parameter field of this study.
The spherical-columnar transition can be attributed to the
enhanced surface mobility due to the energy transfer from
the assisting ion beam equivalent to the temperature
increase.2,16,19 The observed tilt hints towards an ion-
induced atomic drift along the growing film surface.
At constant ion energy of 50 eV, the increase of the dep-
osition temperature from 60 C via 300 C to 500 C has sig-
nificant effects on the film morphology (Figs. 2(a)–2(c)): (i)
the diameter of the nanocolumns increases with temperature
from 1.8 nm via 3.8 nm to 17 nm, (ii) the inter-particle dis-
tance increases from 4 nm at 60 C, via 7 nm at 300 C to
25 nm at 500 C; and (iii) the tilt angle relative to the sur-
face normal of the film increases concomitantly with the
growth temperature from 16 via 25 to 38. These changes
are highlighted by fast Fourier transforms (FFTs) of the cor-
responding TEM images which show two asymmetric inten-
sity lobes due to column tilting (see insets of Figs. 2(a)–
2(c)). The decreasing reciprocal lattice vector represents the
increase in the inter-particle distance.
All C:Ni NC films deposited at 60 C are x-ray amor-
phous. According to the HTEM analysis, they consist mainly
of amorphous and to a minor extend of crystalline Ni3C
nano-particles and -columns embedded in amorphous car-
bon. In the series deposited at the ion energy of 50V, the
C:Ni NC film grown at 300 C shows the XRD pattern of
FIG. 1. XTEM images of C:Ni NC thin films deposited at 60 C without
(a) and with (b) and (c) an assisting Arþ beam of 100 eV ion energy. Panel
(b) (panel (c)) shows the film cross section oriented perpendicular (parallel)
to the plane of ion incidence.
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Ni3C, while the diffraction pattern of fcc-Ni is found for the
film grown at 500 C. Neither the x-ray diffraction patterns
nor the HTEM images show any ion induced texture. Note
the nickel surface enrichment and the partial graphitic order-
ing parallel to the nickel nanocolumns at 500 C (Fig. 2(c)).
This effect is attributed to the phenomenon of metal induced
crystallization of carbon which is caused by activated bulk
diffusion at this high temperature.13,20 The partial graphitisa-
tion might account for the less dense film structure indicated
by the ratio of thickness and the areal density discussed
earlier.
2D GISAXS images represent essentially the Fourier
transformation (FT) of the density contrast autocorrelation
function. Taking into account that the incidence and scatter-
ing angles are small, the horizontal and vertical components
of the scattering vector q(qy,qz) are expressed as
q ¼ 2p
k
½sin 2hsccos asc; sin ai þ sin asc: (1)
ai is the x-ray angle of incidence, asc and hsc are out-of-plane
and in-plane scattering angles, respectively (for more details,
see Ref. 14). The 2D GISAXS images from a macroscopic
sample region (mm2) closely resemble the upper part of the
FFT patterns of the local area probed by TEM (Figs. 2(d) and
2(e)), confirming that the observed asymmetries are a global
property of the material. Within the incidence plane, the scat-
tering lobe at qy < 0 corresponds to columns tilted in the op-
posite real space direction, i.e. y > 0.21 For the given IBAD
conditions, GISAXS patterns allowed us to determine the
column tilting direction, which is towards the incoming ions.
Similar GISAXS patterns have been reported for tilted TiO2
columns grown by glancing angle deposition (GLAD).21
In analogy to the sculpted films produced by GLAD,22
more complex nanostructures have been produced. As an
example, a sequential deposition was carried out at 300 C
with the Arþ energy of 50 eV. The sample was rotated by
180 after the first half. The resulting structure is characte-
rized by an almost complete match of Ni3C nanocolumns
and carbon rich regions at the junction between both parts of
the NC thin film (Fig. 3). It resembles a timber frame struc-
ture on a nanometre scale. The nanocolumns keep their tilt
angle with an accuracy of 61. Despite the fact that the vac-
uum chamber was vented to rotate the sample around its nor-
mal in between the sequential depositions, about 30% of the
tilted nanocolumns grow under local atomic epitaxy across
the junction. This is illustrated in detail for the (113) crystal
planes of one Ni3C column (Fig. 3(b)). Another epitaxial
nanocolumn junction is shown at the very right edge of the
same figure.
In order to discuss the growth mechanisms which are
responsible for the observed microstructure, it has to be
distinguished between the effect of the energy transfer that
is responsible for the enhanced columnar growth at
FIG. 2. Film morphology measured by XTEM ((a)-(c)) and GISAXS ((d)-
(f)) of C:Ni films grown with an assisting Arþ beam of 50 eV ion energy at
60 C (a) and (d), at 300 C (b) and (e), and at 500 C (c) and (f). The
insets in ((a)-(c)) show the FT’s of the XTEM images. A logarithmic colour
scale was used in ((d)-(f)).
FIG. 3. XTEM analysis of a C:Ni NC timber frame. The sample was rotated
by 180 around its surface normal after the first half of the deposition, giv-
ing a total deposition time of 2 h. (a) Overview XTEM image (185 k magni-
fication). The arrows indicate exemplarily the areas of the Ni3C and the a-C
phase. (b) HTEM image (620 k magnification) highlighting the local epitax-
ial growth of Ni3C (113) crystal planes across the junction of sequentially
deposited film fractions. The insets show the FFTs of the corresponding
white squared areas.
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temperatures, where bulk diffusion is negligible, i.e.,
300 C, and that of the momentum transfer that results in
nanocolumn tilting at all deposition temperatures. The
growth of the NC films is essentially a phase separation
assisted by thin film growth processes, such as deposition,
nucleation, surface and bulk diffusion, epitaxy, etc.2,11,23
The observed NP coarsening with the growth temperature is
consistent with temperature enhanced diffusion.23,24 Higher
diffusivity allows longer average diffusion paths before the
atoms are covered by depositing species.23
RN is due to the formation of a covering layer, blocking
further growth. This can be due to segregation of one of the
components, changes in composition or phase during growth,
chemical reaction etc. A high RN rate results in the spherical
or elongated spherical NP shape in C:Ni NC grown without
ion irradiation at temperatures 300 C.16 In general, the fol-
lowing surface diffusion processes are of high relevance for
controlling the morphology of metal-rich (metal or metal-
carbide) NPs: (i) matrix atom diffusion on the metal-rich
NPs, (ii) metal diffusion on the carbon matrix, and (iii) metal
and matrix atoms approaching and crossing the NP/carbon
interface. A recent study on the substrate influence on the Ni
nanocolumn morphology in C:Ni films has shown that the
process (i) is not the limiting factor.25 A comparison of mor-
phologies of carbon based nanocomposites grown at similar
conditions but employing different metals (V, Co, Cu) shows
that all the metals exhibit spherical NPs (RN regime) at RT,
copper showing the largest diameter.17 The diameter of Cu
at RT is similar to that of Co at a significantly higher temper-
ature of 300 C.17 At this temperature, however, the colum-
nar growth takes place for both Cu and Co. In the former
case, NPs are spherical while in the latter NPs are columnar,
indicating different growth regimes at similar metal diffusiv-
ities. This implies that the process (ii) as well is not the driv-
ing one for RN. This discussion strongly suggests the
crossing of the Me/C interface as the limiting factor. This is
not surprising as carbon adatoms can start to form strong
covalent bonds with the adjacent C matrix atoms upon
approaching the phase boundaries. This significantly
increases the activation energy to jump across the boundary.
The growth of the carbon phase from the boundaries inwards
over the metal-rich NPs takes place. As a result, curved gra-
phenic sheets encapsulating metal-rich NPs are observed.26
Such overgrowth provokes RN of metal-rich NPs. On the
other hand, ion irradiation can easily break the covalent C-C
bonds thus facilitating the NP/C interface crossing probabil-
ity and enhancing the columnar growth even at low tempera-
tures. Such a scenario is consistent with the observations of
the current study (see Fig. 1).
The phenomenological tangent rule relating the column
tilting angle to the deposition angle due to shadowing for
GLAD (Ref. 22) is not relevant for the current process. This
is due to the fact that the no tilting is observed without ion
irradiation as the film forming species arrive almost perpen-
dicularly to the surface. Therefore, the effect is related to the
assisting ion irradiation. Also note, that the tilting direction
is opposite to that reported for self-organized multilayers
grown with iPVD conditions.14 For iPVD, the sub-plantation
of energetic depositing film forming species play a key role
resulting in the self-organized phase layering and tilting of
this layered structure.15 In the present case, the low energy
of Ar ions (50 eV) implies even lower energy of Ni and C
recoils. Therefore, the recoil sub-plantation effects can be
neglected and the ion effects can be confined to the growing
surface with high level of confidence. We propose the fol-
lowing mechanism. Incident ions generate atomic recoils
with favored motion along the initial ion direction.27 For the
oblique incidence conditions, as in this work, there is a com-
ponent of this motion along the surface. This results in a bal-
listic drift of carbon and Ni ad-atoms. Let us consider the
surface of a metal-rich NP. Such a drift results in a flux of C
ad-atoms with an effective flux component along the ion
beam direction towards the NP edge. An accumulation of
carbon on the ion beam averted side of the NP occurs. Simi-
lar arguments are valid for Ni ad-atoms arriving from the
carbon matrix from the other side of the metal-rich NP,
resulting in metal accumulation on the opposite side of the
NP. This results in an asymmetric NP growth, which leads to
a tilt towards the ion beam. The number of drifting atoms is
proportional to the NP area, i.e., r2, where r is the NP di-
ameter. The part of the NP circumference where the flux of
ad-atoms arrives is r. The drift flux arriving at the Me/C
interface is proportional to the ratio of drifting atoms per
unit of the circumference and thus is proportional to r.
Therefore, the drift effects are expected to be more pro-
nounced for larger NPs. This is consistent with the observed
temperature dependence of this study (Fig. 2).
The results of the ellipsometry measurements of two
samples deposited at 300 C, with and without IBAD, are
shown in Fig. 4. The ellipsometric parameter tanW displayed
in this work is defined as the real part of the ratio of the
FIG. 4. Variable angle FTIR spectroscopic ellipsometry of two selected
C:Ni films grown at 300 C: (a) grown without assisting ions, (b) grown
using assisting Arþ ions of 50 eV, for two orthogonal measurement planes,
and (c) the effective pseudo-refractive indices (hni solid lines, hki dashed
lines) extracted from the applied model.
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complex p- and s-polarized reflection coefficients.28 The
sample without IBAD showed no dependence on the mea-
surement plane of incidence. In contrast, the tanW values for
the IBAD sample in the MIR differed greatly depending on
whether the measurement plane was parallel or perpendicu-
lar to the ion incidence direction. This indicates anisotropy
in the in-plane optical properties. By modelling the data
using a three-layer slab model (substrate, film, ambient), we
extracted the optical properties of the film. Since the dimen-
sions of the metal-rich structures are much smaller than the
light wavelength in the MIR (ca. 10 lm), we assume that the
optical properties are homogenous and assign an effective
complex refractive index, nþ ik. By fixing the film thickness
to that measured by XTEM, the ellipsometric data may be
inverted to provide an unique effective refractive index.
Although we have assumed an isotropic optical tensor, the
IBAD film should in fact be modelled with an anisotropic
tensor and fit to generalized (i.e., cross-polarization sensi-
tive) ellipsometric data. Thus, the refractive indices shown
are termed pseudo-indices (denoted hni and hki), as is com-
monly done in ellipsometric analysis.29 The pseudo-
refractive indices show that the film without IBAD has an
optical density approximately midway between the two
unequal orthogonal curves for the IBAD film (Fig. 4(c), from
the 55 data). An optically denser material is observed in the
measurement plane parallel to the ion incidence.
In summary, we have demonstrated that assisting low
energy ion irradiation has a dramatic effect on the phase
morphology of C:Ni films. On the one side, the energy trans-
fer from the Arþ ions promotes the columnar growth of
carbon encapsulated Ni3C NPs. On the other side, the
momentum transfer induces the tilting of the metal-rich
(Ni3C and Ni) nanocolumns. The sculpting possibility using
this approach has been demonstrated. The influence of the
morphological anisotropy on the optical response has been
shown. In contrast to GLAD, which is based on shadowing
effects of the low energy atom beam on the free standing
structures,22 the formation of the tilted nanostructures here is
due to ion guided surface phase separation. The energetic ion
irradiation is a compulsory component. Moreover, the
sculpted metallic structures are automatically encapsulated
in the protecting carbon matrix. In addition, the ion irradia-
tion results in the formation of dense structures. As the
underlying driving force is based on physical effects, we
believe that the effects observed in this study will also oper-
ate for other nanocomposite systems. Encapsulation and den-
sification means that an appropriate choice of the matrix
material is expected to have a protective effect against the
environmental degradation of the functional metallic nano-
structures. We predict that the use of plasmonic materials
such as gold and silver, instead of nickel, would significantly
enhance the anisotropy, particularly in the visible and near-
IR spectral range. Additionally, the use of a transparent
dielectric embedding medium, such as SiO2 should open the
way to the large-area bottom-up production of tailored meta-
materials with hyperbolic dispersion30 and chirality.31
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Three-dimensional, ion-induced nanoscale pattern formation in the growth mode is studied for a bicomponent
thin film. C:Ni films were grown by dual ion beam cosputtering applying an assisting oblique-incidence low-
energy Ar+ ion beam. Their microstructure was determined by scanning electron, atomic force, and transmission
electron microscopy, as well as by grazing-incidence small-angle x-ray scattering. The role of ion-induced
collisional effects was investigated by binary collision computer simulations. The formation of compositionally
modulated ripples on the C:Ni film surface is demonstrated. They consist of metal-enriched topographic crests and
carbon-enriched valleys. Since the surface is constantly covered by incoming species, this pattern is transferred
into the bulk as a periodic array of Ni3C nanoparticles or of Ni-enriched regions in a carbon matrix. Lateral ripple
propagation is shown to be one of the crucial phenomena for the film morphology. The essential experimental
features are reproduced by the computer simulations. The results reveal the importance of ion-induced preferential
displacements as the driving factor for a surface instability, which gives rise to the observed pattern formation.
DOI: 10.1103/PhysRevB.89.085418 PACS number(s): 81.16.Rf, 68.55.J−, 79.20.Rf, 81.15.Jj
I. INTRODUCTION
Self-organization at the nanoscale offers a potential bottom-
up route to control the microstructure of materials in one
(1D), two (2D), and three dimensions (3D). It occurs at
nonequilibrium conditions and requires an external energy
source, which is not the primary ordering source but a con-
straint [1]. Surface instabilities far from the thermodynamic
equilibrium are a particular case of self-organization. They
can occur during thin-film growth and may induce surface
roughness nanopattern formation [2]. For multicomponent
materials, instability-induced surface roughness can couple
to the local surface composition [3–14]. Such a coupling
produces a compositional nanopattern on the film surface.
Provided that the film is constantly buried by incoming
species, which are again driven to pattern formation due to
the instability, such a situation can result in the formation
of 3D-ordered heterogeneous structures. Examples of such
structures are nanocomposites (NCs) [15] or encapsulated
arrays of nanoparticles (NPs), where a solid matrix material
“locks” in space the 3D array of NPs which is otherwise
mechanically unstable [16]. The scale of the pattern depends on
kinetic and thermodynamic factors such as adatom diffusivity,
substrate mismatch stresses, compositional stresses, and phase
stability [2]. NC material properties at the macroscale are
strongly influenced by the microstructure and morphology at
the nanoscale [15]. Therefore, any opportunities to influence
and control surface instabilities are not only of academic
*matthias.krause@hzdr.de
interest, but also provide powerful means to grow functional
heterogeneous nanostructures.
Assisting ion-irradiation during the growth is widely used
to influence the microstructure of thin films [17]. It is of
particular significance that ions can deliver the energy of
∼1–30 eV per deposited material atom via atomic collisions
[18]. This is much larger than the energy provided by other
material-specific processes such as phase transformations,
interface energy minimization, and recrystallization, which are
of the order of ∼1 eV or below [18]. Therefore, ion-induced
processes can energetically compete with any material-specific
process. In addition, ion irradiation imposes a certain direc-
tionality due to momentum transfer [18], which is manifested
in microstructural features such as crystallographic [19] or
morphological orientation [20].
Ion energy, flux, and incidence angle can often be controlled
independently [17,21–23]. This provides easily externally
controllable means to tune the “strength” of ion-induced
processes in relation to those, which are specific for the thin
film/substrate material system. All in all, ion irradiation can
create unique processing conditions, which cannot be achieved
by any other means.
It has been well established that ion irradiation in the erosion
mode induces surface instabilities, which lead to surface
pattern formation [24,25]. Moreover, for multicomponent
materials these surface roughness patterns can couple to the
local composition, resulting in the formation of composition-
ally modulated surface patterns [26–29]. A recent theoretical
study employing linear instability analysis has predicted that
ion-induced surface nanopattern formation can occur not only
in the erosion but also in the growth mode [30]. Even for ther-
modynamically stable alloys, phase separation on the growing
1098-0121/2014/89(8)/085418(9) 085418-1 ©2014 American Physical Society
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surface can occur, which is driven by ion irradiation [30].
Such phase separation is due to different ballistic properties
of the alloy constituents. These compositional modulations
can couple to surface roughness features in different ways and
induce surface instabilities of different stationary or oscillating
types [30].
This work is an experimental demonstration of this
paradigm [30]. Three-dimensionally ordered nanocomposites
are grown via ion-induced two-dimensional surface nanopat-
tern formation during bicomponent film growth. We show that
surface ripples form during oblique-incidence low-energy ion
beam assisted deposition of C:Ni films. These surface ripples
are compositionally modulated comprising Ni-rich crests and
carbon-rich valleys. The film cross sections show a periodic
distribution of Ni-rich nanoparticles or of Ni-enriched regions
in a carbon matrix, which is a manifestation of the transfer
of the surface nanopattern into the bulk. The approach shows
potential for the growth of functional NCs or NP arrays with
tunable properties.
II. METHODS
A. Film growth and characterization
The C:Ni NC films were grown by dual ion beam sputtering.
The base pressure in the high-vacuum chamber was ∼1.5 ×
10−5 Pa. The carbon/nickel vapor was produced by ion beam
cosputtering of a 6 inch (15.24 cm) graphite target covered
by a 1.5 mm or a 0.5 mm wide Ni stripe at an off-normal
angle of ∼22◦ and a distance of ∼17 cm using the Ar+
beam of a 3 cm Kaufmann-type ion source (IonTech Inc.,
Fort Collins, USA). The Ar+ energy was set to 1 keV, and
the ion current was 40 mA. The carbon/nickel vapor was
deposited on naturally or thermally oxidized (SiO2 thickness
∼0.5 μm) Si (100) substrates at (67 ± 3) ◦C at a working
pressure of ∼1.2 × 10−2 Pa. The growing film was irradiated
at an oblique-incidence angle of 58◦ relative to the surface
normal by an assisting Ar+ ion beam with ion energies in
the range of 50–140 eV and the total ion beam current of
9 mA, produced by a 4 cm 3-grid Kaufmann-type ion source
ISQ40K-F (Ion-Tech GmbH, Wuestenbrand, Germany). This
corresponds to estimated nominal ion to atom ratios of ∼50
[20]. No neutralization of the assisting ion beam was used.
Due to space charge effects, for such low ion energies the ion
flux arriving at the growing film surface can be significantly
smaller than that estimated from the beam diameter and total
ion beam current. Therefore, a higher ion energy might also
cause an increase in the ion flux at the growing film surface
for a constant total beam current.
The atomic film composition and the areal density of the
C:Ni NC films were determined by Rutherford backscattering
spectrometry and nuclear reaction analysis. The surface
morphology of the C:Ni NC films was ascertained by scanning
electron microscopy (SEM, Zeiss NVision 40 cross beam),
and atomic force microscopy operated in contact mode with a
conductive tip in the topographic and conductive mode (AFM,
cAFM, Omicron). Cross-sectional transmission electron mi-
croscopy [XTEM, Titan 80-300 (FEI)] was used to determine
the local microstructure of the C:Ni NC films. The electron
microscope was operated at an accelerating voltage of 300 kV.
It is equipped with a field emission gun, a SuperTWIN-α lens,
and an image corrector providing point resolution of 0.10 nm.
The preparation steps for the sample cross sections followed
the conventional procedure described by Bravman and Sinclair
[31].
Throughout the paper the surface is assigned as the xy
plane, with the surface-projected ion beam direction corre-
sponding to the y axis. The direction perpendicular to the
surface corresponds to the z axis.
For global microstructure analysis (about 1 mm2 spot size)
2D grazing-incidence small-angle x-ray scattering (GISAXS;
Pilatus 100k detector, wavelength λ = 0.689 ˚A, incidence
angle αi = 0.125◦) at the Rossendorf Beamline ROBL BM
20, ESRF, Grenoble, France, was applied. The probing x-ray
beam was either set to lie in the xz or in the yz plane. The
detector was at the distance of 343 cm from the sample.
Such geometry provided information in the q range of q =∼
0.0 nm−1 to q =∼ 1.0 nm−1. 2D GISAXS images represent
essentially the Fourier transformation of the density contrast
autocorrelation function [32]. Taking into account that the
incidence and scattering angles are small, the horizontal and
vertical components of the scattering vector q(qy,qz) are
expressed as
q = 2π
λ
[cos(αsc)sin(2θsc),sin(αi) + sin(αsc)], (1)
where αsc and θsc are out-of-plane and in-plane x-ray scattering
angles, respectively.
B. Binary-collision computer simulation
In order to investigate the role of collisional effects in the
formation of the observed structures, the recently developed
computer simulation program TRI3DYN has been applied
(details of the code will be published elsewhere). Briefly,
TRI3DYN represents an extension of the one-dimensional
dynamic binary-collision simulation TRIDYN [33–35], which
is based on an early sputtering version [36] of the widely used
TRIM [37,38] code. TRI3DYN allows to treat multicomponent
nanosystems of arbitrary shape under multispecies atomic
irradiation, with the option of periodic boundary conditions
in lateral directions. The computational volume is configured
from fixed 3D cuboid voxels of equal size. Appropriate
algorithms have been implemented to treat the transition of
projectiles and recoils through the surface. Tracing of sputtered
atoms in vacuum voxels allows the simulation of redeposition.
Correspondingly, backreflected projectiles may be allowed to
repeatedly interact with the surface.
The atomic transport during the collision cascade associated
with each impinging atom results in voxels with added or
removed atoms (“interstitials” or “vacancies,” respectively),
and thereby, in general, in a deviation from the nominal
atomic density, which depends on the local composition.
Subsequently, such voxels are relaxed to nominal density first
by interaction with suitable neighbor voxels or voxels at the
surface. Remaining excess or shortfall densities are removed
by stepwise material transport between the corresponding
voxels or to the surface. During the transport, the composition
of the traversed voxels is individually equilibrated to limit
the artificial broadening of the 3D compositional distribution.
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In a final relaxation step, surface voxels with excess density
are allowed to deliver excess material to nearby vacuum
voxels, thus creating new surface voxels. Finally, a local
surface smoothing procedure is applied by combining nearby
density-shortfall surface voxels. Thus, the relaxed system
results as an ensemble of vacuum voxels, bulk voxels at
nominal density, and surface voxels which may exhibit either
nominal density or a density shortfall.
In this way, TRI3DYN allows to simulate the dynamic
development of the shape and the composition of nanostruc-
tures under a flux of energetic and/or thermal particles. In
particular, the surface smoothing algorithm can be regarded
as a mechanism of surface atomic transport which is a
prerequisite in the description of ion-induced pattern formation
at surfaces (see, e.g., Refs. [39,40]).
III. EXPERIMENTAL RESULTS
The C:Ni NC films grown with assisting Ar+ ion energies
from 110 eV to 130 eV consist of Ni-rich nanoparticles (NPs)
embedded in an amorphous carbon (a-C) matrix (Fig. 1).
Besides a predominantly amorphous phase structure, some
distorted crystal planes can be identified in the Ni-rich regions
of the TEM images (Fig. 1). Their interplanar distance is of the
order of 0.2 nm, which could correspond to the (111) crystal
plane distance of fcc Ni, the (101) distance of hexagonal
Ni, or the (113) interplanar distance of rhombohedral Ni3C
[41]. Since previous studies of C:Ni NC thin films showed
the formation of the cubic Ni phase only at temperatures of
400 ◦C or higher [42,43], its formation in the present study
is excluded. Whether hexagonal Ni or rhombohedral Ni3C
is formed can only be decided by extended x-ray absorption
fine structure (EXAFS) investigations. A combined EXAFS
and magnetic response study of C:Ni (∼30 at. %) NC films
grown without ion assistance revealed the formation of an
amorphous Ni carbide phase in the temperature range from
room temperature up to 200 ◦C [43]. Based on the present and
the cited results, the phase structure of the Ni-rich phase in
this study is assigned to Ni3C in a predominantly amorphous
state.
Depending on the ion energy, two different microstructures
are observed (Fig. 1). For the ion energy of ∼110 eV the
NPs have a columnar shape [Fig. 1(a)]. The columns are
tilted towards the incoming ions (−y direction) by an angle
of (13 ± 5)◦ relative to the surface normal. Irradiation with
Ar+ ions of ∼130 eV energy induces the formation of
tilted, regularly ordered Ni3C NP chains [Fig. 1(c)]. The tilt
of the chains relative to the surface normal occurs in the
surface-projected ion-beam direction (+y direction); i.e., the
inclination direction changes with the ion energy. Note that an
undulated NiSi interlayer of ∼2 to 3 nm thickness is formed
between the Si (100) substrate and the C:Ni NC film [Figs. 1(b)
and 1(c)] with a carbon-rich zone on its top. The irradiation
with ions of ∼120 eV energy results in an intermediate
microstructure without nanocolumns, but with a few regular
Ni3C NP chains. The morphological transition from tilted
columns to self-organized NP chains is accompanied by a
lowered film growth rate and by the decrease of the Ni
concentration (from ∼12 at. % for 110 eV to ∼8 at. % for
∼130 eV). The deposition and erosion rates for nickel and
FIG. 1. XTEM images of C:Ni NC thin films deposited on silicon
with an assisting Ar+ beam of (a) 110 eV, (b) 120 eV, and (c) 130 eV
ion energy. The TEM cross sections are oriented parallel to the plane
of ion incidence (yz plane). The deposition time was 1 h for (a) and
(b) and 2 h for (c).
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carbon are estimated from the areal densities. The deposition
rate of 5.8 × 1017 cm−2 h−1 was measured without assisting
ion irradiation in the same experimental series. The total
erosion rates (C + Ni) are roughly given by the difference
of deposition rate and measured growth rates. Their values
are 4.5 × 1016 cm−2 h−1 (∼8%) and 2.05 × 1017 cm−2 h−1
(∼35%) for C:Ni NC films grown with assisting Ar+ ion
irradiation of 110 eV and 130 eV ion energy, respectively.
For the C:Ni NC films grown with 130 eV Ar+ ion assistance
a significant preferential sputtering of Ni was observed, since
the ratios of the erosion and the deposition rates are 0.574
for Ni and 0.323 for carbon. The irradiation of the growing
film with Ar+ ions of ∼140 eV energy results in its complete
resputtering (not shown). The tilted columnar microstructure
corresponds to that described and discussed in Ref. [20]. In the
following part of the paper we focus on the characterization
and discussion of the 3D patterned NP microstructure.
In order to suppress the ion-induced silicide layer formation
and to reveal the self-organization dynamics, a C:Ni film
was grown with ∼130 eV Ar+ ion assistance on a thermally
oxidized Si substrate using otherwise identical experimental
conditions as above. The surface of the film shows roughness
undulations with a period of ∼11 nm (Fig. 2). The wave vector
of these surface ripples is oriented parallel to the surface-
projected ion direction (y). The average crest-to-valley height
difference is (1.3 ± 0.8) nm. Conductive AFM measurements
gave a 20 times higher current for the NP chains aligned along
the ripple crests than for the valley regions [Fig. 2(c)]. The
higher currents at the crests are attributed to areas with higher
conductivity, while less conductive areas are located in the
valleys. Based on the phase structure of the films, the more
conductive surface crests are assigned to Ni3C NPs. Corre-
spondingly, a-C is accumulated in the topographic valleys of
the film surface. The different currents reflect the different
electric conductivities of Ni3C and a-C films, which are of the
order of >103 to ∼105 ohm−1 cm−1 and 10−2 ohm−1 cm−1, re-
spectively [44–46]. A superposition of the cAFM currents with
the corresponding AFM topography reveals that the conduc-
tivity maxima are located on the crest’s backside; i.e., they are
slightly y-shifted compared to the surface maxima [Fig. 2(d)].
The ordered Ni3C NP chains are tilted by ∼55◦ relative
to the surface normal [Fig. 2(e)]. The bulk microstructure of
the 3D patterned C:Ni NC thin film is characterized by (i) a
mean NP diameter of 1.5 ± 0.4 nm, (ii) a mean NP length
of 3 ± 1 nm, (iii) a mean intrachain NP distance of 4.3 ± 0.4
nm, and (iv) a mean interchain distance of 6.4 ± 0.6 nm (see
Table I). The volume and surface periods are related by the
cosine of the NP chain tilt angle . The existence of two well-
defined interparticle correlations is revealed by the fast Fourier
transformation (FFT) of the XTEM image [inset in Fig. 2(e)].
It shows two sets of spots: (i) two sharp elongated spots close
to the center, which are tilted in the direction perpendicular to
the NP chains, as well as (ii) two broad spots ∼2.3 times farther
apart than the first set, which are oriented almost parallel to
the film surface. The first set is attributed to the interchain
correlation. The sharpness of the spots hints towards a narrow
distribution of the involved wavelengths, i.e., a high order of
the pattern. The second set is attributed to the inter-particle
correlation in the chains. Its significantly broader intensity
distribution indicates a much weaker interparticle distance
FIG. 2. (Color) Microstructure of the C:Ni NC (∼8 at. % Ni) film
grown on thermally oxidized Si with an assisting Ar+ beam of 130 eV
ion energy. (a) SEM image; (b) AFM image; (c) cAFM image of the
same region as (b); (d) 3D overlay of AFM and cAFM image (red:
highly conductive regions, blue: less conductive regions); (e) TEM
image with its FFT as inset; (f) experimental and simulated GISAXS
pattern; (g) and (h) scheme of the paracrystal model used for the
GISAXS simulation, showing (g) the plane parallel to the surface and
(h) the cross section.
correlation within the chains than between the NP chains.
Two growth regimes—“incubation” and “patterning”—can
be identified in Fig. 2(e). The ∼10 nm thick “incubation”
region consists of quasispherical metallic nanoparticles in the
carbon matrix with no well-defined interparticle distance. The
“patterning” regime is sustained for the rest of the film.
A detailed analysis of the arrangement and the size prop-
erties of NPs has been carried out by GISAXS. The GISAXS
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TABLE I. Experimental structure parameters in comparison to
the NP lattice parameters obtained by the numerical analysis of the
GISAXS intensity distribution. The basis vectors of the NP lattice are
a1 = (1.9, 10.6, 0.0), a2 = (3.8, 0.0, 0.0), and a3 = (0.0, 3.2, 2.4). The
disorder parameters are σLL1(2), σLV 1(2), σV L, and σV V . 2RL1 and 2RL2
correspond to the NP diameters parallel to the film surface, whereas
2RV denotes the NP diameter perpendicular to the film surface.
Parameter TEM GISAXS
NP diameter in y direction (2RL1) (nm) 1.5±0.4 1.5±0.4
NP diameter in x direction (2RL2) (nm) 1.7±0.4
NP length (2RV ) (nm) 3±1 3.1±0.5
NP-NP distance in x direction (Lx) (nm) 3.8±0.9 3.8±0.4
NP-NP distance in y direction (Ly) (nm) 10±2 10.6±0.6
Intrachain NP-NP distance (nm) 4.3±0.4 4.3±0.9
Chain tilt angle (deg) 55±1 53.4±0.8
Interchain distance (nm) 6.4±0.6 6.4±0.3
σLL1/|a1| 0.09±0.02
σLV 1/|a1| 0.03±0.01
σLL2/|a2| 0.26±0.04
σLV 2/|a2| 0.08±0.04
σV L/|a3| 0.25±0.04
σV V /|a3| 0.09±0.02
map, measured with the probing x-ray beam set to lie in
the xz plane [see Fig. 2(f)], shows an anisotropic intensity
distribution with a sharp tilted intensity streak peaking at
qy =∼ 0.55 nm−1 and qz =∼ 0.79 nm−1. This intensity streak
is attributed to strong interchain correlations. Two additional
vertical intensity stripes are observed at qy = ± ∼ 0.57 nm−1,
which might be partially occurring due to the rippled surface
of the film [47]. The GISAXS map measured with the probing
x-ray beam set to lie in the yz plane (not shown) shows only
two symmetric lateral lobes reflecting considerably weaker
correlations in the x direction, i.e., parallel to the ripples [see,
for example, Fig. 2(c)].
A modified paracrystal model of the NP arrangement
(described in detail in Ref. [48]) has been applied for the
numerical analysis of the GISAXS pattern. An arrangement
of NPs in a 3D NP lattice characterized by the basis vectors
a1, a2, and a3 is assumed [Figs. 2(g) and 2(h)]. The deviations
of the NP positions from the ordering in an ideal lattice are
described by six disorder parameters σ (σLL1(2), σLV 1(2), σV L,
σV V ), two for each basis vector (a1–a3). They describe disorder
in the short-range ordering model, defined in Ref. [48]. The
parameters σLL1(2) describe disorder related to the basis vectors
a1 and a2 in the plane parallel to the surface, while σLV 1(2)
are related to their disorder in the vertical direction. The
parameters σV L and σV V describe disorder related to the
basis vector a3 in directions parallel and perpendicular to it,
respectively. A schematic illustration of the effect of disorder
parameters is indicated in Figs. 2(g) and 2(h). The theory
explaining the details of disorder in the system is given in
Ref. [48]. The NP shape is assumed to be ellipsoidal with
radii RL1 and RL2 in direction parallel to the film surface and
RV perpendicular to it [see Figs. 2(g) and 2(h)]. Note that the
surface ripples are not included in the paracrystal model. The
parameters of the paracrystal model were obtained by fitting
the experimental GISAXS pattern (Table I).
The simulated GISAXS pattern reproduces the major
features of the experimental one [Fig. 2(f)]. Both types of
stripes (vertical and inclined) are the consequence of the
existence of a 3D lattice of NPs. The contribution of the
ripples is very small due to the much smaller electron contrast
between the ripples and vacuum than between Ni3C NPs and
surrounding a-C matrix. Additionally, the number of NPs
that contribute to the scattering is significantly larger than
the number of ripples, so the ripples’ contribution can be
neglected in the fitting process. The results of the GISAXS
analysis are in excellent agreement with the results of all
the other local structural analysis techniques. The distances
between the NPs are found significantly larger (10.6 nm) in the
surface-projected ion beam direction (y direction) than in the
x direction (3.8 nm). The deviation of the interchain distances
within the direction parallel to the substrate σLL1 is less than
10% (direction a1). The smallest deviation of only 3% (or the
highest correlation) is found for the angular deviation between
the center-to-center distances of NPs of neighboring chains
(the deviation perpendicular to the a1 direction). Note that the
a1 direction has the strongest overlap with the incident ion
direction. The correlation between the particles in the chains
(σV L, direction a3) as well as along the ripples (σLL2, direction
a2) is significantly weaker (σV L ≈ σLL2 ∼ 25%).
The periodic surface and bulk pattern is also formed for
assisting Ar+ energies as low as ∼50 eV, provided that the Ni
content is slightly lower than in the case discussed before, i.e.,
about 5 at. % nominal (see Fig. 3). The surface period is ∼20
nm and thereby almost by a factor of 2 larger than that for
C:Ni (∼8 at. % Ni) grown with 130 eV Ar+ ion irradiation.
The XTEM image shows periodic contrast modulations. The
regions with stronger electron scattering contrast are enriched
with Ni. The average distance of the contrast modulations
(13 nm) corresponds closely to the product of cosine 40◦
(tilt angle) and surface period. Along with the periodicities
themselves, this relationship is the crucial observation for
the context of this work. Though the Ni-enriched regions
appear discontinuous, thus indicating the formation of NPs, the
very low contrast prevents their unambiguous identification
and analysis [Fig. 3(b)]. Therefore, the Ni phase structure
remains open in this case. Again the stability of the 3D pattern
formation process is demonstrated for the entire film thickness
of about ∼160 nm (Fig. 3).
IV. TRI3DYN SIMULATIONS
An examplary TRI3DYN simulation shows the formation of
periodic topographic surface undulations during the Ar+ ion
assisted growth of C:Ni (15 at. %) films [see Fig. 4(c)]. The
period is of the order of ∼20 nm, and the crest-to-valley height
difference is ∼5 nm. The cross section shows that the atomic
distribution is not homogeneous but contains areas enriched in
Ni [see Figs. 4(a) and 4(b)]. The maximum Ni atomic density
variation between metal rich and depleted areas is of the order
of 20%–30% relative to the average Ni atomic density. The
period of these compositional modulations corresponds to the
period of the surface ripples. The Ni-rich areas are tilted
in relation to the film surface in the y direction, along the
incoming Ar+ beam. The ratio of sputtered to incoming atoms
is ∼0.39 for Ni, and ∼0.32 for carbon, or in other words, the
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FIG. 3. Microstructure of the C:Ni film (∼5 at. % Ni nominal)
deposited on thermally oxidized Si with an assisting Ar+ beam of
50 eV ion energy: (a) SEM image; (b) XTEM image taken with
115 kx magnification. A 300 nm defocused electron beam was applied
to highlight the surface crests in the TEM image. The crests are
indicated by arrows.
resputtering yield for nickel is by about 22% higher than for
carbon. Note that on the very surface Ni-rich areas are on the
ripple side facing the ion beam while underneath the surface
Ni-rich areas are on the ion beam averted side of the ripples.
The growth kinetics shows a transition from the erosion mode
at the initial stages of the film growth to the growth mode at the
fluence of ∼7.5 × 1016 cm−2 [Fig. 4(d)]. This correlates with
the observation of the undulated C:Ni/Si interface indicating
that the deposition (growth)/erosion balance depends not only
on the ion energy, incidence angle, and ion-to-atom ratio but
also on the surface morphology. The system self-adapts to the
morphology which minimizes erosion due to sputtering. Also
note a transition layer at the interface which is depleted of
nickel. Additional simulations indicate (not shown) that the
increase in ion-to-atom ratio increases the ripple period but
also decreases significantly the growth rate of the film.
FIG. 4. (Color) TRI3DYN simulation of the growth of a C:Ni film
on a Si substrate: (a) cross section of the simulated film area. The
color contrast represents the Ni atomic density in units of 1024 cm−3
averaged in the x direction (i.e., over all voxels with the same y and
z coordinates); (b) Ni atomic density variation at the height of 27 nm
of the panel (a); (c) surface topography of the film; (d) deposited
thickness as a function of total (i.e., C+Ni+Ar) fluence. The incident
Ni to C flux ratio is 0.176, and the Ar+ ion-to-atom ratio is 3. The Ar+
ion energy is 130 eV at an incidence angle of 60◦; the C and Ni atom
energy is 0 eV at an incidence angle of 0◦. The simulated volume
contains 40 × 40 × 10 voxels of the volume of 1 × 1 × 1 nm3.
V. DISCUSSION
The results above demonstrate that at certain growth con-
ditions of C:Ni NC films the assisting ion irradiation induces
regular topographical and compositional surface structures.
Such regular surface patterns are neither formed during the
growth of dispersed metal NP or nanocolumns in a carbon
matrix by ion beam sputter codeposition of transition metals
and carbon [49], nor during dual ion beam cosputter growth
of tilted nanocolumns [20], nor during the formation of
self-organized multilayers (tilted or “lying”) using filtered-
cathodic vacuum arc deposition [50–52]. Hence the surface
pattern formation observed in this work must be attributed
to a different structure-determining mechanism than in the
mentioned cases, where repeated nucleation [50,53], thermally
or ion-enhanced surface diffusion [20,53], ion-induced surface
atomic drift [20], and subplantation [52] were identified as
driving mechanisms.
The crucial observation supporting an ion-induced surface
instability mechanism is the ratio between the NP-NP dis-
tance in the y direction (Ly) and x direction (Lx) of about
∼3 (see Fig. 2 and Table I). Note that Lx is close to the
NP-NP distance observed in the columnar growth mode [see
Fig. 1(a)]. This distance is related to the magnitude of the
surface diffusivity [54,55]. If phase separation was the driving
mechanism for the pattern formation [28], the characteristic
length of such a pattern would scale with the Ni diffusivity and
would be of the order of Lx or of the NP-NP distance in the
columnar growth mode (∼4 nm). Therefore, Ly must be caused
by an ion-induced surface instability. Phase separation does not
induce but follows the ion-induced pattern with nucleation and
growth occurring at the Ni-rich regions close to ripple crests.
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This observation enables a significant simplification in terms of
interpretation from the theoretical point of view. At such low Ni
concentrations (∼ 5 to 8 at. %) the phase separation takes place
in nucleation and growth mode [53]. An analytical theoretical
treatment of phase separation in the nucleation and growth
mode during film growth to our knowledge is lacking. The
fact that ordering is caused by ion irradiation allows us to use
the theoretical treatment for ion-induced instabilities in alloys
[30,56,57], while at the same time phase separation processes
can be neglected at least for the qualitative understanding. It
also justifies the use of binary-collision simulation codes such
as TRI3DYN.
The formation of surface ripples can be explained by surface
instabilities due to the preferred ion-induced displacement at
valleys compared to that at crests [39,40,58]. Note that here
the term “displacement” includes both—ion-induced atomic
relocations and sputtering [30]. Such ion-induced ripples have
been predicted by linear instability theory [30] and have been
observed experimentally in a-C films [59].
The topographic pattern couples to the atomic surface
composition leading to compositionally modulated surface
ripples (see Fig. 2). For the erosion mode the coupling between
roughness and composition patterns has been predicted by
Shenoy and Chason [56]. It necessitates the preferential
displacement of one of the components in the erosion [56,57]
or growth [30] mode (nickel in the case of this study). If
Ni atoms appear at ballistically “unfavorable” sites (valleys
in the present case), they are preferentially either resputtered
or relocated towards ballistically more “favorable” sites, i.e.,
towards the crests. In such a manner the crests are enriched
with Ni. If the surface diffusivities of the two species are
not extremely different, the preferentially displaced element
is expected to accumulate at peaks [56]. This is in agreement
with the observations of this study in which the preferentially
sputtered element Ni shows the tendency to accumulate close
to the ripple crests (see Fig. 2).
The surface nanopatterns obtained in this work indicate
a relatively narrow instability wavelength band (the ratio
σLL1/a1 is 9%; see Table I). This corresponds to an instability
of type I [60]. Following the linear instability theory of the
ion-assisted growth of alloy films [30], such instability type
can only occur in the presence of preferential displacement and
preferential diffusivity. In addition, the preferentially displaced
element must also have higher thermal or ballistic diffusivity.
This is in agreement with the experimental situation of this
study where Ni is preferentially displaced as well as that it
exhibits a larger surface diffusivity [20]. Alternatively, the
high degree of ordering can be attributed to the selectivity of
one dominating wavelength in the nonlinear mode. Note that
in this context the nonlinear regime would have been reached
very quickly (only a couple of nanometers of the intermediate
layer) and would stay in the steady state for the rest of the film
thickness.
During film growth the surface is constantly covered by a
homogeneous mixture of carbon and nickel depositing from
the vapour phase and the surface pattern is transferred into
the bulk of the film. Simultaneously the surface is again
patterned due to the ion-induced instability. As the bulk atomic
mobility is negligible at the deposition temperatures of this
study [20,50], the pattern gets ‘frozen’ within the film.[54] In
such a way, the ion-induced 2D surface nanopatterning results
in the 3D nanopatterning of a growing film.
The observed NP chain tilt is attributed to the ripple
propagation along the irradiated surface [61,62]. The tilt angle
results from the surface movement in the vertical direction
due to the growth and the lateral surface ripple propagation
(0.008 and 0.014 nm s−1 at 50 eV and 130 eV, respectively,
as determined from the net growth rates and the observed tilt
angle). The observed phase shift between the composition and
surface roughness modulations [Fig. 2(d)] goes beyond the
work of Shenoy and Chason, who predicted a phase shift
of either 0◦ or 180◦ between roughness and composition
fields [56]. Their theory did not include the first-order terms
responsible for ripple movement along the surface. This
indicates that the ripple velocity not only induces the tilt of
the nanopattern, but probably also the observed phase shift.
Note that the repeated nucleation occurs in a relatively regular
fashion once the nickel nanoparticles get buried by laterally
moving carbon-rich zones. This introduces the second scale
in the nanopattern, i.e. that of the lateral interparticle distance
within the chains [see Fig. 2(e)]. Also note that such lateral
movements themselves can produce surface instabilities which
couple surface roughness and local composition [63].
The TRI3DYN simulation results agree qualitatively with
the experimental observations of this study. This agreement
includes the formation of surface ripples, the compositional
modulation of the ripples, the correspondence of the com-
positional periodicity and that of the surface undulations,
the tilt of the Ni-enriched areas in the bulk, the preferential
resputtering of Ni in comparison to C, as well as the formation
of a Ni-depleted interface layer [compare Figs. 1(c) and 4(a)].
The ratio of sputtered to incoming atoms is quantitatively
reproduced for carbon (experiment: 0.32; simulation: 0.32),
and qualitatively reproduced for nickel (experiment: 0.57;
simulation: 0.39). The degree of agreement is surprising taking
into account that TRI3DYN simulations do not consider any
thermal diffusion or other thermodynamic effects such as
the nucleation of new phases. This agreement emphasizes
the crucial importance of ballistic effects for the nanopattern
formation, especially the role of ballistic relocations. One can
expect that surface smoothening due to other mechanisms
such as curvature gradient induced thermal diffusion [39]
would produce lower crest-to-valley values (surface diffusion
effect). One can also expect that in the Ni-enriched areas
nucleation and growth of nickel carbide NPs will take
place (thermodynamic effect) thus enhancing the material
composition contrast. When not neglected, both effects are
expected to bring the simulation approach closer to the ex-
perimental observations. However, the combined influence
of such effects on the final microstructure requires more
sophisticated simulation approaches such as the inclusion of
thermal and thermodynamic effects directly into the binary-
collision code or the combination of the binary-collision
approach with kinetic Monte Carlo simulations [64]. For a
quantitative comparison between the experimental results and
the simulations, one should note that the surface instability
is very sensitive to the growth parameters as demonstrated
in this study (see Fig. 1). In addition, a precise experimental
knowledge of the ion-to-atom ratio is required. This will be
addressed in future studies.
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VI. CONCLUSIONS
The formation of surface nanopatterns during the growth
of C:Ni films by means of dual ion beam cosputtering and
binary collision simulations has been studied. The patterning
regime is reached by an increase of the ion energy (ion flux)
or/and a decrease of the Ni content compared to the previously
described tilted nanocolumn regime [20]. The nanopatterning
mode is characterized by the formation of regular 2D surface
nanopatterns coupling to the surface roughness and local
composition modulations. The film growth in this mode results
in the formation of a 3D nanopattern consisting of ordered
arrays of metal carbide NPs embedded in a carbon matrix. The
nanopatterns have several characteristic length scales such as
NP diameter and height and interparticle distance within and
between the chains. The nanopatterning mode is sustained after
a short “incubation” time over the whole film thickness. The
experiments and binary collision simulations strongly indicate
the dominance of Ar+ ion-induced ballistic effects in relation
to thermodynamic effects to cause the surface instabilities. The
formation of such a pattern is consistent with the ion-induced
surface instability theories based on the differences in ballistic
properties of film components [30,56,57]. It has been also
demonstrated that the ripple movement on the surface is
an important structure forming factor causing the tilt of the
nanopattern relative to the film surface and influencing the
repeated nucleation of the metal carbide NPs.
Ion-induced surface nanopatterns have been observed in
different materials and material classes such as metals,
semiconductors, or dielectrics [24]. The pattern formation is
driven by ballistic effects of ion irradiation. The key factor
is the reduced bulk mobility once the pattern is buried by
incoming species. It prevents any thermodynamically driven
mass redistribution in the bulk. The dependence on ion energy,
ion-to-atom ratio, surface composition, and nucleation and
growth towards spinodal modes or non-phase-separating alloy
systems should be explored to demonstrate the extent of the
applicability of the ballistic effects outlined above.
Such investigations would allow an estimation of the extent
to which the results reported in this study hold potential
to become a general approach for the growth of functional
NCs and encapsulated NP arrays with tunable properties. For
example, it can be used to tune the refractive index in combi-
nation with laser irradiation stability of phase shift in optical
nanocomposites [65,66]. By employing plasmonic metals in
dielectric or semiconducting matrices, the approach can be
used to influence the lateral plasmon enhanced electric field
for sensing [67] or photocatalytic [68] applications. Similarly,
such nanostructures are expected to effect electron and phonon
transport, and are thus relevant for thermoelectric energy
conversion [69]. Ordered embedded metal nanostructures are
promising candidates as metamaterials [70–72]. Our study
shows the potential to sculpt simultaneously at several scales:
NP size, shape, interparticle, and interchain scales. This is of
relevance for the next generation of metamaterials [72]. The
possibility to change the ion direction during the growth by
sample in-plane rotation or tilting can be used to grow more
complex tilted superstructures such as chevrons or helices [20].
Note that the azimuthal sample rotation might not even be
needed as the tilting above some critical angle produces rip-
ples, and thus nanopatterns, in a perpendicular direction [24].
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Resonant x-ray diffraction was used to study the proton jumps in hydrogen-bonded rubidium dihydrogen
phosphate (RDP) crystals. In the paraelectric RDP phase, hydrogen is delocalized between two crystallograph-
ically equivalent positions. At lower temperatures, this symmetry can be broken, which defines the processes
that lead to the para- to ferroelectric phase transition. We have measured the energy spectra of the forbidden
reflections 006 and 550 at incident radiation energies close to the Rb K edge in a wide temperature range,
down to the temperature of the ferroelectric phase transition. In the paraelectric phase, we observed a growth of
integrated intensity for both forbidden reflections with temperature. This behavior is opposite to conventional
nonresonant Bragg reflections, where intensity decreases in accordance with the Debye-Waller factor. The
developed theoretical model explains this effect with the thermal motion induced (TMI) scattering mechanism
and also confirms the adiabatic approximation stating that electrons instantly follow the nuclei movements. In
the 550 energy spectra, we have observed an additional contribution to the resonant structure factor, which could
be associated with the presence of transient Slater-type proton configurations (PC) in the half-filled hydrogen
position.
DOI: 10.1103/PhysRevB.89.094110 PACS number(s): 61.05.cp, 61.05.cj, 78.70.Ck, 78.70.Dm
I. INTRODUCTION
Rubidium dihydrogen phosphate (RDP) belongs to the
family of the hydrogen-bonded crystals and is isomorphous to
its best-known representative potassium dihydrogen phosphate
(KDP) [1]. When cooling below 146 K, RDP undergoes a
structural transformation from the paraelectric (I ¯42d) to the
ferroelectric phase (Fdd2) [2–4]. Another phase transition
from tetragonal to monoclinic phase at about 90 ◦C is described
in literature [5–8].
The nature of the phase transitions in crystals of KDP family
is a subject of many years of discussions [9–16]. Usually, it
is associated with hydrogen ordering and rotations of PO4
groups. The static and dynamic properties of these systems are
described on the basis of the configuration energy determined
by proton configurations. In both theoretical and experimental
work, the type of proton transfer between two sites has been
discussed. A tunneling of protons in KDP between the two
positions in a double-well potential was proposed by Blinc [11]
and further confirmed experimentally [13].
Whilst the crystal structures of RbH2PO4 and KH2PO4 are
closely similar, some small but important differences were
revealed [4]. In particular, the separation of the disordered
proton sites in the tetragonal phase is significantly larger
in RbH2PO4 (by −0.05 ˚A), yet the hydrogen bond lengths
differ by only 0.003 ˚A and the transition temperatures by
only 23 K. The crystal structure of RDP below the phase
transition temperature has been presumed to be isomorphous
*Corresponding author: dmitri.novikov@desy.de
with that of orthorhombic KDP, but the transition to be much
less abrupt in RDP.
Resonant x-ray diffraction has been developed as a method
to study structural, magnetic, and electronic properties of
crystals [17–24]. Synchrotron sources allow to study the
energy spectra and polarization properties of Bragg reflections.
When the conventional part of x-ray scattering is absent,
reflections still can appear at incident radiation energies
close to absorption edges due to the anisotropy in resonant
scattering [25–28]. These “forbidden” reflections provide the
possibility to study small contributions to the atomic scattering
factor caused by various multipole transitions or displacements
of the atoms from their average sites [29–33]. Even slight
atomic displacements due to thermal vibrations influence the
resonant atomic scattering factor resulting in the so-called ther-
mal motion induced (TMI) scattering contribution, which was
successfully observed in Ge [34,35], ZnO, and GaN [36,37].
Its main feature is the growth of the integrated intensity with
temperature in contrast to conventional Bragg reflections,
whose intensity decreases with temperature according to
the Debye-Waller factor. An additional contribution to the
resonant scattering factor caused by point defects has been
predicted [33], but not yet observed experimentally.
In crystals of the KDP family, hydrogen atoms fill only half
of the crystallographic position. Being distributed randomly,
the symmetry of proton configurations may be lower than that
of the crystal and can be accompanied by relaxation of the
neighboring atoms. Taking into account the displacement of
the resonant atom, an additional contribution to the resonant
atomic factor can appear [38]. In the present paper, the
temperature dependence of two forbidden reflections in RDP
was studied experimentally and described theoretically.
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II. RESONANT X-RAY SCATTERING
Near absorption edges, anisotropic properties of resonant
scattering lead to many interesting effects like various kinds of
x-ray dichroism and appearance of forbidden reflections both
in magnetic [39] and nonmagnetic [26,28] crystals. All these
effects can be described in the frame of tensorial properties
of absorption and the atomic scattering factor. The latter
characterizes the resonant atomic scattering strength at x-ray
energies close to absorption edges and is usually represented
as a sum of several contributions [19]:
fjk = f0δjk + f ddjk + if dqsjkn(kn − k′n)
+ if dqajkn (kn + k′n) + . . . . (1)
Here, f0 describes the nonresonant contribution, f ddjk is
the dipole-dipole contribution and f sijk = 12 (fijk + f ∗jik) and
f aijk = 12 (fijk − f ∗jik) are the dipole-quadrupole contributions,
which denote symmetric and antisymmetric parts, respectively,
in terms of first and second index permutation. The value of
the contribution decreases with increasing rank of the tensor.
Furthermore, k and k′ are the wave vectors of the incident and
scattered radiation, respectively.
For forbidden reflections, the nonresonant structure factor
F (H) equals zero. These purely resonant reflections can
appear only in crystals of nonsymmorphic space groups,
where glide planes and/or screw axes cause extinctions,
which are removed due to the tensorial properties of the
atomic scattering factor at energies close to an absorption
edge [25,26]. Being a well-known ferroelectric with a Curie
temperature of Tc = 146 K, RDP exhibits this kind of sym-
metries in both the ferroelectric and the paraelectric phase.
In the ferroelectric phase, spontaneous electric polarization
appears along the c axis and the structure can be described
within the face-centered orthorhombic space group Fdd2
with a unit cell containing eight asymmetric units (Z = 8).
In this case, Rb atoms are pairwise connected by an mx glide
plane with a translation vector (0, 14 , 14 ), resulting in a set of
extinctions [40]. Above the phase transition, the structure
transforms into space group I ¯42d (Z = 4), where the Rb atoms
lie on a fourfold rotoinversion axis on the 4b position and
two Rb atoms are connected by a diagonal glide plane. For
detailled crystallographic information, such as lattice param-
eters and atom positions, which we used for our calculations,
see Ref. [4].
Below, we shall describe the experimental study of the
{hhl | 2h + l = 4n + 2} set of reflections, which are forbidden
far from the Rb absorption edge both below and above the
phase transition temperature. Here, we use the reflection
indices corresponding to the tetragonal phase. However, below
the phase transition the a and b basis vectors are rotated by 45◦
and twice as long, leading to a transformation of the reflection
indices. The structure factor of these forbidden reflections is
equal to
F (hhl,2h + l = 4n + 2) ∼ (f1 − f2), (2)
where f1 and f2 are the tensorial scattering factors of the
Rb atoms at positions 0,0, 12 and
1
2 ,0,
1
4 , connected by the
diagonal glide plane. The site symmetry of Rb is ¯4, providing
the transformations of coordinates: x,y,z → y, − x, − z →
−x, − y,z → −y,x, − z. In the ferroelectric phase, the re-
flections are allowed within the dipole-dipole approximation
where the scattering factor of Rb is described by a uniaxial
second-rank tensor. They are determined by only one tensor
component which disappears in the paraelectric phase due
to the fourfold symmetry of the Rb position. So, above the
phase transition, this extinction can be removed only by
higher order transitions or any other contribution to the atomic
scattering factor, increasing its tensor rank as is described
in Ref. [38]. Taking into account the third-rank part, the
point group of the local position of Rb allows four tensor
components [41]. Two of them (fxxz = −fyyz and fxyz) are
symmetric over first two indices permutation, whereas the
other two allow both symmetric and antisymmetric parts
(fyzy = −fxzx and fyzx = fxzy). The contribution to the
structure factor comes from the components fxxz = −fyyz
and fyzy = −fxzx , which change their sign under the fourfold
rotation. This way, it was shown that in the paraelectric
phase the structure factor is described by the following
tensor [38]:
F (hkl) ∼
⎛
⎝
f sxxzHz 0 f sxzxHx + f axzx lx
0 −f sxxzHz f syzyHy + f ayzy ly
f sxzxHx − f axzx lx f syzyHy − f ayzy ly 0
⎞
⎠ , (3)
where Hk = kk − k′k , lk = kk + k′k .
The symmetric third-rank components may include three
kinds of contributions: the intrinsic part caused by dipole-
quadrupole transitions, a thermal motion induced part (TMI),
which is proportional to the derivative of the dipole-dipole
term over the resonant atoms thermal displacement and, last,
contributions, which correspond to the transient proton con-
figurations (PC). The latter can appear due to the deformation
of the environment of the resonant atom associated with
the transient configuration of hydrogen atoms. TMI as well
as PC contributions cannot contain an antisymmetric part
being proportional to the momentum transfer vector H and
dipole-dipole in nature, and both are temperature dependent.
The temperature dependence of the contributions to the forbid-
den reflections caused by dipole-dipole or dipole-quadrupole
transitions is conventional, so their intensity decreases with
temperature in accordance with the Debye-Waller factor.
On the other hand, the TMI part grows with temperature
and an anomalous temperature dependence of the forbidden
reflection integrated intensity should be observed in the para-
electric phase. However, the intensity caused by dipole-dipole
transitions is larger than that of the dipole-quadrupole and
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FIG. 1. (Color online) Measured azimuthal dependencies of the
006 (left) and 550 (right) forbidden reflections in the paraelectric
phase at a photon energy of 15 196 eV (black dots). The curves
calculated according to Eqs. (6) and (7) in Sec. IV A and Eqs. (8)
and (9) in Sec. IV B for σ and π polarized scattered beams are
shown as broken lines. The ψ =0 azimuthal position refers to the
situation where the scattering plane is parallel to the (100) lattice
planes for the 006 reflection or rather to the (001) lattice planes for
the 550 reflection. The measurement is described by the sum of both
polarizations (solid red line).
higher-order terms and, therefore, we can expect an increase
of the intensity of the reflections {hhl | 2h+l=4n+2} when
decreasing the temperature through the phase transition from
para- to ferroelectric phase.
III. EXPERIMENTAL
The measurements were carried out at the resonant
scattering undulator beamline P09 at PETRA III (DESY,
Hamburg) [42] using a Si(111) double crystal monochromator
and a pair of mirrors for focusing and higher harmonics
rejection. Two RDP single crystals were grown in the Institute
of Crystallography, Russian Academy of Sciences, and cut
along (001) and (110) planes resulting in a size of approx.
7×7×2 mm2. They were mounted into the closed-cycle
helium cryostat, which was installed at the Psi-diffractometer
with open Chi-circle, present at the beamline. The incident
photon beam was polarized perpendicular to the scattering
plane. Optically, as well as by comparing rocking curves from
different positions, the crystals appeared very homogeneous
after polishing and the width of the rocking curve (≈4′′)
confirmed a good quality. Because all our considerations are
done in kinematical approximation and based on the integrated
intensity of the rocking curves, the mosaicity is not important.
A set of rocking curves was taken for the 006 and 550
forbidden reflections at energies near the K-absorption edge
of Rb (15 200 eV) with a step width of 1 eV. The energy
spectra were measured for different temperatures ranging from
room temperature to below the phase transition temperature at
146 K. Temperature dependence of the lattice parameters as
well as the thermal expansion of the setup were characterized
FIG. 2. (Color online) Degradation of the 550 reflection with
time at different temperatures. Solid lines indicate the result of a
biexponential fit that is used to correct for radiation damage effects.
beforehand to correct the positions of the Bragg reflections
and the sample automatically.
Azimuthal dependencies of both reflections as shown in
Fig. 1 were recorded at room temperature to choose positions
near the maximum of the forbidden reflection intensity. There
were two main difficulties complicating the experiment: the
first was a big number of Renninger reflections due to the rela-
tively high photon energy, the second was the fast degradation
of the crystals under the powerful synchrotron beam. Figure 2
shows the time dependence of the 550 reflection intensity at
two temperatures. One can see that the reflection degradation
is stronger at lower temperature. During the measurements, we
cooled the samples and heated them up to room temperature
several times. Doing so, we observed healing of the crystals
at higher temperatures, which suggests that two competing
processes are taking place. A strong radiation damage of RDP
under an intense x-ray beam was observed for the first time, but
damage in KDP caused by powerful visible light was reported
repeatedly [43,44]. To minimize its impact on the measured
spectra of the forbidden reflections, the beam has slightly
been defocused and attenuated such way that a compromise
with respect to reasonable data acquisition time was found.
Additionally, different position on the sample surface were
used. The spectra have been obtained while cooling down
as well as while warming up, whereas at temperatures near
the phase transition (<160 K) only spectra recorded during
heating appeared to be reliable.
In Fig. 3, an overview of integrated intensities of the rocking
curves in dependence of incident photon energy as well as
temperature is presented for the 006 forbidden reflection.
Renninger reflections, visible as narrow maxima on sloping,
near-horizontal lines, essentially impair the quality of many
spectra. To prevent an influence of this effect, rocking curves
where selected out of a set recorded at two or more azimuthal
positions. Still, some spectra obviously were not reliable and,
therefore, omitted. The remaining spectra for both reflections
are presented in Fig. 4. Using these data, the intensity at the
maximum position (15 196 eV) was selected for both 006
and 550 reflections and corrected for their time dependence
caused by radiation damage. The temperature dependence
094110-3
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FIG. 3. (Color online) The dependence of integrated intensity of
the 006 reflection on energy and temperature. The forbidden reflection
is visible as maximum at constant energy (≈15 196 eV), whereas
Renninger reflections occur at different energy for each temperature,
since their position depends strongly on the lattice parameters.
thus obtained is shown in Fig. 5. In consideration of the
conventional temperature dependence in x-ray diffraction,
the integrated intensities are divided by the Debye-Waller
factor taken from literature [4]. This way, the temperature
dependencies of the purely resonant parts have been extracted
for all spectra in Fig. 4.
Both reflections feature a decrease of integrated intensity
with decreasing temperature in the paraelectric phase in
accordance to the theoretical description of the TMI part
of forbidden reflections. Further, a steplike increase of the
intensity can be observed when cooling below the phase
transition temperature, entering the ferroelectric phase. This
enhancement is more pronounced in the case of the 006
FIG. 4. (Color online) Energy spectra of the resonant reflections
006 (left) and 550 (right) at various temperatures showing that there is
a minimum in intensity at about 148 K. The 550 reflection exhibits a
higher energy width than the 006 reflection above the phase transition
temperature.
FIG. 5. (Color online) Temperature dependence of the intensities
of the forbidden reflection integrated over energy, showing a stronger
increase in case of the 550 reflection.
reflection (see Fig. 5) but still about two orders of magnitude
smaller than predicted by theory. One of the possible reasons
is a complex domain structure in the sample and the resulting
strain. Based on high resolution x-ray diffraction data of
RDP, it has been concluded that, below Tc, ferroelastic strain
in the (a,b) plane leads to micro-angle grain boundaries
at the domain walls [7]. Additionally, the 550 reflection
is split into two nearby reflections in the ferroelectric
phase (10,0,0 and 0,10,0) that are allowed in dipole-dipole
approximation.
An x-ray absorption spectrum of an RDP single crystal
as shown in Fig. 6 was obtained in a previous measurement
and used to find suitable modeling parameters for simula-
tion of the resonant reflection spectra as described in the
following.
FIG. 6. (Color online) Absorption coefficient near the Rb K edge
in RDP (experiment vs calculation within the model described in
Sec. IV). The data have been used to correct the measured intensities
and the calculation was performed to find suitable initial values for
the simulation of the forbidden reflection spectra.
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IV. MODELING OF FORBIDDEN REFLECTION ENERGY
SPECTRA: PARAELECTRIC PHASE
In this section, the procedure to model the experimental
results is described. Usually, the kinematical approximation
of diffraction theory is believed to be valid for purely
resonant x-ray scattering, whose amplitude is much less
than in conventional x-ray diffraction. Then, the integrated
intensity of the forbidden reflection can be written as
[25,45]
Iee′ (H,E) ∝ e−2M
| eie′jFij (E,H) |2
μ(E,e) + μ(E,e′) g , (4)
where e−2M is the Debye-Waller factor, μ(E,e) is the linear
absorption coefficient, dependent on the energy E and the
polarization e or e′ of the incident or scattered beam, respec-
tively. The polarization can be reduced to the two cases of
perpendicular (σ ) and parallel (π ) with respect to the scattering
plane so that, in the present case of a σ -polarized incident
beam, the measured intensity is a sum of: I = Iσσ + Iσπ .
The geometrical factor g is defined as g = sin α
sin β , where α
and β are respectively the angle of incidence and angle of
reflection relative to the sample surface. In our cases, g = 1.
As mentioned above, the resonant part of absorption depends
on polarization in noncubic crystals [20], but this anisotropy is
usually small [46] and will be neglected below. To model the
resonant part of μ(E) numerically, we have used the FDMNES
code [47–49]. The calculations were performed within the
multiple scattering approximation and a cluster size of 7.5
˚A. The arctangent model describing the energy dependence
of the core hole width (E) was used for the convolution.
The resulting fit is shown in Fig. 6. The parameters thus
obtained form the basis for further simulations of the forbidden
reflection spectra below.
Following the model proposed in Sec. II, the structure factor
of the forbidden reflections is represented by Eq. (3). We
assume each tensor component to be a sum of the dipole-
quadrupole, TMI, and PC contributions. The first convolution
was calculated using the FDMNES code and including the
quadrupole-quadrupole part, though the latter turned out
to be much smaller and, therefore, was neglected in the
following.
The TMI contribution was calculated taking only the
resonant atoms displacement into account. A detailed study
of the TMI effect in Ge, ZnO, and GaN has shown that
it is in fact provided by thermal displacements of atoms
in several coordination spheres [35,50,51], but also that the
main contribution arises from the displacement of the resonant
atom itself. To obtain this component f TMIxxz , we displace the
Rb atom from its average position by 0.001 c along the z
axis and calculate the derivative ∂f
dd
xx
∂z
= 
f ddxx

z
. In analogous
manner, we displace the Rb atom by 0.001 a along the x
axis and calculate ∂f
dd
zx
∂x
= 
f ddzx

x
to obtain the component f TMIzxx .
Similar displacement along the y axis confirms ∂f
dd
zy
∂y
= − ∂f ddzx
∂x
in accordance with the relation fxzx = −fyzy .
In the following, we describe the procedure used to
calculate the contribution, which can appear due to the effect
of hydrogen occupying only half of the crystallographical
site [7]. The typical period of hydrogen transfer (∼10−12 s) is
FIG. 7. (Color online) A cut of the unit cell of RDP with 13 <z< 23
for each of the different proton configurations. The differences are
highlighted. A semitransparent plane (z = 12 , containing P and Rb
atoms) is drawn to illustrate the different z positions of the O-H
groups. The shortest interatomic distances for both P-O and O-H are
indicated by bonds.
much longer than that of x-ray resonant scattering (∼10−15 s).
Therefore an effect manifesting itself in a similar way, but
different to the TMI in origin, can appear due to an additional
contribution to the displacement of the resonant atom. In a
certain case, the dipole-dipole components of the resonant
atom may differ depending on which part of the hydrogen
position is actually occupied in the moment of scattering.
However, the structure factor will maintain the same symmetry
after averaging over all possible configurations. Only if there
is a correlation between the hydrogen configuration and a
displacement u of the resonant atom, it can give rise to
a contribution to the third-rank tensor components of the
scattering factor which does not disappear after averaging.
This effect stands in the focus of our investigations and
will be referred to as PC (proton configurations) term in the
following.
To model the PC contributions to the structure factor we take
into account several proton configurations, namely “Polar”
(p), “Slater”(s), and “Takagi” (t), that are usually considered
in the theory of hydrogen bonded crystals [9,10,16]. In case
of “p” and “s” configurations, only two protons are attached
to a PO4 tetrahedron, which is known as the ice rule (see
Fig. 7). In particular, p describes a configuration where two
protons are attached to the opposite upper sides of the PO4
group (providing the dipole moment along z axis), whereas
in s configurations protons are attached to one “lower”
and one “upper” side, which mainly causes a deformation
of the environment in the xy plane. We also considered t
configurations, where three protons are attached to one PO4
group and one proton to the next group. Ab initio calculations
have shown that the activation energy of t configurations is
much higher than that of s or p [16]. Nevertheless, these
configurations play an important role in the description of the
phase transition [1,10].
For the simulation of PC contributions to the forbidden
reflection structure factor, we constructed cells where all
protons are situated in p, s, or t sites. In all cases, we
can construct a pair of symmetrically equivalent p, s, or
t configurations, where the sum of each pair statistically
completely fills the crystallographic position of hydrogen,
which is in reality only half-filled, as mentioned above. These
configurations will be referred to as p1, p2, s1, s2, t1, t2 in
094110-5
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the following. For each of them, we calculated the Cartesian
tensor components using the FDMNES code.
As a result, the dipole-dipole tensor components change
differently with respect to the different proton configurations,
so that
f mij (Cn) = f 0ij + 
f mij (Cn).
Here, m=1,2 denotes the two resonant atoms [see Eq. (2)], f 0ij
is a part equal for all configurations and 
f mij (Cn) is the cor-
rection corresponding to the configuration Cn, where C stands
for the p, s, or t configuration and n=1,2. Determined by
symmetry, the following relations exist: 
f 1ij (C1) = 
f 2ij (C2)
and 
f 1ij (C2) = 
f 2ij (C1). Using these and assuming equal
probabilities Pn for both realizations of a specific configuration
C, the structure factor
Fij (H,C) = 2
∑
m,n
Pnf
m
ij (Cn) exp(iHrm) (5)
becomes zero for the considered set of forbidden reflec-
tions. Thus, for each PC, we get the symmetry Fij (H,C1)=
−F (H,C2). If we, however, take into account the structure
relaxation of a certain proton configuration, it results in an
additional displacement rm = rm0 + um(Cn) and hence the
following term appears in the structure factor [38]:

Fij (H,C) =
∑
n
Pn
Fij (H,Cn)
= 2i
∑
k,m,n
Pnf
m
ijk(Cn)Hk exp(iHrm0 ),
where f mijk(Cn) = 
fij (Cn)umk (Cn).
Using the ab initio code VASP [52,53], we modeled the
relaxation of all atomic sites in the presence of each of
the proton configurations and afterwards again calculated
the cartesian dipole-dipole tensor components of the scattering
factors with the help of the FDMNES code. We find that (1)
in the relaxed lattice, the difference between the Cartesian
components of the p1 and p2, s1 and s2, t1 and t2 is higher than
in unrelaxed lattice by several percents. This difference well
exceeds the calculation error caused by the limited number
of atoms involved in the multiple scattering process. (2) Polar
configurations lead to an opposite Rb atom displacement along
the z axis for p1 and p2. As a result, only the tensor components
fxxz(pn) = −fyyz(pn) exist and provide a contribution to
the structure factor: 
Fxx(H,pn) = −
Fyy(H,pn). (3) Slater
configurations result in an Rb displacement mainly in the xy
plane, so that the tensor componentsfxzx(sn) = −fyzy(sn) con-
tribute to the structure factor: 
Fxz(H,sn) = −
Fyz(H,sn).
(4) Takagi configurations provide the contributions to all listed
structure tensor components. However, the activation energy
of such configurations is higher than the others, so their
probability is small, which is why they were neglected.
Figure 8 shows the square modulus of the dipole-
quadrupole, TMI, and PC (including “polar” and “slater”)
contributions to the structure factors of the 006 and 550
reflections. All contributions are scaled aiming to see their
shape and the position in energy. A temperature dependence
of the PC contribution to the scattering factor of the forbidden
reflections may exist because the number of the various
configurations changes with temperature.
FIG. 8. (Color online) Various contributions to the 006 (left)
and 550 (right) forbidden reflection structure factor. It can be
seen that proton configurations cause characteristic spectra with
shifted maxima positions allowing to distinguish them from other
contributions. They are scaled for better visibility.
A. Fitting of the 006 reflection energy spectra
The resonant scattering amplitudes for the 006 forbidden
reflection has the following form:
Fσσ (006) = 4k sin θBf sxxz cos 2φ, (6)
Fσπ (006) = 4k sin 2φ
(
sin2 θBf sxxz − cos2 θBf axzx
)
, (7)
where φ is the azimuthal angle and θB the Bragg angle. We
suppose that the scattering tensor component consists of
fxxz = f dqxxz + a1(T )f TMIxxz + a2(T )f polarxxz ,
where all components were calculated in the previous section
and ai(T ) are the variation parameters depending on tem-
perature. The antisymmetric part of the tensor is provided
only by the dipole-quadrupole term and equal to f axzx =
1
2 (f
dq
xzx − f dq∗zxx ). The PC contributions for this reflection can
only be caused by polar hydrogen configurations. Figure 1 (left
panel) shows the azimuthal dependence of the 006 reflection
for the paraelectric phase, calculated for the dipole-quadrupole
term as shown in Eqs. (6) and (7). One can see that the
experimental azimuthal dependence fits the calculated one.
The expression (4) together with (6) and (7) were applied
for fitting the 006 reflection energy spectra at the azimuthal
angle used in the experiment (45◦, maximum of intensity).
As can be seen in Fig. 8 (left panel), the dipole-quadrupole
and TMI terms fxxz peak approximately at the same energies,
whereas the polar PC term is shifted to higher energies. The
measured spectra look similar for all temperatures. Only their
intensity grows with temperature. Thus, we conclude that the
spectra of the 006 reflection can be fitted using only the dipole-
quadrupole and TMI terms. The presence of the polar PC term
is not obvious, which means that the corresponding tensor
component is small and more detailed measurements might be
necessary to resolve it. Figure 9 shows the results of fitting
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FIG. 9. (Color online) Energy spectra of the 006 reflection at chosen temperatures (experiment vs calculation) showing that they can be
described by taking into account intrinsic dipole-quadrupole and TMI contribution only.
the 006 forbidden reflection energy spectra for a set of chosen
temperatures in comparison with experimental data.
It would be interesting to compare the obtained temperature
dependence of the 006 reflection with a similar dependence
of the 006 reflection in Ge [35]. In both cases, the shape of
the energy spectra is simple and does not essentially vary with
temperature. The temperature dependence of the 006 reflection
intensity in the Ge case approximately shows a parabolic
behavior I ∼ T 2. An easy explanation for this dependence in
Ge was that there is only one low lying optical vibration mode,
which gives contribution to the TMI effect leading to u¯2 ∼ T
at high temperatures. In RDP, the experimental temperature
dependence is not monotonic, but at high temperatures it is
close to a linear function.
In KDP, there are 45 optical modes present [54]. Owing
to the similarity between the RDP and KDP structures, the
number of optical modes in RDP also might be large and we
cannot tell which contribution prevails.
B. Fitting of the 550 reflection energy spectra
The scattering amplitudes for the 550 reflection has the
following form:
Fσσ = 4k sin 2φ sin θBf szxx, (8)
Fσπ = 4k
(− f szxx sin2 θB cos 2φ + f azxx sin2 φ cos2 θB
)
, (9)
with fzxx =f dqzxx + b1(T )f TMIzxx + b2(T )f slaterzxx . TMI and PC
terms do not contain an antisymmetric part. The calculations
are made for the azimuthal angle used in the experiment.
In Fig. 8, one can see that for this reflection, the PC term
is shifted to higher and the TMI is slightly shifted to lower
energies with respect to the dipole-quadrupole term. Figure 10
shows the measured spectra for the 550 reflection and the
corresponding fit of the spectra resulting from the discussed
contributions. At high temperatures, the increase of the 550
integrated intensity with temperature is almost linear, similar
to the 006 reflection. This can, in principle, be explained by
the TMI mechanism, but the width of the simulated spectra
for temperatures between 160 and 180 K is much lower than
that in the experimental curves, as can be seen in Fig. 10. This
discrepancy can be explained by the influence of the PC s term,
which leads to a good agreement in shape and width of the
spectra.
The coefficients a1, b1, and b2 used for the fitting of
the 006 and 550 forbidden reflection energy spectra are
presented in Fig. 11. Certainly, only the relative values are
shown. The experimental data and calculations cannot give the
absolute value of these coefficients since a known reference
is missing. Nevertheless, it is obvious that the thermal growth
of the forbidden reflection intensity is mainly provided by
the TMI mechanism, but including the PC contribution
for the 550 reflection considerably improves the fit of the
simulations.
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FIG. 10. (Color online) Energy spectra of the 550 reflection
(experiment vs calculation). The total intensity is proportional to the
square modulus of the sum over the amplitudes of all contributions.
As a reference, the intensities of isolated contributions are shown as
broken lines. “Slater”-type proton configurations had to be taken into
account to be able to model the measured spectra.
V. CONCLUSIONS
In the present paper, the proton ordering in a KDP-
isomorphous kind of hydrogen-bonded ferroelectrics was
FIG. 11. (Color online) Relative change in the variation param-
eters (a1,b1,b2) with temperature for 006 and 550 reflections.
These represent the different contributions to the resonant scattering
amplitude as defined in Secs. IV A and IV B.
studied with resonant x-ray diffraction. The observed effects
depend on the complexity of the transient environment of
the resonant atom and the resulting influence on the atomic
scattering factor at energies close to absorption edges. Being
averaged over the observation time, the time dependent
resonant structure factor does not turn to zero and leads to the
appearance of the TMI contribution to forbidden reflections
associated with thermal vibrations.
In rubidium dihydrogen phosphate, protons participate
in one more kind of movement, namely tunneling between
two close crystallographic sites. This provides an additional
contribution to the resonant atomic scattering factor, whose
temperature dependence is caused by the variation of proton
configurations around the resonant atom. This variation is one
of the reasons leading to the phase transition, because all
protons occupy the polar sites in the ferroelectric phase. The
observed temperature dependence of the forbidden reflections,
in particular the enhancement of the 006 forbidden reflection
intensity, can be successfully explained by a thermal motion
induced contribution consistent with the adiabatic approxi-
mation stating that electrons follow the movement of the
nuclei.
In the frame of the developed theoretical model, it was
shown that the change of the intensity and the energy spectrum
of the 550 forbidden reflection can only be explained by taking
into account one more contribution to the resonant structure
factor corresponding to slater-type proton configurations.
Furthermore, an increase of the number of these configurations
with temperature has been observed. A quantitative analysis of
this effect was complicated by structural changes in the RDP
crystals, which were associated with interaction of the sample
and the intense x-ray beam and proved to be temperature
dependent.
Our research has demonstrated high sensitivity of the
forbidden reflection energy spectra to the local environment
of the resonant atoms and structural changes of the crystal,
which makes this method very promising for the study of
phase transitions and other processes accompanied by atomic
displacements and ordering.
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line oxide preferably having a perovskite structure. A multistage process comprising modification of conductivity and surface
structure, deposition of electrodes and also electroforming enables switching between different interface states. The data are then
stored in the form ofresistance states of individual memory cells.
(57) Zusammenfassung: Die vorliegende Erfindung sieht eine Lösung des Problems der nichtflüchtigen elektronischen Daten-
speichernng durch Verwendung eines kristallinen Oxids vorzugsweise mit Perowskitstruktur vor. Durch einen mehrstufigen Pro-
zess, der eine Modifikation
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von Leitfähigkeit und Oberflächenstruktur, eine Abscheidung von Elektroden sowie eine elektrische Formierung beinhaltet, wird
ein Schalten zwischen verschiedenen Grenzflächenzuständen möglich. Die Daten werden dann in Form von Widerstandszustän-
den einzelner Speicherzellen gespeichert.
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Verfahren zur Herstellung eines nichtflüchtigen elektronischen Datenspeichers auf
Grundlage eines kristallinen Oxids mit Perowskitstruktur
Als nichtflüchtige elektronische Datenspeicher werden zurzeit bevorzugt magnetische und
Flash-Speicher verwendet, die allerdings bezüglich Größe und Zugriffszeit begrenzt sind. Als
vorteilhafte Alternative wird aktuell an nichtflüchtigen Speicherelementen wie RRAM, CBRAM
und PCM geforscht. Materialien für RRAM (Resistive Random-Access Memory) sind
nichtleitende dielektrische Substanzen wie Oxide in Perowskitstruktur, Übergangsmetalloxide
und Verbindungen mit Chalkogenidstruktur. Wird an diese eine hohe elektrische Spannung
angelegt, kann es zu einem dielektrischen Durchbruch kommen, welcher leitende Defekte
hervorbringt, die dann ebenso wie der Widerstand reversibel schaltbar sind. Der CBRAM
(Conductive-Bridging RAM) basiert auf der Umverteilung von Ionen im Inneren eines festen
Elektrolyten. Dabei befindet sich der Elektrolyt zwischen zwei metallischen Elektroden und
modifiziert je nach Zustand den Übergangswiderstand. Eine weitere Form der
Speicherelemente ist der PCM (Phase Change Memory). Man nutzt hier das Verhalten von
Chalkogenidgläsern, die zwischen zwei unterschiedlichen Zuständen, kristallin und amorph,
schalten können.
Auf Grundlage von keramischem Strontiumtitanat, einem Oxid in Perowskitstruktur, wurden
bereits Widerstandspeicherelemente realisiert, wobei die Dotierung der Halbleiterkeramik mit
anderen Metallen eine wesentliche Grundlage bildet [US 200910109730 A1].
Die OE 60 2004 011 585 T2 beschreibt ein Verfahren, bei dem ein Manganit mit
Perowskitstruktur in einer Sauerstoffatmosphäre mit Sauerstoffionen angereichert wird. Bei
dieser Vorgehensweise bilden sich sauerstoffarme und sauerstoffreiche Regionen aus. Zur
Formierung der Widerstandseigenschaften wird ein gepulstes elektrisches Feld angelegt. Da
zum Schalten der Speicherzelle Ionenverteilungen in der gesamten Perowskitstruktur verändert
werden müssen, ist nicht damit zu rechnen, dass eine adäquate Schaltgeschwindigkeit erreicht
werden kann.
Die Herstellung einer RRAM- Zelle wird in der US 6759249 B2 beschrieben. Dabei wird auf
einem Silizium-Substrat mit einer Siliziumoxid-Schicht ein Perowskit-Metalloxid zwischen zwei
Elektroden aus Platin oder Iridium angeordnet. Nach einem Ausheizen bei 400 bis 700°C wird
der Widerstand über Spannungspulse variiert.
Weiterhin wird in der US 2006/0281277 A1 die Erzeugung eines Elements mit einem variablen
elektrischen Widerstand beschrieben. Dort wird ein Material u. a. auch Strontiumtitanat
zwischen zwei Elektroden angeordnet. Dieses Material wird während der Herstellung des
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Speicherelements einem reduzierenden Prozessschritt ausgesetzt. Die Veränderung des
Widerstandes erfolgt mittels gepulster Spannung an den Elektroden.
Die vorliegende Erfindung stellt eine kostengünstige Alternative zu den bereits bestehenden
Speichern bzw. Speicherkonzepten dar. Die Einsparung der Kosten lässt sich dadurch
realisieren, dass man lediglich auf den Einbau von intrinsischen Defekten zurückgreift, wo
bisher in vielen Fällen zumindest eine Dotierung mit Fremdatomen nötig war. Kennzeichnend
für die vorliegende Lösung ist, dass der eigentliche Schaltvorgang im Grenzflächenbereich der
Perowskitstruktur zu den Elektroden stattfindet. Dabei wird zwischen Widerstandszuständen,
die durch Punkte auf zwei Kennlinien repräsentiert werden, gewechselt. Durch den Betrieb im
Grenzflächenbereich wird es vermieden, größere Mengen von Ladungsträgern mit geringer
Beweglichkeit (Ionen, insbesondere Sauerstoffionen) transportieren zu müssen. So können
hohe Schaltgeschwindigkeiten erreicht werden.
Die Erfindung sieht die Umsetzung von mehreren Prozessschritten vor:
• Bereitstellen eines Metalloxid in Peroswkitstruktur,
• Modifikation von Leitfähigkeit und/oder Oberflächenstruktur des Metalloxids,
• Abscheiden zweier flächiger metallischer Elektroden auf dem Metalloxid, so dass
das Metalloxid zwischen den beiden Elektroden angeordnet ist, und die Flächen
der beiden Elektroden zueinander weitestgehend parallel sind, wobei eine
definierte Grenzfläche zwischen Elektrodenmaterial und Metalloxid erhalten bleibt,
• Anlegen eines ungepulsten elektrischen Feldes zwischen den beiden Elektroden
über eine Zeit von mehreren Minuten bis zu mehreren Stunden zur Einstellung der
Strom-Spannungskennlinien.
Den Ausgangspunkt stellt somit ein kristallines Oxid mit Perowskitstruktur dar, welches für den
Einsatzzweck in seiner Leitfähigkeit und/oder Oberflächenkristallstruktur modifiziert wird. Dieser
Prozessschritt besteht in einer Wärmebehandlung in reduzierender, d.h. sauerstoffarmer
Atmosphäre, einem Ätzprozess oder einer Hydroxilierung der Oberfläche. Durch die so
eingestellten Bedingungen an der Oberfläche werden Sauerstoffvakanzen als Defekte im
Anionengitter induziert. Zur Aufrechterhaltung der Elektroneutralität folgen gegebenenfalls
Kationen aus der Perowskitstruktur dem Sauerstoffgradienten. Dies führt insgesamt zur
Modifizierung der genannten Eigenschaften.
Im Anschluss folgt als weiterer Prozessschritt die gezielte Abscheidung der metallischen
Kontakte. Dabei spielt die Auswahl des Elektrodenmaterials, insbesondere im Hinblick auf die
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Austrittsarbeit, eine wichtige Rolle. Bei niedriger Austrittsarbeit bildet sich beim Vorliegen eines
n-Typ Halbleiters ein Ohmscher Kontakt aus. Für Metalle hoher Austrittsarbeit stellt der Metall-
Oxid-Übergang hingegen bevorzugt einen Schottky-Kontakt dar. Zudem ist die Wahl des
Abscheideverfahrens entscheidend, denn bei niedriger Energie der auftreffenden Metallteilchen
bleibt eine definierte Grenzschicht erhalten, die gegebenenfalls unter Feldwirkung weiter
modifiziert werden kann. Treffen bei der Abscheidung hochenergetische Teilchen auf das Oxid,
dringen sie in selbiges ein und verhindern die Einstellung einer glatten Grenzfläche,
wohingegen diese jedoch vorteilhafte Defektzustände hinterlassen und ebenfalls eine
Modifizierung der Grenzfläche bewirken können. In einer bevorzugten Ausführungsform wird die
Perowskitstruktur auf einer Elektrode aufwachsen gelassen und die Modifizierung der
Leitfähigkeit und Oberflächenstruktur erfolgt, bevor und/oder nachdem die zweite Elektrode auf
die Perowskitstruktur aufgebracht wurde. Die zweite Elektrode wird dabei ebenfalls vorteilhaft in
einem Verfahren aufgebracht, bei dem die Grenzschicht zwischen Perowskitstruktur und
Elektrode erhalten bleibt. Derartige Verfahren sind aus dem Stand der Technik bekannt,
bevorzugt werden hier Verfahren der physikalischen Gasphasenabscheidung wie thermisches
Verdampfen oder Sputtern verwendet.
Als Elektrodenmaterialien werden zur Erzeugung ohmscher Kontakte bevorzugt Ti, Cr, AI
verwendet, sowie zur Erzeugung von Schottky-Kontakten Au, Pt, Ir, Ag, oder Pd eingesetzt.
Die Einstellung der für das Schalten des Widerstandes notwendigen Grenzflächen-
eigenschaften erfolgt in einem weiteren Prozessschritt. Durch Anlegen eines elektrischen
Feldes zwischen den beiden Elektroden über eine bestimmte Zeit wird durch elektrochemische
Vorgänge an der Grenzfläche eine lokale Strukturänderung initiiert, welche sich in einer
bestimmten elektronischen Struktur des Kontaktes beziehungsweise der Kennlinie äußert.
Dieser Schritt wird hier als Formierung bezeichnet. Das elektrische Feld in der Größenordnung
von 1000 V/mm wird dabei über eine Zeit im Minuten- oder Stundenbereich angelegt und
bewirkt eine Umverteilung von Sauerstoffleerstellen nahe der Grenzfläche. Die verschiedenen
Grenzflächenzustände führen zu Reihen von möglichen Widerstandszuständen in Abhängigkeit
von angelegten Spannungen. Diese Reihen von Widerstandszustände bilden Kennlinien.
Allgemeine Folge dieses Schrittes ist eine Hysterese in der Strom-Spannungs-Kennlinie des
Kontaktes.
Die Erfindung betrifft weiterhin den Betrieb eines nach dem vorgestellten Verfahren
hergestellten Datenspeicherelements.
Grundlage für die Datenspeicherung ist schließlich das Schalten zwischen verschiedenen
Grenzflächenzuständen durch elektrische Kleinsignale unter Ausnutzung der Hysterese in der
Strom-Spannungs-Kennlinie. Schreib- und Löschpulse haben dabei unterschiedliche Polaritäten
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und Spannungsbeträge von ca. 10-100 V/mm (bezogen auf die Probendicke), die den
Spannungsbetrag eines Lesepulses übersteigen.
Die Grenzflächenzustände werden durch Schreib- und Löschpulse geschaltet und durch
Lesepulse vermessen, wobei sich die unterschiedlichen Zustände in verschieden großen
Widerständen äußern. Die Änderung des Widerstandes kann dabei je nach verwendetem
Material auf verschiedensten Mechanismen beruhen. Die Leitfähigkeit ändert sich dabei
beispielsweise durch Befüllen und Entleeren von elektronischen Grenzflächenzuständen oder
durch Schalten der Bindungsverhältnisse an der Grenzfläche. Die Anzahl der Speicherzustände
kann dabei auch größer als zwei sein, wenn entsprechend verschiedene Schreibpulse benutzt
werden, die sich in Dauer oder Spannungsbetrag unterscheiden.
Das nach dem oben dargestellten Verfahren hergestellte Datenspeicherelement wird vorteilhaft
in einer nichtflüchtigen Speicherzelle oder einem Sensor verwendet.
Ausführungsbeispiel 1
In einem ersten Ausführungsbeispiel wird im ersten Prozessschritt einkristallines
Strontiumtitanat (10 x 10 x 0,1 rnrn') bei einer Temperatur von 900 "C und einem Druck von 2 x
10-6 mbar für 20 h getempert. Die reduzierenden Bedingungen führen zur Ausbildung von
Sauerstoffvakanzen, die Defekte im Anionengitter darstellen und ein Leitverhalten vom Typ n-
Halbleiter bedingen. Zur Aufrechterhaltung der Elektroneutralität bewegen sich gegebenenfalls
Strontiumionen entlang des Sauerstoffgradienten. Dies führt zur Modifizierung von elektrischer
Leitfähigkeit und Oberflächenstruktur des Materials. Die gezielte Abscheidung der
Elektrodenmaterialien im zweiten Prozessschritt erfolgt im Beispiel durch thermische
Verdampfung, da diese niederenergetische Teilchen zur Abscheidung bereitstellt, was die
Einstellung einer definierten Grenzflächenstruktur und die Möglichkeit der späteren Formierung
im elektrischen Feld ermöglicht. Als Elektrodenmaterialien werden Titan (niedrige Austrittsarbeit
für Ohmschen Rückseitenkontakt) und Gold (hohe Austrittsarbeit für Schottky-Kontakt auf
Vorderseite) gewählt (siehe Fig. 1). Für den dritten Prozessschritt wird ein elektrisches Feld von
500 V/mm für eine Zeit von 10 min an die so vorbereiteten Proben angelegt. Die Kennlinien vor
und nach dieser Formierung unterscheiden sich merklich. Die Kennlinie nach der Formierung
zeigt bei positiven Spannungen eine deutliche Hysterese (siehe Fig. 2).
Ein entsprechender Speicherzyklus mit Schreiben, Lesen und Löschen ist in Fig. 3 dargestellt.
Den Unterschied des elektrischen Stromes bei einer beispielhaft gewählten Auslesespannung
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von +2 V nach einem Schreibprozess bei +5 V und einem Löschvorgang bei -5 V zeigt Abb. 4.
Trotz der leichten Zeitabhängigkeit des Stromsignals ist eine deutliche Unterscheidung der
beiden Zustände möglich, womit die Tauglichkeit als Speicherelement nachgewiesen ist.
Ausführungsbeispiel 2
In einem zweiten Ausführungsbeispiel wird in einem ersten Schritt auf einem geeigneten
Substrat, hier ein monokristalliner Siliziumwafer, im Oxidationsofen eine thermische Oxidschicht
(Siliziumdioxid) hergestellt. Mittels Abscheideverfahren wird im zweiten Schritt unter Einsatz
bekannter Lithographieverfahren die Rückseiten-Elektrode aus Titan auf dem thermischen Oxid
abgelegt. Auf dieser unteren Elektrode wird mittels ALD (Atomic Layer Deposition) und mit
kommerziell erhältlichen Precursoren eine dünne Strontiumtitanat-Schicht erzeugt. Mit einem
gezielten Spülschritt (Wasserdampf) wird nun die Oberfläche der Strontiumtitanatdünnschicht
gezielt hydroxyliert, bevor durch ein Abscheideverfahren die Oberseiten-Elektrode aus Gold
prozessiert wird. Für die metallischen Elektroden werden Schichtdicken größer als 20 nm
bevorzugt, hier werden 50 nm erreicht. Mittels eines stationären ungepulsten elektrischen
Feldes in der Größenordnung von 500 V/mm (ca. 25 mV für eine Strontiumtitanat-Schichtdicke
von 50 nm) wird nun der speicherfähige Zustand eingestellt, wobei sich die Kennlinien vor und
nach der Formierung merklich unterscheiden. Eine Hysterese im positiven Spannungsbereich
entsprechend Abbildung 2 wird erzielt. Der Speicherzyklus ist analog zu Abbildung 3 gestaltet
(U 1 = 2,5 mV, U 2 = -2,5 mV, U 3 = 1 mV).
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Patentansprüche
I
I
I
I
-I
1. Verfahren zur Herstellung eines nichtflüchtigen elektronischen Datenspeicherelementes
auf Grundlage eines kristallinen Metalloxids in Perowskitstruktur, wobei
a) ein Metalloxid in Peroswkitstruktur bereitgestellt wird,
b) das Metalloxid einer Modifikation von Leitfähigkeit und/oder Oberflächenstruktur
unterzogen wird,
c) zwei flächige metallische Elektroden auf dem Metalloxid abgeschieden werden, so
dass das Metalloxid zwischen den beiden Elektroden angeordnet ist, und die
Flächen der beiden Elektroden zueinander weitestgehend parallel sind, wobei eine
definierte Grenzfläche zwischen Elektrodenmaterial und Metalloxid erhalten bleibt,
d) ein ungepulstes elektrisches Feld zwischen den beiden Elektroden über eine Zeit
von mehreren Minuten bis zu mehreren Stunden angelegt wird.
2. Verfahren nach Anspruch 1, dadurch gekennzeichnet, dass das Metalloxid in
Perowskitstruktur ausgewählt wird aus SrTi03, CaTi03, BaTi03, KNb03 oder PbTi03.
3. Verfahren nach Anspruch 1 oder 2, dadurch gekennzeichnet, dass die Modifikation von
Leitfähigkeit und Oberflächenstruktur durch Temperaturbehandlung in sauerstoffarmer
Atmosphäre und/oder durch Anätzen mit einer geeigneten Säure und/oder
Hydroxylierung erfolgt.
4. Verfahren nach Anspruch 1 bis 3, dadurch gekennzeichnet, dass die Abscheidung der
Elektroden mittels physikalischer Gasphasenabscheidung, bevorzugt thermischen
Verdampfens und/oder Sputtems erfolgt.
5. Verfahren nach Anspruch 3, dadurch gekennzeichnet, dass Modifikation von
Leitfähigkeit und Oberflächenstruktur durch Temperaturbehandlung erfolgt, die nach dem
Aufbringen der Elektroden durchgeführt wird.
6. Verfahren nach Anspruch 5, dadurch gekennzeichnet, dass während der
Temperaturbehandlung ein ungepulstes elektrisches Feld zwischen den beiden
Elektroden angelegt wird.
7. Verfahren nach einem der vorhergehenden Ansprüche, dadurch gekennzeichnet, dass die
Modifikation von Leitfähigkeit und Oberflächenstruktur des Metalloxids bei einer
Temperatur von ca. 900°C erfolgt.
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8. Verfahren zum Betrieb eines nichtflüchtigen elektronischen Datenspeicherelements
nach Anspruch 1 bis 7, dadurch gekennzeichnet, dass die Programmierung des
Datenspeicherelements mit Schreib- und Löschpulsen erfolgt, wobei die Schreib- und
Löschpulse entgegengesetzte Polaritäten aufweisen und die Spannungsbeträge der
Schreib- und Löschpulse die Spannungsbeträge der Lesepulse übersteigen.
9. Verfahren zum Betrieb eines nichtflüchtigen elektronischen Datenspeicherelements
nach Anspruch 1 bis 7, dadurch gekennzeichnet, dass der Datenspeicher mindestens
zwei Widerstandszustände aufweist, die in Abhängigkeit von Betrag und Dauer der
benutzten Schreibpulse ausgewählt werden.
10. Datenspeicherelement hergestellt nach den Verfahren aus den Ansprüchen 1 bis 7.
11. Verwendung eines Datenspeicherelements nach Anspruch 10 in einer nichtflüchtigen
Speicherzelle oder einem Sensor.
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Die Neugier steht immer an erster Stelle des Problems, das gelo¨st werden will.
Curiosity is the key to solving a problem.
Galileo Galilei (1564 – 1642)
Italian Mathematician, Philosopher and Physicist
Die, die sich in die Praxis verlieben, ohne die Theorie zu kennen, sind wie jene
Steuerma¨nner, die ein Schiff ohne Steuerruder und Kompass navigieren.
He who loves practice without theory is like the sailor who boards ship without a rudder
and compass and never knows where he may cast.
Leonardo da Vinci (1452 – 1519)
Italian Polymath, Painter, Architect, Sculptor, Writer and Scientist
Wer u¨ber die Quantentheorie nicht entsetzt ist, der hat sie nicht verstanden.
If quantum mechanics hasn’t profoundly shocked you, you haven’t understood it yet.
Niels Bohr (1885 – 1962)
Danish Physicist, Nobel Prize in Physics 1922
Nicht mehr die objektiven Ereignisse, sondern die Wahrscheinlichkeiten fu¨r das Ein-
treten gewisser Ereignisse ko¨nnen in mathematischen Formeln festgelegt werden. Nicht
mehr das faktische Geschehen selbst, sondern die Mo¨glichkeit zum Geschehen [...] ist
strengen Naturgesetzen unterworfen.
No longer can the objective occurrences by itself be put into mathematical formulas but
only the probability for the incidence of certain occurrences. No longer the actual event
by itself, but the possibility for the event [...] is subject to the laws of nature.
Werner Heisenberg (1901 – 1976)
German Physicist, Nobel Prize in Physics 1932
Ein offensichtliches Merkmal go¨ttlicher Offenbarung in der Welt ist der Symme-
triebruch.
An obvious trait of divine revelation in the world is the breaking of symmetry.
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