In this paper we study two one-parameter families of random band Toeplitz matrices:
and Bn(t) = 1 √ bn ai−j(t)δ |i−j|≤bn n i,j=1 where 1. a0 = 0, {a1, a2, . . .} in An(t) are independent random variables and a−i = ai;
2. a0(t) = 0, {a1(t), a2(t), . . .} in Bn(t) are independent copies of the standard Brownian motion at time t and a−i(t) = ai(t).
As t varies, the empirical measures µ(An(t)) and µ(Bn(t)) are measure valued stochastic processes. The purpose of this paper is to study the fluctuations of µ(An(t)) and µ(Bn(t)) as n goes to ∞. Given a monomial f (x) = x p with p ≥ 2, the corresponding rescaled fluctuations of µ(An(t)) and µ(Bn(t)) are
√ bn f (x)dµ(Bn(t)) − E[ f (x)dµ(Bn(t))] = √ bn n tr(Bn(t)
respectively. We will prove that (1) and (2) converge to centered Gaussian families {Zp(t)} and {Wp(t)} respectively. The covariance structure E[Zp(t1)Zq(t2)] and E[Wp(t1)Wq(t2)] are obtained for all p, q ≥ 2, t1, t2 ≥ 0, and are both homogeneous polynomials of t1 and t2 for fixed p, q. In particular, Z2(t) is the Brownian motion and Z3(t) is the same as W2(t) up to a constant. The main method of this paper is the moment method.
Introduction
In random matrix theory, one fundamental object is the empirical distribution of eigenvalues. For an n by n real symmetric random matrix T , we use µ(T ) to denote its empirical distribution:
where λ 1 , . . . , λ n are the n real eigenvalues of T . The asymptotic behavior of the empirical distribution has played an essential role in random matrix theory since Wigner's semicircle law (see [36] and [37] ). [1] and [31] are standard references of the various results in the fifty years after that.
In recent years, random matrices with certain linear structures are well studied. One important example is the random Toeplitz matrice. Bryc, Dembo and Jiang [11] proved the existence of the limit of empirical distribution of symmetric Toeplitz matrix. Hammond and Miller [22] also proved this existence independently. Liu and Wang [29] proved the existence of the limit of empirical distribution of symmetric Toeplitz band matrix. Some other interesting results about random Toeplitz matrices can be found in [5, 8, 9, 26, 30, 34] .
The random band matrices have connections with the theory of quantum chaos, see [12] and [20] . For random band matrices of Wigner type, the limit of the empirical distribution was studied in [7, 32] . It is believed that the local statistics has a transition from Poisson statistics to GUE or GOE statistics when the bandwidth crosses √ n (see [20] ). For recent process on local stabilities of Wigner type band matrices see [18, 19] and the reference therein.
Fluctuations of random matrices is a classical topics in this field now. Some important literature about fluctuations of eigenvalues include [4, 15, 16, 17, 24, 25, 33, 35] . The first paper concerning fluctuation of random band matrices is [2] . For recent development, see [23, 27] . The fluctuation of random Toeplitz matrices was first studied by Chatterjee [13] in the case where the matrix entries are normally distributed. In [28] Liu, Sun and Wang derived a central limit theorem for the fluctuation of random Toeplitz matrices with general entries.
In this paper we study the fluctuations of two models of random band Toeplitz matrices each of which contains a nonnegative parameter t.
Fluctuations of linear statistics for matrix model with bandwidth proportional to t
Our first model is the fluctuation of eigenvalues of random band Toeplitz matrix with bandwidth proportional to t. The result of this subsection is inspired by [28] . Let a 0 = 0, {a i |i ∈ Z\{0}} be real random variables such that
a 1 , a 2 , · · · are independent,
where κ ≥ 1. Consider the n × n band random matrix
where b n ≤ n, b n → ∞ as n → ∞ while lim n→∞ bn n = b ∈ [0, 1]. In [28] , Liu, Sun and Wang studied the fluctuation of moments of random band Toeplitz matrices and got the following theorem . Theorem 1.1. Suppose A n (t) is defined as above. Then for any p ≥ 2, the fluctuation of the p-th moment of A(1) (with rescaling) converges weakly to a Gaussian distribution:
The variances σ 2 p will be given in Remark 3.2. In this paper we consider the time-dependent fluctuation
as a stochastic process with parameter t ≥ 0. For natural numbers p, q and k ≤ min{p, q}, define
We make the convention that (−1)!! = 1. Our first main result is the following theorem. Theorem 1.2. When n → ∞, {ω p (t)|p ≥ 2} jointly converge to a family of Gaussian processes {Z p (t)|p ≥ 2} in the following sense. Suppose p 1 , . . . , p r are natural numbers no less than 2. Suppose t 1 < · · · < t r are numbers in (0, 1/b) (we make the convention that (0, 1/0) is (0, ∞)) and {a 1 , . . . , a r } ⊂ R, then
The expectation of Z p (t) is 0 for all t ≥ 0, p ≥ 2. The covariance structure of {Z p (t)|p ≥ 2} will be given in Section 3. In particular, when b = 0, for p ≥ 2, q ≥ 2 and 0 < t 1 ≤ t 2 ,
if p, q are both odd k=4,6,...,min{p,q} 
converge to a Gaussian process where Q(x) = p j=2 q j x j . The correlation structure of the limit process can be computed via Equation (5).
Fluctuations of linear statistics for matrix model with Brownian motion entries
Our second model is the fluctuation of the eigenvalues of the random band Toeplitz matrix with Brownian motion entries. One important matrix model with Brownian motion entries is the Dyson Brownian motion H n (t) = (h ij (t)) n i,j=1 where {h ij (t)|i ≥ j} are independent Brownian motions. The Dyson Brownian motion was first studied by Dyson who derived a stochastic differential system for eigenvalues and eigenvectors of H n (t). Since then the Dyson Brownian motion has been well studied and become a very useful tool in random matrix theory. See, for example, [1] .
Our model also has Brownian motions as matrix entries, but with a Toeplitz structure. Let a 0 (t) ≡ 0 and a 1 (t), a 2 (t), . . . be independent standard Brownian motions with time t. Set a −i (t) = a i (t). Suppose b n → ∞ as n → ∞ and b n = o(n). Consider the n × n random band matrix
For any integer p ≥ 2, define the time dependent fluctuations in the same way as (4), i.e.,
For natural numbers p, q and k ≤ min{p, q}, define
We make the convention that (−1)!! = 1. Our second main result is the following theorem. Theorem 1.4. When n → ∞, {ω p (t)|p ≥ 2} jointly converge to a family of Gaussian processes {W p (t)|p ≥ 2} in the following sense. Suppose p 1 , . . . , p r are natural numbers no less than 2. Suppose 0 < t 1 < · · · < t r and {a 1 , . . . , a r } ⊂ R, then 
The expectation of
converge to a Gaussian process whose correlation structure can be computed via Equation (8) . Remark 1.6. It will be clear from our proof that Theorem 1.4 can be generalized to a stronger version. If a 1 (t), a 2 (t), . . . are independent copies of S t which is a stochastic process such that 1. S t has independent increments; 2. for all t ≥ 0, S t is centered with finite moments, then {ω p (t)|p ≥ 2} also jointly converge to a family of centered Gaussian process whose covariance structure can be obtained in the same way as in the proof of Theorem 1.4.
Outline
Section 2 and Appendix A provide some preliminary concepts and results. Theorem 1.2 is proved in Section 3. We first study the asymptotic covariance structure of ω p (t) by the moment method in Section 3.1 and prove Theorem 1.2 by showing that (ω p1 (t 1 ), . . . , ω pr (t r )) converges weakly to a centered multivariate Gaussian distribution in Section 3.2. Theorem 1.4 is proved in Section 4. We first prove an "asymptotic commutativity" lemma for random band Toeplitz matrices with slowly growing bandwidth in Section 4.1. Then we study the asymptotic covariance structure of ω p (t) by the moment method in Section 4.2. In Section 4.3, we complete the proof by showing that (ω p1 (t 1 ), . . . , ω pr (t r )) converges weakly to a centered multivariate Gaussian distribution.
Preliminaries
In this section we give some notations and facts that we use throughout the paper.
Trace formula
In [28] Lemma 3.2, Liu, Sun and Wang proved a useful trace formula of the product of band Toeplitz matrices. The trace lemma requires the matrices to have the same bandwidth, but their proof also applies for the case that the matrices have different bandwidths. Therefore the trace lemma can be generalized to the following version.
n is the bandwidth of T l,n and l = 1, . . . , p. We have the trace formula
Here J = (j 1 , . . . , j p ), a J = p l=1 a l,j l , δ is the Dirac function and the summation J runs over all
Partition
In this section we define various types of partitions. We suggest readers to skip these definitions for a second and refer to them when they are needed in the following sections.
We call π a pair partition of 
Since such a π can be seen as a permutation: (a 1 , b 1 ) · · · (a k , b k ), we define g(π) to be the number of orbits of the permutation γ 0 • π where γ 0 = (1, 2, . . . , 2k − 1, 2k) is the canonical cycle. We denote by P 2 (2k) the set of pair partitions of [2k].
Suppose p and q are natural numbers and p + q is even. Suppose
If a block {a i , b i } of π has one element in {1, . . . , p} and one element in {p + 1, . . . , p + q}, then we call {a i , b i } a cross of π.
Suppose p and q are natural numbers and p + q is even. We define P 2 (p, q) to be the subset of P 2 (p + q) such that each π in P 2 (p, q) has at least one cross, i.e., there are i ∼ π j such that i ≤ p < j. If p + q is odd, then P 2 (p, q) is defined to be ∅.
Suppose p and q are natural numbers and p + q is even. DefineP 2 (p, q) to be the subset of P 2 (p, q) consisting of permutations with at least three crosses. If p + q is odd, thenP 2 (p, q) is defined to be ∅.
Suppose p, q are both even numbers. We use P 2,4 (p, q) to denote the set of partitions of p + q such that each π = {V 1 , . . . , V r } in P 2,4 (p, q) satisfies: (i) ∃i such that V i has 4 elements while other V j has 2 elements each;
(iii) two elements of V i come from {1, . . . , p} and the other two come from {p + 1, . . . , p + q}. If p and q are not both even, then we define P 2,4 (p, q) to be empty.
Balanced vector and cluster
is called a balanced vector if the sum of its components is 0: 1. for any pair J iu , J iv from the subset one can find a chain of vectors, also from the subset, which stars with J iu , ends with J iv , such that any two neighboring vectors in the chain are correlated;
2. the subset cannot be enlarged with the preservation of condition 1.
We call s the length of this cluster.
The following lemma tells us that the number of clusters with length longer than 2 is very small. It was stated and proved in [28] .
Lemma 2.5. Suppose l > 2 and lim n→∞ b n = +∞. Set B n,p to be
Let B p be a subset of B n,p1 × · · · × B n,p l such that (J 1 , . . . , J l ) ∈ B p if and only if: 1) each element of ∪ l k=1 S J k has at least multiplicity two;
2) J 1 ,. . . ,J l makes a cluster. Then we have that
where |B p | is the cardinality of B p .
3 Fluctuation of eigenvalues for matrix with bandwidth proportional to t
The purpose of this section is to prove Theorem 1.2.
Covariance structure of ω p (t)
The asymptotic covariance structure of ω p (t) is given by Lemma 3.1. 
where 
Proof of Lemma 3.1. By Lemma 2.1 we have
where (10) is not 0 only when each element of S J ∪ S J ′ has multiplicity 2 or more.
Most of the following parts of this proof are taken from the proof of Theorem 4.1 of [28] . We first construct a map from the ordered correlated pair J = (j 1 , . . . , j p ) and J ′ = (j ′ 1 , . . . , j ′ q ) as follows. Let j u ∈ J be the first joint point (whose subscript is the smallest) of the ordered correlated pair J and J ′ , and let j
It is obvious that
we proceed in the way as above. We call this process of constructing L from J and J ′ a reduction step and denote it by L = J |ju| J ′ . Notice that the reduction might cause the appearance of one number with multiplicity 1 in S L , although each number in the union of S J and S J ′ occurs at least twice. If so, the resulting number with multiplicity 1 in S L must be coincident with the joint point j u .
Next, suppose we have a balanced vector L of dimension (p + q − 2). We shall estimate in how many different ways it can be obtained from correlated pairs of dimensions p and q. First, we have to choose some component l u in the first half of the vector, 1 ≤ u ≤ p such that
Set J = (j 1 , . . . , j p ) with
We also have to choose some component
If j u is the joint point of the constructed correlated pair J and J ′ and j
Note that since when u = v = 1 the conditions (11) and (13) are satisfied, the pre-image of L is always nonempty. A simple estimation shows the following claim.
Claim 1:
The number of pre-images of L is at most 2pq, a number depending on n.
Remember that there is at most one element with multiplicity 1 in S L . If there is one number with multiplicity 1, then this number will be determined by others because L is balance. Consequently, the degree of freedom for such terms is at most
. Therefore, the contribution of these terms to
because of the uniform boundedness of the moments of the entries a j with order no more than p + q and the coefficient ] distinct elements. When elements of S L are specified, there are no more than 2
ways to specify l 1 , . . . , l p+q−2 and the above number does not depend on n. Again by the uniform boundedness of the moments of the entries a j with order no more than p + q,
This implies that
when p + q is odd. So we only need to consider the case that p + q is even. If S L has a term with multiplicity no less than 3, then S L has at most [
Therefore we only need to deal with the case that each element of S L has multiplicity 2, thus there exists π ∈ P 2 (p + q − 2) (see Section 2.2) such that if s ∼ π w then |l s | = |l w |.
The condition
implies that the main contribution to E[ω p (t 1 )ω q (t 2 )] comes from the case that for each pair s ∼ π w,
That's because otherwise there exists s 0 , w 0 such that
l t which implies that the value of l s0 and l w0 will be determined by the value of l t , t ∈ {s 0 , w 0 }. Therefore there is a loss of at least one degree of freedom, which makes the contribution of such terms be o(1). Then we have:
The main contribution to (10) comes from the case that p + q is even and L ∈ Γ 1 (p + q − 2).
Here Γ 1 (p + q − 2) denotes a set of vectors in R p+q−2 : a vector is in Γ 1 (p + q − 2) if and only if each of its components has the same absolute value as exactly one other component of the opposite sign. For L ∈ Γ 1 (p + q − 2) the weight
equals to (E[a
if j u is not coincident with any component of L; otherwise the weight is either
p+q 2 . So far we have found the terms leading to the main contribution. Now we calculate the variance based on whether or not the fourth moment appears. If the fourth moment doesn't appear, then j 1 , . . . , j p , j ′ 1 , . . . , j ′ q match in pairs. In the abstract, by their subscripts they can be treated as pair partitions of {1, 2, . . . , p, p + 1, . . . , p + q} but with at least one cross (i.e., in P 2 (p, q)). Thus, for every π ∈ P 2 (p, q), the summation can be a Riemann sum and its limit becomesf can be treated as partitions in P 2,4 (p, q) . Similarly, for every π ∈ P 2,4 (p, q), the corresponding summation can be a Riemann sum and its limit becomesf − II (π) (it isf + II (π) when the first coincident components in J and J ′ have the same sign). Noticing that the coincident components in J and J ′ may have the same or opposite sign, we conclude that
Since E[a Proof. For a finite set Φ, we use Φ to denote its cardinality. When p, q are both odd, P 2,4 (p, q) = ∅. So from Lemma 3.1
It's easy to see that for π ∈P 2 (p, q), the number of crosses of π can only be a number in {3, 5, . . . , min{p, q}} since p, q are odd. Thus from lemma A.2 we have
Simple enumeration shows that π ∈P 2 (p, q) π has k crosses is 
By simple enumeration we have that P 2,4 (p, q) equals
Similarly as in the case of odd p, q we have π ∈P 2 (p, q) π has k crosses =
Using the definitions of R 1 (p, q, k) and R 2 (p, q, k) we complete the proof.
Multi-point fluctuation
In this section we prove Theorem 1.2.
Proof of Theorem 1.2.
The main idea of the proof is to show that the joint moments of (ω p1 (t 1 ), . . . , ω pr (t r )) converge to the joint moments of a multivariate Gaussian distribution (X t1 , . . . , X tr ).
Step 1
By Lemma 2.1 we have
where each J k = (j 1 (k), . . . , j p k (k)) which runs over
Step 2
We have the following the observations. (17) is a subset of
The set
2. For fixed J l , . . . , J r , if there exists 1 ≤ i ≤ r such that J i is correlated with none of the others of J l , . . . ,
is bounded because of the boundedness of the moments of a 1 , a 2 , · · · . In other words, there exists M > 0 such that
holds uniformly.
Step 3
Consider {J l , . . . , J r } where each J i is from (17) . It can always decompose into several clusters (see Section 2.3), say C 1 , . . . , C d . If one of the clusters has length 1, then from the independence of a 0 , a 1 , . . .
If a cluster C i has two vectors, say C i = {J u , J v }, then by the same argument as in the proof of Lemma 3.1 we know the number of ways we specify J u and J v is O(b
If a cluster C k has more than two vectors, say C k = {J k1 , . . . , J kw } (w > 2), then from Lemma 2.5, the number of ways we specify its vectors is o(b (p k 1 +···+p kw −w)/2 n ) as n → ∞. So from the above Observation 3, the contribution of
Therefore the contribution of {J l , . . . , J r } to E[ω p1 (t 1 ) · · · ω pr (t r )] is not o(1) only when {J l , . . . , J r } can decompose into clusters of length 2. So r is even.
This implies that lim n→∞ E[ω p1 (t 1 ) · · · ω pr (t r )] = 0 when r is odd. When r is even,
where π = {a(1), b(1)}, . . . , {a(r/2), b(r/2)} runs over P 2 (r).
Step 4
and M = (m ij )
are r × r matrices with entries m
). Since each M n is a covariance matrix, their limit M is also a covariance matrix of a centered multivariate Gaussian variable (X p1 (t 1 ), . . . , X pr (t r )).
From Wick's formula we have
where π = {{a(1), b(1)}, . . . , {a(r/2), b(r/2)}} runs over P 2 (r). So
In above equation p 1 , . . . , p r or t 1 , . . . , t r do not have to be pairwise distinct. Thus by doing the same argument we can show that all the joint moments of (ω p1 (t 1 ), . . . , ω pr (t r )) converges to the corresponding joint moments of (X p1 (t 1 ), . . . , X pr (t r )). Therefore (ω p1 (t 1 ), . . . , ω pr (t r )) converges weakly to (X p1 (t 1 ), . . . , X pr (t r )).
Therefore there exists a family of centred Gaussian processes {Z p (t) :
Combining this with Lemma 3.1 and Proposition 3.3, we complete the proof. 
Fluctuation of eigenvalues for matrix with Brownian motion entries
The purpose of this section is to prove Theorem 1.4.
Asymptotic commutativity for random Toeplitz matrices with slowly growing bandwidth
We first prove a lemma for general random Toeplitz matrices with slowly growing bandwidth.
and
are two n × n random Toeplitz matrices with bandwidth d n = o(n). Suppose for each k ≥ 1, there exists
Lemma 4.1 shows that when evaluating
we can treat A n and B n as commutative matrices. Actually this is true in general: we can treat A n and B n as commutative matrices when evaluating
where p 1 (x, y), . . . , p m (x, y) are non-commutative polynomials.
Remark 4.2. For readers interested in free probability, we point out that {A n } and {B n } are not asymptotically free: lim
Proof. By trace formula (Lemma 2.1),
Since the moments with order no more than max(p, q) of the u i 's and v i 's has a uniform bound, there must be C > 0 independent of n such that
and 1
Since the indicator function I [1,n] no longer exists in (19) and (20), all the subscripts j
have the same contribution to the sum, i.e.,
The above two equations together with (19) and (20) complete the proof.
Covariance structure of ω p (t)
In this section we will use the functionsf
3. If 0 < t 1 ≤ t 2 and p, q are natural numbers no less than 2, then 
Proof of Proposition 4.3. Set
.
Then U , V are independent with u 0 = v 0 = 0. For each j = 0, u j is a centered random variable with variance t 1 and v j is a centered random variable with variance t 2 − t 1 . From Lemma 4.1,
where
where J runs over {J ∈ {±1, . . . , ±b n } p |j 1 +· · ·+j p = 0} and J ′ runs over {J ′ ∈ {±1, . . . , ±b n } q |j
The components of J and J ′ do not take the value of 0 since u 0 = v 0 = 0. Now fixed r ∈ {0, . . . , q} consider
From the uniform bounds of the moments of the random variables, there is a positive constant C independent of n such that
for all J and J ′ .
Recall that for a vector α = (α 1 , . . . , α k ), we set S α = {|α 1 |, . . . , |α k |}. From the independence of the random variables {u i } and {v i }, a term
in (21) Different from the case in the proof of Lemma 3.1, now the image of reduction is not the whole set of {L ∈ {±1, . . . , ±b n } p+q−2 |l 1 + · · · + l p+q−2 = 0} because of the above three constraints. Use Σ to denote the image of reductions of the pairs of balanced vectors (J, J ′ ) satisfying the three constraints. From the Claim 1 in the proof of Lemma 3.1, the pre-images of a given L ∈ Σ is no more than 2pq.
By exactly the same argument we used to get the Claim 2 in the proof of Lemma 3.1, we get the following observation.
Observation The main contribution to (21) comes from the case that p + q is even and each of L's components has the same absolute value as exactly one other component of the opposite sign. 
where J runs over {J ∈ {±1, . . . ,
is balanced}. We can use exactly the same argument as in the proof of Lemma 3.1 to evaluate
In fact, this limit is 0 when p + r is odd. When p + r is even, we have the same formula as (16) :
f − I (π, 1, 1) +f
Recall that E[u 
where |P 2 (p, r)| and |P 2,4 (p, r)| denote the cardinalities ofP 2 (p, r) and P 2,4 (p, r) respectively.
To evaluate lim
, consider a random Toeplitz matrix
are centered random variables with variance 1. By Lemma 2.1, (q − r − 1)!! if q − r is even and 0 if q − r is odd. Thus
From (22), (23) and (24) we see that (21) is not o(1) only when p − r and q − r are both even. Thus
if p and q are both even
if p and q are both odd 0 otherwise (25) because P 2,4 (p, r) = ∅ when p or r is odd. (We made the convention that (−1)!! = 1.) When p and r are even, as found in the proof of Proposition 3.3,
SinceP 2 (p, r) = P 2 (p + r)\ π ∈ P 2 (p + r)|π has 0 cross ∪ π ∈ P 2 (p, r)|π has 2 crosses ,
When p and r are odd,P 2 (p, r) = P 2 (p + r)\ π ∈ P 2 (p + r)|π has 1 cross , so
Plugging (26), (27) and (28) into (25) we finish the proof. where each
Multi-point fluctuation
j q (k)) and J k runs over (j 1 (k), . . . , j p k (k)) ∈ {±1, . . . , ±b n } p k j 1 (k) + · · · + j p k (k) = 0 .
Step 2 We have the following the observations. The other k variables of x 1 , . . . , x s correspond to the k crosses. y i ) is equivalent to the fact that the sum of these k variables is 0. Thus this restriction will take off one degree of freedom of these k variables and their contribution to the integral is (2t 1 ) k−1 .
The total integral should be the product of contribution of all variables, which is (2t 2 ) (q−k)/2 · (2t 1 ) (p−k)/2 · (2t 1 ) k−1 = 2
Thus we proved (31) . (32) comes directly from (30) .
