Physics-based machining models typically require significant computational resources and time which makes them impractical for quick process optimization calculations in an industrial shop-floor setting. In this paper, we demonstrate the use of metamodeling to help overcome the inefficiency of traditional engineering modeling tools. Metamodels are surrogate models of an existing model that provide an approximate relationship between a set of input process variables and output response variables. Using 2D orthogonal machining as a case study, we utilize the Response Surface Methodology to develop surrogate models which provide approximate relationships between machining variables such as cutting tool speed, depth of cut, rake angle, and tool and workpiece materials, and response variables such as maximum residual stress, residual stress transition depth, surface hardness, tool wear, and wear depth. The Kriging interpolation method is used to generate response surface maps. Finally, we develop the idea of a mobile application which can be easily deployed in an industrial setting to efficiently use such metamodels for physics-based decision making during the initial manufacturing process development phase.
Introduction
Manufacturing process development, typically undertaken during the pilot design and production stage, is an integral part of a new product development process. A poorly conceived manufacturing process can not only cause complications during full-scale production, but also give rise to downstream problems which may cause significant revenue losses. The use of scientific knowledge, usually in the form of engineering models and simulations [1] , is critical for avoiding such pitfalls. However, such model-based engineering approaches usually involve the use of complex simulations with high computational costs and typically require trial and error experiments for process optimization. Thus, incorporating such time consuming computer simulations during shop-floor decision making in industrial manufacturing settings is not only impractical but also increases the time-to-market value while increasing product development costs.
An alternative approach is the use of approximate models, known as metamodels, during the preliminary process optimization phase. A metamodel is a 'model of a model' [2] that provides an approximate statistical representation of the relationship between system inputs and outputs. Such surrogate models linking the input and output variables provide a cheaper alternative to full-scale simulations. Depending on the application, various metamodeling techniques can be used to construct an appropriate metamodel [3] . A well-known approach is to use a data set of explanatory and corresponding response values to build a response surface which mimics the complex behavior of the underlying physical model. This technique, known as Response Surface Methodology (RSM) [4, 5] , has been widely adopted for multidisciplinary optimization [6] , structural optimization [7] , design automation [8] , and reliability analysis [9] . Various statistical techniques such as Polynomial Regression (PR) [10] , Radial Basis Function (RBF) [11] , Kriging (KG) [10] , and Multivariate Adaptive Regression Splines (MARS) [12] can be used to obtain response surfaces. The appropriate choice of metamodeling technique to obtain the desired level of accuracy, simplicity, efficiency, robustness, and transparency depends on the particular application. A systematic comparison of various metamodeling techniques has been provided by [3] .
In this paper, we utilize RSM to develop response surface models for a 2D orthogonal machining process. Our focus is to demonstrate the use of metamodeling for the development of offline modular tools that can enable the efficient use of physics-based machining process models in an industrial manufacturing setting. Such tools are necessary for increasing the use of knowledge gained through engineering simulations in decision making on the shop floor.
Methods

Design of experiments and initial data generation
Initial stages of metamodeling mainly deal with parameter selection and choosing the best model for characterizing the process. The choice of model depends on various factors such as size and quality of the sample data available, scale of the problem, and the degree of non-linearity in the process. The input parameters selected for analysis in this study are cutting tool speed, feed rate, cutting tool rake angle, and tool and workpiece materials. The output response variables of interest are maximum residual stress in the workpiece, depth at which the residual stress transitions from compressive to tensile, machined surface hardness, tool wear, and wear rate.
Sample dataset for "training" the metamodel is obtained by numerically simulating the 2D orthogonal cutting process. All simulations were performed using DEFORM 2D machining simulation package. To ensure sufficient data was available for model formation, a parametric design of experiments was created. As an example case, a combination of Ti-6Al-4V workpiece material with Carbide tool was selected as materials of interest. A choice of five different cutting tool rake angles -10, 5, 0, -5, and -10 degrees, was provided. A total of nine feed rates and cutting speeds were selected as summarized in Table 1 , resulting in a total of 405 simulates to populate the sample data space. Additional tool and workpiece combinations were simulated but are not reported here for brevity. The elastic-plastic deformation behavior of the workpiece materials was modeled using the Johnson-Cook material model. The Johnson-Cook model offers a compromise between providing an accurate predictive mechanical response of the elastic-plastic behavior for various temperatures and strain rates, while minimizing the amount of calibration parameters. Thus, many researchers have employed the Johnson-Cook model [13] [14] [15] , ensuring the parameters are widely available in literature. It is noted that additional forms of the Johnson-Cook model exist to capture more complicated material behavior, including creep, kinematic hardening, dislocation density evolution, and grain recrystallization, although the extension of the model to incorporate these phenomenon introduces additional uncertainties about the modeling parameters. The simulations were constructed using the Cockcroft and Latham fracture criterion, a combined Coulomb-Tresca friction law, and by treating the tool as a rigid material. The simulations were run until the cutting force history was observed to reach a steady-state condition. On reaching steady-state, the cutting tool was removed and the workpiece was allowed to reach room temperature. This gives rise to compressive residual stresses, which were measured as the output response variables. The maximum compressive residual stresses, an important measure for subsequent life analysis and performance of the workpiece, were extracted within the steady-state region near the newly formed surface, as shown in Fig. 1(a) . The depth at which the maximum residual stress profile transitions from compressive to a tensile state was also calculated as shown in Fig. 1(b) . This stress transition depth is a likely location for cracking in the workpiece. Further, as shown in Fig. 2 , the hardness of the machined surface was calculated as a scalar multiple of the flow stress as [16] =
where, = and C is a scalar constant (0.5 in this case), and HV is the required hardness value.
Additionally, the tool wear and wear rate were calculated using Usui's tool wear model [17] . These values are important to help determine the life of the tool. Figure 3 shows typical tool wear and wear rate outputs reported by DEFORM 2D. 
Response surface modeling
The dataset generated using numerical simulations can be used to obtain response surfaces providing approximate relationships between the chosen input and response parameters. The choice of statistical technique to build the response surfaces depends on the application and the desired level of accuracy, efficiency, robustness, transparency, and simplicity. A summary of the relative advantages and disadvantages of four commonly used techniquesPolynomial Regression, Kriging Method, Radial Basis Functions, and Multivariate Adaptive Regression Splines, is provided in Table 2 . A detailed comparison of the relative advantages and disadvantages of commonly used techniques can be obtained in [3] . 
Method Advantages Disadvantages
Polynomial Regression
• Accurate and robust for low non-linear, small-scale problems.
• Less sensitive to noisy functions.
• Easy to implement • Highly transparent.
• Bad results with highly nonlinear behaviours.
• Large dimensions require larger sample data.
Kriging Method
• Flexible due to wide range of correlation functions.
• Stepwise algorithm can be used.
• Model construction is time consuming.
• Correlation matrix is singular for close points.
• Lack transparency.
Radial Basis Function
• Provides the overall best fit for deterministic and stochastic functions.
• Accurate and robust for all non-linear problems.
• Relatively slow compared to other techniques.
• Lacks transparency.
Multivariate
Adaptive Regression Splines
• High accuracy with large datasets.
• Computationally cheaper as compared with Kriging.
• Poor accuracy in scarce sample set.
• Sophisticated in theory and implementation.
Here we utilize the Kriging interpolation method [10] to create prediction surface maps. Kriging is a multistep process; it includes exploratory statistical analysis of data, variogram modeling, creating the response surface, and exploring a variance surface. The Kriging interpolation model assumes that the distance or direction between sample points reflects a spatial correlation which is then used to explain variations in the surface. A mathematical function is fit by weighting a specified number of surrounding points, or all points within a specified radius, to predict the output value for an unmeasured location. The general formula for both interpolators is formed as weighted sum of the data:
where, Z(s i ) = the measured value at the i th location. Kriging differs from other interpolation methods, such as the inverse distance weighted method and Spline interpolation, in that the weight, i , depends not only on the distance between the measured points and the prediction location, but also on the overall spatial arrangement of the measured points. The use of such weights requires the quantification of the spatial autocorrelation. Thus, the weights used in Kriging, i , depend on the model being fit to the measured points, the distance to the prediction location, and the spatial relationships between the measured values around the prediction locations. Further details about fitting Kriging models can be found in [10] .
The response surface modeling was performed using the package "DiceKriging" available in the statistical package R [18] . This requires that assumptions be made regarding the trend of the model and the covariance structure of the data points, where the trend is the expected variation of the response with the input variables [19] .
Here, a polynomial trend was assumed. The covariance functional, or empirical semivariogram, provides information on the spatial autocorrelation of data. However, it does not provide information for all possible directions and distances. For this reason, and to ensure that Kriging predictions have positive Kriging variances, it is necessary to fit a model -i.e., a continuous function or curve -to the empirical semivariogram. Abstractly, this is similar to regression analysis, in which a continuous line or curve is fit to the data points. Commonly used covariance functionals are linear, spherical, exponential, and Gaussian. The smoothness and stability of the response surface depends heavily on the choice of kernel and its fit with the data. For datasets with no a priori information, a Gaussian kernel usually provides the best results. Here, a Gaussian functional was selected. Estimation was performed using the Leave One Out (LOO) estimation method [20] , while the multistart feature was utilized to choose the best of 'n' different points. Response surfaces are generated by using the function 'predict' in R and predicting over the entire sample space. As shown in Fig. 4 (a -c) , a variety of predictions are possible depending on model choice and parameter stability.
To avoid severe convolutions occurring in other models, a linear model was chosen to produce predictions similar to those usually observed in physical machining experiments. From the resulting model, the predicted response values for a given set of input variables can be calculated using the following equation [18] :
where ( ) is the predicted value at new location on the response surface, ( ) is the trend function with coefficients , ( ) is the covariance matrix with new point, is the covariance design matrix, is the response matrix, and is the experimental matrix corresponding to the evaluation of the linear trend basis functions in the design of experiments. Equation (3) calculates the mean value for the response variable. The associated variance, and thereby the associated accuracy of the response surface model, can be calculated as [18] 
where,
The term in Eq. 5 accounts for the noise in the system and is set for zero in the current study. As an example, the loss of accuracy for hardness predictions via the response surface model compared with the DEFORM 2D simulations were within 15% in the present study. 
Application development
The obtained response surface models can be used to calculate response variables at user-specified input data points. To enable the efficient use of the generated response surface models during decision making, a modular tool in the form of a standalone application has been developed. The iOS app was originally built using the coding language Swift, which is available within the XCode software; and then to ensure compatibility across iOS/Android systems, the app was reprogrammed in Kivy, which is developed using Python. The app provides users with the choice of rake angle, base material, and cutting tool material as categorical inputs, while the surface speed and feed choices can be entered using a numerical input. Based on user input, the app uses Eqs. 3 and 4 to predict the expected response along with the associated variances, which gives indications of the errors associated with the response surface model in the form of a 95% confidence interval as indicated by upper and lower limits. Logic is embedded within the app to only allow predictions that fall within the training dataset ranges, as indicated in Table  1 . An example of the graphical user interface for the app is shown in Fig. 5 . Fig 5. Graphical user interface for a mobile application developed to use metamodels for real-time decision-making based on physics-based machining models.
Conclusion
A metamodeling approach for encouraging the use of physics-based machining process models in an industrial setting was presented. Surrogate models providing approximate relationships between input processing parameters and output variables for a 2D orthogonal machining process were developed. The Kriging method was utilized to develop response surface models. The developed response surfaces can be used to obtain output response variable for a set of input processing parameters. Such response variables can be utilized during the initial process development phase or on the shop floor to avoid costly trial and error experiments. Further, concept of a modular tool in the form of an iOS/Android app was suggested to enable efficient use of the generated response surface models.
