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Abstract
Two-parameter tempered Hermite field modifies the power law kernel in the moving average
representation of the Hermite field by adding an exponential tempering. This paper develops the
basic theory of two-parameter tempered Hermite field, including moving average, sample path
properties, spectral representations and the theory of Wiener stochastic integration with respect to
the two-parameter tempered Hermite field of order one.
1 Introduction
Let
(
W (x,y), x,y∈R) be a two-parameter Brownian field (see Definition 1 below). The two-parameter
Hermite random fields or Hermite sheets of order k ≥ 1 are stochastic processes defined as multiple
1Departement of mathematics, Faculty of sciences of Tunisia, University of Tunis El-Manar 1060 Tunis, Tunisia, email:
atef.lechiheb@gmail.com.
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Wiener-Itoˆ integrals of order k with respect to W .
Zk,H1,H2(t,s) :=
∫ ′
(R2)k
∫ t
0
∫ s
0
k
∏
j=1
(t− x j)−(
1
2+
1−H1
k )
+ (s− y j)−(
1
2+
1−H1
k )
+ dsdt dW (x1,y1) . . .dW (xk,yk),
(1)
where s, t ∈ R2 and H = (H1,H2) ∈
(1
2 ,1
)2 (the prime ′ on the integral indicates that one does not
integrate on the hyperplanes (xi,yi) = (x j,y j), i 6= j). Hermite fields are self-similar processes with
stationary increments (see [7] for more details).
From expression (1) it is possible to note that for d = 1, we recover the Hermite process which
represents a family that has been studied by several authors see, e.g., [14], [19] and [15].
In the same context for d = 1 in, [17], F. Sabzikar has introduced a new class of stochastic processes,
called tempered Hermite process. He has modified the kernel of the one-parameter Hermite process
Zk,H multiplying by an exponential tempering factor λ > 0. This process has the following time
domain representation
Zk,Hλ (t) :=
∫ ′
Rk
∫ t
0
q
∏
j=1
(
(s− y j)−(
1
2+
1−H
k )
+ e
−λ (s−y j)+
)
dsB(dy1) . . .B(dyk), (2)
where B = {B(t), t ∈ R} is a real-valued standard Brownian motion, H > 12 and λ > 0. It has been
shown that this process has stationary increments but it is not self-similar.
The natural question in the present work is how to extend this class of processes to the two-parameter
case and build the process that we will call two-parameter tempered Hermite field defined either as
natural extension of tempered Hermite process (2) to two dimensional random fields or as modification
of the kernel of the Hermite field (1) multiplying by an exponential factor λ = (λ1,λ2) ∈ (0,∞)2 such
that this random field is well defined for Hurst parameter H = (H1,H2) ∈ (12 ,∞)2.
The remainder of the paper is organized as follows. In Section 2 we recall the concept of multiple
Wiener-Itoˆ integral with respect to Brownian field and given its properties. In Section 3, we introduce
our main objective of this study, the so-called tempered Hermite field, and derive some of their basic
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properties. In section 4, we study the Hermitian random measures on (R2,B(R2)) and give the spectral
representation of the two-parameter tempered Hermite field. In Section 5 we prove some basic results
on two-parameter tempered fractional calculus, which will be needed in the sequel. Finally, in Section
6 we apply the methods of Section 5 to construct a suitable theory of stochastic integration for two-
parameter tempered Hermite field of order one.
2 Multiple Wiener-Itoˆ integrals with respect to Brownian field
In this section, we briefly review the theory of multiple Wiener-Itoˆ integrals with respect to the Brow-
nian field. For more details, we refer the reader to [10] and [11]. Let us first recall the definition of the
standard Brownian field.
Definition 1. The two-parameter standard Brownian field is the centered Gaussian process
{
W (x,y) :
x, y ∈ R} such that W (0,0) = 0 and its covariance function is given by
E
[
W (s, t)W (u,v)
]
= (t ∧u)(s∧ v). (3)
We can now introduce the multiple Wiener-Itoˆ integral with respect to the Brownian field. Let f :
(R2)k → R be a deterministic function and let us denote by IWk ( f ) the k-field multiple Wiener-Itoˆ
integral of f with respect to the standard two-sided Brownian field (W (x,y))x,y∈R. This integral has
the form
IWk ( f ) =
∫ ′
(R2)k
f ((x1,y1),(x2,y2), . . . ,(xk,yk)) dW (x1,y1)dW (x2,y2) . . .dW (xk,yk). (4)
The actual definition first defines IWk ( f ) for elementary functions in a natural way, and then extends
IWk ( f ) to f ∈ L2
(
(R2)k
)
so that the following properties hold:
• IWk is linear,
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• IWk ( f ) = I
W
k ( f˜ ), where f˜ is the symmetrization of f defined by
f˜ ((x1,y1), . . . ,(xk,yk)) =
1
q!∑σ
f ((xσ(1),yσ(1)), . . .(xσ(k),yσ(k))),
σ running over all permutations of {1, . . . ,k},
• multiple Wiener integrals satisfy the following isometry and orthogonality properties
E
[
IWk ( f )I
W
k′ (g)
]
=

p!〈 f˜ , g˜〉
L2
(
(R2)k
) if k = k′
0 if k 6= k′,
where 〈 f˜ , g˜〉
L2
(
(R2)k
) indicates the standard inner product in L2((R2)k).
The prime ′ on the integral (4) indicates that one does not integrate on the hyperplanes (xi,yi) = (x j,y j),
i 6= j. This ensures that E[IWk ( f )]= 0.
Next, we will present the generalised stochastic Fubini theorem with respect to the two-parameter
standard Brownian field. This theorem states that one can interchange a Lebesgue integrals and a
multiple Wiener-Itoˆ stochastic integrals with respect to Brownian field.
Let k ∈ N, the mixed Lebesgue space an its norm of a function f : R2× (R2)k→ R are:
‖ f‖p1,p2 =
(∫
R2
(∫
R2k
| f (a,b,u1, . . .uk)|p1 du1 . . .duk
) p2
p1
dadb
) 1
p2 , (5)
Lp1,p2(R
2×R2k) =
{
f : R2× (R2)k→ R, Borelian, ‖ f‖p1,p2 < ∞
}
. (6)
Let us remark that if f ∈L1,2(R2k×R2) using the Cauchy-Schwartz’ inequality:
‖ f‖21,2 =
(∫
R2k
(∫
R2
| f (a,b,u1, . . .uk)|dadb
)2
du1 . . .duk
)
=
∫
R2
∫
R2
∫
R2k
| f (a1,b1,u1, . . .uk)| f (a2,b2,u1, . . .uk)|du1 . . .duk da1db1da2db2
≤ ‖ f‖22,1,
so yields the inclusionL2,1(R2×R2k)⊂L1,2(R2k×R2).
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Theorem 1. Let f ∈L2,1(R2×R2k) and (W (x,y), x, y ∈ R) be a two-parameter standard Brownian
field. Then almost surely:
∫
R2
(∫
R2k
f
(
a,b,(x1,y1), . . . ,(xk,yk)
)
dW (x1,y1) . . .dW (xk,yk)
)
dadb
=
∫
R2k
(∫
R2
f
(
a,b,(x1,y1), . . . ,(xk,yk)
)
dadb
)
dW (x1,y1) . . .dW (xk,yk). (7)
Proof. The proof of this theorem is similar to that of [14, Theorem 2.1] where the function is defined
on R2× (R2)k.
The map Y1 : f 7→
∫
R2
(∫
R2k f
(
a,b,(x1,y1), . . . ,(xk,yk)
)
dW (x1,y1) . . .dW (xk,yk)
)
dadb is a continu-
ous linear map on the step functions in L2,1(R2×R2k) taking its values in L2(Ω). The set of these
step functions is dense in L2,1(R2×R2k) so this map admits a unique continuous linear extension on
L2,1(R2×R2k).
Let the map Y2 : f 7→
∫
R2k
(∫
R2 f
(
a,b,(x1,y1), . . . ,(xk,yk)
)
dadb
)
dW (x1,y1) . . .dW (xk,yk). It is a lin-
ear continuous map onL2,1(R2×R2k)⊂L1,2(R2k×R2)with a norm 1 fromL1,2(R2k×R2) to L2(Ω)
so ’a fortiori’ onL2,1(R2×R2k):
‖Y2‖22 =
∫
R2k
(∫
R2
f
(
a,b,(x1,y1), . . . ,(xk,yk)
)
dadb
)2
dW (x1,y1) . . .dW (xk,yk) = ‖ f‖21,2 ≤ ‖ f‖22,1.
Finally, the maps Yi, i = 1, 2, are well defined and coincide on the step functions.
3 Two-parameter tempered Hermite field
Now, we are going to introduce our main object of interest in this paper, the two-parameter tempered
Hermite random field or tempered Hermite sheet. We state its definition, and derive its basic properties.
We start by the following lemma which state that our process in Definition 2 below is well defined.
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Lemma 2. Let k ∈ N∗, H1,H2 > 1/2 and λ1,λ2 > 0. The function
hH1,H2,λ1,λ2s,t ((x1,y1), . . . ,(xk,yk))
=
∫ t
0
∫ s
0
k
∏
j=1
(a− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a−x j)+(b− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b−y j)+ dadb (8)
is well defined in L2
(
(R2)k
)
.
Proof. The proof is similar to that of [3, Theorem 3.5] and [17, Lemma 1].
To show that hH1,H2,λ1,λ2s,t ((x1,y1), . . . ,(xk,yk)) is square integrable over (R2)k, we write∫
(R2)k
hH1,H2,λ1,λ2s,t ((x1,y1), . . . ,(xk,yk))
2 dx1dy1 . . .dxkdyk
=
∫
(R2)k
[∫ t
0
∫ s
0
∫ t
0
∫ s
0
k
∏
j=1
(a1− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a1−x j)+(b1− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b1−y j)+
× (a2− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a2−x j)+(b2− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b2−y j)+da1db1da2db3
]
dx1dy1 . . .dxkdyk
= 22
∫ t
0
da1
∫ t
a1
da2
∫ s
0
db1
∫ s
b1
db2
[∫
(R2)k
k
∏
j=1
(a1− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a1−x j)+(b1− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b1−y j)+
× (a2− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a2−x j)+(b2− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b2−y j)+dx1dy1 . . .dxkdyk
]
= 22
∫ t
0
du1
∫ t−u1
0
du2
∫ s
0
dv1
∫ s−v1
0
dv2
[∫
(R2)k
k
∏
j=1
(ξ j)
−( 12+
1−H1
k )
+ e
−λ1(ξ j)+(ω j)
−( 12+
1−H2
k )
+ e
−λ2(ω j)+
× (ξ j +u2)−(
1
2+
1−H1
k )
+ e
−λ1(ξ j+u2)+(ω j + v2)
−( 12+
1−H2
k )
+ e
−λ2(ω j+v2)+dξ1dω1 . . .dξkdωk
]
(u1 = a1, u2 = a2−a1, v1 = b1, v2 = b2−b1, ξ j = a1− x j, ω j = b1− y j).
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Then ∫
(R2)k
hH1,H2,λ1,λ2s,t ((x1,y1), . . . ,(xk,yk))
2 dx1dy1 . . .dxkdyk
= 22
∫ t
0
du1
∫ t−u1
0
e−kλ1u2du2
[∫
R+
ξ−(
1
2+
1−H1
k )(ξ +u2)
−( 12+
1−H1
k )
+ e
−2λ1ξ dξ
]k
×
∫ s
0
dv1
∫ s−v1
0
e−kλ2v2dv2
[∫
R+
ω−(
1
2+
1−H2
k )(ω+ v2)
−( 12+
1−H2
k )
+ e
−2λ2ω dω
]k
= 22
∫ t
0
du1
∫ t−u1
0
e−kλ1u2u2H1−22 du2
[∫
R+
x−(
1
2+
1−H1
k )(x+u2)
−( 12+
1−H1
k )
+ e
−2λ1xu2 dx
]k
×
∫ s
0
dv1
∫ s−v1
0
e−kλ2v2v2H2−22 dv2
[∫
R+
y−(
1
2+
1−H2
k )(y+ v2)
−( 12+
1−H2
k )
+ e
−2λ2yv2 dy
]k
= 22
∫ t
0
du1
∫ t−u1
0
e−kλ1u2u2H1−22 du2
[Γ(12 − 1−H1k )√
pi
( 1
2λ1u2
)H1−1
k
eλ1u2K1−H
k
(λ1u2)
]k
×
∫ s
0
dv1
∫ s−v1
0
e−kλ2v2v2H2−22 dv2
[Γ(12 − 1−H2k )√
pi
( 1
2λ1v2
)H2−1
k
eλ2v2K1−H
k
(λ2v2)
]k
= 22
[ Γ(12 − 1−H1k )√
pi(2λ1)
H1−1
k
]k[ Γ(12 − 1−H2k )√
pi(2λ2)
H2−1
k
]k ∫ t
0
du1
∫ t−u1
0
[
u
H1−1
k
2 K1−H1
k
(λ1u2)
]k
du2
×
∫ s
0
dv1
∫ s−v1
0
[
v
H2−1
k
2 K1−H2
k
(λ2v2)
]k
dv2
= 22
[ Γ(12 − 1−H1k )√
pi2
H1−1
k (λ1)2
H1−1
k
]k[ Γ(12 − 1−H2k )√
pi2
H2−1
k (λ2)2
H2−1
k
]k ∫ t
0
du1
∫ λ1(t−u1)
0
[
z
H1−1
k
1 K1−H1
k
(z1)
]k
dz1
×
∫ s
0
dv1
∫ λ2(s−v1)
0
[
z
H2−1
k
2 K1−H2
k
(z2)
]k
dz2
where we have applied the following integral formula
∫ ∞
0
xν−1(x+β )ν−1e−µx dx =
1√
pi
(
β
µ
)ν− 12
e
βµ
2 Γ(ν)K1
2−ν
(
βµ
2
)
(9)
for |argβ | < pi , Reµ > 0, Reν > 0. Here Kν(x) is the modified Bessel function of the second kind
(see, e.g., [18, Section 9.6] or [1, Section 11.5]).
To finish the proof of our lemma, it suffices to show that∫ t
0
du1
∫ λ1(t−u1)
0
[
z
H1−1
k
1 K1−H1
k
(z1)
]k
dz1 (10)
and ∫ s
0
dv1
∫ s−v1
0
[
v
H2−1
k
2 K1−H2
k
(λ2v2)
]k
dv2 (11)
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are finite for every λ1, λ2 > 0 and H1, H2 > 12 .
First, assume 12 < H1, H2 < 1. In that case, K1−H1
k
(z1) ∼ z
H1−1
k
1 as z1 → 0 and K1−H2
k
(z2) ∼ z
H2−1
k
2 as
z2 → 0 (see [18, Chapter 9]), and hence the integrands
[
z
H1−1
k
1 K1−H1
k
(z1)
]k ∼ z2H1−21 as z1 → 0 and[
z
H2−1
k
2 K1−H2
k
(z2)
]k ∼ z2H2−22 as z2→ 0, which are integrable provided that H1, H2 > 12 .
Now, let H1,H2 > 1. In the later case, K1−H1
k
(z1) ∼ z
1−H1
k
1 as z1→ 0 and K1−H2
k
(z2) ∼ z
1−H2
k
2 as z2→ 0
and therefore the integrands
[
z
H1−1
k
1 K1−H1
k
(z1)
]k ∼C1 as z1→ 0 and [z H2−1k2 K1−H2
k
(z2)
]k ∼C2 as z2→ 0,
C1 and C2 are constants, which are integrable and this completes the proof.
Following from the Lemma 2, expression (1) which describes the two-parameter Hermite field and
expression (2) of tempered Hermite process, we can introduce the following definition:
Definition 2. Let k ∈ N∗, H = (H1,H2) ∈ (1/2,∞)2 and λ = (λ1,λ2) ∈ (0,∞)2. The random field
Zk,H1,H2λ1,λ2 (s, t)
=
∫ ′
(R2)q
dW (x1,y1) . . .dW (xk,yk)
×
(∫ t
0
da
∫ s
0
db
k
∏
j=1
(a− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a−x j)+(b− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b−y j)+
)
, (12)
where x+ = xI(x > 0) and W is a standard two-sided two-parameter Brownian field, is called a two-
parameter tempered Hermite field of order k. The prime ′ on the integral indicates that one does not
integrate on the hyperplanes (xi,yi) = (x j,y j), i 6= j.
The above integral (12) represents a multiple Wiener-Itoˆ integral of order k with respect to the stan-
dard two-sided two-parameter Brownian sheet W . For k = 1, we call (12) a two-parameter tempered
fractional Brownian sheet with Hurst multi-index H =(H1,H2), for k≥ 2 the random field Zk,H1,H2λ1,λ2 (s, t)
is not Gaussian and for k = 2 we denominate it two-parameter tempered Rosenblatt field. Note that,
when λ1 = λ2 = 0 and the Hurst index H satisfies 12 <H1,H2 < 1, then (12) is simply the two-parameter
Hermite field of order k, given in (1), which is firstly introduced as a limit of some weighted Hermite
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variations of the fractional Brownian field (see [16, 5]) and then in [7] this process has been defined as
a multiple integral with respect to the standard Brownian field.
Now, we will prove the basic properties of the two-parameter tempered Hermite field: self-similarity,
stationarity of the increments, Ho¨lder continuity and compute its covariance.
Let us first recall the concepts of self-similarity and stationarity of increments for two-parameter
stochastic processes.
Definitions 1. A two-parameter stochastic process (X(s, t))s,t∈T , T ⊂ Rd ,
1. is called self-similar with self-similarity order (α,β ) if for any h, k > 0 the process
X̂(s, t) := hαkβX
( s
h
,
t
k
)
, (s, t) ∈ T
has the same finite dimensional distributions as the process X.
2. is said to be stationary if for every integer n ≥ 1 and (si, t j) ∈ T , i, j = 1, . . . ,n, the distribution
of the random vector
(
X(s+ s1, t+ t1),X(s+ s2, t+ t2), . . . ,X(s+ sn, t+ tn)
)
does not depends on (s, t), where s, t ≥ 0, (s+ si, t+ ti) ∈ T , i = 1, . . . ,n.
3. has stationary increments if for every h,k > 0 the process
(
X(t+h,s+ k)−X(t,s+ k)−X(t+h,s)+X(t,s)
)
(s,t)∈R2
is stationary.
The following results show that the two-parameter tempered Hermite field has stationary increments
but is not a self-similar process.
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Proposition 3. Le k∈N∗, H1, H2 > 12 and λ1, λ2 > 0. The process Zk,H1,H2λ1,λ2 given by (12) has stationary
increments such that
{
Zk,H1,H2λ1,λ2 (h1t,h2s)
}
s,t∈R
(d)
=
{
hH11 h
H2
2 Z
k,H1,H2
h1λ1,h2λ2
(s, t)
}
s,t∈R
(13)
for any scales factor h1, h2 > 0. Thus, the two-parameter tempered Hermite field is not self-similar.
Here the symbol
(d)
= indicates the equivalence of finite-dimensional distributions.
Proof. For every h1, h2 > 0, we have
Zk,H1,H2λ1,λ2 (h1t,h2s)
=
∫ ′
(R2)q
dW (x1,y1) . . .dW (xk,yk)
×
(∫ h1t
0
da
∫ h2s
0
db
k
∏
j=1
(a− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a−x j)+(b− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b−y j)+
)
= h1h2
∫ ′
(R2)q
dW (h1x1,h2y1) . . .dW (h1xk,h2yk)
×
(∫ t
0
da
∫ s
0
db
k
∏
j=1
(
ah1−h1x j
)−( 12+ 1−H1k )
+
e−λ1(ah1−h1x j)+
(
bh2−h2y j
)−( 12+ 1−H2k )
+
e−λ2(bh2−h2y j)+
)
= h1h2h
−k( 12+
1−H1
k )
1 h
−k( 12+
1−H2
k )
2
∫ ′
(R2)q
dW (h1x1,h2y1) . . .dW (h1xk,h2yk)
×
(∫ t
0
da
∫ s
0
db
k
∏
j=1
(
a− x j
)−( 12+ 1−H1k )
+
e−λ1h1(a−x j)+
(
b− y j
)−( 12+ 1−H2k )
+
e−λ2h2(b−y j)+
)
(d)
= hH11 h
H2
2
∫ ′
(R2)q
dW (x1,y1) . . .dW (xk,yk)
×
(∫ t
0
da
∫ s
0
db
k
∏
j=1
(
a− x j
)−( 12+ 1−H1k )
+
e−λ1h1(a−x j)+
(
b− y j
)−( 12+ 1−H2k )
+
e−λ2h2(b−y j)+
)
(14)
= hH11 h
H2
2 Z
k,H1,H2
h1λ1,h2λ2
(t,s),
where in 14 we have using the scaling property of the Brownian field.
From the definition of the two-parameter tempered Hermite process one can see that for every z1,z2 >
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0,
Zk,H1,H2λ1,λ2 (t+ z1,s+ z2)−Z
k,H1,H2
λ1,λ2
(t,s+ z2)−Zk,H1,H2λ1,λ2 (t+ z1,s)+Z
k,H1,H2
λ1,λ2
(t,s)
(d)
=
∫ ′
(R2)q
dW (x1,y1) . . .dW (xk,yk)
×
(∫ t
0
da
∫ s
0
db
k
∏
j=1
(a− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a−x j)+(b− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b−y j)+
)
= Zk,H1,H2λ1,λ2 (t,s). (15)
Now, we are going to study the continuity of trajectories of the two-parameter tempered Hermite field.
Firstly, let us recall the following two-parameter version of the Kolmogorov continuity theorem (see,
e.g., [2, Lemme 1]).
Theorem 4. Let (X(s, t))s, t∈T be a two-parameter process, vanishing on the axis, with T a compact
subset of R. Suppose that there exist constants C, p> 0 and x, y> 1 such that
E
∣∣∣X(t+ z1,s+ z2)−X(t,s+ z2)−X(t+ z1,s)+X(t,s)∣∣∣p ≤Czx1zy2
for every z1, z2 > 0 and for every s, t ∈ T such that s+ z1, t + z2 ∈ T . Then X admits a continuous
modification X˜. Moreover X˜ has Ho¨lder continuous paths of any orders x′ ∈ (0, x−1p ), y′ ∈ (0, y−1p ) in
the following sense: for every ω ∈Ω, there exists a constant Cω > 0 such that for every s, t, s′, t ′ ∈ T∣∣∣X(s, t)(ω)−X(s, t ′)(ω)−X(s′, t)(ω)+X(s′, t ′)(ω)∣∣∣≤Cω |t− t ′||s− s′|.
As a consequence of the previous results, we have the following proposition.
Proposition 5. The two-parameter tempered Hermite field Zk,H1,H2λ1,λ2 admits a version with continuous
trajectories.
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Proof. According to the proof of Lemma 2, it is not easy to see that
E
∣∣Zk,H1,H2λ1,λ2 (t+ z1,s+ z2)−Zk,H1,H2λ1,λ2 (t,s+ z2)−Zk,H1,H2λ1,λ2 (t+ z1,s)+Zk,H1,H2λ1,λ2 (t,s)∣∣2
≤

c1|z1|2H1|z2|2H2 12 < H1, H2 < 1,
c2|z1|2|z2|2 H1, H2 > 1,
(16)
where c1 and c2 are some positive constants. Apply Theorem 4 for Z
k,H1,H2
λ1,λ2
by taking p = 2, x =
min{2H1,2}, y = min{2H2,2} and c = min{c1,c2} to get the desired result.
Now, we are going to compute the covariance function of the two-parameter tempered Hermite field.
Proposition 6. The two-parameter tempered Hermite field Zk,H1,H2λ1,λ2 has the covariance function
E
[
Zk,H1,H2λ1,λ2 (t,s)Z
k,H1,H2
λ1,λ2
(u,v)
]
=
[
Γ(12 − 1−H1k )√
pi(2λ1)
H1−1
k
]k[
Γ(12 − 1−H2k )√
pi(2λ2)
H2−1
k
]k ∫ t
0
∫ s
0
[
|u1− v1|
H1−1
k KH1−1
k
(
λ1|u1− v1|
)]k
du1dv1
×
∫ u
0
∫ v
0
[
|u2− v2|
H2−1
k KH2−1
k
(
λ2|u2− v2|
)]k
du2dv2.
Proof. By applying the Fubini theorem and the isometry of multiple Wiener-Itoˆ integrals we have
E
[
Zk,H1,H2λ1,λ2 (t,s)Z
k,H1,H2
λ1,λ2
(u,v)
]
= E
[{∫ ′
(R2)k
dW (x1,y1) . . .dW (xk,yk)
×
(∫ t
0
da
∫ s
0
db
k
∏
j=1
(a− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a−x j)+(b− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b−y j)+
)}
×
{∫ ′
(R2)k
dW (x1,y1) . . .dW (xk,yk)
×
(∫ u
0
da′
∫ v
0
db′
k
∏
j=1
(a′− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a′−x j)+(b′− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b′−y j)+
)}]
.
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Then
E
[
Zk,H1,H2λ1,λ2 (t,s)Z
k,H1,H2
λ1,λ2
(u,v)
]
= k!
∫ ′
(R2)k
dx1 . . .dxkdy1 . . .dyk
×
(∫ t
0
da
∫ s
0
db
k
∏
j=1
(a− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a−x j)+(b− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b−y j)+
)
×
(∫ u
0
da′
∫ v
0
db′
k
∏
j=1
(a′− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a′−x j)+(b′− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b′−y j)+
)
= k!
∫ t
0
da
∫ s
0
db
∫ u
0
da′
∫ v
0
db′
×
[∫
R
(a− x)−(
1
2+
1−H1
k )
+ (a
′− x)−(
1
2+
1−H1
k )
+ e
−λ1(a−x)+e−λ1(a
′−x)+ dx
]k
×
[∫
R
(b− y)−(
1
2+
1−H2
k )
+ (b
′− y)−(
1
2+
1−H2
k )
+ e
−λ2(b−y)+e−λ2(b
′−y)+ dy
]k
= k!
∫ t
0
da
∫ s
0
db
∫ u
0
da′
∫ v
0
db′
×
[∫ min(a,a′)
−∞
(a− x)−( 12+ 1−H1k )(a′− x)−( 12+ 1−H1k )e−λ1(a−x)e−λ1(a′−x) dx
]k
×
[∫ min(b,b′)
−∞
(b− y)−( 12+ 1−H2k )(b′− y)−( 12+ 1−H2k )e−λ2(b−y)e−λ2(b′−y) dy
]k
= k!
∫ t
0
da
∫ s
0
db
∫ u
0
da′
∫ v
0
db′
×
[∫ +∞
0
ξ−(
1
2+
1−H1
k )(|a−a′|+ξ )−( 12+ 1−H1k )e−λ1ξ e−λ1(|a−a′|+ξ ) dξ
]k
×
[∫ +∞
0
ω−(
1
2+
1−H2
k )(|b−b′|+ω)−( 12+ 1−H2k )e−λ2ωe−λ2(|b−b′|+ω) dω
]k
= k!
∫ t
0
da
∫ s
0
db
∫ u
0
da′
∫ v
0
db′e−λ1k|a−a
′||a−a′|2(H1−1)× e−λ2k|b−b′||b−b′|2(H2−1)
×
[∫ +∞
0
x−(
1
2+
1−H1
k )(x+1)−(
1
2+
1−H1
k )e−2λ1|a−a
′|x dx
]k
×
[∫ +∞
0
y−(
1
2+
1−H2
k )(y+1)−(
1
2+
1−H2
k )e−2λ2|b−b
′|y dy
]k
.
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Finally, we get
E
[
Zk,H1,H2λ1,λ2 (t,s)Z
k,H1,H2
λ1,λ2
(u,v)
]
= k!
∫ t
0
da
∫ s
0
db
∫ u
0
da′
∫ v
0
db′e−λ1k|a−a
′||a−a′|2(H1−1)× e−λ2k|b−b′||b−b′|2(H2−1)
×
[
Γ(12 − 1−H1k )√
pi
( 1
2λ1|a−a′|
)H1−1
k
eλ1|a−a
′|KH1−1
k
(
λ1|a−a′|
)]k
×
[
Γ(12 − 1−H2k )√
pi
( 1
2λ2|b−b′|
)H2−1
k
eλ2|b−b
′|KH2−1
k
(
λ2|b−b′|
)]k
= k!
∫ t
0
da
∫ s
0
db
∫ u
0
da′
∫ v
0
db′
×
[
Γ(12 − 1−H1k )√
pi(2λ1)
H1−1
k
]k
×
[
|a−a′|H1−1k KH1−1
k
(
λ1|a−a′|
)]k
×
[
Γ(12 − 1−H2k )√
pi(2λ2)
H2−1
k
]k
×
[
|b−b′|H2−1k KH2−1
k
(
λ2|b−b′|
)]k
=
[
Γ(12 − 1−H1k )√
pi(2λ1)
H1−1
k
]k[
Γ(12 − 1−H2k )√
pi(2λ2)
H2−1
k
]k ∫ t
0
∫ s
0
[
|a−a′|H1−1k KH1−1
k
(
λ1|a−a′|
)]k
dada′
×
∫ u
0
∫ v
0
[
|b−b′|H2−1k KH2−1
k
(
λ2|b−b′|
)]k
dbdb′,
which finish the proof.
Remark 7. From the previous proposition we can see that the covariance function of the two-parameter
tempered Hermite field varies with respect to k≥ 1 unlike the case of the Hermite field (see [7]) which
have the same covariance structure for all k ≥ 1 (it coincides with the covariance of the fractional
Brownian fiel).
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4 Spectral representation of the two-parameter tempered Her-
mite field
The aim of this section is to analyze more deeply the class of the two-parameter tempered Hermite
field. The representation (12) is supported on the real line and on the time domain. There are also
equivalent spectral integral representations on the real line. This is the subject of this section.
When the dimension d = 1, it has been shown that the tempered Hermite process Zk,Hλ (H > 1/2 and
λ > 0) has the following spectral domain representation
Zkλ ,H(t) =CH,k
∫ ′′
Rd
eit(ω1+...+ωk)−1
i(ω1+ . . .+ωk)
×
k
∏
j=1
(λ + iω)−(
1
2− 1−Hk )B̂(dω1) . . . B̂(dωk),
where B̂ is a suitable complex-valued Gaussian random measure on
(
R,B(R)
)
and the double prime
on the integral indicates that one does not integrate on diagonals where ωi = ω j, i 6= j. We start this
serction by defining the Hermitian random measures on (R2,B(R2)) and the corresponding Wiener
integral with respect to it in Subsection 4.1. Next, we give the spectral representations theorem for
two-parameter stochastic processes in Subsection 4.2. Finally, we study the case of the two-tempered
Hermite sheet in Subsection 4.3.
4.1 Hermitian random measures in
(
R2,B(R2)
)
Definition 3. Let m be a symmetric random measure on
(
R2,B(R2)
)
in the sense that
m(A×B) = m(−(A×B)), for A×B ∈B(R2), (17)
where
−(A×B) = {(x,y) ∈ R2 : (−x,−y) ∈ A×B}.
An Hermitian (complex) Gaussian random measure on
(
R2,B(R2)
)
with a symmetric control measure
m is a collection of complex-valued random fields
{
Ŵ (A×B) ; A×B ∈B(R2)0
}
defined on some
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probability space
(
Ω,F ,P
)
such that
Ŵ (A×B) = Ŵ (−(A×B)); A×B ∈B(R2)0, (18)
where
B(R2)0 =
{
A×B ∈B(Rd) : m(A×B)< ∞}.
We note that relations (17) and (18) are often written as m(dxdy) = m(−dxdy) and Ŵ (dxdy) =
Ŵ (−dxdy), respectively. There are several properties of Hermitian (complex) Gaussian random mea-
sure defined on
(
R2,B(R2)
)
that can be found for example in [15, Appendix B] and [12, Chapter 9].
In the following statements we suppose that the sets belong toB(R2)0. We have:
1. E
[
Ŵ (A×B)]= 0 and E[Ŵ (A1×B1)Ŵ (A2×B2)] = m(A1×B1∩A2×B2).
2. If A×B∩ (−(A×B)) = /0, then E[Ŵ (A×B)2 ]= 0.
3. ReŴ (A×B) and ImŴ (A×B) are independent.
4. If A1×B1∪(−(A1×B1)), . . . ,An×Bn∪(−(An×Bn)) are disjoint, then Ŵ (A1×B1), . . . ,Ŵ (An×
Bn) are independent.
Having defined a Hermitian Gaussian random measures Ŵ , we shall now define, IŴk , the multiple
Wiener integrals with respect to Ŵ . To define such stochastic integrals one firstly introduce H k2 , the
real Hilbert space of complex-valued functions f ((x1,y1), . . . ,(xk,yk)), (xi,yi) ∈R2, i = 1,3, . . . ,k that
are even, i.e. f ((x1,y1), . . . ,(xk,yk)) = f (−(x1,y1), . . . ,−(xk,yk)) and square integrable, that is,
‖ f‖2 =
∫
(R2)k
| f ((x1,y1), . . . ,(xk,yk))|2dx1dy1 . . .dxkdyk < ∞.
The inner product is similarly defined for f , g ∈H k2 by
〈 f ,g〉H k2 =
∫
f ((x1,y1), . . . ,(xk,yk))g((x1,y1), . . . ,(xk,yk))dx1dy1 . . .dxkdyk.
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The integrals IŴk are then defined through an isometric mapping fromH
k
2 to L
2(Ω) :
f 7→ IŴk ( f ) =
∫ ′′
(R2)k
f ((x1,y1), . . . ,(xk,yk))Ŵ (dx1dy1) . . .Ŵ (dxkdyk). (19)
The mapping is defined in such a way, that heuristically, one disregards integration over hyperplanes.
The fact that both f and Ŵ are even ensures that IŴk ( f ) is a real-valued random field.
4.2 Spectral representations of two-parameter stochastic processes
In this section, we are interested in the relation between the classical multiple Wiener-Itoˆ integral with
respect to the standard Brownian field IWk defined on Section 2 and the one with respect to a random
spectral measure IŴk . According to [19, Lemma 6.1 and Remark 6.2] we have the following result:
Proposition 8. Let A((ξ1,ω1), . . . ,(ξk,ω j)) be a real-valued symmetric function in L2
(
(R2)k
)
and let
F [A]((λ1,ζ1), . . . ,(λk,ζk))
=
1
(2pi)k
∫
(R2)k
ei∑
k
j=1 ξ jλ jei∑
k
j=1ω jζ jA((ξ1,ω1), . . . ,(ξk,ω j))dξ1dω1 . . .dξkdωk, (20)
be its Fourier transform. Then∫ ′
(R2)k
A((ξ1,ω1), . . . ,(ξk,ωk))dW (ξ1ω1) . . .dW (ξkωk)
(d)
=
∫ ′′
(R2)k
FA((λ1ζ1), . . . ,(λkζk))Ŵ (dλ1,dζ1) . . .Ŵ (dλk,dζk). (21)
4.3 The case of the two-parameter tempered Hermite fields
Proposition 9. Let H1, H2 > 12 and λ1, λ2 > 0. The two-parameter tempered Hermite random field
given by (12) has the following spectral domain representation
Zk,H1,H2λ1,λ2 (s, t) = CH1,H2,k
∫ ′′
(R2)k
−(e
it∑kj=1 ξ j −1)(eis∑kj=1ω j −1)
∑kj=1 ξ j∑
k
j=1ω j
×
q
∏
j=1
(λ1+ iξ j)−(
1
2−
1−H1
k )(λ2+ iω j)−(
1
2−
1−H2
k )Ŵ (dξ1dω1) . . .Ŵ (dξkdωk),
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where Ŵ (.) is a complex-valued Gaussian random measure on
(
R2,B(R2)
)
, and
CH1,H2,k =
[
Γ
(
1
2 − 1−H1k
)
Γ
(
1
2 − 1−H2k
)
2pi
]k
is a constant depending on H1, H2 and k. The double prime ′′ on the integral indicates that one does
not integrate on the hyperplanes (ξ j1,ω j1) = (ξ j2 ,ω j2), j1 6= j2.
Proof. We return to the function hH1,H2,λ1,λ2s,t : (R2)k→ R defined in Lemma 2 by:
hH1,H2,λ1,λ2s,t ((x1,y1), . . . ,(xk,yk))
=
∫ t
0
∫ s
0
k
∏
j=1
(a− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a−x j)+(b− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b−y j)+ dadb.
Let us first compute its Fourier transform.
F [hH1,H2,λ1,λ2s,t ]((ξ1,ω1), . . . ,(ξk,ωk))
=
1
(2pi)k
∫
(R2)k
ei∑
k
j=1 ξ jx jei∑
k
j=1ω jy jhH1,H2,λ1,λ2s,t ((x1,y1), . . . ,(xk,yk))dx1dy1 . . .dxkdyk
=
1
(2pi)k
∫
(R2)k
dx1dy1 . . .dxkdyke
i∑kj=1 ξ jx jei∑
k
j=1ω jy j
×
∫ t
0
∫ s
0
k
∏
j=1
(a− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a−x j)+(b− y j)−(
1
2+
1−H2
k )
+ e
−λ2(b−y j)+ dadb
=
1
(2pi)k
∫ t
0
∫ s
0
[∫
Rk
ei∑
k
j=1 ξ jx j
k
∏
j=1
(a− x j)−(
1
2+
1−H1
k )
+ e
−λ1(a−x j)+ dx1 . . .dxk
]
=
1
(2pi)k
∫ t
0
∫ s
0
[
(−1)k
∫
Rk
ei∑
k
j=1 ξ j(a−X j)
k
∏
j=1
(X j)
−( 12+
1−H1
k )
+ e
−λ1(X j)+ dX1 . . .dXk
]
×
[
(−1)k
∫
Rk
ei∑
k
j=1ω j(b−Y j)
k
∏
j=1
(Yj)
−( 12+
1−H2
k )
+ e
−λ2(Y j)+ dY1 . . .dYk
]
dadb
=
1
(2pi)k
∫ t
0
ei∑
k
j=1 ξ jada
∫ s
0
ei∑
k
j=1ω jbdb
×
[∫
Rk
k
∏
j=1
(X j)
−( 12+
1−H1
k )
+ e
−(λ1+iξ j)(X j)+ dX1 . . .dXk
]
×
[∫
Rk
k
∏
j=1
(Yj)
−( 12+
1−H2
k )
+ e
−(λ2+iω j)(Y j)+ dY1 . . .dYk
]
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=
−1
(2pi)k
(eit∑
k
j=1 ξ j −1)(eis∑kj=1ω j −1)
∑kj=1 ξ j∑
k
j=1ω j
Γ
(1
2
− 1−H1
k
)k k∏
j=1
(λ1+ iξ j)−(
1
2−
1−H1
k )
×Γ(1
2
− 1−H2
k
)k k∏
j=1
(λ2+ iω j)−(
1
2−
1−H2
k ).
Let Ŵ (.) be a complex-valued Gaussian random measure on
(
R2,B(R2)
)
. Using Proposition 8, we
get
Zk,H1,H2λ1,λ2 (s, t)
M
= CH1,H2,k
∫ ′′
(R2)k
−(e
it∑kj=1 ξ j −1)(eis∑kj=1ω j −1)
∑kj=1 ξ j∑
k
j=1ω j
×
q
∏
j=1
(λ1+ iξ j)−(
1
2−
1−H1
k )(λ2+ iω j)−(
1
2−
1−H2
k )Ŵ (dξ1dω1) . . .Ŵ (dξkdωk).
Remark 10. In [7, Remark 2], the authors said that it will be interesting to find the spectral domain
representation of the Hermite field (1). So, taking λ1 = λ2 = 0 and using the previous results one can
write
Zk,H1,H2(s, t) M= CH1,H2,k
∫ ′′
(R2)k
−(e
it∑kj=1 ξ j −1)(eis∑kj=1ω j −1)
∑kj=1 ξ j∑
k
j=1ω j
×
q
∏
j=1
(iξ j)−(
1
2−
1−H1
k )(iω j)−(
1
2−
1−H2
k )Ŵ (dξ1dω1) . . .Ŵ (dξkdωk).
where H1, H2 ∈ (12 ,1).
5 Two-parameter tempered fractional calculs
5.1 Two-parameter tempered fractional integrals
In this subsection, we will give the definitions of multiple tempered fractional integrals and derivatives
their properties.
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Definition 4 (Two-parameter tempered fractional integrals). Let α1, αd, λ1, λ2 > 0. We denote α =
(α1,α2) and λ = (λ1,λ2). Let f be a function belongs to Lp(R2) (where 1≤ p< ∞). The left and the
right two-parameter tempered fractional integrals of order α are, respectively, defined as
Iα,λ+ ( f (t,s))
=
1
Γ(α1)Γ(α2)
∫
R2
e−λ1(t−u)+(t−u)α1−1+ e−λ2(s−v)+(s− v)α2−1+ f (u,v)dudv (22)
and
Iα,λ− ( f (t,s))
=
1
Γ(α1)Γ(α2)
∫
R2
eλ1(u−t)+(u− t)α1−1+ eλ2(v−s)+(v− s)α2−1+ f (u,v)dudv (23)
where Γ(αi) =
∫ +∞
0
e−xxαi−1 dx is the Euler gamma function, and (x)+ = xI(x> 0).
When λ1, λ2 = 0 these definitions reduce to the (positive and negative) multiple Riemann-Liouville
fractional integrals, which extends the usual operation of multiple iterated integration to a multiple
fractional order. The following results gathers some basic properties of fractional integrals
Proposition 11. For any α1, α2 > 0, λ1, λ2 > 0, and p ≥ 1 ∈ N, the multiple parameter tempered
fractional integrals Iα,λ+ and I
α,λ
− have the following properties:
(i) Reflection property: If Q is the reflection operator defined by (Q f )(u,v) = f (−u,−v), then
QIα,λ± f = I
α,λ
± Q f .
(ii) Semigroup property: For f ∈ L1(R2) we have
Iα,λ± I
β ,λ
± f = I
α+β ,λ
± f , α = (α1,α2), β = (β1,β2)> (0,0).
(iii) Two-parameter tempered fractional integration by parts formula: Suppose f , g ∈ L2(R2). Then∫
R2
f (x,y)Iα,λ+ g(x,y)dxdy =
∫
R2
Iα,λ− f (x,y)g(x,y)dxdy.
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Proof. The property (i) is elementary. In fact,
QIα,λ± f (u,v) = I
α,λ
± f (−u,−v)
= Iα,λ± Q f (u,v).
The proof of (ii) is direct.
(
Iα,λ+ I
β ,λ
+
)
f (t,s)
=
1
Γ(α1)Γ(α2)Γ(β1)Γ(β2)
∫
R2
e−λ1(t−u)+(t−u)α1−1+ e−λ2(s−v)+(s− v)α2−1+
×
∫
R2
e−λ1(u−x)+(u− x)β1−1+ e−λ2(v−y)+(v− y)β2−1+ f (x,y)dxdydudv.
By changing the order of integration by Fubini’s theorem and making the change of variables u =
x+(t− x)ω1 and v = y+(s− y)ω2
(
Iα,λ+ I
β ,λ
+
)
f (t,s)
=
1
Γ(α1)Γ(α2)Γ(β1)Γ(β2)
∫
R2
f (x,y)
[∫
R2
e−λ1(t−u)+(t−u)α1−1+ e−λ2(s−v)+(s− v)α2−1+
× e−λ1(u−x)+(u− x)β1−1+ e−λ2(v−y)+(v− y)β2−1+ dudv
]
dxdy
=
B(α1,β1)B(α2,β2)
Γ(α1)Γ(α2)Γ(β1)Γ(β2)
∫
R2
f (x,y)e−λ1(t−x)+(t− x)α1+β1−1+ e−λ2(s−y)+(s− y)α2+β2−1+ dxdy
= Iα+β ,λ+ f (t,s).
Next we prove similarly that Iα,λ− I
β ,λ
− f = I
α+β ,λ
− f .
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The property (iii) would follow immediately if one could change the order of integration in:
∫
R2
f (x,y)Iα,λ+ g(x,y)dxdy
=
∫
R2
f (x,y)
1
Γ(α1)Γ(α2)
∫
R2
e−λ1(x−u)+(x−u)α1−1+ e−λ2(y−v)+(y− v)α2−1+ g(u,v)dudvdxdy
=
∫
R2
f (x,y)
1
Γ(α1)Γ(α2)
∫ x
−∞
∫ y
−∞
e−λ1(x−u)(x−u)α1−1e−λ2(y−v)(y− v)α2−1g(u,v)dudvdxdy
=
∫
R2
g(u,v)
Γ(α1)Γ(α2)
∫ +∞
u
∫ +∞
v
f (x,y)e−λ1(x−u)(x−u)α1−1e−λ2(y−v)(y− v)α2−1dxdydudv
=
∫
R2
Iα,λ− f (x,y)g(x,y)dxdy
and this completes the proof.
Now, we will derive others properties of the two-parameter tempered fractional integrals that we need
in the rest of this paper.
Lemma 12. For any α = (α1,α2)> (0,0), λ = (λ1,λ2)> (0,0), and p∈N∗, Iα,λ± is a bounded linear
operator on Lp(R2) such that ∥∥Iα,λ± f∥∥p ≤ λ−α11 λ−α22 ∥∥ f∥∥p (24)
for all f ∈ Lp(Rd).
Proof. Before given the proof of our lemma, we recall the following Young’s convolution result (see,
e.g, [8, Theorem 20.18]): Let f , g : R2→ R. Recall that the convolution of f and g at (x,y) is
( f ∗g)(x,y) =
∫
R2
f ((x− x1,y− y1)g(x1,y1)dx1dy1
provided the integral is defined.
Let p, q, r ∈ [1,∞] satisfy
1
p
+
1
q
− 1
r
= 1,
with the convention 1/∞= 0. Assume that f ∈ Lp(R2), g ∈ Lq(R2). Then
22
1. The function (x1,y1) 7→ f (x− x1,y− y1)g(x1,y1) belongs to L1(R2) for almost all (x,y).
2. The function (x,y) 7→ ( f ∗g)(x,y) belongs to Lr(R2).
3. There exists a constant c = cp,q ≤ 1, depending on p and q but not on f or g, such that
‖ f ∗g‖r ≤ c · ‖ f‖p · ‖g‖q. (25)
We return to the proof of our lemma. Obviously Iα,λ± is linear, and I
α,λ
± f (s, t) = ( f ∗φ±α )(s, t) where
φ+α (s, t) =
1
Γ(α1)Γ(α1)
sα1−1tα2−1e−(λ1s+λ2t)1{(0,∞)2}(s, t) (26)
and
φ−α (s, t) =
1
Γ(α1)Γ(α1)
(−s)α1−1(−t)α2−1eλ1s+λ2t1{(−∞,0)2}(s, t)
for any α = (α1,α2), λ = (λ1,λ2)> (0,0). But
‖φ±α ‖1 =
1
Γ(α1)Γ(α1)
∫ +∞
0
∫ +∞
0
sα1−1eλ1stα2−1eλ2t dsdt
=
1
Γ(α1)Γ(α1)
λ−α11 Γ(α1)λ
−α2
2 Γ(α2)
= λ−α11 λ
−α2
2
Then (24) follows from Young’s convolution inequality (25).
Next we discuss the relationship between tempered fractional integrals and Fourier transforms. Recall
that the Fourier transform of f : R2→ R is the functionF [ f ](s, t) defined by
F [ f ](s, t) =
1
2pi
∫
R2
ei(sξ1+tξ2) f (ξ1,ξ2)dξ1dξ2
Lemma 13. For any α = (α1,α2), λ = (λ1,λ2)> (0,0) we have
F
[
Iα,λ± f
]
(x,y) =F [ f ](x,y)(λ1± ix)−α1(λ2± iy)−α2
for all f ∈ L1(R2) and all f ∈ L2(R2).
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Proof. The function φ+α in (26) has Fourier transform
F [φ+α ](x,y) =
1
2piΓ(α1)Γ(α2)
∫
R2
ei(xξ1+yξ2)ξα1−11 ξ
α2−1
2 e
−(λ1ξ1+λ2ξ2)1{(0,∞)2}(ξ1,ξ2)dξ1dξ2
=
1
2piΓ(α1)Γ(α2)
∫ ∞
0
eiξ1xξα1−11 e
−λ1ξ1dξ1×
∫ ∞
0
eiξ2yξα2−12 e
−λ2ξ2dξ2
=
1
2pi
(λ1+ ix)−α1(λ2+ iy)−α2.
Now, we give the analogue of the two-parameter convolution theorem (in R one can see, e.g., [1,
Section 15.5] and [4, Chapter 6]). Let f , g ∈ L1(R2), it is not easy to show f ∗g ∈ L1(R2) has Fourier
transform 2piF [ f ](x,y)F [g](x,y). Then, it follows that
F
[
Iα,λ+ f
]
(x,y) = ( f ∗φ+α )(x,y) =F [ f ](x,y)(λ1+ ix)−α1(λ2+ iy)−α2.
Similarly, we prove that
F
[
Iα,λ− f
]
(x,y) = ( f ∗φ−α )(x,y) =F [ f ](x,y)(λ1− ix)−α1(λ2− iy)−α2.
If f ∈ L2(R2), approximate by the L1 function f (x,y)1[−n1,n1]×[−n2,n2](x,y) and let n1, n2→ ∞.
5.2 Two-parameter tempered fractional derivatives
In this subsection, we consider the inverse operators of the two-parameter tempered fractional integrals,
which are called a two-parameter tempered fractional derivatives. For our purposes, we only require
derivatives of order α such that 0< α1, α1 < 1, and this simplifies the presentation.
Definition 5. The positive and negative tempered fractional derivatives of a function f : R2→ R are
defined as
Dα,λ+ f (s, t)
= λα21 λ
α2
2 f (s, t)+
α1α2
Γ(1−α1)Γ(1−α2)
∫ s
−∞
∫ t
−∞
f (s, t)− f (u,v)
(s−u)α1+1(t− v)α2+1 e
−λ1(s−u)e−λ2(t−v) dudv (27)
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and
Dα,λ− f (s, t)
= λα21 λ
α2
2 f (s, t)+
α1α2
Γ(1−α1)Γ(1−α2)
∫ s
−∞
∫ t
−∞
f (s, t)− f (u,v)
(u− s)α1+1(v− t)α2+1 e
−λ1(u−s)e−λ2(v−t) dudv,
(28)
respectively, for any 0< α1, α2 < 1 and any λ1, λ2 > 0.
Two-parameter tempered fractional derivatives cannot be defined pointwise for all functions f ∈
Lp(R2), since we need | f (s, t)− f (u,v)| → 0 fast enough to counter the singularity of the denomi-
nator (s− u)α1+1(t− v)α2+1 as u→ s and v→ t. We can extend the definitions of the two-parameter
tempered fractional derivatives to a suitable class of functions in L2(R2). For any α = (α1,α2)> (0,0)
and λ = (λ1,λ2)> (0,0) we may define the fractional Sobolev space
Wα,2(R2) :=
{
f ∈ L2(R2) :
∫
R2
(λ 21 +ω
2
1 )
α1(λ 22 +ω
2
2 )
α2
∣∣∣F [ f ](ω1,ω2)∣∣∣2 dω1dω2 < ∞
}
, (29)
which is a Banach space with norm
‖ f‖α,λ = ‖(λ 21 +ω21 )α1(λ 22 +ω22 )α2
∣∣∣F [ f ](ω1,ω2)∣∣∣2‖2.
The space Wα,2(R2) is the same for any λ1, λ2 > 0 (typically we take λ1 = λ2 = 1) and all the norms
‖ f‖α,λ are equivalent, since (1+ω21 )(1+ω22 ) ≤ (λ 21 +ω21 )(λ 22 +ω22 ) ≤ λ 21λ 22 (1+ω21 )(1+ω22 ) for
all λ1, λ2 ≥ 1, and (λ 21 +ω21 )(λ 22 +ω22 ) ≤ (1+ω21 )(1+ω22 ) ≤ λ−21 λ−22 (1+ω21 )(1+ω22 ) for all 0 <
λ1, λ2 < 1.
Definition 6. The positive (resp., negative) two-parameter tempered fractional derivative Dα,λ± f (s, t)
of a function f ∈Wα,2(R2) is defined as the unique element of L2(R2)with Fourier transformF [ f ](x,y)(λ1±
ix)α1(λ2± iy)α2 for any α1, α2 > 0 and any λ1, λ1 > 0.
Lemma 14. For any α1, α2 > 0 and any λ1, λ1 > 0, we have
Dα,λ± I
α,λ
± f (s, t) = f (s, t) (30)
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for any function f ∈ L2(R2), and
Iα,λ± D
α,λ
± f (s, t) = f (s, t) (31)
for any f ∈Wα,2(R2).
Proof. Given f ∈ L2(R2), not that g(s, t) = Iα,λ± f (s, t) satisfies, by Lemma 13,
F [g](x,y) =F [ f ](x,y)(λ1± ix)−α1(λ2± iy)−α2.
Then it follows easily that g ∈Wα,2(R2). Definition 6 implies that
F [Dα,λ± I
α,λ
± f ](x,y) = F [D
α,λ
± g](x,y)
= F [g](x,y)(λ1± ix)−α1(λ2± iy)−α2
= F [ f ](x,y).
Then (30) follows using the uniqueness of the Fourier transform. Similarly, we can prove (31).
6 Wiener integrals with respect to the two-parameter tempered
Hermite field of order one
Recall that the two-parameter tempered Hermite field of order one is given by:
Z1,H1,H2λ1,λ2 (s, t)
=
∫ ′
(R2)q
∫ t
0
∫ s
0
(a− x)H1−
3
2
+ e
−λ1(a−x)+(b− y)H2−
3
2
+ e
−λ2(b−y)+ dadbdW (x,y), (32)
where H1, H2 > 12 and λ1,λ2 > 0.
In this section, we will develop the theory of Wiener integrals with respect to the two-parameter
tempered Hermite field of order one. We consider two cases:
• 12 < H1, H2 < 1, λ1, λ2 > 0
• H1, H2 > 1, λ1, λ2 > 0.
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6.1 Case 1: 12 < H1, H2 < 1 and λ1, λ2 > 0
We first establish a link between Z1,H1,H2λ1,λ2 and the two-parameter tempered fractional calculus devel-
oped in the previous section.
Lemma 15. For a two-parameter tempered Hermite field of order one given by (32) with λ1, λ2 > 0,
we have:
Z1,H1,H2λ1,λ2 (s, t) = Γ(H1−
1
2
)Γ(H2− 12)
∫ ′
R2
(
Iβ ,λ− 1[0,s]×[0,t]
)
(x,y)dW (x,y), (33)
where β = (H1− 12 ,H2− 12) such that H1, H2 > 12 .
Proof. Write the kernel function in 32 in the form
hs, t(x,y) =
∫ s
0
∫ t
0
(a− x)H1−
3
2
+ e
−λ1(a−x)+(b− y)H2−
3
2
+ e
−λ2(b−y)+ dadb
=
∫
R2
(a− x)H1−
3
2
+ e
−λ1(a−x)+(b− y)H2−
3
2
+ e
−λ2(b−y)+1[0,s]×[0,t](a,b)dadb
= Γ(H1− 12)Γ(H2−
1
2
)
(
Iβ ,λ− 1[0,s]×[0,t]
)
(x,y),
where β = (H1− 12 ,H2− 12).
Next we discuss a general construction for stochastic integrals with respect to Z1,H1,H2λ1,λ2 . Recall how we
classically define Wiener integrals with respect to the Brownian field: first we define it for elementary
functions and establish the isometry property, then we extend the integral for general functions via
isometry.
Denote E the family of elementary functions on R2 of the form
f (x,y) =
n
∑`
=1
a`1(s`,s`+1]×(t`, t`+1](x,y), s` < s`+1, t` < t`+1 a` ∈ R, `= 1, . . . ,n. (34)
For functions like f above we can naturally define its Wiener integral with respect to the two-parameter
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tempered Hermite field of order one as:
I α,λ ( f )
=
∫
R2
f (x,y)dZ1,H1,H2λ1,λ2 (x,y)
=
n
∑`
=1
a`
[
Zk,H1,H2λ1,λ2 (s`+1, t`+1)−Z
k,H1,H2
λ1,λ2
(s`+1, t`)−Zk,H1,H2λ1,λ2 (s`, t`+1)+Z
k,H1,H2
λ1,λ2
(s`, t`)
]
, (35)
where β = (H1− 12 ,H2− 12). Then it follows immediately from (33) that for f ∈ E , the space of
elementary functions, the stochastic integral
I α,λ ( f ) =
∫
R2
f (x,y)dZ1,H1,H2λ1,λ2 (x,y)
= Γ(H1− 12)Γ(H2−
1
2
)
∫ ′
R2
(
Iβ ,λ− f
)
(a,b)dW (a,b) (36)
is a Gaussian random field with mean zero, such that for any f ,g ∈ E we have
〈I α,λ ( f ),I α,λ (g)〉L2(Ω) = E
[∫
R2
f (x,y)dZ1,H1,H2λ1,λ2 (x,y)
∫
R2
g(x,y)dZ1,H1,H2λ1,λ2 (x,y)
]
= Γ(H1− 12)
2Γ(H2− 12)
2
∫
R2
(
Iβ ,λ− f
)
(a,b)
(
Iβ ,λ− g
)
(a,b)dadb.(37)
The linear space of Gaussian random variables
{
I α,λ ( f ), f ∈ E } is contained in the larger linear
space
Sp(Z1,H1,H2λ1,λ2 ) =
{
X :I α,λ ( fn)→ X in L2(Ω) for some sequence fn in E
}
. (38)
An element X ∈ Sp(Z1,H1,H2λ1,λ2 ) is mean zero Gaussian with variance
Var(X) = lim
n→∞Var[I
α,λ ( fn)],
and X can be associated with an equivalence class of sequences of elementary functions ( fn) such that
I α,λ ( fn)→ X in L2(R2). If [ fX ] denotes this class, then X can be written in an integral form as
X =
∫
R2
[ fX ]dZ
1,H1,H2
λ1,λ2
(39)
and the right hand side of (39) is called the stochastic integral with respect to the two-parameter tem-
pered Hermite field of order one Z1,H1,H2λ1,λ2 on R
2.
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Recall that for the case of Brownian field: λ1 = λ2 = 0 and H1 = H2 12 , I
α,λ ( fn)→ X along with the
following Itoˆ isometry
〈I ( f ),I (g)〉L2(Ω) = Cov[I ( f ),I (g)] =
∫
R2
f (x,y)g(x,y)dxdy = 〈 f , g〉L2(R2) (40)
implies that ( fn) is a Cauchy sequence, and then since L2(R2) is a (complete) Hilbert space, there
exists a unique f ∈ L2(R2) such that fn→ f in L2(R2), and we can write
X =
∫
R2
f (x,y)dW (x,y). (41)
However, if the space of integrands is not complete, then the situation is more complicated. Here we
investigate stochastic integral with respect to the two-parameter tempered hermite field of order one
based on time domain representation. Equation (37) suggests the appropriate space of integrands for
the two-parameter tempered Hermite sheet of order one, in order to obtain a nice isometry that maps
into the space Sp(Z1,H1,H2λ1,λ2 ) of stochastic integrals.
Theorem 16. Given 12 < H1, H2 < 1 and λ1, λ2 > 0, the class of functions
H1 :=
{
f ∈ L2(R2) :
∫
R2
∣∣∣(Iβ ,λ− f)(a,b)∣∣∣2 dadb< ∞
}
, (42)
is a linear space with inner product
〈 f , g〉H1 := 〈F, G〉L2(R2) (43)
where
F(a,b) = Γ(H1− 12)Γ(H2−
1
2
)
(
Iβ ,λ− f
)
(a,b) (44)
and
G(a,b) = Γ(H1− 12)Γ(H2−
1
2
)
(
Iβ ,λ− g
)
(a,b), (45)
where β = (H1− 12 ,H2− 12) and λ = (λ1,λ2). The set of elementary functions E is dense in the space
H1. The spaceH1 is not complete.
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Proof. To show that H1 is an inner product space, we will check that 〈 f , f 〉H1 = 0 implies f = 0
almost everywhere.
If 〈 f , f 〉H1 = 0 then we have 〈F, F〉L2(R2) = 0, which implies that
F(a,b) = Γ(H1− 12)Γ(H2−
1
2
)
(
Iβ ,λ− f
)
(a,b) = 0, for almost every (a,b) ∈ R2.
Then (
Iβ ,λ− f
)
(a,b) = 0, for almost every (a,b) ∈ R2. (46)
Apply Dβ ,λ− , β = (H1− 12 ,H2− 12), to both sides of equation (46) and use Lemma 14 to get f (a,b) = 0
for almost every (a,b) ∈ R2, and henceH1 is an inner product space.
Next, we want to show that the set of elementary functions E is dense in H1. For any f ∈H1, we
also have f ∈ L2(R2), and hence there exists a sequence of elementary functions ( fn) in L2(R2) such
that ‖ f − fn‖L2(R2). But
‖ f − fn‖H1 = 〈 f − fn, f − fn〉H1 = 〈F−Fn, F−Fn〉L2(R2) = ‖F−Fn‖L2(R2),
where
Fn(a,b) = Γ(H1− 12)Γ(H2−
1
2
)
(
Iβ ,λ− fn
)
(a,b). (47)
Lemma 12 implies that
‖ f − fn‖H1 = ‖F−Fn‖L2(R2) = ‖Iβ ,λ− ( f − fn)‖L2(R2) ≤C‖ f − fn‖L2(R2)
for some C > 0, and since ‖ f − fn‖L2(R2)→ 0, it follows that the set of elementary functions is dense
inH1.
Finally, we provide an example to show thatH1 is not complete. Proceeding as [13, Proof of Theorem
3.1] the functions
f̂n(x,y) = |xy|−p1{1<|x|, |y|<n}(x,y), p> 0,
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are in L2(R2), f̂n(x,y)= f̂n(−x,−y), and hence they are the Fourier transforms of function fn ∈ L2(R2).
Apply Lemma 13 to see that Fn(x,y) = Γ(H1− 12)Γ(H2− 12)
(
Iβ ,λ− f
)
(x,y) have Fourier transform
F [Fn](x,y) = Γ(H1− 12)Γ(H2−
1
2
)(λ1+ ix)
1
2−H1(λ2+ iy)
1
2−H2 f̂n(x,y). (48)
Since 12 −H1, 12 −H1 < 0, it follows that
‖Fn‖22 = ‖F [Fn]‖22 = Γ(H1−
1
2
)2Γ(H2− 12)
2
∫ ∞
−∞
∫ ∞
−∞
| f̂n(x,y)|2(λ 21 +x2)
1
2−H1(λ 22 +y
2)
1
2−H2 dxdy<∞
which shows that fn ∈H1. Now it is easy to check that fn− fm→ 0 in H1, as n, m→ ∞, whenever
p > max(1−H1, 1−H2), so that ( fn) is a Cauchy sequence. Choose p = 12 and suppose that there
exists some f ∈H1 such that ‖ f − fn‖H1 → 0 as n→ ∞. Then∫ ∞
−∞
∫ ∞
−∞
| f̂n(x,y)− f̂ (x,y)|2(λ 21 + x2)
1
2−H1(λ 22 + y
2)
1
2−H2 dxdy→ 0,
as n→ ∞, and since, for any given m ≥ 1, the value of f̂n(x,y) does not vary with n > max(m1, m2)
whenever (x,y)∈ [−m1,m1]× [−m2,m2], it follows that f̂ (x,y)= |xy|− 12 1{|x|, |y|>1} on any such interval.
Since m1, m2 are arbitrary, it follows that f̂ (x,y) = |xy|− 12 1{|x|, |y|>1}, but this function is not in L2(R2),
so f̂ (x,y) /∈H1, which is a contradiction. HenceH1 is not complete, and this completes the proof.
We now define the stochastic integral with respect to the two-parameter tempered Hermite field for
any function inH1 in the case where 12 < H1, H2 < 1.
Definition 7. For any 12 < H1, H2 < 1 and λ1, λ2 > 0, we define∫
R2
f (x,y)dZ1,H1,H2λ1,λ2 (x,y) := Γ(H1−
1
2
)Γ(H2− 12)
∫
R2
(
Iβ ,λ− f
)
(x,y)dW (x,y), (49)
where β = (H1− 12 ,H2− 12), for any f ∈H1.
Theorem 17. For any 12 < H1, H2 < 1 and λ1, λ2 > 0, the stochastic integral in (49) is an isometry
fromH1 into Sp(Z
1,H1,H2
λ1,λ2
). SinceH1 is not complete, these two spaces are not isometric.
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Proof. It follows from Lemma 12 that the stochastic integral (49) is well-defined for any f ∈H 1.
The extension of [13, Proposition 2.1] to d = 2 is naturel and it reads as follow: if D is an inner prod-
uct space such that ( f ,g)D = 〈I α,λ ( f ),I α,λ (g)〉L2(Ω) for all f , g ∈ E (E the family of elementary
functions on R2 of the form (34)), and if E is dense in D , then there is an isometry between D and a
linear subspace of Sp(Z1,H1,H2λ1,λ2 ) that extends the map f →I
α,λ ( f ) for f ∈ E , and furthermore, D is
isometric to Sp(Z1,H1,H2λ1,λ2 ) itself if and only if D is complete. Using the Itoˆ isometry and the definition
7, it follows from (43) that for any f , g ∈H1 we have
〈 f , g〉H1 = 〈F, G〉L2(R2) = 〈I α,λ ( f ),I α,λ (g)〉L2(Ω),
and then the result follows from Theorem 16.
We now apply the spectral domain representation of two-parameter tempered Hermite field given in
Section 4 to investigate the stochastic integral with respect to Z1,H1,H2λ1,λ2 . First, recall that the Fourier
transform of an indicator function is
F [1[0,s]×[0,t]](ξ ,ω) =
1
2pi
∫ s
0
∫ s
0
eiξxeiωy dxdy
= − 1
2pi
(eitξ −1)(eisω −1)
ξω
.
Apply this to write this spectral domain representation of the two-parameter tempered Hermite field in
the form
Z1,H1,H2λ1,λ2 (s, t) = Γ(H1−
1
2
)Γ(H2− 12)
∫ ′′
R2
F [1[0,s]×[0,t]](ξ ,ω)
×(λ1+ iξ )−( 12−
1−H1
k )(λ2+ iω)−(
1
2−
1−H2
k )Ŵ (dξdω).
It follows easily that for any elementary function (34) we may write
I α,λ ( f ) = Γ(H1− 12)Γ(H2−
1
2
)
∫ ′′
R2
F [ f ](ξ ,ω)
×(λ1+ iξ ) 12−H1(λ2+ iω) 12−H2 Ŵ (dξdω),
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and then for any elementary functions f and g we have
〈I α,λ ( f ),I α,λ (g)〉L2(Ω)
= Γ(H1− 12)Γ(H2−
1
2
)
∫ ′′
R2
F [ f ](ξ ,ω)F [g](ξ ,ω)(λ 21 +ξ
2)
1
2−H1(λ 22 +ω
2)
1
2−H2 Ŵ (dξdω).
Theorem 18. For any 12 < H1, H2 < 1 and λ1, λ2 > 0, the class of functions
H2 =
{
f ∈ L2(R2) :
∫ ∣∣∣F [ f ](ξ ,ω)∣∣∣2 (λ 21 +ξ 2) 12−H1(λ 22 +ω2) 12−H2 dξ dω < ∞
}
, (50)
is a linear space with the inner product
〈 f , g〉H2 = Γ(H1−
1
2
)2Γ(H2− 12)
2
∫ ′′
R2
F [ f ](ξ ,ω)F [g](ξ ,ω)(λ 21 +ξ
2)
1
2−H1(λ 22 +ω
2)
1
2−H2 Ŵ (dξ ,dω).
(51)
The set of elementary functions E is dense in the spaceH2. The spaceH2 is not complete.
Proof. Since H1, H2> 12 , the function (λ
2
1 +ξ
2)
1
2−H1(λ 22 +ω
2)
1
2−H2 is bounded by a constant C(H1,H2,λ1,λ2)
that depends only on H1, H2, λ1 and λ2, so for any f ∈ L2(R2) we have∫
R2
|F [ f ](ξ ,ω)|2(λ 21 +ξ 2)
1
2−H1(λ 22 +ω
2)
1
2−H2 dξdω ≤C(H1,H2,λ1,λ2)
∫
R2
|F [ f ](ξ ,ω)|2 dξdω <∞
(52)
and hence f ∈H2. Since H2 ⊆ L2(R2) by definition, this proves that L2(R2) and H2 are the same
set of functions, and then it follows from Lemma 12 that H1 and H2 are the same set of functions.
Observe that ϕ f =
(
Iβ ,λ− f
)
, whereβ = (H1− 12 ,H2− 12)), is again a function with Fourier transform
F [ϕ f ](ξ ,ω) = (λ1+ iξ )
1
2−H1(λ2+ iω)
1
2−H2F [ f ](ξ ,ω).
Then it follows from the Plancherel Theorem that
〈 f , g〉H1 = Γ(H1−
1
2
)2Γ(H2− 12)〈ϕ f , ϕg〉2
= Γ(H1− 12)
2Γ(H2− 12)
2〈F [ϕ f ],F [ϕg]〉2
= Γ(H1− 12)
2Γ(H2− 12)
2
∫ ∞
−∞
∫ ∞
−∞
F [ f ](ξ ,ω)F [g](ξ ,ω)(λ 21 +ξ
2)
1
2−H1(λ 22 +ω
2)
1
2−H2 dξdω
= 〈 f , g〉H2,
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and hence the two inner products are identical. Then the conclusions of Theorem 18 follow from
Theorem 16.
Definition 8. For any 12 < H1, H2 < 1 and λ1, λ2 > 0, we define
I α,λ ( f ) = Γ(H1− 12)Γ(H2−
1
2
)
∫ ′′
R2
F [ f ](ξ ,ω)
×(λ1+ iξ ) 12−H1(λ2+ iω) 12−H2 Ŵ (dξdω), (53)
for any f ∈H2.
Theorem 19. For any 12 < H1, H2 < 1 and λ1, λ2 > 0, the stochastic integral in (53) is an isometry
fromH2 into Sp(Z
1,H1,H2
λ1,λ2
). SinceH2 is not complete, these two spaces are not isometric.
Proof. The proof of Theorem 18 shows that H1 and H2 are identical when H1, H2 > 12 . Then the
result follows immediately from Theorem 17.
6.2 Case 2: H1, H2 > 1 and λ1, λ2 > 0
Now, we consider the second case that we mentioned at the beginning of this section. we will show
that Z1,H1,H2λ1,λ2 is a continuous semimartingale with finite variation and hence one can define stochastic
integrals I( f ) :=
∫
f (x,y)Z1,H1,H2λ1,λ2 (dx,dy) in the standard manner, via the Itoˆ stochastic calculus.
Theorem 20. A two-parameter tempered Hermite field of order one {Z1,H1,H2λ1,λ2 (s, t)}st≥0 with H1, H2 >
1 and λ1, λ2 > 0 is a continuous semimartingale with the canonical decomposition
Z1,H1,H2λ1,λ2 (s, t) =
∫ s
0
∫ t
0
MH1,H2,λ1,λ2(x,y)dxdy (54)
where
MH1,H2,λ1,λ2(x,y) :=
∫ ∞
−∞
∫ ∞
−∞
(x−ξ )H1− 32 (y−ω)H2− 32 e−λ1(x−ξ )+e−λ2(y−ω)+W (dξ ,dω). (55)
Moreover, {Z1,H1,H2λ1,λ2 (s, t)}st≥0 is a finite variation process.
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Proof. Then proof is similar to that of [9, Theorem 3.2]. Let (W (s, t), s, t ∈ R) be a two-parameter
Brownian field and let {FWs,t }s,t≤0 be the σ -algebra generated by {W (x,y) : 0≤ x≤ s, 0≤ y≤ t}.
Given a function g : R2→ R such that g(s, t) = 0 for all s, t < 0, and
g(s, t) = C+
∫ s
0
∫ s
0
h(x,y)dxdy, for alls, t > 0, (56)
for C ∈ R and some function h ∈ L2(R2).
A natural extension of [6, Theorem 3.9] to R2 shows that the Gaussian stationary increment process
Y gs,t :=
∫
R2
[
g(t−u,s− v)−g(−u,s− v)−g(t−u,−v)+g(−u,−v)
]
dudv (57)
is a continuous {FWs,t }s,t≥0 semimartingale with canonical decomposition
Y gs,t = g(0,0)Ws,t +
∫ s
0
∫ x
−∞
∫ t
0
∫ y
−∞
h(x−u,y− v)W (du,dv)dxdy, (58)
and conversely, that if (57) defines a semimartingale on [0,T1]× [0,T2] for some T1,T2 > 0, then g
satisfies these properties.
In our case, we define g(s, t) = 0 for s, t ≤ 0 and
g(s, t) :=
∫ s
0
∫ t
0
xH1−
3
2 yH2−
3
2 e−λ1xe−λ1y dxdy for s, t > 0. (59)
Following as in Lemma ??, we can show the function g(t − u,s− v)− g(−u,s− v)− g(t − u,−v)+
g(−u,−v) is square integrable over R2 for any H1, H2 > 12 and λ1, λ2 > 0.
Next, we observe that (56) holds with C = 0, h(x,y) = 0 for x, y< 0 and
h(x,y) := xH1−
3
2 yH2−
3
2 e−λ1xe−λ1y ∈ L2(R2) (60)
for any H1, H2 > 1 and λ1, λ2 > 0. Then it follows that the two-parameter tempered Hermite field of
order one is a continuous semimartingale with canonical decomposition
Z1,H1,H2λ1,λ2 (s, t)
=
∫ ′
(R2)q
∫ t
0
∫ s
0
(a− x)H1−
3
2
+ e
−λ1(a−x)+(b− y)H2−
3
2
+ e
−λ2(b−y)+ dadbdW (x,y)
=
∫ t
0
∫ s
0
∫ ′
(R2)q
(a− x)H1−
3
2
+ e
−λ1(a−x)+(b− y)H2−
3
2
+ e
−λ2(b−y)+ dW (x,y)dadb, (61)
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which reduces to (54). Since C = 0, a extension of [6, Theorem 3.9] implies that {Z1,H1,H2λ1,λ2 } is a finite
variation process.
Remark 21. It is not hard to check that the two-parameter tempered Hermite field of order one is not
a semimartingale in the remaining case when 12 < H1, H2 < 1.
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