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Abstract
In this note we develop quantum circuits for exactly simulating the thermal properties of the quan-
tum XY/Ising chain. These circuits are applicable to the simplest integrable lattice models for which
the exact momentum-space scattering-matrix can be constructed in terms of local two-body gates.
We discuss a circuit analogy for Wilsonian renormalization group flow and show how it can be used
to simulate a global coarse graining transformation. We then construct a circuit that transforms the
ground state of these models into the thermo-field double state, and show how it can be used to
implement a local scale transformation.
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I. INTRODUCTION
The distant dream of one day simulating complex quantum systems on quantum computa-
tional devices has recently grown more motivating. On one hand the recent advent of noisy-
intermediate-scale-quantum (NISQ) [32] hardware has generated great interest in exploring
resource-conscious methods for performing efficient simulations on O(few) qubits. At the same
time, quantum information theoretic approaches to fundamental physics have generated in-
triguing insights into the quantum description of black holes and the nature of holographic
theories. This line of questioning, which began with the black hole information paradox [6],
has produced a growing consensus about information conservation (via unitary evolution of
quantum systems) as the most robust conservation law in nature. Subsequent studies into the
entanglement properties of black holes have led to a revolution in our understanding of the
event horizon [7–12], as well new paradoxes about the encoding of degrees of freedom in the
black hole interior [13–16].
There is a rich literature of recipes for mapping the mathematical space of interesting physical
observables to the computational space of qubits [33–35]. These mappings are typically simple
for fermionic systems due to the Pauli exclusion principle, however progress has also been made
on the simulation of bosons and their effective interactions [38–42]. In general the task of finding
unitary operators for implementing the exact time evolution of a given quantum system is
prohibitively difficult and most practical simulations rely on the Suzuki-Trotter approximation
[4, 5]. However exact constructions [46–48] are known for some interesting integrable models
such as the XY chain [43, 44] considered here and the Kitaev honeycomb [45], thus enabling
an exact simulation of dynamics in these theories. In this note we build on these algorithms by
constructing circuits for performing global and local scale transformations, and simulating the
dynamical evolution of thermal states.
Many of the operations considered here are analogous to those that have been studied in the
context of tensor networks such as the multi-scale-renormalization-ansatz (MERA) [21–23]. The
MERA is a computationally efficient variational ansatz for simulating correlations in strongly
interacting many-body systems. The two-body local structure of the MERA naturally defines
a notion of causality in which time evolution is represented by transformations of scale. A
holographic interpretation of the MERA at criticality was shown to bear a striking resemblance
to the entanglement structure of higher dimensional theories with a deSitter metric [24–26].
Later the MERA was reinterpreted in the context of the duality between conformal field theories
(CFT’s) and “kinematic space” in which the conditional mutual information between pairs of
qubits in the CFT correspond to the volume element of the dual space [29, 30]. These authors
showed in [31] that a discrete logarithmic mapping on the MERA produces the thermal state,
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thus recovering a discrete version of the local scale invariance enjoyed by conformally invariant
theories in the 1 + 1 dimensional continuum. These intruiging connections have even led to
studies on the cosmological implications of a MERA-type universe [27, 28].
This note is organized as follows. In Section II we describe the quantum XY chain and
review the procedure for diagonalizing its Hamiltonian. In Section III we describe the unitary
circuit that performs this diagonalization, and show how these circuits can be used to perform
a coarse graining procedure on the simulated space of states by taking a partial trace over
microscopic degrees of freedom. In Section IV we describe an algorithm for constructing the
thermo-field double (TFD) state. The TFD is a state of great interest for holographic theories
such as AdS/CFT, where it is known to be the boundary state which is dual to a two-sided
black hole in the bulk. We study the entanglement properties of the TFD state at the quantum
critical point and find evidence that it corresponds to a logarithmic rescaling of position-space
coordinates. In Section V we summarize our results.
II. THE QUANTUM XY CHAIN
The quantum XY chain is one of the simplest exactly-solvable many-body systems, consist-
ing of a nearest-neighbor interaction with strength J and a transverse magnetic field interaction
with strength Γ. The dynamics of a (anti)periodic chain of n qubits is governed by the Hamil-
tonian in Eq 1. Here we use the standard notation for quantum gates in which Xi, Yi, Zi refer
to the corresponding 2× 2 Pauli matrices acting on the ith qubit. The term H∂ corresponds to
a boundary term, which we assume to be periodic thus restricting to n even.
HXY =
n∑
j=1
[
J
(
1 + γ
2
XjXj+1 +
1− γ
2
YjYj+1
)
+ ΓZj − n
2
I
]
+H∂ (1)
The physical properties of this Hamiltonian can be made more manifest by transforming it
from position space to the energy eigenbasis. The Hamiltonian is diagonal in this basis and the
eigenstates evolve as non-interacting particles with the momentum-dependent single-particle
frequencies wp given in Eq 3. In terms of the energy eigenstates ηp the Hamiltonian takes the
form in Eq 2
H˜XY =
∑
p
wpη
†
pηp (2)
wp(λ, γ) =
√
(1− λ cos 2pip)2 + (λ γ sin 2pip)2 (3)
Here we have rescaled the Hamiltonian by the transverse field setting Γ = 1 and expressed the
frequencies in terms of the ratio λ = J/Γ.
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The diagonalization procedure occurs in three steps. The first step is a simplification via
Jordan-Wigner transform to the fermionic representation. In terms of the fermionic annihilation
operators defined in Eq 4, the Hamiltonian takes the form in Eq 5
cj =
(∏
k<j
Zk
)
Xj + iYj
2
(4)
HXY =
n∑
j=1
λ
2
[ (
c†jcj+1 + c
†
j+1cj
)
+ γ
(
cjcj+1 + c
†
j+1c
†
j
) ]
+ c†jcj (5)
The second step is to perform discrete Fourier transform trading the position space fermions cj
for momentum space fermions c˜p. The Fourier transform is manifestly unitary and thus defines
a matrix UFT acting on the the cj as shown in Eq 6.
U †FT cj UFT = c˜p where c˜p =
1√
n
n∑
j=1
e2piipjcj (6)
p ≡ k
n
k = (+1,−1,+2,−2, . . . , n− 1,−n+ 1, n, 0)
The final step is a Bogoliubov transformation that trades the momentum space fermions c˜p for
the energy eigenstates ηp. In these simplest integrable models, the energy eigenstates are simply
entangled pairs of left/right-moving modes. The unitary matrix implementing the Bogoliubov
transformation can thus be expressed as a tensor product of two-qubit gates Bp as shown in
Eq 7. Note that the gate Bp shown in Eq 8 (dis)entangles pairs of opposite-momentum modes
and is defined with respect to the absolute value |p|. An explicit construction for Bp in terms
of standard gates is given in Appendix B.
U †Bog c˜p UBog = ηp where UBog =
⊗
(p,−p)
Bp (7)
Bp =

cos θp
2
0 0 i sin θp
2
0 1 0 0
0 0 1 0
i sin θp
2
0 0 cos θp
2
 θp(λ, γ) = cos−1
(−1 + λ cos 2pip
wp(λ, γ)
)
(8)
Thus the composition of the Fourier transform with the Bogoliubov transformation defines
a unitary matrix UDis, which can be used to move states between the position and energy
eigenbases as shown in Eq 9.
H˜XY = U
†
DisHXYUDis where UDis = UFTUBog (9)
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III. A QUANTUM XY CIRCUIT
The construction of an explicit circuit for diagonalizing the XY Hamiltonian in terms of
two-body local gates was given in [46], and later developed in [47, 48]. Their circuit follows the
prescription of the analytic diagonalization procedure, with a Fourier transform into momentum
space followed by a Bogoliubov transformation that (dis)entangles left/right-moving modes.
The abstracted circuit structure is shown in Fig 1. Here we assume that the Fourier transform
gate FT is defined modulo products of two-body SWAP operations, which correspond to a
reordering of the momentum modes |p〉 in the space of qubits. An explicit construction of
FT in terms of two-body local gates is given in Appendix B. Here we emphasize that the
simplicity of this circuit relies on the fact that transforming from the momentum to energy
eigenbasis involves a simple SU(2) rotation between momentum modes of opposite sign, which
is implemented by the Bogoliubov transformation. These Bogoliubov transformations can thus
be interpreted as the simplest non-trivial example of a momentum-space scattering matrix. In
principle more complex theories could be simulated by replacing the Bp gates with a sequence of
gates that implement scattering effects between momentum modes of different magnitudes. For
example, any integrable model that can be analytically solved using the Bethe ansatz should
also have a representation in terms of two-body local gates.
: :
: :
|p = ±1/n〉
UDis
|p = ±2/n〉
|p = ±1∓ 1/n〉
|p = 1, 0〉
= : :
: :
B1/n
FT
B2/n
B1−1/n
B0
|Ei〉 ←− |pi〉 ←− |xi〉
FIG. 1. A quantum circuit that sequentially transforms position eigenstates |xi〉 to momentum eigen-
states |pi〉 to energy eigenstates |Ei〉. A Fourier transform FT followed by SWAP operations can be
used arrange modes with ±p into nearest-neighbor pairs. Two-qubit Bogoliubov transformations are
then used to (dis)entangle the left/right moving modes.
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The unitary disentangling operation illustrated in Fig 1 can be used to transform energy eigen-
states represented on a trivial product state into a highly entangled sum of position space
modes, and vice-versa via |xi〉 = UDis |Ei〉. The time evolution of energy eigenstates under the
diagonalized Hamiltonian can be simulated by applying single-qubit unitary rotations as shown
in Fig 2.
: :
: :
U(t) = : :
: :
e−
i
2
w1/nt
e−
i
2
w−1/nt
e−
i
2
w1t
e−
i
2
w0t
|Ei(t)〉 ←− |Ei(0)〉
FIG. 2. A quantum circuit for implementing the time-evolution of energy eigenstates. Since the energy
eigenstates in the XY model behave as non-interacting particles, the unitary time-evolution operator
can be represented as a product of single-qubit phase rotations.
As a simple demonstration we can start with the trivial product state representing a definite
position, then transform it to the energy basis and apply the time evolution operator for some
time t, then transform back to position space. This is equivalent to the sequence of operations
in Eq 10. In Fig 4 (top) we show the time evolution of the expectation value 〈Zi〉 in the critical
Ising chain for initial states corresponding to various eigenstates of Zi.
|xi(t)〉 = UDis e− i2 H˜XY ∆t U †Dis |xi(0)〉 (10)
The simplicity of the XY model allows for great control in manipulating its degrees of freedom.
This allows us to define coarse graining procedures that are analogous to those familiar from
quantum field theory. For example position-space renormalization with a hard momentum
cutoff can be performed in the obvious way by taking a partial trace over momentum modes
greater than some ultraviolet cutoff Λ. In order to keep the construction restricted to two-body
local gates, the high and low momentum modes should be physically separated using a product
of two-local SWAP operations following the Fourier transform as shown in Fig 4. An inverse
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FIG. 3. The spacetime evolution of the expectation value 〈Zi〉, starting with single-particle initial
states of definite position. The top row shows the evolution of position states for a fine-grained
simulation on n = 8 qubits. The bottom row shows the evolution for a coarse-grained effective theory
on n = 4 qubits, obtained by taking a partial trace over high-momentum modes.
Fourier transform on the first p qubits completes the transformation to the position-space state
of a coarse grained theory on the first p qubits. An explicit construction of the SWAP operations
that perform this reordering is given in Appendix B. The time evolution of position eigenstates
in the coarse-grained effective theory is shown in Fig 3 (bottom). The coarse grained density
matrix ρIR is thus related to the fine-grained density matrix ρUV via Eq 11. Given two pure
state density matrices ρA and ρB, the invariance of the inner product of states Tr(ρAρB) under
this procedure guarantees that it describes an isometric transformation.
ρIR = Trp>Λ
(
URG ρUV U
†
RG
)
(11)
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: :
: :
|p < Λ〉
URG = : :: :
FT†
SWAP FT
|p > Λ〉
|xi〉RG ←− |pi〉 ←− |xi〉
FIG. 4. A unitary gate that localizes the high-momentum modes in position-space. The SWAP
operation which rearranges momentum eigenstates is needed only to keep the construction restricted
to two-body local gates. In practice one may just keep track of the high momentum modes and
perform non-local operations over them.
IV. ENTANGLING THERMAL STATES
In this section we construct a circuit for transforming a representation of the ground state
into the thermo-field double (TFD) [3]. The TFD state is a highly entangled pure state that
is bifurcated into two subsystems L and R in such a way that it appears exactly thermal to
observers with access to L (R) but not R (L). It can thus be defined as the purification of
the thermal state and expressed in the energy eigenbasis as in Eq 12. By definition the partial
trace of the TFD state over L (R) gives the mixed thermal state on R (L), as in Eq 13
|TFD〉 ≡
2n−1∑
i=1
√
e−βEi
Z
|Ei〉L |Ei〉R β ≡
1
T
(12)
TrR (|TFD〉 〈TFD|) =
2n−1∑
i=1
e−βEi
Z
|Ei〉L〈Ei| (13)
In d = 1 + 1 conformal field theories (CFT’s), the TFD state is related to the ground state by
a local conformal map called a Weyl rescaling. The map takes the ground state defined on the
punctured real line R/{0} with coordinate z, to an entangled state on R × R with coordinate
w as defined in Eq 14. Thus an exponentially spaced discretization of the positive real axis on
z is mapped to a regular discretization of the real axis on w. This procedure is illustrated in
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Fig 5 which was taken from the original source [31].
z → w = (β/pi) log z (14)
FIG. 5. Left: The Euclidean path integral on the upper half plane (blue) prepares the ground state
on an infinite line (red/green). A Weyl rescaling maps the upper half plane to an infinite strip with
a width determined by the inverse temperature β. Right: The Euclidean path integral on this strip
prepares two copies the thermal state on the infinite line.
The TFD at inverse temperature β can be prepared by first performing a unitary transfor-
mation U∆(β) from the ground state to the “Laplacian state”, which we call |∆〉. This state
is simply the Laplace transform of the energy eigenstates, and can be expressed as a product
state involving creation operators acting on the vacuum as shown in Eq 16
|∆〉 ≡
2n∑
i=1
√
e−βEi
Z
|Ei〉 (15)
=
1∏
p=1/n
e−
βwp
2 I + e+
βwp
2 c˜†p√
e−βwp + e+βwp
|E0〉 (16)
The unitary operator that creates the |∆(β)〉 state can thus be expressed as a tensor product of
two-qubit gates L(β, wp) as defined in Eq 18. Note that in the limit where wp → 0, the L(β, wp)
gate reduces to the Hadamard gate. The circuit representation of the unitary transformation
that creates the Laplacian state is shown in Fig 6. Starting from the ground state |E0〉, the
TFD state can be prepared simply by applying the Laplace transform U∆(β) on half the qubits
followed by a sequence of CNOT gates as shown in Fig 7.
L(β, wp) =
1√
e−βwp + e+βwp
(
e−
βwp
2 X + e+
βwp
2 Z
)
(17)
U∆(β) =
1⊗
p=1/n
L(β, wp) (18)
9
: :
: :
U∆(β) = : :
: :
L(β,w1/n)
L(β,w−1/n)
L(β,w1)
L(β,w0)
|∆〉 ←− |E0〉
FIG. 6. Quantum circuit for preparing the Laplacian state. The Laplacian state is a product state
and can hence be transformed from the ground state by a product of single-qubit L(β,wp) rotations.
: :
: :
: :
: :
|ψ〉L
UTFD(β)
|ψ〉R
=
. . .
. . .
. . .
: :
: :. . .
. . .
. . .
. . .
: :
: :. . .
U∆(β)
|TFD〉 ←− |∆〉L |E0〉R ←− |E0〉L |E0〉R
FIG. 7. Quantum circuit for preparing the thermo-field double state. The circuit splits into two parts.
The first takes the ground state to a product of the Laplacian and ground states. The second uses a
sequence of CNOT gates to complete the transformation.
In order to examine the scaling properties we compute the entanglement entropy of the
TFD state. The entanglement entropy S(A) of a subregion of space A, quantifies the amount
by which the degrees of freedom in A are correlated with degrees of freedom not contained in
A. It is defined in terms of the reduced density matrix ρA, which is the partial trace of the full
density matrix ρ over the complement Ac as in Eq 19. The degree of entanglement is measured
by the degree to which the pure state density matrix ρ becomes a mixed state ρA under the
partial trace.
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S(A) = −Tr (ρA log ρA) ρA = TrAc ρ (19)
For the quantum XY chain with periodic boundary conditions, the entanglement entropy S(`)
corresponding to a subregion of length ` scales logarithmically at the quantum critical point
corresponding to λ = 1. The analyical formula for S(`) is given in Eq 20 in terms of the central
charge c = 1/2. Away from the critical point S(`) scales roughly as a constant depending on
the correlation length ξ, as shown in Eq 20
Sλ=1(`) =
c
3
log2
(
L
pi
sin
`pi
L
)
+ c1 Sλ 6=1(`) ∼ c
3
log2 ξ (20)
In Fig 8 we plot the entanglement entropy for the ground state and the thermo-field double
at inverse temperature β = 1, for various values of the transverse coupling λ. At the critical
value λ = 1, we can see the characteristic logarithmic scaling of S(`) in the ground state.
Correspondingly we see that the logarithmic behavior is traded for a linear scaling in the
thermofield-double, thus implying a local rescaling by an exponential factor. Fig 9 shows a
plot of the entanglement entropy for the thermofield-double state as a function of the inverse
temperature β = T−1.
FIG. 8. Entanglement entropy S(`) in the ground state versus the thermo-field double. At the
quantum critical point λ = 1, the logarithmic scaling of S(`) in the vacuum is mapped to a linear
scaling in the thermo-field double state.
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FIG. 9. Entanglement entropy of the thermofield-double state as a function of the inverse temperature
β = T−1, for various values of the transverse coupling λ.
V. SUMMARY
In this note we have explored algorithms for simulating simple integrable lattice models us-
ing an exact representation of the time evolution operator, without the need for a Trotterized
approximation. We show that the complete control over the degrees of freedom afforded by
these models allows one to perform a coarse-graining procedure that integrates over microscopic
degrees of freedom, by taking a partial trace over momentum modes that lie above some ul-
traviolet cutoff Λ. We then described an algorithm for transforming the ground state of these
theories to the highly entangled thermo-field double state, and verify that this is equivalent to a
logarithmic re-scaling of position space coordinates. These methods could be made applicable
to any system whose Hamiltonian is diagonalizable via two-local operations, by replacing the
Bogoliubov transformations with a more complicated momentum-dependent scattering matrix.
Although the relationship between the analogous procedures on the MERA network are un-
clear to this author presently, these circuits represent unitary operations for performing the
analogous transformations. The simplest versions of these algorithms can be readily simulated
on the noisy quantum computers available for public use today, which are capable of reliably
entangling O(few) qubits.
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Appendix A: Parameterization of Clifford Rotations
Here we review a general construction for unitary gates that correspond to Clifford opera-
tions. The Clifford algebra can be represented on the space of n qubits by a set of 2n matrices
which are 2n × 2n dimensional, known as the γ(n)-matrices. On the space of 2 qubits, the four
γ(2)-matrices have dimension 4× 4 and are analogous to the Dirac matrices familiar to particle
physicists. The defining property of the γ-matrices is the anti-commutation relation in Eq A1.
Additionally the commutator of the γ-matrices in Eq A2 furnishes the spinorial representation
of the generators for the Lie group SO(2n).{
γ
(n)
i , γ
(n)
j
}
= δij (A1)
Σ
(n)
ij = −
i
4
[
γ
(n)
i , γ
(n)
j
]
(A2)
An explicit form of the γ-matrices can be constructed iteratively. In this note we use a conven-
tion in which the 2-qubit γ-matrices take the form in Eq A3 (left). Higher qubit representations
can then be constructed through the given iterative procedure in Eq A3 (right).
γ
(2)
i =

I ⊗X
I ⊗ Y
X ⊗ Z
Y ⊗ Z
 γ(n)i =
 I ⊗ I ⊗ γ(n−2)
γ(n−2) ⊗ Z ⊗ Z
 (A3)
From these γ-matrices we can construct a representation of the spinor states by defining a
set of raising and lowering operators c
(n) †
j and c
(n)
j as in Eq A4. These operators obey the
usual fermionic anticommutation relations shown in Eq A5, where we have suppressed the
dimensional index
cj =
1
2
(γ2j−1 + iγ2j) (A4)
{
c†i , cj
}
= δij
{
c†i , c
†
j
}
= {ci, cj} = 0 (A5)
States in the spinorial representation of SO(2n) can be conveniently represented as a binary
string |s1 s2 ... sn〉 where si ∈ (+,−). The ground state spinor |−〉⊗n is defined as the state
which is annihilated by all of the lowering operators ci |−〉⊗n = 0 for all i. The 2n dimensional
spinor representation can then be constructed by acting on the ground state |−〉⊗n in all possible
ways with the c†i at most once each. For example on n = 5 qubits
c†4c
†
3c
†
1 |− − −−−〉 = |+−+ +−〉
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The orbit of SO(2n) on the 2n dimensional Hilbert space of n qubits can be traversed by
successive products of SO(4) rotations entangling two qubits. These SO(4) rotations can be
further decomposed via the isomorphism SO(4) = SU(2)+×SU(2)−. In terms of the spinorial
generators of SO(4) given in Eq A2, the SU(2)+ × SU(2)− generators are defined as in Eq A6
and their representations in terms of the Pauli matrices is given in Eq A7.
Σ±α = Σ
(2)
α4 ±
1
2
αβγ4Σ
(2)
βγ α = 1, 2, 3 (A6)
Σ±X,Y,Z =
1
2

−X ⊗X ± Y ⊗ Y
Y ⊗X ±X ⊗ Y
Z ⊗ I ± I ⊗ Z
 (A7)
All of the circuits used in this paper can be parameterized by the unitary SU(2)± rotations in
A8 about their X, Y , and Z axes. The generators of SU(2)+ correspond to operations that flip
two spins and are equivalent to the fermionic operators c†ic
†
j and cicj which change the total
fermion number by 2. The generators of SU(2)− correspond to operations that preserve the
fermion number and are equivalent to c†icj and cic
†
j.
U±X,Y,Z(θ) = e
− i
2
θΣ±X,Y,Z (A8)
Here we show the textbook implementation [1] of these SU(2)± rotations in terms of the
standard H, S and CNOT gates. Although more efficient constructions using fewer CNOTs
are also known, the textbook implementation is shown for its pedagogical transparency.
U±X (θ) =
S H H S† H H
S H e∓
i
4
θZ H S† H e+
i
4
θZ H
U±Y (θ) =
H H S H H S†
S H e∓
i
4
θZ H S† H e−
i
4
θZ H
FIG. 10. The textbook implementation of SU(2)± rotations in terms of CNOT gates. These circuits
all work by implementing an entangling e−
i
2
θZ⊗Z rotation, followed by an appropriate conjugation by
Hadamard and S gates.
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U±Z (θ) =
e−
i
4
θZ
e∓
i
4
θZ
FIG. 11. An SU(2)± rotation about the Z direction can be performed simply by applying single qubit
phase rotations.
Appendix B: Explicit Circuit Constructions
In terms of the SU(2)+× SU(2)− rotations described in the previous section, the two-qubit
Bogoliubov gates are simply given by an SU(2)+ rotation about the X direction by the angle
θp as defined in Eq 8.
Bp = U+X (θp)
FIG. 12. A circuit representation of the two-qubit Bogoliubov transformation. It is equivalent to an
SU(2)+ rotation about the X direction by the Bogoliubov angle θp
Next we describe the procedure for implementing the Fourier transform in terms of two-qubit
local gates. Although more efficient implementations of the fermionic Fourier transform are
known [48], here we describe the original construction given in [46] due to its pedagogical
amenability. The Fourier transform on fermions can be performed by iteratively applying a
sequence of two-body local gates Fp combined with two-body SWAP operations. On four
qubits this iterative process may be represented as
c˜p =
1
4
4∑
j=1
e2piipjcj (B1)
= c1 + e
2pii(2p)c3 + e
2pii(2p)
(
c2 + e
2pii(2p)c4
)
(B2)
The two-body Fourier gate which implements one step of this operation can be written in terms
of a phase rotation on one qubit R(θ) followed by an SU(2)− rotation about the Y direction
by pi/4 as shown in Fig 13.
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R(θ) = e+
i
2
θ UZ+ (θ) U
Z− (θ)
Fp = U
−
Y
(
pi
2
)
R(2pip+ pi)
FIG. 13. A Fourier transform on n qubits can be performed by iterative applications of the two-body
Fourier gate Fp, which implements a relative phase rotation between two qubits.
The constraint of two-body locality in this note relies heavily on SWAP operations that
exchange the physical location of various fermionic modes. The two qubit SWAP gate can be
expressed in terms of an SU(2)− rotation about the Y direction, followed by a phase rotation
by pi to account for the fermionic statistics. Using the two-body SWAP gate, momentum modes
can be arbitrarily arranged in the physical space of qubits as shown in Fig 14
|p2〉 ×
|p1〉
= U−Y (pi) R(pi)
|p1〉
|p2〉
|±p2〉
××
|±p1〉
=
× |±p1〉
× ×
× |±p2〉
FIG. 14. A fermionic SWAP operation that exchanges the physical location of encoded states between
two qubits. Higher qubit SWAP gates can be constructed from the two-qubit SWAP.
In Fig 15 we show a circuit that implements the Fourier transform on n = 8 qubits used in
these simulations. The output of this transform localizes pairs of momentum with opposite
sign grouping together even (odd) modes on the upper (lower) half of the qubits. In order to
implement the partial trace over high momentum modes in a local fashion, the sequence of
SWAP gates shown in Fig 16 can be used to localize the high momentum modes on the lower
half of the qubits.
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|p = 0, 1〉
FT
|p = ±2/4〉
|p = ±1/4〉
|p = ±3/4〉
=
F0 F0 F0
|p〉
× × × × ×
F0 F2
××
F1
××
F0 F0 F2
× × × × ×
F0 F2 F3
FIG. 15. A circuit representation of the fermionic Fourier transform on a system of n = 8 qubits.
The circuit proceeds by performing relative phase rotations on pairs of qubits, facilitated by SWAP
operations that exchange the pairs to be rotated.
|p < 2/4〉
SWAP
|p > 2/4〉
=
|p = 0, 1〉
×
××
|p = ±2/4〉
|p = ±1/4〉
|p = ±3/4〉
FIG. 16. A sequence of SWAP operations that localize high and low momentum modes onto neigh-
boring qubits. Given any arrangement of momentum space modes output by a Fourier transform, a
sequence of SWAP gates exists to localize the modes of interest.
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