Abstract Kendall's tau (τ ) has been widely used as a distribution-free measure of cross-correlation between two variables. It has been previously shown that persistence in the two involved variables results in the inflation of the variance of τ . In this paper, the full null distribution of Kendall's τ for persistent data with multivariate Gaussian dependence is derived, and an approximation to the full distribution is proposed. The effect of the deviation from the multivariate Gaussian dependence model on the distribution of τ is also investigated. As a demonstration, the temporal consistency and field significance of the cross-correlation between the North Hemisphere (NH) temperature time series in the period 1850-1995 and a set of 784 NH tree-ring width (TRW) proxies in addition to 105 NH tree-ring maximum latewood density (MXD) proxies are studied. When persistence is ignored, the original Mann-Kendall test gives temporally inconsistent results between the early half and the late half of the record. These temporal inconsistencies are largely eliminated when persistence is accounted for, indicating the spuriousness of a large portion of the identified cross-correlations. Furthermore, the use of the modified test in combination with a field significance test that is robust to spatial correlation indicates the absence of field significant cross-correlation in both halves of the record. These results have serious implications for the use of tree-ring data as temperature proxies, and emphasize the importance of utilizing the correct distribution of Kendall's τ in order to avoid the overestimation of the significance of cross-correlation between data that exhibit significant persistence.
INTRODUCTION
Recently, there has been an interest to investigate relationships between variables related to various natural phenomena, such as climatic teleconnections (e.g. Chiew et al. 1998 , Ghanbari and Bravo 2008 , Panarello and Dapeña, 2009 , Soukup et al. 2009 ). Many natural data are characterized by skewed distributions, in which case distribution-free statistics, such as Kendall's tau (τ ) or Spearman's rho, are preferred as a means to assess the significance of the cross-correlation between such variables. However, in testing the significance of cross-correlation, the important assumption of independent observations from each of the studied variables is often overlooked. The assumption of independence of the observations is violated by most natural data, which often exhibit various degrees of persistence, i.e. observations are positively autocorrelated over various ranges of time lags. The existence of autocorrelation affects the distribution of the test statistic, which results in erroneous results if such effect is not taken into consideration. Previous studies have investigated the effect of autocorrelation on the variance of Kendall's τ (Hamed 2009b ) as well as the distribution of the MannKendall trend test statistic (Hamed 2008 (Hamed , 2009a , which is a special case of Kendall's τ . This paper derives the full distribution of Kendall's τ under the null hypothesis that the two parents are independent, but when each is autocorrelated with a multivariate Gaussian (MVG) dependence model. An approximation to the full distribution is also suggested to reduce the computational effort.
Although classical time series modelling assumes that normal transformation of the data is sufficient to proceed with an MVG time series model (e.g. Salas et al. 1980) , it has been recently shown that many natural data do not follow the MVG dependence model, regardless of normal transformation, which only affects their marginal distributions (e.g. Grimaldi and Serinaldi 2006) . The effect of deviation from the MVG dependence model on the distribution of τ is also investigated in this paper. A case study illustrating the importance of considering the correct distribution of τ and the potential problems arising from ignoring the effects of persistence and spatial correlation is also presented.
BACKGROUND
Kendall's τ (Kendall 1955 ) is a measure of concordance between two observed variables. The statistic τ is defined as the difference between the probabilities of concordance and discordance between the two variables (Kendall and Gibbons 1990, Sec. 9 .3 and 9.14): τ = P(y i < y j |x i < x j ) − P(y i > y j |x i < x j ) = 2P(y i > y j |x i < x j ) − 1 = 2π 1 − 1
(1) According to the definition in equation (1) above, τ is a population property. When X and Y are bivariate normal with correlation coefficient ρ, it is straight forward (Kendall and Gibbons, 1990) to show that:
For a sample of n observations (x 1 , y 1 ), (x 2 , y 2 ), . . ., (x n , y n ), an estimate t of τ can be calculated as:
The statistic S in equation (3) is given by:
where (5) and R i and R j are the ranks of observations x i and x j , and b ij is defined similarly for y i and y j .
Under the null hypothesis that the two series X and Y are independent, and assuming that observations in each time series are independent, the mean and variance of S are given by (Kendall 1955 )
Accordingly, the mean and variance of t are given by: Kendall (1955) shows that the distribution of S, and accordingly that of t, tends to normality as the number of observations becomes large, and that for n > 10 the normal curve gives a satisfactory approximation of the distributions of S and t. Kendall (1955) also derives the full distribution of S (or equivalently t) based on the fact that all paired rankings of X and Y are equally probable under the same assumption of independence. Kendall's τ has been classically used to test the significance of cross-correlation between two variables when their distributions significantly deviate from the normal distribution. In that case, a significance test based on the distribution-free τ , which is a function of the ranks of the variates rather than their actual values, offers more power than other parametric tests such as the Pearson product-moment correlation coefficient ). Kendall's τ has also been used to test the significance of trends in univariate data by comparing the values of X with their time order. In that case, the test is known as the Mann-Kendall trend test (Mann 1945) . The effect of persistence on the Mann-Kendall trend test statistic has been addressed by Hamed (2008) . The effect of autocorrelation on the variance of S depends on the sign of the autocorrelations, where positive autocorrelation tends to inflate the variance, while negative autocorrelation tends to reduce it. The effect of autocorrelation on the distribution is consistent with its effect on the variance, where positive autocorrelation results in heavier tails of the distribution, and vice versa (Hamed 2009a) .
DISTRIBUTION OF KENDALL'S τ FOR PERSISTENT DATA WITH GAUSSIAN DEPENDENCE
When the data follow the multivariate Gaussian dependence model, the derivation of the mean and variance of t, as well as its full distribution, can be facilitated by substituting the ranks of the observations with a corresponding set of normal variates (Hamed 2009a ). This substitution would not change the distribution of τ , as the ranks remain unchanged, but it greatly facilitates calculations.
The mean and variance of Kendall's τ with autocorrelated parents have been derived by Hamed (2009b) as:
where
and ρ pq for different suffixes p and q are the correlation between the normal variates corresponding to the variable X , while r Y (i, j, k, l) is defined similarly for the variable Y . It should be noted that the calculation of Kendall's τ allows for ties to exist in the data, as can be seen from equation (5) above, in which case the variance has to be modified to account for ties (Kendall 1955) . However, the effect of ties is not easy to incorporate in the case of persistent data, and it will not be taken into account here. The variance in equation (11) applies to continuous hydrologic data, in which case the probability of ties existing in the data is theoretically equal to zero. However, rounding off of measurements due to instrument resolution may in some cases result in apparent ties, in which case the calculation of the variance may not be accurate. A discussion on the effect of ties on the variance of Kendall's τ in the special case of trend testing can be found in Hamed (2008) . Hamed (2009b) gives tables for the variance inflation factor for positively correlated first-order autoregressive (AR(1)) and fractional Gaussian noise (FGN) data as examples of the effect of short-and long-term persistence, respectively. It should also be noted that the independence of the observations of only one of the two series is sufficient to eliminate the effect of autocorrelation on the variance of Kendall's τ .
The basic idea in deriving the full distribution of S is to evaluate the probabilities of all possible rankings of the n involved observations (Kendall and Gibbons 1990, Sec. 5.2) . The total number of such rankings for a sample of size n of the variable X is the factorial of n. The same is true for the other variable Y , and the total number of possible joint rankings is thus (n!) 2 . Each of these joint rankings results in a different value of S depending on the ordering of the data. If the data are independent, all of these rankings are equally probable. The frequency distribution of S can thus be calculated as the number of times each value of S is repeated, divided by the total number of rankings. The distribution of S up to n = 10 for independent data is tabulated by Kendall and Gibbons (1990) .
Following the same procedure of Hamed (2009a) for the Mann-Kendall trend test statistic, the full distribution of Kendall's τ can be calculated to a reasonable accuracy for small values of n. Methods and software for calculating the needed multivariate normal probabilities using stochastic integration Bretz 1999, 2002 ) for values of n up to 100 can be found at the following internet site: http://www.math.wsu.edu/faculty/genz/homepage.
For illustration, Table 1 gives the distribution of the statistic S when the corresponding normal variables are first-order autocorrelated (AR(1)) for different combinations of the first-order autocorrelation coefficients ρ X and ρ Y , and for sample sizes up to n = 8. Figure 1 shows the distribution of τ for the case of n = 8. It is clear that as the values of autocorrelation increase, the distribution tails become heavier with a corresponding flattening of the peak, resulting in inflating the variance, as discussed earlier.
The distribution can be calculated for any other autocorrelation structure (e.g. scaling, also known as the Hurst effect, which can be modelled for example as fractional Gaussian noise (FGN), see Koutsoyiannis 2003) by substituting the values of the autocorrelation function into equation (13).
Although calculating the full distribution for larger sample sizes is possible in principle, it is not practical due to the high computational requirements. Kendall (1955) gives a proof of the asymptotic normality of the distribution of τ based on the fact of symmetry of the distribution and an analysis of the number of terms involved in the evaluation of the even moments of the distribution. The same arguments hold for the case of persistent data in principle, since the number of involved terms does not change. However, the existence of autocorrelation results in slower convergence to the normal distribution. For example, Fig. 2 shows the change of the kurtosis coefficient of the distribution of S as a function of the sample size and the autocorrelation coefficients for two AR(1) series. It can be seen that the kurtosis coefficient approaches that of the normal distribution (kurtosis coefficient = 3) as the number of observations increases, but it becomes very slow when autocorrelation is high. As a result, the normal distribution may not give a good approximation unless the sample size n is sufficiently large. As an alternative for intermediate sample sizes, a more flexible alternative is suggested. Since the distribution of τ is bounded between −1 and +1, a symmetric discretized beta distribution (after proper shifting and scaling, adding 1 and dividing by 2) is suggested. Due to symmetry, the two parameters of the beta distribution will be equal, requiring the estimation of only one parameter. The required parameter, say a, can be estimated using a scaled version (divided by 4) of the variance of t calculated from equation (11) to give:
The discretized probability mass function of t can thus be calculated as: (15) where
The integral in equation (15) involves the calculation of the incomplete beta function, which is available in many statistical software packages. Because of the slight difference between the variances of the continuous and discretized versions of the beta distribution, the resulting discretized beta distribution will not have exactly the required variance. However, a few iterations (usually less than three) by adjusting the variance used in equation (14) will result in a distribution with the required variance. The cumulative distribution function can accordingly be calculated as:
and N = n(n -1)/2 + 1, as before. An advantage of using the beta distribution is that in addition to the variance, the kurtosis is also a function of the distribution parameter a, offering more flexibility to approximate the actual distribution of t. Figure 3 shows a comparison between the approximations of the probability mass function of S using the normal and discretized beta distributions in relation to the exact distribution for a sample size of n = 8. It is clear that the discretized beta distribution offers a better approximation to the exact distribution for this small sample size as the effect of autocorrelation increases. As the number of observations increases, the differences between the normal and discretized beta approximations diminish, but the discretized beta distribution remains closer to the exact distribution. This is shown in Fig. 4 for a sample size of n = 25, where the distribution of t is simulated using 10 6 replicas of two independent AR(1) series. Similar results have also been obtained for simple scaling stochastic processes (e.g. FGN) with different scaling (Hurst) parameters.
NON-GAUSSIAN DEPENDENCE: MULTIVARIATE COPULAS
The derivation of the distribution of τ in the previous section assumes an MVG dependence structure for each of the two involved variables. However, as noted by one reviewer, the use of the corresponding normal variates does not guarantee an MVG dependence structure. In fact, although it changes the marginal distributions into Gaussian ones, the normal transformation cannot change the temporal dependence structure of the ranks, a fact that has been overlooked in previous studies (e.g. Hamed 2009a). It has been recently shown that many natural data do not follow the MVG temporal dependence model (e.g. Grimaldi and Serinaldi 2006 , Salvadori et al. 2007 , Schölzel and Friederichs 2008 . It is therefore important to investigate the effect of deviation from the MVG dependence model on the distribution of τ .
The procedure for calculating the variance of Kendall's τ (e.g. Hamed 2009b) involves first calculating the cross-product autocorrelation function ρ R ij between the ranks of the observations, which corresponds in this case to Spearman's rho, then converting the autocorrelations to Normal autocorrelations using the relationship (Kendall 1955, Sec. 9.15) :
However, as noted by the reviewer, this relationship holds only for MVG dependence. To investigate the extent of the effect of deviation from the MVG model on the distribution of τ , Monte Carlo simulation was used. For this investigation, three non-Gaussian copulas of the Archimedean family are considered. These are the Clayton copula, the Frank copula, and the Gumbel copula (Grimaldi and Serinaldi 2006, Schölzel and Friederichs 2008) . The Archimedean family allows for a wide variety of dependence structures ranging from lower tail dependence (Clayton), through no tail dependence (Frank), to upper tail dependence (Gumbel), and seems to be well applicable to many problems in geosciences (Genest and Favre 2007, Schölzel and Friederichs 2008) . First-order Markov chains from each of the three copulas with sample sizes of 50 and 100 observations were generated. Figure 5 shows the ratio of the variance of τ calculated from 100 000 replicas of the data to the variance calculated assuming MVG dependence with the same value of first-order autocorrelation coefficient between the ranks (Spearman's rho). It can be seen in Fig. 5 that the variance may be overestimated or underestimated depending on the type of copula and the value of the first-order autocorrelation coefficient. For this range of sample sizes, the relative error ranges from −10% to +16%, with the Gumbel copula being the least affected (-1% to +4%). Although the relative error is not small for the Clayton copula, one should consider that as the sample size and autocorrelation coefficient increase, the variance inflation due to autocorrelation also increases rapidly (Hamed 2009b) . For example, when n =100 and ρ = 0.8, the variance inflation factor is 4.2 for the MVG case (4.8 for the Clayton case). Compared to this 420% variance inflation, the overall contribution of the +16% error in calculating the inflated variance, for example, becomes relatively small (around 3.8% only). This suggests that the assumption of MVG dependence may, in general, provide a reasonable approximation of the true variance of τ . Fig. 3 Comparison of the exact probability mass function of S for sample size n = 8 with approximations using the normal and discretized beta distributions. 
Fig. 4
Comparison of simulated (10 6 samples) probability mass function of t for sample size n = 25 with approximations using the normal and discretized beta distributions.
To further investigate this issue, the overall effect of assuming MVG dependence for Archimedean copulas on the results of testing the significance of autocorrelation between two persistent variables based on Kendall's τ is assessed. The false rejection rate results of testing the independence of 100 000 sets of first-order Markov chain data from the three considered Archimedean copulas at the 5% significance level are summarized in Table 2 . It can be seen from Table 2 that, from a practical point of view, assuming MVG dependence as a working hypothesis results in a relatively very small error in the false rejection rates compared to the case of not making the correction at all.
Although the above analysis applies only to Archimedean copulas, the flexibility of the Archimedean family suggests that the effect of misspecification of the dependence structure is relatively small compared to the effect of dependence itself, especially if the deviation from multivariate Gaussianity is not large. Of course this does not eliminate the need for exploring other dependence structures, or attempting a more exact treatment by considering the statistical properties of copulas. However, such detailed analysis is beyond the scope of this paper.
CASE STUDY
To illustrate the importance of applying the correct distribution of Kendall's τ , we investigate the crosscorrelation between the global North Hemisphere (NH) temperature record and tree-ring width (TRW) as well as maximum latewood density (MXD) proxies, which were used in a study by Mann et al. (2008) to reconstruct the global temperature record. The data was obtained online from http://www. meteo.psu.edu/∼mann/supplements/MultiproxyMea ns07/data. This presentation aims at illustrating how conclusions based on statistical evidence alone may be inconsistent and/or misleading if the correct distribution of Kendall's τ is not taken into account.
The temporal consistency and field significance (i.e., the joint significance of individual test results) of cross-correlation between 784 TRW series as well as 105 MXD time series and the corresponding global NH temperature record in the period 1850-1995 is studied. For proxy data, the Doornik-Hansen test of multivariate normality (Doornik and Hansen 1994, Trujillo-Ortiz et al. 2007a ) and the Royston test (Royston 1982 , Trujillo-Ortiz et al. 2007b were applied to the normalized proxy data (by inverse normal transformation of rank-based plotting positions). The results of both tests indicate that multivariate normality of the TRW series as well as the MXD series cannot be rejected at the 5% level for several time lags. For temperature data, the two multivariate normality tests give conflicting results. On the other hand, it has been noticed that the temperature data shows stronger upper tail dependence, and that a Gumbel copula may fit the lag-1 data pairs reasonably well, as shown in Fig. 6 . At any rate, Gumbel dependence, as discussed in the in the previous section, is the least affected by the misspecification of the dependence model, and therefore calculations based on MVG dependence can be expected to yield a satisfactory approximation.
Both the global temperature record and tree-ring data, among many other natural time series, have been shown to exhibit significant scaling in several studies in the literature (e.g. Koutsoyiannis and Montanari 2007, Hamed 2007 ). The scaling (or Hurst) parameter for temperature data was estimated at 0.91 using a maximum likelihood (ML) estimator developed by McLeod and Hipel (1978) . For TRW data, the values of the scaling parameter ranged from 0.40 to 0.99. In both cases, the scaling parameters were estimated from the ranks of normalized detrended data in order to avoid the effect of possibly deterministic trends on the estimated value of the scaling coefficient. Although the observed trends may well be stochastic, it is intended to show that the results of this analysis strongly hold even if the values of the scaling coefficient were slightly underestimated, since it can be argued that large values of the scaling coefficient are due to the existence of a real trend. With these values of the scaling coefficients, the corresponding autocorrelation between data values results in the inflation of the variance of τ by a factor of 2.0 on average. Table 3 gives the number of significant positive as well as negative series, each at the 5% significance level for the recent (1923-1995) and early (1850-1922) halves of the record, each being 73 years long. It should be noted that the significance level of any statistical test represents the proportion of the tested cases expected to be found significant only due to chance. Thus, for the detected cross-correlations to be field significant, the number of significant cross-correlations should be significantly larger than the expected number due to chance, which is commonly known as the counting approach (Wilks 2006) . The global null hypothesis is thus rejected if the probability of having obtained the observed number of locally significant series, or more, is no larger than a chosen global test level, which we choose to be equal to the local significance level of 5%. This probability, which we will call the field p value, can be readily calculated by noting that the number of significant cases is distributed as binomial with n = 784 and p = 0.05 (Wilks 2006) . Field p values for the studied series are shown in parentheses in Table 3 .
Considering the results for the late half of the record in Table 3 , it is clear that the number of tree-ring series that are negatively correlated with the late half of the NH temperature series is not field significant under both the original and modified tests. However, significant positive cross-correlation is found in 202 series under the original test, which drops to 103 when accounting for persistence, which is still highly field significant at the 5% field significance level, with a p value approaching zero.
The picture is, however, different for the early half of the data in Table 3 . Using the original test, negatively cross-correlated series seem to have much higher field significance (p value approaching zero) than positively cross-correlated ones (p value = 0.050, only marginally field significant). Given that this is the same group of series, such a result indicates temporal inconsistency of the cross-correlation. Going back to the detailed results, it turns out that, out 103 (0.000) 14 (1.000) of the 784 tested TRW series, 373 series (more than 47%) had changed from negative cross-correlation in the early half to positive cross-correlation in the recent half. Of these 373 series, 142 series were found significant by the original test in the late half. In other words, around 70% (142 out of 202) of the series declared significantly positively cross-correlated with the late half of the temperature series using the original test had negative cross-correlation with the early half, which is an obvious temporal inconsistency. Furthermore, out of these 142 series, 20 series changed from significant negative cross-correlation with the early half of the temperature record to significant positive cross-correlation with the late half when the original test is used, which is again an anomalous result.
In contrast, the modified test indicates no field significant positive or negative cross-correlation in the early half of the data, while it indicates field significant positive cross-correlation in 103 series (p value approaching zero) in the late half. Furthermore, the number of time series changing from significant negative to significant positive cross-correlations drops from 20 series to only 5 series, but we note that negative cross-correlation in the early half is not field significant at the 5% level in this case. Table 4 presents the results for 105 MXD time series. The MXD data have scaling coefficient values ranging from 0.46 to 0.84, which result in an average variance inflation of the test statistic of 1.35. We note in Table 4 the absence of temporal inconsistency between the early and late halves, which is consistent with the findings of many studies indicating that MXD series are more powerful proxies of temperature than TRW (e.g. Grudd 2008 ). However, we also note that positively cross-correlated series using the modified test in the late half (nine series) become field insignificant at the 5% significance level (p value = 0.08) after accounting for persistence in the data.
In the above analysis, no account was made for the effect of spatial correlation between the tested tree-ring series. Similar to the effect of positive autocorrelation, spatial correlation between tested series is known to result in a more liberal test, i.e. the null hypothesis of independence will tend to be rejected more frequently than it should be, falsely implying higher field significance (Douglas et al. 2000) . A number of methods have been suggested in the literature to take the effect of spatial correlation into account (e.g. Douglas et al. 2000, Yue and Wang 2002) . Most of these methods involve the estimation of the empirical distribution of a regional test statistic using Monte Carlo simulation of a similar size region with the same spatial correlation pattern or by re-sampling techniques. Wilks (2006) 
The FDR test, on the other hand, considers not only the smallest local p value, but all local p values by establishing a sliding scale for smallness of the local p values that depends on their placement among the full sorted collection of local p values (Wilks 2006) . Tables 5 and 6 give the field p values for TRW and MXD series, respectively, that are locally significantly positively or negatively cross-correlated with the NH temperature record, as given by the Walker test based on equation (20). According to the results in Table 5 , only the positive cross-correlation in the late half of the TRW series is field significant when the original test is used. On the other hand, no field significant cross-correlation is detected for TRW series in either half when the modified test is used. Similarly, in Table 6 , only the negative cross-correlation in the late half of MXD series is field significant under the original test. Again, no field significant crosscorrelation is detected for MXD series in either half when the modified test is used. Identical results for both TRW and MXD series were also obtained by applying the FDR test. These results indicate that spatial correlation is suspected for inflating the field significance results obtained by the counting approach.
Thus, by accounting for the effect of autocorrelation, the modified test removed the apparent inconsistency that field significant positive crosscorrelation prevailed in the late half of the TRW record, while significant negative cross-correlation prevailed in the early half. However, the detailed results of the tests on TRW and MXD series, as well as the results of the modified test after accounting for spatial correlation between the data, raise serious questions about the suitability of tree-ring time series as global temperature proxies, and whether the relationship between global temperature and tree-ring data is actually unique.
SUMMARY AND CONCLUSIONS
The full distribution of Kendall's τ in the case of persistent data has been derived and an approximation for moderate sample sizes has been suggested. It was shown that persistence causes the distribution of τ to have heavier tails thus increasing the chance of falsely rejecting the null hypothesis of independence in favour of cross-correlation. Using the modified distribution in significance testing eliminates that effect. Although the derived distribution is based on the assumption of multivariate Gaussian (MVG) dependence between the observations in each of the two involved variables, it was shown that the error resulting from the misspecification of the dependence model is relatively small for the case of the flexible Archimedean copula family. However, it is interesting to note that the variance of Kendall's τ depends on the type of the dependence structure of the data for the same autocorrelation values between the ranks, which does not fit with the classical "distribution-free" or "nonparametric" labels of rank-based tests. However, this aspect needs further detailed investigation. 0.312 0.999 A case study has been presented where the effects of persistence were illustrated and the merits of using the modified distribution were demonstrated. The significance of cross-correlation between NH temperature data and tree-ring proxies has been investigated under the modified distribution of Kendall's τ and considering field significance of the test results. It has been shown that most of the observed cross-correlations are probably not field significant. The application of the modified test using the correct distribution of Kendall's τ is therefore recommended in order to avoid erroneous and/or anomalous conclusions about the significance of cross-correlation between natural data that exhibit significant persistence.
