Abstract. Traditionally, a multiuser problem is a constrained optimization problem characterized by a set of users, an objective given by a sum of user-specific utility functions, and a collection of linear constraints that couple the user decisions. The users do not share the information about their utilities, but do communicate values of their decision variables. The multiuser problem is to maximize the sum of the users-specific utility functions subject to the coupling constraints, while abiding by the informational requirements of each user. In this paper, we focus on generalizations of convex multiuser optimization problems where the objective and constraints are not separable by user and instead consider instances where user decisions are coupled, both in the objective and through nonlinear coupling constraints. To solve this problem, we consider the application of gradient-based distributed algorithms on an approximation of the multiuser problem. Such an approximation is obtained through a Tikhonov regularization and is equipped with estimates of the difference between the optimal function values of the original problem and its regularized counterpart. In the algorithmic development, we consider constant steplength primal, primal-dual and dual schemes in which the iterate computations are distributed naturally across the users, i.e., each user updates its own decision only. The primal scheme, of relevance when user decisions are uncoupled, is presented along with per-iteration error bounds for regimes where communication failures across users may occur. When user decisions are coupled, we consider primal-dual and dual schemes. Convergence theory in the primal-dual space is provided in limited coordination settings, and allows for differing steplengths across users as well as across the primal and dual space. An alternative to primal-dual schemes can be found in dual schemes which are analyzed in regimes where primal solutions are obtained through a fixed number of gradient steps. Our results are supported by a case-study in which the proposed algorithms are applied to a multi-user problem arising in a congested traffic network.
1. Introduction. This paper deals with generic forms of multiuser problems arising often in network resource management, such as rate allocation in communication networks [7, 9, 13, 22, 23, 25] . A multiuser problem is a constrained optimization problem associated with a finite set of N users (or players). Each user i has a convex cost function f i (x i ) that depends only on its decision vector x i . The decision vectors x i , i = 1, . . . , N are typically subject to a finite system of linear inequalities a 
where X i is the set constraint on user i decision x i (often X i is a box constraint). In many applications, users are characterized by their payoff functions rather than cost functions, in which case the multiuser problem is a concave maximization problem. In multiuser optimization, the problem information is distributed. In particular, it is assumed that user i knows only its function f i and the constraint set X i , and user i can only modify its own decision x i . Further, it is assumed that every user i may observe the decisions x j of the other users. The goal in multiuser optimization is to solve problem (1.1) in compliance with the distributed information structure of the problem. Prior work [7, 9, 13, 22, 23, 25] has largely focused on multiuser problem (1.1). Both primal, primal-dual and dual schemes are discussed typically in a continuoustime setting (except for [13] where dual discrete-time schemes are investigated). Both dual and primal-dual discrete-time (approximate) schemes, combined with simple averaging, have been recently studied in [14] [15] [16] for a general convex constrained formulation. All of the aforementioned work establishes the convergence properties of therein proposed algorithms under the assumption that the users coordinate their steplengths, i.e., the steplength values are equal across all users.
This paper generalizes the standard multiuser optimization problem, defined in (1.1), in two distinct ways: (1) The user objectives are coupled by a congestion metric (as opposed to being separable). Specifically, the objective in (1.1) is replaced by a system cost given by N i=1 f i (x i ) + c(x 1 , . . . , x N ), with a convex coupling cost c(x 1 , . . . , x N ); and (2) The linear inequalities in (1.1) are absent and are replaced with general convex inequalities. In effect, the constraints are nonlinear and are not necessarily separable by user decisions.
To handle these generalizations of the multiuser problem, we propose approximating the problems with their regularized counterparts and then solving the regularized problems in a distributed fashion in compliance with the user specific information (user functions and decision variables). We provide an error estimate for the difference between the optimal function values of the original and the regularized problems. For solving the regularized problems, we consider distributed primal, primal-dual and dual approaches, including those requiring inexact solutions of Lagrangian subproblems. We investigate the convergence properties and provide error bounds for these algorithms using two different assumptions on the steplengths, namely that the steplengths are the same across all users and the steplengths differ across different users. We also investigate the error bounds resulting from a premature termination of decision updates by a set of users, which corresponds to the situations where a set of users is disconnected from the other users due to network link or node failure.
The work in this paper is closely related to the distributed algorithms in [5, 27] and the more recent work on shared-constraint games [29, 30] , where several classes of problems with the structures admitting decentralized computations are addressed. However, the algorithms in the aforementioned work hinge on equal steplengths for all users and exact solutions for their success. In most networked settings, these requirements fail to hold, thus complicating the application of these schemes. Furthermore, due to the computational complexity of obtaining exact solutions for large scale problems, one is often more interested in a good approximate solution (with a provable error bound) rather than an exact solution.
Related is also the literature on centralized projection-based methods for optimization (see for example books [3, 8, 21] ) and variational inequalities [8, [10] [11] [12] 20, 24] . Recently, efficient projection-based algorithms have been developed in [1, 2, 18, 26] for optimization, and in [17, 19] for variational inequalities. The algorithms therein are not well suited for distributed implementations, except for the algorithms proposed in [12, 17, 19] . In particular, the methods in [17, 19] can be implemented in a distributed setting to solve multiuser optimization problems provided that the Bregman function is chosen to be separable. Then, the algorithms would converge to an optimal solution provided that the steplengths are equal across all users. Furthermore, the algorithms would require O(1/ ) iterations to generate an -approximate solution.
In contrast, our approach would require O(ln(C/ )) to generate an -suboptimal solution of the regularized problem, which is shown to be within O(ν) error of the original problem for the regularization parameter value ν. Thus, for the case when the steplengths are the same across the users, our approach converges fast to a solution of the regularized problem, which is O(ν)-suboptimal for the original problem.
A final note is in order regarding certain terms that we use throughout the paper. The term "error analysis" pertains to the development of bounds on the difference between a given solution or function value and its optimal counterpart. The term "coordination" assumes relevance in distributed schemes where certain algorithmic parameters may need to satisfy a prescribed requirement across all users. Finally, its worth accentuating why our work assumes relevance in implementing distributed algorithms in practical settings. In large-scale networks, the success of standard distributed implementations is often contingent on a series of factors. For instance, convergence often requires that steplengths match across users, exact/inexact solutions are available in bounded time intervals and finally, users have access to recent updates by the other network participants. In practice, algorithms may not subscribe to these restrictions and we extend standard fixed-steplength gradient methods to allow for heterogeneous steplengths. Additionally, we develop error bounds to characterize solutions when either a subset of users terminate communication or when solutions are computed via fixed number of iterations (as when obtaining inexact primal solutions for dual methods).
The paper is organized as follows. In section 2, we describe the problem of interest, motivate it through an example and recap the related fixed-point problem. In section 3, we propose a regularized primal method, analyze its properties and provide error bounds in settings where new updates from users may be unavailable, possibly due to communication failures. We extend our analysis to allow for more general coupling constraints and present a regularized primal-dual method in section 4. Our analysis is equipped with error bounds when primal and dual step-sizes differ. Dual schemes are discussed in section 5, where error bounds are provided for the case when inexact primal solutions are used. The behavior of our proposed methods is examined for a multiuser traffic problem in section 6. We conclude in section 7.
Throughout this paper, we view vectors as columns. We write x T to denote the transpose of a vector x, and x T y to denote the inner product of vectors x and y. We use x = √
x T x to denote the Euclidean norm of a vector x. We use Π X to denote the Euclidean projection operator onto a set X, i.e., Π X (x) argmin z∈X x − z .
2. Problem Formulation. We start by considering a multiuser problem (1.1) where the coupling of the user decision variables is only in the objective function, i.e., the problem of the following form: 1) where N is the number of users, f i (x i ) is user i cost function depending on a decision vector x i ∈ R ni and X i ⊆ R ni is the constraint set for user i. The function c(x) is a joint cost that depends on the user decisions, i.e., x = (x 1 , . . . , x N ) ∈ R n , where n = N i=1 n i . The functions f i : R ni → R and c : R n → R are convex and continuously differentiable. The user constraint sets X i are assumed to be nonempty, convex and closed. Note that this problem has an "almost" separable structure in the sense that the users' objectives are coupled only through the cost c(x). In the absence of such a cost, the problem would be decomposable into N independent user problems.
In sections 4 and 5, we extend (2.1) to allow for continuously differentiable convex coupling constraints, d j (x) ≤ 0, j = 1, . . . , m. We use f * to denote the optimal value of problem (2.1). Before proceeding, we motivate the problem of interest via an example drawn from communication networks [9, 25] , which can capture a host of other problems (such as in traffic or transportation networks).
Example 1. Consider a network (see Fig 2. 1) with a set of J link constraints and b j being the finite capacity of link j, for j ∈ J. Let R be a set of user-specific routes, and let A be the associated link-route incidence matrix, i.e., A jr = 1 if j ∈ r implying that link j is traversed on route r, and A jr = 0 otherwise. Suppose, the rth user has an associated route r and a rate allocation (flow) denoted by x r . The corresponding utility of such a rate is given by U r (x r ). Assume further that utilities are additive implying that total utility is merely given by r∈R U r (x r ). Further, let c(x) represent the congestion cost arising from using the same linkages in a route. Under this model the system optimal rates solve the following problem.
At first glance, under suitable concavity assumptions on the utility functions and congestion cost, problem (2.2) is tractable from the standpoint of a centralized algorithm. However, if the utilities are not common knowledge, then such centralized schemes cannot be employed; instead our focus turns to developing distributed iterative schemes that respect the informational restrictions imposed by the application.
We are interested in algorithms aimed at solving system optimization problem (2.1) by each user executing computations only in the space of its own decision variables. Our approach is based on casting the system optimization problem as a fixed point problem through the variational inequality framework. Using the first-order optimality conditions, it can be seen that x * = (x * 1 , . . . , x * N ) ∈ X is a solution to (2.1) if and only if x * i solves the parameterized variational inequality, denoted by
, for all i = 1, . . . , N , where x −i = (x j ) j =i and the map F i : R n → R ni is defined as: 
Equivalently, a solution to the original problem is given by a solution to the following system of non-smooth equations:
for any scalar α > 0. Thus, x * = (x * 1 , . . . , x * N ) ∈ X solves problem (2.1) if and only if it is a solution to the system (2.4). This particular relation motivates our algorithmic development. Finally, it is worth mentioning that x * is a solution to (2.1) if and only if it is a solution to the cartesian variational inequality VI(X, F ), where
In the remainder of the paper, in the product space R n1 × · · · × R n N , we use x and x T y to denote the Euclidean norm and the inner product that are induced, respectively, by the Euclidean norms and the inner products in the component spaces. Specifically, for x = (x 1 , . . . , x N ) with x i ∈ R ni for all i, we have
We now state our basic assumptions. Assumption 1. The set X = X 1 × · · · × X N is closed, convex, and bounded. The functions f i (x i ), i = 1, . . . , N , and c(x) are continuously differentiable and convex.
Assumption 2. The gradient map F (x), with components F i given by Eq. (2.3), is Lipschitz continuous with constant L over the set X, i.e.,
for all x, y ∈ X.
3. A Regularized Primal Method. Given that our emphasis is on the construction of approximate solutions and their associated error bounds under a wide range of generalizations, we lay an accent on simple projection schemes. In particular, we consider a regularization approach that allows for fast convergence to an approximately optimal solution. Thus, instead of solving the multiuser optimization problem (2.1), we solve its regularized variant given by
where ν > 0 is a regularization parameter. We let x * ν denote the optimal solution to problem (3.1). We let F ν denote the gradient map associated with the objective function f ν (x) of the regularized problem. We note that the gradient map F ν is strongly monotone with constant ν. Moreover, when F is Lipschitz over X with constant L (Assumption 2), the gradient map F ν is Lipschitz continuous with constant L + ν.
Under Assumption 1, the gradient map F = ∇f is continuous and monotone, and the VI(X, F ) has a solution by the compactness of X. It is well known that for a continuous monotone map F and a convex closed set X, the unique solutions x * ν of the regularized variational inequalities VI(X, F ν ) converge, as ν → 0, to the smallest norm solution of the original variational inequality VI(X, F ) (see, for example, [8] , Section 12.2). We are interested in investigating the approximation error, resulting from solving a regularized problem as opposed to the original one, under a variety of primal projection schemes.
Before proceeding to study primal schemes for the regularized problem (3.1), we examine the relationship between the optimal solutions and values of the original problem and its regularized counterpart. In the following lemma, using Assumption 1, we provide a bound on the difference between the optimal value f (x yielding the desired relation.
Error analysis.
We are interested in characterizing the error of the projection method when the users have some common criteria for the termination of their updates but the users do not share the specific values of the termination rule. This is particularly useful in large-scale networks. In the next two subsections, we provide error estimates for the primal projection method for several settings. First, we obtain bounds on the number of iterations to ensure that the system error is within a certain threshold. Next, we examine error bounds for settings where subclasses of users terminate prematurely at different epochs. This particular result is motivated through networked settings where communication failures may preclude obtaining accurate information from affected users.
3.2.1. Finite termination. Here, we examine the dependency of the user errors on the number of updates. We provide an upper bound for the error at each iteration of the algorithm (3.2) using a constant step-size τ . The result can also be viewed as providing a bound on the system error when all users terminate at some pre-specified number of iterations.
For all k and i = 1, . . . , N, we define the error k i for user i at iteration k in terms of the "residual", i.e.,
In the following lemma, we provide a bound on the errors k i as a function of the number k of iterations. Lemma 3.3. Let Assumptions 1 and 2 hold, except for the boundedness of X. Let ν > 0 be the regularization parameter and let x * ν ∈ X be the optimal solution for regularized problem (3.1). Let the sequences {x k i }, i = 1, . . . , N, be generated by (3.2) using a constant step-size, i.e., τ k = τ for all k ≥ 0, with 0 < τ < 2/(L + ν). Then, we have
2 , and by summing over all users, we obtain
Thus,
, and by using Lemma 3.2, we obtain:
The preceding bound can be used to determine the user errors K i when all the users terminate after a finite number of iterations. Specifically, if termination occurs after K iterations, we have
Furthermore, the bound can be used to determine the minimal number K of iterations that is required to guarantee the user errors are all below some pre-specified error level . In particular, since
where u min{z | z ≥ u, z ∈ N} and N is the set of integers. Note that K min (¯ ) increases as¯ decreases, which is expected since a higher accuracy would naturally require more iterations. Further, it is observed that K min (¯ ) decreases as q decreases, which is consistent with the intuition that a mapping with a larger contraction implies that fewer iterations are required to reach a pre-specified error threshold.
Premature termination of user updates.
Conventional projectionbased schemes rely on users continuing to compute and communicate their decisions constantly. However, this is often difficult to guarantee in practical settings, a consequence of one of several possibilities: (1) Localized failures in communication may imply that users can no longer convey modified decisions to the network as a whole; and (2) Mechanical failures, particularly in traffic and transportation problems, suggest that a particular user's decision may stay fixed beyond a certain time epoch. In general, we associate a threshold error level¯ i with every user who terminates, wherē i specifies the deviation of its terminal decision from its optimal counterpart. Using these thresholds, we obtain the error associated with the overall system behavior.
Let {k 1 , k 2 , . . . , k N } represent the iterations at which, respectively, users 1, . . . , N terminate their updates. Without loss of generality, we assume that
Let I(k) be the index set of the users that have terminated by time k and I c (k) be the index set of users still updating using (3.2). For ease of exposition, we assume that any given point, at most one user can terminate. In particular, we have
where k i is the point in time when user i terminates its updates and joins set I(k).
The threshold error level for user j is defined as¯ j = x kj j − x * ν,j for each j. Also, let {x k i } be the resulting sequence generated by the users when users j ∈ I(k) have stopped iterating. This sequence is identical to the sequence {x k } obtained by (3.2) up to time k 1 , and it is given bỹ
In next proposition, we provide an estimate for the difference between the resulting sequence {x k } and the optimal x * ν . Proposition 3.4. Let Assumptions 1 and 2 hold. Let x * ν ∈ X be the optimal solution for problem (3.1). Then, for the sequence {x k } generated by (3.5), with the step-size τ such that 0 < τ < 2 L+ν , we have for all k ≥ 0,
where
From relation (3.5) we have for k ≥ k 1 and i ∈ I(k),
Using the non-expansivity property of the projection and (3.5), we observe that for k ≥ k 1 and i ∈ I c (k),
Summing across all users we obtain
Adding and subtracting the missing terms corresponding to j ∈ I(k), and by using the Lipschitz and strong monotonicity property of the gradient map F ν , we have
Under the compactness of the set X, by the continuity of the gradient map F , it follows that F is bounded over the set X by a scalar M > 0. Hence, F i (x) ≤ M for each i and for all x ∈ X. Using this and relation in (3.6), we have the required result:
Note that when none of the users stop, I(k) = ∅ for all k ≥ 0 and the result coincides with that of Lemma 3.2. Alternatively, consider a setting where a some users stop updating at a given iteration, sayk, and the remaining users keep updating. Letting I(k) denote the set of indices for stopped users and¯ denote the threshold error, defined as¯ max j∈I(k) {¯ j }, the sequencex k is given bỹ
for all k <k and all i, xk i for k ≥k and for i ∈ I(k),
Then, the result of Proposition 3.4 reduces to
By recursion, we obtain the following corollary. Corollary 3.5. Let Assumptions 1 and 2 hold. Let x * ν ∈ X be the optimal solution for problem (3.1). Then, for the sequence {x k } generated by (3.7), with the step-size τ such that 0 < τ < 2 L+ν , we have for all k ≥ 0,
We conclude this section with a comment on "premature termination." Proposition 3.4 demonstrates that if some users terminate communication when they are within some error bound of their optimal solution, the error associated with the other users can be bounded using these errors. Consequently, the method will not converge to the solution of the original problem but to a modified point that relies on¯ j for j ∈ I(k). The threshold error bound is an ex-post estimate associated with a subset of user who have terminated communication. Such an estimate is not immediately available but may leverage the epochs at which users terminate communication. For instance, if a user terminates communication after K iterations, based on the appropriate contraction, we may obtain a bound on the¯ j .
4.
A Regularized Primal-Dual Method. In many settings, the user decisions may be jointly constrained by a set of convex constraints, a requirement that cannot be addressed within the primal framework considered in the previous section. For this case, we consider a primal-dual framework that relies on an algebraic characterization of the constrained set. We begin by providing a generalization to the canonical multiuser optimization problem given by
1)
where x = (x 1 , . . . , x N ) ∈ R n , and the functions f i and c(x) are the same as in problem (2.1) of Section 2. Throughout the rest of the paper we assume that each function d j : R n → R is a continuously differentiable convex function. Often, when convenient, we will write the inequality constraints
T . Similarly, we use ∇d(x) to denote the vector of gradients ∇d j (x), j = 1, . . . , m, i.e., ∇d(x) = (∇d 1 (x), . . . , ∇d m (x))
T . We often refer to problem (4.1) as a primal problem. We denote by f * and X * , respectively, the optimal value and the optimal solution set of this problem. We assume that the Slater condition holds for problem (4.1).
Assumption 3. (Slater Condition) There exists a Slater vectorx ∈ X such that d j (x) < 0 for all j = 1, . . . , m.
Under the Slater condition and compactness of X, the primal problem (4.1) and its dual have the same optimal value, and a dual optimal solution λ * exists. A primaldual optimal pair (x * , λ * ) is also a solution to the coupled fixed-point problems:
are the gradients of the Lagrangian function with respect to x and λ. For a more compact notation, we introduce the mapping Φ(x, λ) as
and we let z = (x, λ). In this notation, the preceding coupled fixed-point problems are equivalent to a variational inequality requiring a vector z
4.1. Regularization. For approximately solving the variational inequality (4.3), we consider its regularized counterpart obtained by regularizing the Lagrangian in both primal and dual space. In particular, for ν > 0 and > 0, we let L ν, denote the regularized Lagrangian, given by
The regularized variational inequality requires determining a vector z *
where the regularized mapping Φ ν, (x, λ) is given by
It is known that, under some conditions, the unique solutions z * ν, of the variational inequality in (4.4) converge, as ν → 0 and → 0, to the smallest norm solution of the original variational inequality in (4.3) (see [8] , Section 12.2). We, however, want to investigate approximate solutions and estimate the errors resulting from solving a regularized problem instead of the original problem, while the regularization parameters are kept fixed at some values.
To solve the variational inequality (4.4), one option lies in considering projection schemes for monotone variational inequalities (see Ch. 12 [8] ). However, the lack of Lipschitz continuity of the mapping precludes a direct application of these schemes. In fact, the Lipschitz continuity of Φ ν, (z) cannot even be proved when the functions f and d j have Lipschitz continuous gradients. In proving the Lipschitzian property, we observe that the boundedness of the multipliers cannot be assumed in general. However, the "bounding of multipliers λ" may be achieved under the Slater regularity condition. In particular, the Slater condition can be used to provide a compact convex region containing all the dual optimal solutions. Replacing R m + with such a compact convex set results in a variational inequality that is equivalent to (4.4), Determining a compact set containing the dual optimal solutions can be accomplished by viewing the regularized Lagrangian L ν, as a result of two-step regularization: we first regularize the original primal problem (4.1), and then we regularize its Lagrangian function. Specifically, for ν > 0, the regularized problem (4.1) is given by
Its Lagrangian function is
and its corresponding dual problem is
We use v * ν to denote the optimal value of the dual problem, i.e., v * ν = max λ≥0 v ν (λ), and we use Λ * ν to denote the set of optimal dual solutions. For ν = 0, the value v * 0 is the optimal dual value of the original problem (4.1) and Λ * 0 is the set of the optimal dual solutions of its dual problem.
Under the Slater condition, for every ν > 0, the solution x * ν to problem (4.6) exists and therefore strong duality holds [4] . In particular, the optimal values of problem (4.6) and its dual are equal, i.e., f (x * ν ) = v * ν , and the dual optimal set Λ * ν is nonempty and bounded [28] . Specifically, we have
When the Slater condition holds and the optimal value f * of the original problem (4.1) is finite, the strong duality holds for that problem as well, and therefore, the preceding relation also holds for ν = 0, with v * 0 being the optimal value of the dual problem for (4.1). In this case, we have f * = v * 0 , while for any ν > 0, we have v *
0 for all ν ≥ 0, and therefore,
where the set Λ * 0 is the set of dual optimal solutions for the original problem (4.1). Noting that a larger set on the right hand side can be obtained by replacing v * 0 with any lower-bound estimate of v * 0 [i.e., v(λ) for someλ ≥ 0], we can define a compact convex set D ν for every ν ≥ 0, as follows:
Therefore, the compact sets D ν are nested, and their intersection is a nonempty compact set D which contains the optimal dual solutions Λ * 0 of the original problem. In the rest of the paper, we will assume that the Slater condition holds and the set X is compact (Assumption 1), so that the construction of such nested compact sets is possible. Specifically, we will assume that a family of nested compact convex sets D ν ⊂ R m + , ν ≥ 0, satisfying relation (4.9) has already been determined. In this case, the variational inequality of determining z ν, = (x ν, , λ ν, ) ∈ X × D ν such that 10) has the same solution set as the variational inequality in (4.4), where λ is constrained to lie in the nonnegative orthant.
Regularization error.
We now provide an upper bound on the distances between x ν, and x * ν . Here, x ν, is the primal component of z ν, , the solution of the variational inequality in (4.10) and x by combining the preceding two relations, we obtain
By multiplying the preceding inequality with −λ * ν,j (which is non-positive) and by adding over all j, we obtain
where the equality follows from (λ * ν ) T d(x * ν ) = 0, which holds by the complementarity slackness of the primal-dual pair (x * ν , λ * ν ) of the regularized problem (4.6). Using the definition of the Lagrangian function L ν in (4.7) for the problem (4.6), we have
where the inequality follows from relation
Combining the preceding two relations, we obtain
The preceding relation and inequality (4.13), yield
From the monotonicity of ∇f , we have (
Finally, by combining the preceding relation with (4.12), and recalling notation ξ = (ν, ), we obtain for any solution x * ν ,
thus showing the desired relation.
As an immediate consequence of Proposition 4.1, in view of Λ * ν ⊂ D ν , we have
for all ν > 0 and > 0. (4.15) This relation provides a bound on the distances of the solutions x * ν of problem (4.6) and the component x ν, of the solution z ν, of the regularized variational inequality in (4.10). The relation suggests that a ν larger than would yield a better error bound.
Note, however, that increasing ν would correspond to the enlargement of the set D ν , and therefore, increasing value for max λ * ∈Dν λ * . When the specific structure of the sets D ν is available, one may try to optimize the term 2ν max λ * ∈Dν λ * with respect to ν, while is kept fixed. In fact, the following result provides a simple result when D ν is specified using the Slater pointx.
Lemma 4.2. Under the assumptions of Proposition 4.1, for a fixed > 0, the tightest bound for x ν, − x * ν is given by
Proof. Using x 2 ≤ x 1 , from relation (4.15) we have
But by the structure of the set D ν , we have that 2ν max λ∈Dν λ 1 = 2ν 
implying the desired estimate. When the set X is bounded, as another consequence of Proposition 4.1, we may obtain the error bounds on the sub-optimality of the vector x ν, by using the preceding error bound. Specifically, we can provide bounds on the violation of the primal inequality constraints d j (x) ≤ 0 at x = x ν, . Also, we can estimate the difference in the values f (x ν, ) and the primal optimal value f * of the original problem (4.1). This is done in the following lemma.
Lemma 4.3. Let Assumptions 1 and 3 hold. For any ν, > 0, we have
with M dj = max x∈X ∇d j (x) for each j, M f = max x∈X ∇f (x) , M ν = max λ∈Dν λ and D = max x∈X x .
Proof. Let ν > 0 and > 0 be given, and let j ∈ {1, . . . , m} be arbitrary. Since d j is convex, we have
ν , where in the last inequality we use d j (x * ν ) ≤ 0, which holds since x * ν is the solution to the regularized primal problem (4.6). Since X is compact, the gradient norm ∇d j (x) is bounded by some constant, say M dj . From this and the estimate
which follows by Proposition 4.1, we obtain
where λ * ν is a dual optimal solution of the regularized problem. Since the set of dual optimal solutions is contained in the compact set D ν , the dual solutions are bounded. Thus, for the violation of the constraint d j (x) ≤ 0, we have
where M ν = max λ∈Dν λ . Next, we estimate the difference |f (x ν, ) − f (x * )|. We can write
where we use 0 ≤ f (x * ν ) − f * . By convexity of f , we have
* ∈ X and X is compact, by the continuity of the gradient ∇f (x) , the gradient norm is bounded over the set X, say by a scalar M f , so that
Using the estimate (4.16) and the boundedness of the dual optimal multipliers, similar to the preceding analysis, we obtain the following bound
.
By substituting the preceding relation in inequality (4.17), we obtain
Further, by using the estimate f (x *
of Lemma 3.1, we obtain the desired relation.
Next, we discuss how one may specify ν and . Given a threshold error δ on the deviation of the obtained function value from its optimal counterpart, we have that |f (x ν, ) − f (x * )| < δ, if the following holds
But by the structure of the set D ν , we have that
2 . Thus, we have
Next, we may choose parameters ν and so that the above inequality is satisfied. The expression suggests that one must choose < ν (as M f could be large). Thus setting = ν 3 , we will obtain a quadratic inequality in parameter ν which can subsequently allow for selecting ν and therefore .
Unfortunately, the preceding results do not provide a bound on x ν, − x * and indeed for the optimal ν * minimizing x ν, − x * , the error in x ν, − x * ν can be large (due to error in x * ν − x * ). The challenge in obtaining a bound on x * ν, − x * implicitly requires a bound on x * ν − x * which we currently do not have access to. Note that by introducing a suitable growth property on the function, one may obtain a handle on x * ν − x * .
Properties of Φ ν, .
We now focus on characterizing the mapping Φ ν, under the following assumption on the constraint functions d j for j = 1, . . . , m.
Assumption 4. For each j, the gradient ∇d j (x) is Lipschitz continuous over X with a constant L j > 0, i.e.,
Under this and the Slater assumption, we prove the Lipschitzian nature of Φ(x, λ) and its regularized counterpart Φ ν, (x, λ), and the strong monotonicity of the latter. Lemma 4.4. Let Assumptions 1-4 hold and let ν, ≥ 0. Then, the regularized mapping Φ ν, is strongly monotone over X × R m + with constant µ = min{ν, }. Then, the regularized mapping Φ ν, is Lipschitz over X × D ν with constant L Φ (ν, ) where
L is the Lipschitz constant for ∇f (x) over X, L j is the Lipschitz constant for ∇d j (x) over X, M d = max x∈X ∇d(x) , and M ν = max λ∈Dν λ . Proof. We use λ 1,j and λ 2,j to denote the jth component of vectors λ 1 and λ 2 . For any two vectors
By using the monotonicity of ∇f (x), and by grouping the terms with λ 1,j and λ 2,j , separately, we obtain
Now, by non-negativity of λ 1,j , λ 2,j and convexity of d j (x) for each j, we have
Using the preceding relations, we get
showing that Φ ν, is strongly monotone with constant µ = min{ν, }. Next, we show that Φ ν, is Lipschitz over X × D ν . Thus, given ν, ≥ 0, and any two vectors
By the compactness of X (Assumption 1) and the continuity of ∇d j (x) for each j, the boundedness of ∇d(x) = (∇d 1 (x), . . . , ∇d m (x))
T follows, i.e.,
Furthermore, by using the mean value theorem (see for example [3] , page 682, Prop. A.22), we can see that d(x) is Lipschitz continuous over the set X with the same constant M d . Specifically, for all x, y ∈ X, there exists a θ ∈ [0, 1] such that
By using the Lipschitz property of ∇f (x) and d(x), and by adding and subtracting the term m j=1 λ 1,j ∇d j (x 2 ), from relation (4.18) we have
where we also use λ 1,j ≥ 0 for all j. By using Hölder's inequality and the boundedness of the dual variables λ 1 , λ 2 ∈ D ν , we get
where in the last inequality we also use the Lipschitz property of ∇d j (x) for each j.
Similarly, by Hölder's inequality and the boundedness of ∇d(x) [see (4.19)], we have
m j=1 |λ 1,j − λ 2,j | ∇d j (x 2 ) ≤ M d λ 1 − λ 2 .
By combining the preceding three relations and letting
Further, by Hölder's inequality, we have
thus showing the Lipschitz property of Φ ν, .
Primal-dual method.
The strong monotonicity and Lipschitzian nature of the regularized mapping Φ ν, for given ν > 0 and > 0, imply that standard projection algorithms can be effectively applied. Our goal is to generalize these schemes to accommodate the requirements of limited coordination. While in theory, convergence of projection schemes relies on consistency of primal and dual step-lengths, in practice, this requirement is difficult to enforce. In this section, we allow for different step-lengths and show that such a scheme does indeed result in a contraction.
Next, we consider solving the variational inequality in (4.10) by using a primaldual method in which the users can choose their primal steplengths independently with possibly differing dual steplengths. In particular we consider the following algorithm: 20) where α i > 0 is the primal steplength for user i and τ > 0 is the dual steplength. Next, we present our main convergence result for the sequence {z k } with z k = (x k , λ k ) generated using (4.20) .
Theorem 4.5. Let Assumptions 1-4 hold. Let {z k } be a sequence generated by (4.20) . Then, we have
where q ν, is given by
be the user dependent steplengths of the primal iterations and let α min = min 1≤i≤N {α i } and α max = max 1≤i≤N {α i } denote the minimum and maximum of the user steplengths. Using , λ ν, ) ), non-expansive property of projection operator and Cauchy-Schwartz inequality, it can be verified that
and
Summing the preceding two relations, we obtain
We now consider three cases: Case 1 (τ < α min ≤ α max ): By adding and subtracting
we see that relation in (4.21) can be written as
By Lemma 4.4, the mapping Φ ν, is strongly monotone and Lipschitz with constants µ = min{ν, } and L Φ (ν, ), respectively. Hence, from the preceding relation we obtain
and thus we get
We next estimate the last term in the preceding relation. By adding and subtracting
Using the strong monotonicity of ∇ x L ν, , and writing the second term on the right hand side explicitly, we get
where the last step follows by noting that ab ≥ − 1 2 (a 2 + b 2 ). Using Cauchy-Schwartz and Hölder's inequality, we have
where in the last step, the boundedness of ∇d(x) over X was employed ( ∇d(x) ≤ M d ). By combining the preceding relations, we obtain
If the above estimate is substituted in (4.22), we obtain
, thus showing the desired relation.
Case 2 (α min ≤ τ < α max ): By adding and subtracting
for τ < α max relation (4.21) reduces to
which by Lipschitz continuity and strong monotonicity of Φ implies,
Using Hölder's inequality, we get
Finally using Lipschitz continuity of Φ we get
Thus, from the preceding equality and relation (4.21), where α max < τ , we have
is as given in Lemma 4.4. Note that when α min = α max = τ and τ < 2µ/L 2 Φ (ν, ), Theorem 4.5 implies the standard contraction result for a strongly monotone and Lipschitz mapping. However, Theorem 4.5 does not guarantee the existence of a tuple (α min , α max , τ ) resulting in a contraction in general, i.e., does not ensure that q ν, ∈ (0, 1). This is done in the following lemma.
Lemma 4.7. Let q ν, be as given in Theorem 4.6. Then, there exists a tuple (α min , α max , τ ) such that q ν, ∈ (0, 1).
Proof. It suffices to show that there exists a tuple (α min , α max , τ ) such that
Also, it suffices to prove only one of the cases since the other cases follow by interchanging the roles of τ and α min or τ and α max . We consider the case where τ < α min ≤ α max . Here, if α max < 2µ/L 2 Φ (ν, ) then there is β < 1 such that setting τ = βα max we have q < 1. To see this let α min = β 1 α max such that β < β 1 ≤ 1 and
Setting τ = βα max , α min = β 1 α max , the preceding relation reduces to
We are done if we show that the expression on the right hand side of the preceding relation is negative for some β i.e.,
Following some rearrangement it can be verified that
Since we have α max L 2 Φ (ν, ) < 2µ it follows that the expression on right hand side of the preceding relation is strictly less than 1 and we have
, 1 , implying that we have β ∈ (0, 1). The previous result is motivated by several issues arising in practical settings. First there may be errors implying that there may not be perfect consistency across steplengths. Often, it may be difficult to even enforce this consistency. As a consequence, we examine the extent to which the convergence theory is affected by a lack of consistency. A related question is whether one can, in a distributed setting, impose alternate requirements that weaken consistency. This can be achieved by setting bounds on the primal and dual steplengths which are independent. For instance, if
, then it suffices to choose τ independently as
, where β is chosen independently. Importantly, Lemma 4.7 provides a characterization of the relationship between α min , α max and τ using the values of problem parameters, to ensure convergence of the scheme. Expectedly, as the numerical results testify, the performance does deteriorate when there α i 's and τ do not match.
Finally, we remark briefly on the relevance of allowing for differing steplengths. In distributed settings, communication of steplengths may be either corrupted via error or may be challenging in massive networks. A majority of past work on such problems (cf. [13, 14] ) requires that steplengths be consistent across users. Furthermore, in constrained regimes, there is a necessity to introduce both primal (user) steplengths and dual (link) steplengths. We show that there may be limited diversity across all of these parameters while requiring that these parameters together satisfy some relationship. Clearly, one may question if satisfying this requirement itself requires some coordination. In fact, we show that this constraint is implied by a set of private user-specific and dual requirements on their associated steplengths, allowing for ease of implementation.
A Regularized Dual
Method. The focus in sections 3 and 4 has been on primal and primal-dual methods. The former is restricted to regimes where the user feasibility sets do not interact while the latter captures problems where a set of convex constraints couples the user decisions. A key property of our primal-dual method is that both schemes have the same time-scales. In many practical settings, the primal and dual updates are carried out by very different entities so that the time-scales may be vastly different. For instance, the dual updates of the Lagrange multipliers could be controlled by the network operator and might be on a slower time-scale than the primal updates that are made by the users. Dual methods have proved useful in multiuser optimization problems and their convergence to the optimal primal solution has been studied for the case when the user objectives are strongly convex [13, 25] .
In this section, we extend dual schemes to overcome the lack of strong convexity and, in addition, accommodate inexact solutions to the Lagrangian subproblems. The former will be achieved through regularization techniques, while for the latter, we develop error bounds. Inexactness is essential in constructing distributed online schemes that require primal solutions within a fixed amount of time. In the standard dual framework, for each λ ∈ R m + , the solution x(λ) ∈ X of a Lagrangian subproblem is given by the solution to VI(X, ∇ x L(x, λ)):
We consider a regularization in both primal and dual space as discussed in section 4. In section 5.1, we discuss the exact dual method and provide the contraction results in the primal and dual space as well as bounds on the infeasibility. These results are extended to allow for inexact solutions of Lagrangian subproblems in section 5.2.
5.1. Regularized exact dual method. We begin by considering an exact dual scheme for the regularized problem given by
We now prove our convergence result for the dual method, relying on the exact solution of the corresponding Lagrangian subproblem.
Proposition 5.2. Let Assumptions 1, 3-4 hold and the step-size τ be such that
Then, for the sequence {λ t } generated by the dual method in (5.2), we have
Next, we provide bounds on terms 1 and 2. For term 1 by adding and subtracting d(x(t)), we obtain
One may combine the result of Proposition 5.6 with the estimate for λ t − λ ν, of Proposition 5.5 to bound the norm x K (t) − x(t) and the constraint violation max{0, d j (x K (t))} in terms of initial multiplier λ 0 and the optimal dual solution λ * ν, . An obvious challenge in implementing such schemes is that convergence relies on exact primal solutions. Often, there is a fixed amount of time available for obtaining primal updates, leading us to consider whether one could construct error bounds for dual schemes where an approximate primal solution is obtained through a fixed number of gradient steps.
6. Case Study. In this section, we report some experimental results for the algorithms developed in preceding sections. We use the knitro solver [6] on Matlab 7 to compute a solution of the problem and examine the performance of our proposed methods on a multiuser optimization problem involving a serial network with multiple links. The problem captures traffic and communication networks where users are characterized by utility/cost functions and are coupled through a congestion cost. This case manifests itself through delay arising from the link capacity constraints. In section 6.1, we describe the underlying network structure and the user objectives. In sections 6.2, 6.3 and 6.4 we present the numerical results for the primal, primaldual and dual methods, respectively. In each instance, an emphasis will be laid on determining the impact of the extensions, specifically as arising from premature termination (primal schemes), independent primal and dual step-lengths (primal-dual) and inexact solutions of the Lagrangian subproblems (dual). Further, we also provide a comparison between the theoretical error bounds and those obtained from conducting the numerical experiments. 6.1. Network and user data. The network comprises of a set of N users sharing a set L of links (see Fig. 6 .1 for an illustration). A user i ∈ N has a cost function f i (x i ) of its traffic rate x i given by
Each user selects an origin-destination pair of nodes on this network and faces congestion based on the links traversed along the prescribed path connecting the selected origin-destination nodes. We consider the congestion cost of the form:
where, x lj is the flow of user j on link l. The total cost of the network is given by
Let A denote the adjacency matrix that specifies the set of links traversed by the traffic generated by the users. More precisely, A li = 1 if traffic of user i goes through link l and 0 otherwise. It can be seen that ∇c(x) = 2A
T Ax and thus the Lipschitz constant of the gradient map ∇f (x) is given by L = i k 2 i + 2 A T A . Throughout this section, we consider a network with 9 links and 5 users. Table 6 .1 summarizes the traffic in the network as generated by the users and the parameters k i of the user objective. The user traffic rates are coupled through the constraint of the form , L6  10  2  L2, L5, L9  0  3  L1, L5, L9  10  4 L6, L4, L9 10 5 L8, L9 10 A li x i ≤ C l for all l ∈ L where C l is the maximum aggregate traffic through link l. The constraint can be compactly written as Ax ≤ C, where C is the link capacity vector and is given by C = (10, 15, 20, 10, 15, 20, 20, 15, 25) . The primal regularization parameter ν is set at 0.1 and the step-length τ was chosen to be τ = 0.75
Error bound on solution and function. Figure 6 .2 shows that as ν converges to zero, the solution x * ν and optimal function value f (x * ν ) of the regularized problem converge to the smallest norm solution x * of the original problem and its optimal function value f (x * ) respectively. Finite termination. Figure 6 .3 (a) compares the desired level of accuracy¯ with the numerical error observed after the algorithm is terminated after the theoretically specified level K min (¯ ) of (3.4) corresponding to¯ . The result shows that the error observed at the iteration K min (¯ ) is actually less than¯ . In contrast, Figure 6 .3 (b) compares the theoretical K min (¯ ) to the actual number of iteration required to reach the desired accuracy¯ . Moreover, the Theoretically minimum iteration level required to reach desired accuracy is an over-estimate of actual (numerical) minimum number of iterations observed to reach¯ .
Premature termination. We consider two cases of which the first has one user terminating updates while the second has four users terminating updates after a given number of iteration. We compare the numerical error with theoretical error predicted by Corollary 3.5 as the terminating iteration index is varied from 20 to 300 and algorithm is run for 600 iterations and the performance of algorithm is demonstrated in Figure 6 .4. using different values of the step-size ratio β = α/τ. Relations in Lemma 4.7 are used to obtain the theoretical range for the ratio parameter β and the corresponding step-lengths. The regularization parameters ν and were both set at 0.1, such that µ = min{ν, } = 0.1 and the algorithm was terminated when z k − z * ν, ≤ 10 −3 . It can be observed that the number of iterations required for convergence decreases as the step-size ratio of approaches the value 1. Figure 6 .6(b) shows the graph for the dependency of total number of iterations required (primal × dual) for λ k − λ * ν, ≤ 10 −6 as the primal iterations number K is varied. It can be observed that beyond a threshold level of primal iterations, the total number of iterations starts increasing. In effect, the extra effort in obtaining increasingly exact solutions to the Lagrangian subproblem is not met with faster convergence in the dual space.
7. Summary and conclusions. This paper focuses on a class of multiuser optimization problems in which user interactions are seen either in the user objectives (through congestion or delay functions) or through coupling constraints (as arising from shared resources). Traditional algorithms rely on a high degree of separability and cannot be directly employed. Furthermore, much of the analysis is often contingent on strong convexity assumptions and coordination in terms of step-sizes across users. It also rules out early termination arising from communication failures and is restrictive in the reliance on exact Lagrangian subproblem solutions. All of these are weakened to various degrees in the present work, which considers primal, primal-dual and dual gradient algorithms, derived from the fixed-point formulations of the regularized problem. These schemes are analyzed in an effort to make rigorous statements regarding convergence behavior as well as provide error bounds in regularized settings that emphasize premature termination, limited coordination across step-length choices and inexact solutions. Our main contributions are summarized next:
(1) Regularized primal method: We analyze regularized primal schemes and provide a lower bound on the number of iterations required to satisfy a pre-specified termination criterion. Often, a subset of users may terminate their updates or their We analyze the error arising in a regime where users prematurely terminate updates.
(2) Regularized primal-dual method: The analysis in (1) requires that user decisions are not coupled. When this requirement is relaxed, under suitable convexity assumptions, we consider a regularized primal-dual projection scheme. We provide error bounds for the regularized solution and optimal function value with respect to their optimal counterparts. In addition, we also obtain a bound on the infeasibility for the regularized solution. We also show that, under some conditions, the method can be extended to allow for independent selection of primal and dual stepsizes as well as independently chosen steplengths by every user.
(3) Regularized dual method: In contrast with (2), applying dual schemes would require an optimal primal solution for every dual step. We show the contractive nature of a regularized dual scheme reliant on exact primal solutions. Furthermore, we develop asymptotic error bounds where for each dual iteration, the primal method for solving the Lagrangian subproblem terminates after a fixed number of steps. Finally, we also provide error bounds for the obtained solution and Lagrange multiplier as well as an upper bound on the infeasibility.
It is of future interest to compare the approximate solutions generated by the algorithms proposed in [17, 19] with the approximate solutions obtained by the algorithms of this paper. For this, we would have to develop the error bounds for the algorithms in [17, 19] for the case when different users employ different steplengths.
