Every unitary involutive solution of the quantum Yang-Baxter equation (Rmatrix) defines an extremal character and a representation of the infinite symmetric group S ∞ . We give a complete classification of all such Yang-Baxter characters and determine which extremal characters of S ∞ are of Yang-Baxter form.
Introduction
The Yang-Baxter equation is an algebraic equation that plays a striking role in a remarkable number of seemingly disparate fields: Statistical mechanics [3] , quantum mechanics [4] , braid groups, knot theory [5, 6] , integrable quantum field theory [7] , quasitriangular Hopf algebras [8] , and von Neumann algebras [9] , to name but a few.
In its most basic form, the (quantum) Yang-Baxter equation is an equation for an endomorphism R ∈ End(V ⊗ V ) on the tensor square of a vector space V , namely
as an equation in End(V ⊗ V ⊗ V ). Several variations of this equation exist (see, for example, [8, 10, 11] ), but we shall only consider the form (1.1).
As a nonlinear system of (dim V ) 6 equations for (dim V ) 4 unknowns, the YangBaxter equation is notoriously hard to solve in general. One rich source of solutions to (1.1) is the theory of quantum groups, pioneered by Drinfeld [12] and Jimbo [13] , which connects the Yang-Baxter equation to the representation theory of Lie algebras. A complete understanding or classification of all solutions of the Yang-Baxter equation has, however, not been reached.
A completely different approach to solving the Yang-Baxter equation has been put forward by Hietarinta. Emphasizing the point that an interesting structure of the set of solutions of the Yang-Baxter equation can only be expected after dividing by an appropriate equivalence relation, he succeeded in finding all solutions of (1.1) for dim V = 2 up to a certain equivalence relation, with the help of computer algebra [14] . But already for dim V = 3, this program was only partially successful [15] .
In this article, we develop a new approach to the Yang-Baxter equation in any dimension by considering a more natural equivalence relation, based on representation theory, on its set of solutions. Up to this equivalence, we give a complete classification of the special class of all unitary involutive R-matrices.
Here and hereafter, we consider (1.1) over a finite dimensional vector space V , and agree to write d = dim V throughout 1 . We fix a scalar product on V (and hence its tensor powers), denote the set of all unitary solutions of (1.1) by R(V ), and write R for the union of R(V ) over all finite dimensional vector spaces V . As usual, the elements of R are referred to as R-matrices. Given some R ∈ R(V ), we refer to d = dim V as the dimension of R -although R is an endomorphism of a space of dimension d 2 -and to V as the base space of R.
As is well known, any R ∈ R(V ) generates (unitary) representations ρ (n) R , n ∈ N, of the braid groups B n on V ⊗n , by representing the elementary braid 2 b k , k ∈ {1, . . . , n− 1}, as
We set ρ
(1) R = id V . The representations (1.2) are used to define our equivalence relation on R below. This relation is also suggested by applications in integrable quantum field theory [17] . In a particular context, the same relation was considered in [1] , and a more restrictive version of it was essential in the computation of all solutions of the Yang-Baxter equation for d = 2 [14] . Definition 1.1. Two R-matrices R, S ∈ R are defined to be equivalent, denoted R ∼ S, if and only if for each n ∈ N, the representations ρ It is easy to check that two R-matrices are equivalent if and only if they have the same dimension and the same normalized character, introduced in Sect. 2. Also note that R ∼ S implies similarity of these endomorphisms, R ∼ = S, because ρ (2) R (B 2 ) is generated by R.
Simple examples of equivalent R-matrices can be produced as follows: Let A ∈ GL(V ) be unitary and F ∈ End(V ⊗V ) be the tensor flip, defined by F (v⊗w) = w⊗v. Then, for any R ∈ R(V ),
In particular, (A ⊗ A)R(A −1 ⊗ A −1 ) and F RF are elements of R(V ). But in general, the two transformations (1.3) do not generate the full equivalence class of R.
In this paper, we focus on the important special case in which the representations ρ (n) R factor through the surjective group homomorphism B n → S n onto the symmetric group S n of n letters. This happens if and only if R is involutive, R 2 = 1.
Such involutive R-matrices play a prominent role in various fields, ranging from symmetries of categories of vector spaces [18] over scattering operators in integrable quantum field theory (with a spectral parameter) [7] to representations of Thompson's group V [19] and recent constructions of non-commutative spaces [20] . They also form the starting point for investigating q-deformed R-matrices with general quadratic minimal polynomial.
We write R 0 (V ) ⊂ R(V ), R 0 ⊂ R for the subset of involutive R-matrices.
In the involutive case, ρ
S is equivalent to R and S having the same dimension and trace because the only possible eigenvalues are ±1. There is an old conjecture by Gurevich to the effect that equivalence classes of involutive R-matrices R are even uniquely characterized by these two numbers, the dimension and the trace of R [1, p. 760]. Gurevich gave a proof of his conjecture in the case that one of the eigenvalues of R has multiplicity 1.
However, our findings in this article imply that this conjecture is false in general: The full equivalence R ∼ S is a much stronger condition than having the same dimension and trace, which is reflected in the rich structure of R 0 /∼ that we find. We shall prove:
Theorem I. R 0 /∼ is in one to one correspondence with pairs of Young diagrams. Classes of R-matrices of dimension d correspond to pairs of Young diagrams with d boxes in total.
Our analysis uses the fact that the S n -representations ρ (n) R , R ∈ R 0 (V ), define a representation ρ R of the infinite symmetric group S ∞ (the group of all bijections of N that move only finitely many points) inside the infinite (algebraic) tensor product n End(V ) ⊗n . As any infinite discrete group having no normal abelian subgroup of finite index, S ∞ admits unitary representations which are not of type I [21] , meaning that its irreducible representations are not classifiable in a reasonable manner [22] . However, an explicit parameterization of its (normalized) extremal characters, corresponding to finite factor representations, is known from the work of Thoma [23] . This parameterization depends on countably many continuous variables 0 ≤ α i , β i ≤ 1, i ∈ N. These Thoma parameters are subject to two simple conditions defining a simplex T which we recall in Sect. 2. For background information on the representation theory of S ∞ , we refer readers to the recent monograph [24] and the literature cited therein.
The upshot of our approach is that any involutive R-matrix R ∈ R 0 defines an extremal character χ R of S ∞ , and R, S ∈ R 0 are equivalent if and only if they have the same character and the same dimension. Such Yang-Baxter characters (Sect. 2.1) can therefore be parameterized by a subset T YB of Thoma's simplex T, or, equivalently, in terms of the Hilbert-Poincaré series of ρ R [25, 2] . By a faithfulness consideration and a theorem of Wassermann [26] , it is straightforward to show that T YB = T (Sect. 2.2).
Despite the finite dimensional appearance of the Yang-Baxter equation, a full understanding of the subset T YB ⊂ T and the equivalence relation ∼ seems to require tools from infinite dimensional analysis and operator algebras. In Sect. 3, we propose an approach based on subfactors arising from the subgroup {σ ∈ S ∞ : σ(1) = 1} ⊂ S ∞ in Yang-Baxter representations ρ R . Independent of the Yang-Baxter equation, similar subfactors have been considered before, by Gohm and Köstler in a setting of noncommutative probability theory in [27, 28] , and by Yamashita in [29] .
We will show that any R ∈ R 0 , R = ± id V ⊗V , defines an inclusion of II 1 factors. The trace-preserving conditional expectation of this subfactor can be computed, and we show that it is closely related to the partial trace of R, ptr R = (Tr V ⊗ id End V )(R) ∈ End V . The partial trace turns out to be a complete invariant of ∼:
Theorem II. Two R-matrices R, S ∈ R 0 are equivalent if and only if they have similar partial traces, ptr R ∼ = ptr S.
Our subfactor approach also completes the characterization of T YB as a subset of T. Using the standard notation for Thoma parameters (recalled in Thm. 2.3), we find the following result.
Theorem III. An extremal character of S ∞ is a Yang-Baxter character if and only if its Thoma parameters {α
iii) All α i , β j are rational.
The Thoma parameters of an R-matrix of dimension
It is interesting to note that although the Yang-Baxter representations (1.2) have a quite special form, their Thoma parameters form a dense subset of T. Several different approaches to characters and representations of S ∞ exist in the literature, of which we mention here in particular the asymptotic character theory of Kerov and Vershik [30, 31] , and the works of Olshanski and Okounkov on spherical representations [32, 33] , partly in parallel with Wassermann [26] .
One half of the proof of Thm. III relies on the operator-algebraic techniques mentioned above, and the other half (showing that any set of Thoma parameters {α i } i , {β j } j satisfying the conditions i)-iii) is realized by some Yang-Baxter character χ R ) is based on a constructive procedure for generating R-matrices which we develop in Sect. 4.1. The main idea of this construction is to find a good replacement for taking direct sums of R-matrices/representations which respects the Yang-Baxter equation (1.1). We define a suitable binary operation ⊞ on R which enables us to construct an explicit normal form R-matrix for each equivalence class in R 0 /∼. Together with a suitably defined tensor product of R-matrices and a compatible λ-operation, the quotient R 0 /∼ has the structure of a λ-semi ring.
Because of the rationality and finiteness properties of T YB spelled out in Thm. III, it is useful to switch to a parameterization in terms of the integer rescaled Thoma parameters a i := dα i , b i := dβ i . The two integer partitions defined by the a i and b i lie at the root of our classification result in Thm. I. We also recast this structure in terms of spectral data, reminiscent of previous work on the representation theory of S ∞ (see, in particular, Okounkov [33] and Kerov, Olshanski, and Vershik [22] ): The eigenvalues of the partial trace ptr R of R ∈ R 0 uniquely determine the rescaled Thoma parameters (see Thm. 4.8 ii) for details).
In addition to these main results summarized in the Theorems I-III, we also investigate the C * -algebraic and combinatorial properties of Yang-Baxter representations.
In Sect. 5, we use K-theory to characterize the equivalence R ∼ S in terms of approximate unitary equivalence of the homomorphisms ρ R , ρ S (Thm. 5.3) and recover a result of Kerov and Vershik [34] in our Yang-Baxter setting. As K 0 (C * S ∞ ) is isomorphic to a quotient of the ring of symmetric functions [34] , this also enables us to give an explicit formula for the decomposition of the Yang-Baxter representations ρ (n) R into irreducibles in terms of symmetric functions (Prop. 5.7), and to compute the Hilbert-Poincaré series of ρ R .
Our final Sect. 6 is devoted to a discussion of examples, including in particular Yang-Baxter representations of the Temperley-Lieb algebra [35] at loop parameter δ = 2. Our results allow us to classify such representations completely in terms of the dimension and trace of the underlying R-matrix (Prop. 6.3), thereby complementing results of Gurevich and Bytsko [2, 48] .
While it is clear that Theorems I-III do not hold verbatim for general R-matrices (dropping the involutivity assumption), we do expect that many aspects of our techniques and results can be generalized to other families of R-matrices, such as those underlying knot polynomials, for which ρ R factors through a Hecke algebra [5, 6, 36] .
R-matrices and characters of S ∞
The infinite symmetric group S ∞ is the group of all bijections of N that move only finitely many points, a countable discrete group with infinite (non-trivial) conjugacy classes. A character of S ∞ is defined as a positive definite class function χ : S ∞ → C that is normalized at the identity, χ(e) = 1. For example, the trivial representation has the constant character 1. The characters of S ∞ form a simplex, the extreme points of which are called extremal characters (or indecomposable characters). An example of an extremal character is the Plancherel trace χ(σ) = δ σ,e .
Thoma found the following characterization of extremality of characters of S ∞ , often called Thoma multiplicativity. In its formulation, we define the support of σ ∈ S ∞ as the complement of the fixed points of σ : N → N.
Theorem 2.1. [23] A character χ of S ∞ is extremal if and only if for any σ, σ ′ ∈ S ∞ with disjoint supports, it holds that χ(σσ ′ ) = χ(σ)χ(σ ′ ).
Some elements of S ∞ will appear repeatedly. We write σ i,j = (i, j) for two-cycles, and specifically σ k = σ k,k+1 for neighboring transpositions, the standard generators of S ∞ . General n-cycles will be denoted c n ∈ S ∞ . In case a specific choice of n-cycle is necessary, we choose
In view of the above theorem and the cycle decomposition of permutations, an extremal character χ of S ∞ is uniquely determined by its values on n-cycles. For a general group element σ ∈ S ∞ , one then has
where k n is the number of n-cycles in the decomposition of σ into disjoint cycles.
Extremality and Thoma's parameterization
We now connect S ∞ to R-matrices by showing that any R-matrix defines an extremal character and corresponding factor representation of S ∞ . We will be working with the infinite tensor product E 0 := n≥1 End V (defined only algebraically at this point), with inclusions fixed by tensoring with id V in the last factor. With the group inclusions S n ⊂ S n+1 ⊂ S ∞ defined by letting σ ∈ S n act on N by keeping all j > n fixed, the system of representations ρ (n) R , R ∈ R 0 (V ) is coherent and defines a * -homomorphism ρ R : C[S ∞ ] → E 0 . The generators σ i , i ∈ N, are mapped to
where here and hereafter, we write 1 instead of id V when the base space is clear from the context. Note that R i can be viewed as an element of End V ⊗n for n ≥ i + 1, or of E 0 . We refrain from viewing ρ R as a representation on n≥1 V , as the definition of this space depends on choices. Our S ∞ -representations will be defined by composing ρ R with the GNS representation of E 0 with respect to its unique normalized trace 3 ,
is an extremal character of S ∞ . On an n-cycle c n , n ≥ 2, it evaluates to
Proof. By standard properties of the trace, χ R is a normalized positive class function. To show that χ R is also extremal, we have to verify that it factorizes over permutations σ, σ ′ ∈ S ∞ with disjoint supports (Thm. 2.1). Let σ, σ ′ ∈ S ∞ have disjoint supports. Taking into account that χ R is a class function, we may assume without loss of generality that supp σ ⊂ {1, . . . , n} and supp σ ′ ⊂ {n + 1, . . . , n + m} for some n, m ∈ N.
Setting N := n + m, we then have ρ
and the proof of extremality of χ R is finished.
For the second statement, we only need to note that ρ R (1.2) maps the n-cycle
We will call the characters χ R , R ∈ R 0 , Yang-Baxter characters of S ∞ . As we just demonstrated, every Yang-Baxter character is extremal. We will see in the next section that the converse is not true: not every extremal character is Yang-Baxter.
Using the representation theory of finite groups and the inductive limit definition of S ∞ , it follows from Prop. 2.2 that two R-matrices R, S ∈ R 0 are equivalent in the sense of Def. 1.1 if and only if they have the same character and the same dimension. (As we work with normalized characters, the dimension is not contained in the character.) Thus the dimension and the sequence of traces (2.5) (indirectly) characterize the equivalence classes R 0 /∼.
Thoma not only found a criterion for characterizing extremal characters, but also gave a classification in terms of an infinite dimensional simplex. Theorem 2.3. [23] Let T denote the collection of all sequences {α i } i∈N , {β i } i∈N of real numbers such that
The pairs of sequences (α, β) ∈ T are in bijection with extremal characters of S ∞ . On an n-cycle, the character χ corresponding to (α, β) ∈ T takes the value
We will call the parameters (α, β) ∈ T the Thoma parameters of a character.
As a consequence of these results, any R ∈ R 0 defines a point (α, β) ∈ T. In the following sections, we will be concerned with the problem of identifying the subset of all Thoma parameters of Yang-Baxter characters inside T.
Another important question is how to extract the Thoma parameters (α, β) from an involutive R-matrix. In view of (2.5) and (2.6), the parameters (α, β) ∈ T corresponding to R ∈ R 0 are uniquely fixed by the system of equations
We will develop tools to compute (α, β) directly from R in Sections 3 and 4.1.
To conclude this section, let us mention a few simple examples of R-matrices. Clearly, ±1 = ± id V ⊗V ∈ R 0 (V ). It is well known and easy to check that also ±F ∈ R 0 (V ) is an involutive solution of (1.1), where F (v ⊗ w) = w ⊗ v is the tensor flip. The Thoma parameters of these R-matrices are the following.
R non-vanishing Thoma parameters
Since the R-matrices R = 1 and R = −1 obviously give the trivial and alternating representation of S ∞ , respectively, the first two lines immediately follow from (2.7). The claimed parameters of ±F can be verified by computing
Faithfulness
Given an R-matrix R ∈ R 0 of dimension d, the homomorphism ρ R restricts to a representation ρ (n) R of S n on V ⊗n , which has dimension d n . This observation expresses that Yang-Baxter representations are small in comparison to the group algebra C[S n ], and leads to restrictions on the Thoma parameters of Yang-Baxter characters.
Proposition 2.4. Let R ∈ R 0 . i) As a group homomorphism, ρ R is injective if and only if R = ±1.
ii) As an algebra homomorphism, ρ R :
Proof. i) This is a general property of S ∞ . Clearly, if R = ±1 then ρ R is not injective. Conversely, assume that ρ R is not injective and σ ∈ S ∞ lies in the kernel, then σ also lies in the kernel of ρ R | Sn for n sufficiently large. But for n ≥ 5, the only non-trivial proper normal subgroup of S n is the alternating group A n . Thus ker ρ R | Sn contains at least A n . This implies that the image of ρ R is either trivial or Z 2 . In the case at hand, this means that ρ R is injective if and only if R = ±1.
ii) ρ R restricts to an algebra homomorphism ρ
As the dimensions of C[S n ] and End(V ⊗n ) are n! and d 2n , respectively, and n! > d 2n for n sufficiently large, it follows that ρ We can now give a first example of an extremal non-Yang-Baxter character, namely the Plancherel trace χ(σ) = δ σ,e . By (2.6), the Plancherel trace has Thoma parameters α = β = 0 and therefore violates the condition i α i + i β i = 1. Its GNS representation is the left regular representation, which is too large to be of Yang-Baxter form.
Yang-Baxter subfactors
The Thoma parameters of a Yang-Baxter character have further properties, in addition to the ones spelled out in Cor. 2.6. To extract these properties, and to derive a characterization of the equivalence relation ∼, we now switch to a setting involving von Neumann algebras. Specifically, we will consider subfactors [9, 37] arising from the subgroup
Given an extremal character χ of S ∞ , we may view it as a tracial state on the group C * -algebra C * S ∞ (we denote the state and the character by the same symbol). The GNS data of (C * S ∞ , χ) will be denoted (H χ , Ω χ , π χ ), and the von Neumann algebra generated by the representation M χ := π χ (C * S ∞ ) ′′ . Since χ is extremal, M χ is a (finite) factor -it is trivial for the one-dimensional trivial and alternating representations, and hyperfinite of type II 1 in all other cases.
In our situation of Yang-Baxter representations, we have the homomorphism ρ R :
Proceeding to the GNS representation π τ of E 0 with respect to the trace τ , we may weakly close E 0 to E (a hyperfinite II 1 factor), and obtain the subfactor
Since π τ is faithful (in contrast to ρ R and π χ R , see Prop. 2.4), we suppress it in our notation and often write ρ R instead of π τ • ρ R . We can canonically identify
As an aside, let us mention that our equivalence relation R ∼ S implies the unitary equivalence of the representations
In fact, R ∼ S implies χ R = χ S and hence π χ R = π χ S -since π χ R can be identified with the restriction of
The subgroup (3.1) generates the von Neumann algebra
Gohm and Köstler [27] and Yamashita [29] have independently analyzed the subfactor N χ ⊂ M χ in the setting of general (not necessarily Yang-Baxter) extremal characters. They found that it is irreducible if and only if the parameters (α, β) have one of the following values:
iii) α i = 0 and β i = 0 for all i.
By comparison with our examples of R-matrices at the end of the preceding section, we see that the relative commutant N ′ R ∩ M R is trivial if and only if R is equivalent to one of the four R-matrices 1, −1, F, −F , of arbitrary dimension d ∈ N. As we pointed out earlier, the last possibility iii) is realized by the Plancherel trace, which is not Yang-Baxter.
To extract information about R from the subfactor (3.4), we consider the unique τ -preserving conditional expectation onto its relative commutant,
The inclusion N R ⊂ M R is replicated on the level of the infinite tensor product E:
Here we consider the inclusion C ⊗ End V ⊗ End V ⊗ · · · ⊂ E, the relative commutant of which is End V , viewed as a subalgebra of E via the embedding X → X ⊗1⊗1⊗· · · . The corresponding τ -preserving conditional expectation is the partial trace
In the following arguments, it turns out to be better to use a twisted version of E, namely the left partial trace,
instead of the right partial trace (3.6). We want to show that the diagram
is a commuting square. A priori, it is in particular not obvious that we have the inclusion N ′ R ∩ M R ⊂ End V on the left hand side, but this will be shown below. The key step is to show that E R and E l agree on R 1 = ρ R (σ 1 ) ∈ M R . As in [29] , we consider the subgroups T n = {σ ∈ S n+1 : σ(1) = 1} ⊂ S ∞ and the von Neumann algebras generated by them, N R,n := ρ R (T n ) ′′ ⊂ M R . As T n ⊂ T n+1 , this yields a descending chain of relative commutants, n ∈ N,
Since T n is finite, E R,n is simply given by averaging,
It is not hard to compute that for M = R 1 , one gets [29] 
Proof. The basic idea of the proof is to use the fact that E R,n → E R as n → ∞ in the 2-norm given by τ . That is, we need to show that (note that
converges to zero as n → ∞. The argument is thus similar to the one in [29] , but involves some extra twists in our setting.
In a first step, we claim that for any X ∈ ρ R (C[S ∞ ]), we have
It is sufficient to show the claim for X = ρ R (σ) with σ ∈ S k , k ∈ N.
As n → ∞, the first term vanishes and the second converges to χ R (σσ 1,k+1 ). To compute this character value, we compare the cycle structures of σ and σ · σ 1,k+1 : Any cycle of σ that does not involve 1 also occurs in σ · (1, k + 1). If the cycle involving 1 has length m, then this cycle is changed to a cycle of length m + 1 in
By definition of E l (here the difference to E enters), the right hand side of (3.12) is
Again we compare the cycle structures of σ and σ ′ σ 1 : Any cycle not involving 1 in σ appears as a cycle not involving 2 in σ ′ . The cycle including 1 in σ, say of length m, yields an (m+1)-cycle in
, in agreement with the previously computed limit, proving (3.12).
This result implies that E l (R 1 ) is an element of M R . In fact, by the traciality of τ , we have shown that for any
Inserted into (3.11), we see that it remains to show t n,n → t ∞ := τ (E l (R 1 ) 2 ) as n → ∞, where we have introduced t n,m := τ (E R,n (R 1 )E R,m (R 1 )).
To this end, note that the weak limit
For showing that this coincides with the desired diagonal limit lim n t n,n , we recall that for n ≥ m, the conditional expectation E R,n projects onto a smaller algebra than E R,m , so that we have E R,n • E R,m = E R,n . Hence, for n ≥ m,
i.e., we have t n,m = t max{n,m} . This implies lim n t n,n = lim n lim m t n,m and concludes the proof.
With E l (R 1 ), we now have concrete elements of the relative commutant N ′ R ∩ M R at our disposal. For R = ±1 or R = ±F , these partial traces are trivial, E l (±1) = ±d id V , E l (±F ) = ± id V , as can be computed directly or inferred from the previously quoted result on irreducibility of N R ⊂ M R .
However, for all R-matrices not equivalent to ±1, ±F , we get non-trivial partial traces E l (R 1 ). In fact, it was shown in [28, 29] that E R (R 1 ) generates the relative commutant N ′ R ∩ M R . This implies that for R ∼ ±1, ±F , the expectation E l (R 1 ) is not a multiple of the identity. Additionally, we can conclude that (3.8) is indeed a commuting square.
The partial trace E l (R 1 ) of the R-matrix turns out to be a complete invariant for the equivalence relation ∼. This is a consequence of the next theorem, which follows from the work of Gohm and Köstler, and our Lemma 3.1. These authors prove it in a setting of noncommutative probability [27] , building on their earlier work [38, 39] (see also [28] ). In our situation, only certain aspects of [38, 27, 39, 28] are needed, and we give a shortened proof for the sake of self-containedness.
This proof makes use of the so-called partial shifts, defined as 
As R 1 = ρ R (σ 1,2 ), this implies in particular
As mentioned before, the relative commutant N ′ R ∩ M R is contained in the fixed point algebra of γ 1 . Gohm and Köstler proved that in fact, equality holds:
Proof. For n = 2, the statement is a direct consequence of the definition of E l . For the induction step, we consider the specific cycle c n+1 = c n σ 1,n+1 (2.1a). Writing C n = ρ R (c n ) as a shorthand, we note that γ n (C n ) = C n for (see (2.1a) and (3.14)). As E R is invariant under γ n , we obtain
In the same manner, we can now insert the endomorphism γ n+1 , which also leaves C n invariant, and maps ρ R (σ 1,n+2 ) to ρ R (σ 1,n+3 ). By iteration and (3.15), this gives
We may now use the ergodic theorem [40] , stating here that for any M ∈ M R , the ergodic averages N −1 N p=1 γ p 1 (M ) converge strongly to the conditional expectation
, and E R is continuous in the strong operator topology, we have
In view of the γ 1 -invariance of E R and Lemma 3.1, the last term simplifies to E R (γ n−2 1
We thus have shown
Evaluating in τ then gives the claimed result.
We have now extracted sufficient information from the subfactor setting, and return to our analysis of equivalence of R-matrices. At this point, it is better to switch to the usual partial trace of R, defined as
and viewed as an element of End V rather than E. The key relation (3.16) can then be rewritten as
With this information, we obtain the proof of Thm. II from the Introduction. Proof. If R ∈ R 0 (V ) and S ∈ R 0 (W ) have similar partial traces, then clearly Tr V (ptr(R) n−1 ) = Tr W (ptr(S) n−1 ). As similarity of the partial traces implies in particular that the dimensions dim V = dim W coincide, we conclude χ R = χ S from (3.18) and Thoma multiplicativity. Thus, ptr(R) ∼ = ptr(S) ⇒ R ∼ S. Conversely, if R ∼ S, then these R-matrices have the same dimension and character, and hence Tr V (ptr(R) n−1 ) = Tr W (ptr(S) n−1 ), n ≥ 2, from (3.18). This implies that the selfadjoint endomorphisms ptr(R), ptr(S) have the same characteristic polynomial, and are therefore similar.
As an immediate application, let us return to our earlier discussion of left and right partial traces. Since F RF ∼ R for any R ∈ R 0 , Thm. 3.3 implies that ptr(R) ∼ = ptr(F RF ). But ptr(F RF ) coincides with the right partial trace of R, namely (id End V ⊗ Tr V )(R). Thus, a posteriori, we also have E(R 1 ) ∼ = E R (R 1 ), where E is the conditional expectation (3.6).
Thm. 3.3 shows that the eigenvalues of ptr(R) (and their multiplicities) characterize the equivalence classes R 0 /∼. Such spectral characterizations also appear in the work of Okounkov on Thoma measures and Olshanski pairs [33] . In our Yang-Baxter setting, the spectrum of ptr(R) has a very specific form, which will be the key to our classification of R-matrices in the next section.
As a second important consequence of Prop. 3.2, next we demonstrate that YangBaxter characters have rational Thoma parameters after stating a preparatory lemma. Then the x i , y j are rational.
ii) Let {x i } i be a finite sequence of positive rational numbers such that i x 2n+1 i ∈ N for all n ∈ N. Then the x i are natural numbers.
Proof. i) We order the sequences {x i } i , {y j } i non-increasingly and define µ ∈ N as the multiplicity of the maximal value of the first sequence, i.e.
In the limit n → ∞, the left hand side converges to µ. In this limit, the right hand side goes to infinity if y 1 > x 2 1 and to 0 if y 1 < x 2 1 . As 0 < µ < ∞, we conclude that y 1 = x 2 1 , and define ν ∈ N as its multiplicity, y 1 = . . . = y ν > y ν+1 . Then the right hand side has the limit ν x 1 as n → ∞, so that x 1 = ν µ and y 1 = x 2 1 are rational. Inserting these values of x 1 and y 1 into (3.19), we find
and hence (3.19) also holds for the shorter sequences {x i } i>µ and {y j } j>ν . The claim now follows by induction.
ii) We first show that i x 2n i ∈ N, that is, with even powers implies 4 x i ∈ N. Assume that not all x i are integers. Then there exist c, h i ∈ N and a prime p such that c x i = h i /p and not all h i are divisible by p, that is, we clear all but at most a single factor of p in the denominators of the x i . Clearly, it is sufficient to consider only those h i which are not divisible by p. Let {g i } i be the subsequence of {h i } i of elements not divisible by p and let its length be N . The assumption, i x 2n i ∈ N, then implies that i g 2n i = 0 mod p 2n for every even n ∈ N. For arbitrary m ∈ N, consider Euler's totient function ϕ(
, and in particular, since p m ≥ m, S m = 0 mod p m . However, since p does not divide g i , the numbers p m+1 and g i are coprime, and it follows from the Euler-Fermat theorem that g
, where we recall that N denotes the number of terms in the sum. As S m = 0 mod p m , it follows that p m divides N . Further, as m was arbitrary, this implies N = 0, that is, all h i are divisible by p contradicting the initial assumption.
We now deduce the claimed statement for odd powers. Let
, and by assumption, i x n+1 i ∈ N for every even n, which in turn implies that j y n j ∈ N for all even n. Thus all the y j and x i are natural numbers. 
ii)
i α i + j β j = 1.
We can now give one half of the proof of Thm. III from the Introduction.
4 GL gratefully acknowledges a helpful discussion with A. Schweizer on this point. 
Proof. Due to Cor. 2.6, the only property of Definition 3.5 that remains to be shown is iii), the rationality of the parameters. To do so, we express the character on the left hand side of (3.18) in terms of its Thoma parameters (α, β) (2.6), and the traces on the right hand side of (3.18) in terms of the non-zero eigenvalues t j of ptr R (note that ptr R is selfadjoint, so the t j are real). This yields, n ≥ 2,
Specializing to the case that n = 2m+1 is odd, we are in the situation of the preceding lemma with {x i } i = {dα i , dβ i } i and y j = t 2 j , and conclude that the α i , β i are rational.
are values of a non-normalized character of S 2n+1 , and therefore integers. Thus dα i , dβ i ∈ N follows by application of the second statement of the preceding lemma.
With a little more work, one can use (3.20) to show that the eigenvalues of ptr(R) are non-zero integers such that the positive eigenvalues coincide with the rescaled parameters dα i and the negative eigenvalues coincide with the −dβ i , up to multiplicities. We will prove these facts by a different method in the next section. 4 The structure of R 0 /∼
Normal forms of involutive R-matrices
Our next aim is to prove that T YB parameterizes the set of all Yang-Baxter characters, that is, that every (α, β) ∈ T YB is realized as the Thoma parameters of some R-matrix.
We will follow a procedure which has some analogy to building general group representations (of, say, a finite group) as direct sums of irreducibles. Yang-Baxter representations are reducible, but decomposing them gives representations which are no longer of Yang-Baxter form. Conversely, taking direct sums of Yang-Baxter representations is not compatible with the Yang-Baxter equation either.
To get around these problems, we introduce a binary operation ⊞ on R-matrices that on the level of the base spaces corresponds to taking direct sums, and respects the Yang-Baxter equation. Under various names, such operations have been considered in the literature before [18, 2, 15] . We present here the version that is most useful for the case at hand. 
In other words, X ⊞ Y acts as X on V ⊗ V , as Y on W ⊗ W , and as the flip on the mixed tensors involving factors from both, V and W . Note that the above definition works in the same way for infinite dimensional Hilbert spaces.
Before applying this operation to R-matrices, we collect its main properties. In particular, we note that ⊞ behaves well under taking the partial trace
where U is any finite dimensional vector space. 
where on the right hand side, each X i acts on V i ⊗ V i , and F on the orthogonal
ii), iii) These statements follow directly from the facts that F is unitary, selfadjoint, involutive, invertible, and the flip of (V ⊕ W ) ⊗ (V ⊕ W ) leaves the three subspaces in the decomposition (4.1) invariant.
iv) Proving the claimed formula amounts to showing that the partial trace of F Q vanishes, where Q is the orthogonal projection onto (V ⊗ W ) ⊕ (W ⊗ V ). Let v 1 , v 2 ∈ V , and let {w k } be an orthonormal basis of W . Then the left partial trace satisfies We now apply ⊞ to R-matrices. The following result is known [18, 2, 15] . But since no proof seems to be available in the literature, we state it here with a proof.
Proof. Invertibility of R ⊞R follows from the preceding lemma and the invertibility of R,R. The main point is to check thatR := R ⊞R solves the Yang-Baxter equation
This space is the direct sum of eight orthogonal subspaces V 1 ⊗ V 2 ⊗ V 3 , where each V i is either V orṼ . Observe that both of the operatorsR 1R2R1 andR 2R1R2 decompose into direct sums of their restrictions to
By symmetry in V,Ṽ and R,R it suffices to show thatR 1R2R1 andR 2R1R2 coincide on the first three subspaces in the list. Since R ∈ R(V ), this is true for V ⊗3 . Inserting the definition ofR, one finds that on V ⊗Ṽ ⊗ V ,R 1R2R1 acts as F 1 R 2 F 1 , whileR 2R1R2 acts as F 2 R 1 F 2 . These two operators coincide with the one acting as R on the first and third tensor factors.
Let 
The operator F 1 F 2 coincides with the tensor flip on (V ⊗V )⊗Ṽ . This implies F 1 F 2 R 1 = R 2 F 1 F 2 . Likewise F 2 F 1 is the tensor flip onṼ ⊗ (V ⊗ V ) and we have F 2 F 1 R 2 = R 1 F 2 F 1 . ThereforeR 1R2R1 | W =R 2R1R2 | W , which finishes the proof.
By Lemma 4.2 ii), ⊞ preserves involutivity, and thus also induces a binary operation on R 0 ⊂ R.
It is clear that variants of this operation are possible: A trivial change would be to use −F instead of F in the definition of ⊞, but also more substantial variations exist [15] . However, all these variations lead to R-matrices that are equivalent in the sense of Def. 1.1.
For characterizing equivalence classes of R-matrices, we next describe how ⊞ acts on the Yang-Baxter characters of S ∞ and their Thoma parameters.
i) The characters of R,R, and R ⊞R are related by (c n an n-cycle, n ≥ 2)
ii) Let (α, β) and (α,β) be the Thoma parameters of R andR, respectively. Then the Thoma parameters of R ⊞R are the non-increasing arrangements of
Proof. i) We denote the base spaces of R andR by V + and V − , respectively, and writê R := R ⊞R andV := V + ⊕ V − . Noting that the dimension ofV is d +d, equation (4.5) is equivalent to
The trace on the left hand side is taken overV ⊗n = ε 1 ,...,εn (V ε 1 ⊗ . . . ⊗ V εn ), where the sum runs over ε i = ±, i = 1, . . . , n. We claim that To show (4.8), we consider the position of the image (R 1 · · ·R n−1 )V ε 1 ⊗ . . . ⊗ V εn relative to V ε 1 ⊗ . . . ⊗ V εn for given ε 1 , . . . , ε n = ±. Assume that ε n−1 = ε n . Then the rightmost factorR n−1 , acting non-trivially only on V ε n−1 ⊗V εn , simplifies to the flip by definition ofR = R⊞R. As all other factorsR 1 · · ·R n−2 act trivially on the last tensor factor V εn , this implies (
Hence the non-orthogonality assumption in (4.8) implies ε n−1 = ε n .
We next assume ε n−2 = ε n−1 = ε n . In this situation, the rightmost factorR n−1 maps the product of the last two tensor factors V εn ⊗ V εn onto itself, so that we are left with the same situation as before, but with the number of tensor factors reduced by one. Inductively, we conclude that the non-orthogonality assumption in (4.8) implies ε 1 = . . . = ε n .
ii) Define parametersα i ,β j by (4.6), ordered non-increasingly. Then 0 ≤α i ,β j ≤ 1, and for any n ∈ N,
Since (α, β), (α,β) ∈ T, we have i α i + j β j ≤ 1 and iα i + jβ j ≤ 1, and therefore iα i + jβ j ≤ 1. This shows that (α,β) ∈ T. In terms of characters, the above equation reads, n ∈ N,
and by part i) and the uniqueness of the Thoma parameters of an extremal character, identifies (α,β) as the Thoma parameters of χR.
By construction, ⊞ maps pairs of parameters in T YB into T YB , preserving the three properties of T YB (Def. 3.5). But given d,d > 0, (4.5) also makes sense as an operation on general extremal characters of S ∞ . We do not investigate this observation any further here.
After these preparations, we come to the definition of special normal form Rmatrices as ⊞-sums of identities and negative identities. We will write 1 a for the identity on a vector space of dimension a 2 , i.e. 1 a ∈ R 0 (C a ). 
Any R-matrix of the type (4.9) will be called normal form R-matrix. Note that in view of Prop. 4.3, N is indeed an involutive R-matrix. We emphasize that N is not simply a multiple of the identity: For example, 1 1 ⊞ 1 1 = F is the flip of dimension 2. 
Proof. Recall that the identity 1 ∈ R 0 (V ) has α 1 = 1 as its only non-vanishing Thoma parameter, and the negative identity −1 ∈ R 0 (V ) has β 1 = 1 as its only non-vanishing Thoma parameter, independently of the dimension of V . From this observation and the fact that ⊞ adds dimensions, one can easily compute dimension and the Thoma parameters of N (4.9) by iterating Prop. 4.4 ii), with the claimed result for d and
In Thm. 3.6 we had proven that the Thoma parameters of every Yang-Baxter character lie in T YB . Lemma 4.6 now implies the converse, finishing the proof of Thm. III from the Introduction. Proof. Let (α, β) ∈ T YB . All that remains to be shown is that there is an R-matrix with these Thoma parameters. There exists d ∈ N such that all dα i , dβ j are integer because the α i , β j are rational and finite in number (Def. 3.5). The character of the normal form R-matrix N with dimensions d At this stage, we know that for every R-matrix R ∈ R 0 , there exists a normal form R-matrix N such that χ R = χ N . Furthermore, N can be chosen in such a way that R ∼ N , i.e. such that also the dimensions of R and N coincide. To see this, we just need to recall that the rescaled Thoma parameters dα i , dβ i of R are integers summing to d (Thm. 3.6), so that the normal form R-matrix with dimensions d
= dβ i has the same character and the same dimension as R. We briefly mention further properties of normal form R-matrices: Any normal form R-matrix N commutes with the flip because of Lemma 4.2 iii). Thus any involutive R-matrix is equivalent to an R-matrix which commutes with the flip, though this need not be true for an R-matrix not in normal form.
Furthermore, one can check that any normal form R-matrix N satisfies
By Thm. 3.3, a normal form R-matrix N (of dimension d) satisfies, as any involutive R-matrix,
where c n is an n-cycle, n ≥ 2. With the exchange relation (4.11), it is a matter of explicit calculation to prove (4.12) directly for normal form R-matrices, without relying on subfactor theory.
Parameterization by pairs of Young diagrams
The correspondence in Thm. 4.7 classifies the family of Yang-Baxter characters, but it does not classify R 0 /∼ because the dimension of the base space is not recorded in the Thoma parameters. However, it is now easy to incorporate the dimension as well: Given R ∈ R 0 with Thoma parameters (α, β) and dimension d, we switch to the rescaled Thoma parameters ii) We may switch from R to its normal form N (with dimensions d ± ), which has the same partial trace ptr N ∼ = ptr R. Repeated application of Lemma 4.2 iv) shows ptr N = i ptr(1 d
, where id i,± is the identity matrix on C d ± i . Hence the eigenvalues of ptr R are precisely the numbers ±d
is the number of times that
In view of (4.10) and (4.13), the rescaled Thoma parameters of N are exactly
times in this list, the proof is finished.
To illustrate the correspondence with ordered pairs of Young diagrams, let us list all normal forms of dimension two in terms of box sums and diagrams:
From left to right, these R-matrices (in End(C 4 )) are: 1) the identity, 2) the negative identity, 3) the flip, 4) equivalent to the negative flip, and 5)
As a higher dimensional example, consider ( , ). This R-matrix has dimension 8 (the number of boxes) and Thoma parameters α = ( The rescaled Thoma parameters are also useful for describing the ⊞ operation introduced in Sect. 4.1. We have already seen that ⊞ gives R 0 the structure of an abelian semigroup and preserves equivalence, i.e., descends to the quotient R 0 /∼. Recalling the effect of ⊞ on the level of Thoma parameters (Prop. 4.4 ii)), it becomes apparent that for the rescaled parameters, we have
where a ∪ a ′ denotes the partition whose parts are the union of those of a and a ′ .
Another operation on R is the tensor product of R-matrices. For R ∈ R(V ), S ∈ R(W ), we define R ⊠ S ∈ R(V ⊗ W ) by
where F 2 exchanges the second and third tensor factors. It is evident that ⊠ preserves the Yang-Baxter equation and involutivity, i.e. it defines a product on R and R 0 . 
and the claim follows.
It follows that ⊠ defines an associative commutative product on R 0 /∼ for which the class [1 1 ] = ( , ∅) (consisting of the identity R-matrix in dimension d = 1) is the unit, that is, R 0 /∼ has a second unital abelian semigroup structure.
From the description of ⊠ and ⊞ in terms of the rescaled Thoma parameters, it is evident that they satisfy the distributive law
These operations give R 0 /∼ the structure of a semiring, sometimes also referred to as a rig (ring without negatives). Additionally, the multiplication rules for rescaled Thoma parameters in Lemma 4.9 can be generalized to a λ-operation. This λ-operation is most easily described using symmetric polynomials and we therefore postpone it until Sect. 5.2. The consequences of the ring and λ structures of R 0 /∼ will be an interesting topic of further study. For example, can the λ operation be directly interpreted in terms of R and its base space V without reference to rescaled Thoma parameters? As yet another operation on R, we briefly mention the cabling procedure known from the braid groups, applied to the Yang-Baxter equation by Wenzl [41] : Given any p ∈ N, one can form cabling powers R c(p) , which lie in R (or R 0 ) if R does. We do not give details here because it turns out that R c(p) ∼ R ⊠p for all R ∈ R 0 , p ∈ N.
Yang-Baxter representations
Our basic Def. 1.1 of equivalence of R-matrices refers only to the S n -representations ρ (n) R . We have seen already that R ∼ S implies unitary equivalence of the GNS representations π τ • ρ R ∼ = π τ • ρ S (3.3). Now we investigate the implications of R ∼ S for the homomorphisms ρ R , ρ S .
R-matrices and K-theory
In this section we extend the previously defined ρ R to a * -homomorphism of C * -algebras, ρ R : C * S ∞ → E ∞ , where E ∞ is the C * -algebraic counterpart of the algebra E from Section 3. On K-theory the map ρ R will induce a ring homomorphism
The equivalence relation introduced in Def. 1.1 will then translate into the approximate unitary equivalence of the corresponding * -homomorphisms. In fact, when the invariant ρ R * is composed with the canonical inclusion Z[ For the basic facts about UHF-algebras that we use we refer the reader to [42] .
Let R ∈ R 0 (V ), let d = dim(V ) and denote the associated unitary representation of S n by ρ (n) R . We obtain the following sequence of * -homomorphisms, which we will continue to denote ρ
Let E ∞ be the C * -algebra obtained as the infinite tensor product of the algebras End(V ), i.e. as the C * -algebraic inductive limit
taken over the maps sending T to T ⊗ id V . This is an infinite UHF-algebra with
The algebra E ∞ has a unique trace that restricts to the normalized trace on End(V ⊗n ). It induces an explicit isomorphism τ * :
where Tr N ⊗τ : M N (E ∞ ) = M N (C) ⊗ E ∞ → C is induced by the non-normalized trace Tr N tensored with τ . This is in fact a ring isomorphism. To understand the ring structure on K 0 (E ∞ ), note that E ∞ is strongly self-absorbing [43, Ex. 1.14]. In particular, there is an isomorphism ψ : E ∞ ⊗E ∞ → E ∞ and any two such isomorphisms are homotopic. Let p i ∈ M N i (E ∞ ) for i ∈ {1, 2} be projections and let
It follows from the uniqueness of the normalized trace on E ∞ that
Note that E ∞ ⊂ E with E as in Section 3. The inductive limit of the representations ρ (n) R : C * S n → End(V ⊗n ) provides us with a * -homomorphism
The K-theory of C * S ∞ was studied by Kerov and Vershik in [34] . In particular, they obtained that K 0 (C * S ∞ ) is isomorphic to a quotient of the ring of symmetric functions. As an abelian group it is therefore spanned by projections p λ ∈ K 0 (C * S ∞ ), that are labeled by partitions λ = [λ 1 , . . . , λ k ] of natural numbers n ∈ N. The map ρ R induces a group homomorphism
in K-theory. Using the ring isomorphism induced by the unique trace on E ∞ we will identify K 0 (E ∞ ) with Z[
The following lemma shows that ρ R * remembers the equivalence class of R.
Lemma 5.1. Let λ be a partition of n ∈ N. We will identify λ with the corresponding irreducible representation of S n . On the projection p λ ∈ C * S ∞ associated to λ the value of ρ R * is given by
where λ, µ denotes the multiplicity of the irreducible representation λ in the representation µ.
. Let τ n : End(V ⊗n ) → C be the normalized trace. Since p λ ∈ C * S n ⊂ C * S ∞ and the inclusion End(V ⊗n ) → E ∞ preserves the normalized trace, we obtain
R . The decomposition into its irreducible components gives
where the action on the left is via ρ (n) R and on the right acts only on the second tensor factor V µ via µ. Observe that p λ V µ is zero for λ = µ and 1-dimensional for λ = µ. Hence,
From this we obtain two useful additional characterizations of the equivalence relation from Def. 1.1, one of them K-theoretic, the other one C * -algebraic. For the second one we need the following equivalence relation [42, Def. 1.1.15]: Definition 5.2. Let ϕ, ψ : A → B be * -homomorphisms between separable unital C * -algebras A and B. We call them approximately unitarily equivalent if there is a sequence of unitaries u n ∈ B with the property that for all a ∈ A we have
We denote this by ϕ ≈ u ψ.
Theorem 5.3. Let R, S ∈ R 0 (V ). The following are equivalent:
Proof. The equivalence of i) and ii) is a consequence of Lemma 5.1 and the fact that ρ To see that ii) and iii) are equivalent, note that the C * -algebras C * S ∞ and E ∞ are both AF-algebras. The statement then follows from [42, Prop. 1.3.4].
The K-group K 0 (C * S ∞ ) is in fact a ring: Let λ be a partition of n ∈ N and let µ be a partition of m ∈ N. Denote by p λ , p µ ∈ C * S ∞ the associated projections. Let ι n,m : C * S n ⊗ C * S m → C * S n+m be the * -homomorphism induced by the inclusion S n × S m → S n+m , where S n permutes the first n elements and S m the last m elements.
. With respect to this ring structure we make the following observation:
Proof. Let λ, µ be partitions of n, m ∈ N respectively. Let p λ ∈ C * S n , p µ ∈ C * S m be the corresponding projections. Since the representations ρ (n) R arise from the same R-matrix, we have ρ
and after application of the isomorphism τ * :
where τ r : End(V ⊗r ) → C denotes the (normalized) trace on the matrix algebra and we used that the inclusion End(V ⊗r ) ⊂ E ∞ is trace preserving.
Finite traces on K 0 (C * S ∞ ) have been studied by Kerov and Vershik in [34] and ρ R * can be seen as a refinement of such a trace taking values in Z[
In particular, we recover the multiplicativity proven in [34, Thm. 2.3] in Prop. 5.4 . From the point of view of C * -algebras it is remarkable that we obtain a ring homomorphism on K-theory that is induced by a * -homomorphism.
R-matrices, K-theory and symmetric functions
Before discussing the connections between R-matrices, K-theory and symmetric functions in greater detail, we first collect some facts about symmetric functions to fix notation. We refer readers unfamiliar with symmetric functions to Macdonald's book [44] .
The ring of symmetric functions, Λ, admits numerous free generators. Here, the most important are: i) Elementary symmetric functions:
ii) Complete symmetric functions:
iii) Power sums:
The ring of symmetric functions also admits many interesting bases usually indexed by partitions of integers. For example the above three sets of generators each define a basis by having the basis vector associated to a partition
where f is either e, h or p and one defines f 0 = 1. An additional important basis is given by Schur functions s λ , which in terms of elementary and complete symmetric functions are given by the following determinantal formulae:
where n ≥ ℓ(λ), λ ′ is the partition conjugate to λ and m ≥ ℓ(λ ′ ).
The ring of symmetric functions also admits a ring involution ω : Λ → Λ which on the generators and bases defined above acts as
Finally, we will also make use of the coproduct ∆ : Λ → Λ⊗Λ which maps a symmetric function f (x) to the same function f (x, y) but with the alphabet of variables split into two alphabets. The images of the sets of generators defined above are then
The corresponding formulae for Schur functions are more involved but can be derived from their determinantal expressions in terms of elementary or complete symmetric functions.
As mentioned at the end of Sect. 4.2, the elementary symmetric functions and their coproducts can be used to define a λ-operation on rescaled Thoma parameters (a, b). Denote the λ n operation on (a, b) by λ n (a, b) = (λ n a, λ n b), where λ n a and λ n b are the non-decreasing arrangements of λ n a = {monomial summands of e n (a, b) with even number of factors from b}, λ n b = {monomial summands of e n (a, b) with odd number of factors from b}.
Thus,
Proof. An alternate appellation for the ring of symmetric functions over the integers is the free λ-ring in one generator, or more precisely, the ring of symmetric functions over the integers is the ring underlying the free λ-ring in one generator. The λ-operation above is essentially that of the ring of symmetric functions. See for example, [45, Chapt. 1.3] .
Let I ⊂ Λ be the ideal generated by e 1 − 1 and let Λ = Λ/I. Kerov and Vershik pointed out that the homomorphism θ : Λ → K 0 (C * S ∞ ) fixed by θ(s λ ) = [p λ ] is in fact a ring isomorphism [34] . Using this identification we can now completely determine the K-theory invariant ρ R * in terms of the Thoma parameters of R.
Theorem 5.6. Let R ∈ R 0 (V ) with Thoma parameters (α, β). Then we have
Proof. The generating function g R associated to the trace ϕ = τ * •ρ R * •θ : Λ → Z[
ϕ(e l )z l as described in [34, eq. (11) ] and is related to the Thoma parameters (α, β) as follows [34, eq. (12) ] (note that in the case at hand, γ = 0 and N = max{n, m} in the notation of [34] ):
Hence, the statement follows from the following computation and comparison of coefficients with g R (z):
An immediate consequence of the above theorem is that applying ρ R * (θ(−)) to a power sum p λ is the same as evaluating the class function χ R at a group element of cycle shape λ. Moreover, Lemma 5.1, Theorem 5.6 and the fact that θ(s λ ) = [p λ ] can now be used to easily derive explicit formulae for the multiplicities of irreducible representations of S n in ρ (n) R .
Proposition 5.7. Let R ∈ R 0 with rescaled Thoma parameters (a, b), then the multiplicity of the S n representation associated to a partition λ of n in ρ
Further let ℓ(a), ℓ(b) be the respective lengths of a and b. Then λ, ρ 
where µ, ν are the partitions whose parts are
. . ]) be the associated Thoma parameters. The identity (5.3) follows by direct computation:
The remainder of the proposition is just Example 23 of Section 3 and Example 23 of Section 5 in [44] .
The conditions for the vanishing of λ, ρ
were previously observed in [26, Thm. III.6.5] and in [46, Thm. 6.9 ]. An example of the multiplicities of irreducible S n representations computed using Prop. 5.7 is given in Fig. 1 .
We end this section by comparing our classification of Yang-Baxter characters in terms of Thoma parameters with an alternative approach based on Hilbert-Poincaré series [2, 25] . Writing [1 n ] = [1, . . . , 1] and [n] for the partitions indexing the alternating and trivial representation of S n , respectively, these series are defined as
Using a categorical description of R-matrices, it was shown in [25, Thm. 1] (for the case of Hecke algebra representations, see [47] ) that H − R has to have the form 
Thus, we may pick a ′ i = a i and b ′ i = b i in (5.5). This allows us to extend the statement of [25, Thm. 1]: Not only is the Hilbert series a rational function, but its parameters a i and b i are non-negative integers. By a similar argument using the facts s [n] = h n and ω(h n ) = e n we obtain
The following corollary collects some well-known results [2, 25] about Hilbert-Poincaré series which in our setting follow as immediate consequences of (5.6), (5.7), Prop. 4.4 and Lemma 4.9.
R-matrices and product states
Our Yang-Baxter characters are defined by composing the homomorphism ρ R : C[S ∞ ] → E 0 with the unique tracial product state τ = n≥1
. In this section, we briefly discuss how this construction extends to a much larger class of extremal characters when we change τ to a different product state on E 0 : All extremal characters with Thoma parameters summing to 1 can, together with their GNS representations, be expressed in terms of R-matrices and product states. The essential difference to our Yang-Baxter setting is that instead of the canonical trace τ , a different product state is used. Let R ∈ R 0 (V ) and Z ∈ End(V ) such that [R, Z ⊗ Z] = 0. We consider the product state ω Z := n≥1 Tr V (Z · ) on E 0 , which is tracial in restriction to ρ R (C[S ∞ ]). Composed with ρ R , we thus get a character ω R Z := ω Z • ρ R of S ∞ . As in Prop. 2.2, one shows that ω R Z is extremal. We want to show that any extremal S ∞ -character with Thoma parameters (α, β) satisfying i (α i + β i ) = 1 is of this form. To this end, consider two Hilbert spaces V 1 , V 2 , such that dim V 1 and dim V 2 equal the number of non-vanishing α's and β's, respectively (which might be countably infinite). Let us fix orthonormal bases {e i } i and {f j } j of V 1 and V 2 , and trace class operators A ∈ B(V 1 ), B ∈ B(V 2 ) defined by
Lemma 5.9. In the notation introduced above, consider the Hilbert space W := V 1 ⊕V 2 and the (now possibly infinite dimensional) R-matrix F ⊞ −F ∈ R 0 (W ). Then
is an extremal character of S ∞ . Its α-parameters are the eigenvalues of A, and its β-parameters are the eigenvalues of B.
Proof. In view of the simple structure of F ⊞ −F , it is easy to see that this operator commutes with Z⊗Z, where Z := A⊕B. Thus ω
A⊕B is indeed an extremal character, and it remains to compute its Thoma parameters. Using the orthogonality V 1 ⊥ V 2 and the direct sum structure of Z = A ⊕ B, one shows in close analogy to Prop. 4.4 (see, in particular, (4.7)), that for any n-cycle,
These two terms sum to the value of the extremal character with Thoma parameters (α, β).
We next describe the GNS representation of ω F ⊞−F A⊕B , which turns out to be closely related to R-matrices as well. In the notation introduced above, let V := W ⊗ W and
where F ∈ R 0 (V 1 ), −F ∈ R 0 (V 2 ), and 1 ∈ R 0 (W ). In V , we fix the unit vector
This vector determines inclusions V ⊗n → V ⊗(n+1) by tensoring with ξ from the right, and we denote the corresponding inductive limit Hilbert space ξ n≥1 V .
Proposition 5.10. Let χ be an extremal S ∞ -character with Thoma parameters (α, β) satisfying i (α i + β i ) = 1. Then the GNS data (π χ , H χ , Ω χ ) can be described in terms of the previously introduced V, R, and ξ as
Proof. Observe that for w 1 , w 2 , w 3 , w 4 ∈ W , the R-matrix (5.10) acts according to 13) where the sign is negative if both w 1 and w 3 lie in V 2 , and positive otherwise. Let w 1 , . . . , w n , u 1 , . . . , u n ∈ W , and σ ∈ S n . Then this action of R implies 14) with the sign depending on the number of vectors w k lying in V 2 . From here one verifies The representation in the above proposition is known (see the original literature [32, 26] or the monograph [24] , where also the relation to spherical representations of S ∞ is discussed), but takes a particularly simple form in terms of our operations ⊞ and ⊠.
Examples
In this section, we discuss two special classes of involutive R-matrices.
R-matrices of diagonal type
As a simple class of examples which exist in any dimension, we consider involutive R-matrices of diagonal type. An R-matrix R ∈ R 0 is said to be diagonal if it is of the form R = DF , with F the flip, and for some orthonormal basis {e i } i of V , the matrix D ∈ End(V ⊗ V ) is diagonal in the corresponding tensor basis, i.e.
where λ ij ∈ C. It is easy to check that such R solve the Yang-Baxter equation. An R-matrix is said to be of diagonal type if it is equivalent to a diagonal one. The R-matrix R = DF , R(e i ⊗ e j ) = λ ji e j ⊗ e i , is unitary and involutive if and only if
In particular, we have λ ii = ±1 for each i ∈ {1, . . . , d}, and we introduce the parameter ℓ ∈ {0, . . . , d} as the number of λ ii 's that are equal to +1. This parameter is uniquely fixed by the rank r of R, which is defined as the multiplicity of the eigenvalue +1 of R. In fact, the trace of R is
As ℓ ranges over {0, . . . , d}, the rank r ranges over ii) The character depends only on d and ℓ, and the rank r determines ℓ uniquely.
In terms of diagrams, diagonal R-matrices have the form
with ℓ boxes in the left and d− ℓ boxes in the right column. Yang-Baxter characters of diagonal R-matrices play a significant role in the analysis of the statistics of superselection sectors in quantum field theory [46, Prop. 6.10] . They also feature prominently in the context of tensor categories as the skew-invertible unitary R-matrices [18, 2] .
Temperley-Lieb R-matrices
As a second class of examples, we consider solutions coming from representations of the Temperley-Lieb algebra [35] . Given an involutive R-matrix R ∈ R 0 , we denote its spectral projection onto eigenvalue +1 by P , i.e. P = 1 2 (R + 1). One computes 1 8 (R 1 R 2 R 1 − R 2 R 1 R 2 ) = P 1 P 2 P 1 − 1 4 8) and this vanishes by the Yang-Baxter equation. If both terms on the right hand side vanish individually,
then R is said to be of Temperley-Lieb type. This terminology is justified by the close relation of (6.9) to the defining relations of the Temperley-Lieb algebra: Recall that given δ > 0, the Temperley-Lieb algebra TL(δ) is the unital * -algebra over C with generators T k , k ∈ N, and the relations
Given an orthogonal projection P ∈ End(V ⊗ V ) satisfying (6.9), setting T k := 2 P k , k = 1, . . . , n − 1, defines a representation of the Temperley-Lieb algebra TL(δ) with δ = 2. Our equivalence relation ∼ preserves the property of being of Temperley-Lieb type, as follows from the lemma below. 
R does not contain the trivial representation if and only if ρ R (p 3 ) = 0. Inserting R = 2P − 1 into (6.10) gives by straightforward calculation ρ R (p 3 ) = 4 3
Thus ρ R (p 3 ) = 0 is equivalent to the Temperley-Lieb relations (6.9).
The example displayed in Fig. 1 describes a Temperley-Lieb type R-matrix because the trivial representation of S 3 does not appear in ρ Proof. We first show part ii). Let R ∈ R 0 have Thoma parameters (α, β). According to the preceding lemma, the trivial representation of S 3 , corresponding to the Young diagram , does not occur in ρ
R if and only if R is of Temperley-Lieb type. We can thus conclude from Prop. 5.7 that (equivalence classes of) Temperley-Lieb R-matrices are in one to one correspondence with those (α, β) ∈ T YB that have at most β 1 , β 2 as their only non-vanishing entries.
We have β 1 + β 2 = 1, and on a two-cycle, we get χ R (c 2 ) = −β Conversely, if (6.11) holds for some k ∈ N 0 , then (6.12) defines a Temperley-Lieb R-matrix with dimension d and rank r. In terms of diagrams,
14)
consisting of d boxes distributed over (one or) two rows on the right, with the difference in row lengths equal to k. The last statement follows because the Thoma parameters (6.12) depend only on d and r.
We conclude this discussion of Temperley-Lieb R-matrices with the following remarks. i) Yang-Baxter representations of the Temperley-Lieb algebra with general loop parameter δ, i.e., representations in which the tensor structure T k = 1 ⊗(k−1) ⊗ T ⊗ 1 ⊗ . . . is required for the generators of TL(δ), have recently been studied by Bytsko. He found various inequalities between δ, the dimension d, and the rank r = Tr V ⊗V (P ) that are necessary for such representations to exist [48, 49] .
Our results give a necessary and sufficient condition on d and r for Yang-Baxter representations of TL(2) with these parameters to exist, and classify such representations up to equivalence.
ii) In a more general setting of Hecke algebra representations, where the eigenvalues of R are −1 and λ, with λ not a non-trivial root of unity, Gurevich gave a classification of all Temperley-Lieb R-matrices for the special case of rank 5 r = 1 [2] . These rank 1 solutions can be used to construct Temperley-Lieb R-matrices in any dimension, which are, however, typically not normal, that is, P is not selfadjoint, even in the case of λ = 1.
The subclass of all those Temperley-Lieb R-matrices which are involutive and unitary, i.e. have eigenvalue λ = 1 and selfadjoint spectral projection P , are precisely those which we consider here. Prop. 6.3 implies in particular that in this subclass, the assumption r = 1 is very restrictive and only realized by a single equivalence class given by dimension d = 2 and R ∼ −F .
iii) The Temperley-Lieb R-matrices in the above examples have non-vanishing β-parameters (instead of α's) because we imposed the Temperley-Lieb relation on the spectral projection onto eigenvalue +1. If we used the spectral projection onto eigenvalue −1 instead, α and β would be exchanged.
