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The molecular ionization potential has a relatively strong electric-field dependence as
compared to the excitation energies which has implications for electrical insulation
since the excited states work as an energy sink emitting light in the UV/VIS region.
At some threshold field, all the excited states of the molecule have vanished and
the molecule is a two-state system with the ground state and the ionized state,
which has been hypothesized as a possible origin of different streamer propagation
modes. Constrained density-functional theory is used to calculate the field-dependent
ionization potential of different types of molecules relevant for electrically insulating
liquids. The low singlet-singlet excitation energies of each molecule have also been
calculated using time-dependent density functional theory. It is shown that low-energy
singlet-singlet excitation of the type n → π* (lone pair to unoccupied π* orbital) has
the ability to survive at higher fields. This type of excitation can for example be found
in esters, diketones and many color dyes. For alkanes (as for example n-tridecane
and cyclohexane) on the other hand, all the excited states, in particular the σ → σ*
excitations vanish in electric fields higher than 10 MV/cm. Further implications for the
design of electrically insulating dielectric liquids based on the molecular ionization
potential and excitation energies are discussed. C© 2014 Author(s). All article content,
except where otherwise noted, is licensed under a Creative Commons Attribution 3.0
Unported License. [http://dx.doi.org/10.1063/1.4869311]
I. INTRODUCTION
The molecular ionization potential (IP) in high electric fields is an important parameter in
pre-breakdown and breakdown phenomena in electrically insulating liquids.1, 2 In addition to the
applied electric field, a molecule is influenced by the electric moments of its neighboring molecules.
Therefore, the local field at a liquid molecule becomes larger than the applied field that may result
in a considerable effect on the ionization in models describing streamer dynamics.3–5 It has also
been discussed that the molecular excitation energies may affect streamer propagation.1, 2 It has
been suggested that since the number of available excited states decrease with increasing electric
field, it may be the molecular origin of different streamer modes.2 For molecules with many low
excitation energies, some excited states survive at higher fields as compared to molecules with only
a few relatively high excitation energies. In an applied voltage, an insulating liquid may lose the
continuously added energy by emitting heat or light. It may therefore be anticipated that additives
with low excitation energies will improve the insulating properties of a liquid.2 We may have
excitations by electron impact or by photon absorption. If the excited states have long life-times
compared to the frequency of either electron impact or photon absorption, a two-step ionization
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process may take place where the excited molecule can be ionized,1, 2 meaning that the excited
states of additives should have relatively short life times to improve the insulating properties of a
liquid. The strong field-dependence of the molecular IP also implies that photoionization should be
regarded as a local effect since high-energy photons generated in regions with a low field may give
ionization in high-field regions of the insulating liquid.2 The strong field-dependent IP therefore
gives rise to multitude of possible processes on the molecular scale, where the importance of each
process will depend on the chemical composition.
Experimental studies on the effect of additives on streamer behavior demonstrate that the
chemical composition and electronic properties of the base liquids and additives are important in
describing the changes of the streamer characteristics.6–12 It has been demonstrated that additives
with electron-scavenging capabilities increase the velocity of negative streamers, while additives
with low IP speed up positive streamers.13 In a recent work, the effect of a low-IP additive (N,N-
dimethylaniline) on white oil (Exxsol-D140 and Marcol-52) has been studied in a long point-to-plane
gap.14 It was found that N,N-dimethylaniline increases the streamer branching and velocity at low
voltages. The branching becomes widespread and dense with increasing the voltage and reduces the
field in front of the streamer channels as a result of the shielding effect. Therefore, the streamer
speed decreases at specific voltage. In another recent work, azobenzene and N,N-dimethylaniline
were added to an ester liquid and it was shown that azobenzene with lower excitation energies than
N,N-dimethylaniline causes a significant increase in the acceleration voltage.15
Quantum chemistry provides methods to calculate molecular parameters that are comparable
with experiments in terms of accuracy. Among the different quantum-chemical methods, density-
functional theory (DFT) calculations are accurate and computationally efficient based on the choice
of exchange-correlation functionals.16 Methods for calculating the field-dependent IP has been
developed recently.1, 17 In the first studies, a point-charge model is used1, 2 that is a quantum-classical
method based on the electrostatic interactions between a negative point-charge and a cation to find
the transition state for the dissociation of an electron in an electric field. A more recent method
is based on constrained DFT (CDFT),17 which is a full quantum-chemical approach that includes
both the electrostatic interactions and the exchange effects between the electron and the cation. In
CDFT, a constraint is placed on the electron density by a potential that is optimized to minimize the
total energy of the system.18, 19 For example, in long-range charge-transfer systems, the charges on
molecular fragments are constrained to +1 or −120, 21 and also the spin on molecular fragments can
be constrained to a desired value.22 The CDFT method has been used successfully for numerous
chemical phenomena.23–26 In our approach, the electron is represented with a ghost atom, i.e. basis
functions are added to an expansion center without a nuclear charge, and the charge of this ghost
atom is constrained to −1. If the total system is electrically neutral, we thus have a DFT model for
the interaction between an electron and a cation.17
For the field-dependent IP, the CDFT method was applied on a few small molecules in a
model study.17 In this work, the CDFT method is used for different types of molecules relevant for
insulation in dielectric liquids. The type of insulating liquids used in high-voltage applications are
mainly mineral oils composed of parrafinic, naphtenic and aromatic contributions.27, 28 Ester liquids
have recently become an alternative to mineral oil.29 Different liquids have different dielectric
performances because of different electrochemical properties of the molecules in the liquids. Here,
the IP and excitation energies of different types of molecules in the electric field are studied and
compared to each other, as well as with our previous work.1, 2, 17
II. THEORY
The IP is here calculated from the dissociation energy barrier of the interaction between an
electron and a molecular cation. In the point-charge model,1, 2 the interaction between a negative
point charge, as a model for the electron, and a molecular cation is calculated by varying the distance
between the point charge and the molecular cation in the electric field. The IP is calculated as the
difference between the energy of a neutral molecule and the dissociation energy barrier in the field.1
In this work, the CDFT method is used in which the electron is considered as a ghost atom, i.e.
an atom without a nuclear charge.17 The charge on the ghost atom is constrained to −1 as a model
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FIG. 1. The molecules included in this study with the coordinate system specified.
for the electron, and the spin of the electron is constrained to a doublet state while the entire system
is kept electrically neutral with a singlet spin state. The distance between the ghost atom and the
molecular cation is changed to obtain the dissociation barrier in an electric field.
The basis set on the ghost atom, i.e. the electron, is a linear combination of 6 primitive Gaussian
s-functions with the exponents 0.5, 0.1, 0.02, 0.004, 0.008 and 0.00016. The number of basis
functions is obtained to converge the IP to the order of 0.01 eV.17 Spherically symmetric s-functions
are used so that the centre-of-charge of the electron remains at the expansion point of the basis
functions, leading to that the position of the electron can be defined. There are some limitations
in the calculation of the dissociation barrier since the dissociation barrier becomes closer to the
molecule at higher fields.17 In these cases, the orbital of the electron becomes a linear combination
of the basis functions of the electron and the basis functions of the cation and it therefore becomes
difficult to control the position of the electron.
The geometry optimizations of all the molecules in zero field are done using the B3LYP
functional30, 31 with the cc-pVTZ basis set.32 This molecular geometry is used in subsequent calcula-
tions on the molecule and the cation at all electric fields. The Lo¨wdin population scheme33 is applied
in the CDFT calculations for partitioning the electron distribution. The unrestricted open-shell DFT
method is used for the cation calculations. More details about the approach is found in Ref. 17. The
time-dependent DFT (TDDFT)34 method is used to calculate the 20 lowest singlet-singlet excitation
energies. For the excitation energies the aug-cc-pVTZ basis set35 is applied since the excited states
become more diffuse in the electric field. All the DFT calculations are performed using the NWChem
software.36 The electric field in NWChem is simulated by point charges that in this work are located
at 50 and −50 Å whereas the molecule is located at the origin. The electric field is in the range 0 to
30 MV/cm.
III. RESULTS AND DISCUSSION
Figure 1 shows the structure of the included molecules, and in this figure also the coordinate
system is defined. Different types of molecules are investigated related to electrically insulating
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FIG. 2. The IP and excitation energies (eV) in the (a) x, (b) y, and (c) z direction of the electric field for benzene. The solid
line is the IP and the dots are excitation energies.
liquids either as base liquids or as additives. The IP and excitation energies in different directions
of the electric field are studied for benzene (aromatic), cyclohexane and n-tridecane (alkanes),
propylene carbonate and methyl butyrate (esters), benzil, 4,4′-dihydroxybenzil, 2,3-heptanedione
and p-benzoquinone (diketones). The excitations that remain at higher fields are investigated in
more detail. The reported experimental IPs are adiabatic, whereas the calculated IPs are vertical.
A. Benzene
The presence of polyaromatics in transformer oil affects the streamer behavior. For example,
2-methyl naphtalene can speed up both negative and positive streamers in Marcol-70, even at very
low concentrations.13 Benzene is included as the simplest aromatic molecule. The calculated zero-
field vertical IP for benzene is 9.63 eV compared to the adiabatic experimental IP of 9.24 eV.37 The
result is in good agreement with a focal point analysis giving a vertical IP around 9.45 eV.38 In the
focal point analysis, the Hartree-Fock (HF) energy is converged with respect to the completeness of
the basis set (cc-pV∞Z) and a correlation correction to the HF energy (coupled-cluster with single
and double and perturbative triple excitations CCSD(T)) at the basis set limit.38 The lowest excitation
energy is from the π to π* orbital with the energy 5.41 eV, which is in good agreement with results
from the HCTH functional,39 using various augmented basis sets (5.32–5.44 eV).40 Figure 2 shows
the IP and excitation energies in different directions of the field. The x- and y-directions are the
in-plane and z is the out-of-plane electric field, respectively (Figure 1). The center of benzene ring
is the origin of the coordinate system. The field-dependent IP calculated here is in good agreement
with the point-charge model.1 While the IP is decreasing with increasing electric field, the π to π*
excitation energies remain almost constant in the field. A few excitations have energies at or above
the IP. Since we use different methods for calculating the IP and the excitation energies, it could
be that some of the excitations just below the IP should instead be interpreted as ionized states just
above the IP.
B. Alkanes: Cyclohexane and n-tridecane
Alkanes are the major components of mineral oils.27 Cyclohexane and n-tridecane are chosen
because of earlier experimental studies of liquid cyclohexane9, 10, 41–43 and n-tridecane44, 45 with
different additives, and also to find out whether the CDFT method can be applied on longer chains.
The electric field in x- and y-directions are through the ring of the chair conformation of cyclohexane
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FIG. 3. The IP and excitation energies (eV) in the (a) and (b) x, (c) and (d) y, (e) and (f) z direction of the electric field for
cyclohexane (left) and n-tridecane (right). The solid line is the IP and the dots are excitation energies.
FIG. 4. The σ* orbital of carbon-carbon bonds (LUMO) in zero-field (left) and 10 MV/cm (right) in x-direction of the
electric field for cyclohexane.
and z is perpendicular to the ring (see Figure 1). The center of the ring is the origin of the coordinate
system. The experimental IP is around 9.8 eV37, 46 and the calculated zero-field IP is 10.22 eV, which
is in good agreement with the result of the B3P86 functional of 10.0 eV.46 The lowest excitation
energy of cyclohexane is 7.11 eV, in good accordance to the experimental value around 7.0 eV.47
Figure 3 (left) shows that the excited states vanish at fields higher than 5 MV/cm except in the
y-direction where excitation energies remain close to the IP and should possibly be interpreted as
ionized states. Figure 4 shows the lowest unoccupied molecular orbital (LUMO) in zero-field and
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the corresponding ionized orbital in 10 MV/cm in the x-direction, which clearly demonstrates the
general effect of increasing the field, that an unoccupied orbital changes from a bound to an ionized
state. The two lowest excitations in cyclohexane are from carbon σ orbitals to σ* orbitals.
The calculated zero-field IP for n-tridecane is 9.41 eV, in good agreement with the B3P86
functional, 9.42 eV46 and the experimental value of 9.72 eV.46 The lowest excitation energy is
7.08 eV. In the field calculations of the IP, the origin of the coordinate system is located on the
middle of the carbon chain. The x-direction of the field is along the chain and the y- and z-directions
are perpendicular to the chain, respectively (see Figure 1). The excited states become ionized already
at fields close to 1 MV/cm except in the y-direction (perpendicular to the chain) where the first excited
state remains up to 10 MV/cm (see Figure 3(d)). This excited state should probably be regarded as
an ionized state, since its energy is very close to the IP at 10 MV/cm.
n-tridecane and cyclohexane are alkanes with higher IPs and excitation energies as compared
to molecules with π -systems, as for example benzene discussed in the previous section, since their
excitations are from low-lying σ orbitals to high-lying σ* orbitals. All the excited states vanish
at a relatively low electric field for both molecules. The difference between the two molecules is
that n-tridecane is more influenced by the direction of the electric field along the alkane chain.
Figure 3(b) shows that the decrease in the IP is around 70% in the field along the chain comparing
zero field with 30 MV/cm, whereas it is around 40% in the field perpendicular to the chain as
shown in Figure 3 (right). Consequently, the direction of the field is important for relatively long
linear alkanes, such as n-tridecane and also 9,10-dimethyl octadecane as in our previous study.2
The field-dependent IPs of cyclohexane and n-tridecane calculated by CDFT method are in good
agreement with the earlier study using the point-charge model.1
In general, the excited states of alkanes vanish at lower fields as compared to other molecules
in the study, and for the linear alkanes the direction of the electric field becomes important. Alkanes
have fewer number of excited states in the field compared to esters, diketones and quinones as will
be discussed here. Therefore, alkanes have a reduced ability to be excited at a high electric field. The
light emission from the streamers in cyclohexane is experimentally difficult to detect,48–50 which
maybe explained by that the excited states of cyclohexane vanish already at an electric field around
5 MV/cm.
C. Esters: Propylene carbonate and methyl butyrate
Propylene carbonate and methyl butyrate are chosen as model compound for ester molecules.
Ester-based oils are more biodegradable and have lower volatility and higher flash points than
mineral oils,29, 51 and are investigated intensively as a replacement for mineral oils in electrically
insulating devices. Propylene carbonate is a carbonate ester that is mainly used as a polar solvent
with a high dielectric constant of 66 at 293 K.37 The ionic conduction of chloride ions in propylene
carbonate has been studied to understand conduction mechanisms in dielectric liquids.52
The optimized geometry of propylene carbonate is in good agreement with the obtained geom-
etry using BLYP/DNP method.53 The calculated zero-field IP for propylene carbonate is 10.81 eV
compared to the experimental adiabatic IP of 10.52 eV and the vertical IP of 10.71 eV,54 respectively.
Figure 5 (left) shows the IP and excitation energies in a field. The center of the ring is the origin
of the coordinate system. The x- and y-directions are through the ring, with the y-direction parallel
to the carbonyl bond, and z-direction is perpendicular to the ring, respectively (see Figure 1). The
decrease in the IP with increasing field is not dependent on the direction of the field. The lowest
excitation energy for propylene carbonate is 6.97 eV and it is the only excitation that survives at
30 MV/cm. The three lowest excitations are from oxygen lone pairs, n orbitals, to π∗C O orbitals.
The calculated zero-field IP for methyl butyrate is 10.13 eV and the experimental IP is
10.07 eV.37 The origin of the coordinate system is located on the center of the carbon-carbon bond
adjacent to the carboxylate group. The x-direction is along the carbon-carbon bonds, y-direction is
parallel to the carbonyl bond and z-direction is perpendicular to the central carbon-carbon bond,
respectively (see Figure 1). For methyl butyrate the IP is also independent of the direction of the
field (Figure 5 (right)). As shown in Figure 5 (right), the lowest excitation energy is 5.88 eV and it
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FIG. 5. The IP and excitation energies (eV) in the (a) and (b) x, (c) and (d) y, (e) and (f) z direction of the electric field for
propylene carbonate (left) and methyl butyrate (right). The solid line is the IP and the dots are excitation energies.
survives at 30 MV/cm. The excitations are from n orbitals of oxygen atoms to π∗C O orbital similar
to propylene carbonate.
For the ester molecules included in this study, there are few excited states in the field, but the
lowest excited state survives at 30 MV/cm. The results do not depend on the direction of the electric
field. For larger ester molecules such as glyceryltributyrate,2 there are a larger number of excited
states in the field but they have all vanished at fields higher than 30 MV/cm. Also the IP is more
influenced by the electric field than for the small ester molecules studied here. Glyceryltributyrate is
sensitive to the direction of the field and the molecular orbitals involved in some of the excitations
change in the field which results in an increase or decrease in their energies with increasing field.2
D. Diketones: Benzil, 4,4′-dihydroxybenzil, 2,3-heptanedione and p-benzoquinone
Benzil is a typical aromatic α-diketone molecule that has been the subject of many spectroscopic
investigations.55–58 Benzil and 4,4′-dihydroxybenzil have been evaluated as voltage stabilizer to resist
electrical treeing in polymer dielectrics used for high-voltage cable applications.59 The most stable
gas phase structure of benzil is cis-skew with the calculated torsion angle of 125◦, in good agreement
with the RHF (121◦) method and the BLYP (123◦) functional.60 The experimental torsion angle is
108◦ for the crystal phase61 and 117◦ for the gas phase,62 respectively. The bond lengths and angles
are in good agreement with the X-ray data61 and calculated data.60 The long central carbon-carbon
bond is 1.54 Å resulting in a non-conjugated structure which gives the molecule some specific
features.
Figure 6 (left) shows the IP and excitation energies for the cis-skew configuration of benzil in
different directions of the electric field. The center of the central carbon-carbon bond is the origin of
the coordinate system. The x-direction is through one of the phenyl rings, the y-direction is along one
of the central carbonyl bonds and the z-direction is perpendicular to the central carbon-carbon bond,
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FIG. 6. The IP and excitation energies (eV) in the (a) and (b) x, (c) and (d) y, (e) and (f) z direction of the electric field for
the cis-skew configuration of benzil (left) and the cis-skew configuration of 4,4′-dihydroxybenzil (right). The solid line is the
IP and the dots are excitation energies.
respectively. The calculated zero-field IP is 8.62 eV and the experimental IP is 8.68 eV.63 The lowest
excitation energy is 2.89 eV and it is from the lone pairs of oxygen atoms, n, to π* orbital of benzoyl
groups, π∗C O+CC . The experimental value is around 3.34 eV.64 The deviation from the experimental
value is because of the photoisomerization of benzil molecule. After absorption of light, the excited
molecule rearranges from cis-skew into a trans-planar configuration,65, 66 and by computations it
has been found that the first singlet and triplet excited states of benzil are trans-planar,67 while in
this work, the calculated vertical excitation energy is for the same configuration as the ground state
(cis-skew).
The trans-planar configuration of benzil has also been investigated and according to our calcu-
lations, the cis-skew configuration is 0.20 eV more stable than the trans-planar configuration. The
calculated IP of the trans-planar configuration is around 8.49 eV and the excitation energy is around
2.38 eV. The field-dependent IP is similar for the two configurations.
The calculated zero-field IP for the cis-skew configuration of 4,4′-dihydroxybenzil is
8.43 eV and the lowest excitation energy is 2.93 eV. The ground state configuration of this molecule
is cis-skew. The IP and excitation energy of the trans-planar configuration are 8.15 and 2.46 eV,
respectively. Comparing benzil and 4,4′-dihydroxybenzil shows that the two hydroxyl groups cause
blue shifts of around 0.04 and 0.13 eV, respectively, for the two lowest excitations, which both are n
to π∗C O+CC excitations. Figure 6 (right) shows the IP and excitation energies in different directions
of the field for cis-skew 4,4′-dihydroxybenzil. The directions of the field are the same as in benzil. A
few of the excitations decrease substantially with increasing field. For example, the fourth excitation
in 4,4′-dihydroxybenzil which is similar to the sixth excitation in benzil decreases with increasing
field. This excitation energy in zero-field is 4.11 eV for 4,4′-dihydroxybenzil and 4.53 eV for benzil,
respectively, and decreases to 2.96 eV for 4,4′-dihydroxybenzil and 3.50 eV for benzil at 30 MV/cm,
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FIG. 7. The molecular orbitals (πCC to the left and π∗C O to the right) that are involved in the fourth excitation for
4,4′-dihydroxybenzil in zero-field (top) and 30 MV/cm (bottom) in the x-direction of the electric field.
respectively. The excitation is from πCO + CC to π∗C O+CC of benzoyl groups as shown in Figure 7. The
molecular orbitals in zero-field and 30 MV/cm are shown in Figure 7. In zero-field, the molecular
orbital is localized on the two benzoyl groups. As the field increases, the molecular orbital of one
of the benzoyl groups gradually disappears until at 30 MV/cm is localized on one of the benzoyl
groups. The excitations that remain in the higher fields have the same characteristics as in benzil and
are from n to π∗C O+CC , phenyl π orbitals, πCC, to π∗C O+CC and πCO + CC to π∗C O+CC , respectively.
Another diketone, 2,3-heptanedione, is included in this study to be compared with benzil since
it has alkyl chains in its structure instead of the two phenyl rings as in benzil. The calculated IP is
9.03 eV, larger than for benzil (8.62 eV) and 4,4′-dihydroxybenzil (8.43 eV). The reason is that the
ion is more stabilized in benzil and 4,4′-dihydroxybenzil due to the π systems of the two phenyl
rings as compared to 2,3-heptanedione. The lowest excitation energy is 2.69 eV, lower than for
benzil (2.89 eV) and 4,4′-dihydroxybenzil (2.93 eV). Figure 8 shows the IP and excitation energies
in the field for this molecule. The origin of the coordinate system is on the carbon of the carbonyl
bond connected to the butyl chain. The x-direction is along the carbon chain, the y-direction is along
one of the carbonyl bonds and the z-direction is perpendicular to the carbonyl bond, respectively
(Figure 1). The first two excitations are from n orbitals to π∗C O which remains up to 30 MV/cm. The
other excitations are from σCH, σCC and πCO to π∗C O , respectively. There are fewer excited states
in the field for 2,3-heptanedione compared to benzil and 4,4′-dihydroxybenzil since the π to π*
excitations contribute to many excited states for the benzil molecules.
Quinone derivatives are conjugated diketone cyclic structures that are widely used as color
pigments,68, 69 and are well-known as electron acceptors in many charge-transfer type organic
conductors.70 Among the quinones, p-benzoquinone is selected as a reference molecule in studying
the IP and excitation energies since it has been used as an electron-attaching additive to study its
effect on the propagation of streamer in liquid cyclohexane.9 The calculated molecular structure
is close to the structure obtained from X-ray diffraction.71 The calculated zero-field IP is 9.84 eV
compared to the experimental IP of 9.99 eV.72 The calculated energies of the four lowest excita-
tions are 2.51, 2.74, 3.88 and 4.95 eV compared to the experimental values of 2.49, 2.52, 4.07 and
5.12 eV, respectively.71, 73 Figure 9 shows the IP and excitation energies in different directions of
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FIG. 8. The IP and excitation energies (eV) in the (a) x, (b) y, and (c) z direction of the electric field for 2,3-heptanedione.
The solid line is the IP and the dots are excitation energies.
FIG. 9. The IP and excitation energies (eV) in the (a) x, (b) y, and (c) z direction of the electric field for p-benzoquinone.
The solid line is the IP and the dots are excitation energies.
the field. The x- and y-directions are through the ring, with the y-direction along the carbonyl bonds
and the z-direction is perpendicular to the ring, respectively (see Figure 1). The center of the ring is
the origin of the coordinate system. The lowest two singlet-singlet excitations are from n orbitals to
the delocalized π∗C O+CC orbital, the third and fourth excitations are from πCC and πCO + CC orbitals
to π∗C O+CC orbital, respectively. Several semiempirical74–76 and ab-initio77–79 studies on the excited
states of p-benzoquinone show that the first two excitations have n → π* character followed by
two π → π* excitations. These excitations survive in the field up to 30 MV/cm. The two additional
excitations at 30 MV/cm are from oxygen n orbitals to π∗CC orbital.
In general, for diketones there is a large gap between the IP and the lowest excitation energy
which results in a larger number of excited states at higher fields. This behavior was also found
for trans-azobenzene.2 The lowest excitation which is from the lone pairs of nitrogen atoms to the
π* orbital of azo bond can survive in the field up to 100 MV/cm.2 In addition to the ester and
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diketone molecules included in this study, the excitation of the type n to π* in N,N-dimethylaniline,
tetrakis-(dimethylamino)ethylene, glyceryltributyrate in our previous work2 can remain in the field
of 30 MV/cm. Consequently, n to π* excitations have the ability to survive at higher fields.
IV. CONCLUSION
The constrained DFT method is demonstrated as an efficient method for calculating the field-
dependent IP of different types of molecules. The strong decrease of the IP with increasing electric
field causes a reduction in the number of available excited states at high electric fields. At a threshold
field, different for each molecule, all the excited states have vanished. The threshold field value is
much lower for alkanes compared to esters and diketones, i.e. the excitations of the alkanes vanish at
lower fields as compared to the other types of molecules included in our studies. The direction of the
electric field is important for linear alkanes. The ester molecules included in this work have fewer
excited states in high fields compared to the color dyes, but the lowest excitation which is from n to
π* survives at 30 MV/cm. Diketones have a higher number of excited states in the field since the n to
π* excitation has a relatively low energy compared to the field-dependent IP. Therefore, diketones
are more likely to become excited, whereas alkanes become ionized with increasing field. A general
conclusion is that n to π* excitations can survive at higher fields, while σ to σ* excitations vanish
at relatively low fields.
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