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Osaka University, Osaka University and Leiden University
We develop a theory of local asymptotic normality in the quan-
tum domain based on a novel quantum analogue of the log-likelihood
ratio. This formulation is applicable to any quantum statistical model
satisfying a mild smoothness condition. As an application, we prove
the asymptotic achievability of the Holevo bound for the local shift
parameter.
1. Introduction. Suppose that one has n copies of a quantum system
each in the same state depending on an unknown parameter θ, and one
wishes to estimate θ by making some measurement on the n systems to-
gether. This yields data whose distribution depends on θ and on the choice
of the measurement. Given the measurement, we therefore have a classical
parametric statistical model, though not necessarily an i.i.d. model, since we
are allowed to bring the n systems together before measuring the resulting
joint system as one quantum object. In that case the resulting data need
not consist of (a function of) n i.i.d. observations, and a key quantum fea-
ture is that we can generally extract more information about θ using such
“collective” or “joint” measurements than when we measure the systems
separately. What is the best we can do as n→∞, when we are allowed to
optimise both over the measurement and over the ensuing data processing?
The objective of this paper is to study this question by extending the theory
of local asymptotic normality (LAN), which is known to form an important
part of the classical asymptotic theory, to quantum statistical models.
Let us recall the classical LAN theory first. Given a statistical model
S = {pθ; θ ∈ Θ} on a probability space (Ω,F , µ) indexed by a parameter θ
that ranges over an open subset Θ of Rd, let us introduce a local parame-
ter h :=
√
n(θ − θ0) around a fixed θ0 ∈ Θ. If the parametrisation θ 7→ pθ
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is sufficiently smooth, it is known that the statistical properties of the
model {p⊗n
θ0+h/
√
n
;h ∈ Rd} is similar to that of the Gaussian shift model
{N(h,J−1θ0 );h ∈Rd} for large n, where p⊗nθ is the nth i.i.d. extension of pθ,
and Jθ0 is the Fisher information matrix of the model pθ at θ0. This property
is called the local asymptotic normality of the model S [21].
More generally, a sequence {p(n)θ ; θ ∈ Θ ⊂ Rd} of statistical models on
(Ω(n),F (n), µ(n)) is called locally asymptotically normal (LAN) at θ0 ∈Θ if
there exist a d× d positive matrix J and random vectors ∆(n) = (∆(n)1 , . . . ,
∆
(n)
d ) such that ∆
(n) 0 N(0, J) and
log
p
(n)
θ0+h/
√
n
p
(n)
θ0
= hi∆
(n)
i −
1
2
hihjJij + opθ0 (1)
for all h ∈ Rd. Here the arrow h stands for the convergence in distribu-
tion under p
(n)
θ0+h/
√
n
, the remainder term opθ0 (1) converges in probability to
zero under p
(n)
θ0
, and Einstein’s summation convention is used. The above
expansion is similar in form to the log-likelihood ratio of the Gaussian shift
model:
log
dN(h,J−1)
dN(0, J−1)
(X1, . . . ,Xd) = hi(XjJij)− 1
2
hihjJij .
This is the underlying mechanism behind the statistical similarities between
models {p(n)
θ0+h/
√
n
;h ∈Rd} and {N(h,J−1);h ∈Rd}.
In order to put the similarities to practical use, one needs some mathe-
matical devices. In general, a statistical theory comprises two parts. One is
to prove the existence of a statistic that possesses a certain desired prop-
erty (direct part), and the other is to prove the nonexistence of a statistic
that exceeds that property (converse part). In the problem of asymptotic
efficiency, for example, the converse part, the impossibility to do asymptoti-
cally better than the best which can be done in the limit situation, is ensured
by the following proposition, which is usually referred to as “Le Cam’s third
lemma” [21].
Proposition 1.1. Suppose {p(n)θ ; θ ∈ Θ ⊂ Rd} is LAN at θ0 ∈ Θ, with
∆(n) and J being as above, and let X(n) = (X
(n)
1 , . . . ,X
(n)
r ) be a sequence
of random vectors. If the joint distribution of X(n) and ∆(n) converges to a
Gaussian distribution, in that(
X(n)
∆(n)
)
0
 N
((
0
0
)
,
(
Σ τ
tτ J
))
,
then X(n)
h
 N(τh,Σ) for all h ∈Rd. Here tτ stands for the transpose of τ .
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Now, it appears from this lemma that it already tells us something about
the direct problem. In fact, by putting X(n)j :=
∑d
k=1[J
−1]jk∆(n)k , we have(
X(n)
∆(n)
)
0
 N
((
0
0
)
,
(
J−1 I
I J
))
,
so that X(n)
h
 N(h,J−1) follows from Proposition 1.1. This proves the
existence of an asymptotically efficient estimator for h. In the real world,
however, we do not know θ0 (obviously). Thus, the existence of an asymp-
totically optimal estimator for h does not translate into the existence of
an asymptotically optimal estimator of θ. In fact, the usual way that Le
Cam’s third lemma is used in the subsequent analysis is in order to prove
the so-called representation theorem, [21], Theorem 7.10. This theorem can
be used to tell us in several precise mathematical senses that no estima-
tor can asymptotically do better than what can be achieved in the limiting
Gaussian model.
For instance, Van der Vaart’s version of the representation theorem leads
to the asymptotic minimax theorem, telling us that the worst behaviour of
an estimator as θ varies in a shrinking (1 over root n) neighbourhood of θ0
cannot improve on what we expect from the limiting problem. This theorem
applies to all possible estimators, but only discusses their worst behaviour in
a neighbourhood of θ. Another option is to use the representation theorem
to derive the convolution theorem, which tells us that regular estimators
(estimators whose asymptotic behaviour in a small neighbourhood of θ is
more or less stable as the parameter varies) have a limiting distribution
which in a very strong sense is more disperse than the optimal limiting
distribution which we expect from the limiting statistical problem.
This paper addresses a quantum extension of LAN (abbreviated as QLAN).
As in the classical statistics, one of the important subjects of QLAN is to
show the existence of an estimator (direct part) that enjoys certain desired
properties. Some earlier works of asymptotic quantum parameter estima-
tion theory revealed the asymptotic achievability of the Holevo bound, a
quantum extension of the Crame´r–Rao type bound (see Section B.1 and
B.2 in [23]). Using a group representation theoretical method, Hayashi and
Matsumoto [11] showed that the Holevo bound for the quantum statistical
model S(C2) = {ρθ; θ ∈ Θ ⊂ R3} comprising the totality of density opera-
tors on the Hilbert space H ≃ C2 is asymptotically achievable at a given
single point θ0 ∈Θ. Following their work, Gut¸a˘ and Kahn [9, 14] developed
a theory of strong QLAN, and proved that the Holevo bound is asymptoti-
cally uniformly achievable around a given θ0 ∈Θ for the quantum statistical
model S(CD) = {ρθ; θ ∈Θ ⊂ RD2−1} comprising the totality of density op-
erators on the finite dimensional Hilbert space H ≃ CD. They proved that
an i.i.d. model {ρ⊗n
θ0+h/
√
n
;h ∈RD2−1} and a certain quantum Gaussian shift
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model can be translated by quantum channels to each other asymptotically.
Although their result is powerful, their QLAN has several drawbacks. First
of all, their method works only for i.i.d. extension of the totality S(H) of
the quantum states on the Hilbert space H, and is not applicable to generic
submodels of S(H). Moreover, it makes use of a special parametrisation θ
of S(H), in which the change of eigenvalues and eigenvectors are treated as
essential. Furthermore, it does not work if the reference state ρθ0 has a multi-
plicity of eigenvalues. Since these difficulties are inevitable in representation
theoretical approach advocated by Hayashi and Matsumoto [11], Gut¸a˘ and
Jenc¸ova´ [8] also tried a different approach to QLAN via the Connes cocy-
cle derivative, which was put forward in the literature as an appropriate
quantum analogue of the likelihood ratio. However they did not formally
establish an expansion which would be directly analogous to the classical
LAN. In addition, their approach is limited to faithful state models.
The purpose of the present paper is to develop a theory of weak QLAN
based on a new quantum extension of the log-likelihood ratio. This for-
mulation is applicable to any quantum statistical model satisfying a mild
smoothness condition, and is free from artificial setups such as the use of a
special coordinate system and/or nondegeneracy of eigenvalues of the ref-
erence state at which QLAN works. We also prove asymptotic achievability
of the Holevo bound for the local shift parameter h that belong to a dense
subset of Rd.
This paper is organised as follows. The main results are summarised in
Section 2. We first introduce a novel type of quantum log-likelihood ratio,
and define a quantum extension of local asymptotic normality in a quite
analogous way to the classical LAN. We then explore some basic properties
of QLAN, including a sufficient condition for an i.i.d. model to be QLAN,
and a quantum extension of Le Cam’s third lemma. Section 3 is devoted to
application of QLAN, including the asymptotic achievability of the Holevo
bound and asymptotic estimation theory for some typical qubit models.
Proofs of main results are deferred to Section A of supplementary mate-
rial [23]. Furthermore, since we assume some basic knowledge of quantum
estimation theory throughout the paper, we provide, for the reader’s con-
venience, a brief exposition of quantum estimation theory in Section B of
supplementary material [23], including quantum logarithmic derivatives, the
commutation operator and the Holevo bound (Section B.1), estimation the-
ory for quantum Gaussian shift models (Section B.2), and estimation theory
for pure state models (Section B.3).
It is also important to notice the limits of this work, which means that
there are many open problems left to study in the future. In the classical
case, the theory of LAN builds, of course, on the rich theory of convergence in
distribution, as studied in probability theory. In the quantum case, there still
does not exist a full parallel theory. Some of the most useful lemmas in the
classical theory simply are not true when translated in the quantum domain.
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For instance, in the classical case, we know that if the sequence of random
variables Xn converges in distribution to a random variable X , and at the
same time the sequence Yn converges in probability to a constant c, then this
implies joint convergence in distribution of (Xn, Yn) to the pair (X,c). The
obvious analogue of this in the quantum domain is simply untrue. In fact,
there is not even a general theory of convergence in distribution at all: there
is only a theory of convergence in distribution toward quantum Gaussian
limits. Unfortunately, even in this special case the natural analogue of the
just mentioned result simply fails to be true.
Because of these obstructions we are not at present able to follow the
standard route from Le Cam’s third lemma to the representation theorem,
and from there to asymptotic minimax or convolution theorems.
However we believe that the paper presents some notable steps in this
direction. Moreover, just as with Le Cam’s third lemma, one is able to
use the lemma to construct what can be conjectured to be asymptotically
optimal measurement and estimation schemes. We make some more remarks
on these possibilities later in the paper.
2. Main results.
2.1. Quantum log-likelihood ratio. In developing the theory of QLAN, it
is crucial what quantity one should adopt as the quantum counterpart of
the likelihood ratio. One may conceive of the Connes cocycle
[Dσ,Dρ]t := σ
√−1tρ−
√−1t
as the proper counterpart since it plays an essential role in discussing the
sufficiency of a subalgebra in quantum information theory [20]. Nevertheless,
we shall take a different route to the theory of QLAN, paying attention to
the fact that a “quantum exponential family”
ρθ = e
(1/2)(θL−ψ(θ)I)ρ0e(1/2)(θL−ψ(θ)I)
inherits nice properties of the classical exponential family [1, 2].
Definition 2.1 (Quantum log-likelihood ratio). We say a pair of density
operators ρ and σ on a finite dimensional Hilbert space H are mutually
absolutely continuous, ρ∼ σ in symbols, if there exist a Hermitian operator
L that satisfies
σ = e(1/2)Lρe(1/2)L.
We shall call such a Hermitian operator L a quantum log-likelihood ratio.
When the reference states ρ and σ need to be specified, L shall be denoted
by L(σ|ρ), so that
σ = e(1/2)L(σ|ρ)ρe(1/2)L(σ|ρ) .
We use the convention that L(ρ|ρ) = 0.
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Example 2.2. We say a state on H≃Cd is faithful if its density opera-
tor is positive definite. Any two faithful states are always mutually absolutely
continuous, and the corresponding quantum log-likelihood ratio is unique.
In fact, given ρ > 0 and σ > 0, they are related as σ = e(1/2)L(σ|ρ)ρe(1/2)L(σ|ρ) ,
where
L(σ|ρ) = 2 log(
√
ρ−1
√√
ρσ
√
ρ
√
ρ−1).
Note that Trρe(1/2)L(σ|ρ) is identical to the fidelity between ρ and σ, and
e(1/2)L(σ|ρ) is nothing but the operator geometric mean ρ−1#σ, whereA#B :=
A1/2(A−1/2BA−1/2)1/2A1/2 for positive operators A,B [15]. Since A#B =
B#A, the quantum log-likelihood ratio can also be written as
L(σ|ρ) = 2 log(√σ(
√√
σρ
√
σ)−1
√
σ).
Example 2.3. Pure states ρ= |ψ〉〈ψ| and σ = |ξ〉〈ξ| are mutually ab-
solutely continuous if and only if 〈ξ|ψ〉 6= 0. In fact, the “only if” part is
obvious. For the “if” part, consider L(σ|ρ) := 2 logR where
R := I +
1
|〈ξ|ψ〉| |ξ〉〈ξ| − |ψ〉〈ψ|.
Now
e(1/2)L(σ|ρ)|ψ〉=R|ψ〉= 〈ξ|ψ〉|〈ξ|ψ〉| |ξ〉,
showing that ρ∼ σ.
Remark 2.4. In general, density operators ρ and σ are mutually abso-
lutely continuous if and only if
σ⇃suppρ> 0 and rankρ= rankσ,(2.1)
where σ⇃suppρ denotes the “excision” of σ, the operator on the subspace
suppρ := (ker ρ)⊥ of H defined by
σ⇃suppρ:= ι
∗
ρσιρ,
where ιρ : suppρ →֒ H is the inclusion map. In fact, the “only if” part is
immediate. To prove the “if” part, let ρ and σ be represented in the form
of block matrices
ρ=
(
ρ0 0
0 0
)
, σ =
(
σ0 α
α∗ β
)
with ρ0 > 0. Since the first condition in (2.1) is equivalent to σ0 > 0, the
matrix σ is further decomposed as
σ =E∗
(
σ0 0
0 β −α∗σ−10 α
)
E, E :=
(
I σ−10 α
0 I
)
,
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and the second condition in (2.1) turns out to be equivalent to β−α∗σ−10 α=
0. Now let L(σ|ρ) := 2 logR, where
R :=E∗
(
ρ−10 #σ0 0
0 γ
)
E
with γ being an arbitrary positive matrix. Then a simple calculation shows
that σ =RρR.
The above argument demonstrates that a quantum log-likelihood ratio, if
it exists, is not unique when the reference states are not faithful. To be pre-
cise, the operator e(1/2)L(σ|ρ) is determined up to an additive constant Her-
mitian operator K satisfying ρK = 0. This fact also proves that the quantity
Trρe(1/2)L(σ|ρ) is well defined regardless of the uncertainty of L(σ|ρ), and is
identical to the fidelity.
2.2. Quantum central limit theorem. In quantum mechanics, canonical
observables are represented by the following canonical commutation rela-
tions (CCR):
[Qi, Pj ] =
√−1~δijI, [Qi,Qj] = 0, [Pi, Pj] = 0,
where ~ is the Planck constant. In what follows, we shall treat a slightly
generalised form of the CCR:
√−1
2
[Xi,Xj] = SijI (1≤ i, j ≤ d),
where S = [Sij] is a d × d real skew-symmetric matrix. The algebra gen-
erated by the observables (X1, . . . ,Xd) is denoted by CCR(S), and X :=
(X1, . . . ,Xd) is called the basic canonical observables of the algebra CCR(S).
(See [12, 13, 16, 19] for a rigorous definition of the CCR algebra.)
A state φ on the algebra CCR(S) is characterised by the characteristic
function
Fξ{φ} := φ(e
√−1ξiXi),
where ξ = (ξi)di=1 ∈Rd and Einstein’s summation convention is used. A state
φ on CCR(S) is called a quantum Gaussian state, denoted by φ∼N(h,J),
if the characteristic function takes the form
Fξ{φ}= e
√−1ξihi−(1/2)ξiξjVij ,
where h= (hi)
d
i=1 ∈ Rd and V = (Vij) is a real symmetric matrix such that
the Hermitian matrix J := V +
√−1S is positive semidefinite. When the
canonical observables X need to be specified, we also use the notation
(X,φ) ∼ N(h,J). (See [4, 7, 12, 14] for more information about quantum
Gaussian states.)
We will discuss relationships between a quantum Gaussian state φ on a
CCR and a state on another algebra. In such a case, we need to use the
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quasi-characteristic function
φ
(
r∏
t=1
e
√−1ξitXi
)
(2.2)
= exp
(
r∑
t=1
(√−1ξithi − 12ξitξjtJji
)
−
r∑
t=1
r∑
s=t+1
ξitξ
j
sJji
)
,
of a quantum Gaussian state, where (X,φ)∼N(h,J) and {ξt}rt=1 is a finite
subset of Cd [13].
Given a sequence H(n), n ∈ N, of finite dimensional Hilbert spaces, let
X(n) = (X
(n)
1 , . . . ,X
(n)
d ) and ρ
(n) be a list of observables and a density op-
erator on each H(n). We say the sequence (X(n), ρ(n)) converges in law to a
quantum Gaussian state N(h,J), denoted as (X(n), ρ(n)) qN(h,J), if
lim
n→∞Trρ
(n)
(
r∏
t=1
e
√−1ξitX(n)i
)
= φ
(
r∏
t=1
e
√−1ξitXi
)
for any finite subset {ξt}rt=1 of Cd, where (X,φ) ∼ N(h,J). Here we do
not intend to introduce the notion of “quantum convergence in law” in
general. We use this notion only for quantum Gaussian states in the sense
of convergence of quasi-characteristic function.
The following is a version of the quantum central limit theorem (see [13],
e.g.).
Proposition 2.5 (Quantum central limit theorem). Let Ai (1≤ i≤ d)
and ρ be observables and a state on a finite dimensional Hilbert space H
such that TrρAi = 0, and let
X
(n)
i :=
1√
n
n∑
k=1
I⊗(k−1) ⊗Ai ⊗ I⊗(n−k).
Then (X(n), ρ⊗n) qN(0, J), where J is the Hermitian matrix whose (i, j)th
entry is given by Jij =TrρAjAi.
For later convenience, we introduce the notion of an “infinitesimal” object
relative to the convergence (X(n), ρ(n)) qN(0, J) as follows. Given a list
X(n) = (X
(n)
1 , . . . ,X
(n)
d ) of observables and a state ρ
(n) on each H(n) that
satisfy (X(n), ρ(n)) qN(0, J) ∼ (X,φ), we say a sequence R(n) of observ-
ables, each being defined on H(n), is infinitesimal relative to the convergence
(X(n), ρ(n)) qN(0, J) if it satisfies
lim
n→∞Trρ
(n)
(
r∏
t=1
e
√−1(ξitX(n)i +ηtR(n))
)
= φ
(
r∏
t=1
e
√−1ξitXi
)
(2.3)
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for any finite subset of {ξt}rt=1 of Cd and any finite subset {ηt}rt=1 of C. This
is equivalent to saying that((
X(n)
R(n)
)
, ρ(n)
)
 
q
N
((
0
0
)
,
(
J 0
0 0
))
,
and is much stronger a requirement than
(R(n), ρ(n)) 
q
N(0,0).
An infinitesimal object R(n) relative to (X(n), ρ(n)) qN(0, J) will be de-
noted as o(X(n), ρ(n)).
The following is in essence a simple extension of Proposition 2.5, but will
turn out to be useful in applications.
Lemma 2.6. In addition to assumptions of Proposition 2.5, let P (n),
n ∈N, be a sequence of observables on H, and let
R(n) :=
1√
n
n∑
k=1
I⊗(k−1) ⊗P (n)⊗ I⊗(n−k).
If limn→∞P (n) = 0 and limn→∞
√
nTrρP (n) = 0, then R(n) = o(X(n), ρ⊗n).
This lemma gives a precise criterion for the convergence of quasi-charac-
teristic function for quantum Gaussian states.
2.3. Quantum local asymptotic normality. We are now ready to extend
the notion of local asymptotic normality to the quantum domain.
Definition 2.7 (QLAN). Given a sequence H(n) of finite dimensional
Hilbert spaces, let S(n) = {ρ(n)θ ; θ ∈Θ⊂Rd} be a quantum statistical model
on H(n), where ρ(n)θ is a parametric family of density operators and Θ is an
open set. We say S(n) is quantum locally asymptotically normal (QLAN) at
θ0 ∈Θ if the following conditions are satisfied:
(i) for any θ ∈ Θ and n ∈ N, ρ(n)θ is mutually absolutely continuous
to ρ
(n)
θ0
,
(ii) there exist a list ∆(n) = (∆
(n)
1 , . . . ,∆
(n)
d ) of observables on each H(n)
that satisfies
(∆(n), ρ
(n)
θ0
) 
q
N(0, J),
where J is a d× d Hermitian positive semidefinite matrix with ReJ > 0,
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(iii) quantum log-likelihood ratio L(n)h := L(ρ(n)θ0+h/√n|ρ
(n)
θ0
) is expanded in
h ∈Rd as
L(n)h = hi∆(n)i − 12(Jijhihj)I(n) + o(∆(n), ρ
(n)
θ0
),(2.4)
where I(n) is the identity operator on H(n).
It is also possible to extend Le Cam’s third lemma (Proposition 1.1) to
the quantum domain. To this end, however, we need a device to handle the
infinitesimal residual term in (2.4) in a more elaborate way.
Definition 2.8. Let S(n) = {ρ(n)θ ; θ ∈ Θ ⊂ Rd} be as in Definition 2.7,
and let X(n) = (X
(n)
1 , . . . ,X
(n)
r ) be a list of observables on H(n). We say the
pair (S(n),X(n)) is jointly QLAN at θ0 ∈ Θ if the following conditions are
satisfied:
(i) for any θ ∈ Θ and n ∈ N, ρ(n)θ is mutually absolutely continuous
to ρ
(n)
θ0
,
(ii) there exist a list ∆(n) = (∆
(n)
1 , . . . ,∆
(n)
d ) of observables on each H(n)
that satisfies ((
X(n)
∆(n)
)
, ρ
(n)
θ0
)
 
q
N
((
0
0
)
,
(
Σ τ
τ∗ J
))
,(2.5)
where Σ and J are Hermitian positive semidefinite matrices of size r× r and
d× d, respectively, with ReJ > 0, and τ is a complex matrix of size r× d.
(iii) quantum log-likelihood ratio L(n)h := L(ρ
(n)
θ0+h/
√
n
|ρ(n)θ0 ) is expanded in
h ∈Rd as
L(n)h = hi∆(n)i −
1
2
(Jijh
ihj)I(n) + o
((
X(n)
∆(n)
)
, ρ
(n)
θ0
)
.(2.6)
With Definition 2.8, we can state a quantum extension of Le Cam’s third
lemma as follows.
Theorem 2.9. Let S(n) and X(n) be as in Definition 2.8. If (ρ(n)θ ,X(n))
is jointly QLAN at θ0 ∈Θ, then
(X(n), ρ
(n)
θ0+h/
√
n
) 
q
N((Re τ)h,Σ)
for any h ∈Rd.
It should be emphasised that assumption (2.6), which was superfluous in
classical theory, is in fact crucial in proving Theorem 2.9.
In applications, we often handle i.i.d. extensions. In classical statistics,
a sequence of i.i.d. extensions of a model is LAN if the log-likelihood ratio
is twice differentiable [21]. Quite analogously, we can prove, with the help
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of Lemma 2.6, that a sequence of i.i.d. extensions of a quantum statistical
model is QLAN if the quantum log-likelihood ratio is twice differentiable.
Theorem 2.10. Let {ρθ; θ ∈Θ⊂Rd} be a quantum statistical model on
a finite dimensional Hilbert space H satisfying ρθ ∼ ρθ0 for all θ ∈Θ, where
θ0 ∈ Θ is an arbitrarily fixed point. If Lh := L(ρθ0+h|ρθ0) is differentiable
around h = 0 and twice differentiable at h = 0, then {ρ⊗nθ ; θ ∈ Θ ⊂ Rd} is
QLAN at θ0: that is, ρ
⊗n
θ ∼ ρ⊗nθ0 , and
∆
(n)
i :=
1√
n
n∑
k=1
I⊗(k−1) ⊗Li ⊗ I⊗(n−k)
and Jij := Trρθ0LjLi, with Li being the ith symmetric logarithmic derivative
at θ0 ∈Θ, satisfy conditions (ii) and (iii) in Definition 2.7.
By combining Theorem 2.10 with Theorem 2.9 and Lemma 2.6, we obtain
the following.
Corollary 2.11. Let {ρθ; θ ∈Θ⊂ Rd} be a quantum statistical model
on H satisfying ρθ ∼ ρθ0 for all θ ∈ Θ, where θ0 ∈ Θ is an arbitrarily fixed
point. Further, let {Bi}1≤i≤r be observables on H satisfying Trρθ0Bi = 0 for
i = 1, . . . , r. If Lh := L(ρθ0+h|ρθ0) is differentiable around h = 0 and twice
differentiable at h= 0, then the pair ({ρ⊗nθ },X(n)) of i.i.d. extension model
{ρ⊗nθ } and the list X(n) = {X(n)i }1≤i≤r of observables defined by
X
(n)
i :=
1√
n
n∑
k=1
I⊗(k−1) ⊗Bi ⊗ I⊗(n−k)
is jointly QLAN at θ0, and
(X(n), ρ⊗n
θ0+h/
√
n
) 
q
N((Re τ)h,Σ)
for any h ∈Rd, where Σ is the r× r positive semidefinite matrix defined by
Σij =Trρθ0BjBi and τ is the r× d matrix defined by τij =Trρθ0LjBi with
Li being the ith symmetric logarithmic derivative at θ0.
Corollary 2.11 is an i.i.d. version of the quantum Le Cam third lemma,
and will play a key role in demonstrating the asymptotic achievability of the
Holevo bound.
3. Applications to quantum statistics.
3.1. Achievability of the Holevo bound. Corollary 2.11 prompts us to ex-
pect that, for sufficiently large n, the estimation problem for the parameter
h of ρ⊗n
θ0+h/
√
n
could be reduced to that for the shift parameter h of the
quantum Gaussian shift model N((Re τ)h,Σ). The latter problem has been
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well-established to date (see Section B.2 in [23]). In particular, the best strat-
egy for estimating the shift parameter h is the one that achieves the Holevo
bound Ch(N((Re τ)h,Σ),G) (see Theorem B.7 in [23]). Moreover, it is shown
(see Corollary B.6 in [23]) that the Holevo bound Ch(N((Re τ)h,Σ),G) is
identical to the Holevo bound Cθ0(ρθ,G) for the model ρθ at θ0. These facts
suggest the existence of a sequence M (n) of estimators for the parameter h
of {ρ⊗n
θ0+h/
√
n
}n that asymptotically achieves the Holevo bound Cθ0(ρθ,G).
The following theorem materialises this program.
Theorem 3.1. Let {ρθ; θ ∈Θ⊂Rd} be a quantum statistical model on a
finite dimensional Hilbert space H, and fix a point θ0 ∈Θ. Suppose that ρθ ∼
ρθ0 for all θ ∈Θ, and that the quantum log-likelihood ratio Lh := L(ρθ0+h|ρθ0)
is differentiable in h around h= 0 and twice differentiable at h= 0. For any
countable dense subset D of Rd and any weight matrix G, there exist a
sequence M (n) of estimators on the model {ρ⊗n
θ0+h/
√
n
;h ∈Rd} that enjoys
lim
n→∞E
(n)
h [M
(n)] = h
and
lim
n→∞TrGV
(n)
h [M
(n)] =Cθ0(ρθ,G)
for every h ∈D. Here Cθ0(ρθ,G) is the Holevo bound at θ0. Here E(n)h [·] and
V
(n)
h [·] stand for the expectation and the covariance matrix under the state
ρ⊗n
θ0+h/
√
n
.
Theorem 3.1 asserts that there is a sequence M (n) of estimators on
{ρ⊗n
θ0+h/
√
n
}n that is asymptotically unbiased and achieves the Holevo bound
Cθ0(ρθ,G) for all h that belong to a dense subset of R
d. Since this result
requires only twice differentiability of the quantum log-likelihood ratio of
the base model ρθ, it will be useful in a wide range of statistical estimation
problems.
3.2. Application to qubit state estimation. In order to demonstrate the
applicability of our theory, we explore qubit state estimation problems.
Example 3.2 (3-dimensional faithful state model). The first example is
an ordinary one, comprising the totality of faithful qubit states:
S(C2) = {ρθ = 12(I + θ1σ1 + θ2σ2 + θ3σ3); θ = (θi)1≤i≤3 ∈Θ},
where σi (i= 1,2,3) are the standard Pauli matrices and Θ is the open unit
ball in R3. Due to the rotational symmetry, we take the reference point to
be θ0 = (0,0, r), with 0 ≤ r < 1. By a direct calculation, we see that the
symmetric logarithmic derivatives (SLDs) of the model ρθ at θ = θ0 are
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(L1,L2,L3) = (σ1, σ2, (rI + σ3)
−1), and the SLD Fisher information matrix
J (S) at θ0 is given by the real part of the matrix
J := [Trρθ0LjLi]ij =
 1 −r
√−1 0
r
√−1 1 0
0 0 1/(1− r2)
 .
Given a 3× 3 real positive definite matrix G, the minimal value of the
weighted covariances at θ = θ0 is given by
min
Mˆ
TrGVθ0 [Mˆ ] =C
(1)
θ0
(ρθ,G),
where the minimum is taken over all estimators Mˆ that are locally unbiased
at θ0, and
C
(1)
θ0
(ρθ,G) = (Tr
√√
GJ (S)−1
√
G)2
is the Hayashi–Gill–Massar bound [6, 10] (see also [22]). On the other hand,
the SLD tangent space (i.e., the linear span of the SLDs) is obviously invari-
ant under the action of the commutation operator D, and the Holevo bound
is given by
Cθ0(ρθ,G) := TrGJ
(R)−1 +Tr|
√
G ImJ (R)
−1√
G|,
where
J (R)
−1
:= (ReJ)−1J(ReJ)−1 =
 1 −r√−1 0r√−1 1 0
0 0 1− r2

is the inverse of the right logarithmic derivative (RLD) Fisher information
matrix (see Corollary B.2 in [23]).
It can be shown that the Hayashi–Gill–Massar bound is greater than the
Holevo bound:
C
(1)
θ0
(ρθ,G)>Cθ0(ρθ,G).
Let us check this fact for the special case when G= J (S). A direct compu-
tation shows that
C
(1)
θ0
(ρθ, J
(S)) = 9
and
Cθ0(ρθ, J
(S)) = 3+ 2r.
The left panel of Figure 1 shows the behaviour of Cθ0(ρθ, J
(S)) (solid) and
C
(1)
θ0
(ρθ, J
(S)) (dashed) as functions of r. We see that the Holevo bound
Cθ0(ρθ, J
(S)) is much smaller than C
(1)
θ0
(ρθ, J
(S)).
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Fig. 1. The left panel displays the Holevo bound C(0,0,r)(ρθ, J
(S)) (solid) and
the Hayashi–Gill–Massar bound C
(1)
(0,0,r)(ρθ, J
(S)) (dashed) for the 3-D model
ρθ =
1
2
(I + θ1σ1 + θ
2σ2 + θ
3σ3) as functions of r = ‖θ‖. The right panel displays
the Holevo bound C(0,r)(ρθ, J
(S)) (solid) and the Nagaoka bound C
(1)
(0,r)(ρθ, J
(S)) (dashed)
for the 2-D model ρθ =
1
2
(I + θ1σ1 + θ
2σ2 +
1
4
√
1− ‖θ‖2σ3).
Does this fact imply that the Holevo bound is of no use? The answer
is contrary, as Theorem 3.1 asserts. We will demonstrate the asymptotic
achievability of the Holevo bound. Let
∆
(n)
i :=
1√
n
n∑
k=1
I⊗k−1 ⊗Li ⊗ I⊗n−k
and let X
(n)
i := ∆
(n)
i for i= 1,2,3. It follows from the quantum central limit
theorem that ((
X(n)
∆(n)
)
, ρ⊗nθ0
)
 
q
N
(
0,
(
J J
J J
))
.
Since
L(θ) := L(ρθ|ρθ0) = 2 log
(√
ρ−1θ0
√√
ρθ0ρθ
√
ρθ0
√
ρ−1θ0
)
is obviously of class C∞ in θ, Corollary 2.11 shows that ({ρ⊗nθ },X(n)) is
jointly QLAN at θ0, and that
(X(n), ρ⊗n
θ0+h/
√
n
) 
q
N((ReJ)h,J)
for all h ∈ R3. This implies that a sequence of models {ρ⊗n
θ0+h/
√
n
;h ∈ Rd}
converges to a quantum Gaussian shift model {N((ReJ)h,J);h ∈R3}. Note
that the imaginary part
S =
 0 −r√−1 0r√−1 0 0
0 0 0

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of the matrix J determines the CCR(S), as well as the corresponding basic
canonical observables X = (X1,X2,X3). When r 6= 0, the above S has the
following physical interpretation: X1 and X2 form a canonical pair of quan-
tum Gaussian observables, while X3 is a classical Gaussian random variable.
In this way, the matrix J automatically tells us the structure of the limiting
quantum Gaussian shift model.
Now, the best strategy for estimating the shift parameter h of the quan-
tum Gaussian shift model {N((ReJ)h,J);h ∈ Rd} is the one that achieves
the Holevo bound Ch(N((ReJ)h,J),G) (see Theorem B.7 in [23]). Moreover,
this Holevo bound Ch(N((ReJ)h,J),G) is identical to the Holevo bound
Cθ0(ρθ,G) for the model ρθ at θ0 (see Corollary B.6 in [23]. Recall that the
matrix J is evaluated at θ0 of the model ρθ). Theorem 3.1 combines these
facts, and concludes that there exist a sequence M (n) of estimators on the
model {ρ⊗n
θ0+h/
√
n
;h ∈ R3} that is asymptotically unbiased and achieves the
common values of the Holevo bound:
lim
n→∞TrGV
(n)
h [M
(n)] =Ch(N((ReJ)h,J),G) =Cθ0(ρθ,G)
for all h that belong to a countable dense subset of R3.
It should be emphasised that the matrix J becomes the identity at the
origin θ0 = (0,0,0). This means that the limiting Gaussian shift model
{N(h,J);h ∈ R3} is “classical.” Since such a degenerate case cannot be
treated in [9, 11, 14], our method has a clear advantage in applications.
Example 3.3 (Pure state model). The second example is to demon-
strate that our formulation allows us to treat pure state models. Let us
consider the model S = {|ψ(θ)〉〈ψ(θ)|; θ = (θi)1≤i≤2 ∈Θ} defined by
ψ(θ) :=
1√
cosh‖θ‖e
(1/2)(θ1σ1+θ2σ2)
(
1
0
)
,
where Θ is an open subset of R2 containing the origin, and ‖ · ‖ denotes the
Euclid norm. By a direct computation, the SLDs at θ0 = (0,0) are (L1,L2) =
(σ1, σ2), and the SLD Fisher information matrix J
(S) is the real part of the
matrix
J = [Trρθ0LjLi]ij =
(
1 −√−1√−1 1
)
,
that is, J (S) = I . Since the SLD tangent space is D invariant [3], the Holevo
bound for a weight G> 0 is represented as
Cθ0(ρθ,G) := TrGJ
(R)−1 +Tr|
√
G ImJ (R)
−1√
G|,
where
J (R)
−1
:= (ReJ)−1J(ReJ)−1 =
(
1 −√−1√−1 1
)
is the inverse RLD Fisher information matrix (see Corollary B.2 in [23]).
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Let us demonstrate that our QLAN is applicable also to pure state models.
Let
∆
(n)
i :=
1√
n
n∑
k=1
I⊗k−1 ⊗Li ⊗ I⊗n−k
and let X
(n)
i := ∆
(n)
i for i= 1,2. It follows from the quantum central limit
theorem that ((
X(n)
∆(n)
)
, ρ⊗nθ0
)
 
q
N
(
0,
(
J J
J J
))
.
Since
L(θ) := L(ρθ|ρθ0) = θ1σ1 + θ2σ2 − log cosh‖θ‖
is of class C∞ with respect to θ, it follows from Corollary 2.11 that ({ρ⊗nθ },
X(n)) is jointly QLAN at θ0, and that
(X(n), ρ⊗n
θ0+h/
√
n
) N((ReJ)h,J) =N(h,J (R)
−1
)
for all h ∈R2. Theorem 3.1 further asserts that there exist a sequenceM (n) of
estimators on the model {ρ⊗n
θ0+h/
√
n
;h ∈R2} that is asymptotically unbiased
and achieves the Holevo bound:
lim
n→∞TrGV
(n)
h [M
(n)] =Ch(N(h,J
(R)−1),G) =C(0,0)(ρθ,G)
for all h that belong to a dense subset of R3. In fact, the sequenceM (n) can be
taken to be a separable one, making no use of quantum correlations [17]. (See
also Section B.3 in [23] for a simple proof.) Note that the matrix J (R)
−1
is
degenerate, and the derived quantum Gaussian shift model {N(h,J (R)−1)}h
is a canonical coherent model [3].
Example 3.4 (2-dimensional faithful state model). The third example
treats the case when the SLD tangent space is not D invariant. Let us
consider the model
S = {ρθ = 12(I + θ1σ1 + θ2σ2 + z0
√
1− ‖θ‖2σ3); θ = (θi)1≤i≤2 ∈Θ},
where 0≤ z0 < 1, and Θ is the open unit disk. Due to the rotational sym-
metry around z-axis, we take the reference point to be θ0 = (0, r), with
0≤ r < 1. By a direct calculation, we see that the SLDs at θ0 are (L1,L2) =
(σ1,
1
1−r2 (σ2 − rI)). It is important to notice that the SLD tangent space
span{Li}2i=1 is not D invariant unless r= 0. In fact
Dσ1 = z(r)σ2 − rσ3, Dσ2 =−z(r)σ1,
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where z(r) := E[σ3] = z0
√
1− r2. The minimal D invariant extension T of
the SLD tangent space has a basis (D1,D2,D3) := (L1,L2, σ3 − z(r)I). The
matrices Σ, J , and τ appeared in Definition 2.8 and Corollary 2.11 are
calculated as
Σ := [Trρθ0DjDi]ij
=

1 −√−1 z
2
0
z(r)
r
√−1− z(r)
√−1 z
2
0
z(r)
z20
z(r)2
−
(
r
z(r)
+
√−1
)
z20
−r√−1− z(r) −
(
r
z(r)
−√−1
)
z20 1

,
J := [Trρθ0LjLi]ij =
 1 −
√−1 z
2
0
z(r)
√−1 z
2
0
z(r)
z20
z(r)2
 ,
τ := [Trρθ0Ljσi]ij =

1 −√−1 z
2
0
z(r)
√−1 z
2
0
z(r)
z20
z(r)2
−r√−1− z(r) −
(
r
z(r)
−√−1
)
z20
 .
Given a 2× 2 real positive definite matrix G, the minimal value of the
weighted covariances at θ = θ0 is given by
min
Mˆ
TrGVθ0 [Mˆ ] =C
(1)
θ0
(ρθ,G),
where the minimum is taken over all estimators Mˆ that are locally unbiased
at θ0, and
C
(1)
θ0
(ρθ,G) = (Tr
√√
GJ (S)−1
√
G)2
is the Nagaoka bound [18] (see also [22]).
It can be shown that the Nagaoka bound is greater than the Holevo bound:
C
(1)
θ0
(ρθ,G)>Cθ0(ρθ,G).
Let us check this fact for the special case when G= J (S). A direct compu-
tation shows that
C
(1)
θ0
(ρθ, J
(S)) = 4
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and
Cθ0(ρθ, J
(S)) =

2(1 + z0)− r2(1− z20), if 0≤ r ≤
√
z0
1− z20
,
2 +
z20
r2(1− z20)
, if
√
z0
1− z20
< r.
The right panel of Figure 1 shows the behaviour of Cθ0(ρθ, J
(S)) (solid) and
C
(1)
θ0
(ρθ, J
(S)) with z0 =
1
4 (dashed) as functions of r. We see that Holevo
bound Cθ0(ρθ, J
(S)) is much smaller than C
(1)
(0,r)(ρθ, J
(S)).
As in Example 3.2, we demonstrate that the Holevo bound is asymptoti-
cally achievable. Let
∆
(n)
i :=
1√
n
n∑
k=1
I⊗k−1⊗Li ⊗ I⊗n−k (i= 1,2),
and let
X
(n)
j :=
1√
n
n∑
k=1
I⊗k−1 ⊗Dj ⊗ I⊗n−k (j = 1,2,3).
It then follows from the quantum central limit theorem that((
X(n)
∆(n)
)
, ρ⊗nθ0
)
 
q
N
(
0,
(
Σ τ
τ∗ J
))
.
Therefore, Corollary 2.11 shows that ({ρ⊗nθ },X(n)) is jointly QLAN at θ0,
and that
(X(n), ρ⊗n
θ0+h/
√
n
) 
q
N((Re τ)h,Σ)
for all h ∈R2.
It should be noted that the off-diagonal block τ of the “quantum covari-
ance” matrix is not a square matrix. This means that the derived quantum
Gaussian shift model {N((Re τ)h,Σ);h ∈R2} forms a submanifold of the to-
tal quantum Gaussian shift model derived in Example 3.2, corresponding to
a 2-dimensional linear subspace in the shift parameter space. Nevertheless,
Theorem 3.1 asserts that there exists a sequence M (n) of estimators on the
model {ρ⊗n
θ0+h/
√
n
;h ∈ R3} that is asymptotically unbiased and achieves the
Holevo bound:
lim
n→∞TrGV
(n)
h [M
(n)] =Ch(N((Re τ)h,Σ),G) =Cθ0(ρθ,G)
for all h that belong to a dense subset of R3.
3.3. Translating estimation of h to estimation of θ. As we have seen in
the previous subsections, our theory enables us to construct asymptotically
optimal estimators of h in the local models indexed by the parameter θ0 +
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h/
√
n. In practice of course, θ0 is unknown and hence estimation of h, with
θ0 known, is irrelevant. The actual sequence of measurements which we have
constructed depends in all interesting cases on θ0.
However, the results immediately inspire two-step (or adaptive) proce-
dures, in which we first measure a small proportion of the quantum systems,
in number n1 say, using some standard measurement scheme, for instance,
separate particle quantum tomography. From these measurement outcomes
we construct an initial estimate of θ, let us call it θ˜. We can now use our
theory to compute the asymptotically optimal measurement scheme which
corresponds to the situation θ0 = θ˜. We proceed to implement this measure-
ment on the remaining quantum systems collectively, estimating h in the
model θ = θ˜ + h/
√
n2 where n2 is the number of systems still available for
the second stage.
What can we say about such a procedure? If n1/n→ α > 0 as n→∞,
then we can expect that the initial estimate θ˜ is root n consistent. In smooth
models, one would expect that in this case the final estimate θ̂ = θ˜+ ĥ/
√
n2
would be asymptotically optimal up to a factor 1− α: its limiting variance
will be a factor (1− α)−1 too large.
If however n1→∞ but n1/n→ α= 0, then one would expect this proce-
dure to break down, unless the rate of growth of n1 is very carefully chosen
(and fast enough). On the other hand, instead of a direct two-step proce-
dure, with the final estimate computed as θ˜ + ĥ/
√
n2, one could be more
careful in how the data obtained from the second stage measurement is used.
Given the second step measurement, which results in an observed value ĥ,
one could write down the likelihood for h based on the given measurement
and the initially specified model, and compute instead of the just mentioned
one-step iterate, the actual maximum likelihood estimator of θ based on the
second stage data. Such procedures have earlier been studied by Gill and
Massar [6] and others, and shown in special cases to perform very well.
However, in general, the computational problem of even calculating the
likelihood given data, measurement, and model, is challenging, due to the
huge size of the Hilbert space of n copies of a finite dimensional quantum
system.
4. Concluding remarks. We have developed a new theory of local asymp-
totic normality in the quantum domain based on a quantum extension of the
log-likelihood ratio. This formulation is applicable to any model satisfying a
mild smoothness condition, and is free from artificial setups such as the use
of a special coordinate system and/or nondegeneracy of eigenvalues of the
reference state. We also have proved asymptotic achievability of the Holevo
bound for the local shift parameter on a dense subset of the parameter space.
There are of course many open questions left. Among others, it is not
clear whether every sequence of statistics on a QLAN model can be re-
alised on the limiting quantum Gaussian shift model. In classical statistics,
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such a problem has been solved affirmatively as the representation theorem,
which asserts that, given a weakly convergent sequence T (n) of statistics on
{p(n)
θ0+h/
√
n
;h ∈Rd}, there exist a limiting statistics T on {N(h,J−1);h ∈Rd}
such that T (n)
h
 T . Representation theorem is useful in proving, for exam-
ple, the nonexistence of an asymptotically superefficient estimator (the con-
verse part, as stated in Introduction). Moreover, the so-called convolution
theorem and local asymptotic minimax theorem, which are the standard
tools in discussing asymptotic lower bounds for estimation in LAN models,
immediately follows [21]. Extending the representation theorem, convolution
theorem, and local asymptotic minimax theorem to the quantum domain is
an intriguing open problem. However it surely is possible to make some
progress in this direction, as, for instance, the results of Gill and Gut¸a˘ [4].
In that paper, the van Trees inequality was used to derive some results in a
“poor man’s” version of QLAN theory; see also [5].
It also remains to be seen whether our asymptotically optimal statistical
procedures for the local model with local parameter h can be translated into
useful statistical procedures for the real world case in which θ0 is unknown.
SUPPLEMENTARY MATERIAL
Supplementary material to “Quantum local asymptotic normality based
on a new quantum likelihood ratio” (DOI: 10.1214/13-AOS1147SUPP; .pdf).
Section A is devoted to proofs of Lemma 2.6, Theorems 2.9 and 2.10, Corol-
lary 2.11, and Theorem 3.1. Section B is devoted to a brief account of
quantum estimation theory, including quantum logarithmic derivatives, the
commutation operator, the Holevo bound, estimation theory for quantum
Gaussian shift models and for pure state models.
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