A theoretical framework for mastery testing based on item response theory and Bayesian decision theory is described. Mastery testing is used in educational and certification contexts to decide, on the basis of test performance, whether an individual has attained a specified level of knowledge, or mastery, of a given subject. A central problem in designing a mastery test is that of maximizing the probability of making a correct mastery decision while simultaneously minimizing test length. A similar problem is frequently encountered in the field of quality control: Acceptance sampling plans must be designed to maximize the probability of correctly classifying the quality of a lot of manufactured material while simultaneously minimizing the number of items inspected. The solution to the acceptance sampling problem that was proposed by Wald (1947) , called the sequential probability ratio test (SPRT), exploited the fact that a lot of very poor quality can be expected to reveal its character in a very small sample, whereas lots of medium quality will always require more extensive testing. This is done by testing one randomly selected unit at a time, while allowing for the possibility of a decision on the quality of the lot as a whole after each selection.
Mastery testing is used in educational and certification contexts to decide, on the basis of test performance, whether an individual has attained a specified level of knowledge, or mastery, of a given subject. A central problem in designing a mastery test is that of maximizing the probability of making a correct mastery decision while simultaneously minimizing test length. A similar problem is frequently encountered in the field of quality control: Acceptance sampling plans must be designed to maximize the probability of correctly classifying the quality of a lot of manufactured material while simultaneously minimizing the number of items inspected. The solution to the acceptance sampling problem that was proposed by Wald (1947) , called the sequential probability ratio test (SPRT), exploited the fact that a lot of very poor quality can be expected to reveal its character in a very small sample, whereas lots of medium quality will always require more extensive testing. This is done by testing one randomly selected unit at a time, while allowing for the possibility of a decision on the quality of the lot as a whole after each selection.
In an early application of the sequential testing approach to the mastery testing problem, Ferguson (1969a Ferguson ( , 1969b ) designed a sequential mastery test that treated examinees' responses to items as a sequence of independent Bernoulli trials. This design requires a pool of calibrated items that can be sampled randomly. The test is conducted by presenting items to examinees one at a time. After each item has been presented, a decision is made either to classify the examinee (as a master or a nonmaster) or to present another item. Ferguson also specified a maximum test length for those individuals for whom the mastery classification is very difficult to make. The decision rule assumes a binomial probability model for item responses and, as in the SPRT, is based on a likelihood ratio statistic.
A major advantage of this approach is that it allows for shorter tests for individuals who have clearly mastered (or clearly not mastered) the subject matter, and longer tests for those individuals for whom the mastery decision is not as clear-cut. The use of the binomial model implies that the probability of a correct response to an item is the same for all items in the pool, or that items are sampled at random.
Alternative sequential mastery testing procedures have been proposed by Reckase (1983) and by Kingsbury and Weiss (1983) . Both of these procedures employ non-random adaptive item selection algorithms and are designed to be used with item pools containing items that vary in difficulty and discrimination. In each procedure, the next item to be presented to an individual is selected based on the amount of information that the item provides concerning the individual's achievement level estimate at that point in the testing process. This adaptive item sampling algorithm is implemented using methods derived from item response theory (IRT) . The decision rule proposed by Reckase is a modification of the SPRT, in which the probability of a correct response to an item is allowed to vary from one item to the next. This probability is estimated using an IRT model. The procedure proposed by Kingsbury and Weiss differs from the Reckase procedure in that classification decisions are made using Bayesian confidence intervals.
An alternative IRT-based mastery testing procedure has been proposed by Lord (1980) and implemented by Stocking (1987) . In this alternative approach, all examinees receive the same fixed-length test, but the test is designed, constructed, and scored using methods derived from IRT. An optimal test length is determined by specifying a maximum value for the length of the asymptotic confidence interval for estimating ability (0) from test score in the region of the cutscore. This approach places no restrictions on the variability of items in the pool, but it does require that all examinees take the same fixed-length test.
A new type of mastery testing procedure is introduced in this paper that is constructed using IRT, like Lord (1980) , and using Wald's sequential testing approach to provide an adaptive stopping rule, like Ferguson (1969a Ferguson ( , 1969b and Reckase (1983) . This approach differs from those presented previously in that (1) the sequential testing process operates on blocks of items, called testlets, rather than individual items, and (2) the decision rule is determined using Bayesian decision theory. This new mastery test is called a computerized mastery test (CMT), because it is designed to be administered and scored using personal computers.
Design for a Computerized Mastery Test Testlets
A testlet is an ordered collection of items that has been designed to be administered as a unit. One of the advantages of a testlet-based item presentation algorithm is that, regardless of the selection methodology employed, it is never necessary to restrict the item pool to equivalent items.
For example, a test that calls for adaptive testlet selection requires a pool of variably peaked testlets, or testlets that have been designed to be optimally discriminating at a series of fixed points along the 0 scale. The fixed-length mastery testing procedure proposed by Lord (1980) could be used to construct such a pool. In contrast, a test that calls for random testlet selection requires a pool of parallel peaked testlets, or testlets that have been designed to be optimally discriminating at the same 8 value (i.e., the cutscore). Lord's procedure again could be used to construct such a pool, in which each testlet would contain items that varied in difficulty and discrimination, but all testlets would be constructed to provide equivalent measurement at the cutscore. The feasibility of Lord's procedure for the case of equivalent testlets has been demonstrated by Stocking (1987) . Because a testlet is basically a short test, it is not unreasonable to assume that any procedure developed to construct peaked tests could be modified to construct peaked testlets; also, any procedure developed to construct parallel test forms could be modified to construct parallel testlets, or testlets with equivalent measurement properties.
Testlet-based item presentation algorithms also provide a number of secondary advantages. For example, they allow for greater control over problems related to item-ordering and context effects (Wainer & Kiely, 1987 Ferguson's (1969a Ferguson's ( , 1969b application of the SPRT to the mastery testing problem, the cutscore separating masters from nonmasters was defined in terms of the minimum proportion of correct responses needed to classify an examinee as a master. In Lord's (1980) treatment of mastery testing, an IRT model is used to characterize the relationship between observed test performance and true mastery status, and the cutscore is defined as a point 0. on the latent achievement scale. Because it may not always be feasible to specify 8c precisely, Lord also suggested an alternative mastery definition in which two values, 8n and 0., are specified. 8n is the highest level at which an examinee will be considered a nonmaster, and [ is the lowest level at which an examinee will be considered a master. Lord's approach is followed in the present sequential testing procedure.
The Use of Loss Functions
In making mastery decisions, two types of errors are possible: (1) classifying a nonmaster as a master (a false positive decision); and (2) classifying a master as a nonmaster (a false negative decision). Let a and 0 denote the probability of occurrence for these two different types of errors, respectively. In the procedures proposed by Ferguson (1969a Ferguson ( , 1969b and Reckase (1983) , the decision rule is determined by specifying target values for a and (3. In one of the fixed-length mastery tests proposed by Lord, the decision rule is determined by selecting a small value for a (e.g., .05) and then determining the decision rule that minimizes (3.
The decision rule used here does not require the specification of values for a and 0. Instead, misclassification rates are controlled through a decision theory approach. Early applications of decision theory to mastery testing include Cronbach and Gleser (1965) , Novick (1973), Huynh (1976) , Petersen (1976) , Swaminathan, Hambleton, and Algina (1975) One of the advantages of selecting such a simplified loss function is that it limits the amount of prior information needed to determine posterior expected loss. In particular, prior beliefs about the true mastery status of examinees can be quantified in terms of two probabilities: Pm, the prior probability that an examinee is at 8m' and ~ = 1 -P., the prior probability that an examinee is at 9~. £ can either be determined through a subjective assessment of the proportion of true masters in the examinee population, or through an analysis of empirical data providing the observed proportion of masters in the examinee population. Alternatively, £ = P = .5 could incorporate a notion of equal prior odds.
To determine posterior expected loss, it is also necessary to have a model that characterizes the relationship between true mastery status and observed test performance. A three-parameter logistic IRT model was used here to provide the conditional probability of observing any particular pattern of ordered item responses, given true mastery status. The parameters of the model allow each item to be characterized in terms of its difficulty, discrimination, and guessing characteristics. An in-depth treatment of the consequences of lack of parallelism in a testlet pool can be found in Sheehan and Lewis (1989) . They concluded that between-testlet variation affects the efficiency of the testing procedure, but not the specification of an optimal decision rule. Thus, whether or not testlets are parallel, the best estimate of the likelihood of a particular number-correct score on a randomly selected testlet is the average of the probabilities calculated for that score on all testlets in the pool. As Repeated paper-and-pencil administrations of this exam previously resulted in an item pool containing 110 items. The three-parameter logistic IRT model was fit to these data, and estimated model parameters were available (Kingston, 1987) . The estimated parameters indicated a wide variation in the difficulty and discrimination levels of the items in the pool. The items also belonged to two nonoverlapping content categories. Second, the six testlets that appeared most &dquo;parallel&dquo; (in terms of median difficulty and discrimination) were then selected from the 11 that were available. The estimated item parameters of these six selected testlets are summarized in As a final step, two checks were performed. First, each testlet was evaluated for unwanted item dependencies, and several offending items were replaced with alternative items that had been matched for content category and difficulty. Second, the validity of the testlet interchangeability assumption was evaluated by comparing the theoretical distribution of number-correct scores estimated for each testlet at the previously-selected points 8n and 6m. These distributions are plotted in Figure 2 . The points 6n and 6m correspond to ability levels of 69 ( Figure 2a ) and 81 (Figure 2b ) on the test reporting scale, respectively. The closeness of the curves indicates that for examinees near the cutscore, the probability of observing a particular number-correct score is virtually the same regardless of the particular testlet administered. Based on this comparison, it was decided that the measurement accuracy of the test would not be seriously degraded by treating the six selected testlets as if they were truly interchangeable. (This procedure is not presented as an optimal method for constructing parallel testlets; rather, it a method that can be used when the test designer must contend with a small item pool. More appropriate methods would include a facility for matching test information curves, and would provide a pool of at least 10 testlets.) Choice of Decision Rule
To determine the decision rule that minimizes posterior expected loss for this particular pool of six testlets, four additional parameters had to be specified: the prior probability of mastery 1 > ; & d q u o ; , and the loss function parameters A, B, and C. Although the proportion of true masters in the population was expected to be near .7, the value Pm = .5 was selected in order to incorporate a notion of equal prior odds.
The loss function parameters, A, B, and C were selected as follows: (1) to set the scale of measurement, the cost of administering a testlet (C) was set equal to 1; (2) to incorporate the belief that a false positive decision was twice as serious as a false negative decision, A was set to 2B; and (3) a simulation study was performed to evaluate the operating characteristics of the alternative decision rules that resulted when B was allowed to vary between 2 and 100. The operating characteristics investigated in the simulation included average test length, expected passing rate, expected proportion of false positive decisions, and expected proportion of false negative decisions. Based on the simulation results, it was determined that the value B = 20 provided a decision rule with desirable operating characteristics. Thus, the loss of passing a nonmaster was taken to be 40, and the loss of failing a master was taken to be 20, on a scale in which one unit corresponded to the cost of administering a single testlet. This is referred to as a 40/20 loss function. Figure 3 gives a stage-by-stage view of the expected losses associated with the 40/20 loss function, as applied to the six selected testlets. In each plot, the posterior probability of mastery P.1, is plotted along the X axis, and the posterior expected loss curves calculated for each possible decision are plotted along the Y axis. The plot for stage 6 (Figure 3f) Each alternative function was evaluated with respect to a single set of simulated data. The simulated dataset included item responses generated according to the three-parameter logistic IRT model for each item in the six selected testlets (a total of 60 items). Data were simulated for 100 examinees at each of 41 levels ranging from 55 to 98 on the reported score metric (total N = 4,100). The score levels used in the simulation were selected to be representative of the range of abilities observed in paper-and-pencil administrations of the items included in the six selected testlets (Stocking, 1987 Figure 4 , which provides the bivariate distribution of true 0 and test length. The plot shows that examinees with true 0 levels located near the cutscore of 75 will be administered tests of 50 or 60 items, whereas those with 0 levels at either of the two extremes will be administered a test of 20 or 30 items, at most.
An alternative view of the operating characteristics of these three loss function specifications is provided in Figure 5 . The percent of simulees classified as masters is plotted as a function of 0. Results for the three variable-length tests are given in Figure 5a , and results for the three fixed-length tests are given in Figure 5b . All curves were obtained by smoothing the unweighted simulation results. The plots show that the more extreme loss function specifications tend to result in fewer classification errors for both modes of administration.
The trade-off between classification accuracy and test length is illustrated in Figure 6 . In Figure  6a , the results of applying the 20/20 decision rule under a fixed-length testing format (i.e., all examinees respond to 60 items) are compared to the results of applying the same decision rule in a variable-length testing format (i.e., test lengths from 20 to 60 items). Figure 6b provides a similar comparison for the 40/20 decision rule. The plots show that the shorter average test lengths associated with the variable-length testing format for these decision rules are accompanied by observable decreases in classification accuracy.
Discussion
The sequential mastery testing procedure described here provides a theoretical framework for balancing the competing goals of classification accuracy and test efficiency. Implementation of this ap- proach depends on the availability of (1) a computerized test delivery system, (2) a pool of pretested items, and (3) a model relating observed test performance to true mastery status. Although the procedure was developed using an IRT model, alternative models may also prove useful.
This approach to sequential mastery testing incorporates three simplifications: (1) all examinees are assumed to be at one of two ability levels, 8n or 8m; (2) conditioning is performed with respect to observed number-correct scores, rather than the entire vector of observed item responses; and (3) posterior distributions are estimated using pool-wide average likelihood functions, rather than testlet-specific likelihood functions. These simplifications, however, were not incorporated into the simulated data that were used to determine the operating characteristics of alternative decision rules. Instead, the simulated data assumed the range of 8s given in Figure 1 , and responses were generated according to the three-parameter logistic IRT model, which allows for between-testlet variation as well as variation in the likelihoods of response vectors having the same number-correct score.
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