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In this paper we analyze how the dynamics of a class of superlinear indefinite
reactiondiffusion equations varies as the nodal behavior of a coefficient changes.
To perform this analysis we use both theoretical and numerical tools. The analysis
aids the numerical study, and the numerical study confirms and completes the
analysis. The numerics in addition provides us with some further results for which-
at-first glance analytical tools are not available yet. Our main analytical result
shows that the problem possesses a unique positive solution which is linearly
asymptotically stable if the trivial state is linearly unstable and the model admits
some positive solution. This result is a relevant feature for superlinear indefinite
problems, since our numerical computations show how these models can have an
arbitrarily large number of positive solutions if the trivial state is unstable.  2000
Academic Press
AMS Subject Classifications: 35B32; 35A40; 35K57.
1. INTRODUCTION
In this paper we analyze the structure of the set of positive solutions of
&2u=*u&a(x) |u| p u in 0, u|0=0, (1.1)
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where 0 is a bounded domain of RN, N1, of class C2; * # R is regarded
as a continuation parameter; and p # (0, ). We suppose that a=% 0 is a
bounded measurable function on 0 and put
0\ :=[x # 0 : a\(x)>0],
where a+ :=max[a, 0] is the positive and a& :=a+&a is the negative
part of a. In addition we assume that 0+ and 0& are open sets of class
C2 and that a\ is bounded away from zero on compact subsets of 0\ .
Note that 0+ and 0& have only finitely many components.
Problem (1.1) provides us with the steady states of the parabolic model
u
t
&2u=*u&a(x) |u| p u (x, t) # 0_(0, ),
u( } , t)|0=0 t>0, (1.2)
u( } , 0)=u00 in 0,
which is very well known in population dynamics [Ok80, Mu93].
Although in mathematical biology the coefficient a(x) is usually taken to be
non-negative, (1.2) has a biological meaning even in the general case when
a(x) changes sign. Typically, u( } , t) is the density at time t of a single
species inhabiting 0, * is the net growth rate of the species, u0 is the initial
population density, and the coefficient a(x) measures the saturation effect
responses to the population stress in 0+ , while in 0& it measures the
symbiosis effects due to the intraspecific cooperation. In the region
00 :=0"(0 + _ 0 &),
the individuals of the species are free from other effects than diffusion and
hence the components of 00 (at most finitely many) can be thought of as
refuges.
Recent references about the existence, stability, and multiplicity of
positive solutions for (1.1) are [BO86, Ou91, Ou92, AT93, BCN94,
BCN95, FKLM96, AT96, Lo97, AL97, LS97, GGLS97], and the refer-
ences therein, where we send the reader for further information. In Section 2
we collect some of the results obtained in these references, mostly those
needed for the mathematical analysis carried out in Section 3, where it will
be shown that (1.2) possesses a stable positive steady state if, and only if,
|
0
a8 p+2>0, (1.3)
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and that (1.1) does not admit a stable positive solution if *_01 . Hereafter,
8>0 stands for the principal eigenfunction associated to _01 , the principal
eigenvalue of &2 in 0 under homogeneous Dirichlet boundary conditions.
This result is easily obtained if a0, but it is far from easy in the general
case when a(x) changes of sign. From the biological point of view, this
means that if either *0 or *>0 but the habitat is not sufficiently large
that *>_01 , then the species u does not have enough room to avoid extinc-
tion. The main result of Section 3 is the following.
Theorem 1.1. Assume 0+ , 0&=% <, Eq. (1.3), and that the positive
solutions of (1.1) possess uniform L a priori bounds for * in compact subin-
tervals of R. Then, there exists
_01 <**<_
0"0 +
1
such that the set of *’s for which (1.1) possesses a positive solution is
(&, **]. Moreover, for each * # (_01 , **], Eq. (1.1) possesses a unique
linearly stable positive solution. Furthermore, if * # (_01 , **), then this solu-
tion is linearly asymptotically stable and (1.1) possesses at least two positive
solutions.
The uniqueness of the stable positive solutions is quite striking, since
(1.1) possesses at least two positive solutions for each * # (_01 , **). In fact,
it will become clear later how by playing around with the shape of 0 and
the nodal behavior of a(x) the problem (1.1) might have as many positive
solutions as we wish. The relevance of Theorem 1.1 comes from the fact
that the uniqueness of the stable positive solution is a universal property
independent of the shape of 0 and the nodal behavior of a(x).
It follows from Theorem 1.1 that if *_01 then u=0 is the unique stable
non-negative solution of (1.1). Therefore, the species might be driven to
extinction, although since Theorem 1.1 provides us with a positive,
necessarily unstable, solution, the species can avoid extinction if the initial
population lies on the stable manifold of some of these positive states.
When this last phenomenology occurs, a very natural question arises: How
is the species distributed in 0 as * a &? From the biological point of
view, it is quite clear that in order to avoid extinction the species should
concentrate in the regions where intraspecific cooperation takes place, and
within these regions such concentrations should be more emphasized
around the values where the symbiosis rate is higher. This strongly suggests
that the positive solutions of (1.1) should exhibit a spike layer behavior as
* a & around the negative local minima of a(x), exhibiting a single or a
multiple peak profile according to the nodal behavior of a(x) and the
number of components of 0& . In the very special case when 0&=0,
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variational methods have proven to be useful for showing the existence of
some spike layer solutions of (1.1), but unfortunately no result is available
for superlinear indefinite problems. The main difficulty arises from the fact
that the standard variational methods cannot be applied to treating the
case when a(x) changes sign, as has already been pointed out in [BCN95]
(cf. also [NW95, DF97, DF98, Li97], and the references therein).
To gain insight into this and some related problems and to show the
strength of Theorem 1.1, in Sections 48 we use spectral methods with
collocation coupled with path following techniques to compute the set of
positive solutions of (1.1) for some special one-dimensional prototype
models. The numerics is of interest in its own right since in the case when
0&=< and 00=% < the population might entirely blow up in some of the
components of the refuge 00 . In fact, the set of positive solutions of (1.1)
bifurcates from infinity at the value *=_001 (cf. Theorem 2.4 in Section 2).
Although Theorem 2.6 of Section 2 shows that this cannot occur if a(x)
changes sign, since a priori bounds for the positive solutions of (1.1) in one
space dimension are available, one can easily realize that (1.1) might
exhibit arbitrarily large positive solutions by chosing 0& , or &a&& ,
sufficiently small.
Our numerical computations strongly suggest that if N=1, 0& has n
components, and a(x) has a unique local minimum on each of these
components, then (1.1) possesses
:
n
j=1 \
n
j +=2n&1 (1.4)
positive solutions for each *<0 sufficiently small. Among them, n solutions
will have one single peak on each of the minima of a&, n(n&1)2 solutions
will have two peaks, and in general ( nj ) solutions will exhibit j peaks.
As far as the structure of the set of positive solutions of (1.1) is con-
cerned, the numerics shows that it is strongly based upon the symmetry
properties of a(x). More precisely, if we take 0=(0, 1), a>0 in (13, 23),
a<0 in (0, 13) _ (23, 1), and a(x) is symmetric, then the set of positive
solutions consists of a unique global component emanating from u=0 at
*=?2 and exhibiting a subcritical pitchfork bifurcation at some *b>?2 in
such a way that (1.1) possesses four positive solutions for each * # (?2, *b)
and three positive solutions for each *?2, one of them with two peaks on
each of the negative minima of a(x) and the remaining two with a single
peak on each of the negative minima of a. It turns out that breaking the
symmetry of the coefficient a(x) results in an imperfect bifurcation at
*=*b , and therefore the structure of the solution set of (1.1) suffers a
drastic change. Now, the solution set possesses two global components.
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One of them is the component bifurcating from u=0 at *=?2, denoted by
C+, and the other is a global folding bounded away from C+, referred to
as F+. The separation between these two components is emphasized as
much as a(x) is separated from its original profile. Nevertheless, however
the number of components varies as a result of symmetry breaking, the
number of positive solutions as well as their profiles did not change for
*<*b sufficiently negative.
A really striking feature is the divergence to infinity of F+ as we make
a& converge to zero in some of the components of 0& , e.g., (0, 13). In this
case, keeping a(x) fixed in (13, 1], the component C+ converges to the
corresponding component of the problem with 00=(0, 13), while the
solutions of F+ grow to infinity in (0, 13]. Besides supporting the validity
of formula (1.4), these computational experiments confirm the robustness
of our numerical schemes and suggest that in order to study the dynamics
of (1.2) the functional spaces where these superlinear indefinite problems
are studied should be updated to include solutions whose value is infinity
in some of the components of 00 .
The fact that the number of positive solutions in superlinear subcritical
problems can suffer drastic changes as the shape of 0 changes is well
documented in the literature [HV84, Da88, Da90, Ce95]. In fact, breaking
down the convexity of 0 can result in an arbitrarily large number of solu-
tions. Our work shows that the same effect arises by varying the coefficients
of the model, instead of the shape of the domain, even in the simplest one-
dimensional models.
One can easily realize that by varying the coefficients in higher dimen-
sional problems the complexity of the bifurcation diagrams will increase as
much as we wish, since we can play around not only with the shape of 0
but also with the nodal behavior of a(x). Now it becomes clear why
Theorem 1.1 is so relevant. As already pointed out above, the uniqueness
of the stable state does not depend on the geometry of the domain, but
rather is a universal property.
We have already sketched most of the content of Sections 2 and 3.
Besides the uniqueness of the stable positive solution, when it exists, in
Section 3 we shall obtain some general multiplicity results using the fixed
point index in cones. In Section 4 we introduce the numerical schemes used
in the remaining sections. In Section 5 we analyze a pure sublinear model,
in Section 6 we analyze an asymmetric superlinear indefinite problem, in
Section 7 we analyze a symmetric superlinear indefinite problem, and in
Section 8 we analyze the symmetry breaking we were talking about before
by adding a parameter to the coefficient a(x) of the model treated in
Section 7 and studying how the corresponding bifurcation diagrams vary
as the parameter varies higher to provide us with the asymmetric model of
Section 6.
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2. ON THE EXISTENCE OF POSITIVE SOLUTIONS
Since * is regarded as a continuation parameter, the positive solutions of
(1.1) will be thought of as pairs (*, u). Any weak solution of (1.1) lies in
W 2p(0) for all p>N, and hence in C
2&Np(0 ). In particular, any weak
solution is a.e. in 0 twice classically differentiable (e.g. [St70, Theorem
VIII.1]). In other words, any weak solution is strong (e.g. [GT83,
Chap. 9]). By the strong maximum principle any strong non-negative solu-
tion of (1.1) u=% 0 satisfies u(x)>0 for all x # 0 and ( un)(x)<0 for all
x # 0, that is, it lies in the interior of the cone P of positive functions of
U :=C 10(0 ).
In the following given a differential operator of the form &2+V(x), we
denote by _ 01 [&2+V] the principal eigenvalue of &2+V in 0 under
homogeneous Dirichlet boundary conditions. If V=0, then we set
_ 01 :=_
0
1 [&2]. It is well known that *=_
0
1 is the unique bifurcation
value of (1.1) to positive solutions from the trivial state u=0. Moreover,
as a consequence of the main theorem of [CR71] a curve of positive solu-
tions emanates from (*, u)=(*, 0) at *=_ 01 . More precisely, if 8 stands
for the principal eigenfunction associated with _ 01 , normalized so that
|
0
82=1,
then the following result is satisfied.
Proposition 2.1. There exist s0>0 and two unique mappings of class C 1
+: (&s0 , s0)  R, v: (&s0 , s0)  U,
such that +(0)=0, v(0)=0, and for each s # (&s0 , s0), 0 v(s) 8=0 and the
couple
(*(s), u(s)) :=(_ 01 ++(s), s(8+v(s))) (2.1)
is a solution of (1.1). Moreover, if s0 is sufficiently small, then these are the
unique non-trivial solutions of (1.1) in a neighborhood of (*, u)=
(_ 01 , 0) # R_U. Furthermore,
lim
s  0
+(s)
|s| p
=|
0
a8 p+2. (2.2)
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Proof. It suffices to check (2.2). The remaining assertions are easily
obtained from the main theorem of [CR71]. Substituting (2.1) into (1.1),
dividing by s, using the definition of 8, and rearranging terms gives
(&2&_ 01 ) v(s)=+(s)(8+v(s))&|s|
p a(8+v(s)) p+1,
for each s # (&s0 , s0). Now, multiplying this equation by 8, integrating
over 0, and applying the formula of integration by parts yields
+(s) |
0
8(8+v(s))=|s| p |
0
a8(8+v(s)) p+1 s # (&s0 , s0).
Dividing this relation by |s| p and passing to the limit as s  0 gives (2.2).
This completes the proof. K
Since v(0)=0 and 8 # int P, the pair (*(s), u(s))=(_ 01 ++(s), s(8+
v(s))) provides us with a positive solution of (1.1) for each s # (0, s0), if
s0>0 is sufficiently small. Therefore, setting
D :=|
0
a8 p+2, (2.3)
the bifurcation to positive solutions is supercritical if D>0 (i.e., *(s)>_ 01 ),
while it is subcritical if D<0 (i.e., *(s)<_ 01 ).
By the global bifurcation theorems of [Ra71] and [Da74] the compo-
nent (maximal closed and connected set) of positive solutions of (1.1)
emanating from u=0 at *=_ 01 is unbounded in R_U. Let C
+ denote it.
The behavior of C+ is based upon the nodal behavior of a(x) as well as
on the nature of the local bifurcation to positive solutions from u=0, as
the following result illustrates.
Proposition 2.2. If (1.1) possesses a positive solution (*, u) with *_ 01 ,
then
D :=|
0
a8 p+2>0. (2.4)
In particular, if D0, then (1.1) does not admit a positive solution for
*_ 01 , and hence, C
+/(&, _ 01 )_U.
Proof. The proof is based on the following lemma, whose proof can be
found in [BCN95] and [Lo97].
42 GO MEZ-REN ASCO AND LO PEZ-GO MEZ
Lemma 2.3. Let p>N and u, v # W 2p(0) be two arbitrary functions such
that u=v=0 on 0 and vu # C1(0) & C(0 ). Then, for any function
f: [0, )  R of class C1 the Picone identity
|
0
f \vu+ (&v 2u+u 2v)=&|0 f $\
v
u+ u2 }{
v
u}
2
. (2.5)
holds.
Let (*, u) be a positive solution of (1.1). Then, since 8, u # int P, we have
8u # C1(0 ) and
\8u +
p+1
(&8 2u+u 28)=\8u +
p+2
u2(*&_ 01 )&a(x) 8
p+2. (2.6)
On the other hand, (2.5) gives
|
0 \
8
u +
p+1
(&8 2u+u 28)<0,
since u cannot be a multiple of 8, unless a=0, and f (t)=t p+1 is increasing.
Therefore, we find from (2.6) that
(*&_ 01 ) |
0 \
8
u +
p+2
u2<|
0
a8 p+2.
This completes the proof. K
The next result provides us with the structure of C+ when a(x) is non-
negative. Note that in this case D>0 and hence C+ emanates supercriti-
cally from u=0.
Theorem 2.4. Assume a0, a=% 0. Then (1.1) possesses a positive solu-
tion if, and only if, _ 01 <*<_
00
1 , where 00 :=0"0 + and _ 001 =
min1 jn0 _
0 0
j
1 , where 0
j
0 , 1 jn0 , are the components of 00 . Moreover,
the positive solution is unique if it exists, and if we denote it by %* then the
map (_ 01 , _
00
1 )  C(0 ), *  %* , is C
1, increasing, lim* a _01 &%*&U=0; and
lim* A _100 %*= uniformly on any compact subset of each of the components
0 j0 of 00 for which _
00
1 =_
0 0
j
1 .
Furthermore, if u00, u=% 0, and we denote by u(x, t; u0) the unique solu-
tion of the evolutionary model (1.2), then limt A &u( } , t; u0)&U=0 if *_ 01 ,
and limt A &u( } , t; u0)&%* &U=0 if _ 01 <*<_ 0 0
j
1 , while limt A  &u( } , t;
u0)&C(0 )= if *_ 001 .
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As an immediate consequence it follows from this result that the set of
positive solutions of (1.1) consists of C+, which is a C1-curve emanating
supercritically from u=0 at *=_ 01 and growing up to infinity at *=_
00
1 .
In particular, L a priori bounds for the positive solutions are not
available, since these solutions bifurcate from infinity at *=_ 001 . Figure 1
in Section 5 shows a typical bifurcation diagram under the assumptions of
Theorem 2.4. The proof of Theorem 2.4 can be easily accomplished from
the proofs of [FKLM96, Theorem 3.7] and [GGLS97, Theorem 2.4]. In
fact, this result is valid in more general settings [AL97, Theorem 3.1].
Some previous results are those found in [Bo86] and [Ou82]. As far as
the limiting profile of the positive solutions of (1.1) in 0+ as * A _ 001 [&2]
is concerned, the following result is known (cf. [GGLS97, Theorem 6.4]
and [LS97, Theorem 4.3]).
Theorem 2.5. Under the same assumptions used for Theorem 2.4,
suppose in addition that 00 is connected and that a # C1(0 ). Then,
lim* A _100 %*(x)=%(x) for each x # 0+ , where % is the minimal positive
solution of
&2u=*u&a(x) |u| p u in 0+, u| 0+=. (2.7)
Problems of the same type as (2.7) have been dealt with in [MV97] and
the references therein, where the uniqueness of the positive solution of (2.7)
was shown to occur when a is a positive constant. The problem of the
uniqueness of the positive solution for (2.7) in our general setting seems to
be open.
In the most general case when a(x) changes sign, the structure of C+
might change drastically. In this case the existence of L a priori bounds
for the positive solutions of (1.1) depends on how large the exponent p is,
and it looks like it may also depend on how fast a&(x) decays to zero on
0& . More precisely, the following result was found in [AL97] (cf.
Theorem 4.3 and Theorem 5.2 therein).
Theorem 2.6. Assume that a(x) changes sign and that some of the
following three conditions are satisfied:
(C1) N=1, 2.
(C2) N3 and there exist :&: 0 &  R, continuous and bounded
away from zero in a neighborhood of 0& , and a constant #0 such that
a&(x)=:&(x)[dist (x, 0&)]# x # 0&, (2.8)
and p+1<min [(N+1+#)(N&1), (N+2)(N&2)].
(C3) N3, 0 & /0, 0 + & 0 &=<, and p+1<N(N&2).
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Then any set of positive solutions of (1.1) S with 4S :=[* # R : (*, u) # S]
bounded is bounded in R_U.
Combining Proposition 2.2 here with Theorems 3.3, 7.1, and 7.4 of
[AL97], the following result is easily obtained.
Theorem 2.7. Assume that a(x) changes sign and that if S is any set of
positive solutions of (1.1) with 4S :=[* # R : (*, u) # S] bounded, then S is
bounded in R_U. Let 4 denote the set of *’s for which (1.1) possesses a
positive solution. Then 4=(&, _ 01 ) if D0 and there exists _
0
1 <
**<_ 0"0 +1 such that 4=(&, **] if D>0. Moreover, in this case (1.1)
possesses two positive solutions (at least) for each * # (_ 01 , **).
As an immediate consequence of this result, the component C+ possesses
a positive solution for each * # (&, _ 01 ). As suggested by the numerical
computations carried out in the following sections, C+ might be con-
stituted of one or several branches, depending on the nodal behavior of
a(x), in strong contrast with the situation described by Theorem 2.4. In
fact, the set of positive solutions of (1.1) might possess two, or more,
components as the numerical computations of Section 8 show.
3. THE EXISTENCE AND THE UNIQUENESS OF THE STABLE
POSITIVE SOLUTION AND ABSTRACT MULTIPLICITY RESULTS
Given a positive solution (*0 , u0) of (1.1), its stability as a steady state
of (1.2) is given by the spectrum of the linearization
L(*0 , u0) :=&2+( p+1) a(x) u
p
0&*0 (3.1)
under homogeneous Dirichlet boundary conditions. In fact, if (*0 , u0) is
hyperbolic, then the dimension of its unstable manifold is the sum of the
algebraic multiplicities of all the negative eigenvalues of L(*0 , u0) (finitely
many). If _ 01 [L(*0 , u0)]>0, then (*0 , u0) is asymptotically stable, while it is
unstable if _ 01 [L(*0 , u0)]<0. It will be said that (*0 , u0) is neutrally stable
if _ 01 [L(*0 , u0)]=0.
The following results provide us with the structure of the solution set of
(1.1) around any asymptotically, or neutrally, stable positive solution.
Lemma 3.1. Let (*0 , u0) be a positive solution of (1.1) satisfying
_ 01 [L(*0 , u0)]>0. (3.2)
Then there exist =>0 and an analytic mapping u: (*0&=, *0+=)  U such
that u(*0)=u0 and (*, u(*)) is a positive solution of (1.1) for each
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* # (*0&=, *0+=). Moreover, the map (*0&=, *0+=)  C(0 ), *  u(*), is
increasing and there exists a neighborhood N of (*0 u0) in R_U such that
if (*, u) # N is a solution of (1.1), then (*, u)=(*, u(*)) for some * #
(*0&=, *0+=).
Proof. The solutions of (1.1) are the zeros of the operator
H: R_U  U defined by
H(*, u)=u&(&2)&1 [*u&a |u|p u]. (3.3)
Since u0 # int P, for any u # U=C10 (0 ) with &u&U&0 we have
|u0+u| p (u0+u)=up+10 \1+ uu0+
p+1
.
Moreover, uu0&0 in C(0 ). Hence, H(*, u) is real analytic in both
arguments at (*0 , u0).
We are asuming that H(*0 , u0)=0 and (3.2) implies that DuH(*0 , u0)
is an isomorphism. Thus, the local existence and uniqueness of the solution
curve passing through (*0 , u0) follows from the implicit function theorem.
Moreover, by implicit differentiation
L(*, u(*)) u$(*)=u(*)>0,
and hence we find from the strong maximum principle that u$(*)>0. Note
that (3.2) implies that _ 01 [L(*, u(*))]>0 for *&*0 , since the principal eigen-
value varies continuously with the potential. This completes the proof. K
Proposition 3.2. Let (*0 , u0) be a positive solution of (1.1) such that
_ 01 [L(*0 , u0)]=0. (3.4)
Let 0>0 denote the principal eigenfunction associated with _ 01 [L(*0 , u0)].
Then there exist =>0 and a real analytic mapping (*, u): (&=, =)  R_U
such that (*(0), u(0))=(*0 , u0) and (*(s), u(s)) is a positive solution of (1.1)
for each s # (&=, =). Moreover,
u(s)=u0+s0+v(s), *(s)=*0+s2*2+O(s3), (3.5)
where v(s)=O(s2) as s  0, 0 v(s ) 0=0 for each s # (&=, =), and
*2=
p( p+1)
2
0 aup&10 
3
0
0 u00
<0. (3.6)
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Furthermore, there exists a neighborhood N of (*0 , u0) in R_U such that
if (*, u) # N is a solution of (1.1), then (*, u)=(*(s), u(s)) for some
s # (&=, =). Also,
sign *$(s)=sign _ 01 [L(*(s), u(s))]. (3.7)
Summarizing, the set of solutions of (1.1) around (*0 , u0) possesses the struc-
ture of a quadratic subcritical turning point. Moreover, the solutions on the
upper half branch are linearly unstable, while the solutions on the lower one
are exponentially asymptotically stable.
The existence and the uniqueness of the curve (*(s), u(s)) as well as the
relation (3.7) were shown in [Am76, Proposition 20.8]. They follow by
applying the implicit function theorem to a certain operator related to (3.3)
through a LyapunovSchmidt decomposition of U. There remains to be
proved the validity of the expansion of *(s) in (3.5), as well as the relation
(3.6) and the last assertion in the statement.
Proof. For each s # (&=, =) we have
&2u(s)=*(s) u(s)&aup+10 _1+s 0u0 +
v(s)
u0 &
p+1
. (3.8)
Differentiating (3.8) with respect to s at s=0 and rearranging terms gives
0=L(*0 , u0) 0=*$(0) u0 , (3.9)
and hence *$(0)=0. Now, differentiating twice with respect to s the relation
(3.8), particularizing the resulting equation at s=0, and rearranging terms
gives
L(*0 , u0) v"(0)=*"(0) u0&p( p+1) au
p&1
0 
2
0 . (3.10)
Note that for any p>0 the function up&10 
2
0=u
p
0 0 (0u0) is well defined,
since 0 , u0 # int P. Multiplying (3.10) by 0 , integrating over 0, and
applying the formula of integration by parts we find that
*"(0)=p( p+1)
0 aup&10 
3
0
0 u00
.
Thus, to complete the proof of (3.6) it remains to show that
|
0
aup&10 
3
0<0. (3.11)
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Thanks to Lemma 2.3 we obtain
|
0 \
0
u0+
2
(&0 2u0+u0 20)=&2 |
0
0 u0 }% 0u0 }
2
<0, (3.12)
since 0 cannot be a multiple of u0 . Moreover,
&0 2u0+u0 20=paup+10 0 ,
and hence (3.11) follows from (3.12).
Finally, using (3.7) it is easily seen that _ 01 [L(*(s), u(s))]>0 if s<0, while
_ 01 [L(*(s), u(s))]<0 if s>0. This completes the proof. K
Corollary 3.3. Let (*0 , u0) be a positive solution of (1.1) with
_ 01 [L(*0 , u0)]=0. Then there exists =>0 such that for each * # (*0&=, *0 )
the problem (1.1) possesses two positive solutions, one of them, say (*, u),
satisfying _ 01 [L(*, u)]>0. Moreover, (1.1) does not admit a positive solution
if *>*0 , |*&*0 |+&u&u0&<=.
The following result shows that u=0 is the unique non-negative stable
solution of (1.1) for *_ 01 .
Theorem 3.4. Let (*0 , u0) be a positive solution of (1.1) with *0_ 01 .
Then, _ 01 [L(*0 , u0)]<0.
Proof. If a0, a{0, then the proof is very easy. Indeed, by the
monotonicity of the principal eigenvalue with respect to the potential and
the KreinRutman theorem we have
_ 01 [&2+( p+1) au
p
0&*0]<_
0
1 [&2+au
p
0&*0]=0,
since (&2+aup0&*0) u0=0. The proof in the general case when a(x)
changes sign is far from elementary and it will follow by contradiction.
Assume that (1.1) possesses a positive solution (*0 , u0) such that *0_ 01
and _ 01 [L(*0 , u0)]0. Then, thanks to Corollary 3.3, Eq. (1.1) possesses a
positive solution (*1 , u1) satisfying *1_ 01 and _
0
1 [L(*1 , u1)]>0. By
Lemma 3.1, through (*1 , u1) there passes a regular curve (*, u(*)) of
positive solutions of (1.1) such that _ 01 [L(*, u(*))]>0, *&*1 . By global
continuation to the left of *1 , some of the following complementary options
occur: (i) u(*)>0 and _ 01 [L(*, u(*))]>0 for each *<*1 , or (ii) there exists
*b<*1 such that u(*)>0 and _ 01 [L(*, u(*))]>0 for each * # (*b , *1), while
u(*b)=0, or (iii) there exists *t<*1 such that u(*)>0 and _ 01 [L(*, u(*))]>0
for each * # (*t , *1), while u(*t)>0 and _ 01 [L(*t , u(*t))]=0.
The option (ii) is excluded since *b<*1_ 01 and *=_
0
1 is the unique
bifurcation value to positive solutions from u=0. By Corollary 3.3, the
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option (iii) cannot occur either. Therefore, option (i) must occur. Note
that Lemma 3.1 implies u(*)<u(*1)=u1 for each *<*1 . Now, given
*<min[0, *1], let x* # 0 denote a point where
u(*)(x*)=&u(*)&L(0) .
Then, since &2u(*)(x*)0, we find from (1.1) that
*&a(x*)[u(*)(x*)]p0.
Therefore, a(x*)<0 and lim* a & u(*)(x*)=. This contradicts u(*)<u1
and completes the proof. K
Corollary 3.5. If D=0 a8p+20, then any positive solution of (1.1)
is linearly unstable.
Proof. Assume D0. By Proposition 2.2, Eq. (1.1) does not admit a
positive solution if *_ 01 . Theorem 3.4 completes the proof. K
Theorem 3.6. The problem (1.1) possesses a stable positive solution if,
and only if, D>0.
Proof. By Corollary 3.5, D>0 if (1.1) possesses a stable positive
solution. Assume D>0. Then the component C+ of the set of positive
solutions emanates from u=0 toward the right of _ 01 . Moreover, thanks to
Proposition 2.1, in a neighborhood of (*, u)=(_ 01 , 0) it entirely consists of
the regular curve (*(s), u(s)), s>0, defined in (2.1). It follows from (2.2)
that *$(s)>0 if s&0. Hence, differentiating (1.1) with respect to s gives
L(*(s), u(s)) u$(s)=*$(s) u(s)>0.
Multiplying this relation by the principal eigenfunction of L(*(s), u(s)) , which
will be denoted by 8s ; integrating over 0; and applying the formula of
integration by parts we find that
_ 01 [L(*(s), u(s))] |
0
8s u$(s)=*$(s) |
0
8s u(s)>0.
Therefore,
_ 01 [L(* (s), u(s))]>0,
since u$(s)=8+O(s)>0. This shows that in a neighborhood of the bifur-
cation point the component C+ consists entirely of asymptotically stable
solutions and completes the proof. K
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The following result shows that the value ** which arose in the state-
ment of Theorem 2.7 equals the *-coordinate of the first turning point,
necessarily subcritical, along the component C+. It also shows the unique-
ness of the stable solution for each * # (_ 01 [&2], **].
Theorem 3.7. Assume that a(x) changes sign, D>0, and if S is any set
of positive solutions of (1.1) with 4S :=[* # R : (*, u) # S] bounded, then S
is bounded in R_U. Thanks to Theorem 2.7, there exists **>_ 01 such that
the set of *’s for which (1.1) possesses a positive solution is (&, **].
Then, there exists a real analytic map
u: (_ 01 [&2], **]  C(0 ), *  u(*),
such that for each * # (_ 01 [&2], **] the pair (*, u(*)) is a positive solution
of (1.1) satisfying _ 01 [L(*, u(*))]>0 if *<**, _
0
1 [L(**, u(**))]=0, and
lim* a _01 u(*)=0. Moreover, the mapping *  u(*) is increasing and these are
the unique positive solutions of (1.1) which are not linearly unstable. Further-
more, thanks to [Am76, Proposition 20.4], u(*) provides us with the minimal
positive solution of (1.1) for each * # (_ 01 [&2], **].
Proof. By the proof of Theorem 3.6, (1.1) possesses a positive solution
(*0 , u0) with *0 # (_ 01 , **) and _
0
1 [L(*0 , u0)]>0. Thanks to Lemma 3.1,
through (*0 , u0) there passes a real analytic curve (*, u(*)) of positive solu-
tions of (1.1) satisfying _ 01 [L(*, u(*))]>0, *&*0 . By Lemma 3.1, Corollary
3.3, and Theorem 3.4 it is easily seen how this local curve can be
prolongated to the left of *0 to reach the value *=_ 01 where it degenerates
to u=0. Note that _ 01 [L(*, u(*))]>0 for each * # (_
0
1 , *0]. Similarly, it can
be prolongated to the right of *0 to reach a value *t** where _ 01
[L(*t , u(*t))]=0, while _
0
1 [L(*, u(*))]>0 for each * # [*0 , *t). By Proposition
3.2, (*t , u(*t)) is a quadratic subcritical turning point.
Thanks to the local uniqueness guaranteed by Propositions 2.1 and 3.2
and using the nondegeneration of the positive solutions on the compact
arcs (*, u(*)), _ 01 +=**t&=, =>0, =&0, it is easily seen that there
exists a $>0 such that the open $-neighborhood in R_U of the set
(*, u(*)), _ 01 **t , denoted by N$ , does not contain any positive solu-
tion of (1.1) on its boundary. Note that the arcs (*, u(*)), _ 01 +=*
*t&=, are compact since the positive solutions of (1.1) are fixed points of
a compact operator. We have just isolated the curve of stable positive
solutions that we constructed above.
Assume *t<** and pick *1 # (*t , **). Then, by [Am76, Prop. 20.3] the
minimal positive solution (*1 , u1) of (1.1) is well defined. Moreover, thanks
to [Am76, Prop. 20.4], _ 01 [L(*1 , u1)]0. By construction, (*1 , u1) #
R_U"N $ . Now, by combining Lemma 3.1 and Proposition 3.2 with a
global continuation argument to the left of *1 , it is easily seen that (1.1)
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must have a positive solution linearly asymptotically stable for *=_ 01 ,
since the curve through (*1 , u1) lies within R_U"N $ and hence it cannot
degenerate to u=0. The existence of a stable positive solution for *=_ 01
contradicts Theorem 3.4. This contradiction shows that *t=**.
The fact that (1.1) does not admit a stable positive solution in
R_U"N $ follows by contradiction with the same continuation argument
that we have just used to show that *t=**.
It remains to show the monotonicity of *  u(*). Differentiating (1.1)
with respect to * gives
L(*, u(*)) u$(*)=u(*)>0,
and since L(*, u(*)) satisfies the strong maximum principle we find from this
relation that u$(*)>0. This completes the proof. K
In the rest of this section we give some multiplicity results by means of
the fixed point index in positive cones. We will assume that 0& {< to
avoid the situation described by Theorem 2.4 and that any set of positive
solutions S of (1.1) with 4S :=[* # R : (*, u) # S] bounded is bounded in
R_U.
Let ;>_ 0"0 +1 , and :<_
0
1 and consider the interval 4b :=[:, ;].
Thanks to Theorem 2.7, Eq. (1.1) does not admit a positive solution if
*;. Moreover, we are assuming that the set of positive solutions of (1.1)
in 4b is bounded in R_U. Thus, there exists M>0 such that
aup<*+M
for any positive solution (*, u) of (1.1) with * # 4b .
Let e denote the unique positive solution of
(&2+M) e=1 in 0, e|0=0.
By the strong maximum principle, e # int P. Let Ce (0 ) denote the ordered
Banach space consisting of all functions u # C(0 ) for which there exists a
constant #>0 such that &#eu#e is endowed with the norm
&u&e :=inf[#>0 : &#eu#e]
and ordered by the cone of positive functions, Pe . Then, the operators
K*: Ce (0 )  Ce (0 ) defined by
K* u := (&2+M)&1 [(*+M) u&a(x) |u|p u], * # 4b , (3.13)
are compact and strongly order preserving in the sense of [Am76].
Moreover, the solutions of (1.1) are the fixed points of K* . Let B1 denote
the unit ball in Ce(0 ), and for any \>0 set P\ :=\B1 & Pe . Since we have
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uniform a priori bounds for the positive solutions of (1.1) in 4b , the fixed
index of K* in P\ , denoted by ind (K* , P\), makes sense if \ is sufficiently
large. Moreover, the following result is satisfied.
Proposition 3.8. If *{_ 01 , then u=0 is an isolated fixed point of K* in
Pe such that
ind(K* , 0)=1 if *<_ 01 , (3.14)
and
ind(K* , 0)=0 if *>_ 01 , (3.15)
Moreover, for all * # 4b ,
ind(K* , P\ )=0. (3.16)
Proof. If *{_ 01 , then the operator I&Du K*(0) is invertible on Pe , i.e.,
1 is not an eigenvalue to a positive eigenfunction of Du K*(0). Indeed, since
Du K*(0) 8=(&2+M)&1 [(*+M) 8]=
*+M
_ 01 [&2]+M
8,
we find that spr Du K*(0)>1 if *>_ 01 , while spr Du K*(0)<1 if *<_
0
1 .
Thus, Lemma 13.1 of [Am76] completes the proof of (3.14) and (3.15).
The relation (3.16) follows from the homotopy invariance of the index,
using in addition the fact that u=0 is the unique non-negative solution of
(1.1) for *=;. This completes the proof. K
Theorem 3.9. (i) If *<_ 01 , then (1.1) possesses a positive solution. If
in addition we assume that (1.1) has a finite number of non-degenerate
positive solutions, say u1 , ..., uN , then N=2k+1 for some k0, and exactly
k+1 among them have index &1, while the remaining k have index 1.
(ii) If D>0, then (1.1) possesses two positive solutions (at least) for
each * # (_ 01 , **). Moreover, if we assume that (1.1) has a finite number of
non-degenerate positive solutions, say u1 , ..., uN , then N=2k for some k1, and
exactly k among them have index &1, while the remaining k have index 1.
Proof. (i) Without lost of generality we can assume that : has been
chosen so that :<*. It follows from (3.14) and (3.16), using the additivity
of the fixed point index, that
ind (K* , P\"P $ )=&1, (3.17)
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provided $>0 is sufficiently small. Therefore, (1.1) possesses another solu-
tion in P\"P $ , necessarily positive.
Now, assume that (1.1) possesses N1 nondegenerate positive solu-
tions, uj , 1jN. Then, each of them is isolated and the LeraySchauder
formula implies
ind(K* , uj)=(&1)nj, 1jN,
where nj is the sum of the algebraic multiplicities of all the eigenvalues
greater than one of Du K*(uj). In particular, each of these indices equals 1
or &1. Moreover, it follows from (3.17) that
:
N
j=1
(&1)nj=&1.
This completes the proof of Part (i).
(ii) Assume D>0 and pick * # (_ 01 , **). Then, thanks to Theorem
3.7, the problem (1.1) possesses a unique positive solution (*, u) such that
_ 01 [L(*, u)]>0. By the LeraySchnauder formula,
ind (K* , u)=1,
and hence it follows from the additivity of the fixed point index that
ind (K* , P\"(u+$B 1))=&1, (3.18)
provided $>0 is sufficiently small. Since u=0 is an isolated solution of
(1.1) with index zero, once again the additivity of the fixed point together
with (3.18) implies the existence of a further positive solution. The last
assertion of Part (ii) follows by adapting the corresponding argument of
the proof of Part (i).
Remark 3.10. In the proof of Theorem 3.9, each nj equals the dimen-
sion of the unstable manifold to the corresponding uj . Therefore, the index
is one if, and only if, the dimension of the unstable manifold is odd.
Note that Theorem 3.9 provides us with the multiplicity result of
Theorem 2.7 by using a striking argument substantially simpler than the
one given in [AL97, Theorem 7.4]. This is so because as a result of
Theorem 3.7 the minimal solution always has index one, except at the
value ** where it equals zero. This is not necessarily true under the general
assumptions of [AL76].
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4. PSEUDO-SPECTRAL METHODS COUPLED WITH
PATH FOLLOWING
In the remainder of this paper we solve a representative class of one-
dimensional prototype models of (1.1) by using spectral collocation
methods coupled with path-following techniques. This gives high accuracy
with low computational work. In all our numerical computations we have
used trigonometric modes and the collocation points have been taken to be
equidistant, with the number of modes equal to the number of collocation
points. Let N denote the number modes and
xi=
i
1+N
, 1iN,
the collocation points. Then, the solutions u(x) of (1.1) are approximated
by
uN(x)= :
N
j=1
cj sin( j?x), (4.1)
C=(c1 ,..., cN) being a solution of
BC=*JC&A(x)(JC)r+1 (4.2)
where
J=(sin( j?xi))1i, jN , B=(( j?)2 sin( j?xi))1i, jN ,
A(x)=diag (a(xi))1iN .
For this choice the zero solution of (1.1) as well as the first N bifurcation
values from it is preserved. In fact, for regular, turning, and simple bifurca-
tion points from the trivial solution the local topological structure of the
solution set is known to be coincident for both the discrete and the con-
tinuous counterparts of the model (cf. [RBR80, RBR181, RBR281]).
Therefore, the global structure of any compact component of the solution
set of (1.1) filled in by regular, turning, and bifurcation points, also is
preserved since in one space dimension any bifurcation point is simple.
Furthermore, as the number of modes increases the approximated compact
component converges to the corresponding continuous one (cf. [LEDM92]
and the references therein).
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If the coefficient a(x) is continuous, then any solution of (1.1) is of class
C2 and hence its jth Fourier coefficient, say u^j , decays as O( j&2) if j A 
(cf. [CHQZ88, pp. 35]) and hence
max
0x1 } :
N+1
j=1
u^j sin( j?x)& :
N
j=1
u^j sin( j?x) }=O(N&2) as N A .
Due to these features we have used the following criterion to choose the
number of modes in our computations:
|cN | 12 10
&4.
To compute the global solution curves of (4.1) as well as the dimensions
of the unstable manifolds of their solutions we have used standard
path-following techniques as given in [DK81, Ei86, LEDM92] and the
references therein, to which we send the reader for further details.
5. A PURE SUBLINEAR PROBLEM
In this section we consider (1.1) with
0=(0, 1), p=4, a(x)=max[0, &sin(3?x)]. (5.1)
Note that a(x)=0 if, and only if, x # [0, 13] _ [23, 1] and that a(x)>0
if x # (13, 23). To abreviate the notation we shall denote
Ij=(( j&1)3, j3), 1 j3. (5.2)
For this choice (1.1) becomes a pure sublinear problem with a vanishing
coefficient a(x) and hence it fits into the framework of Theorem 2.4. Now,
we have 0+=I2 and 00=I1 _ I3 . Thus, _01 =?
2 and _001 =(3?)
2&
88.8264. As in the remaining sections, to solve this example we couple a
pure spectral method with collocation and a path continuation solver, as
was already stated in Section 4. Figure 1 shows the bifurcation diagram of
positive solutions that we have obtained.
In the bifurcation diagram we have represented the L2 -norm of the non-
negative solutions versus the parameter * and we have divided it into two
pieces. In the first column, each of the pictures corresponds to a different
range of values of *, from the top to the bottom, (0, 60) and (0, 90), respec-
tively. In the second picture we did not represent the solution u=0. Con-
tinuous lines show stable solutions and dashed lines unstable solutions,
each point on these curves representing a non-negative solution of (1.1).
The first diagram represents the trivial state u=0 together with the curve
of positive solutions emanating from it at ?2, where it loses stability and
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FIG. 1. Bifurcation diagram and profiles of its solutions.
becomes unstable. Since this bifurcation is supercritical, by the exchange
stability principle the positive solutions are stable for *&?2. Theorem 2.4
shows that in fact any positive solution is linearly asymptotically stable,
and this agrees with our numerical computations. Each of the pictures in
the second column of Fig. 1 shows the profiles of some of the solutions
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along the corresponding portion of the diagram on its left. The picture in
the first row shows the positive solutions for each of the following values:
*=9.8697, almost zero in the diagram, since this value is very close to the
bifurcation value, and *=31.1351, 41.9317, 53.1735, and 58.1769. The
second picture in the second column shows the profiles of the positive solu-
tions for *=83.1139, 85.0022, 85.6685, 86.2134, and 86.5453. Note that the
solutions grow as * increases, in complete agreement with Theorem 2.4 and
Theorem 2.5.
To carry out the numerical computations we have used 62 modes to
complete the calculation of the solutions up to *=31.1351, 143 modes up
to *=80.0872, and for larger values of lambda we have used 242 modes in
order to increase the accuracy near the bifurcation point from infinity. A
lower number of modes makes calculation of the positive solutions for
values of * close to _001 =(3?)
2 impossible. In a few moments why this is
so will become clear. The numerical Jacobian of the linearization of the dis-
crete approximation of (1.1) at the computed solution increases along the
curve up to the value *=85.6685, where it becomes decreasing up to
*=86.5453. From this value the path-following solver gives slow con-
vergence and a higher number of modes should be taken into account if we
want to compute the solutions for values of * closer to (3?)2, but this is
outside the scope of this work. Therefore, we stop the computations here
and propose the following numerical value for the point where bifurcation
from infinity occurs:
numerical _001 &86.5453.
At first glance this value is far from the value given by Theorem 2.4,
_001 &88.8264. Fortunately, this difference can be explained by the fact that
in the numerical calculations we are reducing the support of a(x) to the
interval (13+1243, 23&1243) because 13+1243 and 23&1243 are
the first collocation points after 13 and before 23, respectively, and there-
fore the numerical _001 should be approximate to the value
(?(13+1243))2&86.6732,
rather than to 88.8264. Of course, 86.5453 is a quite good approximation
of 86.6732. This explains as well why a high number of modes might be
necessary to get a reasonable approximation when spatially varying coef-
ficients arise in the formulation of the model, in strong contrast with the
case of constant coefficients where in general a low number of modes are
sufficient to get good numerical approximations even when dealing with
systems (cf. [LEDM92] and the references therein).
We point out that the numerical positive solution grows to infinity in 00
while it stabilizes in 0+ , the support of a(x), as * approaches 86.5453.
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Thus, it exhibits the same limiting behavior described in Theorems 2.4,
and 2.5.
6. A SUPERLINEAR INDEFINITE PROBLEM
In this section we consider (1.1) with
0, x # I 1 ,
0=(0, 1), p=4, a(x)={&sin(3?x), x # I 2 , (6.1)& 12 sin(3?x), x # I 3 ,
where Ij , 1 j3, are the intervals defined in (5.2). In this example
00=I1 , 0+=I2 and 0&=I3 . So, we are working under the assumptions
of Theorem 2.6 and hence uniform a priori bounds for * in compact inter-
vals of R are available. Thus, the conclusions of Theorem 2.7 hold.
Moreover, _01 =?
2, _0"0 +1 =(3?)
2 and 10 a(x) sin
6(?x) dx&0.1781>0.
Therefore, the conclusions of Theorem 3.7 are satisfied. Figure 2 shows the
bifurcation diagram that we have computed (left column) as well as the
profiles of some of the positive solutions along it (right column). In the
bifurcation diagram continuous lines depict the stable solutions and dashed
lines by the unstable ones.
The first picture in the first column shows the bifurcation diagram for
* # (0, 20) and the second that for * # (&1000, 100). The numerical results
agree with the predictions made by Theorem 3.7. The continuum C+ of
positive solutions introduced in Section 2 emanates supercritically from
u=0 at *=?2 and exhibits the subcritical turning point at the value
**=17.4790 where it turns backward. By Theorem 3.7, the problem does not
admit a positive solution if *>**. The whole curve consists of two arcs, one
of them joining the bifurcation point with the turning point, referred to as the
lower branch, and its complement, referred to as the upper branch. Along the
lower branch the solutions are linearly asymptotically stable, becoming
unstable at the turning point. The solutions on the upper branch have one-
dimensional unstable manifold in the whole interval where we have
computed them (&1000, 17.4790). Therefore, the numerical results fully
agree with the fixed point index calculations of Section 3.
In the first picture of the second column we have represented the positive
solutions along the lower branch corresponding with the values *=9.8697,
10.1817, 10.8567, 12.0639, 15.7601, and 17.4789. Note that the solution
which corresponds with *=9.8697 is very small, since this value of *
is close to ?2, the bifurcation value. These solutions increase with *, as
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FIG. 2. Bifurcation diagram and profile of its solutions.
predicted by Theorem 3.7. This monotonicity illustrates how the model
exhibits a typical sublinear behavior along the lower branch. This behavior
is rather natural, since for small positive solutions a+(x) is the dominant
part of a(x). Indeed, it is sufficiently large that C+ bifurcates supercritically
from u=0.
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At the turning point the principal eigenvalue of the positive solution
vanishes, becoming negative along the upper branch, while the remaining
eigenvalues of the linearization are positive. In the second picture of the
second column we have represented the positive solutions along the upper
branch corresponding with the values *=17.4774, 0.0, &200.0, &500.0,
and &1000.0. Along the upper branch the point-wise monotonicity of the
solutions along the lower one is lost. Now, the solutions exhibit a single
peak around the minimum of a(x), this peak becoming larger the smaller
* is. Roughly speaking, this spike layer behavior is due to the fact that for
large solutions (in the L -norm) a&(x) is the dominant part of a(x),
instead of a+(x). This shows how the model exhibits a genuine superlinear
behavior along the upper branch.
Our numerical results predict the existence of a unique positive solution
for each *<?2. Although this uniqueness agrees with Theorem 3.9, the
existence of some further solution cannot be excluded. In fact, it might
happen that the solution set will have more than one component, as the
example analyzed in Section 8 shows. Nevertheless, we believe that C+ is
the unique component of the set of positive solutions of the present
example, and that no secondary bifurcation can occur along it.
7. A SYMMETRIC SUPERLINEAR INDEFINITE PROBLEM
In this section we make the choice
0=(0, 1), p=4, a(x)={&
1
2 sin(3?x),
&sin(3?x),
x # I 1 _ I 3 ,
x # I 2 ,
(7.1)
where Ij , 1 j3, are the intervals defined in (5.2). In this example
00=<, 0+=I2 and 0&=I1 _ I3 . So, as for the choice (6.1), we are
working under the assumptions of Theorem 2.6, and hence uniform a priori
bounds for * in compact intervals of R are available. Thus, the conclusions
of Theorem 2.7 hold. Moreover, _01 =?
2, _0"0 +1 =(3?)
2, and 10 a(x)
sin6(?x) dx&0.1727>0. Therefore, the conclusions of Theorem 3.7 are
satisfied. Fig. 3 shows the bifurcation diagram that we have computed
as well as the profiles of some of the positive solutions along it. In the
bifurcation diagram continuous lines denote stable solutions and dashed
lines unstable ones. The first picture in the first row shows the bifurca-
tion diagram for * # (0, 20) and the second one shows the one for
* # (&1000, 100). Note that some of the specific features shown in the first
figure are obviously lost in the second one, since we are using different
magnification scale.
As in Section 6, the numerical results agree with the predictions made by
Theorem 3.7. The continuum C+ emanates supercritically from u=0 at
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*=?2 and exhibits the subcritical turning point at the value **=17.1615
where it turns backward. By Theorem 3.7, the problem does not admit a
positive solution if *>**. As in the example considered in Section 6, the
solutions along the continuum C+ are linearly asymptotically stable and
increase with * up to the turning point where they become unstable, but
now a new feature arises. Namely, the unstable manifolds on the upper
branch are one-dimensional from **=17.1615 up to *b :=17.1142 where
they become two-dimensional, so a secondary bifurcation occurs along the
upper branch of C+. As a result of the symmetry of a(x) the secondary
bifurcation is one-sided, and it turns out to be subcritical. Each of the solu-
tions on the secondary branches possesses a one-dimensional unstable
manifold. We have computed the solutions on each of the three branches,
the primary and the secondary ones, up to the value *=&1000, although
the bifurcation diagram in the first row of Fig. 3 only shows two branches,
the primary and one of the secondaries. This problem comes from the fact
that the solutions on any of the secondary branches can be obtained by
reflection around 0.5 from the corresponding solutions along the other
secondary branch, since a(x) is symmetric, and hence the & }&2 -norm is
unable to distinguish between them. Our computations show that the
secondary branches are bounded away from the primary one, since for the
range of *’s for which we have computed them the principal eigenvalue of
the discrete linearizations stayed negative and bounded away from zero
while their second eigenvalues always stayed positive and bounded away
from zero, and the Jacobians of such linearizations grew when * decreased
from 17.1142 to as low as &1000. We should point out that all of these
features are completely consistent with the multiplicity results of Section 3.
In the second row of Figure 3 the first figure shows the plots of the solu-
tions on the lower branch of C+ (those emanating supercritically from
(*, u)=(*, 0) at *=?2) corresponding with the values *=9.8697, 10.1620,
12.0291, 15.2227, 17.1614, and 17.1137, and the second figure shows the
plots of the solutions on the upper half of the primary branch which
corresponds with *=17.1137, 0.0, &200.0, &500.0, and &1000.0. It is
rather clear how the last ones exhibit a two-peak layer behavior as * a &
with the peaks located around each of the minima of a(x). Far away from
these minima the solutions converge to zero as * a &. The third row
shows the plots of the solutions on each of the two secondary branches
corresponding with the values *=17.1101, 0.0, &200.0, &500.0, and
&1000.0. Each of the plots on the left-hand side of the figure can
be obtained by reflection from the corresponding one on the right-hand
side of the figure, as pointed out above. These solutions exhibit a single
peak behavior as * a &. In accord with the secondary branch where
the solution lies, the peak chooses the minimum of a(x) where it is
localized.
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FIG. 3. Bifurcation diagram and profile of its solutions.
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In strong contrast to the case when a(x) is a negative constant and
N=1, where elementary phase portrait techniques apply to show that (1.1)
possesses a unique positive solution for each *<?2, our numerical com-
putations show that there exists *b # R such that for each * # (&, *b) the
problem (1.1), (7.1) possesses three positive solutions (at least), two of
them with a single peak on each of the minima of a(x) and the third one
with two peaks, one on each of these minima. Further numerical computa-
tions strongly suggest that one can have as many positive solutions as
desired by choosing a sufficiently wavy a(x). Therefore, varying coefficients
in semilinear reactiondiffusion equations might provide us with very com-
plex bifurcation diagrams even in one spatial dimension. Our analysis
suggests that varying coefficients is approximately equivalent to varying
domains in higher dimensional reactiondiffusion equations (cf. [HV83,
Da88, Da90, CE95], and the references therein). In higher dimensional
superlinear problems, it is well known that breaking down the convexity of
the domain can result into multiple positive solutions even for autonomous
kinetics. More precisely, joining two balls of the same radius with a thin
narrow strip gives rise, in the superlinear N-dimensional model with
a(x)<0 constant, to the same effect caused by the coefficient a(x) given by
(7.1) in one space dimension. At the end of the day, the width of the
connecting strip can be regarded as a one-dimensional parameter.
One can easily imagine that by varying coefficients in higher dimensional
problems the complexity of the bifurcation diagrams will increase as much
as we wish, since one can play around not only with the shape of the sup-
port domain but also with the nodal behavior of a(x). Now, it becomes
clear why Theorem 3.9 is so relevant, as the uniqueness of the stable state
does not depend on the geometry of the domain nor on the nodal behavior
of a(x) but rather is a universal property. Note that for each * # (?2, *b)
our example possesses four positive solutions since ?2<*b=17.1142.
8. SYMMETRY BREAKING TOWARDS IMPERFECT BIFURCATION
In this section we make the choice
&= sin(3?x), x # I 1 ,
0=(0, 1), p=4, a(x)={&sin(3?x), x # I 2 , (8.1)& 12 sin(3?x), x # I 3 ,
where Ij , 1 j3, are the intervals defined in (5.2), and = # [0,12] is treated
as a real parameter. This family of problems provides us with a homotopy
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between the problems dealt with in Section 6 and Section 7. If ==0.5, then
(8.1) becomes (7.1), while it gives (6.1) if ==0. Our main goal in this sec-
tion is analyzing how the global bifurcation diagrams change as the
parameter = varies from 0.5 to 0. If = # (0, 0.5), then 00=<, 0+=I2 , and
0&=I1 _ I3 . So, as in the previous sections, we have the conclusions of
Theorem 2.6 and Theorem 3.7.
Our numerical computations show that an imperfect bifurcation arises as
a consequence from the symmetry breaking of the coefficient a(x). Indeed,
if ==0.499995, then the global bifurcation diagram that we computed
looks like the one already analyzed in Section 7 for ==0.5, having the same
profiles for the solutions on each of its branches, while for ==0.49995 the
diagram exhibits an imperfect bifurcation at the old pitchfork bifurcation.
To detect it the continuation step must be taken sufficiently small and the
number of modes sufficiently large. Otherwise, the numerical scheme will
provide us with the same diagram as that obtained for ==0.5. The imper-
fect bifurcation arises at the first value of the parameter 0.49995=0.5
where the one-sided bifurcation on the primary branch is lost. For
==0.49995 the computations show that the component C+ is a regular
curve possessing a subcritical turning point at *=17.1617 as the unique
relevant feature. Figure 4 shows a plot of C+ for ==0.49995, as well as the
profiles of the solutions corresponding to *=17.1617, 0.0, &200.0, &500.0,
and &1000.0. An important feature is the spike layer behavior of the solu-
tions along C+ as * a &. These solutions possess a unique peak around
56, which is the point where the absolute minimum of a(x) is reached.
FIG. 4. C+ for ==0.49995, and the profile of some solutions along it.
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For ==0.5 and ==0.499995, the pitchfork bifurcation occurs at
*=17.1142 and *=17.1136, respectively. So, it did not move away to &
and since all the solutions along the secondary branches are non-
degenerate the implicit function theorem strongly suggests that even for
==0.49995 the model should have at least three solutions for a certain
interval of *’s to the left of *=17.1136. To compute the two solutions out-
side C+ we proceeded by taking ==0.5, picking up *=17.0087, which is
FIG. 5. Bifurcation diagram for ==0.49995.
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sufficiently far away from the bifurcation value, and then using = as the
main continuation parameter, instead of *, in order to compute the pertur-
bation of the unique solution with two peaks. Note that the solution hav-
ing the single peak around 56 perturbs into a solution lying in C+ for
==0.49995. Once calculated, the two-peaked solution corresponding to
*=17.0087 and ==0.49995, = is kept fixed, and * is again used as the main
continuation parameter for computing the whole component of solutions
passing through it. Figure 5 shows a magnified section of the up-dated
bifurcation diagram for ==0.49995. It illustrates the imperfect bifurcation
which was given rise to by the lost symmetry of a(x). To magnify the dif-
ference between the branches, we have represented the L2-norm of the
solutions versus the parameter, since the L norms of the solutions along
them are very similar. The bifurcation diagram exhibits two components.
Namely, C+ and a global subcritical folding, referred to as F+, with the
turning point located at *=17.1617. The solutions on the upper half-
branch of F+ have two-dimensional unstable manifolds and exhibit two
peaks, one around each of the local minima of a(x), while the solutions on
its lower half-branch have one-dimensional unstable manifolds and possess
one peak around 16, which is a local minimum of a(x).
In Fig. 6 we have represented the profiles of the solutions along the upper
half-branch of F+ corresponding with *=17.0974, 0.0, &200.0, &500.0,
and &1000.0 and the solutions on the lower half-branch corresponding
with the same values of *.
The Jacobians of the linearizations along F+ always increase as long as
* decrease, strongly suggesting that the bifurcation diagram shown in
FIG. 6. The profiles of the solutions along F+.
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FIG. 7. The stabilization of the solutions along the primary branches.
Figure 5 will be the right one even far away from the turning point. As in
Section 7, we expect the model to have exactly three positive solutions for
* below the *-coordinate of the turning point of F+. This agrees with the
multiplicity results of Section 3.
Imperfect bifurcation phenomena are well documented in the literature
[GS85, Ke87, Lo88]. Our example illustrates why singularity theory has
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proven so useful in the analysis of nonlinear problems, because from
merely local information one can make predictions about the global
behavior of several components of the solution set.
For =<0.49995 the bifurcation diagram shown in Figure 5 is persistent,
although the smaller = is taken to be, the larger the separation between C+
and F+ is. Moreover, as = a 0 the primary components C+ approach the
primary component already computed in Section 6 for the case ==0, in the
sense that the positive solutions along C+ are point-wise convergent as
= a 0 to the corresponding positive solutions of the model with ==0. Figure
7 illustrates this fact.
The first plot of the first row shows the profiles of the solutions of C+
obtained for *=11.9667 and each of the values ==0.5, 0.5_10&7. The
limiting profile of these solutions as = a 0 is almost the same as the profile
obtained in Section 6 for *=12.0060, the one in the picture on the right-
hand side. The first plot of the second row shows the profiles of the solu-
tions of C+ obtained for *=17.1101 and each of the values ==0.5, 0.4581,
0.4016, 0.2872, 0.1137, and 0.0250. As for the previous choice of *, the
limiting profile of these solutions as = a 0 is almost the same as the profile
obtained in Section 6 for *=17.0854, represented on the right-hand side of
the figure. Note that the convergence in the first case is faster than the con-
vergence in the second one. As far as the solutions in F+ are concerned,
the numerics show how they grow to infinity all over (0, 13) as = a 0, while
they stabilize to a bounded profile in (13, 1). In particular, the whole com-
ponent grows to infinity as the parameter = a 0 in any Lp -norm, 1p.
In the first row of Fig. 8 we have represented the plots of the solutions in
the upper half-branch of F+ corresponding to *=11.8941 and each of the
following values of =: 0.5, 0.1247, 0.1, 0.001, 0.12_10&3 (left-hand side of
the figure) and 0.11_10&4, 0.1_10&5, 0.51_10&6, 0.20_10&6, and
0.11_10&6 (right-hand side of the figure). In the second row of Fig. 8 we
have represented the plots of the solutions in the lower half-branch of F+
corresponding with *=11.9364 and each of the following values of =: 0.5,
0.1275, 0.01, 0.0017, and 0.16_10&3 (left-hand side of the figure) and
0.12_10&4, 0.15_10&5, 0.43_10&6, 0.19_10&6, and 0.11_10&6 (right-
hand side of the figure).
The solutions on the lower half-branch of F+ stabilize to zero in
(13, 1), while the solutions on the upper half-branch stabilize to a positive
solution of the boundary value problem
&%"=*%&a(x) %5, x # (13, 1), %(13)=, %(1)=0. (8.2)
Besides showing that the a priori bounds of the positive solutions are lost
as = a 0, these computations illustrate how the choice of the functional space
is pivotal for the multiplicity results. If we restrict ourselves to considering
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FIG. 8. Limiting profiles of the solutions on the folding component.
classical solutions, then for each *<?2 and = # (0, 0.5] the problem (1.1)
with the choice (8.1) possesses three classical solutions, two of them with
one peak around each of the two local minima of a(x) and the remaining
one with two peaks around each of these minima, while the problem
with ==0 only possesses one solution with one peak around the absolute
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minimum of a(x). In particular, the folding component bifurcates subcritically
from infinity at ==0.
Things become much more suggestive if we consider functional spaces
which include functions which are allowed to be infinity on sets of positive
measure, for instance in I1 , the interval where a(x) vanishes for ==0, i.e.,
if we enlarge R to include infinity. If we proceed in this way, then (1.1)
possesses three solutions for ==0 as well. Namely, one on the primary
branch, which exhibits a single peak around the value where the absolute
minimum of a(x) is taken (56), and two non-classical solutions, say u1 and
u2 , which are defined by
u1(x)={,0,
x # (0, 13],
x # ( 13 , 1],
u2(x)={,%(x),
x # (0, 13],
x # ( 13 , 1],
where %(x) is the minimal positive solution of (8.2). If, instead of represent-
ing the bifurcation diagrams with the Lp -norm of the solutions versus *, we
represent the derivative at 1 of the solutions versus *, for instance, then the
bifurcation diagrams of (1.1) with the choice (8.1) will approach as = a 0 the
bifurcation diagram of (1.1) with the choice (8.1) and ==0. Obviously, this
diagram will contain one more component than the one computed in
Section 6, where only classical solutions were considered. In particular,
structural stability results are strongly based upon the choice of the func-
tional spaces. The implicit function theorem never fails if one choses the
right functional space (cf. [BV97]).
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