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Let Znp; n = 1; 2, : : : , be a sequence of random vector elds on Rl , and let
pi∗n = p ∈ Rl y Znp = 0 denote the random set of zeros of Zn. We study the
asymptotics of probabilities of the type Ppi∗n ∩ B 6= Z for subsets B ⊂ Rl . Un-
der suitable regularity conditions these probabilities are of the order e−nIB where
IB is a large deviation rate function obtained as a minimum of an associated en-
tropy function Ip over B. We study also the large deviations of random graphs
of the form p; n−1Xnp y p ∈ pi∗n ⊂ Rl+d , where Xn is an auxiliary sequence of
random maps Xnx Rl → Rd . In economic applications Znp refers to the total ex-
cess demand in a random economy of size n and hence pi∗n becomes the random
set of equilibrium prices for the economy. The auxiliary map Xnp may denote
any pricedepending total characteristic like total demand, supply, etc. The condi-
tional laws of large numbers which ensue on the large deviation estimates admit an
interpretation in terms of a principle of entropy minimization in analogy with the
classical maximum entropy principles in statistics and statistical mechanics. ' 2000
Academic Press
1. INTRODUCTION
The motivation for the studies in this paper comes from the following
tting problem in economics.
Consider an economic system where certain commodities are traded and
produced. Suppose that we have a model for the economy in the microeco-
nomic level: We could e.g. have estimates for the demand and production
functions and for the initial endowments of the individual agents. Usually
our knowledge is not precise at the microeconomic level, whence we have to
be content with a statistical description. Suppose now that the model is used
to predict the values of some macroeconomic quantities or variables like
total demand or production or the equilibrium prices of some commodi-
ties. On the other hand, we may obtain data based on direct measurements
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or observation of these same macroeconomic quantities and variables. In
particular, in an economy where information passes freely, the prevailing
equilibrium prices can be observed as exact deterministic quantities.
Due to the imperfectness of the a priori microeconomic model the
predictions and the observed values may well contradict each other. We
pose the following problem:
According to which principles ought the a priori model to be adjusted
so as to take into account the information contained in the observed
macroeconomic data?
In order to illustrate this problem with the aid of a simple example
let us consider an economic system (briefly, economy) where l commodi-
ties are traded by n economic agents. Suppose that under given prices
p = p1; : : : ; pl ∈ Rl+ there is the demand Dnp ∈ Rl and supply
Snp ∈ Rl for the l commodities. The economy is said to be in equilibrium
at price p∗ if
Dnp∗ = Snp∗;
or equivalently, if the excess demand
Znp := Dnp − Snp
equals zero at p = p∗. As is realistic we are unable to know Dnp and
Snp exactly but rather we know them only as random variables via their
distribution functions. For simplicity, let us assume that both Dnp and
Snp are sums of individual demands δip and σip, respectively, by n
statistically identical and independent agents. Then the individual demand-
supply pairs δip; σip as well as the excess demands ζip := δip −
σip are independent identically distributed (i.i.d.) random variables for
each p. Let us denote by
dp := Eδip; sp := Eσip; zp := Eζip = dp − sp
the corresponding expectations. We write
pi∗n
:= pyZnp = 0
for the (random) set of equilibrium prices for the random economy of size
n and
pi∗ := py zp = 0
for the set of equilibrium prices for the economy where the demand and
supply are equal to their expected values (the so-called expectation econ-
omy). Now under certain assumptions the sets pi∗n and pi
∗ are non-empty,
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and pi∗n converges toward pi
∗, see [H, BM, or N1]. This is the law of large
numbers (LLN) for the random economy.
By the LLN an observation of the prevailing true equilibrium price
p∗ = p∗n for a large economy (i.e., for a large n) ought to be in an arbitrarily
close neighbourhood of pi∗. If now, in contradiction with this prediction, we
observe the prevailing equilibrium price p∗n to be far from the expected
equilibrium set pi∗, we encounter the tting problem described above.
There is an analogous problem in statistics. To this end, consider a se-
quence Yn of random vectors having asymptotic mean
µY
:= lim
n→∞n
−1Yn in probability:
Suppose that for a large n a partial observation is made on the mean n−1Yn.
Namely, another mean n−1Xn is observed to belong to a neighbourhood
of v:
n−1Xn ≈ v: (1.1)
Here Xn is some other sequence of random vectors depending on Yn,
and v represents a large deviation value for n−1Xn, which means v is far
from its expected value
µX
:= lim
n→∞n
−1Xn:
The problem again is: How ought the contradictory observation (1.1) be
taken into account?
This problem gets a natural formulation in the framework of the theory
of large deviations.
Namely, under fairly general conditions the bivariate sequence Xn;Yn
satises the large deviation principle, which means that
Pn−1Xn; n−1Yn ≈ v;w ≈ e−nIX;Y v;w
where IX;Y is a convex function of v;w, called the rate function or
entropy function (see e.g. [DZ, Section 1.2]). From this basic large deviation
estimate one obtains by conditioning w.r.t. n−1Xn the estimate
Pn−1Yn ≈ w  n−1Xn ≈ v ≈ e−nIX;Y v;w−IXv: (1.2)
Here IX is the rate function for the sequence Xn:
Pn−1Xn ≈ v ≈ e−nIXv:
By the contraction principle ([DZ, Sect. 4.2.1])
IXv = IX;Y v;wv;
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where for each xed v
wv := arg min
w
IX;Y v;w: (1.3)
Consequently, by (1.2),
Pn−1Yn −wv ≥ ε  n−1Xn ≈ v ≈ e−n1I
where 1I := inf
w−wv≥ε
IX;Y v;w − IXv > 0 so that
Pn−1Yn ≈ wv  n−1Xn ≈ v ≈ 1: (1.4)
In other words, conditional on an observation of the mean n−1Xn ≈ v, the
mean n−1Yn attains with high probability the entropy minimizing value w =
wv given by (1.3). Instead of means one can also deal with the whole
distributions and based on the minimum entropy principle construct the
so-called canonical Gibbs distributions; see e.g. [DZ, Section 7.3].
The theory of large deviations was developed by Cramer [Cr], Donsker
and Varadhan [DV], and others. Nowadays it has become a major subject
in probability theory; e.g., see recent textbooks by Bucklew [Bu], Dembo
and Zeitouni [DZ], and Deuschel and Stroock [DS]. The pioneering works
on the entropy principle in statistics are due to Kullback [K] and Jaynes [J].
For accounts on the applications of the large deviation theory to statistics
see e.g. [Bu; DZ; or CT, Chap. 12].
The maximum entropy principle is the fundamental theme in statistical
mechanics. (Due to the standard conventions the entropy functions in sta-
tistical mechanics and in large deviation theory have opposite signs.) In
statistical mechanics one is studying the statistical behaviour of a physical
system comprising a large number of particles. It follows from the basic
Hamiltonian motion laws that the unconditional a priori distribution for
the positions and momenta of the totality of the particles is the uniform
distribution (Lebesgue measure) in the associated phase space (Liouville’s
theorem; see e.g. [M1]). Measurement of the total energy U via another
thermodynamic variable (the temperature T ) restricts the a priori distribu-
tion to a compact energy shell. Conditional on being on an energy shell the
system obeys a new probability law (called the canonical distribution) which
maximizes the thermodynamic entropy S. The fundamental thermodynamic
equation relating U;T; and S is
dS
dU
= 1
T
:
The scientic foundations for statistical mechanics were laid by Boltzmann
[Bo] and Gibbs [Gi]. The monograph [Sc] by Schlo¨gl provides a stimulating
account which advocates the parallelism of the maximum entropy princi-
ples in statistics and in statistical mechanics. The large deviation theoretic
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foundations for statistical mechanics were laid by Lanford [Lanf], Ruelle
[Ru], Ellis [E], and others. For a recent account see [DZ, Sect. 7.3].
Subsequently the theory of large deviations has found fruitful applica-
tions in other elds, notably in information theory [CT], telecommunica-
tion theory [SW], mathematical biology [DZ, Section 5.5], actuarial science
[M2], and mathematical nance [St]. For earlier works in economic the-
ory involving ideas from statistical mechanics see e.g. Fo¨llmer [Fo¨], Zellner
[Z], Foley [Fo], and the references therein.
The theme of the present paper is to advocate the relevance of the theory of
large deviations in the statistical analysis of large random economic systems.
Formally, we will be concerned with large deviations of certain random
elds. To this end, let Znp and Xnp denote two sequences of random
variables both parametrized with vectors p ∈ D, where D is a compact
and convex subset of Rl+
:= p = p1; : : : ; pl ∈ Rly p1; : : : ; pl ≥ 0. We
assume that Znp are Rl-valued and Xnp are Rd-valued (for some xed
d). In the economic applications Znp refers to the total excess demand
at a given price p ∈ D in an economy of size n, whereas Xnp may
denote any pricedepending total characteristic of the economy, like the
total demand, supply, production, or share of these by some sector(s).
Let
pi∗n
:= p ∈ Dy Znp = 0
denote the zeros of the random vector eld Zn and let
pi∗ := p ∈ Dy zp = 0
denote the zeros of the deterministic expectation eld
zp := lim
n→∞n
−1Znp
(assuming that the limit exists). Then under certain conditions (cf. Theo-
rem 1) pi∗n converges almost surely into pi
∗. In the economic applications
the prices p belonging to pi∗n or pi
∗ are equilibrium prices for the random
economy or the expectation economy, respectively.
The equilibrium behaviour of the component Xnp is described by den-
ing the graph pi∗nX of the random map n−1Xn· with the random equilib-
rium set pi∗n as its support; i.e.,
pi∗nX := p; n−1Xnpy Znp = 0 ⊂ D× Rd:
If, for example, Xnp is equal to the total demand Dnp, then the graph
pi∗nX = pi∗nD represents all possible equilibrium pairs for price and
mean demand. The expectation graph is dened as the deterministic graph
pi∗X := p;µpy zp = 0 ⊂ D× Rd
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with support equal to pi∗. Here zp is the expectation eld dened above
and
µp := lim
n→∞n
−1Xnp
(assuming the existence of this limit). By a LLN pi∗nX converges under
certain conditions almost surely into pi∗X (Theorem 2).
We will be interested in the large deviation asymptotics of the probabili-
ties Ppi∗n ∩ B 6= Z and Ppi∗nX ∩ C 6= Z as n→∞ for subsets B ⊂ Rl
and C ⊂ Rl+d. In Corollaries 4.1 and 4.2 we show that (for convex B and
C) these probabilities are of the order
Ppi∗n ∩ B 6= Z ≈ e−nIB (1.5)
Ppi∗nX ∩ C 6= Z ≈ e−nIXC (1.6)
where the rate functions IB and IXC are obtained as the minima of the
associated entropy functions Ix D → R+ and IX x D × Rd → R+; namely,
IB := infp∈B Ip and IXC := infp;w∈C IXp;w. By a contraction
principle (Theorem 4)
Ip = inf
w
IXp;w for all p ∈ D:
The entropy functions Ip and IXp;w attain their minima = 0 at the
expected equilibrium sets pi∗ and pi∗X, respectively (Theorems 3 and 5).
The large deviation estimates (1.5) and (1.6) can be used to derive con-
ditional limit laws for the random equilibria pi∗n and pi
∗
nX. Arguments
similar to those used to derive (1.4) yield the following conditional LLN’s:
lim
n→∞Ppi
∗
n ∩ B ⊂ Upi∗B; ε  pi∗n ∩ B 6= Z = 1; (1.7)
and
lim
n→∞Ppi
∗
nX ∩ B × Rd ⊂ Upi∗XB; ε  pi∗n ∩ B 6= Z = 1: (1.8)
Here B ⊂ Rl is assumed to be a convex set, pi∗B and pi∗XB denote the
entropy minimizing subsets (of B and B × Rd, respectively) and UA;ε
denotes the ε-neighbourhood of a set A. It turns out that under certain
regularity conditions the entropy minimizing regions pi∗B and pi∗XB are
nite sets, and for almost all convex sets, even singletons,
pi∗B = p∗B; pi∗XB = p∗B;w∗B:
See Corollaries 3.2, 3.3, 4.3, and 4.4 and Remark 3.1.
Put in economic terms, the condition pi∗n ∩ B 6= Z means that an equilib-
rium price p∗n in B is observed. We could e.g. observe the prices of some
commodities exactly, which means
p∗nj ∈ Uqj; δ for j = 1; : : : ; l′;
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for some q1; : : : ; ql
′
, some (small) δ > 0, the other prices p∗nl
′+1; : : : ; p∗nl
remaining unknown to us (see Example 5.1). Thus in this case B =
Uq1; δ × · · · × Uql′; δ × Rl−l′ . Assuming now that pi∗B is equal to
a singleton pB, the limit result (1.7) admits the following interpreta-
tion: There is a price p∗B ∈ ∂B such that, conditional on the observation
pi∗n ∩ B 6= Z, all possible equilibrium prices p in B belong to an arbitrary
neighbourhood of p∗B with high probability (w.h.p.). Hence, in partic-
ular, the observed equilibrium price p∗n belongs to this neighbourhood
(w.h.p.); see (5.4). Interpreting the formula (1.8) with the assumption that
Xnp equals the total demand Dnp and pi∗XB = pi∗DB is a singleton
p∗B; d∗B, we infer from the observation of an equilibrium price p∗n in B
the conclusion that the prevailing mean demand n−1Dnp∗n associated
with the prevailing equilibrium price p∗n is in the neighbourhood of d
∗
B
(w.h.p.); see Example 5.2.
We could as well condition on the graph pi∗nX or even on some other
graph intersecting a convex set leading to interpretations similar to those
above; see Corollary 4.4 and Example 5.3.
Since the level sets I < δ := p ∈ Dy Ip < δ, δ > 0, form an open
neighbourhood basis for pi∗ = I = 0 (Theorem 3), the entropy function
I can be used as an information distance function. To this end, let us dene
the information content I A of an arbitrary event A as
I A := − logPA:
This renders events of small probability to have big information content.
Thus the large deviation estimate (1.5) can be phrased in terms of infor-
mation content:
n−1I pi∗n ∩ B 6= Z ≈ IB
so that an observation of an equilibrium price in a set B ⊂ Rl has informa-
tion content ≈ nIB. Assuming that pi∗B = p∗B is a singleton, we will have
IB = Ip∗B and, due to (1.7), this in turn will be approximately equal to
Ip∗n. This estimate leads to an information theoretic measure of good-
ness of the a priori model. Namely, if the a priori model was good, then
by the LLN, p∗n is near to the expected equilibrium pi
∗, and hence the ob-
served mean information content Ip∗n will be small, whereas an observed
large deviation for the equilibrium price implies large observed mean in-
formation content Ip∗n; indicating the badness of the a priori model.
Similarly, the event pi∗nX ∩ C 6= Z admits the interpretation: We ob-
serve an equilibrium price p∗n together with the quantity Xnp∗n (e.g., sup-
ply at the observed equilibrium price p∗n) as a pair p∗n; n−1Xnp∗n in C.
The bivariate entropy function IX can now be used as an information dis-
tance function.
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Sections 24 are devoted to the mathematical theory of large deviations
for the random equilibrium sets pi∗n and graphs pi
∗
nX. In Section 5 some
applications to economics are presented. In order to illustrate the key ideas
we shall deal there only with ideal types of models having a simple demand-
and-supply structure.
In principle, the large deviation technique ought to be applicable to
more complicated economic systems or even to real economic systems.
In a forthcoming paper we shall treat concrete examples of random eco-
nomic systems, e.g., random CobbDouglas exchange economies (cf. [LN,
N1]) and economies with production (ArrowDebreu type economies,
cf. [AD; Sm, Appendix A]). We also plan to develop further the ther-
modynamic formalism for random economies based on the theory of
large deviations. In particular, we aim to study the proper denition of the
intensive and extensive thermodynamic variables, the concepts of canon-
ical and microcanonical distributions, and, nally, the phenomenon of
thermodynamic equilibrium of the interacting economic sectors of a
sectorial economy [N2].
2. LAWS OF LARGE NUMBERS
In this section we formulate the laws of large numbers for the random
equilibrium sets pi∗n and graphs pi
∗
nX.
Let D be a xed compact subset of the Euclidean space Rl having non-
empty interior D: D will be called the domain. Its elements are denoted
by the symbols p = p1; : : : ; pl. In the economic applications the vectors
p represent the price vectors of the commodity bundles to be traded, and
hence usually D ⊂ Rl+ := p ∈ Rly pj ≥ 0 for each j.
Let Znpy n ∈ N;p ∈ D and Xnpy n ∈ N;p ∈ D be two sets
of random variables dened on a common probability space ;F ; P
and parametrized by N := 1; 2; : : : and D. We assume that Znp are
Rlvalued and Xnp are Rdvalued for some d ∈ N .
For each ω ∈ , let
pi∗nω := p ∈ Dy Znω;p = 0
denote the set of zeros of the vector eld Znω; ·x D→ Rl, to be called
the random equilibrium set, and let
pi∗nXω := p; n−1Xnω;py p ∈ pi∗nω ⊂ D× Rd
denote the graph of the map
n−1Xnω; ·x pi∗nω → Rd;
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called the random equilibrium graph. As is customary we shall usually omit
the symbol ω.
Let
cnαyp := cZynαyp := logEeα·Znp; α ∈ Rl;
denote the logarithmic Laplace transform of the random variable Znp,
and let
cXynα;βyp := cZ;Xynα;βyp := logEeα·Znp+β·Xnp; α ∈ Rl; β ∈ Rd;
denote the logarithmic Laplace transform of the pair Znp;Xnp.
(Throughout Sections 24 we shall systematically omit the subscript Z re-
ferring to excess demand in these logarithmic Laplace transforms. In order
to avoid confusion we retain in Section 5 the complete notation with the
subscript Z included.) As is well known, due to Ho¨lder’s inequality, the
map cXyn · yp is convex for each p ∈ D.
We assume throughout this paper that:
(2.1) The limit cXα;βyp := limn→∞ n−1cXynα;βyp exists for all
α ∈ Rl; β ∈ Rd; and p ∈ D, and denes a twice continuously differentiable
function (C2-map) cX x Rl+d ×D→ R+ := 0;∞.
Being the limit of convex functions, the map cX · ypx Rl+d → R+ is
convex, too, for each p ∈ D. We suppose that in fact
(2.2) the mixed second derivative ∂21;2cXα;βyp
:= ∂2cX/∂α;β2
α;βyp ∈ Rl+d×l+d is strictly positive denite for each α;β; and p.
It follows that
(2.3) cX · ypx Rl+d → R+ is strictly convex for each p ∈ D.
Thus, in particular,
cαyp := lim
n→∞n
−1cnαyp = cXα; 0yp
denes a C2-map: Rl × D → R+ which is strictly convex as a map of α
for each xed p: By adopting the standard large deviation theoretic termi-
nology, originally inspired by the connections with statistical mechanics, we
will call the maps c and cX the free energy functions.
Finally, we assume throughout this paper that
(2.4) for each p ∈ D there is α = αp such that ∂1cαyp :=
∂c/∂ααyp = 0.
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(The differentiation of a function of several variables w.r.t. its kth variable
is denoted by the symbol ∂k.) For an interpretation of Condition (2.4) see
Example 2.1. By the implicit function theorem αx D→ Rl is a C1-map. We
dene the (univariate) entropy function Ix D→ R+ by
Ip := − inf
α∈Rd
cαyp
= − cαpyp:
(2.5)
We denote
zp := ∂1c0yp = ∂1cX0; 0yp;
µp := ∂2cX0; 0yp;
6p := ∂21c0yp = ∂21cX0; 0yp
and
6Xp := ∂21;2cX0; 0yp:
We call the vector eld zx D→ Rl the expectation eld, whereas the maps
6x D→ Rl+d and 6X x D→ Rl+d×l+d will be called the covariance maps;
cf. Example 2.1. By Lemma 2.2 in [N1] the following limits almost surely
exist:
lim
n→∞n
−1Znp = zp and lim
n→∞n
−1Xnp = µp: (2.6)
Example 2.1. Suppose that
Znp =
nX
i=1
ζip
and
Xnp =
nX
i=1
ξip;
where, for each xed p; ζip; ξipy i = 1; 2; : : : is a sequence of in-
dependent and identically distributed (i.i.d) Rl+d-valued random variables.
Then
cXα;β;p ≡ n−1cXynα;βyp
= logEeα·ζ1p+β·ξ1p;
and zp and µp are the expectations
zp = Eζ1p; µp = Eξ1p:
The covariance maps are really the covariances:
6p = Covζ1p; and 6Xp = Covζ1p; ξ1p:
The basic Condition (2.2) is equivalent to the covariance matrix 6p being
non-singular (i.e., strictly positive denite). Condition (2.4) takes the form
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(2.7) for each p ∈ Dx 0 ∈ CoSupp ζ1po := the interior of the
convex hull of the support of the distribution of ζ1p;
see [N1, formula (3.7)].
The set of zeros for the expectation eld zx D→ Rl is denoted by
pi∗ := p ∈ Dy zp = 0
and the graph of the vector eld µx pi∗ → Rd by
pi∗X := p;µpy p ∈ pi∗:
The set pi∗ is called the expected equilibrium set and the graph pi∗X is
called the expected equilibrium graph. pi∗ is the entropy minimizing set:
pi∗ = p ∈ Dy Ip = 0
[N1, Theorem 2]. Recall the following sufcient condition for pi∗ 6= Z [N1,
Lemma 2.1]:
(2.8) zp · u < zp for all p ∈ ∂D; all outward unit normals u
for D at p:
Note also that, due to the compactness of D, if
(2.9) the matrix z′p = ∂1∂2c0yp is non-singular for all p ∈ pi∗,
then pi∗ is a nite set:
pi∗ = p∗1; : : : ; p∗K:
Note that, in the case of Example 2.1, under appropriate regularity con-
ditions z′p = Eζ ′1p. (Neither the boundary Condition (2.8) nor the
nonsingularity assumption (2.9) will be made as a standing assumption.)
Let C ⊂ Rd be any set. We denote by
UC; ε =

y ∈ Rdy inf
x∈C
y − x < ε

its ε-neighbourhood. A sequence of sets Cn n ∈ N is said to converge into
C, if
Z 6= Cn ⊂ UC; ε
eventually for all ε > 0. We use the notation Cn → C. Theorem 1 gives
conditions for the convergence of the random equilibrium sets pi∗n into the
expexted equilibrium set pi.
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Theorem 1 ([N1, Theorem 3]). Suppose that the boundary Condition
(2.8) holds true, and that the family n−1Zn · ;ωy n ∈ N;ω ∈  is
uniformly equicontinuous (a.s.) on the domain D, which means
n−1Znp − n−1Znq ≤ εp− q
for all n ∈ N; p; q ∈ D; a:s:; (2.10)
with lim
h→0
εh = 0: Then for any ε > 0 there is a constant θ0 = θ0ε such
that
Ppi∗n 6= Z and pi∗n ⊂ Upi∗; ε ≥ 1− e−nθ0ε eventually.
Consequently,
pi∗n → pi∗ almost surely:
Theorem 2 is concerned with the convergence of the random equilibrium
graphs pi∗nX into the expected equilibrium graph pi∗X. The proof is
based on a large deviation estimate for the graphs pi∗nX; it is therefore
postponed until after Theorem 8.
Theorem 2. Suppose that Condition (2.8) holds true and that both n−1Zn
and n−1Xn are equicontinuous in the sense of Condition (2.10). Then for any
ε > 0 there is a constant θ1ε > 0 such that
Ppi∗nX 6= Z and pi∗nX⊂Upi∗X; ε ≥ 1−e−nθ1ε eventually. (2.11)
Consequently,
pi∗nX → pi∗X almost surely:
3. THE BIVARIATE ENTROPY FUNCTION
Recall from (2.5) the denition of the entropy function I,
Ip = −cαpy p;
where αx D→ Rl is the C1-map satisfying Condition (2.4):
∂1cαpyp ≡ 0:
By applying the implicit function theorem to the identity (2.4) it is easy to
deduce that I is a C2-map: D→ R+, and I· and α· satisfy on pi∗:
I ′ = 0; (3.1)
I ′′ = α′T6α′; (3.2)
6α′ + z′ = 0; (3.3)
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cf. [N1, Theorem 2; LN]. Thus, if z′ is nonsingular on pi∗ (Condition 2.9),
then so is α′, and hence I ′′ is strictly positive denite on pi∗ (and by continu-
ity on a neighbourhood of pi∗). Recall that under this same nonsingularity
condition the equilibrium set pi∗ is a nite set: pi∗ = p∗1; : : : ; p∗K. Let
Lδ denote the open (relative to D) level set
Lδ := I < δ := p ∈ Dy Ip < δ:
It will be convenient to extend I to the complement Dc by setting
Ip = +∞ for p ∈ Dc:
For any set B ⊂ Rl we denote
IB := inf
p∈B
Ip:
We summarize in Theorem 3 the basic properties of the entropy function
I which directly follow from the above considerations:
Theorem 3. Let B ⊂ Rl be a convex set such that B ∩D 6= Z. Then
IB = I B = IB: (3.4)
Suppose that Condition (2.9) holds true. Then
(3.5) I ′′p is strictly positive denite on an open neighbourhood of
pi∗ = p∗kyk = 1; : : : ;K,
and consequently,
(3.6) there is a constant δ0 > 0 such that for each 0 < δ ≤ δ0x Lδ =SK
k=1 Lkδ, where Lkδ is a convex open neighbourhood of the expected
equilibrium point p∗k ∈ pi∗.
We dene the bivariate entropy function IX x D×Rd → R+ by the formula
IXp;w := sup
α;β∈Rl+d
β ·w − cXα;βyp: (3.7)
In fact,
IXp;w ≡ cˆX0; wyp;
where
cˆXv;wyp := sup
α;β∈Rl+d
α · v + β ·w − cXα;βyp (3.8)
is the convex conjugate function (Legendre transform) of the free energy
function cX . We set again IXp;w = +∞ when p ∈ Dc. For each xed
p ∈ D, let
RXp := ∂1;2cXα;βypy α;β ∈ Rl+d
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denote the range of the derivative map ∂1;2cX · ypx Rl+d → Rl+d, and
let
DˆXp := v;w ∈ Rl+dy cˆv;wyp <∞
be the domain of the convex conjugate cˆX · yp. Due to our hypothesis
(2.3) we have
RXp = DˆXpo:
For v;w ∈ RXp let
α;β = αv;wyp; βv;wyp
denote the unique solution of the equation
∂1;2cXα;βyp = v;w: (3.9)
By the implicit function theorem α;β is a C1-map: RX → Rl+d on the
domain
RX
:= [
p∈D
RXp × p ⊂ Rl+d ×D:
Due to our basic hypotheses (2.1) and (2.3) RX is a relatively open subset
of Rl+d ×D. By the convex duality (see [Ro]) ∂1;2cˆ equals the map α;β
dened by (3.9). Hence cˆX becomes a C2-map
cˆX x RX → R+:
Let
SX
:= p;w ∈ D× Rdy 0; w ∈ RXp ⊂ D× Rd: (3.10)
SX is relatively open, too. It follows from the denition of IX that, for each
p;w ∈ SX ,
IXp;w = βp;w ·w − cXαp;w; βp;wyp;
where the pair α;β = αp;w; βp;w is the unique C1solution of
the equation
∂1;2cXα;βyp = 0; w: (3.11)
Example 3.1 (Continuation of Example 2.1). In the case of Example
2.1
RXp = coSuppζ1p; ξ1po:
Thus, in particular,
SX = p;wy 0; w ∈ coSuppζ1p; ξ1po:
Clearly
IXp;w ≥ Ip for all p and w:
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In fact, we have the following contraction principle:
Theorem 4. For all p ∈ D,
Ip = inf
w∈Rd
IXp;w
= IXp;wp;
where
wp := ∂2cXαp; 0yp: (3.12)
and αp is dened via (2.4).
Proof. By the contraction principle for convex conjugates [DZ,
Sect. 4.2.1]
cˆvyp = inf
w
cˆXv;wyp
always, and hence in particular for v = 0. Further, we have
Ip = −cαpyp
= −cXαp; 0yp
= IXp;wp
by (3.7).
In the following theorem we summarize the basic properties of the bi-
variate entropy function IX :
Theorem 5.
(3.13) IX is a C2-map: SX → R+
(3.14) there is a constant δ1 > 0 such that the level sets LXδ := IX ≤
δ ⊂ SX and are compact, for all 0 ≤ δ ≤ δ1
(3.15) for any convex set C ⊂ Rl+d such that C 6= Z and IXC :=
infp;w∈C IXp;w < δ1 we have IXC = IX C = IXC
(3.16) the open level sets LXδ := IX < δ; 0 < δ ≤ δ1, form an
open neighbourhood basis for the expected equilibrium graph pi∗X = IX = 0,
and
(3.17) I ′X = 0 on pi∗X.
Suppose that the non-singularity Condition (2.9) holds true. Then
(3.18) the graph pi∗X is nite: pi∗X = p∗1; w∗1; : : : ; p∗K;w∗K
with w∗k = µp∗k
(3.19) I ′′X is strictly positive denite on an open neighbourhood of
pi∗X, and
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(3.20) there is a constant δ2 > 0 such that for each 0 < δ ≤
δ2x LXδ =
SK
k=1 LX;kδ where each LX;kδ is a convex open neigh-
bourhood of the point p∗k;w∗k ∈ pi∗X.
Proof. IX is a C2-map, since so is cˆX ; see the discussion after (3.8).
Note that zp; µp ∈ Rp always and the solutions α;β of
(3.9) satisfy αzp; µpyp ≡ βzp; µpyp ≡ 0. Due to conti-
nuity the derivative ∂21;2cX · yp is uniformly positive denite over
α;β ≤ M0; p ∈ D (for any xed M0 < ∞. It follows that there is a
constant η0 > 0 such that
∂1;2cXα;βyp − zp; µp ≥ η0 for α;β ≥M0;
whence the closed ball
Uzp; µp; η0 ⊂ Rp for all p ∈ D
and αv;wyp; βv;wyp ≤M0 for all v;w in this ball. Thus by convex
duality
∂1;2cˆXv;wyp = αv;wyp; βv;wyp ≤M0 (3.21)
for these v;w.
Since for all v;w ∈ Rp;
∂21;2cˆXv;wyp = ∂21;2cXα;βyp−1
(by convex duality again) where α = αv;wyp; β = βv;wyp; it follows
that there is a constant δ3 > 0 such that
cˆXv;wyp ≥ δ3v;w − zp; µp2
for all v;w ∈ Uzp; µp; η0:
Thus the level set
cˆX · yp ≤ δ ⊂ Uzp; µp; η0 ⊂ RXp (3.22)
for all 0 ≤ δ ≤ δ1 := δ3η20. It follows that all these level sets are compact.
Consequently the (compact) level set
IX ≤ δ ⊂ SX
for these δ. In particular,
pi∗X = IX = 0 ⊂ SX:
In order to prove the positive deniteness of I ′′X we compute its rst
and second derivatives along the line pt; wty t ∈ R := p∗k + tq;w∗k +
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tuy t ∈ R for some xed pair p∗k;w∗k = p∗k; µp∗k ∈ pi∗X and direc-
tion q; u ∈ Rl+d. To this end, let α = αt; β = βt be the solutions of
the equations
∂1cXαt; βtypt = 0; (3.23)
∂2cXαt; βtypt = wt: (3.24)
Then
IX ≡ β ·w − cXα;βyp:
Let f˙ denote the derivative of a function f t w.r.t. t. We obtain
I˙X = β˙ ·w + β · u− α˙ · ∂1cX − β˙ · ∂2cX − q · ∂3cX
= −q · ∂3cX + β · u
by (3.22) and (3.23). Note that c0; 0ypt ≡ 0 and α0 = β0 = 0. Thus
∂3cX = ∂23cX = 0 at t = 0 (3.25)
and so
I˙X = 0 at t = 0:
From (3.22) and (3.23) we obtain by differentiation:
∂21cXα˙+ ∂1∂2cXβ˙+ ∂1∂3cXq = 0 (3.26)
and
∂1∂2cXα˙+ ∂22cXβ˙+ ∂2∂3cXq = u: (3.27)
In particular, if z′p = ∂1∂3cX0; 0yp is non-singular at pi∗, then
α˙; β˙ 6= 0; 0 at t = 0: (3.28)
Further differentiation of IX yields
I¨X = −q · ∂1∂3cXα˙− q · ∂2∂3cXβ˙− q · ∂23cXq+ u · β˙:
At t = 0 this becomes
I¨X = −q · ∂1∂3cXα˙− q · ∂2∂3cXβ˙+ u · β˙ (3.29)
by (3.25),
= α˙ · ∂21cXα˙+ 2α˙ · ∂1∂2cXβ˙+ β˙ · ∂22cXβ˙
by (3.26) and (3.27),
= α˙; β˙ · ∂21;2cXα˙; β˙
which is strictly positive by (2.3) and (3.28).
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In fact, the pair α˙; β˙ can be solved from the equations (3.26) and (3.27).
To this end, note that
∂21;2cX0; 0yp = 6Xp ∈ Rl+d×l+d
and
∂1;2∂3cX0; 0yp = z′p; µ′p ∈ Rl+d×l:
Thus we obtain the formula
α˙; β˙ = 6Xp−1−z′p; µ′pq+ 0; u;
viz.
α˙0; β˙0 = 6−1X;k−z′k; µ′kq+ 0; u;
where
z′k
:= z′p∗k; µ′k := µ′p∗k
and
6X;k
:= 6Xp∗k:
It follows that
I¨X0 = −z′k; µ′kq+ 0; u · 6−1X;k−z′k; µ′kq+ 0; u
and hence we obtain the following formula for I ′′X on the expected equilib-
rium graph:
Corollary 3.1. We have
I ′′Xp∗k;w∗k = ATk6−1X;kAk;
where Ak is the matrix of the following linear map: Rl+d → Rl+d
Akq; u := −z′k; µ′kq+ 0; u;
and ATk denotes the transpose of Ak. Thus, in particular, IX behaves near the
equilibrium point p∗k;w∗k = p∗; µp∗k ∈ pi∗X approximately as
IXp;w ≈
1
2
Akp− p∗k;w −w∗k · 6−1X;kAkp− p∗k;w −w∗k:
Let B ⊂ Rl be a convex set having non-empty interior B 6= Z. We denote
the entropy minimizing region in B by
pi∗B
:= B ∩ LIB =

q ∈ By Iq = inf
p∈B
Ip

: (3.30)
Due to the continuity of I, pi∗B is a compact set. As a corollary of Theorem 3
we obtain:
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Corollary 3.2. Suppose that z′p is nonsingular on pi∗ (Condition
2.9). Let δ0 > 0 and K ≥ 1 be as in Theorem 3 and suppose that IB ≤ δ0.
Then pi∗B is a nite set:
pi∗B = p∗B;jy j ∈ KB ⊂ ∂B;
where KB ⊂ 1; : : : ;K.
Similarly, for any convex set C ⊂ Rl+d with C 6= Z we write
pi∗CX = C ∩ LXIXC
=

q; u ∈ Cy IXq; u = infp;w∈C IXp;w

:
Corollary 3.3. Suppose that Condition (2.9) holds true and let δ2 ≥ δ1
and K be as in Theorem 5, and let C be as above. If IXC ≤ δ1 then pi∗CX
is a compact set, whereas if IXC ≤ δ2 then pi∗CX is a nite set:
pi∗CX = p∗C;j; w∗C;jy j ∈ KCX ⊂ ∂C;
where KCX ⊂ 1; : : : ;K.
In the case where C is of the form C = B×Rd with B ⊂ Rl convex and B 6=
Z we write simply pi∗BX for pi∗B×RdX. In this case, due to Theorem 4,
pi∗BX = p;wpy p ∈ pi∗B; with wp := ∂2cXαp; 0yp:
Furthermore, if IB ≤ δ0, where δ0 is as in Theorem 3, then
pi∗BX = p∗k;w∗ky k ∈ KB
with w∗k
:= wp∗k, and KB as in Corollary 3.2.
Remark 3.1 In fact, one may argue that for almost all convex sets
B ⊂ Rl and C ⊂ Rl+d the entropy minimizing sets pi∗B and pi∗CX are one-
point sets (singletons), i.e., KB = 1 and KCX = 1.
To this end, let B0 ⊂ Rl be an arbitrary convex set having non-empty
interior. A convex set B ⊂ Rl is said to be equivalent to B0 if B is obtained
from B0 via a translation and rotation (Euclidean rigid body motion),
B = gB0;
where g belongs to the group G associated with the Euclidean rigid body
motions. Let us equip the group G with its invariant Haar measure. It is a
straightforward exercise in convex analysis to show that, for any xed convex
set B0 ⊂ Rl, for almost every (w.r.t. to the Haar measure) B = gB0 such
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that IB ≤ δ0, the closed convex set B touches only one of the compact
convex subsets LkIB; k = 1; : : : ;K; cf. (3.6). In other words,
pi∗B = p∗B
is a singleton for these B = gB0. Here p∗B ∈ ∂B. In this case we call the
convex set B regular: The same remark is valid for convex sets C ⊂ Rl+d;
thus for almost all C such that IXC ≤ δ2;
pi∗CX = p∗C;w∗C
for a unique p∗C;w∗C ∈ ∂C. Similarly, for almost all B ⊂ Rl with B 6= Z
and IB ≤ δ0
pi∗BX = p∗B;w∗B; where w∗B := wp∗B:
Later we will need a more general contraction principle than that pro-
vided by Theorem 4. To this end, let Znp and Xnp be as before and
suppose that Ynp is a third sequence of random variables parametrized
by p ∈ D and taking values in Rl′ , say. We assume that the free energy
function
cX;Y α;β; γyp := lim
n→∞ n
−1 logEeα·Znp+β·Xnp+γ·Ynp
exists and satises the basic hypotheses (2.1) and (2.2) postulated in Sec-
tion 2; i.e., it is a C2-map as a function of α;β; γy p and strictly convex
as a function of α;β; γ for all p. IX;Y x D × Rd+d′ → R+ denotes the
trivariate entropy function dened by
IX;Y p;w; u := sup
α;β;γ
β ·w + γ · u− cX;Y α;β; γyp:
Theorem 6. For all p ∈ D and w ∈ Rd,
IXp;w = inf
u
IX;Y p;w; u:
Moreover, if p;w ∈ SX , i.e., w ∈ Rd is such that
∂1;2cXα;βyp = 0; w
for some α = αp;w; β = βp;w (Condition 3.11), then
IXp;w = IX;Y p;w; up;w;
where
up;w := ∂3cX;Y αp;w; βp;w; 0yp: (3.31)
Proof. The arguments are similar to those in the proof of Theorem 4.
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Let Ynp be as above. For convex C ⊂ Rl+d with C 6= Z we have
IX;Y C × Rd = IXC
by Theorem 6. We denote
pi∗CX;Y  := p;w; u ∈ D× Rl+dy IX;Y p;w; u = IXC:
Let δ1 ≤ δ2 be as in Theorem 5. If IXC ≤ δ1, then
pi∗CX;Y  = p;w; up;wy p;w ∈ pi∗CX
is compact, whereas if IXC ≤ δ2, then pi∗CX;Y  is a nite set:
pi∗CX;Y  = p∗k;w∗k; u∗ky k ∈ KC; with u∗k := up∗k;w∗k: (3.32)
Again, for almost all convex C ⊂ D×Rl+d the entropy minimizing region
is a singleton:
pi∗CX;Y  = p∗C;w∗C; u∗C with u∗C = up∗C;w∗C:
4. ESTIMATES FOR THE LARGE DEVIATION PROBABILITIES
The univariate entropy function I is a large deviation upper bound rate
function for the random equilibria pi∗n :
Theorem 7 ([N1, Theorem 4]). Suppose that the sequence n−1Zn is uni-
formly (a.s.) equicontinuous on D, i.e., Condition (2.10) holds true.
Then
lim sup
n→∞
n−1 logPpi∗n ∩ I ≥ δ 6= Z ≤ −δ
for all δ > 0. Consequently,
lim sup
n→∞
n−1 logPpi∗n ∩ E 6= Z ≤ −IE
for all closed sets E ⊂ Rl such that E ∩D 6= Z.
As a new result we will prove that the bivariate entropy function IX is a
large-deviation upper-bound rate function for the random graphs pi∗nX:
Theorem 8. Suppose that both the sequences n−1Zn and n−1Xn are uni-
formly (a.s.) equicontinuous on D, i.e., they satisfy Condition (2.10). Let
δ1 > 0 be as in Theorem 5. Then
lim sup
n→∞
n−1 logPpi∗nX ∩ IX ≥ δ 6= Z ≤ −δ
for all 0 < δ ≤ δ1.
Consequently,
lim sup
n→∞
n−1 logPpi∗nX ∩ F 6= Z ≤ −IXF
for all closed sets F ⊂ Rl+d such that IXF ≤ δ1:
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In the proof of Theorem 8 we need two lemmas. The rst is a stan-
dard upper bound large deviation result for sequences of random variables,
originally due to J. Ga¨rtner [Ga¨] and R. Ellis [E]:
Lemma 4.1. Let Xn be a sequence of Rdvalued random variables having
limiting free-energy function
cβ := lim
n→∞n
−1 logEeβ·Xn:
Suppose that c is differentiable at the origin. Let
cˆw = sup
β
β ·w − cβ
be the convex conjugate of c. Then
lim
n→∞ sup n
−1 logPn−1Xn ∈ F ≤ −cˆF
for all closed sets F ⊂ Rd.
Let x∞ denote the usual sup-norm of vectors x ∈ Rd: The second
lemma is a standard lower bound estimate for convex conjugates:
Lemma 4.2. Let f x Rd → R be a convex function such that f 0 = 0;
f ′0 = µ; and
M1
:= sup
ξ≤1
f ′′ξ <∞:
Then the convex conjugate of f satises the inequality
fˆ y ≥ y − µ∞ −
1
2
M1 for all y ∈ Rd:
Proof of Lemma 4.2. By the assumptions
µ · x ≤ f x ≤ µ · x+ 1
2
M1x2 when x ≤ 1;
and let x := yk − µk−1yk − µkek, where ek denotes the kth coordinate
unit vector. We obtain
fˆ y ≥ x · y − f x
≥ y − µ∞ −
1
2
M1:
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Proof of Theorem 8. Let b < ∞ be an arbitrary xed constant so big
that the compact level set
LXδ1 =˙ IX ≤ δ1 ⊂ Kb =˙ p;wy w − µp∞ ≤ b:
Assuming that δ ≤ δ1 is also xed, let
F
:= IX ≥ δ ∩Kb;
and for each p ∈ D; let
Fp := w ∈ Rdy p;w ∈ F:
Due to our hypotheses the map p 7→ Fp is continuous in the sense that
for each ε > 0 there is η = ηε > 0 such that
Fq ⊂ UFp; ε whenever q− p < η:
Let ε > 0 be xed and let pi be a nite subset of D such that for each
p ∈ D there is some pi such that for all n and almost surely,
n−1Znp − n−1Znpi ≤ ε;
n−1Xnp − n−1Xnpi ≤ ε;
and
Fp ⊂ UFpi; ε:
It follows that
Ppi∗nX ∩ F 6= Z
= PZnp = 0 and n−1Xnp ∈ Fp for some p ∈ D
≤ Pn−1Znpi ≤ ε; n−1Xnpi ∈ UFpi; 2ε for some i;
and thus by Lemmas 4.1 and 4.2
lim
n→∞ sup n
−1 logPpi∗nX ∩ F 6= Z
≤ max
i
lim
n→∞ supn
−1P

n−1Znpi ≤ ε;
n−1Xnpi ∈ UFpi; 2ε

≤ max
i

− inf
v≤ε;w∈UFpi;2ε
cˆXv;wypi

≤ − inf
v≤ε;w∈UFp;2ε;p∈D
cˆXv;wyp:
(4.1)
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Since the set Aδ := 0 × IX = δ is contained in the set over
which the above inmum is taken and, for each v;wyp ∈ Aδ; we have
cˆXv;wyp = δ ≤ δ1, it follows that the last expression is
≤ − inf
v≤ε;w∈UFp;2εp∈D;cˆXv;wyp≤δ
cˆv;wyp:
By (3.21) and (3.22) on cˆX · yp ≤ δ1 ⊂ Uzp; µp; η0 we have
∂1;2cˆX · yp ≤ M0 < ∞. Consequently (4.1) is ≤ −δ + 3M0ε. Letting
ε→ 0 we see that (4.1) is ≤ −δ.
Suppose now that 0 < ε < b/4. Using exactly the same arguments as
above we obtain
lim
n→∞ supn
−1 logPn−1Xnp − µp∞ ≥ b for some p ∈ D
≤ max
i
lim
n→∞ supn
−1 logP

n−1Xnpi − µpi∞ ≥
b
2

≤ − inf
w−µp∞≥ b2 ;p∈D
cˆXwyp:
(4.2)
Here cˆXw;p denotes the convex conjugate function of the map
cX0; βyp = lim n−1 logEeβ·Xnp. Furthermore, by Lemma 4.2 the last
expression is
≤ −1
2
b+ 1
2
M1:
Here M1
:= sup
β≤1;p∈D
∂2cX0; βyp <∞. Now
Ppi∗nX ∩ IX ≥ δ
≤ Ppi∗nX ∩ F 6= Z
+ Pn−1Xnp − µp∞ ≥ b for some p ∈ D:
(4.3)
If b ≥M1 + 2δ, then the order = e−nδ of the rst term on the right-hand
side of the inequality (4.3) dominates and so the nal assertion follows.
Now we are also able to prove Theorem 2:
Proof of Theorem 2. Note that pi∗nX 6= Z if and only if pi∗n 6= Z. By
Theorem 1 of [N1],
0 > −θ0 := lim
n→∞ supn
−1 logPpi∗n 6= Z:
Let ε > 0. By Theorem 5 there is a constant δε > 0 such that
IX < δε ⊂ Upi∗X; ε:
By Theorem 8
0 > −δε ≥ lim
n→∞ supn
−1 logPpi∗nX ∩Upi∗X; εc 6= Z:
Thus we have the inequality (2.11) with θ1ε = min θ0; δε.
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The next results are concerned with lower bound estimates for the large
deviations of the random equilibrium sets pi∗n :
Theorem 9. Suppose that for each p ∈ D the derivatives n−1Z′np; n ∈
N; exist and are uniformly non-singular almost surely; that means, there is a
constant Mp <∞ such that
nZ′np−1 ≤Mp for all n ∈ N; a:s: (4.4)
Moreover, suppose that the sequence n−1Z′np is uniformly equicontinuous
(a.s.):
n−1Z′np − n−1Z′nq ≤ εp− q for all n;p; and q; a:s:; (4.5)
where lim
h→0
εh = 0: Then
lim
n→∞ inf n
−1 logPpi∗n ∩G 6= Z ≥ −IG
for all relatively open (w. r.t. D) sets G ⊂ Rl:
The proof follows after two lemmas.
Lemma 4.3 ([Ga¨, E]). Let Xn; c; and cˆ be as in Lemma 4.1. Suppose that
c is nite and differentiable everywhere. Then
lim
n→∞ inf n
−1 logPn−1Xn ∈ U ≥ −cˆU
for all open sets U ⊂ Rd.
The second lemma is a modication of a quantitative inverse function
theorem in [Lang]. For an arbitrary map f x Rd → Rd and subset A ⊂ Rd
we denote:
oscf zy z ∈ A := supf x − f yy x; y ∈ A:
Lemma 4.4. Let ε > 0;U ⊂ Rd be an open set, x0 ∈ U , and let f x U →
Rd be a continuously differentiable map such that f ′ is non-singular at x0, i.e.,
M
:= f ′x0−1 <∞:
Let ε > 0 be so small that
Ux0; 2Mε ⊂ U;
and
oscf ′zy z ∈ Ux0; 2Mε ≤ 2M−1:
Then for each y ∈ Uf x0; ε there is a unique x ∈ Ux0; 2Mε such that
f x = y.
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Proof. Let
gh := f ′x0−1f x0 + h − f x0:
Then g0 = 0; g′0 = I = the identity, g′h1 − g′h2 ≤ 12 for h1;
h2 ≤ r =˙ 2Mε;U0; r ⊂ U − x0, and gx U − x0 → Rd: Let y ∈
Uf x0; ε be arbitrary and let z := f ′x0−1y − f x0 and s := 12 : Thenz ≤ Mε = 1 − sr and hence by Lemma XIV.1.3. in [Lang] there exists
a unique h ∈ U0; r = U0; 2Mε such that gh = z, viz. f x0 + h = y.
Proof of Theorem 9. Let p0 ∈ G be arbitrary. Let M = Mp0 be as in
Condition (4.4). By Condition (4.5) there exists a constant ε > 0 such that
Up0; 2Mε ⊂ G and
oscn−1Z′npy p ∈ Up0; 2Mε ≤ 2M−1 a:s::
Consequently, by Lemmas 4.3 and 4.4
lim
n→∞ inf n
−1 logPpi∗n ∩G 6= Z
≥ lim
n→∞ inf n
−1 logPn−1Znp0 < ε
≥ − inf
v<ε
cˆvyp0
≥ −Ip0 trivially:
Since p0 ∈ G was arbitrary, the assertion follows.
The next result is concerned with lower bound estimates for the large
deviations of the random equilibrium graphs pi∗nX:
Theorem 10. Suppose that the hypotheses (4.4) and (4.5) of Theorem 9
hold true. Moreover, suppose that the sequence n−1Xn is uniformly equicon-
tinuous almost surely (Condition 2.10). Then
lim
n→∞ inf n
−1 logPpi∗nX ∩H 6= Z ≥ −IXH
for all relatively (w. r.t D× Rd open sets H ⊂ Rl+d:
Proof of Theorem 10. Let p0; w0 ∈ H be arbitrary and let M =Mp0
be as in Condition (4.4). Let ε;η > 0 be so small that we have
oscn−1Z′npy p ∈ Up0; 2Mε ≤ 2M−1;
Up0; 2Mε ×Uw0; 2η ⊂ H;
and
n−1Xnp − n−1Xnp0 < η for all p ∈ Up0; 2Mε:
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Consequently, by Lemmas 4.3 and 4.4,
lim
n→∞ inf n
−1 logPpi∗nX ∩H 6= Z
≥ lim
n→∞ inf n
−1 logPn−1Znp0 < ε; n−1Xnp0 ∈ Uw0; η
≥ − inf
v<ε;w−w0<η
cˆXv;wyp0
≥ −IXp0; w0 trivially:
Since p0; w0 ∈ H was arbitrary, the assertion follows.
As a corollary of Theorems 3, 7, and 9 we see that for convex sets B ⊂ Rl
we have an equality in the large deviation limit:
Corollary 4.1. Let B ⊂ Rl be a convex set such that B ∩D 6= Z. Sup-
pose that the conditions (4.4) and (4.5) of Theorem 9 hold true. Then there
exists the large deviation limit
lim
n→∞n
−1 logPpi∗n ∩ B 6= Z = −IB:
Similarly, for convex sets C ⊂ Rl+d we have the following corollary of
Theorems 5, 8, and 10:
Corollary 4.2. Let C ⊂ Rl+d be a convex set having non-empty interior
C 6= Z and such that IXC < δ1, where δ1 is as in Theorem 5. Suppose that
the hypotheses (2.10), (4.4), and (4.5) of Theorem 10 hold true. Then
lim
n→∞n
−1 logPpi∗nX ∩ C 6= Z = −IXC:
In particular, if B ⊂ Rl is convex with B and IB < δ1, then under (2.10),
(4.4), and (4.5) we have
lim
n→∞n
−1 logPpi∗nX ∩ B × Rd 6= Z = −IB:
The large deviation limit results of Corollaries 4.1 and 4.2 can be used to
prove conditional laws of large numbers for the random equilibria pi∗n and
pi∗nX:
Let us recall from (3.30) the denition of the entropy minimizing subset
pi∗B of a convex set B ⊂ Rl:
pi∗B
:= q ∈ By Iq = IB:
If IB ≤ δ0 where δ0 > 0 is as in Theorem 3, then pi∗B is a nite subset of
∂B and it is almost always even a singleton,
pi∗B = p∗B ⊂ ∂B;
cf. Remark 3.1.
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Corollary 4.3. With the assumptions of Corollary 4.1 we have
lim
n→∞Ppi
∗
n ∩ B ⊂ Upi∗B; ε  pi∗n ∩ B 6= Z = 1
for all ε > 0.
Proof. Let Bε
:= B ∩ Upi∗B; εc . By Theorem 3 and Corollary 4.1, and
due to the continuity of the entropy function I, we have
lim
n→∞ supn
−1 logPpi∗n ∩Upi∗B; εc 6= Z  pi∗n ∩ B 6= Z
≤ lim
n→∞ supn
−1 logPpi∗n ∩ Bε 6= Z − limn→∞n
−1 logPpi∗n ∩ B 6= Z
≤ −IBε + IB
< 0:
For the random graphs pi∗nX we have the following result. To this end
we have to recall from Section 3 the denitions of the entropy minimizing
sets pi∗CX; pi∗BX; and pi∗CX;Y :
Corollary 4.4. With the assumptions of Corollary 4.2 we have
lim
n→∞Ppi
∗
nX ⊂ Upi∗CX; ε  pi∗nX ∩ C 6= Z = 1
and
lim
n→∞Ppi
∗
nX ⊂ Upi∗BX; ε  pi∗n ∩ B 6= Z = 1
for all ε > 0.
If in addition, the sequence n−1Yn also is uniformly equicontinuous almost
surely (Condition 2.10) then
4:6 lim
n→∞Ppi
∗
nY  ⊂ Upi∗CX;Y ; ε  pi∗nX ∩ C 6= Z = 1
for all ε > 0.
5. APPLICATIONS TO ECONOMICS
The mathematical results of Sections 24 admit an interpretation in terms
of economic theory. In order to illustrate this we shall deal with some exam-
ples having simple demand and supply structure. More general economic
systems will be considered in a forthcoming paper [N2].
We will be concerned with a sequence of random economic systems En,
where for a xed n; l commodities are traded by Nn economic agents
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with limn→∞Nn = ∞. Associated with each price vector p ∈ D there is
an Rl-valued random vector Znp, called the (total) excess demand.
For a given realization Enω;ω ∈ , a price p∗n is an equilibrium price,
if the excess demand at that price is zero,
Znω;p∗n = 0;
i.e., p∗n ∈ pi∗nω := the set of price equilibria for the realization Enω.
There may well exist several (or none) equilibria p∗nω, i.e., the cardinal-
ity pi∗nω of the equilibrium set pi∗nω may well 6= 1. Always when there
exists at least one equilibrium price we will think that some particular equi-
librium price p∗nω among all possible equilibria p ∈ pi∗nω is observed as
the true equilibrium price. We shall call this particular realization the pre-
vailing equilibrium price. In formal mathematical terms, by the prevailing
equilibrium price for the random economy En
:= Enωyω ∈  we just
mean some random variable p∗nx → D such that
p∗nω ∈ pi∗nω almost surely;
i.e.,
Znp∗n = 0 almost surely:
The law of large numbers, i.e., the statement of Theorem 1,
pi∗n ⊂ Upi∗; ε eventually; a:s:; for all ε > 0;
implies that the prevailing equilibrium prices converge towards the expected
(deterministic) equilibrium set pi∗ := p ∈ Dy zp = 0:
p∗n ∈ Upi∗; ε eventually; a:s:; for all ε > 0:
We shall write this shortly as:
p∗n→ pi∗ a:s:: (5.1)
An equivalent formulation for (5.1) is:
lim
n→∞p
∗
n−pn = 0; a:s:; for some sequence pn ∈D such that zpn ≡ 0:
In practise we assume that the prevailing equilibrium prices are observed
only partially. Namely, by an observation of an equilibrium price we mean
an event of the form
pi∗n ∩ B 6= Z, (5.2)
i.e., there exists an equilibrium price p∗n belonging to the set B. Here
B ⊂ Rl is usually assumed to be a convex set having the non-empty interior
B 6= Z.
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Example 5.1. An observation could e.g. mean that some prices, say
p1; : : : ; pl
′
, are observed exactly, i.e.,
p∗nj − qj < δ for some small δ > 0, (5.3)
where q1; : : : ; ql
′
are known prices for the commodities 1; : : : ; l′. The re-
maining prices, i.e., the prices for the commodities l′ + 1; : : : ; l; are un-
known. This observation means the same as the event (5.2) with
B = Uq1; δ × · · · ×Uql′; δ × Rl−l′ :
Also, we could observe the price of a given commodity bundle
θ = θ1; : : : ; θl ∈ Rl+, namely, we could observe that
θ · p∗n − q < δ
for some small δ > 0, some known price q ∈ R1+.
By the large deviation result of Corollary 4.1, under appropriate hypothe-
ses the probability of the observation (5.2) is of the order e−nIB, where
IB = infp∈B Ip and Ix D→ R+ denotes the entropy function as dened
in (2.5). In other words, we may say that the mean information content
n−1I pi∗n ∩ B 6= Z := n−1 logPpi∗n ∩ B 6= Z
of the observation (5.2) is asymptotically of the order IB:
lim
n→∞n
−1I pi∗n ∩ B 6= Z = IB:
Conditional on the observation (5.2) the prevailing equilibrium prices con-
verge in probability towards the entropy minimizing subset pi∗B of the convex
set B ⊂ Rl wherein an equilibrium is observed. Namely, by Corollary 4.3,
conditional on the event (5.2), the probability of the event
all equilibrium prices p ∈ pi∗n belonging to B belong to the ε-
neighbourhood of pi∗B
has the limit = 1 as n → ∞, for each xed constant ε > 0. Thus we will
infer that, given (5.2), the probability of the (less restrictive) event
the observed equilibrium price p∗n belongs to the ε-neighbourhood of
pi∗B
tends to 1 as well. We shall use the notation:
p∗n→ pi∗B in probability; given pi∗n ∩ B 6= Z: (5.4)
It is worth being emphasizing that this is only a notation for the exact
statement of Corollary 4.3; namely,
lim
n→∞Ppi
∗
n ∩ B ⊂ Upi∗B; ε  pi∗n ∩ B 6= Z = 1 for all ε > 0:
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Recall that if the observation set B is not too far from the expected equi-
librium set pi∗, then by Corollary 3.2 and Remark 3.1, pi∗B is a nite subset
of the boundary ∂B, and for regular B is even a singleton:
pi∗B = p∗B ⊂ ∂B:
In the latter case p∗B is the unique entropy minimizing price in B. In this
case (5.4) takes the form
p∗n→ p∗B in probability; given pi∗n ∩ B 6= Zy
or, in precise terms:
lim
n→∞Ppi
∗
n ∩ B ⊂ Up∗B; ε  pi∗n ∩ B 6= Z = 1:
In particular, it follows that under the observation (5.2) the observed mean
information content dened as Ip∗n is w.h.p. approximately equal to
Ip∗B = IB:
Example 5.1 (Continuation). Suppose that the prices of l′ < l com-
modities are observed exactly, cf. (5.3). Assuming that we are in the reg-
ular case, i.e., there exists a unique entropy minimizing price p∗B in B, we
have p∗B ∈ ∂B so that
p∗Bj − qj = δ for j = 1; : : : ; l′:
(Since δ was assumed to be small, in practise we assume that p∗Bj =
qj for these commodities.) The remaining prices pl′+1B ∗; : : : ; plB∗ are
determined as the prices minimizing the partial function
pl′+1; : : : ; pl 7→ Iq1; : : : ; ql′; pl′+1; : : : ; pl:
To this end, let us denote q1; : : : ; ql′  = q1 and pl′+1; : : : ; pl = p2. Now
by (2.5),
Ip = Iq1; p2
= −cαq1; p2; q1; p2
(5.5)
where α = αq1; p2 is the solution of the equation in (2.4), viz.
∂1cα; q1; p2 = 0: (5.6)
Thus, under appropriate regularity conditions the entropy minimizing
prices p2 = p∗B2 = pl
′+1
B ∗; : : : ; plB∗ are given as the solutions of the
equation
∂2Iq1; p2 = 0:
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By (5.5) and (5.6) this equation is equivalent to the equation
∂3cαq1; p2; q1; p2 = 0:
In order to interpret the large deviation results for the random graphs
pi∗nX let us assume for the sake of concreteness that
Xnp = Dnp
is the total demand in the economy En.
Let p∗n again denote the prevailing equilibrium prices, i.e., any random
variables such that p∗n ∈ pi∗n (a.s.). Then Dnp∗n will be referred to as
the prevailing demand. (The same terminology would be used if Xnp
were any other pricedepending quantity related to the economic system;
thus we could speak e.g. about the prevailing supply, production, share of
production, etc.) The law of large numbers, i.e., the statement of Theo-
rem 2, implies that the prevailing equilibrium pricemean demand pairs
p∗n; dnp∗n := p∗n; n−1Dnp∗n converge towards the expected equilib-
rium graph pi∗D := p; dpy p ∈ pi∗ where dp := limn→∞ n−1Dnp
denotes the (deterministic) expected mean demand, cf. (2.6):
p∗n; dnp∗n ∈ Upi∗D; ε eventually; a:s:; for all ε > 0;
or shortly,
p∗n; dp∗n → pi∗D a:s::
An equivalent formulation for this is:
lim
n→∞p
∗
n − pn = 0 and limn→∞dnp
∗
n; dpn = 0
for some sequence pn ∈ pi∗.
Conditional on the observation (5.2) of an equilibrium in the convex
set B; the prevailing equilibrium pricemean demand pairs converge in
probability towards the entropy minimizing subset pi∗BX = pi∗BD:
p∗n; dnp∗n → pi∗BD in probability; given pi∗n ∩ B 6= Z:
In precise terms this is (cf. Corollary 4.4):
lim
n→∞Ppi
∗
nD ∩ B × Rd ⊂ Upi∗BD; ε  pi∗n ∩ B 6= Z = 1:
Example 5.2. Suppose that the total excess demand Znp is expressed
as
Znp = Dnp − Snp;
where Dnp := the total demand and Snp := the total supply. Let
Xnp = Dnp. We assume that the joint limiting free-energy function of
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the demand and supply exists and satises the basic positive deniteness
hypothesis (2.2), i.e., the function
cD;Sβ; γyp := lim
n→∞ n
−1 logEeβ·Dnp+γ·Snp; β; γ ∈ Rl; p ∈ D;
exists and has strictly positive denite second derivative w.r.t. β; γ for
each p. Now the free energy functions c := cZ and cX := cZ;X can be ex-
pressed with the aid of cD;S; namely,
cαyp = cD;Sα;−αyp;
and
cXα;βyp = cD;Sα+ β;−αyp:
In particular, the basic hypothesis (2.4) now takes the form:
(5.7) For each p ∈ D there is α = αp such that ∂1cD;Sαp;
−αpyp = ∂2cD;Sαp;−αpyp:
The entropy function I is given by the familiar formula (2.5):
Ip = −cαpyp
= −cD;Sαp;−αpyp:
As regards the domain SX of the bivariate entropy function IX = ID, a pair
p;w ∈ SX if and only if Eq. (3.11) holds true; now this means the same
as the pair of equations
∂1cD;Sα+ β;−αyp = w and ∂2cD;Sα+ β;−αyp = −w
for some α = αp;w and β = βp;w: For p;w ∈ SX we have
IXp;w = IDp;w = βp;w ·w− cD;Sαp;w+βp;w;−αp;wyp:
Under an observation (5.2) and assuming that B is regular, i.e., pi∗B = p∗B;
we have
p∗n; dnp∗n → p∗B; d∗B in probability; given pi∗n ∩ B 6= Z;
where p∗B = arg minp∈B Ip; d∗B := wp∗B := ∂2cXα∗B; 0yp∗B = −∂2cD;S ·
α∗B;−α∗Byp; and α∗B := αp∗B is the solution of (5.7) corresponding to
p = p∗B.
The conditional LLN (4.6) of Corollary 4.4 admits an interpretation in
terms of inference for a price-depending random variable Ynp (like e.g.
total demand) from a simultaneous observation of a prevailing equilibrium
price p∗n and the prevailing value of some auxiliary pricedepending random
variable Xnp (like e.g. production by some sector in the random economy
En). This can best be explained via a simple example:
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Example 5.3. Suppose that the excess demand Znp is composed of
three components, namely, of the total demand and of the supply provided
by two sectors i = 0 and 1:
Xnp = Dnp − Sn0p + Sn1p:
We now set
Xnp := Sn0p;
Ynp := Dnp;
and we denote by
cD;S0;S1β; γ0; γ1y p
:= lim
n→∞n
−1 logEeβ·Dnp+γ0·Sn0p+γ1·Sn1p
the joint free energy function. We assume that cD;S0;S1 exists and satises
the basic convexity hypothesis (2.2). Now
cαyp := cZαyp
= cD;S0;S1α;−α;−αyp;
cXα;βyp := cZ;S0α;βyp
= cD;S0;S1α;−α+ β;−αyp;
and
cX;Y α;β; γyp := cD;S0;S1α+ γ;−α+ β;−αyp:
We dene α = αp; s; β = βp; s as the solution pair of the equations
(3.11):
∂1;2cXα;βyp = 0; s:
This is equivalent to the pair of equations
∂1cD;S0;S1α;−α+ β;−αyp − ∂3cD;S0;S1α;−α+ β;−αyp = −s (5.8)
and
∂2cD;S0;S1α;−α+ β;−αyp = s: (5.9)
We will assume that the supply Sn0p is (at least partially) observable. In
other words, we will observe a prevailing equilibrium pricemean supply
(by sector 0) pair,
pi∗nS0 ∩ C 6= Z;
for some convex set C ⊂ R2l. Assuming that C is regular, i.e., that
pi∗CX = pi∗CS0 = p∗C; s∗C
256 esa nummelin
is a singleton, we have
p∗n; dnp∗n → p∗C; d∗C in probability; given pi∗nS0 ∩ C 6= Z:
Here d∗C is given by the formula (3.31),
d∗C
:= up∗C; s∗C
:= ∂3cX;Y α∗C; β∗C; 0yp∗C
= ∂1cD;S0;S1α∗C;−α∗C + β∗C;−α∗C yp;
and α∗C = αp∗C; s∗C and β∗C = βp∗C; s∗C are the solutions of the equations
(5.8) and (5.9) corresponding to p = p∗C; s = s∗C .
Finally, we note that, in analogy with statistical mechanics, using suit-
able auxiliary price-depending random variables Xnp one can construct
canonical distributions for individual agents in a random exchange econ-
omy:
Example 5.4. Consider a random pure exchange economy with i.i.d.
agents, i.e., we assume that
Znp =
nX
i=1
ζip;
where, as in Example 2.1, for each p ∈ D; ζ1p; ζ2p; : : : form a sequence
of i.i.d. random variables. We suppose that the individual excess demand
ζip by agent i is expressed as
ζip = δip − σip;
where δip (resp., σip is the individual demand (resp., supply) by the
ith agent. We assume that, for each p ∈ D, the pairs δip; σip; i =
1; 2; : : : ; constitute a sequence of i.i.d. R2l-valued random variables having
common probability density function (p.d.f.) fδ;σx; yyp; x; y ∈ Rl. The
joint free-energy function for the demand and supply is now
cD;Sβ; γyp = logEeβ·δ1p+γ·σ1p
=
Z Z
eβ·x+γ·yfδ;σx; yypdxdy:
In particular, the free energy function for the excess demand becomes
cαyp := cZαyp
= cD;Sα;−αyp
= log
Z Z
eα·x−yfδ;σx; yypdxdy:
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Let gx R2l → R be an arbitrary bounded Borel-measurable function. We
set
Xnp :=
nX
i=1
gδip; σip:
The empirical means are dened by
gnp := n−1Xnp = n−1
nX
i=1
gδip; σip:
With this choice for the auxiliary vector eld Xnp the free energy function
cXα;βyp; α ∈ Rl; β ∈ R1, becomes
cXα;βyp = logEeα·ζ1p+βgδ1p;σ1p
= log
Z Z
eα·x−y+βgx;yfδ;σx; yypdxdy:
We dene the conjugate p.d.f. fδ;σ yα of fδ;σ by
fδ;σ yαx; yyp := eα·x−y−cαypfδ;σx; yyp:
In statistical mechanics this p.d.f. is called the canonical p.d.f. Assuming
that B is regular we have
p∗n; gnp∗n → p∗B;w∗B in probability; given pi∗n ∩ B 6= Z;
where
w∗B
:= wp∗B := ∂2cXα∗B; 0yp∗B
=
Z Z
gx; yfδ;σ yα∗Bx; yyp∗B
= Eα∗Bgδ1p∗B; σ1p∗B
is the expectation of gδ1p∗B; σ1p∗B w.r.t. to the conjugate p.d.f. fδ;σ yα∗B ,
and α∗B = αp∗B is the solution of (5.7) corresponding to p = p∗B:
Thus, conditional on the observation pi∗n ∩ B 6= Z, the empirical means
gnp∗n converge towards a limit which one would get (from the LLN for i.i.d.
random variables) if the individual demandsupply pairs δip∗B; σip∗B
were i.i.d. random variables having common p.d.f. fδ;σ yα∗B .
A more systematic study of the canonical distributions associated with
random economic systems will be made in the forthcoming paper [N2].
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