This paper proceeds with the study of the C 0 -symplectic geometry of smooth submanifolds, as initiated in [Ops09, HLS13] , with a main focus on the behaviour of symplectic homeomorphisms with respect to numerical invariants like capacities. Our main result is that a symplectic homeomorphism may preserve and squeeze codimension 4 symplectic submanifolds (C 0 -flexibility), while this is impossible for codimension 2 symplectic submanifolds (C 0 -rigidity). We also discuss C 0 -invariants of coistropic and Lagrangian submanifolds, proving some rigidity results and formulating some conjectures. We finally formulate an Eliashberg-Gromov C 0 -rigidity type question for submanifolds, which we solve in many cases. Our main technical tool is a quantitative h-principle result in symplectic geometry.
Introduction and main results
The starting point of this paper is the celebrated C 0 -rigidity theorem by Eliashberg-Gromov: Theorem. Any diffeomorphism which is a C 0 -limit of symplectic diffeomorphisms is symplectic.
A consequence of this result is that symplectic homeomorphisms, defined as homeomorphisms which are C 0 -limits of symplectic diffeomorphisms, define a proper subset of the volume-preserving homeomorphisms, which deserves attention. A natural question in the field can be stated as follows: can a symplectic homeomorphism do something that a symplectic diffeomorphism cannot ? There is however a rather trivial answer to this question: it can take some smooth object to a singular one. In order to focus on the symplectic side of the problem, we therefore restrict the question. Question 1. [C 0 -rigidity] Assume that the image of a smooth submanifold X by a symplectic homeomorphism h is smooth. Is there a symplectic diffeomorphism f such that f (X) = h(X)?
The main result in this direction so far is due to Humilière-Leclercq-Seyfaddini.
Theorem ( [HLS13] ). If C is a coisotropic submanifold of M and h(C) is smooth (where h is a symplectic homeomorphism), then h(C) is co-isotropic, and h takes the characteristic foliation of C to that of h(C).
In view of question 1, this theorem is an important step, since the local symplectic invariants of co-isotropic submanifold are only two: characteristic foliation and transverse symplectic structure.
In this spirit, the present paper aims at exploring the relations of the restriction of a symplectic homeomorphism to submanifolds with their induced symplectic structure. The first direction considered is the preservation of some quantitative symplectic invariants.
Question 2. Assume that the image of a smooth symplectic submanifold X by a symplectic homeomorphism h is smooth and symplectic. Does the restriction of h to X preserve some capacities?
Our first result is that in codimension at least 4, the answer to question 2 is negative. More concretely, we show the following flexibility: Theorem 1. For n m + 2, there exists a symplectic homeomorphism with support in an arbitrary neighbourhood of Q := D(1) m × {0 n−m } ⊂ C n , such that f |Q = 1 2 Id (here 0 n−m stands for 0 ∈ C n−m ) By standard neighbourhood theorems, this statement holds true when Q is the image of a symplectic embedding of a polydiscs D(a) m of codimension at least 4 in any symplectic manifold. In particular, C 0 -symplectic geometry is not a trivial generalization of classical symplectic geometry: not all classical invariants are C 0 -rigid. We then show that the above statement is optimal in the dimension. Before stating it, let us recall the definition of π 1 -sensitive Hofer-Zehnder capacity [Lu98, Sch00, GG04, Mac04, Sch06] .
Definition.
Given an open set U in a symplectic manifold M , an autonomous Hamiltonian H : U → R + is admissible if it has compact support and attains its maximum on an open subset of U . It is said c-slow if it has no periodic orbit with period T 1 which is contractible in M . The π 1 -sensitive Hofer-Zehnder capacity of U is Here S 1 ⊂ T * S 1 is the zero section of the cotangent bundle of the circle, and by T * r S 1 = {(q, p) ∈ T * S 1 | |p| < r} we denote the r-tubular neighbourhood of S 1 ⊂ T * S 1 .
The π 1 -sensitive Hofer-Zehnder capacity and the stable displacement energy can be estimated by several means. Theorem 2 allows therefore various more intrinsic rigidity statements, and we provide some examples in section 4.2. Let us already mention the following consequence.
Corollary 3. Let h be a symplectic homeomorphism that takes a smooth symplectic hypersurface N ⊂ M to a smooth symplectic hypersurface N ′ , and consider a subset W ⊂ M symplectomorphic to the standard ball B(a) ⊂ C n−1 of capacity a. Then, if h(W ) ⊂ N ′ can be symplectically embedded into the cylinder D(A) × C n−2 , a ≤ A.
In particular, in dimension 2n = 4, h |N is area-preserving.
We then turn back to co-isotropic submanifolds. In the following, a co-isotropic submanifold C is assumed to be taken to a smooth -hence coisotropic -C ′ by a symplectic homeomorphism h. By the theorem above h induces local maps C /F → C ′ /F ′ , where F, F ′ are the characteristic foliation of C, C ′ , respectively. These local maps can be interpreted as a mapĥ : Red (C) → Red (C ′ ) (see 5.1 for a precise definition of the reduction). By an easy argument, very specific to hypersurfaces, one can show that the statements of theorem 2 and corollary 3 are valid forĥ when C, C ′ are hypersurfaces. We provide a proof of this claim in section 5, together with a more technical proof of corollary 3 in this setting, which has the virtue to open a way to a conjecture in the general co-isotropic setting. In the following, c P stands for the polydisc embedding capacity, defined by c P (U, ω) := sup{a | (D(a) n , ω st ) ֒→ (U, ω)}.
Conjecture 1. Let h be a symplectic homeomorphism which sends a co-isotropic submanifold to a smooth (hence co-isotropic) submanifold, andĥ its action at the level of the reduction. Then, C Z (ĥ(U )) c P (U ) ∀U ∈ Red C.
In simpler terms, if D(a) n =: P (a) ∈ Red C, and h(P (a)) ω ֒→ Z(A), then A ≥ a.
In dimension 2n = 4, the rigidity of the reduction for hypersurfaces implies thatĥ is an area-preserving homeomorphism: for any open set U ⊂ Red (C), A ω ′ (ĥ(U )) = A ω (U ). Let us mention one application of this property to question 1, that can be proven following the argument in [Ops09, Theorem 2].
Theorem 4. Let h : M 4 → M ′ 4 be a symplectic homeomorphism, Σ 3 ⊂ M be a symplectic image of the boundary of a rational ellipsoid E(a, b) ⊂ C 2 , a /b ∈ Q, and assume that h(Σ) is smooth. Then h(Σ) is symplectomorphic to ∂E(a, b).
Our final "quantitative" result concerns Lagrangian submanifolds. Although their area vanish, these objects have symplectic sizes, measured by their spectrum, defined as follows:
Recall that by the theorem already quoted by Humilière et al., a smooth image of a Lagrangian by a symplectic homeomorphism is Lagrangian. We conjecture that the spectrum of a Lagrangian is C 0 -rigid (see conjecture 5, p. 38 for a precise statement). We prove it here for tori.
Theorem 5. If T n ⊂ M 2n is a Lagrangian torus, and if h(T n ) is smooth for some symplectic homeomorphism h, then Spec h(T n ) = Spec (T n ).
Our next concern is another simplification of question 1, suggested by EliashbergGromov's theorem:
Question 3. Assume that the restriction of a symplectic homeomorphism h to a smooth submanifold X is a diffeomorphism onto the image X ′ = h(X) (which is itself a smooth submanifold). Is it then true that the restriction h |X : X → X ′ is symplectic (i.e. that the pullback of the symplectic form on the target coincides with the symplectic form on the source)?
The proof of Humilière-Leclercq-Seyfaddini of the above-mentioned theorem appeals to the C 0 -dynamical properties of coisotropic submanifolds. More concretely, the following uniqueness theorem of Humilière-Leclercq-Seyfaddini plays an important role in the proof (we have slightly changed the presentation of the statement):
Theorem' ( [HLS13] ). Let C be a connected coisotropic submanifold of M , and let ϕ t be a continuous Hamiltonian flow, generated by a continuous Hamiltonian H. Then the restriction of H to C is a function of time if and only if the flow ϕ t locally preserves C and locally flows along the leaves of its characteristic foliation. The meaning of the second condition is that for any x ∈ C and t 0 there exists ǫ > 0 such that for t 0 < t < t 0 + ǫ we have ϕ t • (ϕ t 0 ) −1 (x) ∈ C, and moreover, ϕ t • (ϕ t 0 ) −1 (x) lies in the same leaf of the characteristic foliation of C, as the point x.
Our first observation is that this uniqueness theorem in fact implies the positive answer to question 3 in case of coisotropic submanifolds:
Proposition 6. Let C be a coisotropic submanifold of M , and let h be a symplectic homeomorphism of M whose restriction to C is a diffeomorphism onto C ′ = h(C) (which is itself smooth). Then the restriction h |C : C → C ′ is symplectic.
When we turn attention to symplectic submanifolds, theorem 1 explicitely gives a negative answer to question 3 in codimension at least 4. On the other hand, theorem 2, although not enough to even prove the preservation of volume of the restricted homeomorphism, suffices to answer question 3 by the affirmative in codimension 2. Proposition 7. Let N 2n−2 ⊂ M is a symplectic submanifold of codimension 2, and let h : M → M ′ be a symplectic homeomorphism, such that the restriction of h to N is a diffeomorphism onto a smooth submanifold N ′ = h(N ). Then N ′ is a symplectic submanifold of M ′ , and the restriction h |N : N → N ′ is a symplectomorphism.
Conjecture 2. Proposition 8 still holds when D(1) × {0} is replaced by the strictly isotropic subspace [−1, 1] k × {0} ⊂ C k × C n−k , k < n, i 0 is the standard isotropic embedding i(x) = (x, 0), and i 1 is an isotropic embedding of [−1, 1] k C 0 -close to i 0 .
The paper is organized as follows. Section 2 is devoted to the study of question 3 (à la Eliashberg-Gromov) . We prove proposition 6 and 7 (modulo theorems 1 and 2) and answer (or answer modulo a version of conjecture 2) to question 3 for so-called presymplectic submanifolds, except for one case. We then turn to the flexibility of codimension 4 symplectic submanifolds in section 3. We prove theorem 1 modulo several classical h-principle statements in symplectic geometry, which we prove in appendix A. We establish theorem 2 in section 4, and apply it to the C 0 -rigidity of the reduction of symplectic hypersurfaces in section 5. We also give another, completely independent proof of the same result in the same section, relating this rigidity to the Camel Theorem. This approach is slightly more complicated, but it generalizes to arbitrary coisotropic submanifolds, providing a proof of conjecture 1 modulo conjecture 2 (we explain this point in section 6). Finally, we prove in section 7 theorem 5 on the rigidity of the spectrum of tori, and state a precise conjecture for general Lagrangians. In appendix B, we explain some relations between the different questions stated in the introduction.
• S(r) = ∂D(r) = {z ∈ C | |z| = r} stands for the circle of radius r.
• A(r 1 , r 2 ) = {z ∈ C | r 1 < |z| < r 2 } is an annulus.
• D(a) = D( a π ) stands for the disc of area a.
• We say that an open subset of R d is simple if it is bounded and diffeomorphic to a ball.
ture of the restriction of the symplectic form to a general smooth submanifold might be complicated. Let us simplify the picture, and consider special submanifolds:
Definition 2.1. Let (M 2n , ω) be a symplectic manifold. A smooth submanifold X ⊂ M is presymplectic if all the spaces T x X, x ∈ X, are symplectically isomorphic (i.e. that for any x, y ∈ X, the restrictions of ω to T x X and to T y X are isomorphic via a linear isomorphism T x X → T y X). This is equivalent to saying that the dimension of the kernel of ω in T x X does not depend on x ∈ X. In that case we call this dimension the symplectic co-rank of X.
As in the case of a coisotropic submanifold, presymplectic submanifolds carry characteristic foliations (tangent to the distribution T x X ∩ (T x X) ⊥ω ), have local symplectic models of the form D p × [0, 1] r , where r is the co-rank of X and k = 2p + r is its dimension. Let us remark that considering only presymplectic submanifolds is still general enough, since every smooth submanifold of a symplectic manifold has a dense relatively open subset which is a union of presymplectic relatively open subsets (see lemma B.1). Moreover, for a generic smooth submanifold, the complement of this dense relatively open subset is rather "small".
Here are all possible occurences for the pairs (k, r) and the answers to question 3 provided by the discussion in the introduction (notice that k + r must be even, and not more than 2n): k + r = 2n: This is the co-isotropic case, and the answer to question 3 is affirmative by proposition 6.
k + r 2n − 4, k = r: One checks that X lies in a codimension 4 symplectic submanifold, is not isotropic, and that Theorem 1 provides a negative answer to question 3.
k + r 2n − 2, r 2: Our work does not show anything in this situation but the following conjecture (which should follow from conjecture 2) would give a negative answer to question 3 in all these cases, which comprise in particular the isotropic non-Lagrangian X.
Conjecture 3. There exists a symplectic homeomorphism with compact support in C 3 that diffeomorphically maps a symplectic disc to a smooth isotropic disc.
k + r = 2n − 2 and r = 0: This is the case of symplectic submanifolds of codimension 2, and the answer to question 3 is affirmative by proposition 7.
k + r = 2n − 2 and 2n = 4: In this case, either k = 2, r = 0 and we are in the previous case, or k = 1, r = 1. For the latter case, although we do not do this in the current work, it can be proved similarly as theorem 1 (or more precisely, theorem 3.1 below), that for any two smoothly embedded loops, there exists a compactly supported symplectic homeomorphism of C 2 , which diffeomorphically maps the first loop onto the second, regardless of the actions of these loops. Hence the answer to question 3 is negative in this case.
k + r = 2n − 2, r = 1: This is the last remaining case, and it is quite mysterious for us since we do not even know what to conjecture here -rigidity or flexibility.
As we saw in the previous section, the uniqueness theorem of Humilière-Leclercq-Seyfaddini implies that the answer to question 3 is positive in the coisotropic case (proposition 6). In fact, in general, for presymplectic submanifolds, an appropriate uniqueness statement implies a positive answer to question 3. We therefore ask Question 5. Let X be a smooth presymplectic submanifold of a symplectic manifold. Is it true that for a continuous (topological) Hamiltonian flow ϕ t generated by a continuous (topological) Hamiltonian function H, such that ϕ t locally preserves X, we have: H |X is a function of time if and only if ϕ t locally flows along the leaves of the characteristic foliation of X?
Here the terms "locally preserves" and "locally flows along the characteristic foliation" have the same meaning as in the above-mentioned uniqueness theorem of Himilière-LeclercqSeyfaddini.
Proof of proposition 6
Let h : M → M ′ be a symplectic homeomorphism that takes some co-isotropic submanifold C to a smooth submanifold C ′ , and such that h |C is a smooth diffeomorphism. By [HLS13] we know that C ′ is co-isotropic, and we aim at proving that h |C is symplectic, i.e. h * ω ′ |C ′ = ω |C . We argue by contradiction and assume that h * ω ′ |C ′ (h(x)) = ω |C (x). Under this assumption, we claim the following: Claim 2.2. There exists a smooth function F defined on a neighbourhood of x, and a smooth extension G of h * F |C ′ defined on a neighbourhood of h(x) with the following properties: (i) F |C is constant along the characteristic leaves. Hence Φ t F preserves C.
(ii) Φ t G preserves C ′ , and its action on the reduction of C differs from the action of h * Φ t F .
The path Φ
is then a continuous Hamiltonian path in the sense of Müller and Oh, generated by the function
On the other hand, Φ t K does not act trivially on the reduction by claim 2.2, which means that there is y close to x whose trajectory along Φ t K does not remain in a fixed characteristics. But this is a contradiction with theorem' [HLS13] cited above.
Proof of claim 2.2: Considering the symplectic homeomorphism h in local symplectic charts near x, h(x) adapted to the coisotropic submanifolds C, C ′ , we can assume that x = 0 ∈ C n , h is defined in a neighbourhood U of 0, h(0) = 0, h(C 0 ∩ U ) ⊂ C 0 , where
Since h preserves C 0 , [HLS13] ensures that it also preserves its characteristic foliation, which is tangent to ker ω |C 0 = ∂ /∂x m+1 . . . , ∂ /∂xn . Thus, h |C 0 can be written
whereĥ : C m → C m and ϕ : C 0 → R n−m . Since h is a smooth diffeomorphism on C 0 ,ĥ is a smooth diffeomorphism on a neighbourhood of 0 in C m , and the additional assumption that h * ω |C 0 (0) = ω |C 0 (0) exactly means thatĥ is not symplectic.
Consider now a smooth function f : C m → R and define F : C n → R by F (z 1 , . . . , z n ) = f (z 1 , . . . , z m ) (thus F automatically verifies (i)). The push-forward h * F , defined on a neighbourhood of 0, is smooth on C 0 and its restriction to C 0 verifies
Finally, define G on a neighbourhood of 0 in C n by G(z 1 , . . . , z n ) =ĥ * f (z 1 , . . . , z m ). Then G is smooth, extends h * F |C 0 , and its flow obviously preserves C 0 . All this construction depends on the choice of the function f only, and it remains to show that for some f , the actions of Φ t G and h * Φ t F = Φ t h * F on the characteristics of
. . , z n ), and 
Proof of proposition 7
Let N ⊂ M be a symplectic codimension 2-submanifold, and h : M → M ′ be a symplectic homeomorphism whose restriction to N is a smooth diffeomorphism onto a smooth submanifold N ′ = h(N ). Notice that since N ′ has codimension 2, given a point x ∈ N ′ , T x N ′ is either symplectic or co-isotropic. Indeed, (T x N ′ ) ⊥ω has dimension 2, and since 2n − 2 is even, ker ω ′ |TxN ′ is even-dimensional. We therefore conclude that T x N ′ ∩ (T x N ′ ) ⊥ω has dimension 0 or 2, which correspond to the symplectic or co-isotropic case, respectively. By [HLS13] , the set of co-isotropic points must have empty interior. Thus N ′ is a disjoint union of an open dense set N ′ ω which is a symplectic submanifold, and a closed set with empty interior N ′ 0 . Call N ω := h −1 (N ′ ω ) the preimage of the nice part of N ′ . We first look at the restriction of h to the symplectic submanifold N ω . The symplectic homeomorphism h restricts to a diffeomorphism between symplectic codimension 2 submanifolds. By corollary 3, if B ⊂ N ω is a symplectic ball of size a and h(B) ⊂ N ′ ω can be embedded into Z(A) := D(A) × C n−2 , then A ≥ a. By the proof given in [HZ94, Section 2.2, Theorem 3], such a diffeomorphism must satisfy d x f * ω ′ f (x) = λ x ω x for all x ∈ N ω . Arguing as in this proof, we consider F := f × Id : M × C → M ′ × C. This is still a symplectic homeomorphism, that restricts to N × C to a diffeomorphism. Thus on one hand,
by the previous analysis, and d (x,z) F * ω ′ ⊕ ω st = λ x ω ⊕ ω st on the other hand. We conclude therefore that λ x = 1, so df * ω ′ = ω on N ω . But since N ω is dense in N and f is assumed to be smooth, the differential equality df * ω ′ = ω extends through N ′ 0 , so f |N is symplectic.
Remark 2.4. We have worked under the assumption that f |N is a diffeomorphism by convenience. Following the proof in [HZ94] , the same conclusion can be obtained under the weaker assumption that f |N is smooth. However, it is not clear whether the smoothness assumption can be replaced by differentiability only.
Flexibility of codimension 4 symplectic submanifolds
Let us start with a decompressed statement of theorem 1, in the particular case of discs in dimension 6.
Theorem 3.1. Let (M, ω) be a symplectic manifold of dimension 2n 6, let a > 0, and let u 1 , u 2 : D → M be smooth embeddings such that u * 1 ω = ω std , u * 2 ω = a 2 ω std . Then there exists a sequence ϕ 1 , ϕ 2 , ... of uniformly compactly supported symplectic diffeomorphisms of M (by uniformly compactly supported we mean that there exists a compact set K ⊆ M such that supp(ϕ i ) ⊆ K for i = 1, 2, ...), and a homeomorphism ϕ : M → M , such that ϕ i , i = 1, 2, ... C 0 -converges to ϕ, and such that u 2 = ϕ • u 1 .
In fact, as we now explain, this particular case implies theorem 1.
Proof of theorem 1: Consider coordinates (z 1 , z 2 , z ′ ) on C n with z ′ := (z 3 , . . . , z n ), |z ′ | := max |z i |, and define Q := {(0, 0, z ′ ), |z ′ | 1}. We need to prove that there exists a symplectic homeomorphism h with support in
Let us fix ε ′ < ε. By theorem 3.1, there is a symplectic homeomorphism ϕ with support in
..,zn) . In other terms, f i is the symplectic homeomorphism of C n defined by
where ϕ z 1 , ϕ z 2 , ϕ z 3 are the coordinates of the map ϕ in C 3 . These maps verify f i|Q = (
Id on Q, but they only have support in D(ε ′ ) 2 × C n−2 , so the support ofh is too big for us. Observe however that since f i does not act on the (z 3 , . . . ,ẑ i , . . . , z n ) components, each f i preserves
, we conclude by the next lemma.
Lemma 3.2. Leth : M → M be a symplectic homeomorphism with possibly non-compact support S. Let Q ⊂ M be a subset which can be displaced from S by a symplectomorphism of M with compact support K. Then, there is a symplectic homeomorphism h with support in K ∪h(K) and such that h |Q =h |Q .
Proof: Let g : M → M be a symplectomorphism with g(Q) ∩ S = ∅ and compact support K ⋐ M . The map h :=h • g −1 •h −1 • g has the required property. It is indeed a symplectic homeomorphism, and if
The rest of this section is aimed at proving theorem 3.1.
Proof of Theorem 3.1
We now prove theorem 3.1 modulo four claims (3.3, 3.4, 3.5, 3.6), which will be proven in the next section. The case of a = 1 is clear, since in this case u 1 is Hamiltonianly isotopic to u 2 (see Lemma A.1). Therefore in the sequel we may assume that a = 1.
.., 0). Also consider the embedding i a : D → C n given by i a (z) = (az, 0, ..., 0). We define a family of neighbourhoods
Also introduce a family of discs
, there exists a sequence ϕ 1 , ϕ 2 , ... of symplectic diffeomorphisms of C n supported inside W a (1/2 k ), and a homeomorphism ϕ : C n → C n , such that ϕ i , i = 1, 2, ... C 0 -converges to ϕ, and such that i a = ϕ • i k (the sufficiency to prove the latter follows from the symplectic neighbourhood theorem, and from the fact that in any connected symplectic manifold, any two embedded closed symplectic discs of the same symplectic area are Hamiltonianly isotopic, see Lemma A.1). The rest of the proof is concentrated in proving the latter statement.
So, let k be any natural number. Denote
Claim 3.3. There exists a Hamiltonian isotopy supported inside W a (ǫ 1 ), such that its time-
, and d(Id , ψ ′ 1 ) C n ǫ 1 , where C n depends only on the dimension.
Choose some k 2 ∈ N such that k 2 > k 1 and such that for 0 < ǫ 2 := 1/2 k 2 < 1 we have
Claim 3.4. There exists a Hamiltonian isotopy supported inside
, where C n depends only on the dimension. 
Now look at
. Choose some k m+1 ∈ N such that k m+1 > k m , and such that for 0 < ǫ m+1 := 1/2 k m+1 < 1 we have
Claim 3.6. There exists a Hamiltonian isotopy supported inside
where C n depends only on the dimension.
As a result of this induction, we get a sequence ψ 1 , ψ 2 , ... of symplectomorphisms supported inside U 1 such that:
, where c n is a constant that only depends on the dimension,
It follows by (ii) that ϕ m is a Cauchy sequence in the C 0 topology, hence uniformly converges to some continuous map ϕ :
Finally, we claim that ϕ is an injective map, hence a homeomorphism. To see this, consider two points
, then x, y ∈ c U m for m large enough, so by (i), ϕ m (x) = ϕ m+1 (x) = ϕ m+2 (x) = ... = ϕ(x), and similarly ϕ m (y) = ϕ(y) (because the supports of ψ m , ψ m+1 , . . .
, we conclude that in this case also ϕ(x) = ϕ(y).
3.2 Proofs of claims 3.3, 3.4, 3.5, 3.6
The following simple lemma will be used in the sequel:
Lemma 3.7. For any ǫ > 0 and 0 < δ < 1, every subset of
Proof. Let X be a subset of W k (δ) or W a (δ), with diameter not larger than ǫ. Consider the projection p : C n → C on the first coordinate: p(z 1 , ..., z n ) = z 1 . Let Y = p(X), and denote by Z the ǫ ′ -neighbourhood of the convex hull of Y ⊂ C, where ǫ ′ > 0 is small. Then the diameter of Y is not larger than ǫ, and hence the diameter of Z is not larger than ǫ + 2ǫ ′ .
Claims 3.3, 3.4, 3.5, 3.6 are consequences of the following more general proposition which might be of an independent interest:
ǫ, and such that for any z, w ∈ D we have
Then there exists a Hamiltonian isotopy supported inside W , whose time-1 map ψ satisfies u 2 = ψ • u 1 and d(id, ψ) C ′ ǫ, where C ′ depends only on a, A, C.
Remark 3.9. As it could be seen from the proof, instead of assuming that for any ǫ ′ ǫ, any given subset X ⊂ W of diameter ǫ ′ is contained inside a simple open subset of W of diameter Cǫ ′ , it is enough to assume that this holds only for ǫ ′ ∈ {ǫ, A 1 ǫ, A 2 ǫ}, where in case of ǫ ′ = ǫ it is enough to consider X consisting of two points, in case of ǫ ′ = A 1 ǫ it is enough to consider X being a smooth embedded circle, and in case of ǫ ′ = A 2 ǫ it is enough to consider X being a smooth embedded 2-sphere. Here A 1 , A 2 depend only on A, C, and one can for instance take A 1 = √ 2A+2C+4 and A 2 = 2 √ 2AC+4C 2 +10C+ √ 2A+6 2 . Also, the whole condition that for any z, w ∈ D we have a|z − w| − ǫ d(u 1 (z), u 1 (w)) A|z − w| + ǫ, is essential only for dimension 6: in dimension greater than 6, it is enough to assume that for any z, w ∈ D we have only d(u 1 (z), u 1 (w)) A|z − w| + ǫ.
Proof of Proposition 3.8. Consider the grid on R 2 of lines parallel to the axes, with step ǫ, or in other words the set {(x, y) ∈ R 2 | x ∈ ǫZ or y ∈ ǫZ}. Look at the intersection of this grid with the open unit disc D, and add to it the unit circle S 1 = ∂D. The set that we get represents a smooth graph which belongs to D, and which divides D into small regions (which mostly are squares with side ǫ). The vertices of this graph are the points (x, y) ∈ D such that x, y ∈ ǫZ, and also points (x, y) ∈ S 1 = ∂D such that either x ∈ ǫZ or y ∈ ǫZ. The edges of this graph are either sides, or parts of sides, of squares that the grid divides R 2 , or arcs on S 1 . We denote this graph by Γ.
The images of Γ by u 1 and u 2 provide us with a graph on u 1 (D) and a graph on u 2 (D). We construct the isotopy between u 1 and u 2 in three steps. At the first step, we isotope the vertices of the corresponding graph on u 1 (D) to the vertices of the corresponding graph on u 2 (D). At the second step, we isotope edges to edges, and at the third step we isotope faces to faces. After performing these three steps, the discs coincide. All the isotopies of the vertices, edges and faces are combined in such a way that the time-1 map of the resulting isotopy is at most C ′ ǫ close to the identity, for some C ′ which depends only on a, A, C. Now let us turn to the actual proof. Before we start performing the three steps described above, let us extend the maps u 1 , u 2 : D → W to a slightly larger open disc, so that we get smooth embeddings u 1 , u 2 :
Step I Consider any vertex z of Γ, z ∈ D. By our assumption, the diameter of the two-point set {u 1 (z), u 2 (z)} is not larger than ǫ. Hence again, by our assumption, there exists an open simple subset U z of W of diameter Cǫ, such that u 1 (z), u 2 (z) ∈ U z . We can find a smooth embedded path γ z inside U z connecting u 1 (z) with u 2 (z), and in addition we may assume that all these paths for different vertices of Γ do not intersect, since we are in dimension 2n 6. Hence, after replacing each U z by a simple neighbourhood of γ z , we may 2 The reader may notice some discrepancy with the proof: in the proof it is enough to take ǫ ′ ∈ {ǫ, ( √ 2A+ 2C + 3)ǫ, (2 √ 2AC + 4C 2 + 8C + √ 2A + 3)ǫ}, while for ǫ ′ = ǫ it is enough to consider X being a two-point set, for ǫ ′ = ( √ 2A + 2C + 3)ǫ it is enough to consider X being a union of two smoothly embedded curves [0, 1] → W which coincide near the boundary, and for ǫ ′ = (2 √ 2AC + 4C 2 + 8C + √ 2A + 3)ǫ it is enough to consider X being a union of two smoothly embedded (into W ) discs which coincide near the boundary. However, since we are allowed to make small Hamiltonian perturbations of the curves and the discs, in the proof we can assume that the two curves (or the two discs) do not intersect except for a neighbourhood of the boundary, where they are present in a kind of "standard" position, and then one can easily see that we can reduce to the situation of a smooth embedded circle (or a smooth embedded sphere), on the cost of increasing the coefficients
assume that all U z do not intersect pairwise. Now, for each vertex z of Γ, we can choose a Hamiltonian isotopy ψ z supported in U z , such that ψ z • u 1 = u 2 on a neighbourhood of z (this follows from Lemma A.1). Now, if we denote by ψ ′ the composition of all ψ z when z runs over the vertices of Γ, then ψ ′ • u 1 = u 2 on a neighbourhood of the set of all vertices of Γ, and since all U z pairwise do not intersect and have diameter Cǫ, we get
Step II Choose some 1-form λ on C n such that dλ = ω std . We divide the second step into two sub-steps: Adjusting actions of the edges: Look at the discs u ′ 1 and u 2 . For any (directed) edge γ :
•γ λ and u 2 •γ λ (we call these integrals "actions of u ′ 1 • γ and u 2 • γ") do not necessarily coincide. The purpose of this sub-step is to slightly perturb u ′ 1 so that the actions of u ′ 1 • γ and u 2 • γ will coincide for any edge γ of Γ. To do this, conisder real numbers a z , where z runs over the vertices of Γ, so that for all edge γ of Γ,
This can be done by fixing a z 0 = 0 for some vertex z 0 , and adjusting inductively the values of a z for z on increasing neighbourhoods of z 0 in Γ. This procedure provides a well-defined function precisely because u ′ 1 and u 2 are symplectic: any collection of directed edges that start and end at the same vertex encloses a disc, whose image by u ′ 1 and u 2 have the same symplectic area, so the sum of the actions of their images via u ′ 1 and u 2 are equal.
Consider a Hamiltonian function on D(1 + δ) with support in ∪D(z, ρ ′ z ) with ρ |D(z,ρz) ≡ −a z . The induced Hamiltonian isotopy is supported inside ∪A z , and its time-1 map ϕ :
of Γ, the area between γ and ϕ•γ equals a γ(1) −a γ(0) , so the actions of u 2 and u ′ 1 • ϕ coincide on each edge. Now it is easy to find a Hamiltonian isotopy of W , supported inside a neighbourhood of
By construction, for each edge of Γ, the actions of its images via v := ψ ′′ 1 • u ′ 1 and u 2 are equal. Finally, since we are in dimension 2n 6, after slightly perturbing ψ ′′ 1 outside a neighbourhood of the set {v(z) | z is a vertex of Γ}, if necessary, we may assume that for any two different edges ǫ, it follows that for any w ∈ D(1 + δ), the distance between u 1 (w) and
is not larger than Cǫ + ǫ. Also, by our assumptions, for any w ∈ D, the distance between u 1 (w) and u 2 (w) is not larger than ǫ. In particular, the , such that on some neighbourhood of {v(γ(0)), v(γ(1))} we have H γ (·, t) = 0 for every t, and such that for the time-1 map of the flow of H γ , we have that
However, since we are in dimension 2n 6, after slightly perturbing each Hamiltonian H γ (and correspondingly, the flow ψ t γ ) away from a neighbourhood of the set {v(γ(0)), v(γ(1))}∪W c , we may assume that for any two different edges
Remark 3.10. One way of doing this is as follows, in two steps: a) Let us first show that there exists a small perturbation of the Hamiltonians, such that after it for any two different edges
Since we are in dimension 2n 6, we can make an arbitrarily small affine shift (by a vector of
Hence by making a cutoff of a small linear Hamiltonian function (whose time-1 maps is this affine shift) on a neighbourhood of {v(z) | z is a vertex of Γ} ∪ W c , we find an autonomous Hamiltonian flow θ t , t ∈ [0, 1] of W , which is C 0 close to the identity, and which is compactly supported in W away from a neighbourhood of {v(z) | z is a vertex of Γ}, such that for any two different edges 
we reach the goal of this step. b) After the step a), we are in a situation where for any two different edges
Since we are in dimension 2n 6, we can make an arbitrarily small affine shift (by a vector of R 2n ) of each of v γ ([0, 1] 2 ), such that after the shifts they do not intersect pairwise. Hence if for each γ we make a cutoff of a small linear Hamiltonian function (whose time-1 map is the corresponding affine shift) on a neighbourhood of {v(γ(0)), v(γ(1))} ∪ W c , then we find a collection of autonomous Hamiltonian flows θ t γ , t ∈ [0, 1] of W , which are C 0 close to the identity, such that θ t γ is compactly supported inside W away from a neighbourhood of {v(γ(0)), v(γ(1))}, and such that for any two different edges 
, then u ′′ 1 coincides with u 2 on a neighbourhood of the union of the edges of Γ, and we have
ǫ. Now, since we are in dimension 2n 6, after slightly perturbing ψ ′′ away from a neighbourhood of the union of all the images u 2 (γ([0, 1])) (when γ : [0, 1] → D(1 + δ) runs over the edges of Γ), if necessary, we may assume that for
Step III
Since the diameter of G is not larger than √ 2ǫ, and because of our assumptions, it follows that the diameter of u 1 (G) is not larger than √ 2Aǫ + ǫ, and the diameter of u 2 (G) is not larger than
follows that for any w ∈ D(1 + δ), the distance between u 1 (w) and u ′′ 1 (w) is not larger than ( √ 2AC +2C 2 +4C +1)ǫ. Also, by our assumptions, for any w ∈ D(1+ δ), the distance between u 1 (w) and u 2 (w) is not larger than ǫ. In particular, the diameter of u ′′ 1 (G) is not larger than
, and the distance between any point of u ′′ 1 (G) and any point of u 2 (G) is not larger than
Hence we finally can conclude that the diameter of the union u ′′
. Choose a (topological) disc G ′ ⊂ G bounded by a smooth embedded simple curve, such that G ′ ⊂ G, and such that u ′′ 1 = u 2 on a neighbourhood of G \ G ′ . There exists a Hamiltonian isotopy ψ t G of W , generated by the Hamiltonian
. Now, since we are in dimension 2n 6, similarly as in Remark 3.10, step a), we can slightly perturb the Hamiltonian H G (and correspondingly, the Hamiltonian flow ψ t G ) away from a neighbourhood of
Therefore it follows, that if for each face G of Γ, we make a cut-off of the Hamiltonian
, and denote the resulting Hamiltonian and its Hamiltonian flow byH G andψ t G , t ∈ [0, 1] respectively, then we get that
• u 2 = u 2 on G 2 , and that moreover, for any face G of Γ, the support ofψ t G , t ∈ [0, 1] lies inside U G which has diameter C 1 ǫ. Since for any z ∈ D we have d(u 1 (z), u 2 (z)) ǫ, and for any z, w ∈ D we have a|z − w| − ǫ d(u 1 (z), u 1 (w)), we conclude that for any z, w ∈ D we have d(u 2 (z), u 2 (w)) a|z − w| − 3ǫ. Also, for any face G of Γ we have u 2 (G) ⊂ U G . Hence it follows that for any two faces G 1 , G 2 of Γ with distance L = d(G 1 , G 2 ) between them, the distance between U G 1 and U G 2 is greater than or equal to aL − 3ǫ − 2C 1 ǫ. In particular, if distance between G 1 and G 2 is greater than
/a] + 2, and for each i, j ∈ {0, 1, ..., N − 1} denote by F i,j the set of faces G of Γ such that for some k, l ∈ Z with k ≡ i, l ≡ j(mod N ), we have
The set of all faces of Γ equals to the disjoint union of F i,j when i, j ∈ {0, 1, ..., N − 1}. Clearly, the distance between any two faces in F i,j is greater than
Hence if we finally consider a composition of all Ψ i,j (taken in any chosen order), and denote it by
11. Let us remark that the partitioning of the set of faces of Γ into N 2 families is needed only for dimension 6. Indeed, in dimension 8, instead of doing this, for each face G of Γ we can, similarly as in Remark 3.10, step b), make another small perturbation of the Hamiltonian H G (and correspondingly, its Hamiltonian flow ψ t G ) away from a neigh-
Then for any face G of Γ we can make a cut-off of the Hamiltonian H G outside a small neighbourhood of
, denoting the resulting Hamiltonian and its Hamiltonian flow byH G and ψ t G , t ∈ [0, 1] respectively, such that the supports of the flowsψ t G , t ∈ [0, 1] do not intersect pairwise. Finally, denoting by ψ ′′′ the composition of allψ 1 G , we get ψ ′′′ • u ′′ 1 = u 2 and d(id, ψ ′′′ ) C 1 ǫ. Therefore we see that in dimension 8, the condition that for every z, w ∈ D we have d(u 1 (z), u 1 (w)) a|z − w| − ǫ, is unnecessary.
Summarising the three steps above, we have constructed Hamiltonian diffeomorphisms ψ ′ , ψ ′′ and ψ ′′′ , compactly supported in W , and smooth symplectic discs
Proofs of Claims 3.3 and 3.5. Let us present the proof of Claim 3.5 (the proof of Claim 3.3 is similar). By Lemma 3.7 we conclude that for any ǫ ′ ǫ m , any subset of
Moreover, for the disc embeddings i a and i a km,lm we clearly have that d(i a (z), i a km,lm (z)) < 1/2 km + 1/2 lm = ǫ m + δ m 2ǫ m for any z ∈ D, and that d(i a (z), i a (w)) = a|z − w| for every z, w ∈ D. Hence applying Proposition 3.8 with
Proofs of Claims 3.4 and 3.6. Let us present the proof of Claim 3.6 (the proof of Claim 3.4 is similar). By Lemma 3.7 we conclude that for any ǫ ′ ǫ m , any subset of Proof of (i): We consider K ⋐ V ⋐ N and denote by K ′ := h(K) and V ′ := h(V ) their images. We need to show that
This inequality is not trivial only when K ′ is dispaceable in V ′ , which we assume henceforth. Since N and N ′ are contractible, by the symplectic neighbourhood theorem, a neighbourhood of V in M is symplectomorphic to V × D(r), and a neighbourhood of
be symplectic embeddings such that Φ(y, 0) = y for all y ∈ V , and Φ ′ (y, 0) = y for all y ∈ V ′ . Take any ǫ > 0. Then we can choose some
which is supported in W ′ , such that the time-1 map of the Hamiltonian flow of H ′ displaces U ′ , and such that
, and then choose small enough δ > 0 such that
Since h is a symplectic homeomorphism, there exists a sequence h k : M → M ′ of symplectomorphisms which uniformly converges to h. For large enough k, we have
). Choose such k, and define a smooth Hamiltoniañ
where
) and equals to 1 on the projection of the image of ( (δ 1 , δ 2 ) ) for some 0 < δ 1 < δ 2 < r, and hence h
Since the annulus A(δ 1 , δ 2 ) can be embedded into T * S 1 in such a way that S(δ) is mapped onto the zero-section, this finishes the proof.
Proof of (ii): We consider U ⊂ V ⋐ N and denote
We need to show that for all positive r,
Since the function r → c • HZ (U × T * r S 1 , C × T * r S 1 ) is easily seen to be non-decreasing, we may assume, without loss of generality, that r > 0 is very small.
Choose any ǫ > 0 and pick a time-independent Hamiltonian H ′ : U ′ → R, which is admissible, and whose flow has no periodic orbits of period T 1 which are contractible in V ′ , and such that max
Take some relatively open subset W of N , such that V ⋐ W ⋐ N . Since N and N ′ are contractible, by the symplectic neighbourhood theorem, a neighbourhood of W in M is symplectomorphic to W × D(r), and a neighbourhood of
Then we can find some 0 < δ 1 < δ 2 δ such that δ 2 ) ). Choose a smooth compactly supported radial function χ :
is then an admissible function on U ′ ×A(δ ′ 1 , δ ′ 2 ), and it has no periodic orbits of period T 1 which are contractible in
we can find a sequence h k : M → M ′ of symplectomorphisms which C 0 -converges to h. Then for large k, we have h A(0, r ′ ) ). Now choose sufficiently large k, and define a Hamiltonian functionH k :
, and H k (x) = 0 otherwise. ThenH k is an admissible function on U ×A(δ 1 , δ 2 ). We claim thatH k has no periodic orbits of period T 1 which are contractible in V × A(δ 1 , δ 2 ). Indeed, since
Since this holds for every ǫ > 0, this finishes the proof.
4.2 Rigidity with respect to more capacities.
The C 0 -rigidity described by theorem 2 might look unclear at first sight. For instance, statement (i) tells that provided K ⊂ N is not too small (for instance a symplectic ball of size 1), the displacement energy of h(K) is bounded from below. But it might either be because h(K) is large, or because it lies in N ′ in such an intricate position that it is hard to displace. However, the displacement energy, as well as the π 1 -sensitive Hofer-Zehnder capacity, can be estimated by several means, and we get from theorem 2 different possible versions of rigidity statements. We now illustrate some of them, with particular attention to intrinsic ones. We first need to introduce some definitions or notations.
A symplectic embedding U ⊂ C n f ֒→ M 2n will be said undistorted if e d (f (U ), M ) e d (U, C n ). We will say that U ⊂ N is well-embedded if it is the image of an undistorted embedding of an open set in C n .
Examples. If f : B(a) ֒→ M extends to a symplectic embedding of B(2a) then f is an undistorted embedding. On the other hand, it is not clear, except in dimension 4, that a ball B(a), even contained in a larger ball B(Ka) ⊂ M , K ≫ 1 (for instance a ball of very small diameter) is always well-embedded.
Recall also that a symplectic manifold with boundary M is said to be ω-convex (in the sense of [EG91] ) if there is a Liouville vector field defined near ∂M which points outwards at the boundary. The boundary then satisfies the so-called contact-type condition, and, what is important for us, M can be endowed with compatible almost-complex structures which make M pseudo-convex: no holomorphic curves with boundary in some compact subset of M can approach ∂M .
We finally introduce the following Lagrangian capacity. Recall that for a closed La-
and denote c Lag (U ) := c Lag (U, U ).
Corollary 4.1. Let h : M → M ′ be a symplectic homeomorphism that takes a smooth contractible symplectic hypersurface N 2n−2 ⊂ M 2n to a smooth symplectic hypersurface N ′ , and let U be an open set of N . Then,
(iii) If W ⊂ N is symplectomorphic to the standard ball B(a) ⊂ C n−1 of capacity a, and if h(W ) ⊂ N ′ can be symplectically embedded into the cylinder D(A) × C n−2 , then a ≤ A (corollary 3).
Proof: (i) We invoke here a result by Schlenk [Sch06] . Provided that N is tame (this is the case when N is ω-convex), we have c
. In view of theorem 2 (applied to the inverse h −1 : N ′ → N ), we get the desired inequality
by definition, while for well-embedded U , the right hand side is bounded by 4e d (U ). We therefore get c HZ (h(U )) 4e d (U ).
(ii) Denote e := e d (h(U ) × S 1 , N ′ × T * S 1 ), and consider a Hamiltonian {H t } with compact support in N ′ × T * S 1 with energy e + ε and which displaces h( Che98] . Now notice that a disc u : D → N ′ × T * S 1 with boundary on L × S 1 splits as u = (u 1 , u 2 ) with u 1 : (D, ∂D) → (N ′ , L) and u 2 : D → T * S 1 . Since T * S 1 is an exact symplectic manifold, the disc A ω 0 (u 2 ) has zero area, so A ω⊕ω 0 (u) = A ω (u 1 ) and we conclude that λ(L × S 1 , N ′ × S 1 ) = λ(L, N ′ ). We therefore get λ(L, N ′ ) e + ε, for all Lagrangian L ⊂ U and all ε. This exactly means that c Lag (U, N ′ ) e d (h(U )×S 1 , N ×T * S 1 ). By theorem 2 (applied to the inverse h −1 : (U, N ) , so we get the announced inequality
When U is well-embedded, the right-hand side of the inequality is bounded by e d (U ). Moroever, Chekanov's result provides a holomorphic disc of area e + ε, with boundary in L, for any tame almost complex structure on N ′ . When V ′ ⊂ h(U ) is ω-convex, there are such almost complex structures that make V ′ a pseudoconvex domain, so the discs with boundary inside V ′ do not escape from V ′ . Therefore, the proof above shows that
(iii) Let i : B(a) ֒→ N be a symplectic embedding such that W = i(B(a)). Take ǫ > 0, and define
Take any r > 0. Applying theorem 2 (ii) to h −1 , we conclude that
. Now, on one hand, c • HZ (U, V ) = c HZ (U ) = a−ǫ. On the other hand, let us show that c • HZ (U ′ × T * r S 1 , V ′ × T * r S 1 ) A. We have U ′ ⋐ h(W ), and h(W ) can be symplectically embedded into D(A) × C n−2 . Hence for some sufficiently large m ∈ N, U ′ can be compactly symplectically embedded into D(A)×D(mA) n−2 , and therefore we have an induced symplectic embedding of U ′ × T * r S 1 into D(A) × D(mA) n−2 × T * r S 1 , which in turn, symplectically embeds into S 2 A × (S 2 mA ) n−2 × T 2 r (here S 2 A is the 2-sphere of area A, S 2 mA is the 2-sphere of area mA, and T 2 r is the 2-torus of area r). To show that
A, let H be an admissible Hamiltonian on U ′ × T * r S 1 with max H A. Looking at our embedding of U ′ × T * r S 1 into S 2 A × (S 2 mA ) n−2 × T 2 r , consider the push-forwardH of the Hamiltonian H. Now we apply a theorem of Hofer and Viterbo (theorem 1.12 in [HV92] ) to conclude thatH has a contractible periodic orbit of period
, as it is stated, does not say that the orbit is contractible. However, the contractibility of the orbit follows from the proof of the theorem in [HV92] (also see [Lu98] ). Therefore it follows that H has a periodic orbit of period
We finally conclude a − ǫ A. Since this holds for any ǫ > 0, we get a A.
C
0 -rigidity of the reduction of a hypersurface
Reduction of a hypersurface
We first define the symplectic structure transverse to the characteristic foliation, also called the reduction of the hypersurface. It is rather classical, but this discussion allows to introduce the notation. In this paper, the reduction of a smooth hypersurface Σ, denoted by Red Σ, is defined as the set of open submanifolds U ⊂ Σ of dimension 2n − 2 which are transverse to the characteristic distribution D := ker ω |T Σ , considered modulo an equivalence relation:
The restriction ω U of ω to U is symplectic by the transversality assumption, and is clearly invariant by the equivalence relation: A diffeomorphism between two hypersurfaces which preserves the characteristic foliation obviously induces a map between Red Σ and Red Σ ′ defined by Red f ([U ]) = [f (U )], which is symplectic when f is (which means that (U, ω U ) is symplectomorphic to (f (U ), ω ′ f (U ) ) for all [U ] ∈ Red Σ). Now any homeomorphism f : Σ → Σ ′ that preserves the characteristic foliation also induces a map at the level of the proper reduction which we describe now. Let [U ] ∈ Red Σ be proper, such that U ⋐Ũ for some [Ũ ] ∈ Red Σ. Then for any smooth non-vanishing vector field X ∈ Γ(D) tangent to the characteristics, after slightly shrinking U if necessary, the map Φ : 
, we therefore get a well-defined map, which we call the reduction of f .
Remark 5.1. The above argument shows that if [U ] ∈ Red Σ is proper, there is a flow-box of the characteristic foliation with coordinates {(z, t), z ∈ U, t ∈ [−1, 1]} with U = {t = 0}.
Theorem 2 in the setting of the proper reduction of a hypersurface
We now want to show that the statements of theorem 2 and corollary 3 also hold for the action of a symplectic homeomorphism on the proper reduction of a hypersurface. The idea is simple. If [U ] ∈ Red Σ is proper, h(U ) is a continuous section of the characteristic foliation of Σ ′ , which can be straighten to a smooth section V with [V ] =ĥ([U ]) by postcomposing h with a symplectic homeomorphism which preserves Σ ′ . The new symplectic homeomorphismĥ takes the smooth symplectic submanifold U to the smooth symplectic submanifold V , of codimension 2 since Σ, Σ ′ are hypersurfaces. Thus rigidity statements for symplectic hypersurfaces apply to the pair (U, V ), meaning that they hold forĥ. All what is needed is the following lemma:
Lemma 5.2. Let Σ be a hypersurface, let U ⋐Ũ be open manifolds of dimension 2n−2, and let σ :Ũ → Σ a topological embedding whose image intersects only once the characteristics of Σ. Then, there is a symplectic homeomorphism f supported inside a neighbourhood of σ(U ) in M , which preserves Σ, and such that f • σ(U ) is a smoothly embedded submanifold.
Proof: By the symplectic neighbourhood theorem, after slightly shrinkingŨ if necessary, we can find a neighbourhood V of σ(Ũ ) in M which can be endowed with symplectic coordinates (z, x n , y n ), z ∈Ũ , x n ∈ (−1, 1), y n ∈ (−δ, δ), such that Q := Σ ∩ V = {(z, x n , 0) | (z, x n ) ∈ U × (−1, 1)}, and such that σ(Ũ ) = {(z,F (z), 0) | z ∈Ũ } is the graph of a continuous functionF :Ũ → (−1, 1). Choose ǫ > 0 such thatF (U ) ⊂ (−1+ǫ, 1−ǫ). Using convolution and cutoff we can find a sequence of smooth functionsF k :Ũ → (−1 + ǫ, 1 − ǫ), k = 0, 1, 2, . . ., such that F 0 ≡ 0, such that allF k vanish on the complement of a compact subset ofŨ , such that |F k −F k−1 | < 1/2 k onŨ , and such thatF k converges toF on U , when k → ∞. Choose a smooth function u : R → R such that Supp (u) ⊂ (−1, 1) and u = 1 on [−1 + ǫ, 1 − ǫ]. Moreover, choose a smooth function v : R → R such that Supp (v) ⊂ (−δ, δ) and v ′ (0) = 1. Define a family of Hamiltonian functions H kl : M → R, where k, l = 1, 2, . . ., such that H kl = 0 outside V, and such that H kl (z, x n , y n ) = (F k (z) −F k−1 (z))u(x n )v(ly n )/l. Then it is easy to see that for any k one can choose large enough l k such that the C 0 norm of the Hamiltonian vector field of the Hamiltonian H kl k is bounded from above by C/2 k , for some constant C > 0 independent of k. Thus for the time-1 map ϕ k = ϕ 1 H kl k of the Hamiltonian H kl k , the C 0 distance from ϕ k to the identity is bounded from above by C/2 k , and moreover it is easy to see that ϕ k (z, F k−1 (z), 0) = (z, F k (z), 0) for every z ∈ U . Thus the sequence of symplectomorphisms
Note that this proof is local, so the previous lemma also holds if σ(Ũ ) intersects once each characteristics of a neighbourhood of σ(Ũ ) in Σ. This assumption always holds when σ(Ũ ) is the image of a proper element of the reduction by a symplectic homeomorphism.
Connectors
We explain here an obvious fact, that allows to understand the size of the reduction of a hypersurface in a more geometric way. In the following statement,
, where a stands for the area of the disc and the capacity of the ball. This domain will be called improperly a bidisc.
•
• τ −κ , τ κ are the translation by ±κ ∂ /∂x, where x = Re z.
• C := τ −κ−r (P ′ (a)) ⊔ Σ κ (a) ⊔ τ κ+r (P ′ (a)), where r = a /π is the radius of D(a). It is a connected figure, that consists in two "bidiscs" of size a, connected by the hypersurface Σ κ (a) (see figure 1) . Proposition 5.3. For any neighbourhood U of C, there exists a symplectic isotopy ψ t with support in U such that ψ 1 (τ −κ−r (P ′ (a))) = τ κ+r (P ′ (a)).
Proof: If U is any neighbourhood of C, it contains a neighbourhood U ′ of the form U z × U z ′ , where U z is a neighbourhood of the projection π z (C) of C to the z-plane (hence two discs of the same size connected by a line), and U z ′ is a neighbourhood of the projection of C to the z ′ space (hence a ball of capacity a). There is obviously an area-preserving isotopy ϕ t with support in U z which takes the disc τ −κ−r (D(a)) to τ κ+r (D(a) ). Now the isotopy ψ t (z, z ′ ) := (ϕ t (z), z ′ ) has support in U ′ ⊂ U and moves the left bidisc to the right one.
Another proof of the C 0 -rigidity of the reduction for hypersurfaces
We come back to the following:
Proposition 5.4. Let Σ be a hypersurface in M , sent to a smooth hypersurface Σ ′ by a symplectic homeomorphism h :
In this proposition and its proof, the notation [B(a)] stands for an element [U ]
∈ Red Σ with (U, ω U ) ≈ (B(a), ω st ). 
The main technical tool is a procedure that turns this local picture into a global one.
Lemma 5.5. Under our assumptions, there exists a symplectic embedding f : B(a) × R ֒→ C n , such that 1. f is standard at infinity, i.e. f ≡ Id outside a compact set of C n , 2. f (B(a) × R) ∩ {x n = 0} is as close as wished to U × {0}.
Let now κ ≫ 1 and consider the set
(here, as before, r = a /π). As we explained in the previous section (proposition 5.3), the bidisc τ −κ−r P ′ (a) is symplectic isotopic to τ κ+r P ′ (a) in any neighbourhood of C. Since C intersects H := {x n = 0} through a set contained in a very small neighbourhood of U × {0} ⊂ Z(A) × {0}, our isotopy has support in (C n \H) ∪ (Z(A + ε) × [−iε, iε]) for ε small. By the Camel theorem, this is possible only when A ≥ a.
Proof of lemma 5.5
We will need the following lemma: 
, which are identity near the endpoints, and which are of size < C 1 δ. If we are in dimension at least 6, by slightly perturbing the isotopies, we achieve that they have disjoint supports, and hence their composition ϕ 2 satisfies d C 0 (ϕ 2 , Id ) < C 1 δ. Now it is left to define ϕ = ϕ 2 • ϕ 1 . However, in dimension 4, one in general cannot achieve disjointness of supports by a small perturbation. To resolve this problem we can consider a partition of the set of subintervals, as in the third step in the proof of proposition 3.8 (section 3.2).
Let us come back to our point, and call h the symplectic homeomorphism, defined on a neighbourhood of B(a)
. We consider coordinates (z, x n + iy n ) on C n ∼ = C n−1 × C.
Step I: we modify h slightly. Since h is a symplectic homeomorphism that takes B(a) × [−1, 1] to U × [−1, 1], we know that it conjugates the characteristic foliations, so
Arguing as in the proof of lemma 5.2, we find for each k a symplectic homeomorphism ϕ k , which preserves U × [−1, 1], such that
Replacing h by h ′ = ϕ k • h, we therefore get a symplectic homeomorphism which still takes B(a) × [−1, 1] into U × [−1, 1], but satisfies the additional requirement that all the sections B(a) × { i /k} are sent to
The image W k of h ′ is a neighbourhood of U × [−1, 1]. Finally, by a mere translation of U in C n−1 , we can assume that 0 ∈ U and that
Replacing h by h ′ , we assume henceforth, without loss of generality by the present discussion, that h satisfies the following:
Since h is a symplectic homeomorphism, there is by definition a symplectic diffeomorphism h δ : V → W k,δ with d C 0 (h δ , h) < δ (hence the Hausdorff-distance between W k and W k,δ is less than δ). In the following, we pick one such diffeomorphismh := h δ , remember that it depends on a parameter δ, and adjust δ when needed to makeh meet some additional useful conditions. The first adjustment can be specified already, and consists in taking δ small enough that condition (5.5.1) of the above list also holds forh.
Step II: we modifyh slightly, and achieveh |B(ε)×[−1,1] = Id (for some ε). The restriction ofh to 0 × [−1, 1] is δ-close to the identity. Hence by lemma 5.6, there is a compactly supported symplectic diffeomorphism ϕ 1 of C n , ϕ 1 •h = Id on 0 × [0, 1] and
Now Moser's method shows that there exists a symplectic diffeomorphism ϕ 2 with support in a small neighbourhood of 0 × [−1, 1], C 0 -close to the identity, such thath ′′ := ϕ 2 •h ′ is the identity in a neighbourhood of 0 × [−1, 1] in C n . Since ϕ 2 is again C 0 -close to identity (arbitrarily), we conclude after this step that we lose no generality by assuming thath (defined at the end of the first step) verifies the condition (5.5.1) with bound 4 /k instead of 1 /k, andh ≡ Id on an unspecified neighbourhood of 0 × [−1, 1]. We now fix k, so that 4 /k < 1 /20. Sinceh is continuous, after replacing V by a smaller neighbourhood V of B(a) × [−1, 1], we may achieve that the condition (5.5.1) also holds at any point of V :
A conclusion of these first two steps is that our initial symplectic homeomorphism h allows to construct a symplectic diffeomorphismh, defined on some neighbourhood V of B(a) × [−1, 1] with the following properties: Step III: construction of good Liouville forms on C n . On C n ⊃ B(a) × [−1, 1], still with coordinates (z, x n , y n ), we consider the contracting Liouville vector field
where r = |z|. Notice that the trajectories of the flow Φ s
On C n ⊃ U × [−1, 1], we claim now that there is an expanding Liouville vector field X with the following properties:
Indeed, these formulas clearly provide Liouville forms, on simply connected open sets, which are pairwise disjoint because of condition (5.5.2). Gluing these vector fields to a global one is an obvious cohomological problem, left to the reader. Notice that since X can be chosen to be X st at infinity, we can also assume that it is forward complete.
Step IV: Alexander's trick. We finally define the following map:
We claim that f is a symplectic embedding of B(a) × R into C n . The three formulas appearing in the definition of f are clearly symplectic embeddings, and we need to check that they coincide at the junctions. Now, for |t| ∈ [ 
We therefore conclude that the two formulas h(z, t, 0) and
2 . This concludes the fact that f is a symplectic embedding. Notice also that by construction, f ≡ Id outside B(a) × [−1, 1], hence f satisifies the first condition of lemma 5.5.
Notice finally that when f (z, t) is not in the image ofh, it is obtained by flowing from some point (z ′ , t, 0) ∈ C n , with |t| > 1 2 , along the vector field X. Since X is tangent to the hyperplane {x n = 0}, f (z, t) / ∈ {x n = 0} for these points. Thus, f (B(a) × R) ∩ {x n = 0} = h (B(a) × [−1, 1] ) ∩ {x n = 0}, which clearly implies the second point of lemma 5.5.
Remark 5.7. To be honest, the presented proof of lemma 5.5 is not fully complete. In the process of the proof we were skipping some small steps, for the sake of clarity of the exposition. If one wants to be completely rigorous, in certain parts of the proof one needs to slightly decrease the value of a, namely to pass from B(a) × [−1, 1] to B(a ′ ) × [−1, 1] where a ′ < a. For instance, this is necessary in Step I, where we modify h slightly. Namely, in the Step I we use lemma 5.2, which requires that U is a proper open submanifold of somẽ U (here we refer to the notations in the lemma). Hence what we can actually achieve at the beginning of in Step I, is to find for any a ′ < a and for each k, a compactly supported symplectic homeomorphism ϕ k , which preserves U × [−1, 1], such that
Another place where one needs to further decrease the value of a, is in
Step III, where we construct Liouville forms on C n . More concretely, we mean the construction of an expanding Liouville vector field on C n ⊃ U × [−1, 1]. In this construction, we define vector field X on a union of simply connected open subsets of C n by
, and then we continue it to an expanding Liouville vector field on the whole C n . However, in general one cannot make such a continuation, since the vector field X = −h * X 0 is uncontrollable near the boundary of a neighbourhood ofh(B(a) × { 2 5 < |x n | < 3 5 } × {0}). But one can perform such a continuation if we slightly decrease a, namely for any a ′ < a one can indeed find an expanding Liouville vector field X on C n for which
Finally, in section 6.1 below, an analogous remark should be made.
6 A way to conjecture 1
In the previous section, we saw that C 0 -rigidity for the size of the reduction of a hypersurface can be proven with two ingredients: lemma 5.6 and the famous Camel theorem. We explain now how one could get conjecture 1 -the C 0 -rigidity of the size of the reduction of coisotropic submanifolds -with a Lagrangian version of the Camel theorem, together with a quantitative h-principle for isotropic submanifolds.
Let us first state a theorem (which might well be folkloric, at least its proof is).
Theorem 6.1. [Lagrangian Camel theorem] Let L be a Lagrangian embedding of (S 1 ) m × R n−m into C n with the following properties:
(i) L is properly embedded, standard at infinity: there is a compact set K ⊂ C n such that
Then a A.
And a conjecture, in the spirit of what was done in section 3.1.
There exists a universal constant C such that for any ε < δ and for all isotropic embedding i :
This section aims at explaining how to prove conjecture 1 from conjecture 4 (section 6.1), and sketching a proof of theorem 6.1.
Conjecture 4 =⇒ Conjecture 1
The starting point is the same. Recall our notation P 2n (a) := D(a) n , noted P (a) when the dimension is unambiguous. Under the hypothesis of conjecture 1, we produce a symplectic homeomorphism h defined in a neighbourhood of P 2n−2m (a) × [−1, 1] m in C n to a neighbourhood of U × [−1, 1] m , and the hypothesis is that U ⊂ Z(A) ⊂ C 2n−2m . Conjecture 4 allows to extend this local picture in a nice way, as we did for hypersurfaces.
Lemma 6.2. If conjecture 4 holds, there exists a symplectic embedding of f : P (a) × R m ֒→ C n , such that 1. f is standard at infinity, i.e. f ≡ Id outside a compact set of C n , 2. f (P (a) × R m ) ∩ {x m+1 = . . . = x n = 0} is as close as wished to U × {0}.
We now focus on the distinguished boundary T n−m (a) := S 1 (a) n−m ⊂ ∂P (a). The map f defines a Lagrangian embedding f : T n−m (a) × R m ֒→ C n which is standard at infinity and intersects {x m+1 = · · · = x n = 0} very close to U , hence in Z(A + ε) × iR m . We conclude by theorem 6.1.
Proof of lemma 6.2 We closely follow the proof of lemma 5.5. We start with a symplectic homeomorphism h, defined on a neighbourhood of P (a)
Step I: Similarly as in the Step I of the proof of lemma 6.2, we find a symplectic homeomorphism ϕ (n) k which fixes U × [−1, 1] m , which on U × [−1, 1] m acts only on the coordinate x n (fixing all the other coordinates), and which sends h(P (a)
where the notationx n stands for the omission of x n in the list (x n−m+1 , . . . , x n ). Defining ϕ (n−1) k similarly (its restriction to U × [−1, 1] m acts only on the coordinate x n−1 ), we can impose that h ′ 2 := ϕ
Moreover, since the restriction of ϕ
2 still verifies (6.1.1). Processing this way m times, we see that we also have a symplectic homeomorphism h ′ m , still denoted by h below, that satisfies:
where in the last line, z ∈ P (a) n−m , x = (x n−m+1 , . . . , x n ), t = (t n−m+1 , . . . , t n ).
Step II: As in for hypersurfaces, we now approximate h by a symplectic diffeomorphism h, and show that we can also assumẽ
The last condition (6.1.5) relies on conjecture 4: we can make the first two conditions hold as in section 5.5, which ensures thath |0×[−1,1] m is δ-close to the identity. If conjecture 4 holds, we can composeh by a symplectic diffeomorphism with support in a neighbourhood of
One concludes this step by Moser's theorem.
Step III: On C n ⊃ P (a) × [−1, 1] m , we define now the contracting Liouville vector field
On C n ⊃ U × [−1, 1] m , we consider an expanding Liouville vector field X such that:
Again, taking X standard at infinity ensures forward completeness of this vector field.
Step IV is now completely analogous to the hypersurface case.
6.2 Proof of theorem 6.1
The idea is to fill Γ with holomorphic discs for convenient almost complex structures J, all with symplectic area A. Since L is knotted with Γ, one of the discs (say D(J)) of the filling must intersect L. If this procedure is done for a family J ε of almost complex structures that "stretch the neck" of L, the discs D(J ε ) degenerate in the sense of Symplectic Field Theory to a holomorphic building [BEH + 03]. The exterior component is a disc with punctures, exactly one positive and at least one negative. The action of the positive puncture is A, and the action of the negative puncture is an integer multiple of a, and their difference must be positive. For technical reasons, the proof is slightly different. We consider in the following coordinates (z, x + iy) on C n , where z ∈ C n−m , x ∈ R m , y ∈ R m . We also decompose z = (z 1 , z ′ ), where
Step I: First we include Γ in the boundary of an ω-convex set Ω ⊂ C n which contains L, and compactify the situation. Write
Consider now Ω := {t(x)χ(z, iy) 1}, where t : R n−m → [ε, 1] verifies t ≡ 1 near 0, t(x) = ε for x 1, t decreases sufficiently fast near 0 and ε is small enough, so that L ⋐ Ω. This Ω is ω st -convex, because its boundary is transverse to the Liouville vector field
Since Ω and L are invariant by x-translation at infinity (because t(x) ≡ ε for x > 1 and L is standard at infinity), we can cut Ω and L at infinity, and consider them in
Further, L is bounded in the z ′ -direction, so we can also replace Ω by Ω ∩ { z ′ K}, and still have L ⋐ Ω. Notice also that Ω ⊂ {|z 1 | 2 A /ε}, so that after these operations, our domain Ω has been replaced by a compact, ω st -convex domain of C n−m × T * T m , L by an embedded torus T n with the same spectrum a·Z, and Γ by ∂D(A)×B 2(n−m−1) (K)×i[−1, 1]. We still denote these objects by Ω, L, Γ and we fix a Liouville form λ on Ω ⊂ C n−m × T * T m . Notice that L is still knotted with Γ.
Step II: Filling by holomorphic discs. Since Ω is ω st -convex, it is J-convex for a compatible almost complex structure, which can be arbitrary on a fixed neighbourhood of L because L ⋐ Ω. Moreover, since Ω coincides with D(A)×B 2(n−m−1) (K)×[−δ, δ] m ×i[−1, 1] m near {x = 0}, we can assume that J = J st near Γ, so that the discs D(A) × {iy m+1 , . . . , iy m } are holomorphic, as soon as one of the y i is close to 1 or −1, or z ′ is close to ∂B 2(n−m−1) (K). We fix from now on an almost complex structure J ∂Ω in a neighbourhood of ∂Ω which does not meet L, for which Ω is J ∂Ω -convex, and which coincides with J st near Γ.
which are filled near their boundaries (one of the y i is close to 1, or z ′ is close to K), so they can be filled by Eliashberg's theory of filling by holomorphic discs [Eli90] (see also [Nie] for a good exposition).
Remark 6.3. Strictly speaking, Ω is only weakly J st -convex in this region, causing some problems to the usual techniques of filling by holomorphic discs. One way to get around this difficulty consists in working with a smooth regularization Ω of Ω which is strictly convex near {x = 0}, while Γ is replaced by the intersection of Ω with {x = 0}. It is then indeed J stconvex, but Γ is not anymore foliated by Lagrangian submanifolds. However, the projections of the Lagrangian cylinders defined above to Γ are totally real cylinders, still filled near their boundaries. Eliashberg's theory works as well for totally real sumbanifolds, the filling can be carried on, and the rest of the argument goes through. For every J such that J = J ∂Ω on some neighbourhood of ∂Ω, there exists a J-disc u J with area A which intersects L.
Step III: Stretching the neck. Recall now that L is the image by an exact lagrangian embedding ι of L 0 := S 1 (a) n−m × T m . Consider on L the metric g := ι * g st where g st is the restriction of the euclidean metric in C n to L 0 . As usual in SFT, we consider a neighbourhood U of L symplectomorphic to a neighbourhood of the zero section in T * L, endow it with the metric g induced canonically from g |L , and consider Σ := {g = ε 0 } ⊂ U . For small enough ε 0 , this is a contact type hypersurface which splits Ω into two pieces Ω − ∪ Ω + , where Ω − has concave boundary at Σ (and contains ∂Ω), and Ω + has convex boundary (and contains L). Now we consider a neck-stretching along Σ. Notice that since L ⋐ Ω, the same holds for Σ provided ε 0 is small enough, so we can consider a degeneration J ε of the complex structure with the following properties.
• J ε = J ∂Ω near ∂Ω. So Ω is J ε -convex, and the procedure of the second step can be carried on, to produce a J ε -disc u ε : (D, ∂D) → (Ω, Γ), with area A and Im u ε ∩ L = ∅.
• J ε stretches the neck of Σ when the parameter ε goes to +∞.
Since the discs u ε remain in the compact domain Ω, the compactness theorem in SFT implies that there is some ε n such that u n := u εn converge to a holomorphic building B [BEH + 03], whose main features are summarized below:
• It has a main component, in Ω − , which is a J ∞ -holomorphic map u main ∞ : S → Ω − , where S is a punctured discs (with p punctures, p 1 because u n intersects L, hence Ω + ), and whose boundary is sent to Γ and has action A.
• All other components on Ω − , Ω + are J ∞ -holomorphic maps whose domains are punctured spheres (because the u n are discs).
• The components of the building in Ω − are asymptotic at each puncture to a negative Reeb orbit of ∂Ω − = Σ (the boundary of the image is oriented by the opposite of the Reeb flow). Similarly, the components in Ω + are asymptotic to positive Reeb orbits of Σ.
• There might be intermediate layers: components of B in Σ × R (the symplectization of Σ). These components are J-holomorphic for some cylindrical almost complex structure, again punctured spheres, asymptotics to positive Reeb orbits of Σ × {+∞} and negative Reeb orbits at Σ × {−∞}.
• The total symplectic area of these components is A, and they glue together to form a topological disc (see figure 2 ). We will refer to this last property by saying that the building B forms a disc. Figure 2 : A holomorphic building.
In the following, we neglect the intermediate layers, and argue as if there were none. This simplification only avoids extra-notations, and a general proof can easily been extracted from the argument given. Denote by −γ 1 , . . . , −γ p the (negative) Reeb orbits to which u main ∞ is asymptotic. Since B forms a disc, its other components glue together to form p discs asymptotic to γ 1 , . . . , γ p . Since the γ i are Reeb orbits, they project to closed geodesics of L under the natural projection π :
ℓ e ℓ ∈ H 1 (L) for the homology classes of these geodesics, where e ℓ is the class of the ℓ-th S 1 -factor in L ≈ (S 1 ) n , and k (i) ℓ ∈ Z. Observe at this point that since γ i bounds a topological disc, k
We will use the following obvious fact:
Fact 6.4. If γ is a positive Reeb orbit of Σ, the cylinder
is symplectic, with (oriented) boundaries γ and −πγ.
Lemma 6.5. For each i, k
Proof: Denote by S i the connected component of B in Ω + which is glued to u main ∞ along γ i . This components cannot be a disc because πγ i is non-contractible, so does not bound a disc in Ω + ≈ T * 1 T n . Therefore, S i has boundary components asymptotic to positive Reeb orbits γ i , γ 1 i , . . . , γ figure 3) . Therefore,
The map obtained by gluing to u main ∞ the symplectic cylinders ρ γ i now gives a symplectic form on a surface, with area
where the last inequality holds because p ≥ 1 and the previous lemma. We get A ≥ a. 
C 0 -Spectrum rigidity for Lagrangian
This section is devoted to the proof of theorem 5. We begin with a lemma that turns the problem into a question on the Liouville class of a Lagrangian submanifold in a cotangent.
where L, L ′ are two smooth Lagrangian, and if Spec L = Spec L ′ , then there is a sequence of Lagrangian embeddings i k : L ֒→ T * L with the following properties:
Proof: By Weinstein neighbourhood theorem, there is a symplectomorphism Φ between a neighbourhood U of L ′ in M and a neighbourhood V of the zero section in
It is a smooth disc with boundary
, which is a continuous curve in L ′ . We can therefore find an annulus A k ⊂ U with smooth boundaries, between h k (∂D) and a smooth perturbation of h(∂D) in L ′ . Then,
On the other hand, since A k ⊂ U , Φ(A k ) provides a smooth annulus with one side on Φ • h k (∂D) = i k (∂D) and one side on 0 L . Applying Stokes theorem, we therefore finally get that if Spec L = Spec L ′ , and
In view of the previous lemma, theorem 5 is a straightforward consequence of the following:
Proposition 7.2. Let U k be a system of neighbourhoods of 0 T n in T * T n . Assume that T k ⊂ U k is a sequence of embedded Lagrangian tori. Then,
Proof: We argue by contradiction. Let a k := [λ] |T k ∈ H 1 (T n ) and assume that a k 0. After extraction, we can assume that a k is at distance bounded away from 0 in H 1 (T n ). Represent the class a k by a linear 1-form ϑ k on T n . This is a closed form, whose norm ϑ k (q) ≥ ε 0 (for any fixed norm on the linear bundle T * T n ). The set
is a Lagrangian torus in T * T n (because ϑ k does not depend on q), C 0 -close to {(q, ϑ k )}, hence disjoint from 0 T n for k large enough. Moreover, if γ i (t) = (q i (t), p i (t)), i = 1 . . . 2n is a set of loops in T k whose homology classes span
Hence, T ′ k is an exact Lagrangian tori in T * T n which does not meet the zero-section, which is a contradiction with Gromov's theorem [Gro85] .
We conjecture in fact :
, where λ is the canonical Liouville form on T * L.
A Main lemmata for theorem 3.1
The appendix is dedicated for the proof of the following three lemmata which were used in the proofs of theorem 3.1: Lemma A.3. Let n 3, let W ⊂ C n be an open simple subset, endowed with the standard symplectic structure ω std , let r > 0 and G = D(r) ⊂ C, and let v 1 , v 2 : G → W be smoothly embedded symplectic discs, v * 1 ω std = v * 2 ω std = ω std , which coincide on a neighbourhood of the boundary ∂G ⊂ G. Then there exists a compactly supported Hamiltonian function H : W × [0, 1] → R, such that on a neighbourhood of v 1 (∂G) we have H(·, t) = 0 for every t, and such that for the time-1 map ψ of the flow of H, we have ψ • v 1 = v 2 on G. In other words, v 1 can be Hamiltonianly isotopped to v 2 inside W , while being kept fixed near the boundary.
The proofs of these lemmata are based on a number of auxiliary lemmata which we describe in section A.1. Let us remark that the proofs in the appendix are not always fully complete, and some of the technical details are left to the reader.
A.1 Auxiliary lemmata and their proofs
The 
, and such that for every s ∈ [0, 1], the curve
Proof. Without loss of generality we may assume that W is an open ball in R d . The map
, fulfils all the needed requirements, except may be for the requirement that for every s ∈ [0, 1], the curve [0, 1] → W , t → F ′ (s, t) is smoothly embedded. However, using standard arguments of general position, one can slightly perturb F ′ and obtain the needed smooth homotopy F .
be a simple open set, let γ : S 1 → W be a smooth closed embedded curve, and let F : [0, 1] × S 1 → W be a smooth map such that for every u ∈ [0, 1], the curve S 1 → W , t → F (u, t) is smoothly embedded, and such that F (0, t) = F (1, t) = γ(t). Then there exists a smooth mapF : [0, 1] × [0, 1] × S 1 → W , such that we haveF (u, 0, t) =F (0, s, t) =F (1, s, t) = γ(t),F (u, 1, t) = F (u, t) for every u, s ∈ [0, 1] and t ∈ S 1 , and such that for any u, s ∈ [0, 1], the curve S 1 → W , t → F (u, s, t) is smoothly embedded.
, fulfils all the needed requirements, except may be for the requirement that for every u, s ∈ [0, 1], the curve [0, 1] → W , t →F ′ (u, s, t) is smoothly embedded. However, using standard arguments of general position, one can slightly perturbF ′ and obtain the needed smooth mapF . Proof of Lemma A.2. First of all, without loss of generality we may assume that γ(t) = (t, 0) for t ∈ [0, 1]. We divide the construction of the Hamiltonian H into two steps. At the first step we find a Hamiltonian isotopy of the curve v 1 • γ to the curve v 2 • γ, and at the second step we complete this isotopy to the needed Hamiltonian flow.
Step I By lemma A.4, we can find a smooth homotopy Remark A.11. One possible way to do this is as follows. We have
Since v 1 • γ is smoothly embedded, one can find local symplectic coordinates (x 1 , y 1 , ..., x n , y n ) on a neighbourhood U of v 1 • γ((0, ǫ)), such that in these coordinates U = (0, ǫ) × (−δ, δ) × D(δ) ×n−1 , and v 1 • γ(t) = (t, 0, 0, ..., 0) for t ∈ (0, ǫ), where δ > 0 is a small positive number. Now fix a non-negative smooth function κ : (0, ǫ) → R, not identically 0, such that Supp (κ) ⊂ (ǫ/3, ǫ/2), and such that κ ∞ is small enough. Let ν : [0, 1] → R be a smooth function, which will be specified later. Now we define
, and by F ′ (s, t) = (t, 0, κ(t) cos(ν(s)t), κ(t) sin(ν(s)t), 0, 0, ..., 0, 0), for (s, t) ∈ [0, 1] × (0, ǫ), where the latter equality is written in the chosen local coordinates on U . We have ω( 
) and moreover v ′ 1 = v 2 on a neighbourhood of the endpoints {z 1 , z 2 }.
Step II Recall that γ(t) = (t, 0) for
Hence it is not hard to see that for some neighbourhood . But then if we multiply H ′′ by a function which equals 1 on the complement of a small neighbourhood of {v ′ 1 (z 1 ), v ′ 1 (z 2 )}, and equals 0 on a smaller neighbourhood of {v ′ 1 (z 1 ), v ′ 1 (z 2 )}, the time-s map of the flow of the resulting Hamiltonian functionH ′′ still maps w 0 to w s , but we moreover have thatH ′′ = 0 on a neighbourhood of {v ′ 1 (z 1 ), v ′ 1 (z 2 )} = {v 1 (z 1 ), v 1 (z 2 )} = {v 2 (z 1 ), v 2 (z 2 )}.
Finally, the concatenation of the flows of H ′ andH ′′ give us the desired Hamiltonian flow.
Proof of Lemma A.3. Choose a primitive to ω 1-form λ on W , dλ = ω. We divide the proof into two steps. In the first step we find a Hamiltonian flow that takes the disc v 1 to the disc v 2 while the boundary of the disc is being kept fixed. In the second step we correct the Hamiltonian flow from the first step so that now a neighbourhood of the boundary is being kept fixed during the isotopy.
Step I By lemma A.1, there exists a compactly supported Hamiltonian isotopy ϕ u , u ∈ [0, 1] of W , such that ϕ 1 • v 1 = v 2 . Define a map F : [0, 1] × S 1 → W by F (u, t) = ϕ u (v 1 (t)), while here we identify S 1 ∼ = ∂G. Denote γ(t) := F (0, t) = F (1, t) for every t ∈ S 1 . Our aim is to find a smooth path Φ u , u ∈ [0, 1] of compactly supported Hamiltonian diffeomorphisms of W such that Φ u (γ(t)) = F (u, t) for every u ∈ [0, 1], t ∈ S 1 , such that we moreover have Φ 0 = Φ 1 = id. Provided that we have such Φ u , u ∈ [0, 1], we can define the Hamiltonian flow ψ u 1 = (Φ u ) −1 • ϕ u , and then we have ψ 1 1 • v 1 = v 2 and ψ u 1 (v 1 (z)) = v 1 (z) = v 2 (z) for every u ∈ [0, 1] and z ∈ ∂G.
First, use lemma A.5 to find a smooth mapF : [0, 1] × [0, 1] × S 1 → W such that we haveF (u, 0, t) =F (0, s, t) =F (1, s, t) = γ(t),F (u, 1, t) = F (u, t) for every u, s ∈ [0, 1] and t ∈ S 1 , and such that for any u, s ∈ [0, 1], the curve S 1 → W , t → F (u, s, t) is smoothly embedded. After slightly perturbingF , we may assume that we moreover have that for every u, s ∈ [0, 1], the λ-action of the curve S 1 → W , t →F (u, s, t), equals to the λ-action of γ, or in other words that for every u 0 , s 0 ∈ [0, 1], the symplectic area of the cylinder get that ψ 1 2 • v 1 = v 2 on G, and ψ u 2 (v 1 (z)) = v 1 (z) = v 2 (z) for every u ∈ [0, 1] and z ∈ G ′ . Let H 2 : W × [0, 1] → R, H 2 = H 2 (x, u) be the compactly supported Hamiltonian function of the flow ψ u 2 . Since the points of v 1 (G ′ ) stay fixed under the flow ψ u 2 , the differential of H 2 (·, u) vanishes at each point of v 1 (G ′ ), in particular H 2 (·, u) is constant on v 1 (G ′ ), for each u ∈ [0, 1]. After adding to H 2 a function depending solely on time, and making a cutoff outside ∪ t∈[0,1] ψ t 2 (v 1 (G)), if necessary, we may without loss of generality moreover assume that H 2 (·, u) = 0 on v 1 (G ′ ), for each u ∈ [0, 1]. Finally, if we make a cutoff of the Hamiltonian function H 2 , multiplying it by a function on W which equals 1 outside a small neighbourhood of u 1 (∂G) and equals 0 on a smaller neighbourhood of u 1 (∂G), then we obtain a Hamiltonian function H : W × Proof. Let X ⊂ M be a smooth submanifold of a symplectic manifold (M, ω). It is enough to show that for every relatively open U ⊂ X there exists relatively open symplectically homogeneous subset V ⊂ U . To show the latter, choose a point x 0 ∈ U such that the dimension of the kernel of ω in T x 0 X is minimal. Since for x ∈ U , the dimension of the kernel of ω in T x X is an upper semi-continuous function of x, it is enough to take V to be a small relatively open neighbourhood of x 0 in U . Lemma B.2. We have an affirmative answer to question 3 for given X ⊂ M provided that for each relatively open Y ⊂ X we have a positive answer to question 1' for Y ×S 2 ⊂ M ×S 2 . In particular, the same is true for question 1.
Proof. First of all, it is enough to show that for given X ⊂ M , if we have positive answer to question 1' for all relatively open Y ⊂ X, then the restriction h |X : X → X ′ is either symplectic or anti-symplectic.
Assume now that we have a smooth submanifold X ⊂ M , and a symplectic homeomorphism h : M → M ′ , such that the restriction h |X : X → X ′ = h(X) is a diffeomorphism. Let us show, that under the assumption of the lemma, the restriction h |X : X → X ′ is either symplectic or anti-symplectic. By lemma B.1, X has a dense open subset which is a union of symplectically homogeneous relatively open subsets. Since it is enough to show that h is symplectic on this dense open subset, we may assume without loss of generality that X is itself a symplectically homogeneous submanifold. By our assumptions, X and X ′ are symplectomorphic, hence X ′ is also symplectically homogeneous, having the same dimension and symplectic co-rank as X. Now, for given x 0 ∈ X and for x ′ 0 = h(x 0 ) ∈ X ′ we need to show that the differential of h |X : X → X ′ at x 0 is symplectic. There is a symplectic embedding i : B → M of a small ball B ⊂ R 2n centred at the origin, and a symplectic embedding i ′ : B ′ → M of a small ball B ′ ⊂ R 2n centred at the origin, such that i(0) = x 0 , i ′ (0) = x ′ 0 , and such that i −1 (X) = B ∩ L and i ′−1 (X ′ ) = B ′ ∩ L, where L = {(x 1 , y 1 , ..., x n , y n ) | x m+1 = ... = x n = y m+r+1 = ... = y n = 0} ⊂ R 2n . Let us identify B with i(B) via i and identify B ′ and i ′ (B ′ ) via i ′ . Denote the differential of h : X → X ′ at x 0 by A, and we may think of A as a linear map A : L → L. Now fix some smooth strictly convex bounded open set K ⊂ L. Take ǫ > 0 small enough, and consider Y = ǫK ⊂ X. By our assumption, Y is symplectomorphic to Y ′ = h(Y ) ⊂ X ′ , i.e there exists a symplectic diffeomorphism f : Y → Y ′ . Moreover, Y is strictly convex, and since ǫ is small and h |X : X → X ′ is a diffeomorphsim, it follows that the intersection of each of the leaves of the characteristic foliation of X with Y is connected, and that the intersection of each of the leaves of the characteristic foliation of X ′ with Y ′ is connected. Hence it follows that f on Y has the form f (z, t) = (ϕ(z), ψ(z, t)), where z = (x 1 , y 1 , ..., x m , y m ), t = (y m+1 , ..., y m+r ), and ϕ is a symplectomorphism from π z (Y ) onto π z (Y ′ ), where π z : L → R 2m × {0 r } is the orthogonal projection. Proof. It is clearly enough to show the following generalisation of the Eliashberg-Gromov theorem: if X ⊂ M , X ′ ⊂ M ′ are smooth submanifolds, and f k : X → X ′ , k = 1, 2, ... is a sequence of symplectic diffeomorphisms, that C 0 -converge to a diffeomorphism f : X → X ′ , then f is symplectic. Let us show this. By lemma B.1, X and X ′ have dense subsets, each of which is a union of symplectically homogeneous relatively open subsets. Hence it is enough to show that if U ⊂ X, U ′ ⊂ X ′ are relatively open connected symplectically homogeneous subsets, such that f (U ) ⋐ U ′ , then the restriction f |U : U → U ′ is a symplectic embedding. We have f k (U ) ⋐ U ′ for large k, hence U and U ′ has the same symplectic co-rank. It is enough to show that for given x 0 ∈ U , f is symplectic near x 0 . Denote x ′ 0 = f (x 0 ). There is a symplectic embedding i : B → M of a small ball B ⊂ R 2n centred at the origin, and a symplectic embedding i ′ : B ′ → M of a small ball B ′ ⊂ R 2n centred at the origin, such that i(0) = x 0 , i ′ (0) = x ′ 0 , and such that i −1 (U ) = B ∩ L and i ′−1 (U ′ ) = B ′ ∩ L, where L = {(x 1 , y 1 , ..., x n , y n ) | x m+1 = ... = x n = y m+r+1 = ... = y n = 0} ⊂ R 2n . Let us identify B with i(B) via i and identify B ′ and i ′ (B ′ ) via i ′ . Since f k are symplectic, on some small neighbourhood 0 ∈ V ⊂ L they have the form f k (z, t) = (ϕ k (z), ψ k (z, t)), where z = (x 1 , y 1 , ..., x m , y m ), t = (y m+1 , ..., y m+r ), and ϕ k are symplectic embeddings from π z (V ) into R 2m , where π z : L → R 2m × {0 r } is the orthogonal projection. Since the sequence f k C 0 -converges to f , it follows that f on V also has the form f (z, t) = (ϕ(z), ψ(z, t)), where the sequence of embeddings ϕ k C 0 converges to ψ. Now the statement follows from the proof of the Eliashberg-Gromov theorem.
