A fast algorithm is presented for the training of multilayer perceptron neural networh. In each iteration, there are two passes through the training data. In the first pass, linear equations are solved for the output weights. In the second data pass, linear equations are solved for hidden unit weight changes. Full batching is used in both data passes. An algorithm is described for calculating the learning factor for use with the hidden weights. It is shown that the technique is significantly faster than standard output weight optimizationbackpropagation).
I. Introduction
Despite many successful applications, multilayer perceptron (MLP) neural networks require long training time. Several investigators have devised fast training techniques that require the solution of sets of linear equations [l-61. In output weight optimizationbackpropagation [6] (OWO-BP), linear equations are solved to find output weights and backpropagation is used to find hidden weights (those which feed into the hidden units). Scalero and Tepedelenlioglu [7] have developed a non-batching approach for finding all MLP weights, using multiple sets of linear equations. Although this technique is more effective than backpropagation, it does not use OW0 to optimally find the output weights, and does not use full batching.
In this paper, we replace the backpropagation component of OWO-BP with a hidden weight optimization (HWO) scheme based upon the algorithm of Scalero and Tepedelenlioglu. The resulting algorithm, termed OWO-HWO, is described and compared to straight OWO-BP.
II. Review of OWO-BP
In this section, we review the OWO-BP algorithm. The output activation Op(n) of nth input unit for training pattern p is defined as where xp denotes pth input vector.
Ope) of the jth hidden unit for training pattern p are The net input netpQ) and the output activation where index i is for all the hidden units or input units feeding this hidden unit from the previous layers, and 007 is the bias of the jth unit's net function. Also wQ,i) denotes the weight connecting the ith unit to this hidden unit. If the activation functionf is sigmoidal, then
The net input netop@) and the output activation Oop(k) of the kth output unit for training pattern p are where index i is for all the hidden units or input units feeding to this output unit from the previous layers, and O(k) is an additive bias for net function of the k h unit. w,(k,i) denotes the output weight connecting the ith unit to this output unit. To simplify our notation, we treat the net function threshold as a weight connected to an input with a value of 1.
With the operations described in equations (2.1) through (2.4), the training error for kth output unit for pth pattern, E,&) is 
where N, is the total number of training patterns. The overall performance of a MLP neural network, measured as Mean Square Error (MSE), can be written as 
B. Hidden weight changes
In standard BP, the hidden weights are updated as where 2 is the learning factor. By using the chain rule, the gradients can be expressed as where (2.14)
A. Output weight changes is an error signal called the delta function [lo] .
The OW0 training algorithm [6] and Aw0,i) is the actual weight change for the weight that connects the output of the ith unit to the net function of the jth unit. 2 is the learning factor and e0,i) is found by solving (3.9) . Then the change in E is
Assume that we want to calculate z so that the error function E is reduced by a factor (Y which is close to, but less than, 1. We then get Here e, and e, respectively denote the threshold and weight components of the desired weight changes e Using these equations, the learning factor 2 is automatically determined from the gradient elements, weight changes solved from linear equations, and Z', where Z' is a number between 0.0 and 0.1.
C. Algorithm description
Based upon results in the previous subsections, we can construct the OWO-HWO algorithm as follows. 
4.
Solve the output weight equations and update the output unit weights. 5. Make a second pass through the training data and accumulate the gradient elements GE/Gw(j,i) and 6E/68(j). 6. Accumulate the cross-and auto-correlation R,,(m) and Roo(i,m) for hidden units. 7. Solve the sets of linear equations for hidden weight changes. 8. Calculate the learning factor 2, then update the hidden unit weights and thresholds. 9. Go to step 2.
Ro0fi,m).
optimization algorithm is equal to that from the backpropagation algorithm. By examining the autocorrelation matrix Roo, this equivalence occurs when the autocorrelation matrix R , is an identity matrix. This happens when the following conditions are satisfied.
(1) Each input feeding into hidden units is zero mean.
(2) The variances of these inputs are all equal to 1. (3) All of the hidden unit inputs are statistically Note that in MLPs having two hidden layers, hidden unit inputs include outputs of the first hidden layer. The conditions above are not met in MLPs with two hidden layers. In most training data sets, these conditions are not satisfied, even when the MLP has one hidden layer.
independent of each other.
D. Comparison with gradient approach

IV. Examples
From equation (3.9), we find that the relationship between the hidden weight changes of backpropagation and those of the hidden weight optimization algorithm is a linear transformation through an autocorrelation matrix
Roo. That is (3.16)
Here e + indicates the vector of hidden weight changes obtained from backpropagation algorithm for a certain hidden unit, and bwo from hidden weight optimization algorithm.
By decomposing the autocorrelation matrix Roo with the singular value decomposition (SVD), equation (3.16) can be rewritten as (3.17) where C is a diagonal matrix containing the singular values and U contains the corresponding eigenvectors.
As in the theory of Principle Components Analysis, (PCA, also known as the Karhune-Loeve Transfomzation), the eigenvectors of the autocorrelation matrix R , pertaining to the zero-mean input data patterns define the unit vectors, representing the principle directions along which the projection variance have their extrema1 values.
Projecting the hidden weight changes onto the principle directions in equation (3.17) , the difference between backpropagation and hidden weight optimization algorithm is the factor El, the inverse of the diagonal singular value matrix. Each singular values is a measure of how much variance of the data set that principle direction accounts for.
Under certain conditions, the vector of hidden weight changes obtained from the hidden weight As a first example, we chose the task of inverting the surface scattering parameters from an inhomogeneous layer above a homogeneous half-space, where both interfaces are randomly rough. The parameters to be inverted are the effective permittivity of the surface E , the normalized rms height ka (upper surface ka,, lower surface kaJ, the normalized surface correlation length kL (upper surface kL,, lower surface kLJ, where k is the wavenumber, the optical depth 7, and single scattering albedo w of an inhomogeneous irregular layer above a homogeneous half space from backscattering measurements [ 1 1,121.
The training data for the MLP network contained 1768 patterns. The inputs consisted of eight theoretical values of backscatterkg coefficient parameters a" at V and H polarizations and four incident angles (lo", 30°, 50°, 70"). The outputs were the corresponding values of E, ka,, ka,, kL,, kL,, 7, and U , which had a jointly uniform probability density. We chose the MLP structure 8-10-7 and had the training errors shown in Fig. 1 for both OWO-BP and O W O -W O . We see that the new algorithm can learn much better than OWO-BP. In fact, when the learning of OWO-BP is falling into a local minimum, the new algorithm is still learning well because of the effect of the hidden weight optimization (HWO) algorithm.
The second data set has 16 inputs and 3 outputs and corresponds to the inversion of surface permittivity E, the normalized surface rms roughness ka, and the surface correlation length kL found in backscattering models from randomly rough dielectric surfaces. In contrast to the first data set, no volume scattering related parameters are considered. The first eight of the sixteen inputs represent the simulated backscattering coefficient measured at 10, 30, 50 and 70 degrees at both vertical and horizontal polarizations. The remaining eight are various combinations of ratios of the original eight values. These ratios correspond to those used in several empirical retrieval algorithms.
The training data for the MLP network contained 10,000 patterns. We chose the MLP structure 16-20-3 for the estimation MLP. The training errors of the OWO-BP and OWO-HWO algorithms are shown in Fig.  2 . For this data set, the performance of OWO-HWO is much better than that of OWO-BP. From figures 1 and 2, we see that the new algorithm's training error curve may be little rougher than that of OWO-BP but it learns much faster and significantly improves the mean square error for those two examples. 
V. Conclusion
In this paper, we have combined the algorithms of [6] and [7] , yielding the OWO-HWO training algorithm for MLP networks. A partial analysis of the algorithm has been given. Conditions under which OWO-HWO equals OWO-BP have been derived. For two remote sensing data sets, the OWO-HWO algorithm has significantly outperformed the OWO-BP algorithm. 
