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Sugeno integrals are qualitative aggregation functions. They are used in multiple criteria
decision making and decision under uncertainty, for computing global evaluations of items,
based on local evaluations. The combination of a Sugeno integral with unary order preserving
functions on each criterion is called a Sugeno utility functionals (SUF). A noteworthy property
of SUF is that they represent multi-threshold decision rules, while Sugeno integrals represent
single-threshold ones. However, not all sets of multi-threshold rules can be represented by a
single SUF. In this paper, we consider functions defined as the minimum or the maximum of
several SUF. These max-SUF and min-SUF can represent all functions that can be described
by a set of multi-threshold rules, i.e., all order-preserving functions on finite scales. We study
their potential advantages as a compact representation of a big set of rules, as well as an
intermediary step for extracting rules from empirical datasets.
1 Introduction
Sugeno integrals [12] are aggregation functions that are used in multiple criteria decision making
and in decision under uncertainty [7, 9]. They are qualitative aggregation functions because they
can be defined on non-numerical scales (more precisely on distributive lattices [5]). In this paper
we only consider Sugeno integrals defined on completely ordered scales, and denote such a scale by
L. A noteworthy property of Sugeno integrals is that their output is always comprised between the
minimum and the maximum of their parameters. Moreover, Sugeno integrals on L are a subclass
of lattice polynomials on L. More precisely, they correspond to all idempotent functions from
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Ln to L that can be formulated using min and max operations, variables and constants. From a
decision making point of view, they also can be regarded as functions whose result depends on an
importance value assigned to each subset of criteria. Sugeno integrals are known to represent any
set of single-threshold if-then rules [8, 10] of the form
x1 ≥ α and x2 ≥ α . . . and xn ≥ α⇒ y ≥ α (selection rules), or
x1 ≤ α and x2 ≤ α . . . and xn ≤ α⇒ y ≤ α (deletion rules).
Sugeno utility functionals (SUF) are a generalization of Sugeno integrals [6] where each criterion
value is mapped to an element of L by an order preserving function. They allow to represent
multi-threshold rules of the form:
x1 ≥ α1 and x2 ≥ α2 . . . and xn ≥ αn ⇒ y ≥ δ (selection rules), or
x1 ≤ α1 and x2 ≤ α2 . . . and xn ≤ α1 ⇒ y ≤ δ (deletion rules).
However, although any single multi-threshold rule can be represented by a SUF, not all sets of
multi-threshold rules can be represented by a single SUF [3].
In this paper, we consider functions defined as disjunctions or conjunctions of SUF, recently
introduced in [3]. They capture all order-preserving piecewise unary functions on finite scales, this
is to say, all functions that can be represented by means of a set of multi-threshold rules. We
study the potential advantages of this representation based on combinations of SUF. In particular,
we investigate whether it is possible to represent a large set of rules by means of only a few SUF,
and whether combinations of SUF can help learning models which offer a good trade-off between
simplicity and predictive accuracy.
In the next section we present combinations of SUF as a framework with equivalent expressivity
to that of decision rules. In Section 3, we deal with the problem of finding a minimal combination of
SUF that represents a set of rules. In Section 4, we propose a method for approximately representing
real datasets by means of a disjunction of SUF. We show that it achieves predictive accuracy scores
similar to the rule sets learned by the rough set-based method VC-DomLEM [1]. We also look at
the compactness of the obtained model, and at the relation between the compactness of the model
and its predictive accuracy. We omit the proof of most results because of space limitation.
2 Preliminaries
We use the terminology of multiple criteria decision-making where some objects are evaluated
according to several criteria. We denote by C = {1, . . . , n} a set of criteria, by 2C its power set, and
by X1, . . . , Xn and L totally ordered scales with top 1X1 , . . . , 1Xn and 1L and bottom 0X1 , . . . ,
0Xn and 0L, respectively. We denote by ν the order reversing operation on L (ν is involutive and
such that ν(0) = 1 and ν(1) = 0. We denote the Cartesian product X1× · · ·×Xn by X. An object
is represented by a vector x = (x1, . . . , xn) ∈ X where xi is the evaluation of x w.r.t. criterion i.
Let f : X→ L be an evaluation function.
2.1 Decision Rules
Order-preserving functions from X to L can always be described by a set of selection rules or of
deletion rules [3]. For the sake of simplicity, in this paper we mainly focus on selection rules. When
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there is no risk of ambiguity, we simply refer to selection rules as rules. Since any selection rule
r ∈ R has the form
x1 ≥ αr1, . . . , xn ≥ αrn ⇒ f(x) ≥ δr,
we will use the following abbreviation for defining a rule
r : αr1, . . . , α
r
n ⇒ δr.
Moreover, the left hand side of a rule r will be denoted by αr = (αr1, . . . , α
r
n). We say that a
function f : X → L is compatible with a selection rule r if f(x) ≥ δr for all x such that xi ≥ αri
for each i ∈ C. For any selection rule r, we will denote by fr the least function from X to L that
is compatible with r, i.e., the function defined by
fr(x) = δ
r if [xi ≥ αri ∀i ∈ C], 0 otherwise,
for all x ∈ X. We say that a criterion i ∈ C is active in r if αri > 0Xi . Moreover, we denote by
Ar the set of criteria active in a rule r. For any set of rules R, we denote by fR the least function




for all x ∈ X. We say that a function f : X→ L represents a set of selection rules R (or equivalently,
that R represents f) if f = fR. We say that a set of selection rules is redundant if there exists
r, s ∈ R such that r 6= s,
αri ≥ αsi for all i ∈ C and δs ≥ δr, (1)
or, equivalently, if there exists r ∈ R such that fR = fR\{r}. A set of rules that is not redundant is
said to be irredundant. We define the equivalence class of a set of rules R as [R] = {R′ | fR = fR′}.
Lemma 1 The equivalence class of R has one minimal element, which is




and is the only irredundant element of [R].
2.2 Sugeno Integrals and Their Generalizations
A Sugeno integral is defined with respect to a capacity which is a set function µ : 2C → L that
satisfies µ(∅) = 0, µ(C) = 1 and µ(I) ≤ µ(J) for all I ⊆ J ⊆ C. The conjugate capacity of µ
is defined by µc(I) = ν(µ(Ic)), where Ic is the complement of I. The capacity can be seen as a
function assigning an importance level to each subset of criteria. The Sugeno integral Sµ associated










for all x ∈ Ln [11]. The inner qualitative Möbius transform of a capacity µ is a mapping µ# : 2C → L
defined by
µ#(I) = µ(I) if µ(I) > max
J⊂I
µ(J), and 0 otherwise.
3
A set I ⊆ C such that µ(I) > 0 is called a focal set. The set of focal sets of µ is denoted by
F(µ). Since µ(A) = maxI⊆A µ#(I) for all A ⊆ C, the set function µ# contains the minimal
amount of information needed to reconstruct µ. The qualitative Möbius transform provides a










A Sugeno utility functional (SUF) is a combination of a Sugeno integral and unary order preserving





ϕi(xi)), for all x ∈ X,
where µ is a capacity, ϕ = (ϕ1, . . . , ϕn) and, for all i ∈ C, ϕi : Xi → L is order preserving, with
ϕ(0Xi) = 0L and ϕ(1Xi) = 1L.
It is shown in [10] that any SUF can be represented in terms of single-thresholded rules of the
form ”ϕ1(x1) ≥ α, . . . , ϕn(xn) ≥ α⇒ f(x) ≥ α” (in other words, for all SUF Sµ,ϕ there is a set of
rules R such that fR = Sµ,ϕ). On the contrary, some sets of rules cannot be represented by a SUF.












for all x ∈ X, where S1, . . . , Sk, S1, . . . S` are SUF.
Remark 1 It is shown in [3] that min-SUF and max-SUF can represent any set of deletion or
selection rules, respectively. In other words, any order-preserving function from X to L can be
expressed by a max-SUF and by a min-SUF. Also, since any SUF is such that Sµ,ϕ(0X1 , . . . , 0Xn) =
0L and Sµ,ϕ(1X1 , . . . , 1Xn) = 1L, note that no combination of SUF from X to L can represent a
set of rules R such that fR(0X1 , . . . , 0Xn) > 0L or fR(1X1 , . . . , 1Xn) < 1L. However, one can take
L′ = {y ∈ L | ∃x ∈ X : fR(x) = y} and find a combination of SUF from X to L′ that represents R.
Based on these results, we can try to model any order-preserving function defined on finite scales
by means of max-SUF or min-SUF. Moreover, datasets that can be conveniently approximated by
means of rules could also be approximated by means of a max-SUF or min-SUF. In the next section,
we focus on the exact representation of an order-preserving function.
3 Representing a Set of Rules by a (max-)SUF
In this section we will address the following problems. Given a set of rules R:
1. Determine whether R is SUF-representable, i.e., whether there is a SUF such that fR = Sµ,ϕ.
2. Find such a SUF if it exists.
3. In the case it does not exist, find a max-SUF that represents R while involving the least
possible number of SUFs.
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3.1 From a SUF to a Rule Set and Back
We already know that any SUF can be represented by a set of rules. Let us denote by Rµ,ϕ the set




{r | Ar = F and ∀i ∈ Ar : αri = min {xi ∈ Xi | ϕi(xi) ≥ δr}} .
As it will be shown in Lemma 2, this set of rules is equivalent to Sµ,ϕ.
Although it is not always possible to find a SUF that represents a given set of rules, we can give
a method for constructing such a SUF, when it exists. For any set of rules R, let SmaxR be the SUF
defined by SmaxR = Sµ,ϕ, where µ(C) = 1L,








and ϕi(1Xi) = 1L for all i ∈ C. From this definition, we easily see that we always have SmaxR ≥ fR.
However it can be the case that SmaxR > fR as shown in the following example.
Example 1 Consider a set of three criteria C = {1, 2, 3}, the scales X1 = X2 = X3 = L =
{0, a, b, 1}, with 0 < a < b < 1, and the rule set R = {r1, r2, r3}, with
r1 : 0, b, 1⇒ 1, r2 : a, a, 0⇒ a, r3 : a, 0, b⇒ b.
Let Sµ,ϕ = S
max
R . The function µ is such that
µ#({1, 2}) = a µ#({1, 3}) = b, µ#({2, 3}) = 1.
and, for all other I ⊂ C, µ#(I) = 0. Moreover, we have
ϕ1(a) = ϕ1(b) = b, ϕ2(a) = a, ϕ2(b) = 1, and ϕ3(a) = 0, ϕ3(b) = b.
One can check that Sµ,ϕ(0, b, b) = b, while fR(0, b, b) = 0.
We will show that, when SmaxR > fR, there exists no SUF that represents R (see Proposition 4).




Proof 1 Let Sµ,ϕ be a SUF, and let µ
∗ and ϕ∗ be such that SmaxRµ,ϕ = Sµ∗,ϕ∗ . First, take any x ∈ X,




Therefore µ(F ) ≥ y and ∀i ∈ F : ϕi(xi) ≥ y. From the definition of Rµ,ϕ it follows that there is
r ∈ Rµ,ϕ such that δr = µ(F ) ≥ y, Ar = F and ∀i ∈ Ar : αri ≤ xi. So we have fr(x) ≥ y and thus
fRµ,ϕ(x) ≥ y. Now, from the definition of SmaxRµ,ϕ , it follows that µ
∗(Ar) ≥ y and ∀i ∈ Ar : ϕ∗i (xi) ≥
y. Therefore SmaxRµ,ϕ ≥ y. Summing up, we have proven Sµ,ϕ ≤ S
max
Rµ,ϕ
and Sµ,ϕ ≤ fRµ,ϕ .
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Now we will prove Sµ,ϕ ≥ fRµ,ϕ . Let x ∈ X, y ∈ L such that fRµ,ϕ(x) ≥ y. Necessarily there
is r ∈ Rµ,ϕ such that fr(x) ≥ y. Therefore δr ≥ y, and from the definition of Rµ,ϕ it follows that
µ(Ar) ≥ δr. Moreover for all i ∈ Ar we have
xi ≥ αri = min{zi ∈ Xi | ϕi(zi) ≥ δr},
and thus ϕ(xi) ≥ δr. Finally we get that for all y s.t. fRµ,ϕ(x) ≥ y:
Sµ,ϕ(x) ≥ min(µ(Ar), min
i∈Ar
ϕi(xi)) ≥ δr ≥ y.
Therefore Sµ,ϕ ≥ fRµ,ϕ .
We still have to prove SmaxRµ,ϕ ≤ Sµ,ϕ. Let x ∈ X and y ∈ L be such that S
max
Rµ,ϕ
(x) ≥ y. Necessarily
there is F ∈ F(µ∗) such that
min(µ∗(F ),min
i∈F
ϕ∗i (xi)) ≥ y (5)
Thus µ∗(F ) ≥ y and from the definition of SmaxRµ,ϕ it follows that there is r ∈ R such that A
r ⊆ F
and δr ≥ y. From the definition of Rµ,ϕ we obtain that µ(Ar) ≥ y. From (5) we also get that
∀i ∈ F : ϕ∗i (xi) ≥ y. Again, from the definition of SmaxRµ,ϕ , it follows that, for each i ∈ F , there is
ri ∈ Rµ,ϕ such that δr
i ≥ y and 0 < αrii ≤ xi. So, for each i ∈ F :
xi ≥ αr
i
i = min{zi ∈ Xi | ϕi(zi) ≥ δr
i
},
and thus ϕi(xi) ≥ δr
i




We have shown that SmaxRµ,ϕ ≤ Sµ,ϕ, and the proof is complete. 
Lemma 3 Let R and R′ be two sets of selection rules belonging to the same equivalence class.
Necessarily SmaxR = S
max
R′ .
Lemma 4 For any set of selection rules R, if there exists a SUF S such that S = fR, then
S = SmaxR .
Relying on Proposition 4, we are able to identify sets of rules that can be represented by a single
SUF, and to define such a SUF if it exists. A simple procedure for doing so, starting from R, is to
compute µ and ϕ such that SmaxR = Sµ,ϕ and then to compute Rµ,ϕ. If Rµ,ϕ and R are in the same
equivalence class, then SmaxR is the SUF equivalent to R, otherwise there is no such SUF.
3.2 From a Rule Set to a max-SUF
Now consider the case where R cannot be represented by a SUF, but we want to find a max-
SUF that involves the least possible number of SUF for representing R. In order to find such an
“optimally parsimonious” max-SUF, one has to build the smallest partition (in terms of number of
subsets) where each subset P is SUF-representable. All such partitions cannot be enumerated in
reasonable time. Moreover note that, although in Example 1, r1 and r3 are responsible for the fact
that SmaxR > fR, whether R is SUF-representable or not depends on larger combinations of rules.
There are cases where each A ⊂ R of size at most n is SUF-representable, while R is not. One
example of such a case is the following.
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Example 2 Let n = 4. Consider L = {0, a, b, 1} and the set of selection rules R = {r1, . . . , r5}
with domain L4 and codomain L, where
r1 : a, a, 0, 0⇒ b,
r2 : a, 0, a, 0⇒ b,
r3 : a, 0, 0, a⇒ b,
r4 : 0, a, a, a⇒ a,
r5 : 0, b, b, b⇒ 1.
One can check that SmaxR > fR, while each subset of R of size 4 is SUF-representable. 
Algorithm 1 presents a greedy method for extracting the max-SUF representing a set of rules.
Although the resulting max-SUF is not necessarily minimal, it constitutes a first approximation.
Algorithm 1: Builds a set of SUF S that represents a given set of rules R
1 P ← {}
2 for each r ∈ R do
3 covered← false
4 for each P ∈ P do
5 if fP∪{r} = S
max
P∪{r} then
6 add r to P
7 covered← true
8 break foreach
9 if covered = false then
10 add {r} to P
11 S ← {SmaxP | P ∈ P}
Remark 2 In Algorithm 1, one does not have to compute SmaxP∪{r} from scratch each time a rule r
is added to P ; the function SmaxP can be updated iteratively.
In order to get an idea of the number of SUFs required to represent a set of rules, we randomly
generated sets of rules, and used Algorithm 1 to find their representations in terms of max-SUF.
Algorithm 2: Random generation of a set of rules R, for a given domain X, codomain L,
and real number p << 1
1 R← {}
2 for i from 1 to |X| ∗ p do
3 pick a random αr = (αr1, . . . , α
r
n) ∈ X\D
4 V = {δr ∈ L | such that (1) holds for all s ∈ R}
5 if V 6= ∅ then
6 pick a random δr in V
7 add the rule r : αr1, . . . , α
r
n ⇒ δr to R
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Our aim was to approximate the number of utility functionals necessary to represent a set of rules,
depending on the size of the set. Algorithm 2 describes the random generation of a rule set. The
number of rules depends on the number of criteria and on the size of L. For the sake of simplicity,
for our test we set X = Ln.
Table 1 displays the variation of the number of rules and Sugeno-utility functionals obtained,
depending on n and the size of L. These results suggest that in general, the representation of a
Table 1: Number of rules/Sugeno-utility functionals
Size of L
2 3 4 5 6 7 8
n
2 2/1 2/1 3/1 2/1 3/1 4/1 4/2
3 2/1 3/2 4/1 5/3 7/4 9/5 13/7
4 2/1 4/2 7/4 14/8 26/15 43/23 70/38
5 2/1 5/3 20/11 50/28 112/60 248/122 445/209
6 3/1 13/7 60/31 202/103 600/295 1397/642 3204/1384
7 3/1 31/13 197/93 873/410 3125/1386 8942/3859 21762/8780
set of selection rules in terms of a max-SUF is not very compact, since many SUFs have to be
involved. However, these results only concern randomly generated rule sets. In the next section,
we use combination of SUFs for empirical study on real datasets.
4 Modeling Empirical Data
Formally, we represent a dataset by a multiset D, whose elements belong to X×L. Elements of D
are called instances, and values of L are referred to as classes. In this section we present a method
for representing an empirical dataset by the mean of a max-SUF. This method is then applied on
12 datasets, the characteristics of which are given by Table 2. The process by which we extract a
Table 2: Description of the datasets. Further information can be found in [1].
Id Name Instances Criteria Classes Id Name Instances Criteria Classes
1 breast-c 286 8 2 7 denbosch 119 8 2
2 breast-w 699 9 2 8 ERA 1000 4 9
3 car 1296 6 4 9 ESL 488 4 9
4 CPU 209 6 4 10 LEV 1000 4 5
5 bank-g 1411 16 2 11 SWD 1000 10 4
6 fame 1328 10 5 12 windsor 546 10 4
max-SUF from a dataset can be divided into four steps.
1. Select an order-preserving subset of data.
2. Associate a rule to each instance.
3. Group rules into a max-SUF.
4. Simplify the model by pruning some of the SUF that compose it.
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Step 1. Selection of an order-preserving subset of data. Real life datasets often contain
pairs of instances that are order-reversing, i.e, instances (x, y) and (x’, y′) such that x ≤ x’ and
y > y′. In this step, we build a graph where the set of vertices is D, and the set of edges contains
each order-reversing pair of instances. Then, we iteratively remove from D the node with the largest
number of neighbors, until no edge remains in the graph. In the next steps, we refer as D− to the
data remaining after Step 1. Table 3 presents the ratio of instances which are removed in each of
the 12 datasets.
Table 3: Average ratio of data that is removed during Step 1, for each dataset.
1 2 3 4 5 6 7 8 9 10 11 12
.176 .008 .001 .0 .003 .025 .046 .657 .198 .333 .356 .237
Step 2. Associate a rule to each instance. A naive way to proceed would be to return the
following set of rules: R = {r | ∃(x, y) ∈ D− : [δr = y and ∀i ∈ C : αri = xi]}. However, with most
datasets, this would lead to all criteria being active in most rules. This is problematic because
SUFs that will be learned by grouping such rules will only have focal sets of great size. Algorithm
3 provides an alternative solution, in which some criteria are set to 0 before rules are extracted. Its
principle is that the ith criterion value of an instance can be set to 0 if by doing so the data are still
order-preserving. Since the order in which criteria are considered can influence the result of the
algorithm, we define this order w.r.t. the discriminative power of each criterion in each instance.
A rough estimation of this feature is given by the function u :
⋃
i∈C Xi × L→ N defined by
u(xi, y) =
∣∣{(x’, y′) ∈ D− | [y > y′ and xi > x′i] or [y < y′ and xi < x′i]}∣∣ .
Intuitively, for any (x, y) ∈ D−, u(xi, y) represents the number of other instances (x’, y′) ∈ D−
such that the relation between y and y′ could be explained (at least partially) by the ith criterion.
Algorithm 3: Builds a set of rules R covering all instances of a given D−
1 R← {}
2 for each (x, y) ∈ D− do
3 for xi ∈ x in ascending order of u(xi, y) do
4 if D− ∪ {((x1, . . . , xi−1, 0Xi , xi+1, . . . , xn), y)} is order-preserving then
5 xi ← 0Xi
6 add x1, . . . , xn ⇒ y to R
Step 3. Group rules into a max-SUF. In this step we simply exploit a variant of Algorithm
1, where the condition in line 6 is replaced by “SmaxP∪{r}(x) ≤ y for all (x, y) ∈ D
−”. This guarantees
that the max-SUF obtained is greater than or equal to fR and does not missclassify any instance
of D−.
Step 4. Simplify the model. In this step, we remove some of the SUFs from the model (see
Algorithm 4). The algorithm depends on a parameter ρ ∈ [0, 1], usually set close to 1, which
represents the ratio of accuracy that has to be preserved when removing a SUF from the model.
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Figure 1: Average accuracy (in ordinate) and number of SUF (in abscissa) of selected results. Each
curve corresponds to one data set.
A lower value of ρ therefore allows to sacrifice more of the accuracy on the training data while
removing a SUF from the model. We denote by accuracy(S ,D) the accuracy obtained by the model
S on the data D.
Algorithm 4: Removes useless SUF from S , for given D− and ρ ∈ [0, 1]
1 end← false
2 while end = false do
3 end← true
4 for S ∈ S do
5 if accuracy(S\S,D−) ≥ ρ ∗ accuracy(S ,D−) then
6 remove S from S
7 end← false
For each dataset and each value of ρ ∈ {0.95, 0.96, . . . , 1.}, we tested this four-step process using
ten-fold cross validation repeated several time. For each test, we computed the average accuracy (on
validation data) and the average number of SUFs of the model. We then selected the best trade-offs
between a high accuracy and a low number of SUFs involved in the model; those are represented
in Figure 1. We can see that, although involving more SUFss in the model can increase accuracy,
a few SUFs are often enough to reach an accuracy close to that obtained by the best max-SUF.
In order to get an idea of the accuracy that can be reached by our method, we selected the
best accuracy obtained on each dataset. The 12 datasets considered in this paper have been used
in [1] for evaluating the predictive accuracy of monotonic VC-DomLEM, which is a method for
extracting decision rules based on the Dominance-based Rough Set Approach. Its overall accuracy
on the 12 datasets is higher than those of several methods, such as SVM, OSDL [2] (instance based)
or C4.5 (decision trees). Table 4 displays accuracy scores obtained by our method (with standard
deviation) and those obtained by monotonic VC-DomLEM, reported from [1]. Both methods yield
similar accuracy scores. To finish, Table 5 shows the distribution of rule lengths of the models with
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Table 4: Accuracy of VC-DomLEM and our method on each dataset.
1 2 3 4 5 6 7 8 9 10 11 12 avg.
Ours 76 95.3 97.2 89.3 92.4 65.2 84.5 26.4 69.4 63 56.7 53.2 72.4
± .57 .27 .19 1.33 0.52 .34 1.48 .75 .66 .53 .71 .75
VC-DL 76.7 96.3 97.1 91.7 95.4 67.5 87.7 26.9 66.7 55.6 56.4 54.6 72.7
Table 5: Rule length distributions, given as percentage. The number of criteria in each dataset is
indicated by double vertical bars.
Rule length






1 1 64 23 11 1
2 13 72 13 1 1 1 1 1
3 3 24 41 32
4 38 47 10 3 1 1
5 3 25 31 13 5 2 3 2 1 1 3 5 3 1 1
6 2 20 37 22 6 2 1 1 1 9
7 20 21 21 12 9 15 3
8 6 62 16 16
9 6 26 36 32
10 5 26 42 27
11 6 2 25 45 9 5 4 1 3
12 3 24 44 21 5 1 2
the best accuracy. Rule length distribution is an interesting feature for measuring interpretability.
Indeed, each decision of a classifier based on selection (or deletion) is caused by one or a few rules
only. The shorter these rules, the easier it is for a user to understand the classifier decision. Again,
the rule lengths distributions we obtained can be compared to those obtained by VC-DomLEM
in [1]. None of the two methods provides strictly better result than the other in terms of rule
length. However, a drawback of our approach is that it produces very long rules (albeit in a small
percentage) on several datasets (e.g., 5, 6, 11, 12). Such long rules are less cognitively appealing.
5 Conclusion
Keeping in mind that the results of the previous section are dependent of our algorithmic choices,
we can draw the following conclusions: it seems that a single Sugeno integral, even with utility
functions, is not enough to give an accurate representation of monotonic datasets. In our experi-
ments, the number of SUFs required to achieve an accuracy similar to decision rule-based models
can greatly vary from one dataset to another. Moreover, Table 5 shows that rule length distribu-
tions are quite uneven, even if Step 2 tries to privilege short rules. Progress may be achieved in
two directions. On the one hand we could put a restriction on the capacities, limiting ourselves to
k-maxitive capacities. On the other hand, one may start by constructing a decision tree of limited
depth from a dataset, and use SUFs at its leaves.
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