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1. MODELOS MATEMATICOS. ASPECTOS DETERMINISTAS y ~STOCASTICOS
Las redes geodésicas surgen de la necesidad de asignar
posiciones a los diferentes puntos de la superfléie terrestre.
Sus orígenes parecen estar en los trabajos del holandés Snell,
quien en 1615 efectuó la primera triangulación precisa d~ la
historia. Desde éntonces el concepto rle red geodésica ha cvo-
lucionado enormemente.
En la actualidad puede decirse que una red geodésica tie-
ne por objeto la estimación de ciertos parimetros que descri-
ban la geometría de la superfi.cie terrestre o de una parte de
ella, o su campo de gravedad, a partir de valores observados
de ciertas magnitudes susceptibles de ser medidas por procedi-
mientos directos o indirectos.
Esto plantea dos cuestiones importantes: por una parte
habrá que establecer las relacLones matemáticas entre los pa-
ráme t r-os y las observaciones, fundamentadas en las propif,da-
des geométricas o físicas del problema; esto conduce al llama-
do modelo funcional. Por otra parte habrá que describir el com
portamiento estadístico de las variables ateator-í as que '1 n te~
vengan, lo que conslituirá el llamado modelo cs t oc ást í co : '·s-
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te mudelo viene represt'ntad" o r-dí nar í nmen Le por el valor c:'per••-
do de dichas var-t abLes y por' su matr-iz de var-í anza=covar-Lanz a ,
Ambos modelos, el funcional y el <Jstocástlco, constituyen 1'1
modelo matemático.
En toda red geodésica se dispone de más datos de los es-
trictamnete necesarios para la resolución del.problema plant.ea-
do; por ello es preciso recurrir a los métodos de compensaciólI
o ajuste que tienen por objeto obtener uhos resulta~os que en
algún sentido sean los que mejor resuelvan el problema.
Desde un punto de vistFl determinlsta los diferentes mode-
los funcionales, una vez lincalizados,conducen El.la resolución
de sistemas de ecuaciones lineales del tipo
Ax = y. ( 1. 1)
donde x es el vector de parámetros, y el vector de observacio
nes y A es una matriz que los.relaciona denominada matriz de
diseño.
Las cuestiones sobre existencia y unicidad de solución
del sistema (1.1) pueden aóalizarse con las técnicas habit.ua-
les del álgebra lineal. En definitiva el problema se r-er'llJct:a
estudiar la matriz de diseño A. Expong amos brevemente 1;\:; si-
tuaciones con las que nos podemos encontrar.
(a) Matriz A de rango completo
Supongamos la matriz A de d í merrs í ón (1I1.n),es decir, de
m filas y n columnas que correspondería a un sistema de m e~
ciones con n incógnitas. A es de rango completo si
rang(A) = r = mín(m,n).
Entonces pueden su~eder los siguientes casos:
(a.1 )
(a.2)
(a.3)
r = m = n. E;n este caso el modelo t í ene solución úni
ca pues la matriz A es regular y existe la inversa
ordinaria A-1 de manera que
x = A-ly.
Estó corresponde a un modelo con tahtas ecuaciones
como incógnitas que se denomina modelo determinado.
r = m<n. En este caso el modelo tiene infinitas 50-
lucionés exactas. Corresponde a un modelo con mAs
incógnitas que ecuaciones que se denomina modelo in-
determinado.
~osmodelo~ con r = m ~ n que tienen solución
exacta se denominan modelos consistentes.
r = n < m. En este caso el modelo no tiene sOlucIón
exacta. Corresponde a un modelo con más ecuaciones
que incógnitas. No obstante, existen infinitas solu-
ciones ap r-ox í.madasentre las que habrá que elegir
la mejor.
Los modelos que no tienen solución exacta se
denominan modelos inconsistentes.
(b) Matriz A deficiente de rango
Supongamos que la matrlt Aes deficiente de rango, ee át!-
cir
rang(A) = r < mín(m,n) .
(b , 1)
Ahora pueden aparecer dos casos:
r < m < n. Entonces el modelo tiene infinitas so-
luciones exactas, es un modelo consistente pero
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con la matriz A deficiente de rango.
(b.2) r < n < m. Entonces el modelo no tiene solución
exacta, es un modelo incon~istente, con infinitas
soluciones aproximadas peru con la matriz A defi-
ciente de rango.
El problema 'que que da planteado .'n los modelos con 1nf1-
nitas soluciones (exuc t as o apr-ox í madus ) ('5 el de seleccIonar,
desde un pun to de v í sta-de t erm í n í s t.a J:'l ~,~jOr-;f':;tOnos lLeva r-á
a fijar el concepto de mejor solución en los modelos consis-
tentes y el de mejor aproximación en los modelos inconslsten-
teso
La mejor solución o aproximación estará relacionado con
el concepto de mínima distancia, por lo tanto lo estar-á con
las métricas. y normas def í.nt das en el espacio X de parámetros
y en el ,>!,pacioY de observaciones. Ordinariamente serán métrl
eas euc I í deas por lo que en cada espac í o rleberunos conoc er las
matrices que nos las definen. Estas ma t r í ces La s designaremos
por M para el espacio X y por P para el espacio y, Los espa-
cios X eY serán espacios lineales con las siguientes deflni-
ciones.
Sean xi' x.dos elementos de X, e Y1 • Ya. dos eLeme ot os
de .Y.•representando por liT 11 vectores traspuestos tenemos
Produc1:os internos
r
M< XI' xa > " X 1 X a'
T p< Y , Y >p Y Y ,1 2 I
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Normas
_1 1 y 1 1" _ (y TI' y)!,
Distancias
d(X¡, x2),.
d(y¡, Y2)P
- x
2
Suponemos que las matrices M y P S0n definidas positivas.
Si MoP fuesen semidefinidas positivas, lo que puede ocurrir
en ciertos casos, las der í n í c í orre s anteriores corresponder:f.an
a seminormas -en cuyo caso habrá que tomar precauciones e apec í a
les.
En estas condiciones podemos definir los siguientes tipos
de mejores soluciones (o aproximaciones). Dado el operador li-
neal A de X en Y representado por la matriz A, en el espacio
X tenemos el dominio de A, que designamos D(A), formado por el
conjunto de elementos de X que tienen una imagen en Y, y en el
espacio Y tenemos el rango de A, que designamos R(A), formado
por el conjunto de elementos de Y que proceden de algún elemen
to de X. Entonces definimos:
Solución m:f.nimoscuadrados x •
:x € O (A), Ily - Ax.11 p = mín .{lly - Axl ] p' Vx e. D(A)J.•
Es decir, x es la solución que hac~ m:f.nimaen Y la forma cua-
I
drática
T
(y - Po<) P (y - Ax },
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SOlución norma mlnlmax
n
X E D(A),
n
Ilxnl'" = mí n í ] l xii", Ax = y}
Es decir, x
n
es la solución que hace mínima en X la forma cua-
drática
Solución mínimos cuadrados norma mlnima x.n
11 y - Ax. n , 1 p = mln {1 'y - Ax ] Ir, y x 6 D(A) },
1 'y - Ax ] l , '" mf n I
Esta solución mlnimiza las dos formas cuadrát1c~s anteriores.
Solución híbrida x
h
\E.D(A) , Ily - Axhllp + ~II Xhll"
+ ~llx'I", V-xED(A)I.
mín 1I1y - Ax I I p +
Una vez elegido el tipo de solución que tenemos o desea-
mos habrá que efectuar el análisis numérico del problema esta-
bleciendo las técnicas de cálculo que nos permitan obtener tal
solución.
Como se indicó antes, junto al modelo determinista debe-
mos establecer eh cada caso el modelo estocástico,Y en la re-
solución del problema global planteado por una red geo~ésica
habrá que tener en cuenta este modelo a la hora de decidir el
tipo de solución que deseamo~ para lo cual es necesario cono-
cer las propiedades estadísticas de las diferentes soluciones.
También es necesario el modelo estocástico para estima~ las
medidas de la precisión de los resultados de la compe~sación
"
y para efectuar un análisis estadístico de los mismos.
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Entonces, desde un punto de vist~ estocistico, consldera-
remos el modplo lineal
Ax - t = v,
donde t Y v son magnitudes aleatorlas cuyas características
estocisticas se expresan por la esperanza matemática.
o E{v} = O
y por la matriz de varianza-covarianza
= 02o
- 1p
o
E{(t - Ax)(t - Axf} -1tvv=o~Q=o~P,
donde Q es la matriz cofactor, P la matriz de pesos y ,o 2o la
varianza de la unidad de pesos.
Esto const1.tuye el llamado modelo de Gauss-Mark6v que
escribiendo t ::;t.
tt vv .t se. repl'(:senta abreviadamente .por
(t,Ax,t)
Ahora el problema queda enunciado de la siguiente forma:
a partir de las observacionest·y conociendo su matriz de va-
rianza-covarianza t se trata de obtener unos valores ~e los
parámetros x, que sabemos están relacionados linealmente con
t por medio de Ax - t = v, siendo A una matriz rectanguJ al', y
la matriz txx de varianza-covarianza de los valores o~tenidos.
El análisis estadlstico de este modelo consiste en estu-
diar las condlctones en las que deberemos establecer 1'05 pro-
cesas de estimación Esto nos lleva a considerar la~ slguie~
tes cuestiones:
(a) Características (rango) de la matriz de diseño k (es-
:' ~..~'.
timabilidad)
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(b ) car-ac t e r-Ls t í ca s (['()rmay r-an-ro ) de la ma t riz dt~ var-Lm-
za-covarianza t
(e) Conocimiento o desconocimiento d0 la matriz t o de o~
y O
(d ) Carácter e nt oc ás ti co (predicción) o no (es tí mac í ón )
del 'lector d= pa r.unet r-os x
(e) Lnf or-mac i ón a pr io ri :..;ohr'~! x o ~"b[',~!;u("()mpor~.1mien-·
to e st oc án t i c.o por txx
(f) Carácter est ocás t i c-o o no de la matriz de di seño A.
Para obtener los valores bUSCddos del 'lector de parámetros
x utilizaremos estimadores lineales. Diremos que i es una esti-
mación lineal de x cuando sea una función lineal de las obser-
vaciones t que no contenga ningún parámetro desconocido, escri-
bimos
donde G es una matriz que rf'prp!;f>nta1,1 es t im.irtor-lineal.
Diremos qu- i e~; una est ima';l/lrl in!;esgad,lde x cu.mdo
E{i¡ = x,
donde E es el operador esperanza matemática. Para que i = Gt
sea una estimación lineal insesgada de x es necesario y sufi-
ciente que GA = l.
Diremos que i es una estimación mínimd vari.anza de x cuan~
do
~{(x - E(x»2 I -= mín[E(x - E(x)f2 1, Vx .; GU
Diremos que i (>5 Id mejor estimación lineaL'inspsgada de
x si es estimación lineal inses~ada minima varianza, verifican-
do entonces la:.;tres condiciones anl:eriores. Abreviadamente sr>
dice que i es MELl (en inglés RLUE, de Best Linear Unbiaspd Es-
timator) .
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Si la matriz A es de rango completo, entonces el modelo se
llama regular, y si A es deficiente de rango, entonces se deno-
mina modelo de Gauss-Markov singular.
Por lo que respecta a la matriz de varianza-covarianza t se
presentan normalmente dos situaciones que dan lugar a dos mode-
los
(t, Ax, alI) con x, al desconocidos, I identidad, yo o
(t , Ax, alO) con XI al dp.sconocidos, O matriz cofactor,o o
además, tendremos que ai'!.adirlos casos en que O sea regular (que'
definirá una norma en el espacio de observaciones) y O sea sin-
gular (que definirá una seminorma).
En el modelo de Gauss-Markov regular el conocido Teorema
de Gauss-Markov establece que la solución mínimos cuadrados x •
del sistema lineal es la mejor estimación lineal insesgada(MELI)
si la métrica está definida por t-1
En el modelo de Gauss-Markov singular, la deficiencia de
rango de la matriz A conduce a la no existencia de estimadores
insesgados de x y a la aparición del vector sesgo. Sea x = Gt
una estimación lineal de x, entonces el vector sesgo a con res-
pecto a la estimación x se define por
a = X - E{x} = X - E{Gt} = x - GE{t} x - GAx (I-GA)x.
A la matriz
B = (I·- GA) T
se la llama matriz sesgo, de manera que
En este caso será apropiado -buscar una estimación lineal
que, al no poder serinsesgada, produzca el mínimo sesgo. es
decir tal que
T
B B Tr(I - GA)x xT(I - GA)T = mínimo
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o, dicho de otro modo, si la matriz definida positiva M define
la métrica en el espacio de parámetros, entonces diremos que
x = Gt es una estimación lineal mínimo sesgo (ELMIS o, en inglés
LIMBE, de Linear minimum bias estimator)si
T T
I IBI ': = Tr(B M e) = Tr(I - GA) M(I - GA) = mínimo
Diremos que x = Gt es una estimaci6n lineal minima varian-
za si entre todas las estimaciones lineales de x verifica
Var (x) = Var (Gt) = minimo
o bien
Tr(t~x) = Tr(Gttt GT) = mínimo
Por 6ltimo diremos que x = Gt es la mejor estimaci6n li-
neal mínimo sesgo (MELMIS o, en inglés BLIMBE) respecto de las
métricas t~t y ~ si es estimación lineal mínimo sesgo y mínima
varianza, verificando entonces las dos 61timas condiciones.
En analogía con el teorema de Gauss-Markov para modelos re-
gulares, ahora tenemos el siguiente teorema: La soluci6n míni-
mos cuadrados norma mínima x del sistema lineal es la mejorIn
estimaci6n lineal mínimo sesqo de x (MELMIS) si la métrica está
definida por t~l.
En los epígrafes siguientes desarrollaremos tres modelos
matemáticos regulares frecuentemente utilizados en la compensa-
ción de redes geodésicas.
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2.- AJUSTE DE OBSERVACIONES INDIRECTAS. METODO DE ECUACIONES,
DE OBSERVACION
El modelo de observaciones indirectas que trataremos segui
damente es el que aparece en geodesia con más frecuencia. Corre2
ponde al modelo explicito erl Los observables en el casa incon-
sistente de disponer de más ecuaciones que inc6gnitas, también
conocido como modelo de Gauss-Markov regular. Emplearemos la si
guiente notación que trataremos de mantener en los apartados si
guientes.
2.1.- Modelo funcional
L = F'CX) (2.1 )
X vecto~ de parámetros ajustados de dimensión (nx1),
X vector de valores aproximados de los parámetros X de di-
o
mensión (nx1 )J
x vector de parámetros incógnita de dLmensi6n (n.1'. defl-
nido por
x = X - X .
o
(2.2)
L vector de valores ajustados de las observaciones de di~
mensión (mx1),
L vector de observaciones calculadas con los valores apro-
o
ximados de los parámetros de dimensión (mx1),
L F(X). (2.3)
o o
i vector de observaciones reales de dim~nsi6n (mx1),
t vector de constantes de observaci6n o términos indepen-
dientes de dimensi6n (mx1),
t = t - L
o
v vector de errores residuales de dimensi6n (mx1)
v = L - i. (2.5)
m número de observaciones (ecuaciones de observación),
n número de parámetros independientes (inc6gnitas), m>n,
número de ecuaciones superabundantes, redundancLar = m-n
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o grados de libertad,
P matriz de pesos de las observaciones 9.,que supondremos :;1.
métrica(P = pT)y definida positiva, de dimensión (mxm) y
rango m,
O matriz cofactor d priori de las obsvr-vac í one s 9.,de d imon
sión (mxm) y rango m,
O = p-l. (2.6)
varianza a priori de la unidad de peso,
matriz de varianza-covarianza a priori de las observacio-
nes 9. , de dimensión (mxm) y rango m,
E 02 O = 02 p- 1. (2.7)o o
matriz de coeficiente de las ecuaciones de observación,A
o matriz de diseño, de d irm.ns i ón (mxn) y rango n,
A = *\ .X -= X
o
Con el símbolo "~,,designaremos las cantidades estimadas.
(2.8)
2.2.- Linealización. Ecuaciones de observación.
La linealización del modelo (2.1) por el método de Taylor
conduce a lo siguiente:
L=F(X)+3F(X)1 (X-X)
.o 3X X = X o '
o
que con (2.3), (2.8) Y (2.2) escribimos
L = L + Ax,
o
como por (2.5) L = t + v resulta
Ax ~ L - 9. .::v
o
y teniendu en cuenta (2.4) obtenemos
1 Ax - t = v.
Este es un sistema de m ecuacionescon n incógnitas, con m > n ,
(2.9)
que se denomina sistema de ecuaciones de observación, y no tie-
ne solución exacta.
Suponemos que los valores provisionales X de los pará-o
metros X son suficientemente aproximados; si éste no fuera el
caso se repetirá todo el proceso que sigue tomando los valores
de los parámetros ajustados como nuevas aproximaciones.
2.3.- Modelo estocástico
Sea Lit = L la matriz de varianza-covarianza a priori de
las observaciones 1~ como Lo es un vector de constantes, la ley
de propagación de las covarianzas aplicada a (2.4) permite es-
cribir
1: . = 1:. = a1 p- 1
t t o'
Entonces el modelo estocástico·viene definido por
(2.10)
E{t} = Ax, o bien E{v} = 0, (2.11)
y
(2.12)
pues aplicando elementales reglas de estadística resulta
E {[t - E(t)]( t - E (t)] T} = E {ttT _ txTA T _ Axt T + Axx TAT}
= E{ttT} - AxxTAT - AxxTAT + AxxTAT
= Ltt + E{t}E{tT} - AxxTAT
= ~t t = 1:.
Si P fuese singular las observaciones serían funcionalmen-
te dependientes y si fuese completa (no diagonal) serían esto-
cásticamente dependientes o correladas. Si P es diagonal son
incorreladas y si P = 1 es la identidad las observaciones son
todas de igual confianza.
2.4.-Condici6n de mínimos cuadrados. Ecuaciones normales
Los paránMttros x. cantidades no i\leatorias, se deterainan
bajo la condición de mínimo en el espacio de observaciones
T(v) = vTpv = mínimo, (2.1 3)
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que sólo requiere el conocimiento, a priori de la matriz de pe-
sos P, pero no de la varianza de la unidad de peso a~ni por
tanto de la matriz de varianzas-covarianzas, aunque éstas sí
son necesarias para estudiar el comportamiento estadístico de
los resultados del ajuste.
Una expr-e s í ón de la For-ma cuadrática T(v,x) en Func i ón dr-
los par-ámet r-os se ob t í erre su s r í t uye ndo (2.9) ell (2.13), resul-
tando
T(x) (Ax - t)Tp(Ax - t) = (xTAT - tr)(PAx -Pt)
= xTATpAx xTATpt tTpAx + tTPt (2.14),
= xTATpAx - 2tTPA~ + tTPt.
El mínimo de (2.14) se obtipne igualando a cero las derivadas
parciales de T(x) c6n respecto a x, e~ decir
o,
tomando matrices traspues ta se ob t i en"
y poniendo
(2.15)
(2.16)
con dim (N) = (nxn) y dim (d) = (nll) resulta el sistema de
ecuaciones normales
1 Nx - d o 1 (2.17)
que es un sistema de n ~cuacionAs con n inc6gnitas.
Si la condición necesaria de mínimo, PS der::ir,hacer cero
1aderivada primera, so bus+a ,1 partir c\~ (2.13), teniendo (~n
cuenta ~2.9)resulta
.1Illi
a x 2A
rPV o,
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Y volviendo a sustituir (2.9) se obtiene el sistema (2.17)
2.5.- Valores estimados
Si la matriz A no es deficiente de rango y la matriz P es
definida positiva, la relación(2.15) nos asegura que la matriz
normal N es cuadrada y re~ular y por tanto invertible por las
reglas ordinarias del cálculo matricial. La inversa N-l es úni-
ca y permite resolver el sistema (2.17) de forma inmediata. lle
gándose al vector de parámetros solución
( 2 . 18)
Obsérvese que como t es una magnitud aleatorLa y x se obtiene
en función de t, entonces x tendrá carácter aleatorio, de mane-
ra que x es una estimación, la estimación mínimos cuadrados de
x.cuyas propiedades estocásticas deberemos estudiar.
En primer lugar ya hemos visto que la estimaci6n'minimos
cuadrados x de x es única si la matriz N es no singular.
Calculemos ahora la esperanza matemática de la estimaci6n
x, teniendo en cuenta (2.11) y (2.15),
E{X} E{N-LA'Pt} = N-IA'PE{t}
N-1ATPAx = x.
Por consiguiente, la estimación minimos cuadrados x es una es-
timación insesgada de x si E{v} = O.
Con los valores estimados x de los parámetros incógnita
dados por (2.18) podemos obtener los valores estimados de los
parámetros ajustados sustituyendo en (2.2),
X ;3 X +.¡• (2 • 1 9 )
•los valores estimados de los residU4les sustituyendo en (2.9),
"l.
(2.20)
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y los valores estimados de las ob~prvaciones sustituyendo en
(2.5).
L t + v = 1.o + t + Ax - t oc L o ~ A~
;= L + AW 1 AT f't .o
(2.21 )
El valor que toma la forma cuadrática (2.14), es decir, la
"suma de los cuadrados de los residuales" puede ahora obtener~e
sustituyendo (2.18) en(2.14), resultando las expresiones equi-
valentes
xTNx - 2dTx + tTPt
dTx - 2dTx + tTPt =
= -d T N _1 d + t Tpt
= - xTNx + tTPt.
- dTx_+ tTPt
(2.22)
Comprobemos ahora que (2.22) es efectivamente un mínimo, es d~-
cir,·demostremos que x dado por (2.18) con la relación (2.9) ha
cen mínimo yTpy, frente a cualquier otra pareja (x,.V) solución
de las ecuaciones de observación (2.9).
En efecto, sea x un valor arbitrario de x que satisface
Ax - t = v, es decir, tal que
-Ax - t = v,
como x es en principio arbitrario, pongamos
x = ~ + X
1
Y calculemos vTpv para este x. Sustituyendo en (2.14) resulta
tTPt + xTNx - 2tTpAx
tTPt + xTNx + xTNx + xTNx + -xTNx- 2tTPA~- 2tTpA:<
I , " . ,
= tTPt + xTNx - 2tTpAx + 2xTNXt - 2tTPAx¡ + X~Nxl
(yTpy)x + X~NX1+ 2(xTN - tTPA)Xt.
Ahora bien, por (2.17)
Nx - ATpt = O,
y como N es definida positiva,al ser A de rango completo y P
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definida vositiva, entonces siemprp es
xT N x > O.
1 1_
Por consiguiente
para todo x. Luego el mínimo se alcan~a para la estimación mini
mos cuadrados x y viene dado por (2.22).
Se llega a la misma conclusión observando que la derivada
segunda de T(x), (2.14), respecto de x es 2N, que es definida
positiva y no depende de x; luego como x anula la derivada prj-
mera, es el mínimo absoluto, y dicha condición resulta necesa-
ria y suficiente.
2.6.- ~stimación de la precisión a posteriori
El conocimiento de las matrices de varianza-covarianza a
posteri?ri es indispensable si se desea realizar un análisis
estadístico de los resultados del ajuste.
En primer lugar calcularemos una estimaci6n a2 de la va-o
rianza a priori a2 de la unidad de peso. Dicha estimación a2
o o
suele llamarse varianza a posteriori de la unidad de peso, y se
utilizará en aquellos casos en los qu~ a2 sea desconocida.o
Tomando la esperanza matemática de la expresión (2.22) ob-
tenemos
E{v1pv} = E{ttPt - xTNx} = E{Tr(tTPt) ~ Tr(~TNx)}
= E{Tr(ttTp) - Tr(xxTN}}
= Tr'E{ttTp}) ~.Tr(EtxxTN})
Tr(E{ttTp}) - Tr(E{N-1ATPttTPAN-1N}), (2.23)
aquí hemos utilizado la traza y sus propiedades y las expresio-
nes (2.22) y (2.18). Ahorá bien, por (2.12)
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E{[t - E(t)] 1t - E(tr} = 02 p-l
O
E{ttT - tE(t)T - E{t)tT ¡. E(t)E(t)T}
EtttT} - E{t}E{t}T
== E{ ttT} - AxxT AT ,
de donde
02p_lp + AxxTATp.
o
(2.24)
Entonces
E{N-1 AT Ptt TPA}
(2.25)
y sustituyendo (2.24) y (2.25) en (2.23) resulta
+ AxxTATp) - Tr(Inn02 + xxTATpA)o
- n02 - Tr(AxxTATp)
o
(2.26)
Entonces, si tomamos
82
vTpv (2.27)
o m- n
rest;lta 2
E{(j2} E{vT Pv} (m - n)oo 2· (2.28)o m-n m - n 00
La relación (2.28) demuestra que a2 dado por (2.27) es una es-
o
timación insesgada de la varianza a priori 02 de la unidad de
o
peso.
En el caso de una matriz A deficiente de rango tal que
rang A = rang N = r < n, en vez de (2.26) resulta
E{O'PO} = (m - r)02 .
o '
entonces en vez de (2,27) tomamos
(2.29)
~2
o
vTpO
m-r (2.30)
que verifica
(2.31 )
°u o = P- 1 Y I:U a2 O U. z: a2p-1, (2.32)o o
°tt = O = P- 1 Y lit = a2 °tt z: 02p-l. (2.33)a a
Para obtener las matrices cofactor. a posteriori de los
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Entonces ai sigue siendo una estimación insesgada de a2 ••
De (2.18) se deduce que los valores de x s6n invariantes
frente a un cambio de la matriz de pesos P por otra proporcio-
nal cP. con c = const~ Por (2.20) y (2.21) lo mismo ocurre con
A
los residuales Y y las observaciones L. pero no con ~2 que pa-
o
sa a valer ca2 pues yTpV pasa a CyTpv. Entonces. si la 'matriz
a
de ecuaciones normales N tiene elementos muy peque~os estos pu~
den amplificarse a través de la matriz de pesos sin que por
ello se modifiquen ias soluciones del sistema. En realidad todo
esto equivale a cambiar la varianza a priori de la unidad de p~
so.
2.7.- Matrices cofactor y covarianzas
El modelo estocástico define a priori las matrices cofac-
tor y varianza-covarianza de las observaciones y las constantes
parámetros X. de los resi~uales v y de las observaciones ajus-
tadas L. aplicaremos la ley de propagación de las covarianzas
a las relaciones (2.18). (2,20) Y (2.21). Así, teniendo en cuen-
ta (2.33) obtenemos
OAA = N-SATPO PAN-l = N-l.xx tt
°VY = (AN-IATp - 00 (AN-SAlp- 1)1tt
= (AN-IAlp - I)P-I(PAN-S,A.T- 1)
= (AN-IATpAN-IAT _ AN-IAT _ AN-IAT + p-l
= p_l _ AN-1AT.
OA_ = AOAAAT = AN-1AT = O - 0YV'LL xx U '
Entonces las matrices de varianza-covarianza son
(2.34)
(2.35)
(2.36)
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(2.37>
(2.38)
(2.39)
Si la varianza a priorl de la unidad de peso fuese exactd-
mente conocida debería util.izarse en «stas fórmulas en vez de
su estimaci6n.
Como indica (2.39) las varianzas de las observacionesajus-
tadas son menores que las de las observaciones antes del ajusta
Aplicando la ley de la propagación a las relaciones que
indicamos se van obteniendo las matrices cofactor cruzadas en-
tre las diferentes cantidades que intervienen
De (2.4),
Q = O = P- a •it
De (2.18) y (2.4),
(2.40)
Q1x = °ll(N-aATp)T
De (2.20)
p_apAN-a = AN-a. (2.41 )
Q.v~ = O {AN-IATp)T - O = p-apAN-1AT - O• &t tt
= AN-1AT - p-l = - O~A.vv (2.42)
De (2. 21),
o = O + Oit u 1~
De (2. 18) ,
= O - 0vv = (2.43)
O = O (N-aATp)Ttx tt P-lpAN-1 AN-1 (2.44)
De (2.20),
(2.45)
°tí: = °tl + °tv
De (2.20),
. O + AN - I A T _ Q (2.46)
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De (2.21),
O. (2.4])
De (2.21),
O O + O -- (AN-I)' + O-t = -. --x x~ xv (2.48 )
De (2.21),
(2.49)
Las matrices covarianzas cruzadas se obtienen multiplican-
do las matrices cofactor por a2 por definición.o .
2.8.- Rango ~e las matrices cofactor a posteriori
En algunas ocasiones será necesario conocer el rango de las
matrices cofactor a.posteriori, algunas de las cuales sArAn sin
gulares dada la depende nc í a funcional obtenida ent r-s- lGiscorn'.=¿
pondientes elementos. A la vista de las expresione~ (2.34) a
(2.49) el cálculo se reduce al del rango de cuatro matrices: de
0__ , de 0__ que sirve para O - Y O A' de O~~ que sirve paraxx vv rv, . tv LL
O~L y 0tt y de O!'xque sirve para 0tx y 0xt·
2.8.1.- Rango de 0xx
Por (2.34), O_A = (ATpA)-1 = N-l. Entonces, siend~xx
rang A = n, rang P = m y m > n result~, dim O_A = (flxn) yxx
rang 0__ = n,xx (2.50)
que es el número de paramentros indepemdientes.
2.8.2.- Rango de 0te
Por (2.36), 0ee = AN-IAT Y un razonamiento análog~ nos·~
duce a dim 0tt = (mxm). Para hallar el rango de 0et definimos
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la matriz J,
(2.51 )
que es una matriz de dimensión (mxm)eidempotente, pues por 12.15)
(2.52)
En términos de J (2.36) se escribe
O AN-IAT JP-Itt= = (2.53)
y aplicando las reglas del cálculo del rango de un prod~cto de
matrices resulta que el rango de Off será menor o igual que el
menor rango de las matrices componentes, es decir,
rang 0f~ m.r.m.c. = min rang (J, P) = mín(rang J, m~ (2.54)
Calculemos ahora el rango de J. Aplicando la regla l (2.51J
resulta
rang J ~ m.r.m.c.= mín rang(A, N,?) = mín (n, m) = n, (2.55)
y como de (2.51),
A = JA,
resulta,
rang A = n ~ m.r.m;c. = min rang (J.A) = min(rang J. n),
entonces, ha de ser
rang (J) ~ n. (2.57)
Así pues, de (2.55) y (2.57) se concluye que
rang J = n, (2.58)
y llevando (2.58) a (2.54) resulta
rang 0tt < n.
Por otra parte. de (2.53)
(2.59)
O~~P = J,LL
entonces,
FO"8Ulació" d. ud.loa latedt'icos •. ~ 2 ~
rang J e: n~ m.r.m.c.= min rang(QAA , P) -= mín(rang QAA' m).
LL LL
de donde ha de ser
rang QU ~ n.
Por consiguiente,de (2.59)y (2.60)se concluye.que
(2.60)
rang QAA = n.LL ( 2 . 61 )
2.8.3.-Rango de QAAvv
Sustituyendo (2.53) escribimo~
(1 - J) p.- 1 • (2.62)
Consideremos ahora la matriz
K = l - J, (2.63)
esta es otra matriz de dimensión (mxm)e idempotente, pues por
(2.52)
K2 = KK = r r - J) (l - J) = I - 2J + J 2 = I - J = le (2.64)
Sea F la matriz ortogonal, FTF = l, que d í aqona tí aa J, 8';
decir, tal que
fTJF : D, (2.6') )
esta matr i z siempre ex i st e . La matriz d.iaqona I D tamb i án es
idempotente por serIo J, pues
(2.66)
En estas condiciones D tendrá en su diagonal principal sus auto
valores que serán tantos unos como sea ~l rango de J (~s decir
n ) y tantos ceros como sea el def ect o de rango de J (es decir,
m - n ) ,
Aplicando a K esta transformación ortog9nal resulta
26 II.J. Sevilla
(2.67l
entonces
ran~ K = rang (r - D) ~ m - n, (2.68)
que son los elemenlos de la diagonal principal de 1 - O distin-
tos de cero, que sun iguale:; a uno.
Ahora, a la vista de (2.62),
rang OAA < m.r.m.c.= mín rang (K, p_l) = mín-(m-n ,m) = m-n.
vv - ,
Por otra parte, también de (2.62)
(2.69)
(2.70)
Entonces por (2.68)
rang K = m-n ~ m.r.m.c. mín rang(OAA'P) = min(rangO~A,m),vv vv
de donde ha de ser
rang 0yy ~ m - n. (2.71)
Por consiguiente, de (2.69) y (2.71) se concluye que
rang OAA = m - n,vv (2.72)
que es el número de grados de libertad.
2.8.4.- Rango de 0tx
= AN-1, entonces dím O.A = (mxn), ~·x . ademd~
rang 0tx ~ m.r.m.c. = mín rang (A,N) = mín(m,n) = n. (2.73)
Por otra parte, de (2.41)
o AN A.
tx
Entonces
rang A = n~ m.r.m.c.~ mín rang (O"x,N)~ mín(rangO"x,n).
Luego ha de ser
rang OA > n.
tx (2.74)
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Por consiguiente, de (2.73) y (2.74) se concluye que
rang O A = n.I.x
2.9.- Propiedad de mínima varianza
La estimación mínimos cuadrados x de los parámetros x
es la estimación mínima varianza de x en la clase de las esti-
maciones lineales insesgadas de x.
En efecto, sea
(2.75)
cualquier estimación lineal insesgada de x
ralidad, sea
, para mayor gene-
y = HTx = HT(x + X )
1
(2.76)
cualquier función lineal de X, donde
x = N-1ATpt,
(2.77)
x = St,
1
siendo las matrices H y S no singulares.
Por ser x una estima¿ión insesgada de x se ha de ve~ifi-
car que
y por otra parte, teniendo en cuenta (2.76) y (2.77) resulta
como esto es válido para todo x. de las dos últimas expresio-
nes se llega a que
(2.78 )
Calculemos ahora la matriz cofactor de y
0yy (H'N-1A'P + ffTS}Q (H'N-1A'P + H'S)'tt .
= H'N-1A'PP-1pAN-1H + H'N-1A'Pp-ISTH
+ H'SP-1pAN-1H + H'SP-1S'H
·78 •• J. Sevill~
nab iondo t en ido en cuen t a (¿.78). f.nt()nr-t~::.como HT:;p-I!;'H e~:
una forma rUdrlrátira definidd posit¡v~.
o > HTOAAH.yy - xx
que al ser válido para cualquier H demuestra que la varianza
(2.79)
tAA =a2 OAA es mínima para la estimación mínimos cuadnados.xx o xx
ForaulAci6n de tod.los ••t •• 'licos ••• 29
3. AJUSTE DE OBSERVACIONES CONDICTONAfJAS. METO DO DE E:CqACIONE~;
DE CONDIC ION
E:lmodelo de observaciunes condicionadas es también un mo-
delo que aparece en Geodesia con relativa .frecuencia, sobre to-
do en problemas de nivelación y gravimetr5a. Corresponde al mo-
delo condición, en el que no aparecen los parámetros, en el ca-
so indeterminado de disponer de más incógnitas que ecuaciones.
En este caso emplearemos la siguiente notación.
3.1.- Modelo funcional
F' (L) = O. ( 3.1 )
L vector de valores aj ui. t ados de las obse r-v.ac í.ones .de di-
men s Lón (mx 1) •
L vector de valores aproximados de las observaciones de dI-
o
mensión (mx1).
t vector de observaciones reales de dimensión (mx~).
v vector de errores residuales incógnita de dimensión (mxt ),
(3.2)
m número de observaciónes.
c número de condiciones fecuaciones de condición), m > c.
r número de grados de libertad del problema que al no exis-
tir parámetros coincide con el número de ecuaciones de
condición independientes, r : c.
P matriz de pesos de las observaciones t, que supondremos
simétrica (P = pT) Y definida positiva, de dimengión(m~)
y rango m.
O matriz cofactor a prioFi de las observaciones t, de di-
mensión (m.m) y rango m,
O '"p-l.
a2 varianza a priori de la unidad de peso.
o
t matriz d~ varianza-covarianza a priori de las obsprvacin-
(3.3)
nes t. dA diemnsión (m'm) y rdnqo m.
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1: = a 2 O = a-! P" 1 •
o
B matriz de coeficientes de las ecuaciones de condición o
matriz de diseHo. de dimensión (cxm) y rango c.
dF
B '" 3""11 L = L
o
t veetor de cons t an t es de observación o t é rmí nos indepen-
dientes de dimensión (ex1)
t = -[F(L ) + BL - BL l.
o o
(3.6)
también llamado error de cierre.
A vector de multiplicadores de Lagrange de dimensión (cx1).
Con el símbolo "A" designaremos las cantidades estimadas.
3.2.- Linealización. Ecuaciones de condición
La linealización del modelo (3.1) por el m~todo de Taylor
condu~e a lO siguiente
F(L ) + ~I
o aL L L (L
o
t. ) :; O,
o
que con (3.5) y (3.2) resultd
F(L ) + B(L + V - L ) :;O.
o o
y teniendo en cuenta (3.6) obtenemos
.1 Bv - t :; o. r (3.7)
Este es un sistema de c ecuaciones lineales con m incógnitas
siendo m > c que se denomina sistema de ecuaciones de condición;
i
es un sistema indeterminado con infinitas ~;oluciones.
En la mayoría de los Cd:";OSel modelo r s .j ). ya es 1inoaI do
la forma
8L t b :; 0,
y coma valores provisionales de L se toman las propias ohservd-
ciones
L -t0-'
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entonces t se convierte en
t = - (a.. + b ) , (3.8)
siendo b los términos constantes de las expresiones lineales
originales.
3.3.- Modelo estocástico
Sea t •.•. = t la matriz de varianzas-covarianzas d pTiori de
las observaciones •.; entonces aplicando la lpy de propagaci6n
de las covarianzas a la expresión (3.6) o (3.8) y teniendo en
cuenta que F(L). 8L Y b son constantes (no aleatorias) pode-o o
mos escribir
t =.8tBT,tt
que por (3.4) se convierte en
t = o·BP-1BT•tt o
de manera que el modelo estocástico viene definido por
(3.9)
E{v} = O, o bien E{t} = BE{v} = O~ (3.10)
y
E{vvT} = t = O·p-l,
o
b bien E{ttT} = o'BP-IBT.
o
(3.11)
Las observaciones respecto d la singularidad o no de la
matriz P son las mismas que las jndicadas pn el epigrafe ante-
rior.
3.4.- Condición de minimos cuadrados. Ecuaciones correletivas
y ecuaciones normales
LOS valores más probables o estimaciones de los errores
residuales v se determinan de forma que verifiquen las ecuacio·
nes de condición (3.7) y a la vez minimicen la forma cuedrática
vTpv. Para resolver este problema de mínimo condicionad~ utjli-
zaremos el método de los multiplicadores de Lagrange. Se trata
por tanto de encontrar un mínimo de la Funvi ónma t r í c ie í
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donde A es un vector do e ctlmponpn1es t t aiu.rda s mu lt i pLicado r-e.:
de t.a qr-auqe .
El mínimo de (3.1;» en" r-espec: t o de v y t-.se ob t i eru- i<Ju.r-
lando a cero las derivadas parcidl~s respectivas
- 2(8v - t) o.
Trasponipndo la primera ecuaciAn obtenemos el sistema
- Pv + !.lIt-. ú,
(}.13)
8v - t o.
La !;egunda ecuación muestra quo la introducción de í os mu t t í p t i
radares de Lagrange aseyura que las condiciones (3.7) se satis-
facen cuando T(v,t-.)se minimiza. Este es un sistema de m + c
ecuaciones con m + c incógnitas denominado sistema de ecuacio-
nes correlativas, que matricialmente escribimos
(3.14)
y como tanto P como 8 son de rango completo, este sistema tie-
ne solución y ésta es 6nica, pudiéndose obtener por inversión
de la matriz de coeficientes.
No obstante, los valores de los multiplicadores da Lagran-
ge no suelen necesitarse, por lo que es más apropiado, sobre
todo cuando se trata de grandes sistemas, resolver (3.13) por
eliminación. Así de la primera ecuación de (3.13) obtenemos
v == P~lBTfI, (3.15)
que sustituido en la ~egunda rpsulta
BP-'BTA - t " o. ( '1.16 J
Adoptando la notación
M = BP- 'B T, (3.17)
que es una matriz simétrica y definida positiva de dimensión
(cxc), la relación (3.16) se escribe
¡MA - t = O, I ( 3.18)
que es un sistema de c ecuaciones con 1° incógnitas denominado
sistema de ecuaciorles normal 0S.
3.5.- Valores estimados
Como,M es una matriz simétrica y definida positiva, el sis
tema (3.18) se resuelve inmediatamente por inversión, obtenién-
dose la solución· única
A = M-'t, ( 3.19)
valor que sustituido en (3.15) nos permite obtener los valores
estimados de los residuales por
(3.20)
Esta solución es única. 'l'en iendo ('TI cuenta (J.10) la esp=r-an za
matemática de v vale
lo que indica que la estimación mínimos cuadrados v es un~ es-
timación insesgada de v si E{v} = O.
Con estos valores de v la relación (3.2) nos permite obte-
ner los valores estimado& de las observaciones por,
L = E -lo v. (3.21 )
El valor que toma la forma cuadrática vJpv se ob t i=rie en
función de A usando (3.15)
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y en función de t, usando (3.19) resulta
OTpv:: ATMM-'t = hTt ::tTA = tTM-'t, (J.2?)
como se habría obtenido directamente usando (3.20)
Comprobemos que v dado por (3.20) es efectivamente un mí-
nimo de vTpv frente a cualquier otra solución del sistema de
ecuaciones de condición (3.7).
En efecto, sea v una solución arbitraria de (3.7) distinta
de V, entonces escribimos
Bv - t = O,
v=v+v,.
Sustituyendo la segunda en la primera, resulta
B(V + v,) - t :: O,
y por (3.7) resulta
Bv, ::o. (3.23)
Ahora calculemos la suma de cuadrados para v
-T - (~ )T (r. ) ~T ~ o r Tv Pv = v + v, P.v + v, = v Pv + 2v Pv, + V Pv,.
Teniendo en cuenta (3.20) y (3.~3) el segundo término vale
20Tpv, ::2t™-'BP-'I'V, e, 2t™-'Uv, = O,
Y como v! Pv,~ O por ser P definida positiva, queda
para todo v. Luego la condición necesaria de mínimo también es
suficiente.
3.6.- Estimación de la precisióII a posteriori
Al ·igual que en el modelo de observaciones indirectas cal-
cularemos en primer lugar una ~stimación a: de la varianza a
pr í or-t o! de la un idad de r)(!SO. Pélrd e- ¡ lo .come n=erno r: t(¡m.trt-
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do la esperanza matemática de lá expresión (3.22)
E{yTpv} = E{tTM-1t}= E{Tr(tTM-1t)} = E{Tr(ttTM-1)}
= Tr(E{ttT}M-1) = a2Tr{(Bp-IBT)M-I}
o
( 3.24)
Aquí hemos utilizado otra vez la traza y sus pr-op i edader. v la';
.expresiones (3.11) y (3.17).
Si tomamos como estimación
~l
yTpy
( 3.2 <j )
o e
resulta
Eta2} =a 2. ( 3. 2h)
o o
Por consiguiente a2 dado por (3.25) es una estimación ínsescra-
o
da de la varianza a priori al de la unidad de peso, ~iquranrlo
o
en el denominador el número de condiciones independientes, es
decir,el número de grados de libertad del problema.
3.7.- Matrices co~actor y covarianzas
Para las observaciones t y la" constantes t el modelo es-
tocástico define las matrices
o = P-l
BQBT = M
y
y
O~O = O~P-l.
BEBT =ooM.
(3.27)
(3.28)
Obtendremos las matrices coFactor de. los mul t j.plicado-
res A, de los errores residuales Y y de las observaciones aiu~
tadas L aplicando la consabida. ley de propaqación de las cova-
rianzas a las relaciones (3.19), (3.20) y (3.21). Así pbtenemos
De (3.19),
o = M-lO (M-I)T
IJ tt
De (3.20),
(3.29)
(3.30)
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De (3.15) Y (3.29) se obt.iene lo mismo,
De (3.21), (3.20) y (3.6),
Entonces
QAA (1 _ P-1BTM-1B)Q (1 _ P-1BTM-1B)TLL 1.1.
Q _ Q BTM-1BP-l_ p-1STM-1BQ
ti. . ti. 2.2.
+ p-1STM-1BQ BTM-1SP-l
1.2.
= P-l - P-1BTM-1BP-l = Qi.t - QOO (3.32 )
De (3.21) se obtiene directamente con (3.38),
Entonces las matrices de varianza son
(3.33)
(3.34)
(3.35)
Como indica (3.35) las covarianzas de las observaciones ajusta-
das son menores que la? de las observaciones antes del ajuste.
Aplicando la misma ley .de propagación a las relac¡ones que
se indican se obtienen las siguientes matrices cofactot cruza-
das.
De (3.6),
o = - O Bl = - P-1Bl•
i t 1.1. (3.36)
De (3.19),
De (3.15),
(3.38 )
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De (3.31),
0"1 = O •••• (I - P-1BTM-1B)T= p_l - P-1BTwla~
También de (3.21),
(3.39)
Q"1 = 0•.•.+ O•.v = 0 •.•.- 0vv = 0LL'
De (3.19),
° - ° 14-1 = MM-1 = I.tA - tt
De (3.20),
(3.40)
BP- l. ( 3.41 )
De (3.21),
0tL = °tt,+ °tv
De (3.15),
= - BP-l + BP-I o. (3.42)
0AV = 0AA(P-IBT)T = M-1BP-I.
De (3.21),
(3.43)
°AL = °Al. + °Av
De (3.21),
o. (2.44)
(3.45)
Como siempre, las matrices de covarTan'za cruzada se obtie-
nen multiplicando las matrices cofactor por
noce exactamente.
A Ia ,
o
sial, no se co-
o
3.9.- Rango de las matrices cofactor a posteriori
En el caso de observaciones condicionadas que nos ocupa,
el cálculo del rango de las matrices cofactor queda reducido
al de las matrices %10, 0vv que sir~e paré 0 •.0' 0E~ que~sirve
para O.;, ° que sirve para 0tA y ° que sirve para O A'•.•.•••t v lA AV
3.9.1.- Rango de %10
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y siendo rang B = e, rang P m y m > e, resulta
e, (3.46 )
que es el número de condiciones o el., mul t ip I ic ado r e-. d e Lagr'an-
ge.
3.9.?- Rdngo de o.~vv
Por (3.30). 0vv:O p-IS1W'BP-' con d i m 000 ",(m,m),
En t onc e r__, para hallar el r a nqo cjp O~~ do Fi n imor. la matriz jvv
( 3.47 )
que es una matriz de dimens í ó n (mx m) e .i dernpo t e n t e , pues p(¡r
(J.171
(J.48)
En (~rminos d~ ~ (3.30) se escr~be
(3.49)
y aplicando la regla de l c á Iculo de í, rango de un prx ..duc t o de
matrices, eomo en 1.9 resulta
rang O~~ < m.r.m.c. = mín rang (P-'. J) = mín (m, rang J).vv - (3.50)
Calculemos ahora el rango de J. Aplicando la regla a (3.47) se
obtiene
rang J ~ m.r.m.c. mín rang(B, M• P) mín (e, e, m)
y como de (3.47),
resulta,
rang Sl = e ~m.r.m.c. = mín rangU, BT) = miri (ré:lI1gJ. e),
luego ha .de ser
rang ] > e. (3.52 )
rang J e, (3.53)
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Así pues, de (3.51) Y (3.52) :;econc luye que
y llevando (3.53) ~ (3.~0) r~sulta
r-an q (JOO .::. rn in (m,c) c. (3.54)
Por otra parte, de (3.49)
P O~~ J,vv
entonces,
rang J = e ~ m.r.m.c.= mín rang (p, 0w) = mín (e, rang 0vv),
luego ha de ser
rang 000 ~ e, (3.55)
Por consiguiente, de (3.54) y (3.55) se concluye que
c. ( j. 56)
3 9 3 Rango de O~~. . .- LL
Por (3.32), O~~= P-' ~ P-'BTM-'BP-' con dim O~~LL LL
Sustituyendo aquí (3.47) obtenemos
(mx m ) •
(3.57 )
Consideremos ahora la matriz
K = 1 - J, (3.58)
esta es otra matriz de dim (m.m) e idempoLente. pues· por (3.48)'
K1 = KK = (1 - J) (I - J) = I - 2J + .J 2 = r - J .z; t:. ( 3.5'1)
Sea F la matriz ortogonal. FTF = l. 4ue diago~alita J. es
decir, tal que
(3.60)
esta matriz siempre existe. La matriz diagonal D también es
idempotente por serlo J pues
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FrJ1F' = F'JF = D. (3.61 )
En estas condiciones D tendrá en su diagonal principal sus
autovalores que serán tantos unos como sea el rango de J (es
decir, m - c).
Aplicando a K esta transformaci6n ortogonal resulta
Entonces
rang K = rang (1 - D) ~ m - c, (3. 62,
que son los elementos de. ld diagonal principal de 1 - D distin
tos de cero, que son iguales a uno.
Ahora por (3.57),
rang 011 ~ m.r.m.c. = min rang (P~IK) = min (m, m - e) = m-c. (3.63)
Por otra parte, también de (3.57)
entonces
rang K = m - c ~ m.r.m·.c. ~ min rang (P, 0LL) = min(m. rang °LL),
luego ha de. ser
rang 0-- ~ m-c.LL - (3.64)
Por consiguiente, de (3.63) y (3.64) se concluye que
rang Q--LL m-c. (3.65)
3.9.4.- Rango de 0tt
Por (3.36), Ol.t
Y además
rang ° < m.r.m.c. = min rang (p-1• Bl) = min (m.e) = c.t.t-
- p-1aT con dim 0t.t = (mxe)
(3.66)
También de (3.36)
entonces,
rang BT = e ~ m.r.m.c, = mín rang (P, ° )s t mín (m. rang O ),rt
luego ha de ser
Por consiguiente de (3.6,6) y (3.57) se concluye que
rang 01t = c. (3.68)
3.9.5.- Rango de 01A
Por (3.37), 01A= - P-1BTM-1
además,por (3.46) y (3.68),
° M-1 con dim ° .1t 1A (rnx c )
rang ~ < m.r.m.c. = mín ranq (O.t'WI) = mín (e, e)
LA - L
c. (3.69 )
También de (3.37),
OlAM 01 t '
entonces,
rang 0Lt = e ~ m.r.m.c. = rnlnrang (QLA' M)
luego ha de ser
mín (rang OLA' e),
rang Q > C.
LA -
( 3.70)
Por consiguiente, de (3.69) y (3.70) se concluye qye
rang 0u c.
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4. - AJUSTE MI)(TO DI:: OBSI::RVA¡: [ONE~ CON CONDTCIONES y PARAMETRr)~;
Supongamos ahor-a un eano már: qrm'Tdl 0n (>1 que nos aparez-
can ecuac io ne-.: que t nvo t uc r+-n (.ll)!' 11n.'parte obuer-vacLon-« con
co nd iciones y por otra par-áme l r-o s independ ie n t e s , E!; te será un
caso mixto de los estudiados en los epígrafes 2 y 3 que resul-
tarán ~e él como casos particulares. Corresponde al modelo ge-
neral implícito indeterminado con más incógnitas que ~ciones.
Manteniendo formalmente la notación empleada en los epigrafes
anteriores ahora tenemos lo siguiente.
4.1.- Modelo funcional
F(X,L) '-'O. (4.1 )
x, X , x, L. L ,t representan parámetros y observaeion03 como
o o
antes.
v = L - t son los errores re~iduales (incógnitas).
m es el número de observaciones t.
n es el número de parametros independientes (incóg-
nitas).
c es el número de condiciones (ecuaciones de condi-
ción) en las que pueden figurar parámetros y ob-
servaciones, parámetros sólo u observaciones só-
lO. Se ha de verificar que
e < m + n, e > n y c < m.
r es el número de grados de libertad
r = c-n > o.
P,Q,o~, I se refieren como siempre a las observaciones; las
matrices serán de dimensión (mxm), simétrtcas y
de rango m y definidas positivas.
se denomina primera matriz de diseBo de dimensión
(cxn) y rango n.
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B :::~ 1 x L es la segunda matriz de disei'lo,de dimen s í ón (e.m)
o o y rango c.
El vector t de constantes de observación toma la forma
Con el simbolo "A" designaremos las cantidades estimadas.
4.2.- Linealización. Ecuaciones de condici6n
El método de linealizaci6n por la f6rmula de Taylor apli-
cado a la función de dos variables (4.1) conduce a lo siguien-
te
aFIF(Xo' Lo) + ax X, L (X
o o
introduciendo las matrices de disei'loesto
a F I- Xo) + aL 'x , L (L-L o) = O,
o o
se escribe
F(X , L ) + Ax + B(' + v - L ) = O,
o o o
y teniendo en cuenta (4.2) resulta
I Ax + Bv - t = o. I
Este es un sistema de c ecuaciones lineales con m + n inc6gni-
tas (m residuales y n parámetros) en el que m + n > c, que se
denomina sistema de ecuaciones de condici6n; es un sistema in-
determinado con infinitas soluciones.
En el caso de tomar como valores provisionales Lo las propias
observaciones , y si el modelo ya es lineal de la forma
Ax + 8L + b = O,
entonces
t = - (8' + b ) , )
4.3.- Modelo estocástico
Sea 1,& • t la matriz de covarianzas de las observaciones
L. Entonces el modelo estocástico es
E{v} ::O y E (vv T} = t (4.5)
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Ahora podemos considerar la expresi6n (4.4) y aplicar la
ley de propagaci6n de las covarianzas obteniendo
E{t} = Ax + BP.{v} = Ax y
donde como en (3.7)
M
de dimensi6n (cxc).
También podemos definir los residuales transformados
w = - Bv,
en cuyo caso las ecuaciones (4.4) toman la forma de ec~aciones
de observaci6n
Ax - t w,
siendo entonces, con (4.7),
E{w} = - BE{v} = O Y E{wwT} (4.10)
Además,en e$te caso
E{t} = Ax y
4.4. Condici6n de mínimos cuadrados. Ecuaciones correlativas y
ecuaciones normales
La aplicación d~l método de mínimos cuadrados para la ob-
tenci6n de estimaciones de los errores residuales v y de los
parámetros x puede hacerse planteando la condición de mínimo
con el modelo mixto (4.4) o con el modelo transformado (4.9).
Procediendo con el modelo mi.xto de ecuaci<Jnes de condici6n ha-
brá q~e minimizar la forma cuadrática
vTpv,
y con el modelo transformad~ la forma
wTp w = vTSTp Bvww ww '
de manera que se tratará de la misma forma cuadrática cuando
se verifique
P. {4.1]}
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Entonces, en analogía con
ciones normales
2.4 llegaremos al sistema de eCUd-
(Alp A)x - ATp t ~ O,
"'"' W'vIcuya SOluci6n, teniendo en cuenta (4.7) y (4.10) vi~ne dado pu~
x = (AlM-1A)-IA'M-1t,
y llevando este valor a (4.9),con (4.8) obtenemos
(4.14 )
Multiplicando por la izquierda esta ecuaci6n por _P-1BTM-1 y
teniendo en cuenta (4.13) resulta
v = P-IS'M-1t (4.1 5)
No obstante, en lo que sigue trabajaremos directamente cOú
el modelo mixto (4.4). Entonces. para obtener la soluci6n minl-
mos cuadrados seguiremos el método clásico de los multiplicado-
res de Lagrange, que representaremos por el vector h de dimen-
si6n (cx1).
Deberemos, por tanto, buscar el mínimo de la funci6n matri
cial
T'( v , A, x ) = vTP-J - 2AT(Ax + Bv - t), (4.16)
donde el segundo término del segundo miembro es cero cuando las
ecuaciones (4.4) se verifican exactamente.
La condición necesaria de mínimo de (4.16) se obtiene igua-
lando a cero las derivadas parciales de T(v, A, x) respecto de
v, A y x. Así resultan las .ecuaciones siguientes
aT 2v'P 2ATB O.-av
aT 2(Ax By t) O,+aA
aT 2A'A- = - O,ax
que, tomando matrices traspuestas y cambiando el signo, escri-
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bimos en la forma
- 1-'v + BT" = O,
HV ; Al< t,
A T" O.
Estas ecuaciones constituyen el sistema de ecuaclones correlali-
~. Obsérvese que los productos de matrices en (4.17) están
equilibrados seg~n las dimensiones asignadas; el sistema está
constituido por m ecuaciones del primer tipo con m + c incógni-
tas, c ecuaciones del segundo tipo con m + n incógnitas, las mi~
mas m del primero y n ecuaciones del tercer tipo con c incógni-
tas también las mismas del primero. En conjunto resulta un sis-
tema de m + n + e ecuaciones con m + n + c incógnitas que uti-
lizando hipermatrices escribimos en la forma
- P
B
O
O
A
O
"
O
t
O
(4.18)
con la pa~ticularidad de poseer una matriz simétrica. La-reso-
lución de este sistema conduce a los valores estimados de v,
" y x.
Ahora bien, para mantener la total similitud con los casos
individuales estudiados en los epígrafes 1 y 2, y para aprove-
char los ceros que aparecen en (4.18) procedemos a resolver por
eliminación. De la primera ecuación (4.17) obtenemos
(4.19)
y sustituyendo en la segunda queda
BP-1BT" + Al< - t = O,
como por (4.7), M = BP-1B es una matriz simétrica definida po-
sitiva, despejamos A y resulta
(4.20)
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Llevando este valor de A a la tercera dp. (4.17) ob t c-rremos
ATM-'t - ATM-'Ax = O
y si ponemos (en analogía con (2.15) y (2.16»
N
d
AT (BP-'BT v=«,
A T ( BP- , B T ) - , t ,
(4.21 )
(4.22 )
escribimos abreviadamente
Nx - d 0·1 (4.23)
Est~ es un sistema de n ecuaciones con n incógnitas que se de-
nomina sistema de ecuaciones normales para los parámetros x.
4.5.- Valores estimados
Tal como hemos definido las matrices A, B Y P por (4.21)
resulta que la matriz N es simétrica y definida positiva; enton
ces la solución del sistema (4.23) viene dada por
(4.24)
es decir,
(4.25)
Esta solución es única y es una estimación insesgada de los pa-
rámetros, pues
Entonceslos .valores estimados de los parámetros ajustados son
x = Xo + x.
Conocidos los parámetros estimados X, los multipllcadores
de Lagrange se determinan por (4.20) y sustituyendo el resulta-
do en (4.19) se obtienen las estimaciones de los errores resi-
duales. Esto es:
v = P-1BTM-l(t -AX) P-'BTM-'[t - A(ATM-lA)-lATMI'tl,
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es decir,
(4.26)
Por último, el va ioz- estimado de las observaciones ¿¡ju~;-
tadas es
L = t + v. (4.27)
Calculemos seguidamente la forma cuadrática vTpv. Con
(4.19), en función de A resulta
vTpv = ATBP_lpp-1BTA ATMA, (4.28)
con (4.20) en función de t y x querla
vTpv = ATMM- 1(t _ Ax) ATt _ ATAx, (4.?9)
y con la tercera de (4.17), ATA = O, Ó AT~ O se obtiene
V T Pv -; Al t. (4.30)
Sustituyendo otra vez (4.20) resulta
tTM-1t - xTATM-1t
tTM-1t - xTNx
tTM-1t - xTd
tTM-1t - tTM-1Ax. (4.31 )
Si, por último, sustituimos x de (4.25) obtenemos
En definitiva queda
(4.32)
Demostremos a continuación que vTpv es efectivamen;e un
mínimo. Es decir, v dado por (4.26) y x dado por (4.25), con
la condición (4.4) hacen mínima la suma de cuadrados vTpv.
En efecto, sean v y x valores arbitrarios de v y x que sa-
tisfacen también las ecuaciones (4.4), es decir
Ax + Bv - t O. (4.33)
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Expresemos v y x en la forma
x x + X" (4.34 )
entonces, sustituyendo en (4.33) resulta
A (x + x,) + B (v + v,) - t = O,
pero, teniendo en cuenta (4.4) pard v, y x, se obtien~ la con-
dición
AX1 + Bv, O. (4.35)
Entonces tenpmos:
(4.36)
Los términos vTpv, vTpv" teniendo en cuenta (4.26),(4.25)
y (4.35) valen
vTpíf= VTpp-IBTW'(t_.AX) = vTB!W'(t _ AW'AfW't)
" 1
=-xTATMr't+ xTATMr'AN-'ATM~lt=. O., ,
Entonces la expresión (4.36) se reduce a
(4.37J
pero el segundo término de (4.37) es vT Pv ~ O por ser la ma-
l 1
triz P definida positiva. En definLtiva resulta
para todo v, x,luego la condición ne~esaria deminimo también
es suficiente.
4.6.- Estimación de la precisión a posteriori
Calculemos primeramente una estimación de la varianza a
priori de la unidad de peso. Para ello apliquemos como de or-
dinario las propiedades de la traza, tomando la esperahza mate-
mática de la expresión (4.32) y teniendo en cuenta las (4.11)
y (4;21) y las dimensiones oe las ma t rices que í nt erv ienr-n rr!-
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sulta
E{vTpv} E{tT[M-'- M-1AN-1ATM-1)tl
E{Tr(tT[M-1- W1AN-1ATW1 l t l )
EtTr(ttT[M-'-M-'AN-'ATM-' J)
Tr(E{ttT}[M-l_M-1AN-IATM-I))
Tr«(o~M + AxxlAT)[WI- W1AN-1AlW1])
= Tr(oII - 0IAN-1ATW1 + AX:)(TATW1_AxxTATWIAN-1ATW1)
o cc o
ó~[Tr(I ) - Tr(ATW1 AN-1)]cc
oIITr(I) - Tr(Inn))01 cc
= o~(c - n) = o~r. (4.39)
Ahora como estimación de D~ tomamos
~ a00 (4.40)
donde r c - n es el número de grados de libertad y como
resulta que a~ dado por (4.40) es una estimación insesgada de
l~ varianza a priori de la unidad de peso.
4.7.- Matrices cofactor y covarianzas
Las matrices cofactor y covarianza de las observaciones 1
y de las constantes t las define el modelo estocástico por las
matrices
0u. ° = p-l Y E t = 0
10 = o~p-l. (4.41 )11 o ti.
°tt Bou.BT M Y t BE Bl = o~M. (4.42)tt ti.
Las matrices cofactor de los parámetros X. multiplicado-
res A. errores residuales v y observaciones ajustadas L las
obtendremos como de costumbre ~plicando la ley de propagación
de las covarianzas a las relaciones que iremos indicando.
De (4.25),
(4.43)
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Sus ti tuyendo (4.25) en (4.,20) r esuLt a
entonces
(M-1_ M-1AN-1ATM-1)0 (M-1_ M-1J\N-1ATM-1)T
tt
(I - M-1AW1AT)(W1_ M-1AN-1ATM-1)
M-'- M-1AN-1ATM-1• (4.44)
De (4.19),
O P-1BTO BP-l = P-1BT(M-1_ M-1AN-1ATM-1 )BP-lvv AA
= P~lBTM-13P-l_ P-1BTM-1AN-1ATM-1BP-l.
De (4.27) teniendo en cuenta (4.50),
(4.46)
Las matrices cofactor cruzadas se cb t j enf~tI de forma análo-
ga.
De (4.2),
O = - O BTz t U. (4.47)
De (4.25) t
(4.48)
De (4.20) t
o (W,)T - O A(W1A)T
tt LX
= _ P-1BTM-1 + P-IBTM-1AN-1ATM-l. (4.49)
De (4.26),
= O ( P - I B TM - 1 _ P - 1B TM - 1AN - 1A TM - 1 ) T
s t
- P-1BTM-1BP-1 + P-1BTM-1J\N-1ATM-IBP-I~ - OAA' (4.50)VV
De (4.27),
(4.51 )
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De (4.25),
(4.52 )
De (4.20),
(4.53)
De (4.19),
(4.54)
De (4.27l,
(4.55)
De (4.20),
(4.56)
De (4 ~19) ,
(4.57l
De (4.27),
O O + O = - N-1ATM-1BP-l.ALA = Al. AA
X X 'XY
(4.58)
De (4.19),
De (4.27),
_ M-1B1p-l + M-1AN-1ATM-1BP-l
+ (M-1_ M-1AN-1ATM-l)BP-l = o. (4.60)
De (4.37),
(4.61 )
A la vista de las expresiones originales del modelo esto-
cástico (4.41) Y (4.42), a partir de las cuales se obtienen to-
das las demás, las matrices de varianza-covarianza a posterio-
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ri (estimadas) se obtendrán multiplicando las matrices cofactor
por al y si esta varianza a priori de la unidad de peso no se
o
conoce exactamente se tomará su valor estimado al dado por
o
(4.40).
4.8.- Rango de las matrices cofactor a posteriori
En el modelo de ajuste mixto que estamos estudiando, las
expresiones (4.43) a (4.61) nos indican que deberemos calcular
el rango de las siguientes matrices:
(4.45)
= P-l _ Q .....A.vv (4.46)
(4.47)
(4.48)
(4.49)
°tAx. (4.52)
(4.54)
(4.55)
(4.59)°AV
Seguiremos el método utilizado en los apartados 2.8 y 3.8
para los modelos simples. Comencemos calculando los rangos de
las matrices
J
K 1 - J,
que se repiten frecuentemente en las expresiones anteriores, a
través de los cuales c~lcularemos los de todas ellas.
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4.8.1.- Rango de J
La matriz J de (4.62) es una matriz de dimensión (cxc) e
idempotente, pues
Jl = JJ = AN-1ATM-1AN-1ATM-l = AN-1ATM-1 = J.
Aplicando a (4.62) la regla del cálculo del rango resulta
rang J ~ m.r.m.c.= mín rang (A, N-l, Mrl) = mín(n, n, m) = n.
MUltiplicando (4.62) por A obtenemos
JA = A,
entonces,
rang A = n < m.r.m.c.= mín rang(J,A) = mín (rangJ, n),
luego ha de ser
ran;} J ~ n.
Por consiguiente, de (4.64) y (4.65) se concluye que
rang J = n,
que es el número de parámetros independientes.
(4.66)
4.8.2.- Rango de K
La matriz K (4.63) es una matriz de dimensión (cxc) e idem-
potente por serIo J pues
Ka = KK = (1 J)(1 - J) = T - 2J + J~ = T - J = K.
Sea F la matriz ortogonal, FTF = T, que diagonaliza J, es
decir
FTJF = D,
esta matriz siempre existe. La matriz D también es idempotente
por serIo J, pues
En estas condiciones D tendrá en su diagonal principal sus auto
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valores que serán tantos unos como sea el rango de J (es decir,
n) y tantos ceroscomo sea el defecto de rango de J( es decir,
c - n ) .
Aplicando a K esta transformal'Lón ortogon~l re~ultd
Entonces
rang K = rang (l - D) ~ c - n, (4.61)
que son los elementos de la diagonal principal de I - D distin-
tos de cero, que son iguales a uno. Así el rango de K es,
c - n = r, el número de grados de libertad del problema.
4.8.3.- Rango de O~~xx
Por (4.43) y (4.21), O~~ N-' = (ATW'A)-', entoncesxx
dim O~~ = (nxn) y como rang A n, rang M-I = c > n resultaxx
rang O~~ n.xx
4.8.4.- Rango de 0AA
Por (4.44) y (4.63) O = M-'K de dimensión (cxc). Aplica_nAA
do la regla con (4.67) resulta,
rang O < m.r.m.c.= mín rang (M-I, K) = mín (c, c - n) = c - n. (4.6&)AA -
MUltiplicando (4.44) por M resulta,
entonces,
rang K = c-n < m.r.m.c.= mín rang (M, O ) = min(c,rang(J ),AA AA
luego ha de ser
rang O > c - n.AA (4.69)
Así pues, de (4.68) y (4.69) se concluye que
rang Q = c-n = r,AA
que es el número de multiplicadores de Lagrange.
(4.70)
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4.8.5.- Rango de Qyy
Por (4.45) y (4.63) escribimos
(4.71)
de dimensi6n (mx~). Entonces,
rang O•• < m.r.m.c. = min (m, e, c, r) = T.VV -
Multiplicando (4.71) por B a la izquierda y por SI a la derecha
queda
y multiplicando por M-1
BOyyBIM- 1 = K,
entonces,
rang K = r = m.r.m.c. = min (c, rang 0._, e, c),vv
luego ha de ser
rang O•• > r.vv (4.73)
Por consiguiente, de (4.72) y (4.73) se concluye que
rang 0_. = r.vv (4.74)
4.8.6.- Rango de 011
Por (4.46) y (4.71),
(4.75)
Sea ahora
(4.76)
esta matriz de dimensi6n (mxm) es idempotente. MUltiplicando
por Sp_1 a la izquierda y por BTM-1 a la derecha se obtiene
(4.77)
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Entonces, aplicando a (4.76) y (4.77) un procedimiento similar
al utilizado con J se deduce que
rang J* = r. (4.7-8)
Seguidamente definimos la matriz
K*=I-J*,
que es de dimensión (mxm) e idempotente y por un procedimiento
similar al tantas veces utilizado se concluye que
rang K * = m - r. (4.79)
La expresión (4.7S} en función de K* se escribe
y también
Entonces, conocido el rango de K * por (4.79) la aplicación de
la regla del cálculo del rango a estas dos últimas expresiones
per~ite concluir que
rang 0LL = m - r, (4.80)
que es el número de observaciones más el número de parámetros
menos el número de ecuaciones de condición.
4.8.7.- Rango de Qtt
Por (4.47) tenemos
y
siendo dim O = (mxc). Aplicando la regla anterior se obtieneJ.t
sin dificultad
o. (4.81 )
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4.8.8.- Rango de ° Atx
Por (4.48) tenemos,
y
siendo dim ° Atx (mxn) el método da
rang 0tx = n.
4.8.9.- Rango de 0tA
Por (4.49) tenemos,
y
siendo dim OlA (ms c ) el método da
rang ° = r.tA
4.8.10.- Rango de ° Atx
Por (4.52) tenemos,
siendo dim 0tx
0tx = AN- 1,
0txN A,
el método da
y
(exn)
rang ° A = n.tx
4.8.11.- Rango de 0tA
Por (4.53) tenemos,
luego, dim 0tA = (exe) y
rang 0tA= r.
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4.8.12.- Rango de ° ~tv
Por (4.54) tenemos,
y K,
luego, dim OtO = (Cxc) y el método da
rang OtO = r. (4.86)
4.8.13.- Rango de 0tL
Por (4.55) tenemos,
° - JBP-I,tL
y
T - 10tfBM =J,
luego, dim 0tL = (c~c) y el método da
rang ° ~ = c.tL (4.87)
4.8.14.- Rango de 0AV
Por (4.59) tenemos,
y
luego, dim ° ~Av
MOAO = OtO'
(cxm) y el método da
rang ° ~ = r.Av (4.88)
4.9.- Casos particulares
Del modelo mixto general (4.4)
AX + Bv - t = O (4.4)
se deducen como casos particulares el modelo de observaciones
indirectas y el modelo de ecuaciones de condición.
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El primero surge cuando
B - 1. (4.89)
Esto equivale al caso en que el número de observaciones m sea
igual al número de condiciones c; entonces n < m: c y la matriz
B en (4.4) será cuadrada y regular, y podremos multiplicar toda
la ecuación (4.4) por B-I obteniendo
B-IAx + B-IBv B-It : O,
y volviendo a llamar, A, -I Y t a las matrices de diseBo del
modelo resulta
A x - t : v,
que es el modelo (2.9) de observaciones indirectas.
El segundo caso surge cuando no hay parámet~os. es decir,
cuando n : O; entoncesAx : O y resulta
Bv - t : O.
que es el modelo (3.7) de ecuaciones de condición.
A partir de las fórmulas obtenidas en este epígrafe para
el modelo mixto se deducen las de los dos modelos particulares
sustituyendo en ellasB por -I y A por O respectivamente.
4.10.- Ajuste mixto con parámetros ponderadOS
Una extensión del ajuste mixto consiste en suponer que los
parámetros que entran en el modelo pierden su carácter determi-
nista de tal forma que disponemos de información a priori so-;
bre ellos que nos permite asociarle una matriz de pesos. Es-
te caso puede presentarse cuando, al margen del problema consl
derado, se han efectuado observaciones sobre los parámetros co-
mo resultadode las cuales podremos disponer de unos ciertos va-
lores e$timados o de una matriz de covarianzas antes de entrar
en el ajuste mixto.
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La forma de elegir la matriz de covarianzas a priori de
los parámetros difiere de unos autores a otros, así se habla de
estimación Bayesiana cuando la elección obedece a criterios sub-
jetLvos. mientras que se habla de ~justes generalizados o unifi
cados cUdndo tal elección e~ objetiva. Seguidamente estudiare-
mos un.caso particular de Los muchos que pueden presentarse.
Desde el punto de vista de las técnicas de cálculo el pr~
blema de parámetros ponderados hace que dichos parámetros de~
ban considerarse como observaciones, de manera que nos encontra
remos con el modelo funcional
F(X, L) = O, (4.90)
donde X Y L son observaciones aunque de distinto tipo. El mode-
lo estocástico viene dado entonces por
1:
!.l.
E XX
2 p-'
a o X ' (4.91 )
con la misma a!a priori y supuestos incorrelados ambos grupos
de observaciones.
Seguiremos teniendo m observaciones L, n observaciones (p~
rámetros)X y c ecuaciones con la condición
m + n > c.
El correspondiente modelo linealizado lo escribimos en 1a
forma (4.4),
Ax + Bv - t = O, (4.92)
donde,a diferencia del modelo (4.4),
aFIA --- ax X.,L.' aFIB ="iL XL'•• •
X. = t ,siendo t y t los valores observados.x x
Considerados v y x como error€q residuales con pesos P y
P respectivamente. es decjr.
x
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v L - 1.
x X - 1.
X
entonces, si el modelo inicial es ya lineal,
AX + BL + b O,
resulta
t = - (Al. + BI. + b ) I
X
(4.93)
que se diferencia de (4.3) en el término - Al.
x
La condición de mínimo se impone en este caso a la función
matricial
T (v, A, x) = V TPv + x TP x - 2r\ T(Ax + Bv - t ) ,
x
Sus derivadas parciales igualadas a cero conducen al sistema de
ecuaciones correlativas
- Pv + BTA = O ~
Bv + Ax - t = OJ
-Px+ATI\ O.
X
(4.94)
(4.95)
(4.96)
El método ordinario de eliminación obtiene O de (4.94),
(4.9])
que sustituido en (4.95) da
y llamando otra vez
M
resulta
A '" M- 1 (t - AX). (4.98)
Sustituyendo (4.98) en (4.96) se obtiene
de donde
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~i llamamos de nuevo
N = ATM-'A Y d
(4.99) se escribe
se ve que la única diferencia con (4.25) es la matriz de pesos
P que se añade a la matriz de ecuacLones normales y el nuevo
x
t dado por (4.94) que se utiliza en el cálculo del término in-
dependiente d.
Sustituyendo (4.99) en (4.98) resulta
(4.100 )
y llevando (4.100) a (4.97) queda
(4.101 )
otra vez se ve que la diferencia con (4.26) es la indicada an-
teriormente para x.
Obsérvese que si los parámetros son fijos, poniendo p:o
X
resultanlas fórmulasordinarias(4.25)y (4.26).
La suma de los cuadrados de los errores residuales es
ahora
Sustituyendo (4.97) y (4.98) y teniendo en cuenta (4.96)
resulta
A T t ,
y sustituyendo (4.100) queda en definitiva
( 1\ . 102 )
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Ahora la varianza a post eríor í de la unidad de peso vie-
ne dada por
AJ°0 r (4.103)
donde el número de grados de libertad es igual al número de
ecuaciones, r = c ó r = c - n donde n es el número de pará-
o o
metros con peso cero que pudiera haber.
La matriz cofactor a posteriori de las estimaciones de
los parámetros x se obtiene aplicando a (4.99) la ley de prop~
gación de las covarianzas
QAA = (p + N)-lATM-IQ M-IA(P + N)-!xx x tt x
Como las observaciones 1 y los parámetros x se han supuesto in
(4.104 )
correlados, de (4.93) se obtiene
(4.105)
Sustituyamos (4.105) en (4.104),
Teniendo en cuenta las relaciones
(4.107)
(4.108)
que se obtienen invirtiendo por cajas a derecha e izquierda
la matriz
- p
x
A
la expresión (4.106) se convierte en,
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OAA (P + N):IATM-I(M + M )(M + M )-'AP-1
XX X X X x
p-IAT(M + M )-l(M + M )(M + M )-lAP_l
X X X X x
P-1AT(M + M )-lAP-l
X X x'
en definitiva
(4.109)
Esto también puede obtenerse directamente corno sigue:
O - (p + N)-lATW1A(P + N)-l + (p + N)-lATM'"lAP-1ATM'"IA(P + Nt 1xx- X x x x x
= (P + N)_l(p + N - P )(P + N)-l + (p + N)-l(p + N _ P )
x x xx x x x
P-l(p + N _ P )(p + N)-l
X X X X
(p + N)-l _ (P + N)-lP (p + N)-l + p-l _ (P + N)-l_ (p + N)-l+
X X xx x x x
= p-1 _ (p + N)-IX X •
La matriz cofactor de los errores residuales V se obtiene a
par t ír de (4.101)
0__= p-1ST~l[I - A(P + N)-IATM-1)O [I-M-IA(P + N)-IATjM-1SF-l
vv X tt x
= p-1STM'"I[(M + M) - A(P + N)-lATM-1(M + 1-1)]
x x x
[1 - M'"lA(P + N)-lAT)M'"lSp-l
X
= p-1STWI[(M + M) - (M + M )M'"lA(P + N)_lAT -X x x
- A(f' + N)-lATM'"l(M + M) +
x x
Haciendo uso de (4.107), (4.108) Y (4.106) con (4.109) re-
sulta
0__ = p-l STM'"l{M + M - (M + M )M'"lA{p-l - p-1AT(M + M )_lA?-l)AT -
vv x x x x x x
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= p-'I BTp.r1 [M + M - (M + M )p.rl AP""1AT +X X X
En definitiva queda
(4.110)
Con (4.103), (4.109) y (4.110) las matrices covarianza de
los paráme~ros ajustados (que son observnciones ajustadas) y
de las observaciones ajustadas convencionales, se obtienen
aplicando la fórmula (4.46),
(4.111)
(4.'12)
Particularizaci6n al caso de observaciones indirectas con pará-
metros ponderados
En este caso el modelo matemático es
L F( X) ,
que en su forma lineal se escribe
Ax - t = v.
Introduciendo P y haciendo B = - I resulta
x
M = p-1
y por (4.99) queda,
x = (P + N)-IATpt = (p + ATpA)-lATpt,
x x (4.113)
por (4.100)
Q = - P-1p[I _ A(P + N)-IATp]t.x
v = Ax - t, (4.'14)
por (4.109)
o-_xx p_lX (4.115)
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y por (4.110)
( 4 . 116")
Comparando estas fórmulas con las obtenidas en el modelo
de ecuaciones de observación de la se~ción 1 se ve claramente
la influpncia de los pesos de los parimetros.
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