Based on the success of the maximum entropy principle (MEP) in the study of semiflexible treelike polymers [M. Dolgushev and A. Blumen, J. Chem. Phys. 131, 044905 (2009)], it is of much interest to establish MEP's potential for general semiflexible polymers which contain loops. Here, we embark on this endeavor by considering discrete semiflexible polymer rings in a Rouse-type scheme. Now, for treelike polymers a beads-and-bonds (i.e., a discrete) picture is essential for an easy inclusion of branching points. Moreover, one may envisage (similar to our former work [M. Dolgushev and A. Blumen, J. Chem. Phys. 131, 044905 (2009)]) to impose for each angle between two bonds a distinct stiffness condition. Working in this way leads already for a polymer ring to a complicated problem. Hence, we follow a reduced variational approach as applied earlier to polymer chains, in which a single Lagrange multiplier is used for each set of identical conditions imposed on topologically equivalent bonds and bonds' orientations. In this way, we obtain for the discrete ring an analytically closed form which involves Chebyshev polynomials. This expression turns out to lead to a series of solutions: Apart from the regular solution, several other solutions appear. One may be tempted to discard the other solutions, since for them the potential energy matrix is not positive definite. A more careful analysis based on topological features suggests, however, that such solutions can be assigned to rings displaying knots. Monte Carlo simulations which take excluded volume interactions into account agree with our interpretation.
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I. INTRODUCTION
The maximum entropy principle (MEP) (Refs. 1 and 2) has turned out to be a powerful method in studying complex systems. The MEP is based on the fact that the entropy of a system under constraints is maximal at equilibrium. Formally, one constructs from the entropy and from the constraints weighed by Lagrange multipliers (LM) a Lagrangian. The ensuing variation of the Lagrangian fixes then the values of the LM.
Recently, this method allowed us to model arbitrary semiflexible treelike polymers, 3 where we succeeded in imposing constraints on each bond and on each angle between nearestneighboring bonds separately. For semiflexible treelike polymers, this approach leads to a surprisingly simple, analytical, bilinear form of the potential energy, fact which drastically simplifies the calculation of many dynamical properties. 4 In this way, we were able to introduce distinct conditions at each and every junction; this allowed us to treat heterogeneous polymers straightforwardly. 5, 6 In the case of treelike polymers, the method is easily applicable in a discrete picture, whereas in a continuous picture the branching points introduce discontinuities.
However, treelike polymers are loopless and more general structures have loops. We face thus the question of using MEP in a discrete picture for treating polymers with loops. Now, the simplest such structure is a polymer ring, on which we focus in what follows. But even for a simple ring, because of the closure condition (see below, Eq. (4) of Sec. II), exa) Electronic mail: dolgushev@physik.uni-freiburg. de. pressions containing a full set of LM get very difficult to handle analytically. As we proceed to show, there is a possible way out, which we call reduced variational approach (RVA). The RVA consists in taking the same LM for constraints imposed on topologically identical quantities, say bond lengths or scalar products of consecutive bond vectors. This restricts the set of variational parameters in the Lagrange function and groups together the constraints corresponding to the same LM. We note that RVA ideas were already used in the case of linear polymers, 7 where the same LM was assigned to all internal bonds. Our work on treelike polymers (of which linear chains are a special case), where each bond and each angle between adjacent bonds has a different LM, 3 confirms the findings for linear chains based on the RVA only. 7 In our view this justifies the use of the RVA also for rings.
In the RVA-framework, we succeed to solve (in a large way analytically) the problem of the semiflexible discrete ring, obtaining a closed-form expression involving Chebyshev polynomials (CP). Determining numerically the roots of this CP-expression we find (as in the case of linear chains), apart from an obviously physical solution, several other solutions. It turns out that in the rigid limit the principal solution belongs to a simple, unknotted semiflexible ring, fact which we confirm through analytical arguments and through Monte Carlo simulations based on the bondfluctuation model (BFM). 8, 9 Fundamental quantities in this respect are the bond-bond correlations as a function of the mutual contour distance between the bonds.
Interestingly, one may be tempted to disregard the other solutions of the CP-relation. Here we recall, however, that the Rouse-model 10 and its generalized Gaussian extensions imply the phantom chain concept (by which covalently bound segments are not prohibited to cross each other). Here, we show that some of the roots of the CP-relation can be visualized as representing knotted rings. Remarkably, these solutions lead to a few negative eigenvalues of the dynamical matrix, which, when taking the Rouse-scheme seriously, may be seen as leading to an unbound motion. Recalling, however, that the beads of the ring are covalently bound, shows that in rings with knots the normal modes corresponding to such motions are precisely the ones which are automatically limited by the topological constraints. Our computer simulations performed on a "trefoil" geometry, see Sec. VI, support this conclusion.
The structure of our paper is as follows: In Sec. II, we present the theoretical MEP analysis for semiflexible rings using the RVA and determine our fundamental expression. In Sec. III, we analyze the topological implications of this expression, followed by a study of the dynamical aspects in Sec. IV. In Sec. V, we recall the BFM method. Then in Sec. VI, we present our numerical results: We compare the theory with our BFM Monte Carlo simulations. Finally, the paper ends with our conclusions. Moreover, we relegate most of our analytical calculations to Appendixes. In Appendix A, we derive explicitly a relation leading to our fundamental expression. In Appendix B, we find the number of roots of this fundamental relation and hence the number of different LM sets. In Appendix C, we compare our findings to former results for semiflexible polymer rings.
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II. THEORETICAL MODEL AND SEMIFLEXIBILITY IN THE RVA-FRAMEWORK
Here, we consider a polymer of N segments, whose ends are connected, see Fig. 1 . In this way, we are in a discrete picture, and we number the (equivalent) segments (bonds) consecutively, d 1 , . . . , d N . All bonds are assumed to have the same mean-square length,
In a Gaussian model, the bonds are represented by springs which connect beads. The simplest way to introduce semi- flexibility consists in fixing the orientation between nearestneighbors bonds, i.e., to set
and
where t is a stiffness parameter. In Ref. 3, we have considered a more general situation and we have let t depend on i. Here, we invoke the underlying symmetry along the ring and set all t equal. Now, rings are closed structures and hence
holds. This means that we have (for the three-dimensional situation) only 3(N − 1) independent variables, given that, e.g.,
A full variational treatment of the constraints Eqs.
(1)-(3) implies introducing 2N distinct LM, a situation which we cannot handle analytically. We hence use the RVA-approach, with only two LM. For this, we replace the N conditions of Eq.
(1) by their sum,
where we expressed d N using Eq. (5). In similar fashion the N constraints, Eqs. (2) and (3), are replaced by their sum,
We turn now to the MEP procedure, see Refs. 1-3 and 7. The method focuses on the entropy S,
where k B is the Boltzmann constant, the set {d} denotes all the 3(N − 1) components of the (N − 1) independent vector bonds of the ring, and ψ({d}) is the probability density. Thus
The MEP assumption is that under the given constraints the entropy is maximal at equilibrium. Then ψ({d}) can be obtained based on the variation of the Lagrange function constructed from the entropy S under the constraints Eqs. (6), (7) and (9) , to which we associate the LM λ, μ, and ν, respectively. The Lagrange function is, therefore,
This expression can be written in a more compact way, namely, as
where the (N − 1) × (N − 1) matrix U = (u ab ) is symmetric (because of the symmetry of the scalar product,
and has for N ≥ 3 the form,
The variation of the Lagrange function, Eq. (11), δL = 0, leads to the following set of 3(N − 1) equations:
for α ∈ (x, y, z) and a ∈ (1, . . . , N − 1). The solution to this set of equations is
as can be readily verified by inserting Eq. (14) into Eq. (13) . Introducing now the partition function Z through
it follows from Eqs. (9) and (14) that e ν = Z, and hence
One may note that this form corresponds to a Boltzmann distribution, whose potential energy V ({d}) reads
Differentiating Eq. (15) with respect to λ and μ leads now, together with Eqs. (6) and (7) to
The LM λ and μ are implicitly given by Eqs. (18) and (19) . Now, the partition function Z, Eq. (15), has the form of a Gaussian integral, which can be readily evaluated, giving
We now insert Eq. (20) into Eqs. (18) and (19) , obtaining
respectively. In the following, it is convenient to set x = −λ/μ. In terms of x and making use of the structure of U, Eq. (12), we find that
where
For the next few steps, the explicit knowledge of σ (x) is still not required. Thus inserting Eq. (23) into Eqs. (21) and (22) gives
Equations (26) and (27) allow us to obtain μ and λ as a function of x. From Eqs. (26) and (27) it follows that
from which, recalling that λ = −μx, we obtain
In order to determine the LM μ and λ, we are left with the task of computing x. Now inserting Eq. (28) into (26) gives
We are thus left with the problem of determining x from Eq. (30) , where σ (x) is given by Eqs. (24) and (25) . At this stage, we have to know σ (x) explicitly. Now, it turns out that σ (x) has a simple, analytical form. For odd N = 2k + 1 we obtain, see Eq. (A21),
and for even N = 2k, see Eq. (A33),
Here, U i (x) and W i (x) are the ith CP of the second and of the fourth kind, respectively, see Ref. 17 . As we show in Appendix A, Eqs. (31) and (32) can be combined for all N to the closed-form expression
where T N (x) is the N th CP of the first kind. 17 To proceed, we first note that the following relation holds
Inserting Eq. (33) into (30) and making use of Eq. (34) it follows that x obeys the implicit relation
This is our fundamental expression, which we analyze in the following.
III. DISCUSSION OF THE FUNDAMENTAL EXPRESSION, EQ. (35)
We now turn to determining the roots of Eq. (35) . Taking into account the structure of σ (x), which involves squared CP, see Eqs. (31) and (32), we show in Appendix B that in general, N ≥ 4, Eq. (35) has (N − 3)/2 roots for odd N and (N − 2)/2 roots for even N for all t except t = −1/(N − 1). Exemplarily, we plot in Fig. 2 as a function of t the k = 11 solutions of Eq. (35) for N = 24. As is evident from the figure, the solutions are, in general, continuous functions of t and are described through branches. We find it convenient to distinguish between the upper branch (red curve in Fig. 2 ) and the other branches (given in blue). To understand the meaning of the different branches, we consider in the following several limiting cases. First, we consider the case t → x − , the limit being taken from below (in Fig. 2 we display x = t by a black line and indicate its intersection points with the branches by red dots); as we will show, in this limit the solutions of Eq. (35) describe rigid structures, which have the forms of polygons; we find that for the upper branch the rigid solution is a simple polygon, whereas the other branches give rise to forms built from multiple polygons. Then, we focus on the upper branch and study the case x → ∞. It will turn out that this limit corresponds to a totally flexible ring. Finally, we analyze the limit N → ∞ for the upper branch, leading to well-known results for an infinitely long chain.
A. The limiting case t → x
−
We start by noticing that for t → x − the LM tend to λ → ∞ and μ → −∞, see Eqs. (28) and (29) . This indicates that for t x the influence of the LM on the Lagrange function, Eq. (10), gets to be very strong. As we proceed to show, this situation can be envisaged as leading to a very rigid structure.
We start by reformulating Eq. (35) as t = x + f (x), where
and determine for which values of x the function f (x) vanishes. For this, we consider the roots of the polyno- 
where the polynomials
2j −1 ) (c 1 and c 2 are constants) have no root in common. However, P (x) − NQ(x) has the root x = 1 and a careful check shows that f (1) = −6/(N + 1). Hence, f (x) has only the following simple roots:
Thus f (x) has one root more than Eq. (35) . In fact, from now on we can specify the branches through the index k.
The root x 1 = cos(2π/N) belongs to the upper branch (k = 1) of Eq. (35), e.g., depicted for N = 24 by the red curve of Fig. 2 . For this root we also have t 1 = cos(2π/N), which corresponds to an angle of 2π/N between neighboring bonds of a regular polygon of N sides. We note that envisaging a planar rigid polygonal structure as limiting case is also in line with recent simulation results on semiflexible rings, 18, 19 in which with growing stiffness a flattening of the rings to a quite planar shape was observed.
For k > 1, we are led to the other branches depicted in blue in Fig. 2 , where the coordinates of the red dots are x k = t k , with x k being given by Eq. (38) . The t k values correspond to the orientations of the nearest-neighboring bonds in k-times folded polygons.
To reinforce the argument that in the limit of very stiff structures polygonal arrangements are very favorable, we compute now for k = 2 (the upper blue branch) the correlations d 1 · d j and plot these in Fig. 3 . The basic relation is
as it follows readily by averaging d i · d j using the distribution function Eq. (16), where (u ab ) ≡ U. Here U, Eq. (12), is constructed from μ and λ, Eqs. (28) and (29), determined based on the second largest root of Eq. (35), where t was chosen to be very close to t 2 = cos(4π/N), in order to mimic a very rigid structure.
The results for N = 32, 64, and 128 are presented in Fig. 3 . The corresponding symbols describe a cosine-shape, with two minima and one maximum inside the [0, 1] interval, at positions 0.25, 0.75, and 0.5, respectively. This implies a steady rotation of consecutive angles by the same amount, leading to a total rotation of 4π . Indeed, the symbols lie perfectly on the cos(4π (j − 1)/N) curve, also drawn in Fig. 3 . The picture is thus of a doubly folded polygon as drawn in Fig. 4 .
How can we interpret for k ≥ 2 the rigid structures described by the x k ? For this, we display in . Now, close to the rigid limit the angles between nearest-neighboring bonds will be quite equal and as small as possible (the orientation of the bonds being head-totail). In this limit, the structure of Fig. 4 (a) will tend to unfold and revert its shape to the unfolded, regular polygon described by x 1 , whereas the structure displayed on Fig. 4(b) , the trefoil, cannot unfold because of its knot. Hence for it Fig. 4 (b) will be close to its final rigid configuration. As we will show in Sec. VI using BFM simulations on a trefoil structure under excluded volume conditions, the growing stiffness indeed leads to the formation of a double-polygonal shape. This behavior is also in line with considerations of dynamical aspects of the trefoil topology which will be presented in Sec. IV. We thus note that in this way not only the upper branch solutions, but also other domains of Fig. 2 acquire a physical meaning. 
B. The limiting case x → ∞
A particular feature of the upper branch (red curve in Fig. 2) is that it diverges, x → ∞, for a certain t ∞ . In order to determine the value of t ∞ , we expand the expression in brackets of Eq. (35) , 
and Eq. (22.3.7) of Ref. 23 ,
and take into account the first two significant terms. This leads
which inserted into Eq. (35) gives for x very large
such that in the limit x → ∞ we find
We remark that for N → ∞, one has t ∞ = 0, which for the (infinite) totally flexible chain is the standard assumption for t. In fact, Eq. (45) is the correct expression to use for flexible polymer rings, as we argue below and demonstrate based on computer simulations. For large N, t ∞ of Eq. (45) is very close to the value −1/N reported for rings in Ref. 24 .
The basic argument leading to Eq. (45) is quite simple. Namely, in a situation with totally flexible angles between the bonds there are no local restrictions; only the global closure condition, Eq. (4), matters. Thus, squaring it and averaging leads to
Using Eq. (1) this is equivalent to
Since no local restrictions apply, one convinces oneself readily that the terms d i · d j do not depend on distance, in particular, that the correlations do not decrease with increasing mutual distance. The equipartition assumption
leads then immediately from Eq. (47) to Eq. (45). As we will show in Sec. V using BFM Monte Carlo simulations, in which we suppress the excluded volume effect, the assumption expressed by Eq. (48) is indeed correct. Our interpretation is hence that the point (t ∞ , ∞) corresponds to a ring without any additional restrictions.
C. The limiting case N → ∞ for the upper branch
For large N , N 1, the fundamental Eq. (35) turns into
Now, as we showed under Sec. III A, the upper branch (red curve) is bounded by x > cos(2π/N), i.e., for N → ∞ by x > 1. Thus we can, for large N , make the substitution x = cosh ϑ for almost the entire branch. This allows us to represent the CP through hyperbolic functions. For this, we make use of Eqs. (1.1) and (1.4) of Ref. 17 ,
Inserting these equations into Eq. (49) we obtain
Taking the limit N → ∞ Eq. (52) reads
which in terms of x corresponds to
From the last expression
follows. Introducing this value of x into Eqs. (28) and (29) gives in the limit of very large N ,
These are the well-known results for the infinite semiflexible linear chain. 
IV. CONSEQUENCES OF EQ. (35) FOR THE DYNAMICS
In this section, we consider the dynamical features related to Eq. (35) . Classically, the dynamics of polymeric structures is described in terms of a set of Langevin equations for the beads' positions {r i }. 11 For, say the x-component of the position vector r j = {x j , y j , z j }, the Langevin equation is given by
Here,Ṽ ({r i }) is the potential energy as function of {r i }, f j is the x-component of the usual Gaussian force acting on j th bead, for which f j (t) = 0 and f j (t)f k (t ) = 2k B T ζ δ jk δ(t − t ) hold. Now, our potential energy V is expressed through bond variables, Eq. (17), and we need to express it in terms of the position variables {r i }. These are connected to the bond variables through
Here, we focus on the reduced set of bond variables
. Equation (59) can be written in matrix form using the rectangular N × (N − 1) matrix G = (G ia ), which is the incidence matrix 26 
Substitution of Eq. (60) into Eq. (17) gives
Introducing now the matrixÃ = (ã ij ) through
and inserting Eq. (61) into Eq. (58) gives
where K = 3k B T /l 2 . The solution of this system of equations requires the diagonalization of the matrixÃ, which, using Eqs. (12) and (62), is given bỹ
Given that the (Rouse) Laplacian matrix A for the flexible ring reads [26] [27] [28] [29] [30] 
we recall thatÃ can be written in terms of A. 14 As can be readily verified, one has
The eigenvalues of A are [27] [28] [29] [30] ξ n = 4 sin 2 πn N for n = 1, . . . , N.
Because of the particular structure ofÃ, Eq. (66) 
Moreover, from Eq. (66) also the eigenvalues ofÃ follow:
Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp Using Eqs. (28), (29) , and (67) we obtain
The functional form of the {ϕ n } is similar to that found in Refs. 12 and 14. However, due to differences in the models considered, the prefactors are different, see also the situation in Appendix C. As in the case of a completely flexible Rouse-ring, [27] [28] [29] [30] Eq. (67), most of the eigenvalues are doubly degenerate, ϕ n = ϕ N−n . Furthermore, the eigenvalue ϕ N = 0 corresponds to the translational motion of the whole ring, the eigenvalues ϕ 1 = ϕ N−1 correspond to modes in which one half of the ring moves opposite to the other half, the eigenvalues ϕ 2 = ϕ N−2 correspond to modes in which the first and the third quarters of the ring move opposite to the second and to the fourth quarters, etc.
We are now in the position to discuss the solutions of our fundamental expression, Eq. (35), given in Fig. 2 . In the limit x → ∞ (which, as discussed before, corresponds to a flexible ring) the first term in the square brackets of Eq. (71) vanishes and one obtains the eigenvalues given by Eq. (67), multiplied by (N − 1)/N . Here, as in Sec. III, we again find a slight deviation from the flexible ring considered in the Rouse-scheme in some former works. Other important values for x are those at which x = t, given in Fig. 2 through the red dots. Mathematically, going with x from above to below t changes the sign of the eigenvalues {ϕ n }, Eq. (71); at x = t most of them diverge. Hence, as also implied in the discussion of Sec. III A, we exclude from the further consideration the domain x < t and associate the value x = t with the rigid limit.
Another important observation is that even for x > t not all the eigenvalues {ϕ n } are positive and that the number of negative eigenvalues is branch-dependent. The reason is that the second term in the brackets of Eq. (71) is negative for x < 1. Now we aim to know which ϕ n become negative for which x values. We have observed and checked numerically up to N = 100 that in t ∈ [−1, 1] all branches of x(t) are monotonically decreasing. From Eq. (71) the relation ϕ n = 0 is equivalent to
Consider now the upper branch first. The largest x-value from Eq. (72) is
which agrees with the position of the red dot on the upper branch, for which x 1 = t 1 , see Sec. III A. It follows from the monotonicity of the upper branch that left from this point no negative eigenvalue appears. This is, of course, in line with the GGS Rouse-type dynamics of polymers, 11, 31 involving a damped motion.
Going now to the next branches, which we denoted by k (2 ≤ k ≤ N/2) in Sec. III A, we realize quickly that, because of monotonicity given, the position of the red dot on the k- branch is at
see Sec. III A, left from (but possibly close to) it (k − 1) double degenerate eigenvalues (namely, ϕ 1 , ϕ 2 , . . . , ϕ k−1 ) are negative. Negative eigenvalues lead to an exponentially accelerated motion and would, as such, be usually discarded from further consideration. To show that in our present case, one has to take (at least) part of the upper blue branches in Fig. 2 seriously and that even such situations allow for a physical interpretation, we focus on the branch k = 2, which lies just below the red curve (branch k = 1). In Sec. III A, in the limit of high stiffness, we have associated this branch with polygonal arrangements such as given in Figs. 4(a) and 4(b) . We recall that topologically the two structures are distinct: As displayed in a continuous manner in Fig. 5, Fig. 4(a) corresponds to an unknotted ring, Fig. 5(a) , whereas Fig. 4(b) is a ring with a knot, a "trefoil" [20] [21] [22] as shown in Fig. 5(b) . Consider now the motion of these objects under the influence of the mode n = 1, whose eigenvalue ϕ 1 is negative for the k = 2 branch. In the GGS-picture the corresponding amplitude (and the interbead distances) will grow without bounds and would be discarded as unphysical. But what happens if we consider from the start quite stiff bonds and do not allow any changes in topology? One can follow the displacements due to the corresponding mode; in Fig. 5 we have depicted this mode at a quite advanced stage. What happens is: For an unknotted ring the structure Fig. 4(a) is unstable under this motion; the double polygon will open and its angles will change. By this the structure will resemble Fig. 5(a), meaning that in the (x, t) space the system has left the branch k = 2 and is now on the totally stable upper branch k = 1 (red curve), for which the corresponding eigenvalue is positive.
A different picture arises in the case of a knotted ring, Fig. 4(b) . Here, the structure cannot get rid of the knot and thus cannot revert to the simple ring-structure of Fig. 5(a) . What happens now is that the knot itself stands in the way of the increasing amplitude, since two section of the ring act in opposite directions, see Fig. 5(b) . The motion cannot increase indefinitely, since this is forbidden by the covalent bonds themselves. This shows that structure Fig. 4(b) is physically well described by the branch k = 2 and that one would overestimate the role of the negative eigenvalue by discarding the solution based on it. The negative eigenvalues appear only because of the limitations of the GGS-Rouse-type scheme, in which segments can cross each other. Accounting for noncrossing conditions would require introducing nonholonomic constraints, which would considerably complicate the theoretical framework. However, as we proceed to show through the following simulations, in the limit of large stiffness, the theoretical expressions found here are topologically meaningful.
V. SIMULATION MODEL
In our investigations we use the three-dimensional BFM. 8, 9 The BFM is a coarse-grained lattice model in which several chemical repeat units are represented by a cube made of eight lattice sites. Moreover, in the BFM several characteristics of polymers, such as the excluded volume and the covalent connectivity, are correctly accounted for. Now, in the BFM each lattice site can be occupied by a single cube at most. The complete set of allowed bond vectors follows from the set {(2, 0, 0), (2, 1, 0), (2, 1, 1), (2, 2, 1), (3, 0, 0), (3, 1, 0)} by applying to it all the operations of the cubic point group.
In one move a randomly chosen bead attempts to make randomly a unit step in one of the six basic lattice directions. The attempt is accepted if none of the sites of the elementary cube in its new position are already occupied and if the new bond vector belongs to the allowed set. The procedure guarantees that the polymer segments do not cross each other, thus conserving the initial topology of the ring. 32 The schematic representation of the polymer in the BFM and some of the allowed moves are sketched in Fig. 6 .
We use the Metropolis algorithm 33 to determine the transition probability w,
for accepting a local move which is allowed by the excluded volume and by the bond length constraints, but which involves an energy change of U . As we assume good solvent conditions, the only contribution to the potential U is from the stiffness, which we introduce through a local potential between successive bond vectors. One Monte Carlo step (MCS) is achieved when in average each bead has attempted one local step. As potential U we choose the following form, already used in the study of semiflexible polymers, 34, 35 
In Eq. (76) B is a flexibility parameter and θ is the angle between successive bond vectors. The term 1 corresponds to the preferred straight alignment of consecutive bond vectors and is of course irrelevant; we introduce it only to be in line with the semiflexible chain simulations. 34, 35 Previous BFM simulation studies of ring polymers were performed for flexible rings by Frisch et al. 36 and quite recently by Bohn et al., 37, 38 and for semiflexible rings by Müller et al. 32, 39 References 32 and 39 focus on the properties of melts of semiflexible unknotted rings, but also contain results pertaining to dilute polymer solutions. However, Müller et al. restricted themselves to small values of the stiffness. For an extensive check of the theoretical predictions we are interested also in large stiffness values. This prompted us to perform new simulations. In these we investigate both unknotted rings and rings containing one knot, the trefoils, see Fig. 5 .
In the simulations of unknotted rings we take for N the values N = 16, 32, 64, 128, 256, and for B, the stiffness parameter, the values B = 0, 3, 6. In all cases, we start from a square with N/4 + 1 monomers on each side, the bonds between monomers being two lattice units long. For the trefoil, we investigate for B = 6 polymers with N = 32, 64, 128, 256; furthermore, for N = 64 we also investigate the cases B = 3 and B = 0. In Fig. 7 we show for N = 32 an initial configuration of the trefoil. In Fig. 7 each bead stands for a cubic coarse-grained monomer as displayed in Fig. 6 and all bond lengths are equal to two lattice units. One should note in Fig. 7 the portion of the contour colored in red: It allows the realization of the knot and we use it in all initial realizations. For increasing N we let then the parts of the contour colored in black increase.
As simulation boxes we take a volume of 200 × 200 × 200 lattice units for N = 16, 32, and 64 and a volume of 400 × 400 × 400 for N = 128 and 256, and implement periodic boundary conditions in the x, y, and z directions. The boxes are chosen large enough in order not to hinder the motion of the polymer. We store conformations in intervals of 1000 MCS. For B = 0, 3 we start to store the conformations after letting the polymer equilibrate for 10 9 MCS for N ≤ 128 and for 3 × 10 9 MCS otherwise. In the first case, the presented simulation data are averaged over 10 6 and in the second case over 2 × 10 6 realizations. For B = 6, we equilibrate the system for 3 × 10 9 MCS and the simulation data are averaged over 2 × 10 6 realizations for all values of N .
VI. RESULTS AND DISCUSSION
In this section, we focus on the bond-bond correlation functions d 1 · d j , quantities which allow us to confront the theoretical results with the simulations, both for unknotted rings and for trefoils. A point to be considered is that the stiffness parameter t introduced in the theory, e.g., Eq. (3), and the parameter B of the potential U in Eq. (76) are not related to each other in a straightforward way. Moreover, besides B, in the simulations also excluded volume interactions are accounted for, which also influence the bond-bond correlations, especially in the case of quite flexible rings. Therefore, for the sake of comparison, we compute based on the simulations an effective stiffness parameter t s
is the mean-square length obtained from the simulations; we find l 2 b ≈ 2.7 lattice units, value which coincides with previous BFM results. 39, 40 We start our considerations from unknotted rings. The values of t s depend both on the stiffness B and also on the ring length N. We present in Table I the normalized nearest bond-bond correlation functions as evaluated from the simulations. As it is evident from the table, with growing N the values of t s get to be quite stable for N large, the difference getting to be less than one unit in the third significant digit. Focusing now on simulations, in the absence of angular restrictions, where B = 0, we indeed find quite significant t s values, showing that even for B = 0 there are considerable correlations between nearest neighbor bonds. The reason for their appearance is due to the effect of the excluded volume, which is strictly taken into account in the BFM.
In Fig. 8 , we display the bond-bond correlation functions between segments whose mutual distance along the chain for
In the lower part of Fig. 8 we show our findings when the excluded volume interactions have been turned off. For all N values displayed (16, 32, 64, 128 , and 256), we find from the simulations extremely flat lines. We have also indicated in Fig. 8 the theoretically predicted t ∞ values from our model, as given in Eq. (45). As can be inferred from Fig. 8 , the agreement is very good. We can thus indeed claim that our model gives the appropriate description for rings under free conditions and that, as stressed before, for them the use of t = 0 instead of t ∞ , Eq. (45), is not correct.
In the upper part of Fig. 8 , we have also introduced the theoretical values of the correlation functions obtained from our model by taking as t-values the t s obtained from Table I . As can be seen from Fig. 8 , for large N the agreement is only qualitative. For small N the agreement gets worse; here our theory seems to overestimate the role of the closure condition. As we proceed to show, the agreement between theory and simulations gets better when we include the bending energy, by considering cases in which B = 0, and when we modify our interpretation of the basic unit bond in the BFM.
In Fig. 9 , we present the bond-bond correlations functions of knotless rings obtained from the BFM simulations when we take for the angular potential, Eq. results, given for rings of lengths N = 16, 32, 64, and 256, show clearly that with increasing stiffness the rings tends more and more to acquire a regular shape, in which bonds at opposite positions along the ring (such as d 1 and d N/2 ) orient in antiparallel fashion. As intuitively evident, this effect is more pronounced for shorter rings, i.e., for smaller N . Furthermore, the effect also increases, again as expected, for larger values of B.
In Fig. 9 , we have also indicated our theoretical results, obtained by taking for t the t s values of Table I . Now the agreement gets to be quite satisfactory, especially in the cases of rather small or of very large rings. These results can be understood as follows: For short rings the gauging of t s with B seems to be sufficient for a good description, whereas for very large rings only the effect of the closure condition, Eq. (4), is dominant. The less than perfect agreement in the intermediate N -domain may be due to the role of the segments' thickness, which is quite high in the BFM; see also our previous comment concerning the averaged segment length in the BFM.
In line with this idea we choose now to represent one theoretical segment, say,d a through two BFM segmentsd a = d 2a−1 + d 2a , see Fig. 10 . We tabulate again the corresponding normalized nearest neighbor bond-bond correlation func-
b as a function of N and of B in Table II . As above, we use in what follows these values as an estimate for t s . In Fig. 11 , we again confront the results from the simulations with the theory, namely, for the stiffness parameters B = 3 (upper part) and B = 6 (lower part of the figure). As can be inferred from Fig. 11 , the agreement between theory and simulations is now very satisfactory for the whole range of parameters involved. We would like to stress that for the rings considered the correlation functions display a clear-cut negative minimum around j = N/2, which is vastly different from the case of a linear chain where the correlation functions are always positive. This pronounced minimum is a clear sign of an unknotted ring, for which the angular potential is quite We now turn our attention to trefoils, i.e., to rings displaying one knot, see Fig. 5(b) . In Fig. 12 , we present our simulation results for the bond-bond correlation functions for trefoils of length N = 64, in which we vary the semiflexibility parameter B. The simulations start with a knotted initial configuration, as exemplified in Fig. 7 . Here, we make use of the BFM model, in which we take as strength of the angular potential the values B = 0, 3, and 6. The results are presented in Fig. 12 through differently colored symbols. We notice that with increasing B the curves display a double minimum, quite in line with our expectations from the analysis in Sec. III A and from the theoretical results presented in Fig. 3 . Here, one should note that because of the negative eigenvalue, the use of Eq. (39) is restricted to the neighborhood of t 2 , i.e., to quite stiff trefoils. For low B (and hence t) values Eq. (39) is not appropriate (it even leads to spurious effects), depriving us of a means of comparison. In Fig. 12 with increasing B the positions of the minima tend towards N/4 and 3N/4, denoting an antiparallel arrangement of bonds, consistent with a doubly folded structure, see Fig. 4 . In a similar way, in Fig. 12 a maximum develops at the position N/2 with increasing B-values, again in accordance with the doubly folded structure. As a consistency check, we have also performed BFM simulations by turning off the excluded volume interactions. The results are presented in Fig. 12 as continuous lines. Evidently, when the excluded volume interactions are removed the bonds are permitted to cross each other, by which the knot disappears. The final situation is the same as when starting from an unknotted initial structure. Here, we again remark for B = 0 the plateau-type behavior found in the lower part of Fig. 8 .
We close by considering for B = 6 the bond-bond correlations of trefoils of different length, namely, N = 32, 64, 128, and 256, see Fig. 13 . The main result is that for short-knotted rings a double minimum pattern is evident; the feature gets blurred when N increases. Correspondingly, the pronounced maximum at N/2 also gets flattened with increasing N .
VII. CONCLUSIONS
In this paper, we have embarked on a study of discrete semiflexible rings in the framework of the maximum entropy principle. We introduced the stiffness through mean-field cor-relations between nearest neighbor bonds. Applying a RVA, 7 in which the constraints are grouped together based on symmetry arguments, the number of LM is drastically lowered (in our case to two). We succeeded in obtaining an analytical closed-form expression connecting the LM to the theoretical stiffness parameter t. This fundamental expression involves Chebyshev polynomials and we have investigated it here in detail. From the analysis it turns out that, besides of a stable solution, which in the GGS-formalism leads to non-negative eigenvalues only, there appear additional solutions including some negative eigenvalues. While at first sight, one may be inclined to discard these solutions, we have demonstrated that they may be physically significant for rings containing knots. In such cases the topological restrictions may counteract the role of the negative eigenvalues. We have shown this for rings with one knot, the so-called trefoils.
In order to underline the basic correctness of our interpretation we performed BFM Monte Carlo simulations and analyzed the bond-bond correlation functions for different ring lengths and stiffness degrees. The comparison of the theoretical results with those obtained by simulations are convincing; thus they confirm in the rigid limit our assignment of the main solution to an unknotted topology. Solutions displaying exactly one negative eigenvalue seem to be related to trefoil structures.
At this stage, we can only speculate about possibilities to account analytically from the start for knots in a way that would exclude negative eigenvalues automatically. This, as well as full variational approaches for rings and, in general, for systems with loops remain intriguing challenges. Possibly, some of the formalisms developed here may help in further studies of semiflexible branched polymers with loops.
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APPENDIX A: EVALUATION OF σ (x), EQ. (24)
In this Appendix, we express the function σ (x) through CP. For convenience, we reformulate Eq. (24) as
where M is the (N − 1) × (N − 1) matrix
u is the column matrix
and v T is the row matrix
Now, we recall the matrix determinant lemma, see, e.g., Ref. 41 ,
which can be represented as the determinant of an N × N matrix, since 42 (
Combining Eqs. (A1), (A5), and (A6) one is led to
The further development depends on N being either even or odd. However, in both cases σ (x) turns out to be
Situation for odd N
Here, we prove Eq. (A8) for a ring consisting of an odd number N of segments, N = 2k + 1 (k = 1, 2, . . .). The first transformation of the right-hand side matrix of Eq. (A7) is made following Ref. 28 and it consists of two steps. In the first step, we subtract the (k + 1)th row from the kth row, then the (k + 2)th row from the (k − 1)th row, etc., until subtracting the 2kth row from the first row. In the second step, we add the kth column to the (k + 1)th column, then the (k − 1)th column to the (k + 2)th column, etc., until adding the first column to the 2kth column. This operation leads to a block structure and hence to a decomposition as a product of two determinants
In Eq. (A9) 0 is a matrix consisting of zeros only. Thus the structure of L does not matter. J is the k × k matrix
and K is the (k + 1) × (k + 1) matrix
Using Eq. (8) 
where W k (x) is the kth CP of the fourth kind. 17 We now transform K to Q by subtracting all the first k columns from the last one and observing that 2k
where S is the k × k matrix
The determinant of S can be calculated step-by-step by expanding with respect to the last row. Taking into account that the determinant of the upper left (k − 1) × (k − 1) block of S can be written as
where the last equality follows from Eq. (8) we obtain Eq. (A8).
Situation for even N
The calculation of σ (x) for an even number of segments, N = 2k (k = 2, 3, . . .), proceeds quite analogously to the case of odd N . The first transformation of the right-hand side matrix of Eq. (A7) consists of two steps. In the first step, we subtract the (k + 1)th row from the (k − 1)th row, then the (k + 2)th row from the (k − 2)th row, etc., until subtracting the (2k − 1)th row from the first row. In the second step, we add the (k − 1)th column to the (k + 1)th column, then the (k − 2)th column to the (k + 2)th column, etc., until adding the first column to the (2k − 1)th column. In this way, we are led to a block matrix with an upper right block of zeros and hence the resulting determinant decomposes into 
where U k−1 (x) is the (k − 1)th CP of the second kind. 17 We now transformK toQ by subtracting all the first k columns from the last one and observing that 2k = N , 
we obtain Eq. (A8).
APPENDIX B: NUMBER OF ROOTS OF EQ. (35)
In this Appendix, we determine the number of roots x of the fundamental Eq. (35) as a function of t. The derivation consists of two parts, depending on whether N is odd or even.
Situation for odd N
For N odd, N = 2k + 1, we insert σ (x) in the form given by Eq. (31) into Eq. (30) . This leads to
where we set W k (x) = dW k (x)/dx. Now, the zeros of W k (x) do not coincide with the zeros of W k (x), see p. 19 of Ref. 17 . Therefore, the roots of Eq. (B1) are determined through
At first glance,f (x) in Eq. (B2) seems to be of degree k. However, it is not. To show it we first express W k (x) in terms of the U k (x), Eq. (A19), and then use the series expansion of U k (x), Eq. (42) . We obtain to third order
andf (x) = −2 k−1 (1 + 2kt)x k−1
Hencef (x) is of degree (k − 1) for t = −1/(2k) and of the degree (k − 2) for t = −1/(2k). Thus for odd N our fundamental expression, Eq. (35), has k − 1 = (N − 3)/2 roots for all t, except for t = −1/(N − 1), for which the number of roots is k − 2 = (N − 5)/2.
Situation for even N
For even N , N = 2k, we insert σ (x) in the form given by Eq. (32) into Eq. (30) . This leads to 2(x +1)(x −t)U k−1 (x)+[(x −t)−(2k−1)(x +1)]U k−1 (x) (2k−1)(x +1)U k−1 (x) = 0,
