We understand poorly how the ability to discriminate faces from one another is shaped by visual experience. The purpose of the present study is to determine whether face discrimination learning can be facilitated by facial emotions. To answer this question, we used a task-irrelevant perceptual learning paradigm because it closely mimics the learning processes that, in daily life, occur without a conscious intention to learn and without an attentional focus on specific facial features. We measured face discrimination thresholds before and after training. During the training phase (4 days), participants performed a contrast discrimination task on face images. They were not informed that we introduced (taskirrelevant) subtle variations in the face images from trial to trial. For the Identity group, the task-irrelevant features were variations along a morphing continuum of facial identity. For the Emotion group, the task-irrelevant features were variations along an emotional expression morphing continuum. The Control group did not undergo contrast discrimination learning and only performed the pre-training and posttraining tests, with the same temporal gap between them as the other two groups. Results indicate that face discrimination improved, but only for the Emotion group. Participants in the Emotion group, moreover, showed face discrimination improvements also for stimulus variations along the facial identity dimension, even if these (task-irrelevant) stimulus features had not been presented during training. The present results highlight the importance of emotions for face discrimination learning.
1. Introduction
Face discrimination
The ability to discriminate faces from one another is critical for our adjustment to the social environment. Even though we are all ''face experts'' (Carey, 1992) , we are not born so: Adult face discrimination can only be obtained through extensive visual experience (Germine, Duchaine, & Nakayama, 2011; Mondloch et al., 2013) . Despite its importance, the ability to discriminate between individual faces is still poorly understood. 1 The purpose of the present study is to examine, under controlled stimulus conditions, the effects of visual experience on face discrimination sensitivity. In particular, we will consider the impact of facial emotions on face discrimination learning.
Visual perceptual learning
Prolonged training with visual discrimination and detection tasks leads to performance improvements known as visual perceptual learning (VPL; Gibson, 1963) . VPL has been extensively studied because it is linked with cortical plasticity and because it strongly modulates the outcomes of visual processing (Fahle, 2005; Sasaki, Náñez, & Watanabe, 2010) . The study of VPL has usually examined the behavioral improvements associated to the processing of simple visual attributes such as orientation (Schoups, Vogels, & Orban, 1995) , motion direction (Ball & Sekuler, 1987) , luminance contrast (Yu, Klein, & Levi, 2004) , Vernier acuity (Fahle, 1997) , stereoacuity (Fendick & Westheimer, 1983) , spatial phase, and texture (Karni & Sagi, 1991) . A recurring result in these studies is that VPL is highly specific to the training stimuli and the task. This result is consistent with the idea that VPL is based upon changes in early retinotopic cortex where neurons have feature-specific receptive fields (e.g., Wong, Folstein, & Gauthier, 2012) .
Perceptual learning, however, also occurs with complex visual stimuli, such as unfamiliar letters (Suchow & Pelli, 2005) , shape in filtered noise (Michel & Jacobs, 2008) , objects (Furmanski & Engel, 2000) , and unknown faces (Vilsten & Mundy, 2014) . Also in these cases, the experience-dependent enhancement of visual http://dx.doi.org/10.1016/j.visres.2015.01.007 0042-6989/Ó 2015 Elsevier Ltd. All rights reserved.
Visual perceptual learning for faces
In the case of faces, Bi et al. (2010) showed that extensive training resulted in a significant sensitivity improvement on the threedimensional face orientation, for rotations about a vertical axis. This improved face orientation discrimination was highly specific to the trained orientation (e.g., 30°from the frontal view) and could be still observed 6 months after training. Hussain, Sekuler, and Bennett (2009) trained participants in a 10AFC face-identification task. Face identification performance improved after training, but the improvements were orientation-specific and exemplar-specific (although some generalization of learning across face orientations was found). Su, Tan, and Fang (2013) trained participants in a facegender discrimination task, with stimuli selected from morph continua representing a gradual transition from a fully female face to a fully male face. Gender discrimination performance improved after training, although the improvement was specific to the trained gender and to the trained identities.
Visual perceptual learning without conscious effort
Conscious effort, including attention, is not always necessary for VPL. Several studies have shown that learning can also occur in an implicit manner when, during training, focused attention is directed away from the feature that is the object of learning. For example, Watanabe, Náñez, and Sasaki (2001) asked participants to perform a letter identification task, with a letter presented in the center of a display and a dynamic random-dot display in the background. Even though the background motion-signal was irrelevant to the task and it was so weak that its direction was not visible, repeated exposures to such stimuli successively improved motion-direction detection (see also Seitz & Watanabe, 2009 ). This phenomenon has been called task-irrelevant perceptual learning (TIPL).
In the present study, we used a TIPL paradigm to determine whether implicit learning can improve face discrimination. In our study, learning was implicit because the facial features on which participants were tested before and after training were irrelevant for the task that was performed during training. We have chosen to study implicit learning because it closely mimics the effects on face processing of the repeated exposures that, in the course of daily life, occur without a conscious intention to learn and without an attentional focus on specific facial features.
Emotions and face discrimination
The human face provides information about a person's identity, emotional state, and intentions (Ekman & Friesen, 1975) . Given that social information is critical for survival, it is not surprising that the emotional valence of faces can strongly modulate face processing (Gallegos & Tranel, 2005; Ganel & Goshen-Gottstein, 2004; Karnadewi & Lipp, 2011) . It has been shown that emotions affect facial identity processing (Levy & Bentin, 2008) . Face discrimination improves if facial expressions are kept constant (Levy & Bentin, 2008) and happy familiar faces are recognized more quickly than neutral familiar faces (Kaufmann & Schweinberger, 2004) . Conversely, judgments of facial emotions are also affected by facial identity: Emotional expressions of faces are judged more slowly when faces have different identities (Karnadewi & Lipp, 2011) . Furthermore, a number of studies have shown that emotions strongly affect memory for faces. The presence of facial expressions at encoding enhances face memory (D'Argembeau et al., 2003) ; a larger number of faces can be stored in memory when they display an angry rather than a happy or neutral expression (Jackson et al., 2009 ); episodic memory is more accurate when faces are initially presented with a happy, rather than an angry or neutral expression, even if attention is not oriented toward the emotional expressions (D'Argembeau & Van der Linden, 2007).
Emotions and learning
Although several lines of evidence indicate that emotions influence face processing, the effects of emotions on learning are still poorly understood. Watanabe, Sakagami, and Haruno (2013) examined whether the rate of learning, by trial and error, of the probabilistic associations between visual cues and rewards is modulated by the presence of a task-independent fearful or neutral face. The presentation of a task-independent fearful face increased learning speed in comparison with the presentation of a neutral face. The authors interpret this finding by postulating an association between reward and facial expressions in social contexts. No previous study, however, has investigated the specific properties of face discrimination learning.
We know that face discrimination improves with the increase of visual experience. The best known examples are the face-inversion effect (Yin, 1969 ; for review, see Rossion, 2009 ) and the other-race effect (Malpass & Kravitz, 1969 ; for review, see Rossion & Michel, 2011) . In both cases, impairments of face discrimination can be traced back to a lack of visual experience: The face-inversion effect depends on our past experiences with upright faces, but not with upside-down faces; the other-race effect depends on our limited experience with the other-race face morphology. But are all our visual experiences with faces equivalent to each other as the basis for learning? Or are some kinds of visual experiences more important than others? It seems sensible to hypothesize that emotions, because of their arousal potential, may indeed facilitate face discrimination learning. The goal of the present study is to examine this hypothesis by means of a TIPL paradigm.
Plan of the experiment
The design of the study comprises three phases. (1) Pre-training face discrimination thresholds were measured for face variations produced by morphing between two different facial identities or between the image of a neutral face and an image of the same face with an emotional expression (see Fig. 1 ). (2) Participants were divided into three groups (Identity training group, Emotion training group, and Control group). Only participants in the Identity and Emotion groups underwent a training phase in which they were asked to perform a contrast discrimination task (Fig. 2 ). Participants were not informed that the two faces presented on each training trial also differed in terms of subtle variations (task-irrelevant feature) along a facial identity morphing continuum (Identity group) or along an emotional expression morphing continuum (Emotion group). Contrast discrimination training took place over 4 days. No training was provided to the Control group. (3) After a week from the pre-test, face discrimination thresholds were measured again, in all the three groups, for variations along the facial identity dimension and for variations along the emotional expression dimension.
In order to compare the effects of implicit learning on face discrimination, it is necessary to use commensurable task-irrelevant stimulus variations for the two experimental groups (Identity group and Emotion group). To achieve this, through psychophysical methods, we selected stimulus variations along a facial identity morphing continuum and along an emotional expression morphing continuum that produced, for each participant, equivalent levels of performance in the pre-training face discrimination task.
On the basis of the previous literature, we should expect the following. Task-irrelevant facial emotions facilitate face discrimination learning (Hypothesis 1). Face discrimination learning is specific to the trained stimulus dimension (Hypothesis 2).
Methods

Participants
Twenty-six subjects (15 females; age range 25-45 years) participated voluntarily in the experiment. They had normal or corrected-to-normal vision and were naïve to the purpose of the study. None of them had been previously exposed to the stimuli employed in the present experiment. Participants were assigned to the experimental groups (Identity training: n = 9, mean age = 32.2; Emotion training: n = 8, mean age = 35) or to the control group (n = 9, mean age = 30.5).
2 The experiment was undertaken with the understanding and written consent of each participant. The experiment conformed with the institutional and national guidelines for experiments with human subjects and was conducted in accordance with the Declaration of Helsinki.
Apparatus
Stimulus presentation and data acquisition were conducted using a PC-compatible computer (Dell Precision PWS690, Intel Xeon X5355 at 2.66 Ghz, NVIDIA Quadro FX 4600) connected to a 19-in. video monitor (Philip Brillance 109P4) operating at 75 Hz. A custom MATLAB program (MATLAB, MathWorks Inc., Natick, MA) was used for stimulus presentation and response recording.
Stimuli
The face stimuli were static images created from pictures of 12 female faces. All images were converted to grayscale and an oval aperture was superimposed on each face. Faces were aligned vertically for pupil position and horizontally with the nasal tip at the center of the oval image. To avoid discrimination based on trivial differences, we controlled that all faces had same eye color (brown), same pose and tilt (frontal and vertical), and that there were not obvious facial marks such as moles, hair, etc. 2 There were no statistically significant age differences among these three groups, The mean luminance of the face images was manipulated by computing the mean luminance of the original images and then by multiplying each pixel value by a constant producing the desired mean luminance value. The mean luminance of the face images was set to 40 cd/m 2 . By means of a similar procedure, the root-mean-squared (r.m.s.) contrast (i.e., the standard deviation of the pixel intensities divided by mean pixel intensity) of each face image was set to 1.21. From pairs of face images, we created four morphing continua with the Abrosoft FantaMorph software (see Fig. 1 ). Each morphing continuum consisted of 100 images between two faces, which were assigned a value of 1 or 100. The value of each image thus indicates the distance from one extreme of the continuum.
Two facial identity morphing continua (IC1 and IC2) were created as follows. From 8 face pictures, each representing a different female identity with a neutral expression (Neutral A, Neutral B, Neutral C, Neutral D, Neutral E, Neutral F, Neutral G, Neutral H), we generated four morphing continua (AB Neutral, CD Neutral, EF Neutral, GH Neutral). The images numbered 50 from these four morphing continua provided the extremes of the two facial identity continua.
3 The morphing continuum IC1 was generated between 50% Neutral A + 50% Neutral B and 50% Neutral C + 50% Neutral D. The morphing continuum IC2 was generated between 50% Neutral E + 50% Neutral F and 50% Neutral G + 50% Neutral H. Two emotional expression continua (EC1 and EC2) were created as follows. From the face identities A and B, each with a happy expression, a morphing continuum was generated between Happy A and Happy B; the image 50% Happy A + 50% Happy B was selected from this continuum. From the face identities E and F, each with an angry expression, a morphing continuum was generated between Angry E and Angry F; the image 50% Angry E + 50% Angry F was selected from this continuum. The morphing continuum EC1 was generated between 50% Neutral A + 50% Neutral B and 50% Happy A + 50% Happy B; the morphing continuum EC2 was generated between 50% Neutral E + 50% Neutral F and 50% Angry E + 50% Angry F.
In summary, we created two continua representing morphedidentity changes ( Fig. 1a and b) and two continua representing morphed-expression changes. Of these latter two, one continuum morphed a neutral face into a happy expression (Fig. 1c) , whereas the other morphed a neutral face into an angry expression (Fig. 1d) . Note that the image 50% Neutral A + 50% Neutral B was used as one of the extremes for both the IC1 and EC1 morphing continua ( Fig. 1a and c) ; likewise, the image 50% Neutral E + 50% Neutral F was used as one of the extremes for both the IC2 and EC2 morphing continua ( Fig. 1b and d) .
Procedure 2.4.1. Pre-training and post-training tests
In both pre-training and post-training tests, perceptual discrimination thresholds were measured with a 2AFC delayed-matching task. Face discrimination thresholds were measured along the two facial identity continua and along the two emotional expression continua (Fig. 3a) . In the case of the facial identity continua, participants were asked to indicate which of the two sequentially-presented faces was more similar to a comparison face (i.e., the image 100 of each facial identity continuum). The comparison face was shown for several seconds before the beginning of each block of trials and remained visible (on a separate computer screen) throughout the experiment. The same comparison face was used for each participant and it did not vary across trials. In the case of the emotional expression continua, participants were asked to indicate which interval contained the happier face (continuum EC1), or the more angry face (continuum EC2).
Face discrimination thresholds at 55% and 82% correct were measured for each participant and morphing continuum using the QUEST estimation procedure over 80 trials (Watson & Pelli, 1983) as implemented in the Psychtoolbox module of MATLAB (Brainard, 1997; Pelli, 1997) . Face discrimination thresholds were defined as the magnitude of the modification to a reference face (i.e., the frame 10 within the morphing continuum), expressed in terms of the morph-distance, necessary to reach the criterion success rates (e.g., Oruç & Barton, 2011) . Two interleaved QUESTs were run separately for each morphing continuum: One measured the success rate of 55%, the other measured the success rate of 82%. The order of presentation of the conditions was counterbalanced across participants.
The experiment was run in a dimly lit room. Stimuli were displayed on a black background. Each trial started with a blank screen for 1200 ms, followed by a centrally presented face for 750 ms. After a blank screen of 750 ms, another face was presented until the participants' response. The position of the second face image was varied randomly around the central position of the screen in order to minimize adaptation effects. The reference and test faces were presented in random order in the two intervals of each trial.
Task-irrelevant training
Task-irrelevant training consisted of four successive training sessions spread out during 4 days within a week. During the training sessions, participants were asked to decide which of two sequentially presented faces had higher contrast (Fig. 3b) . No feedback was given on incorrect responses.
Each trial began with a blank screen (1200 ms) followed by a centrally presented face (750 ms). The second face was presented after a blank screen of 750 ms and it remained on the screen until the participants' response. The position of the second face on the screen was varied randomly around the central position of the screen to minimize adaptation effects. Participants used a key press to indicate the interval which contained the face with the higher image contrast.
Contrast discrimination thresholds (DC), defined as the difference between the pedestal contrast and the modified contrast necessary to reach the criterion success rate, were estimated using a QUEST procedure. The contrast of a face presented in one of the two intervals was kept fixed (reference contrast), whereas the contrast of the other face was varied across trials. Each training block comprised four interleaved QUEST staircases. For two of these staircases, the r.m.s. reference contrast was set to 0.89; for the The image changes at the sub-threshold level and at-threshold were determined, for each participant and each morphing continuum, in the pre-test phase of the experiment with a QUEST procedure with success rates of 55% and 82%, respectively. other two, the r.m.s. reference contrast was 1.32. The use of two reference contrasts increases the level of uncertainty regarding the tested stimulus attribute and favors stimulus-driven learning (Adini et al., 2004) . Each QUEST procedure determined the contrast discrimination threshold providing 82% of correct discrimination after 80 trials. In every day of training, participants completed two training blocks, for a total of 640 trials, with short breaks after 80 trials. Each training block lasted about 30 min.
Unknown to participants, each trial of the QUEST staircases also provided task-irrelevant image variations (at threshold level or at sub-threshold level) along the facial identity continuum (Identity training group) or along the emotional expression continuum (Emotion training group) (Fig. 3c) . Participants were provided with face image variations at threshold or sub-threshold level because perceptual learning has been shown to be more effective when the task-irrelevant feature is below or near to the discrimination threshold (Tsushima, Seitz, & Watanabe, 2008; Sasaki, Náñez, & Watanabe, 2010; Xiao et al., 2008) .
For the Identity training group, of the four staircases within each training block, one provided task-irrelevant variations along the IC1 continuum (in 50% of the trials) or along the IC2 continuum (in the remaining 50% of the trials). The magnitude of the taskirrelevant stimulus variations was equal, for each participant, to the morph-distance identified by her/his 55% discrimination threshold; r.m.s. reference contrast was equal to 0.89. A second staircase provided task-irrelevant variations along the IC1/IC2 continua identified by the 82% discrimination thresholds of the participants; r.m.s. reference contrast was 0.89. A third staircase provided task-irrelevant variations along the IC1/IC2 continua corresponding to the 55% discrimination thresholds of the participants; r.m.s. reference contrast was 1.32. A fourth staircase provided task-irrelevant variations along the IC1/IC2 continua corresponding to the 82% discrimination thresholds of the participants; r.m.s. reference contrast was 1.32.
For the Emotion training group, one staircase provided taskirrelevant variations along the EC1/EC2 emotional expression continua corresponding to the 55% discrimination thresholds of the participants; r.m.s. reference contrast was 0.89. A second staircase provided task-irrelevant variations along the EC1/EC2 emotional expression continua corresponding to the 82% discrimination thresholds of the participants; r.m.s. reference contrast was 0.89. A third staircase provided task-irrelevant variations along the EC1/EC2 emotional expression continua corresponding to the 55% discrimination thresholds of the participants; r.m.s. reference contrast was 1.32. A fourth staircase provided task-irrelevant variations along the EC1/EC2 emotional expression continua corresponding to the 82% discrimination thresholds of the participants; r.m.s. reference contrast was 1.32. In the Emotion training group, therefore, each participant was shown task-irrelevant variations along both the neutral-happy and the neutral-angry morphing continua.
In total, in each training block we used 4 interleaved staircases (2 reference contrasts Â 2 morph distances) for each participant. The task-irrelevant stimulus variations were specified by four unique pairs of face images (2 morphing continua Â 2 morph distances) for each participant. Participants in the Identity group were shown task-irrelevant variations along the facial identity dimension; participants in the Emotion group were shown task-irrelevant variations along the emotional expression dimension.
Results
Effects of task-irrelevant training on face discrimination
Face-discrimination threshold ratios (post-training thresholds divided by pre-training thresholds) were computed for each participant in each condition. Lack of task-irrelevant learning gives a threshold ratio of 1; post-training facilitation is indicated by threshold ratios between 0 and 1; worse post-training than pretraining performance is indicated by threshold ratios larger than 1. The results are shown in Fig. 4 .
Threshold ratios were analyzed by means of mixed-effects models 4 with Group (Identity training, Emotion training, Control),
Morphed face dimension (Facial identity continua, Emotional expression continua), and Performance level (i.e., thresholds measured with success rates of 55% or 82%) as fixed effects, with subject-specific random intercepts and subject-specific random slopes for the effects of Morphed face dimension and Performance level (e.g., Barr et al., 2013; Caudek, 2013) . The effect of Group was statistically significant, v 2 2 = 9.03, p = .0109. For task-irrelevant training along the emotional expression dimension, we found a facilitation, t 35:69 = À2.73, p = .0097, lowering the threshold ratio by about 12.5% AE 4.6 (standard errors). Conversely, we found no learning effects for task-irrelevant training along the facial identity dimension (t 35:69 = 1.02, p = .3128) and for the Control group (t 35:69 = 0.83, p = .4105). The variables Morphed face dimension and Performance level, together with their interactions with each other and with Group, were not statistically significant, v 2 9 = 4.77, p = .8538. Fig. 5 shows the pre-training and post-training face-discrimination thresholds in the different experimental conditions.
We also tested whether, in our sample, the amount of perceptual learning was modulated by age (see, for example, Chang et al., 2015) . Potential age effects were investigated by adding Age as a covariate to the previous mixed-effects model, together with the interaction term between Age and Group. Neither the effect of Age, nor the Age Â Group interaction were statistically significant, v 2 3 = 2.07, p = .5582. A potential gender effect was tested in a similar manner. Neither the effect of Gender, nor the Gender Â Group interaction were statistically significant, v 2 3 = 0.74, p = .8628. Finally, we examined face discrimination performance when participants were tested along the neutral-angry continuum or along the neutral-happy continuum. We found no evidence of an effect of the valence of the morphing continuum on the threshold ratio, v 2 2 = 0.42, p = .8093 (see Table 1 ).
Contrast discrimination learning
Contrast discrimination performance over the course of training is shown in Fig. 6 . Contrast discrimination thresholds were analyzed by means of an autoregressive mixed-effects model with (log) Day, Reference contrast, and their interaction as fixed effects, with subject-specific random intercepts and subject-specific random slopes for the effects of Reference contrast and Day. The main effect of (log) Day was statistically significant, v 2 1 = 7.10, p = .0077, indicating a performance improvement over the 4 days of practice.
Neither the main effect of Reference contrast, v 2 1 = 0.18, p = .6713, nor the Reference contrast Â (log) Day interaction, v 2 1 = 1.22, p = .2689, were statistically significant. Contrast discrimination learning was not affected by the magnitude of the task-irrelevant features nor by the fact that participants were presented with stimulus variations along the facial identity morphing continua or along the emotional expression morphing continua, p = .94. 4 Models were fitted using Restricted Maximum Likelihood (REML). We used R (R Core Team, 2013), lme4 (Bates et al., 2014) , and lmerTest (Kuznetsova, Brockhoff, & Christensen, 2014) . Because the degrees of freedom in an LME model are not trivial, pvalues were estimated by likelihood ratio tests of the full model with the effect in question against the model without the effect in question and by using the Satterthwaite and Kenward-Roger (KR) approximations of the degrees of freedom (see also Caudek, 2014; Caudek & Domini, 2013; Caudek & Monni, 2013) .
Individual differences in perceptual learning
In a further analysis, we examined whether face discrimination improvements were associated with contrast discrimination improvements. Face discrimination learning was quantified, for each participant, by the ratio between the post-training face discrimination threshold and the pre-training face discrimination threshold. Contrast discrimination learning was quantified, for each participant, by the slope of the linear relation between her/ his contrast discrimination thresholds (DC) and (log) Day. The data are shown in Fig. 7 .
A mixed-effect model with Face discrimination learning as the response, Contrast discrimination learning, Group (Identity training, Emotion training), Morphed face dimension (Emotional expression continua, Facial identity continua) as fixed effects and with subject-specific random intercepts and subject-specific random slopes for the effects of Morphed face dimension, indicated a statistically significant interaction between Contrast discrimination learning and Morphed face dimension, v 3573. The correlation between Face discrimination learning and Contrast discrimination learning was equal to r = .61, p = .0087 and r = .13, p = .6230, for the facial identity continua and for the facial expression continua, respectively.
Discussion
We asked whether face discrimination learning can occur in an implicit manner if, during contrast discrimination training, participants are exposed to task-irrelevant image variations along the facial identity dimension (Identity training group) or along the emotional expression dimension (Emotion training group). We found a post-training face discrimination enhancement in the Emotion group, but not in the Identity group, nor in the Control group. This indicates that the emotional valence of the task-irrelevant features provided during training favoured implicit face discrimination learning. Interestingly, we found a generalization of learning: Participants in the Emotion group showed face discrimination learning when they were tested on the emotional expression morphing continua and when they were tested on the facial identity morphing continua, even though stimulus variations along the facial identity continua were not shown during training to this group of participants.
The results presented in Fig. 4 seem to suggest that, for the Identity group, task-irrelevant training produced a decrement of face discrimination performance, when participants were tested with stimulus variations along the facial identity continua. This result would be consistent with the idea that training with a set of individual identities produces categorization effects leading to a decrease in discriminability along the irrelevant stimulus dimensions (''acquired equivalence'' -see Caudek, 2013; Gureckis & Goldstone, 2008) . However, this effect did not reach statistical significance, possibly because of a lack of power.
5
It of interest to know whether participants, during contrast discrimination training, were aware of the stimulus variations along the emotional expression dimension and along the facial identity dimension. In informal interviews conducted at the end of the experiment, none of the participants reported being aware of any Face discrimination task:
Emotional Expression Continua Facial Identity Continua Fig. 4 . Average threshold ratios (post-training thresholds divided by pre-training thresholds) for the face discrimination task as a function of group. During training, the Identity group was exposed to task-irrelevant variations along the facial identity dimension and the Emotion group was exposed to task-irrelevant variations along the emotional expression dimension. No training was provided to the Control group. Dark and light bars indicate the results obtained when participants were tested along the emotional expression dimension or the facial identity dimension, respectively. Pre-training and post-training face discrimination thresholds were measured by a QUEST procedure with success rates of 55% (left panel) and 82% (right panel). Error bars denote standard error of the mean.
5 Although the sample size of the present experiment is common in perceptual learning research (e.g., Huang & Watanabe, 2012; Seitz & Watanabe, 2003; Tsushima, Seitz, & Watanabe, 2008; Sasaki, Náñez, & Watanabe, 2010; Watanabe et al., 2002) , our study may be underpowered for some of the effects of the experimental design. A mixed-effect model considering only the conditions corresponding to the light bars of the left panel of Fig. 4 indicates that, for the Identity training group, the threshold ratio increased by about 21% AE 11.5 (standard errors), but this effect did not reach statistical significance, t 23 = 1.84, p = .0785. Regardless of the results of this statistical test, this effect (or lack of effect) pertaining to the Identity training group does not impact on the main conclusion present study, which is that information about the emotional expression of emotion enabled face discrimination learning in the Emotion training group. stimulus variation, beyond the contrast variation. Even though in the present experiment the degree of awareness of the task-irrelevant features was not measured in a systematic manner, the participants' informal reports support the idea that, indeed, learning occurred in an implicit manner. We also found a contrast discrimination improvement, which indicates that four training sessions were sufficient for perceptual learning to occur in the contrast domain. It is also worth noting that, for the task concerning face discrimination along the facial identity morphing continua, participants who showed stronger contrast discrimination learning also showed greater face discrimination improvements.
General discussion
We studied the impact of task-irrelevant training on face discrimination learning. Following four training sessions, face discrimination sensitivity improved. This improvement occurred in an implicit manner because, during training, participants performed a contrast discrimination task, which did not involve the explicit processing of facial features. However, face discrimination sensitivity improved only for those participants who, during training, were exposed to task-irrelevant stimulus variations along the emotional expression dimension: No improvement was found for those participants who, during training, were exposed to task-irrelevant stimulus variations along the facial identity dimension, nor for the participants in the control group (no task-irrelevant training). These results support Hypothesis 1 in the Introduction.
Interestingly, the Emotion group also showed an improved discrimination sensitivity along the facial identity dimension, . Average face discrimination thresholds (expressed in terms of morph-distance) as a function of group. During training, the Identity group was exposed to taskirrelevant variations along the facial identity dimension and the Emotion group was exposed to task-irrelevant variations along the emotional expression dimension. No training was provided to the Control group. Dark and light bars indicate the results obtained in the pre-test and in the post-test, respectively. Facial identity variations: Participants were tested with image changes along the facial identity continua. Emotional expression variations: Participants were tested with image changes along the emotional expression continua. 0.55 and 0.82: Face discrimination thresholds were determined by a QUEST procedure with success rates of 55% and 82%, respectively. Error bars denote standard error of the mean.
Table 1
Average face discrimination threshold ratios as a function of group (i.e., training on the emotional expression continuum or on the facial identity continuum) and morphing continuum (neutral-happy, neutral-angry).
Morphing continuum Group Threshold ratio S.E. although such stimulus features were never presented during training. It is well-known that VPL is characterized by a high degree of specificity: Performance improvement is usually observed only for the trained stimulus features (Sasaki, Náñez, & Watanabe, 2010) . The present lack of specificity may thus be surprising. Harris, Gliksberg, and Sagi (2012) have proposed that generalization of VPL may be hindered by sensory adaptation during training. In our experiment, sensory adaptation was reduced by the placement of the face stimuli on random monitor's locations during the training phase of the experiment. 6 This feature of our design may have contributed to the generalization to untrained face discrimination judgements. The present results may also depend on the use of several images of a person's face for both the face discrimination task (discrimination along the facial identity dimension and discrimination along the emotional expression dimension) and the contrast discrimination training. 7 In these circumstances, the improved discrimination sensitivity along the untrained facial dimension suggests that participants were able to learn representations of faces that were more general than the ''accidental views'' shown during training. This result does not support Hypothesis 2 in the Introduction and suggests that VPL for faces might be characterized by a larger degree of generalizability than VPL for other classes of stimuli. According to the ''emotional tagging'' hypothesis of RichterLevin and Akirav (2003) , the arousal caused by an emotional experience tags a salient event and promotes facilitation of its consolidation in memory. According to these authors, ''emotional tagging'' is a mechanism by which the amygdala marks emotional experience as important and strengthens neuro-plasticity in different brain regions. Faces with emotional expressions can elicit an emotional experience. Consistent with this idea, Jackson, Linden, and Raymond (2014) have found that face recognition indeed improves if emotions are shown during the encoding phase. The present study contributes to this literature by showing that, at least under the stimulus conditions examined in the present experiment, emotions may also facilitate face discrimination learning.
It is possible that implicit VPL may had been enhanced by the specific stimuli used in the present study. During training, in fact, participants were only exposed to subtle perturbations of faces with a constant orientation. It remains an open question to determine whether face discrimination improves through practice if, during training, the faces vary along dimensions that are not tested in the pre-training and post-training phases, such as, for example, a change in viewpoint.
Several studies have shown that threat-relevant facial expressions (i.e., anger or fear) capture attention and enhance sensory and memory processes more than non-threatening facial expressions (Ceccarini & Caudek, 2013; Jackson, Linden, & Raymond, 2014; Phelps, Ling, & Carrasco, 2006) . Therefore, it may be expected that training with the neutral-angry continuum facilitates learning more than training with the neutral-happy continuum. The design of the present experiment, however, does not permit to test this hypothesis. In fact, during training, the Emotion group was exposed to stimulus variations along both the neutralangry and the neutral-happy continua. In these circumstances, participants' post-training performance did not differ when they were Face discrimination learning as a function of contrast learning. Face discrimination learning was measured, for each participant, as the ratio between the post-training and the pre-training face discrimination thresholds. Contrast discrimination learning was quantified, for each participant, by the slope of the linear relation between the contrast discrimination thresholds (DC) and (log) day. Gray dots: Emotion group; black dots: Identity group. Left panel: Face discrimination judgments for variations along the facial expression morphing continua; right panel: Face discrimination judgments for variations along the facial identity morphing continua.
tested with the neutral-angry continuum or with the neutralhappy continuum (see Table 1 ).
Although this is a marginal result considering the purposes of the present study, it is worthwhile to note that our participants showed contrast discrimination learning. In the VPL literature there is no general consensus about whether contrast discrimination can improve during adulthood (Phan & Ni, 2011) . Some studies have reported that, under specific training conditions, contrast discrimination improves in adults and animals (Chen, Sanayei, & Thiele, 2013; Zhang et al., 2010) . However, contrast discrimination learning is highly specific to the contrast levels used during training (Adini, Sagi, & Tsodyks, 2002; Adini et al., 2004) and it can be observed only after extensive practice (Yu, Klein, & Levi, 2004) . The fact that contrast discrimination sensitivity improved in the course of our experiment can be interpreted as indicating that the amount of training used in our study was sufficient to produce sensory changes. This supports the idea that our experimental conditions were adequate for studying face discrimination learning.
We also found individual differences in learning despite identical learning conditions. In both the Emotion and the Identity groups, we found that participants who showed greater contrast discrimination improvements also tended to show greater face discrimination enhancements. This positive association was found for discrimination learning along the facial identity continua but not along the emotional expression continua. Some studies have shown that facial identity discrimination depends on contrast patterns and edge-based shape cues, whereas the perception of facial expression is affected by shape cues which correlate with movements of the facial muscles, but it is less dependent on textural contrast patterns (Bruce & Langton, 1994; White, 2001; Burton et al., 2005; Russell et al., 2006; Pallett & Meng, 2013; Harris, Young, & Andrews, 2014) . For example, Harris, Young, and Andrews (2014) have found that contrast-reversal (the reversal of the pattern of light and dark across the image) affects perceptual judgements of facial identity but not judgments of facial expression. Our results are consistent with these findings by showing that contrast discrimination learning is associated with facial identity discrimination, whereas no association was found between contrast discrimination learning and facial emotion discrimination. Therefore, our findings support the hypothesis that the analysis of image contrast plays a different role in face identity and in face expression processing.
Conclusions
It is well-known that facial expressions of emotion play an important role in face recognition memory (D'Argembeau & Van der Linden, 2007; Jackson, Linden, & Raymond, 2014) . The present study extends these findings by highlighting the importance of emotions for face discrimination learning. Our results show that face discrimination learning can also occur without explicit attention to the faces, but only when the task-irrelevant features provide emotion-related information.
