designs. In this way we obtain a construction of metric Abelian schemes and an algorithm to compute their intersection matrices.
Some references.
Theorem 3.5 of Godsil and Martin [18] generalizes both Delsarte's result and Brouwer et al. [3, Theorem 11.1.6] of which an application is the characterization of metric coset schemes. The paper of Godsil and Martin brings a unifying viewpoint on the whole subject.
We here confine ourselves to particular instances of those general results. We recall all needed basic facts and we give elementary proofs providing tools for computations. We emphazise through examples that completely regular codes (Definition 2.12) in metric Abelian schemes is not all we need to characterize metric coset schemes. In such examples the coset scheme of an additive code which is not completely regular can be made metric for a suitable ordering of its relations.
Finally we introduce a new construction of Abelian metric schemes which are obtained as coset schemes.
The notion of partition design is taken from [10] [8] but the same notion is known as coherent partition [20] or equitable partition [16] [37] . Equitable partitions of graphs are the same thing as the graph divisors introduced by Sachs and his co-workers, and an exposition of their point of view appears in [33, Chap. 4] .
The concept of completely regular codes in those particular distanceregular graphs which are known as Hamming graphs, was introduced by N.V. Semakov, V.A. Zinoviev and C.V. Zaitsev in [34] where uniformly packed codes, which form a particular class of completely regular codes were not only introduced but deeply investigated. In [21] the authors show that completely regular codes share properties of perfect codes. Those concepts need that of distance distribution matrix which is a particular case of that of outer distribution matrix of a subset V, called a code, in an association scheme (X, R) (which is not necessarily metric) introduced by Delsarte [13] . The combinatorial matrix is taken from [10] and has been studied in [10] [8] and [9] in the case where (X, R) is a Hamming scheme. All these concepts have been generalized by Montpetit in [28] [29] for regular graphs which include the particular case of distance-regular graphs (see also [3] ).
We assume in this paper that all basic concepts of association schemes are known to the reader. If the reader needs the necessary notions about association schemes, he may find those in [13] or [1] or [7] . An association scheme (X, R) is defined by a partition of X x X into relations RO.RI, ... ,Rn that satisfy a series of conditions. We recall those conditions.
Let X be a finite set and let R = {RQ, -Ri,..., Rn} be a family ofn+1 relations on X; in other words, Ri is a subset of X x X, i = 0,..., n. The point y C X is said to be the i-th associate of the point x if the couple (x,y) belongs to Ri. The configuration (X,R) is called a commutative association scheme with n classes if the following conditions are satisfied:
AI
The diagonal relation {(x, x)\x C X} is the relation RQ of R.
As
The family R forms a partition ofXxX i.e., X x X = Ro U ... U Rn, R, n Rj = 0 if i ^ j.
The reciprocal relation J?f of R,, Rj = {(x,y)\(y,x) e Ri} also belongs to R,i = 0,...,n. We thus have Rj = R^, for some z / e{o,l,...,n}.
A4
For any triple of integers z,j, k € {0,1,..., n} the number of z e X such that (x,z) G Ri and (z,y) e Rj does not depend on the choice of (x,y) in R^. This constant number is denoted by jA.
A5
We have that p^ = p^ for all z, j, k.
The adjacency matrix of Ri is denoted by Di, i = 0,... ,n. Note that the set of indices is not always explicitly given when it is obvious, for instance when it is the set {0,1,.... n}. The relations n (1) DiD, = ^p^Dk k=0 yield the integers p^ which are the intersection numbers of the scheme. In this notation A; is a superscript used to avoid three subscripts.
DEFINITION 1.1. -The intersection matrix relative to Ri is the matrix [Li{kJ) = p^}.
Let us tell a further word on the general outer distribution matrix B of a subset Y of X in (X^R). All following notions have been introduced in [13] [14] . An analog of Lloyd^s theorem for completely regular codes is obtained in [21] . In Section 4 of [28] properties of perfect codes in ^-regular graphs, (which were introduced by A. Neumaier [31] ) including Lloyd's theorem are derived from properties of completely regular codes in ^-regular graphs. See also [32] . Finally, weakly metric association schemes are introduced in [38] where the author obtains a Lloyd theorem in those non symmetric association schemes.
DEFINITION 1.2. -The outer distribution matrix of a subset Y in (X,R) in an association scheme (X,R) is the matrix B = [B(xj)} whose (xj) -entry is
We have included several references which are not quoted in the text but are however closely related to the topic.
Our concern.
Our investigation concerns codes in the theory of association schemes, also called Algebraic Combinatorics [1] . Let (X,J?), R = {Ri}o^n be the (metric or P-polynomial) association scheme of a distanceregular graph (X,F). A subset Y of vertices of {X^F) is called a code of (x,r).
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Let the set X be endowed with the structure of an Abelian group and let (X, R) have the property that, to the partition {Rz}o^n of X x X corresponds a partition {X,}o^n of X so that x and y are at distance z apart in (X, F) (or (x, y) € Ri) if and only if x -y € X,. In particular (x, y) is an edge in (X, F) when x -y e Xi. We say that Y is an additive code if it is a subgroup of X. We then consider the graph (X/Y, A) on the set of classes of the quotient group X/Y defined by: (x, y) is an edge if and only if (x -y) D Xi ^ 0. We here focus on the following theorem, consequence of Theorem 11.1.6 in Brouwer et al. [3] ):
A necessary and sufficient condition for an additive code Y of a distance-regular graph (X, F) to be completely regular is that (X/V.A) is a distance-regular graph.
We reconsider its proof in giving one's mind to work out tools for constructing instances of distance-regular graphs.
Therefore we give two distinct proofs of that result essentially based upon the fact that the distance partition of a completely regular code is a partition design of which the associate matrix, in the case under consideration is essentially the first intersection matrix of a metric scheme. The striking fact is that an additive code can exist which admits a partition design of which the associate matrix is an intersection matrix of the metric coset scheme of that code (actually a Hamming scheme), but not the first (and that code is thus not completely regular).
Partition designs in metric schemes
and coset configurations in Abelian schemes.
Distance-regular graphs.
Let R = {RQ, J?i,..., Rn} be a family of n + 1 relations Ri on X such that (X, R) is a symmetric association scheme. Thus (X, R) is an association scheme in which every relation Ri is symmetric, i = 0,..., n. From now on, when the range of the index i clearly is {0,..., n}, we will omit: "% = 0,..., n". Relation R^ defines an undirected graph (X, F) on X. A path of length j fom x to y is a sequence of vertices XQ = a-, x\,..., xj = y such that (xi,x^) is an edge of F. Two vertices x and y are at distance d(x,y) = i apart if the shortest path between them in (X,F) has i edges. The mapping (x, y) ^ d{x, y) is known to satisfy the axioms of a distance. In such a situation, then the associaton scheme (X, R) is said to be metric or P-polynomial [13, Section 4.2] . Properties of distance-regular graphs and P-polynomial association scheme are discussed in [1, Chapter 3] .
Remark 2.1. -First notice that a distance-regular graph is connected. Indeed one of the conditions for (X, R) to be an association scheme [13] is that R == {RQ, RI, ..., Rn} is a partition of X x X.
It actually is enough for a connected undirected graph of diameter n to be distance-regular that for any triple of integers i^j^k in the range 
where v\ is the valence of (X,R), i.e., the number of points which are 1-associated with any x (z X.
Abelian schemes.
What we will define as an Abelian scheme is usually known as a Schur ring (more precisely the Bose-Mesner algebra associated with an Abelian scheme is called an S-ring), since Schur first defined that structure in general finite groups [34] [35] . An account on S-rings is given in [ The classes {Xi,...,X^} containing all nonzero elements are called the Abelian classes of (X,R). The class Xi will denote the set of weight i elements in X. However if the Abelian scheme is not metric, the weight is only a label. If the Abelian scheme is metric it is given by an ordered partition [XQ = {0},Xi,... ,X^], because distances are ordered. Since a metric scheme is a symmetric association scheme then Xi = -Xi. Notice that t' is the combinatorial number of Y (Definition 1.5). The next example is taken from [11] . [10] , [9] 
Codes in

DEFINITION 2.8. -Let (X,R) be a metric scheme. A partition TT = {Eo,E^,'",Er} of X will be called a partition design
DEFINITION 2.12. -A code Y in a metric scheme (X^R) is completely regular when the row-vector B(x) = [Bo(x)^..., Bn(x)} only depends on the distance d(x, Y) = i between x and Y.
This definition can be usefully confronted with Definition 1.3.
Let us now recall some results essentially given by Theorem 3.2 and Corollary 3.1 of [9] or Proposition 3.14 and Corollary 3.15 of [8] 
code Y in a distance-regular graph admits a r-partition design, then we have
p ^ 5' ^ i' ^ r.
The code Y with external degree s' admits an s'-partition design if and only if the distinct rows of the combinatorial matrix A of Y are linearly independent, i.e., if and only if the equality t
1 == s' is satisfied.
PROPOSITION 2.3. -A code Y in a distance-regular graph is completely regular (Definition 2.12) if and only if the distance partition (Definition 2.6) {Y = EQ^E^^ ..., Ep} is a partition design (Definition 2.8) or equivalently ifY admits a partition design whose number of classes is equal to the covering radius p ofY.
Remark 2.2. -It follows from [9, Proposition 2.2] that the matrices A and B are equivalent in the sense that rank(A) = rank(B) and the number of distinct rows is the same in A and B. As pointed out in [9] the combinatorial matrix A is especially suited to the study of partition designs. The present remark will be emphasized in Section 4.4 where a construction of metric schemes is introduced.
New Abelian schemes from additive codes.
Coset schemes.
One of the remarkable results ofDelsarte [13, Theorem 6.10, Theorem 6.11 and the remark page 88] is the following. Theorem 2.2 is generalized as Theorem 3.5 of [18] . A complete exposition of topics related to Theorem 2.2 can be found in [7, Section 5] . We summarize some results after the following proposition. 
., p. The coset configuration (X = X/Y^ R) of such a completely regular code is a symmetric Abelian scheme. A coset x belongs to Ei if and only ifi is the smallest integer such that xUXi -^ 0.
Proof. -We first prove that {X^R) is an Abelian scheme. The metric of the scheme {X^R) being invariant under translation, each class Ej, is an union of cosets of Y. We denote by Ei the image ^p{Ei) of Ei under the homomorphism (p from X onto the quotient group X/Y. We first notice that, Y being completely regular (Definition 2.12) then TT = {(^(jE^o), • • • ^(Ep)} also is the distribution partition (Definition 2.4), of X/Y. The distribution matrix having p+ 1 distinct rows, the rank 5' + 1 of that matrix is at most p + 1 and since p ^ s', by Proposition 2.2, then the p+1 distinct rows are linearly independent. By Delsarte's Theorem 2.2 we know that the coset configuration (X, K) is thus an Abelian scheme. By hypothesis all rows indexed in Ei of the distance distribution matrix B of V in X are equal. This means that the coset configuration {X = X/Y^R) is given by: We know that X' is isomorphic to X and that X is the character group of X'. The dual of a subgroup Y of X is then defined [13] . DEFINITION 2.13. -We observe that the subset Y° ofX 1 defined by We do not have room enough here to precisely define the dual scheme of an Abelian scheme. We refer the reader to [7, Section 4.7.2] in which the presentation is very close to that of [19] . We only need to know that given an Abelian scheme (X,J?), with Abelian classes Xi,...,Xyi, and a matrix [< a*, x' >, x € X, x' € X'} of characters then the theorem of Tamaschke-Delsarte asserts that an Abelian scheme (X', R) is automatically defined on the character group X f of X. It also has n Abelian classes X^ ..., X'^ It is called the dual scheme of (X, R). Conversely the dual of 
Coset configurations which are metric
Abelian schemes.
3.1. The group algebra of an Abelian scheme. Clearly Z° is the unity of CX and can be written 1. If S C; X is a subset of X, then we shall write
Algebraic tools.
The following two theorems and two lemmas give reformulations of Abelian schemes and partition designs in terms of the group algebra CX of X. The first one is stated as Theorem 4.30 in [7] . We now have to prove two lemmas. Proof. -In the group algebra CX, we have By applying the algebra homomorphism (p to the relation (3), we obtain the following lemma. 
LEMMA 3.2. -Let Y be an additive code of X and TT = {Ei \ i = 0, • • •, r} be a partition design ofX such that Y == EQ, and satisfying the property x C E, =^ x + Y C E, for i =0, • • •, r. Set E, = {^(x) \ x C E,} = (p(Ei). Then the image TT = ^(7r) ={Ei\i=0,'",r}of7risa partition of X = X/Y such that
Characterisation of metric coset schemes.
We now come back to Section 1.2 in the introduction and we arrive at the theorem under investigation. 
., Xn] of its Abelian classes such that Y D Xi = 0. A necessary and sufficient condition for its coset configuration (X = X/Y, R) to be the metric scheme of the graph (X, A) in which (x, y) is an edge if and only if (x -y) D Xi ^ 0 is that Y is a completely regular code.
Proof. -The condition is necessary.
Since the coset configuration (X,R) on the quotient group X/Y is the Abelian scheme defined by the distance-regular graph (X/V,A), its Abelian classes {Xi,... ,X</} are given by: {x -y) C Xz ^ 6(x,y) = i, where 6 is the distance relation in (X/Y, A). Let us see that Xi is a set of cosets in which every point is at distance exactly i from Y in (X, R). First notice that all points in a same coset x are at equal distance from V, the metric of (X, R) being invariant under translation. We thus show that the distance to Y is precisely i for a point in x and for all x G Xi. For in the distance-regular graph (X/Y, A) of (X, .R), a coset ^ € X^ is at distance i from Xo = V : <$(a:, V) = ^. This means that such a coset, say x, is a sum of i cosets contained in X\ and not less. Since a coset in X\ is, by hypothesis, translated from Y by an element u of weight one (i.e. u G Xi), then x is translated fom V by an element x which is the sum of i elements of weight 1. Thus in the distance-regular graph (X, F) of (X, R), d(x, 0) = j ^ i. The weight of x is j in (X, jR) and ifj were smaller than z, then x being a sum of j cosets contained in X\ would be in Xji ^ Xi. Denoting by p the covering radius of Y (Definition 2.7), we thus have t' = p. Since by hypothesis any two cosets in Xi have the same distance distribution, then Y is completely regular.
The condition is sufficient. Thus from (6) and (7) p^ = c^M^z). We have in particular that p^i = c^A^O,!). Since p^ is the valence v\ of R\ in the symmetric association scheme (X, R), then p^ = Ei, the number of cosets at distance 1 from V. We can alternatively see that |y|M(0,1) = |Ei|c == |y|£'i|c. By relations (17) 
First proof (Relying on Theorem 2.2).
We aim to show that {X = X/Y^R) is a metric
Second proof (ignoring Theorem 2.2).
In matrix notation, relations (6) give A Schur-ring has been brought to the fore, which implies that (X, R) is an Abelian scheme, by Theorem 3.1. Theorem 3.2 achieves the proof. D
Direct computation of the intersection numbers and eigenvalues of the coset scheme when the code is 1-error-correcting.
Let us first observe that from [1, Chap.III] polynomials ^ satisfy the recurrence (11) xvi ( We now use the argument of the second proof to obtain those numbers.
Invoking (10) and (8) where gi is the polynomial of degree i whose coefficients are given by column number i of(A^)- 1 .
This implies that the scheme (X,P) is P-polynomial with respect to the eigenvalues Ao, Ai, • • •, \p of D\ [13, Section 5.1] , that is the eigenvalues Pk(i) of Djc which define the first eigenmatrix P = [P(^, k) = Pk(j')} of the coset scheme (X/Y,7r) = (X,J?) satisfy 
From coset schemes to restrictions.
For the following statement, we only need to know that an association scheme is Q-polynomial when its dual is metric. From Theorem 3.3 and Theorem 2.4 we can state :
be a Q-polynomial Abelian scheme. Let Y be an additive code of {X,R). Then he dual Y° of Y is completely regular in the metric Abelian scheme (X', R') dual to (X, R) if and only if the restriction (V, R Y ) is a Q-polynomial Abelian subscheme of (X, R).
Concrete examples.
The metric coset scheme of the binary Golay code.
It was observed in [8] Finally as for the intersection matrices (Definition 1.1) we have that LQ is the identity matrix and L\ = M. Next, using relations (12), we obtain Remark 4.1. -Notice that the Abelian scheme just considered is not isomorphic with a Hamming scheme. For it has 2 11 elements and as a Hamming scheme, since 11 is prime it would have 11 classes instead of 3.
Metric coset schemes whose codes
are not completely regular. We here refer to [9, Section 4] and [7, Example 5.17] . Let Xk be the set of vectors of weight k in F^. The set Xk may be considered the set of columns of a generator matrix that is denoted by Gk-Thus the linear code Y given by that generator matrix is denoted by C{Xk). The generator matrix of C{X^) is denoted by G^. The code spanned by the transposed of Gk, i.e., by the columns in Xk is denoted by T. To shed light on the example dealt with below, we first establish a theorem which is an easy consequence of the discussion in [7, Example 5.17] . It also is very much related with the results in Section 7 of [38] .
Remark 4.2. -The codes of Definition 4.1 were introduced in [6] and were investigated more deeply in [2] . The weight enumeration obtained in [6] for the binary field Fa was there obtained for any finite field ¥q. Remark 4.6 below also gives an easy way of calculating the weight distribution.
THEOREM 4.1. -If the number of nonzero weights ofY equals the number of nonzero weights ofT, then the restriction (Y,R Y ) to Y of the Hamming scheme H(\Xk\,q) defined on the set of all codewords over ¥q of length \Xk\ is an association scheme.
We first show that the number £ of nonzero weigths of T is at least , the combinatorial number of V 0 . For we notice that a codeword of T is a syndrom Since a Hamming scheme is selfdual, then the coset configuration of V* 0 not only is an association scheme, by Theorem 2.4 but it is a metric scheme. It clearly is the Hamming scheme H{m^ q) endowing the group ofsyndroms of y°. The Abelian class Y^ defining the edges of the distance-regular graph of (y*,^*^ is the set of (q -l)m nonzero codewords which are scalar multiples of the rows of G^. We see next that the dual V*° of V*, which is a 1-error-correcting code is however not completely regular if k > 1, q > 2. We only need to show that the covering radius p' of Y*° is smaller than m for k > 1 (Proposition 2.3 and Theorem 2.1). It is readily seen that a syndrom of V*° is a linear combination of at most -columns of Gf if I A: I w > k and is less than 3 if w ^ k. The argument used for Y* applies and thus both coset configurations of y* and y*° are Abelian metric schemes and however none of those codes is completely regular. We also have that Mj, == Lk where 1^ is the A;-th intersection matrix of H(m,q) (Definition 1.1). It is furthermore known that Lk == ^(^i) where Vk(x) is the polynomial that is computed with recurrence (11). We have seen that if the code V* 0 were completely regular, then that associate matrix would be the first intersection matrix of a metric scheme. Here M^ is the second intersection matrix of Jf(3,3) whose first intersection matrix is Li. 
Completely regular codes admitted
by the considered partition design.
To end this investigation we develop a construction of metric coset schemes in which is emphasized how easily examples are worked out with the help of the associate matrix of a partition design and the combinatorial matrix of a code admitted by that partition design. That code is admitted by a partition design whose associate matrix Ms is given by relations (20) . By relations (23) of [9] or (11) of [8] we can compute the combinatorial matrix of Y (Definition 2.11). If ei is the first unit column-vector, corresponding to the class £'0 = Y° of the partition design, then we simply have that of y° is at most s == 3 and it is then readily checked that the weight-one syndrom of Y° cannot be obtained from a sum of 2 columns of the matrix GS. Thus p' = s = t and by Proposition 2.3 V 0 is completely regular. Since ranHGs) = 5 over Fs, the corresponding coset scheme has 2 5 elements and it has diameter 3. It is not a Hamming scheme.
We have just checked for clarity on the parity-check matrix of Y°t hat the covering radius of Y° is 3. It is however important to notice that considering matrix A is sufficient to see that p' = s = t. Here the three distinct rows of A can be rearranged to obtain the upper triangular 4x4 matrix A^^. Indeed by Proposition 2.2 of [9] we see from the distance distribution matrix of Y° (Remark 2.2) that a row B(x) only depends on the distance from x e x to V 0 . The associate matrix of the distance partition (which is a partition design, by Theorem 2.1) is computed from = AY and A^ is upper triangular, relations the matrix A^'\ Since MA^\ give M(i,j) when M(i,£) is known, £ = 0,... ,j -1.
A code consisting of two classes of the partition design.
Next we consider the union of EQ and £'5 in the considered partition design. The same construction as above where e\ +65, where 65 is the fifth unit vector, replaces e\ yields the following combinatorial matrix A below. That new code is obtained from Y° by joining to it the coset whose syndrom has weight 5. We have here for that code that p' = s = t = 2. That code is completely regular and the corresponding coset scheme is a metric Abelian scheme with We first compute the combinatorial matrix of V 0 = EQ to see that Y° is not completely regular. We observe that rankle) = 6 over Fs. The code considered will consist of two classes of the partition design, EQ U EQ. Thus the coset scheme that we obtain has 2 5 elements. We have Here again the code consists in the union of EQ and £"7. The associate matrix of the distance partition is the first intersection matrix The parameters of those metric Abelian schemes are given in Corollary 4.1 and are not listed in the array below. The first intersection matrix can be computed for every scheme by using relations (20) , (21) and (22) . All other intersection matrices are then computed with the help of relations (11).
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Added in Proof.
J.A. Bondy observes that the graph given in the second row of the array above is known as the Clebsch graph introduced by Seidel (see [30, Section 2.4 
]).
BIBLIOGRAPHY
