Oscillations in superlinear differential equations of second order  by Philos, Ch.G & Purnaras, I.K
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 165, l-1 1 (1992) 
Oscillations in Superlinear Differential Equations 
of Second Order 
CH. G. PHILOS AND I. K. PLJRNARAS 
Department of Mathematics, University of Ioannina, 
P.O. Box 1186, 451 IO Ioannina, Greece 
Submitted by V. Lakshmikantham 
Received August 2, 1990 
A new oscillation criterion is given for general superlinear ordinary differential 
equations of second order of the form x”(t) + a(t) f [x(t)] = 0, where a E C( [to, co)), 
f l C(R) with yf( y) > 0 for y # 0 and I:;” [l/f(y)] dy < co, and f is continuously 
differentiable on R - {0} with f’(y) > 0 for all y # 0. The coefficient a is not 
assumed to be eventually nonnegative and the oscillation cirterion obtained 
involves the average behavior of the integral of a. In the special case of the differen- 
tial equation x”(t) + a(t) lx(f)ly sgn n(t) = 0 (y > I) this criterion improves a recent 
oscillation result due to Wong [Oscillation theorems for second-order nonlinear 
differential equations, Proc. Amer. Math. Sot. 106 (1989), 1069%10771. 0 1992 
Academic Press. Inc. 
1. INTRODUCTION AND STATEMENT OF THE RESULT 
The purpose of this paper is to establish a new oscillation criterion for 
second order superlinear ordinary differential equations with alternating 
coefficients. For such equations several oscillation criteria have been 
obtained which involve the average behavior of the integral of the alter- 
nating coefficient (see, for example, [ 1, 3, 4, 7, 8, l&15, 17-221). These 
tests have been motivated by the classical averaging criteria of Wintner 
[16] (and its generalization by Hartman [S, 63) and Kamenev [9] for the 
linear case. 
Consider the second order nonlinear ordinary differential equation 
(El x”(t) + 4t)fCdt)l = 0, 
where a is a continuous real-valued function on an interval [to, 00) without 
any restriction on its sign, and f is a continuous real-valued function on the 
real line R which is continuously differentiable on R - { 0} and satisfies 
Yf(Y)>O and f’(y) 2 0 for every y # 0. 
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It will be supposed that f’is strongly superlinear in the sense that 
= dy 5- s Ir f(Y)<* and 4 .f(- 
The special case where f(y) = 1 yl’ sgn y, y E R (y > 1) is of particular 
interest. In this case, the differential equation (E) becomes 
(E,) x”(t)+a(t) Ix(t)l’sgnx(t)=O (y>l). 
Equation (E,) is the prototype of (E). 
Throughout the paper, we shall restrict our attention only to the 
solutions of the differential equation (E) which exist on some ray CT, ~13 ), 
where T > to may depend on the particular solution. Note that under quite 
general conditions there will always exist solutions of (E) which are 
continuable to an interval [T, so), T >/ to, even though there will also exist 
noncontinuable solutions (cf. [2]). Such a solution is said to be oscillatory 
if it has arbitrarily large zeros, and otherwise it is said to be nonoscillatory. 
Equation (E) is called oscillatory if all its solutions are oscillatory. 
Wong [18] showed that the conditions 
(A,) liminf,,, J:,a(s)ds> --CC 
and 
(A,) lim SUP,+ rl (l/t) J:,, j;O a(T) dz ds = CC 
are sufficient for the oscillation of (E,). Philos [ 121 extended this result to 
the general case of the differential equation (E), by proving that the condi- 
tions (A,) and (A,) are also sufficient for the oscillation of (E) provided 
that the function f is subject to the following assumption: 
(F,) f is such that 
lEmdy<m and iPmmdy<m (*) 
f(Y) f(Y) 
and 
inf ([r’ -m JfW .Y < 0 Y ~dq~2EJ}~“~ 
Another oscillation cirterion for the differential equation (E,) has been 
presented by Wong [21], who established that the conditions (A,) and 
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n>Z(A3) limsw,+, (l/t”-‘) Ii, (t-s)“-‘a(s) ds= co for some integer 
sufftce for the oscillation of (E,). In [14], Philos obtained an extension of 
this criterion to the general equation (E). More precisely, it is proved in 
[14] that (E) is oscillatory if (A,) and (A,) hold and 
(F2) f satisfies (*) and 
See Philos [15] for some further extensions and improvements of the 
above oscillation results. It must be noted that the conditions (F,) and 
(F2) are satisfied (cf. [12, 141) in the special case of the differential 
equation (E,). Moreover, it is remarkable that, as it is verified in [IZ], 
condition (F,) implies (F, ). 
Very recently, Wong [22] proved the following oscillation theorem for 
the differential equation (E,). 
THEOREM 0. Equation (E,) is oscillatory if 
(A4) lim inf, _ ca (l/t)~;,~;p(t)d~ds> --oo 
and 
(Ad lim,+ oo (l/t) j:, j;, 4~) d z s d d oes not exist as a real number. 
It is easy to see that condition (A4) is weaker than (A,) and that each 
of the conditions (A*) and (A3) implies (A,). So, Theorem 0 includes the 
oscillation criteria of Wong [18, 211 which have been mentioned above. 
The purpose of this paper is to improve Theorem 0 and to extend it 
to the general differential equation (E). Our main result is the following 
theorem. 
THEOREM. Assume that 
(F3) miniinf,,of'(y)j; dz/f(z),inf,,,f'(y)S_" d4f(z)l>l. 
Equation (E) is oscillatory if (A,) holds and 
m, 1(h) lim id,+ m (l/r”-‘) f:, (t -s)+‘a(s) ds> -co for some integer 
, . 
Note that condition (F,) implies (F,) (cf. [12]). Moreover, condition 
(A6) is satisfied when (A,) or (A4) holds. Furthermore, it is easy to see that 
in the special case of the differential equation (E,) the assumption (F3) 
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holds by itself. Hence, our theorem leads to the following oscillation result: 
Equation (E,) is oscillatory zf (A5) and (A6) are satisfied. This criterion 
improves Theorem 0. 
2. PROOF OF THE THEOREM 
Assume that the differential equation (E) admits a nonoscillatory solu- 
tion x on an interval [ 7’, cc ), where Ta max{ t,, 1 }. Without loss of 
generality, this solution can be supposed to be such that x(t) # 0 for all 
t > T. Furthermore, we observe that the substitution u = -x transforms 
(E) into the equation u”(t) + a(t) f[u(t)] = 0, where f(y) = -f( -y), 
y E R. The function f is subject to the same conditions as f: So, there is no 
loss of generality to restrict our discussion to the case, where the solution 
x is positive on the interval [T, CO). 
Set 
for t 2 T. 
Then we obtain 
w”(t) = u(t) + [w’(t)12f’[x(t)] for every t > T. (1) 
We consider two cases where jp [w’(~)]~f’[x(s)] ds is finite or infinite. 
Case I. The integral jp [w’(s)]‘f’[x(s)] ds is finite. 
We will show that 
lim w(t)= 0. 
1-m t (2) 
Let E be an arbitrary positive number. We can choose a T, > T such that 
s m [w’(s)]‘f’[x(s)] ds<&E/4. (3) Tl 
Furthermore, by using the Schwarz inequality, for t 3 T, we obtain 
w(t)--w(T,)G j / ;, w’(s) dsl 
’ bW12f’CWl ds 
1 I/2 
6 
7-1 f ‘[x(s)] ds 
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and so, in view of (3), we obtain 




T, f’[x(s)] ds < OoT 
then from (4) it follows that w is bounded on CT,, co) and hence (2) is 
satisfied. So, we assume that 
5 
cc 1 
T, f’[x(s)] ds = O”. 
Then there exists a point T, > T, such that 
w 
for taTz 
and consequently (4) gives 
for every t Z T2. (5) 
But, condition (F3) guarantees that 
Thus, from (5) it follows that 
~(~)<&[/~I w(s)ds]“* forall t>T2 
or 
(6) 
[~~,w(s)ds]~1’2w(~)Q& for tar,. 
Integrating the last inequality from T2 to t with t 2 T,, we find 
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So, by setting 
for every t 3 T3 we obtain 
[j;, w(s) ds] ‘i2<~t+[j~w(s)dr]1i2~~t+~TI~J;;I. 
Hence, (6) gives 
w(t) < rt for all t > T,. 
As E > 0 is arbitrary, the proof of (2) is complete. Now, from (1) it follows 
that 
w(t) w(T) --- 
t t 
1 , s 
1s 




t T T bWl* f’Cx(~)l dz ds 
for every t 3 T. Hence, by (2), we find 
ftcC t j;j:a(r)drds= -w’(T)-j; [w’(~)]*f’[x(~)] dz. lim 1
But, for any I >, T we obtain 
I s 
iJ^ 
a(z) dT ds= 
IO 10 
jTj’a(r)drds+(t-T) j=a(r)dr+ j;j:a(r)drds. 
10 10 10 
So, we derive 
lim L 
r-m t 
j’ j’a(s)dz ds= jr&) ds- w’(T)- j= [w’(~)]*f’[x(r)] dr, 
*o bl 10 T 
which contradicts condition (A,). 
Case II. The integral Jy [w’(s)]*f’[x(s)] ds is infinite. 
Define 
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In view of condition (F3), we have c > 1. Hence, we can choose an integer 
k 2 max { m, 3 } such that 
k-l 
k-2-’ (7) 
As k 2 m, it is easy to verify that condition (A6) implies that 
lijng-&J’ (t - s)~ ~ ‘a(s) ds > - co. 
10 
Now, for each t > T, from (1) we obtain 











j-s)‘-‘Cw’(~)]~f’[x(s)] ds) for t >, T. (9) 




We claim that, for every t* 2 T, there exists a t > t* such that 
s ;(r-s)“-‘[w’(s)]‘f’lx(s)]ds>~ j’(c-s)‘p2v’(s)ds, T 
Otherwise, there is a t* b T such that 
s ~(~-s)k-‘[w’(s)]2f’[x(s)] ds 
k-l ’ 
6--- s (t - s)~ ~ ‘w’(s) ds for all t 2 t*. (11) p T 
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By using the Schwarz inequality and (11) and taking into account the 
definitions of w, and c, for t > t* we obtain 
0~ ’ (t-s)k-2~‘(s)ds 
r 
’ (t-s)k-‘[w’(s)]2f’[x(s)] ds :(;,;;I,; ds[ 
112 
< 
< (t-s)k-2w’(s)ds “* f ;(t-s)*‘w(s)dsj”* I [I 
and so we obtain 
s +)~-2w.(s)ds<~j;(t-s)‘-3w(s)ds for t2 t*. (12)





So, (12) gives 
(PCS- 1) ,; (t-s)k-2w’(s)ds<(t--)k-2w(T) 
for every t 2 t*. Therefore, by using (1 1 ), we find 
(t -as)“-‘[w’(s)]*f’[x(s)] ds 
w(T) for tat*. (13) 
But, one has 
s = [w’(s)]*f’[x(s)] ds = co T 
1 f 
* lim k2 
f’co t s 
T(t-s)k-1[w’(s)]2f’[x(s)]ds=ca 
On the other hand, (10) implies that pc(k - 2)/(k - 1) - 1 > 0. Thus, (13) 
leads to a contradiction. Hence, our claim is proved and so we can 
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consider a sequence (t,),, [.*..,, of points in the interval [T, 00) with 
lim t = a3 and such that r-m r 
5 1 (t,-s)k-‘[W’(S)]*fr[X(S)] ds 
,k-1 lr 
~ (r,-S)k-*w’(S)ds s 
(r = 1, 2, . ..). 
p T 
Then from (9) it follows that 
1 FT st’(t,-s)k-5z(s)ds< - l-t kPLJV’(T) ( ‘) r
+b- 1) p&j; (t,-s)k-l[W’(S)IZf’cX(S)I A (r= 
r 
1, 2, . ..). 
(14) 
Since 
1 t - ,‘it tk-l s (t-s)k- ‘[w’(s)]*f’[x(s)] ds T 
= 
s 
: [w’(s)]~~‘[x(s)] ds = cc 
and, by (lo), the constant p is less than 1, inequality (14) ensures that 
lim 1 ” 
r-+00 tk-’ 5 (t,-s)k-la(s)ds= --co. r T 
This shows that 
1 f 
lim inf ~ 
1-02 tk-’ I 
T(r-.s)k-la(s)ds= --co. (15) 
Finally, for every t > T, we obtain 
j,; (t-s)“-Ia(s) jr;(t-s)*-’ Ia( ds+ j;(t--s)*.-Ia(s 
<(t-ft,)k-l 1,; la(s)1 ds+I;(t-s)*- ‘a(s) ds 
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Thus, from (15) it follows that 
lim inf 
I + x 
-&I’ (t-s)k-‘a(s)d.Y= -c/3, 
41 
which contradicts (8). 
The proof of the theorem is now complete. 
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