This paper considers a single server queueing system with a nite bu er and multiple heterogeneous arrival streams. We focus on Markov Modulated Arrival processes with di ering burstiness and investigate the loss of individual arrival streams when the burstiness parameters of the arrival streams are varied. In addition, we study the behavior of loss probabilities for a priority packet discarding scheme, a congestion control mechanism suitable for high-speed networks.
Introduction
Most network architectures proposed for high-speed networks, such as the Asynchronous Transfer Mode (ATM) 2] and IBM's PARIS 8] , are based on packet switching and explicitly permit packet loss in order to gain bandwidth e ciency. In these networks, it is important to predict whether a network can provide the necessary resources to meet grade-of-service (GOS) requirements (i.e., an acceptable level of packet loss) for each of several service classes multiplexed on a network.
In this paper, we study a queueing system wherein heterogeneous tra c streams (sessions) are multiplexed and investigate how the heterogeneity of the arrival streams, especially varying levels of burstiness, a ects packet loss in individual streams. We consider the class of Markov Modulated Arrival (MMA) streams both in continuous time (a Markov Modulated Poisson Process or MMPP 14] ) and in discrete-time (a Markov Modulated Bernoulli Process or MMBP) and model each arrival stream in our queueing system as an MMA. We present expressions for packet loss in individual streams both with and without a priority packet discarding control scheme.
In our numerical study, we introduce the notion of self-loss of a stream: the packet loss obtained when the stream is multiplexed with a parametrically identical stream. Using this self-loss notion, we observe an interesting characterization of individual packet loss when two heterogeneous streams are multiplexed: the stream with the smaller self-loss is always penalized and the bigger the di erence between the two self-loss probabilities, the greater the penalty. Our numerical examples also provide a better understanding of the packet discarding control scheme. For example, our results indicate that the tra c characteristics of low priority streams have almost no e ect on the e ectiveness of the discarding scheme. Finally, we present some simulation results examining the e ects of burstiness on correlation in packet loss.
While past research e orts have contributed to improved models of arrival processes and aggregate packet loss behavior in multiplexed streams 1, 14, 24] , the practical consequences of multiplexing streams of varying burstiness to individual packet loss have not been su ciently examined. We note that most past research on priority packet discarding (e.g., 4, 19, 21, 27] ) is limited to a Poisson/Bernoulli arrival assumption. In 20], a similar control scheme is analyzed for M/PH/1/N and PH/M/1/N queueing systems; however, no analysis is presented for the discrete-time case, which introduces the extra complication of simultaneous arrivals. In 5], a discrete-time model, the MMBP(2)/D/1/K queue, is considered, and a priority packet discarding scheme is studied with homogeneous sources. In contrast, our aim is to assess the impact of varying burstiness on the e ectiveness of packet discarding schemes.
We follow the stochastic integral approach presented in 29], a method of independent interest, to derive our individual packet loss expressions. In doing so, we re-derive expressions for the continuous-time case presented without proof in 23] . We note that in 23], the emphasis was on analyzing parcel over ow processes using a two-state MMPP approximation for a multi-state MMPP. Numerical results presented therein focused on the accuracy of the approximation.
The rest of this paper is organized as follows. After giving an overview of the method in the next section, we derive in Section 3 packet loss probabilities for continuous and discrete time cases when two arrival streams are present. In Section 4, our analysis is extended to accommodate a priority packet discarding scheme for two arrival streams. In Section 5, our analysis is further extended to include N(> 2) heterogeneous input streams. Only the most complicated case, the discrete time case with priority packet discarding, is presented. (The manner of extension is similar in all the other cases. For the analyses for N(> 2) streams without packet discarding control in both continuous and discrete time, we refer the reader to our earlier work 3].) In Section 6, we present several numerical results and simulation results. Concluding remarks are given in Section 7.
Outline of Method
In this paper the stochastic integral technique proposed in 29] is used to obtain loss probabilities for Markov Modulated Arrival streams. As will be seen, the same technique uniformly provides exact packet loss probabilities for both continuous and discrete time versions of several varieties of the packet loss problem. In the following, a brief overview of this technique is presented.
Consider an arrival process to a nite bu er queueing system. Assume that the bu er size is K ? 1. Let N(t) be the number of arrivals in 0; t] and Z(t) denote the number of packets in the queue at time t. Let U(t) be an indicator function for the times at which the bu er is full, namely, U(t) = 1 if and only if Z(t?) = K, and U(t) = 0 otherwise. Then, the packet loss probability P loss is given by 29, 34]:
The analysis carried out in this paper is based on the following observation. Many stochastic processes such as MMA's have an associated compensator (t) such that the process M(t) = N(t) ? (t) is a martingale (see 6] for a discussion). Then, under some regularity conditions, as shown in 29], the stochastic integral
is also a martingale, with the property that lim t!1 R(t) t = 0. The regularity conditions can be shown to hold for MMA's 29]. Given this limiting ratio and by rearranging terms in equation (1), we may write P loss = r (2) where r = lim t!1 N(t) t is the arrival rate and = lim t!1
Let Y (t) be the underlying Markov process which modulates the arrival process of an MMA. Let's assume that the process Z(t) is also Markovian (by taking service times to be Markovian), and let denote the limiting distribution of the Markov process fY (t); Z(t)g. For an MMA, the limit depends on . In the remainder of the paper we provide expressions for the packet loss probability P loss by computing r and in both continuous and discrete time versions. Note that when the arrival process is Poisson with rate , the compensator is (t) = t. Then P loss = lim t!1 1 t R t 0 U(s)ds; which gives the well-known result equating the loss probability with the probability that the bu er is full.
We will nd the following two observations useful. Both are concerned with multiple arrival streams. First, consider n arrival streams multiplexed onto a nite bu er, each with associated counting process N i (t) and compensator i (t). Then, (t) = P n i=1 i (t) is the compensator for the overall counting process N(t) = P n i=1 N i (t); this will allow us to compose expressions for individual packet loss into one for the overall packet loss. Second, the dependence of the loss probability of a particular stream on the characteristics of the other streams appears in the computation only via the the indicator function U.
Computation of Packet Loss Probabilities -Two Streams
In this section, we derive packet loss probabilities for continuous and discrete time versions of the problem in which two MMA streams are multiplexed onto a single nite bu er. Arriving packets that nd the bu er full are lost. Priority-based packet discarding schemes are analyzed later in sections 4 and 5. Finally, de ne the following limiting probabilities. Let (i; j; q) (i = 1; 2, j = 3; 4, 0 q K) be the limiting distribution for the Markov process fY A (t); Y B (t); Z(t)g. Let (i; q) be the limiting distribution for the Markov process fY A (t); Z(t)g, and (j; q) be the limiting distribution for the Markov process fY B (t); Z(t)g. Note that P j (i; j; q) = (i; q) and P i (i; j; q) = (j; q).
In this analysis, we obtain the following probabilities:
the long term probability P A (q) that an arrival from stream A sees the system in state q, the long term probability P B (q) that an arrival from stream B sees the system in state q, and the long term probability P(q) that an arbitrary arrival sees the system in state q.
From these probabilities, we can easily obtain the loss probabilities for stream A (P loss (A) = P A (K)) and stream B (P loss (B) = P B (K)). Furthermore, the overall packet loss probability P loss (O) for the aggregated arrival process (i.e., the loss probability of packets, not distinguishing between streams A and B) is given by P loss (O) = P(K). First, let us calculate the long term probability P A (q) for an arrival from stream A to see the system state q. From equation (2),
Here, r A = lim 
From Eqs. (4), (5) and (6), we obtain P A (q) = ( 1 + 1 )( 1 (1; q) + 2 (2; q))
Using the same argument for stream B, we obtain P B (q) = ( 2 + 2 )( 3 (3; q) + 4 (4; q))
Next, we compute the long term probability P(q) of an arbitrary arrival seeing the system state q. From equation (2),
where (s) = A (s) + B (s). Thus,
= 1 (1; q) + 2 (2; q) + 3 (3; q) + 4 (4; q) (10) From Eqs. (9), (10) and (5), we obtain P(q) = ( 1 + 1 )( 2 + 2 )( 1 (1; q) + 2 (2; q) + 3 (3; q) + 4 (4; q))
Discrete-Time Case
In this subsection, the derivation technique used in the previous subsection for continuous time is applied to the discrete-time case. Again, we consider multiplexing two heterogeneous streams (streams A and B).
In discrete time, we must rst decide the order in which arrivals and services take place and the times at which they occur. Without loss of generality, we assume the late arrival system with immediate access 17]. In such a system, arrivals occur just prior to the end of a time slot, and the packet in service is ejected from the service facility immediately after the beginning of a time slot (see Figure 2 ). An arriving packet enters the service facility if it is free, with the possibility of it being ejected almost instantaneously. Note that in this model, a packet's service time is counted as the number of slot boundaries from the point at which it enters the service facility to the point at which it departs. Therefore, even though we allow the arriving packet to be ejected almost instantaneously, its service time is counted as 1, not 0.
Consider a single rst-come-rst-served queue driven by two 2-state MMBP arrival processes. As in the continuous time case, the driving states of stream A are labeled 1 and 2 and the driving states of stream B are labeled 3 and 4. Without loss of generality, it is assumed that change in the states of the arrival processes occur just prior to the end of a time slot. The sojourn times in states 1 and 2 are geometrically distributed with means 1= 1 and 1= 1 slots, and those of states 3 and 4 are geometrically distributed with means 1= 2 and 1= 2 . When in state i (i = 1; 2; 3; 4), a MMBP generates packets according to a Bernoulli process with the probability of an arrival in a slot being p i . Service times are geometrically distributed, and the probability of service completion in a slot, provided the server is busy, is s (0 < s < 1) for both streams.
Let n = 0; 1; 2; 3; : : : denote the slot boundary numbers and t continue to denote (continuous)
time.
De ne the step function btc, where btc = n, if n t < n + 1. For simplicity, we assume the slot length is equal to unit time in the system. We observe the system just prior to the end of time slots, i.e., at n? (refer to Figure 2 ). As in the continuous-time case, we let Y A (t) and Y B (t) be the states of the MMBP of streams A and B at time t. As before, Z(t) (0 Z(t) K) denotes the system state at time t and, (i; q), (j; q) and (i; j; q) are de ned as the limiting probabilities of the Markov processes fY A (n?); Z(n?)g, fY B (n?); Z(n?)g, and fY A (n?); Y B (n?); Z(n?)g, respectively. Note that i = 1; 2, j = 3; 4, and 0 q K.
In discrete-time, a packet arriving to the system in state K is lost. Loss of packets can also happen when simultaneous arrivals occur from streams A and B when the system state is K ?1. In this case, we must decide which packet to drop. The following scheme will be used: drop the packet from stream A with probability A , and the packet from stream B with probability B = 1 ? A .
We will take A = B = 0:5.
In the following analysis, we focus on stream A and obtain its packet loss probability. De ne the following indicator functions: J(n): J(n) = 1 i an arrival has taken place from stream B in the n th slot. V (n): V (n) = 1 i in the n th slot, a stream A packet is discarded when a stream B packet arrives (along with a stream A packet) at a time when the system is in state K ? 1. Note that V (1); V (2); : : : is an iid sequence. Using J(n) and V (n), we can obtain the indicator function U(n) for the state in which a stream A packet is discarded:
where U q (n) is the indicator function for the system state q, i.e., U q (n) = 1 i Z(n?) = q. First, let us derive the packet loss probability P loss (A) for stream A. From the de nition of P loss (A), we have 
In order to obtain the term lim t!1
, we will use the following manner of writing the compensator for a MMBP:
(The following integral and sum are the same:
is accounted for via the compensator. Thus, P m n=0 U K?1 (n)J(n)I 1 (n) represents the limiting probability that system state is K ? 1 
The overall loss probability P loss (O), the loss probability seen by an arbitrary arrival, is easily computed from equation (9) . Note that for a discrete-time analysis, the extra complication of simultaneous arrivals is accounted for quite easily with the stochastic integral approach used in our paper. Our analysis can easily be extended to accommodate a wide range of circumstances in which packets are lost according to the state of the system at the time of a packet's arrival. One such case, a priority packet discarding scheme 36, 35] , a technique frequently proposed for high-speed networks, is analyzed in the following section.
A Threshold-Based Priority Packet Discarding Scheme -Two Streams
The analysis presented in Section 3 is now extended to accommodate a priority packet discarding scheme. In this section, we consider two arrival streams, and in the following section, our analysis is extended to include N(> 2) heterogeneous input streams.
By introducing priority levels among packets and discarding lower priority packets (during periods of congestion, for example), it is possible to trade o packet losses in di erent streams. We note that priority packet discarding is a popular congestion control technique for high-speed networks 18, 26, 35, 36] which allows network resources to be used more e ciently, thereby making it easier to satisfy GOS requirements of di erent classes of tra c. In general, loss-sensitive tra c such as data is given priority over loss-insensitive tra c such as voice. We observe that priority packet discarding is also suited for use with video tra c in conjunction with an embedded coding technique 12, 18] . With embedded coding, packets containing more important information are given higher priority than those containing less important information, and when network congestion occurs, packets containing less important information are discarded rst.
In this section, a simple threshold-based discarding scheme 4] is considered. With this scheme, low priority packets are accepted only if the current system occupancy is less than a certain threshold, .
Continuous-Time Case
As we will see below, extending our results in Section 3 to priority-based packet discarding schemes simply involves writing down the appropriate indicator functions that capture the instances when packets are to be discarded. Recall that P A (q) (P B (q)) denotes the long term probability that an arrival from stream A (B) sees the system in state q. Assume that stream A has a higher priority than stream B. Thus, packets from stream B are discarded when Z(t) . We have P loss (A) = P A (K) and P loss (B) = K X q= P B (q): (19) From Eqs. (7) and (19) 
Discrete-Time Case
Assume that stream A has a higher priority than stream B. To obtain the loss probability of high (low) priority stream, we need to compute U(n), the indicator function for the state in which the high (low) priority packet is discarded. For the high priority stream A,
since arriving high priority packets are discarded only when the system size reaches K. For the low priority stream B,
since arriving low priority packets are always discarded when the system occupancy is greater than or equal to . assumed that if the current system occupancy is less than some threshold, no lower priority packets are discarded even if accepting all the lower priority packets exceeds the threshold, as opposed to only accepting lower priority packets up to the threshold.
Let q denote the system occupancy, and N(q) be the number of streams whose thresholds are greater than q. For the stream i, let U(n) denote the indicator function for the state in which the stream i packet is discarded in the n th slot, and de ne the following indicator functions for each slot n:
U q (n): U q (n) = 1 i the system occupancy is q in the n th slot.
J H l (n): J H l (n) = 1 i there are H streams whose priorities are higher than or equal to that of stream i (including the stream i), and l arrivals have taken place from the remaining H ? 1 high priority streams. Note that, when J H l (n) = 1, a total of l + 1 (including the arrival from the i th stream) number of arrivals have taken place, and J H l (n) = 0 if l H. V l;q (n): V l;q (n) = 1 i in the n th slot, a stream i packet is discarded when a total of l number of arrivals occur at the system state q.
Therefore, when i K ? N + 1,
In this case, no packet will be discarded when q < i .
When i K ? N, the i arriving packets will be discarded if q i . However, even if q < i , the arriving stream i packets may be discarded if the number of arrivals from the streams whose thresholds are greater than q exceeds the available bu er space. Therefore, we have
We assume that when the number of arrivals exceeds the available bu er space, the packets are discarded randomly. (28) since out of l arriving packets, only K ? q number of packets will be accepted. The rest of the analysis follows the stochastic integral approach discussed earlier.
All that remains is to obtain the limiting probability . For the continuous time case, the method presented in 23] can be used. For the discrete time case, we present an e cient computation method for a multiple arrival stream case. In the Appendix, our computation method is explained using four arrival streams (as an example).
6 Numerical Results
Characterizing Burstiness
In this subsection, the e ects of tra c characteristics on the individual packet loss probabilities are investigated through numerical examples. Unless otherwise stated, our investigation focuses on two heterogeneous streams and the manner in which the burstiness of one stream a ects the packet losses of both.
Burstiness is one of the most critical parameters determining the network performance. A number of ways have been proposed to describe the burstiness of a tra c source (see 2] for a discussion), with consensus yet to be reached concerning the most appropriate way. In keeping with our focus on Markov Modulated Arrivals, we examine the following three intuitive ways to vary the burstiness of a stream. In all three we keep the mean arrival rate of the stream constant.
Method 1: Keep the average sojourn times in the two driving states constant, and vary the arrival rates in two states. In this case, as the di erence between the arrival rates in two states increases, the burstiness of the stream also increases.
Method 2: For an IPP (or IBP) stream, keep the ratio of the average active period (during which packets are generated) to the average idle period (during which no packets are generated) constant, and vary both active and idle periods. In this case, as the average active and idle periods increase, the burstiness of the stream also increases.
Method 3: For an IPP (or IBP) stream, keep the sum of the average active and idle periods constant, and vary the average active and idle periods. Since we keep the mean arrival rate constant, a smaller active period means a greater arrival rate during an active period. In this case, as the average active period decreases (equivalently, as the average idle period increases), the burstiness of the stream increases.
Note that Method 1 and Method 3 are two ways to vary peak-to-mean ratio. The peak-to-mean ratio is the most commonly used de nition of burstiness 7, 11]. Method 2 varies the average active period. The average active period is also a widely used parameter to measure the degree of burstiness (see, for example 11, 15] ). In the following numerical examples, in order to characterize the e ects of multiplexing bursty streams with non-bursty streams, we introduce the concept of \self-loss" for a (single) stream. Selfloss is the packet loss incurred when a stream is multiplexed with a with another parametrically identical but independent stream.
In the gures, the following notation is used to represent the loss probabilities:
P loss (A): the packet loss probability of stream A when it is multiplexed with stream B, P loss (B): the packet loss probability of stream B when it is multiplexed with stream A, P loss (O): the overall packet loss probability (i.e., the loss probability for all streams) when increases, the loss probabilities of both streams increase. Next, compare the P loss (A) curve with the self-loss(A) curve. We see that self-loss(A) is always smaller than P loss (A). Furthermore, stream B gains (i.e., P loss (B) < self-loss(B)) by sharing a bu er with a geometric stream (i.e., stream A), as opposed to sharing a bu er with another bursty stream (i.e., a stream identical to itself). Most importantly, the stream with the smaller self-loss probability is penalized. In this case, self-loss(A) is smaller than self-loss(B), and stream A is penalized (i.e., P loss (A) > self-loss(A)). Moreover, the bigger the di erence between two self-loss probabilities, the greater the penalty.
In Figures self-loss is penalized. Again, the bigger the di erence between the two self-loss probabilities, the greater the penalty. Note that the di erences between individual loss probabilities are signi cant in all of the Figures  (i.e., Figures 3 through 8) . In our numerical examples, we assumed that the mean arrival rates of streams A and B are the same. However, the di erence between the packet loss probabilities for stream A and B is often an order of magnitude or greater. This shows that the overall packet loss probability may not provide su cient insight when heterogeneous tra c sources are multiplexed.
E ectiveness of Priority Packet Discarding
We now turn our attention to the e ectiveness of the threshold-based priority packet discarding scheme. Figures 9 through 15 focus on two streams of varying characteristics. In these gures, we assume K = 20; s = 0:8 and = 0:75, unless otherwise stated. We further assume that the mean arrival rates of the two streams are the same. Now, r A = r B = 0:3 since the o ered load = 0:75. Here, stream A is assumed to be a geometric arrival process (i.e., p 1 = p 2 = 0:3); stream B is bursty with 2 = 2 = 0:01, p 3 = 0:2 and p 4 = 0:4, unless otherwise stated. It is assumed that stream A models loss-insensitive tra c such as voice and that stream B consists of loss-sensitive tra c such as video. Priority is thus given to stream B, and stream A packets are discarded when the system size is greater than or equal to a given threshold value . Where relevant, the GOS requirement of stream A is taken to be a packet loss probability of 10 ?3 and that of stream B is taken to be 10 ?9 . Packet loss probabilities of 10 ?3 and 10 ?9 are chosen since they represent GOS requirements of voice and video respectively 28, 35] . Figure 9 shows the individual loss probabilities of streams A and B for various values of K (system size). The horizontal axis represents values. Note that a system size of 20 can satisfy the GOS requirements of both streams A and B by setting the threshold value to 12. To meet the same GOS requirements without priority packet discarding, the required value of K is 48, illustrating the e ectiveness of using priority packet discarding. Figure 10 supports the same observation. In this gure, the bursty stream B is xed, and the mean arrival rate of the geometric stream A is varied. The threshold value is set to 12. With priority packet discarding, we can accommodate stream A up to the mean arrival rate of 0.3 without violating GOS requirements of both streams A and B, whereas without priority packet discarding, the acceptable mean arrival rate of stream A is less than 0.13. Thus, with priority packet discarding, the required bu er space decreases or the acceptable o ered load of low priority stream increases. Figures 11 and 12 illustrate the e ect of tra c characteristics (burstiness and o ered load) of the high priority stream on the e ectiveness of priority packet discarding. In Figure 11 , the geometric stream A is xed, and the burstiness of stream B is varied using Method 1 described in subsection constant. In Figure 12 , the mean arrival rate of the low priority stream (stream A) is xed to 0.3, and the mean arrival rate of the high priority stream (stream B) is varied. 2 = 2 = 0:01 and p 4 p 3 = 3 in Figure 12 . In both gures, the vertical axis shows P loss (B) P loss (A) , the ratio of stream B packet loss probability to stream A packet loss probability. We see that this packet loss probability ratio is very sensitive to the tra c characteristics (burstiness and o ered load) of high-priority stream; priority packet discarding becomes most e ective when the high priority stream is not bursty and the o ered load of high priority stream is the smallest. Figures 13 and 14 illustrate the e ect of tra c characteristics (burstiness and o ered load ) of low priority stream on the e ectiveness of priority packet discarding. In Figure 13 , both streams are bursty. The high priority stream (stream B) is xed, and the burstiness of the low priority stream (stream A) is varied using Method 1. In Figure 14 , the mean arrival rate of the low priority stream (stream A) is varied. Here, for stream B, we take 2 = 2 = 0:01, p 3 = 0:2 and p 4 = 0:4. Figures 13 and 14 show that the tra c characteristics of low priority stream have almost no e ect on the e ectiveness of priority packet discarding. Figure 15 shows the maximum acceptable (without violating the GOS requirements) o ered load as a function of the GOS requirement of the high priority stream (stream B). In this gure, the same geometric stream is used for both stream A and stream B (i.e., p 1 = p 2 = p 3 = p 4 ). The GOS requirement of stream A is assumed to be a 10 ?3 packet loss probability, and the GOS requirement of stream B is varied. When no priority packet discarding is employed, the most stringent packet loss requirement needs to be satis ed. For the system with priority packet discarding, a threshold value which gives the maximum o ered load is used. We see that the performance gain increases as the di erence between the GOS requirements of stream A and stream B increases. The greater the burstiness of the stream, the higher the priority. Therefore, the stream 4 has the highest priority. We take 1 = 60, 2 = 80, and 3 = 96. The streams 2, 3 and 4 are xed, with the constant mean arrival rate 0.2 for each, and the average arrival rate of the geometric stream 1 is varied. The GOS requirement of stream 1 is taken to be a packet loss probability of 10 ?3 , that of stream 2, 10 ?5 , that of stream 3, 10 ?7 and that of stream 4, 10 ?9 . The same observation obtained in Figure 10 can be made; with priority packet discarding, the acceptable o ered load increases. Without priority packet discarding, since the most stringent packet loss probability (i.e., 10 ?9 ) has to be satis ed, the acceptable mean arrival rate of stream 1 is less than 0.07. On the other hand, with priority packet discarding, the acceptable mean arrival rate of stream 1 upto 0.23 can be accommodated without violating the GOS requirement of each stream.
Consecutive Packet Loss -A Simulation Study
For certain types of tra c, obtaining the long-term time-averaged loss probability may not be su cient to predict the quality of service. Even when the long-term time-averaged value of loss rate is kept small, it is possible that a large number of packets are lost during congestion periods. In voice communication, for example, this burst loss of voice packets may cause noticeable performance degradation (clicks) at the destination. Therefore, it is important to investigate how losses are correlated. We de ne the conditional loss probability as the probability of a packet being lost in the current slot given that one was lost in the previous slot. A loss period is a sequence of successive slots in each of which a packet is lost. The average loss period, de ned as the average length of a loss period, is easily obtained from the conditional loss probability:
avg: loss period = 1 1 ? conditional loss probability : (30) The conditional loss probability (or the average loss period) is a measure of loss correlation. We extend previous results 31, 32] on loss correlation to cases in which heterogeneous streams are present, one with the use of a packet discarding scheme and the other without. In this section, simulation results are presented to investigate the dependence of the loss correlation on various parameter values. As before, we consider two heterogeneous arrival streams, each modeled by MMBP.
First, loss correlation is investigated for a system without priority packet discarding. We assume that s = 0:9 and r A = r B = 0:4. Thus, the o ered load is approximately 0.89. This value is high in order to obtain meaningful simulation data without severe computational requirements. In Figure 17 , stream A is assumed be a geometric process, and the burstiness of stream B is increased using Method 1, namely, p 3 and p 4 are varied, keeping Figure 17 shows both conditional and unconditional loss probabilities for streams A and B as a function of the burstiness of stream B. We see that the e ect of burstiness on the conditional loss probability is similar to that on the unconditional loss probabilities: an increase in the burstiness of one stream negatively a ects both the stream itself and the other stream with which it is multiplexed. However, burstiness a ects the unconditional loss probabilities more signi cantly than than it does the conditional loss probabilities. This suggests that an increase in the tra c burstiness does not really a ect the average length of loss periods (see eq. (27)); rather, it creates more loss periods of approximately the same length. Next, we investigate the loss correlation for the same system as in Figure 17 , but with priority packet discarding. Figure 18 shows the average loss periods for streams A and B as a function of threshold value . Since K = 20, threshold value 20 corresponds to the case without priority packet discarding. For stream B, the following parameter values are used: 2 = 2 = 0:1, p 3 = 0, and p 4 = 0:8. An interesting observation can be made from this gure: the average loss period appears to be insensitive to the threshold value chosen until a certain threshold size is reached. Therefore, even though stream A has lower priority, it may not su er from severe consecutive losses as the threshold value decreases.
Summary
In this paper, we considered a queueing system with a nite bu er and heterogeneous arrival streams to investigate how heterogeneity a ects packet loss in individual streams. We examined the class of MMA streams both in continuous time (a MMPP) and in discrete time (a MMBP) and presented an exact analysis of individual packet loss for MMA streams. We also derived individual packet loss probabilities for a priority packet discarding scheme. Our method of analysis is based on a stochastic integral approach, allowing both continuous-and discrete-time analyses as well as the analysis for the priority packet discarding scheme to be treated similarly.
Our rst emphasis was on examining the e ect of burstiness of tra c streams on packet loss. The concept of self-loss for a single stream was introduced for this purpose. The following summarizes our results:
An increase in the burstiness of one stream results in an increase in the packet loss probabilities of the stream itself and of the other stream multiplexed together.
When two di erent streams are multiplexed, the less bursty stream is always penalized, and the more bursty stream always bene ts.
When two di erent streams are multiplexed, the stream with the smaller self-loss probability is penalized. The bigger the di erence between two self-loss probabilities, the greater the penalty.
The importance of knowing the behavior of individual loss probabilities is underscored in applications like admission control 11, 15, 30] . Admission control decides whether to accept or reject a new call based on whether GOS requirements can be maintained. If the overall packet loss probability is used as a criterion in admission control when heterogeneous tra c sources are multiplexed, our results show that the GOS of the new call may not be guaranteed.
We also investigated the e ectiveness of a priority packet discarding scheme and loss correlation. The results indicated that the high-priority stream played a more important role in characterizing loss. One interesting result on loss correlation was that the average loss period was not sensitive to the threshold for a range of threshold values.
Appendix
As in Section 5, we assume 1 , 2 , 3 , and 4 (0 < 1 2 3 4 = K ) are the thresholds for stream 1, stream 2, stream 3, and stream 4 respectively. The transition probability matrix P for this system can be represented by:
In the above matrix P, the block matrix P 4 represents the case when the bu er size is less than 1 . In this case, the arriving packets from all four streams can be accepted into the bu er. P 3 represents the case when the bu er size is greater than or equal to 1 but is less than 2 . In this case, only the arriving packets from stream 2, stream 3, and stream 4 can be accepted into the bu er. P 2 and P 1 are similarly de ned.
Each block matrix can further be represented by The block matrices A i can be written as A 00 = P 1a P 1d + P 0a A ?1 = P 0a P 1d A 0 = P 0a P 0d + P 1a P 1d A 1 = P 1a P 0d + P 2a P 1d A 2 = P 2a P 0d + P 3a P 1d A 3 = P 3a P 0d + P 4a P 1d A 4 where P ia represents the probability that i packets arrive at the system, and P id represents the probability that i packets depart from the system. We compute the iteratively. Let (i) be the limiting probability calculated at the i th iteration.
1. Let (0) be the initial estimation of the probability . For simplicity, we take 
