Abstract. The primary technique for determining the three-dimensional structure of a protein molecule is X-ray crystallography, from which the molecular replacement (MR) problem often arises as a critical step. The MR problem is a global optimization problem to locate an optimal position of a model protein so that at this position the model will produce calculated intensities closest to those observed from an X-ray crystallography experiment involving a protein with unknown but similar atomic structure. Improving the applicability and robustness of MR methods is an important research topic because commonly used traditional MR methods, though often successful, have their limitations in solving difficult problems.
step toward overcoming this problem for proteins is to solve the molecular replacement (MR) problem, another global optimization problem but one with a much smaller dimension.
In essence, the MR problem is a data-fitting problem in which one rotates and translates a set of three-dimensional coordinates of atoms representing an approximation to the unknown target molecular structure. This process results in an optimal positioning that leads to calculated X-ray intensities closest to those observed from a crystallography experiment performed on the target protein. If the set of atomic coordinates is close enough to the true values, then a preliminary electron density map (i.e., an image) of the crystallized target protein can be generated, leading to a set of approximate atomic coordinates of the target protein suitable for further refinement and complete elucidation of the target protein structure.
As more and more structures are deposited into the database of solved structures, it will be more likely that a model protein will be available for a given target protein. Hence, the use of MR methods is expected to continue to increase. However, research is still needed to improve MR methods because, although successful in solving many problems, traditional MR methods are known to have difficulty solving certain classes of MR problems.
In this paper, we construct and validate a new global optimization method for solving MR problems, particularly those that challenge traditional methods. In Section 2, we provide some background on X-ray crystallography. In Section 3, we introduce the MR optimization problem and in Section 4, current approaches for solving the problem. We introduce the global optimization method in Section 5 and describe the current implementation of our new method in Section 6. Results from the method are given in Section 7.
X-ray Crystallography and Molecular Replacement
In this section, we discuss the basics of X-ray crystallography, including the protein crystal, the observed and calculated intensities and the phase problem. We also define two coordinate systems related to the protein crystal that are used during MR.
What is X-ray crystallography?
In general, X-ray diffraction techniques provide the only way to produce the image of a molecular structure at the atomic level. To produce an image of an object, electro-magnetic radiation, such as visible light, must be scattered by the object and recombined by a lens. However, in order to produce a detailed image, the radiation must have a wavelength equal to or smaller than the size of the object. Thus, visible light cannot be used to produce the image of atoms because its wavelength is too long.
One complication of using X-rays is that no lens exists to refocus X-rays. During an X-ray crystallography experiment, only the amplitudes of the scattered X-rays can be measured, while the phases of the diffracted rays cannot be measured because of physical limitations. On the other hand, if good estimates for the unmeasurable phases can be found, then the X-rays can be mathematically refocused, so to speak, using a Fourier transform to compute an electron density map of the crystallized protein.
In short, X-ray crystallography comprises two main components: (i) an X-ray diffraction experiment performed on a protein crystal to measure the intensities of diffracted X-rays; and (ii) a mathematical and computational process to obtain sufficiently accurate phases. For more information on X-ray crystallography, we refer interested readers to [12, 15] .
The crystal
The first step of X-ray crystallography is to grow a crystal of the target protein (which can be a difficult process in itself). The protein crystal is a threedimensional periodic arrangement of protein molecules, specified by a unit cell or an imaginary parallelepiped that contains the basic repeating unit of the crystal. 
where a, b, and c are the lengths of the unit cell basis vectors a, b, and c, respectively, and α, β, and γ are the angles between b and c, a and c, and a and b, respectively. As shown in Figure 1 , multiple copies of the molecule can occur in the unit cell. These molecules are often related to each other by symmetry operators and thus called symmetry mates. Symmetry operators are pairs of matrices and vectors that correspond to rigid body rotations and translations, respectively. If S g ∈ R 3×3 and s g ∈ R 3 define the gth symmetry operator and x j ∈ R 3 are the fractional coordinates of the jth atom in the protein, then the fractional coordinates of the same atom in the gth symmetry related protein are x j = S g x j + s g . These symmetry operators define the space group that the symmetry mates are said to belong to and are used to calculate the intensities of the model protein during MR.
Finally, the portion of the unit cell that contains the largest number of molecules, unrelated by symmetry, is known as the asymmetric unit; see Figure 1 for an illustration. An asymmetric unit usually contains only one protein, occasionally two but rarely three or more. The number of proteins in the asymmetric unit determines the dimension of the MR problem.
The experiment, observed intensities
During an X-ray crystallography experiment, a protein crystal is rotated in an X-ray beam, and a detector measures the X-ray diffraction pattern of the crystal, which is commonly referred to as a set of observed intensities. The observed intensities occur at points in a three-dimensional lattice known as the reciprocal lattice because the molecules are arranged with respect to a real space crystallographic lattice. Figure 2 is a precession photograph of some observed intensities occurring on one layer of the reciprocal lattice.
The reciprocal lattice is specified by a set basis vectors, a * , b * , c * ∈ R 3 . In general, the coordinates of a lattice point in reciprocal space is given by Bh, where B = [a * b * c * ], and h = (h, k, l) ∈ Z 3 are the indices that serve as a label for the lattice point. The intensity "observed" at reciprocal lattice point h is denoted as I o h , and the resolution of this intensity is 1/d * (h) where
and · is the Euclidean norm. In practice, MR objective functions are computed using only intensities within a given resolution range, which is specified by a pair of low-and high-resolution cut-off values that define a region in reciprocal space between an inner and outer sphere, respectively. The relationship between A and B, namely between the two sets of basis vectors for the real and the reciprocal spaces, is B = (A −1 ) T (see [15] , for example). 
Calculated intensities
During MR, the discrepancy between the observed intensities and those calculated from a model protein is measured by an objective function. We denote the calculated intensity at reciprocal lattice point h as I c h , which is the magnitude squared of the structure factor F h , a complex number. That is, I c h = |F h | 2 . The structure factor F h is the Fourier transform of electron density in the unit cell at h and is defined by the formula
where i is the imaginary unit, G is the number of symmetry mates in the unit cell, (S g , s g ) is the gth symmetry operator, N is the number of atoms in the protein, f j (h) is the scattering factor of atom j at h, x j is the fractional coordinate vector of the jth atom, and {S g x j + s g : j = 1, . . . , N, g = 1, . . . , G} represent the coordinates of the atoms in the unit cell (assuming one protein in the asymmetric unit). Conversely, electron density is the Fourier transform of the structure factors, and thus electron density can be conveniently expressed in terms of the structure factor magnitudes and phase angles φ h using the exponential representation of
See [15, 26] for more details. In an ideal situation free of modeling and experimental errors, I c h would be equal to I o h at all reciprocal lattice points given the correct set of coordinates.
The phase problem and warm start
As mentioned earlier, determining the phases of the scattered X-rays (i.e., solving the phase problem) allows the protein's image to be computed. Since only observed intensities can be measured, the best one can hope for (in a mathematical sense) is to find a set of atomic coordinates for the model protein from which the calculated intensities best match those observed. If a set of globally optimal atomic coordinates produce the correct or nearly correct intensities, it is reasonable to expect that they will also produce correct or nearly correct phases. Then, the experimentally observed intensities and the model's phases can be used to compute a first approximation to the electron density of the crystallized target protein.
From a mathematical perspective, the phase problem is a global optimization problem in which the variables are the atomic coordinates of the target protein.
Normally, a protein contains around a thousand or more atoms. As a result, the phase problem normally has around 3,000 or more variables. Moreover, objective functions that measure the discrepancy between the calculated and observed intensities are invariably nonlinear, non-convex and highly oscillatory. Solving such a global optimization problem by today's technology is extremely difficult, if not impossible, without some additional information.
One common form of additional information is a good starting point, or warm start, that is sufficiently close to a global optimum. With such a warm start, the chances of solving the phase problem can be dramatically increased. Does such a warm start exist? Fortunately, in many cases, the answer lies in the Protein Data Bank, or PDB [34] , in which approximately 27,000 protein structures have been deposited as of September 2004, thanks to decades of research in this field.
Since a protein often has some structural similarity to related proteins, for a given target protein it is more likely than not that the structure of a related protein, a model protein, has already been determined. Thus, one way of attacking the phase problem is to approximate the unmeasurable phases of the target protein by phases calculated from a model protein but only after it has been correctly positioned. Otherwise the model's phases will not be accurate enough.
Obviously, the success of the approach depends on the degree of structural similarity between the model and the target protein. The greater the similarity, the better the chance that the MR approach will succeed. Given the linear amino acid sequence of the target protein, which is known a priori, one can search the PDB for a model protein with a similar amino acid sequence. Similarity of the two sequences indicates that the two are likely to be structurally similar. For more information, see [9] .
The MR Problem
The MR problem is a global optimization problem in which an objective function measures disagreement between the observed and calculated intensities, in other words, the quality of the mapping of the model protein onto the target protein.
The MR problem is a 6n-dimensional (6nD) problem, where n is the number of molecules in the asymmetric unit of the crystal, as introduced in Section 2.2. Six variables are required to position each of the n molecules: three rotational variables and three translational variables. Typically n is equal to one or two.
The six-dimensional (6D) MR problem can be written as
Title Suppressed Due to Excessive Length 7 where L ⊂ R 3 × R 3 is the search region, I o , I c ∈ R m are vectors of observed and calculated intensities, Θ is a vector of three angles that specify a rotation matrix, t is a translation vector, and f (·, ·) is a function that measures the disagreement between the observed and calculated intensities. The calculated intensities are functions of the rotated and translated coordinates of the model protein, thus functions of (Θ, t), as indicated.
Many objective functions have been devised to measure disagreement between the observed and calculated intensities; see [7, 38] , for example. A practical issue in choosing an objective function is scaling. Since the observed intensities are measured on a relative scale, the calculated intensities must be multiplied by an unknown scalar in order to match, in the best case, the observed ones. For some objective functions, such as a least squares function, this scale factor must be determined as a variable.
In the results to follow, we chose the standard linear correlation coefficient [20] because it is commonly used (see [4, 32] , for example) and because its value is independent of the scale factor. It is well known that "scaling insensitivity is very important when high-resolution data are not available and an accurate scale factor cannot be obtained" [14] . It is noteworthy, however, that under some relatively mild assumptions the set of global maximizers of the correlation coefficient are identical to the global minimizers of a least squares function [25] .
The correlation coefficient function is typically defined as follows:
where
c h (u) are the observed and calculated intensities occurring at lattice point h, u = (Θ, t) ∈ R 6 , h is the summation over all h in a given resolution range (defined by I below), and
, where m is the number of observed and calculated intensities.
In practice, a given objective function is evaluated using only intensities within a given resolution range. These sets of intensities can be defined as {I 
where R high , R low ∈ R are the high-resolution and low-resolution cut-offs in Angstroms (Å), respectively, where 1Å= 10 −8 cm. For example, when using traditional MR methods, normally R high = 4Å and R low = 15Å.
More generally, the correlation coefficient can also be written as
where w(u) and w o can take one of two forms depending on whether p = 1 or 2:
The power of p = 2 (not superscript p = 2) means that the objective function is evaluated using intensities. An alternative is to use the magnitude of the structure factors, which corresponds to p = 1. Since the latter choice often gives more satisfactory results, most of the results presented in this paper were obtained using p = 1. Further discussions on the performance of the two functions defined by the two data sets can be found in [24, 25] . Finally, because we wish to pose the MR problem as a minimization problem, the objective function is f (w(u),
Current MR Approaches
There are basically two types of approaches for solving the MR problem: (i) traditional approaches, which separately optimize the rotational and translational degrees of freedom of the model protein, and (ii) higher-dimensional approaches, 6D or 6nD approaches, which simultaneously optimize the rotation and translation of one or n copies of the model protein in an asymmetric unit.
Traditional Approach
In 1962, Rossman and Blow [37] proposed that the MR problem be solved first by a search for optimal rotations of the model, and then by a separate search for optimal translations of the oriented model. At that time, 6D searches were beyond the reach of available computing capabilities. Since then, traditional MR codes have determined many molecular structures, but the method does have drawbacks.
The optimization formulation of the traditional approach is to sequentially solve two unconstrained 3D optimization problems. First, find several approximate solutions, Θ i , to the following problem
where the translation variable t is fixed at the origin, which is often placed at the model protein's center of mass. Then, for each Θ i , solve
Both R(·, ·) and T (·, ·) measure disagreement between I o and I c and are commonly referred to as rotation and translation functions, respectively; however, these two types of functions are generally different. Evaluations of R(·, ·) involve approximations that remove the dependence of the function on the translational variables. This is accomplished by using only one copy of the model and making some assumptions about the radius or the shape of the molecule; see [3] , for example. In contrast, the translation function T (·, ·) is designed to be a function of the position of the model relative to the origin.
Generally, there are two main drawbacks of traditional approaches. First, for more difficult MR problems (such as those with high degrees of symmetry), the lowest valued local minima of traditional rotation functions often do not come close to the optimal rotation desired [27, 28, 41] . If a nearly optimal rotation is not found, then a nearly optimal translation cannot be found, and the traditional method fails. Second, the inherent approximations of traditional methods often require a model protein that has a high degree of structural similarity to the target protein. If such a high-quality model is not available, then traditional methods become less reliable; for example, see [2, 5] . These problems are often due to the fact that only one copy of the model protein can be used to compute calculated intensities during the rotation search because the translational variables are not optimized at the same time.
Higher-dimensional Approaches
With today's computing capacities, more accurate formulations of the MR problem can be used. To avoid the drawbacks associated with separately optimizing the rotation and position of the model, 6D and 6nD MR methods have been proposed to simultaneously optimize the two sets of MR variables. These methods include parallelized 6D grid searches [39] that rely on massive computing power and both 6D and 6nD stochastic optimization approaches based on genetic and simulated annealing algorithms [7, 16, 28] .
In contrast to traditional methods, 6D methods simulate scattering from all the symmetry mates of the model protein in the unit cell because the extra translational degrees of freedom fix the unit cell origin allowing the symmetry mates to be positioned relative to each other. As such, the calculated intensities of a 6D method can better match the observed intensities at a solution to the MR problem. Even though evaluating a 6D objective function is more expensive than evaluating traditional rotation and translation functions, the theoretically sound approach of optimizing a 6D function should lead to a more reliable and robust solution process.
A New Global Optimization Strategy
As mentioned, MR objective functions are generally highly oscillatory and have a huge number of local minima. To obtain a global minimum, a brute-force, 6D fine-grid search is exceedingly time-consuming and requires massive computing power. On the other hand, the performance of stochastic optimization methods, though satisfactory on some problems, is generally unpredictable. Therefore, it is highly desirable and useful to construct a 6D MR method that is relatively fast, affordable, reliable, and deterministic.
In a deterministic procedure for global optimization of a highly oscillatory function, it is perhaps inevitable that a global search scheme must be used to gain information about the function's global landscape. Since a straightforward 6D fine-grid search is generally out of the question because of its prohibitively high cost, we will consider a coarse-grid search based on a so-called surrogate function that is closely related to the "true" objective function but much smoother. In order for this approach to be successful, the surrogate function must capture the global behavior of the true objective function while not suffering from the curse of too many local minima. In the context of the MR problem, a natural surrogate function is one defined by a set of low-frequency intensities. Before we define the surrogate function and our algorithm, we introduce the notion of the spatial frequency of an intensity.
Spatial frequency of an intensity
Intensities can be characterized in terms of spatial frequency, which allows us to gain insight into the nature of the landscape of the objective function computed from them. The frequency of an intensity can be seen by expressing the structure factor, F h , defined by (3), as the sum of cosine and sine functions.
During MR, a structure factor must be evaluated for many rotations and translations of the model protein. The fractional coordinates of a model protein that has been rotated and translated as a rigid body iŝ
where x j ∈ R 3 is the initial, fractional coordinate vector of the jth atom in the model protein, t ∈ R 3 is a translation in fractional coordinates, and Ω(Θ) is the rotation matrix in the Cartesian system corresponding to the angles of Θ. The transformations between orthogonal and fractional coordinates (A and A −1 ) are necessary in order to correctly apply rigid-body rotations to the model. Thus, it follows from (3) and (11) that
and
Thus, the farther h is from the origin (hence the larger the integer components of h), the higher the resolution of the intensity and the higher the frequency of the cosine and sine functions, that is, the higher the "frequency" of the intensity I c h . This frequency is observed when the model's coordinates are rotated and translated by Ω(Θ) and t, thereby changing the value of the "angle" ω h gj . As a result, objective functions computed from primarily high-frequency (or high-resolution) intensities will have more local minima than those computed from primarily low-resolution intensities.
Surrogate and true objective functions
Our algorithm will evaluate a surrogate function and a more accurate, "true" objective function. To define these functions, we define two sets of reciprocal lattice points that correspond to a set of low-frequency (low-resolution) intensities and a larger, more complete set of predominantly higher-frequency intensities. (Here we use the adjectives "low" and "high" rather loosely.) The low-frequency intensities will be used to compute a relatively smooth surrogate function, while the high-frequency ones will be used to compute the "true" objective function.
More precisely, we define two index sets
where R k high and R k low , k = 1, 2, that define the resolution ranges such that
The index set I 1 will define a set of low-frequency intensities and I 2 a set of high-frequency ones, where I 1 ⊂ I 2 in general. Normally, we choose R 2 high to be close to the highest resolution of the observed data, and R 2 low = R 1 low to be the lowest resolution available. The choices of these "algorithmic parameters", especially R 1 high , affect the performance and runtime of the algorithm, and thus require careful consideration.
Let a function f (w(u), w o ) be given where w(u) and w o are two vectors of the same length whose elements are indexed by a set of h ∈ Z 3 in an identical order, as defined by equation (8) . We use w(u) and w o in place of I c (u) and I o , respectively, to allow the flexibility to use structure factors or intensities. Then we define two functions associated with f and I k :
Given the definition of I 1 and I 2 , the low-frequency function f 1 will be our surrogate function, while the high-frequency function f 2 will be the "true" objective function. The smoothness of the surrogate function depends on how many higher-frequency intensities are used to evaluate it. The fewer the higherfrequency intensities used, the smoother the surrogate function is, but also the less alike it is to the true objective function.
Algorithm for the new strategy
Now we are ready to describe the algorithm, named SOMoRe which stands for Search and Optimization for Molecular Replacement.
Algorithm SOMoRe: Given an objective function f (·, ·), select index sets I k , k = 1, 2, a set G L of 6D grid points, and positive integers M 1 and M 2 . Let f k , k = 1, 2 be defined as in (15) .
Step 1. Evaluate the surrogate function f 1 (w(u), w o ) at every point in G L and save the points u i , i = 1, . . . , M 1 , corresponding to the M 1 lowest function values of f 1 (w(u), w o ). Step 2. Use {u i , i = 1, . . . , M 1 } as the starting points for local minimization of the objective function f 2 (w(u), w o ), and save M 2 local minima corresponding to the M 2 lowest function values of f 2 (w(u), w o ).
Step 3. Perform post-processing on the M 2 best local minima, including examination of free-function values and crystallographic packing checks, which will be defined in Sections 6.3 and 6.4, respectively.
The precise definitions of the entities in the algorithm, such as I k , M k , and G L , as well as the local optimization and post-processing components, will be given in the next two sections.
We emphasize here that the grid G L will be a function of R 1 high , the highresolution cut-off of the index set I 1 that defines the low-frequency surrogate function f 1 . For an appropriately chosen resolution range, f 1 (w(u), w o ) will have a smoothly varying landscape since it is computed from primarily low-frequency intensities, and at the same time will still capture the global behavior of the objective function f 2 (w(u), w o ). As a result, a coarse-grid search can be used to sample of the variable space in a relatively short amount of time to provide good starting points for the local optimization of the true objective function.
Due to the way the starting points are chosen in the algorithm, our local optimization efforts will be focused on regions of the MR variable space where MR solutions are more likely to exist. In comparison, traditional MR methods or straightforward 6D searches exhaustively sample a uniformly fine grid, and 6D stochastic methods rely on a random sampling of the variable space.
For difficult MR problems, if the above approach is not successful, then one may consider successive refinement of the grid in the neighborhoods of the lowest valued grids points along with the use of successively more accurate surrogate functions. In general, the chance of finding the global minimum will increase by considering more and more low-valued grid points and recursively refining the grid in the neighborhoods of these points, albeit at some additional computational expense. In fact, our original plan was to perform such recursive refinements in the good neighborhoods found by the coarse search but to date such extra computation has not been necessary.
Novel aspects of the new approach
We consider the following three features of our algorithm to be notable: (i) use of low resolution data, (ii) use of a low-frequency surrogate function, and (iii) use of extensive local optimization. The first two features are of course closely related.
In MR practice, normally only medium to high-resolution data are used. The use of low-resolution data and a coarse-grid search is atypical. Low-resolution data are not commonly used because (i) their measurement is slightly more involved (but certainly possible) and (ii) low-resolution intensities are considered to be less accurate because they are more sensitive to the effects of the crystal's solvent exterior to the protein (see [13] , for example). Perhaps more importantly, low-resolution intensities have not provided computational success when used with traditional approaches [5] .
A grid search of a 6D, high-frequency objective function requires a very fine sampling of the variable space and hence, a massive amount of computation. This is the driving motivation for us to use a surrogate, low-frequency objective function in a more affordable coarse-grid search. In this respect, the proposed new approach is very different from mainstream MR approaches.
There are, however, a few works in which low-resolution data and coarser-grid searches have been used to reduce the run time of higher-dimensional searches (where both rotation and translational variables were varied) [35, 36] . However, such searches have not been generally adopted. One possible reason for nonadoption is that a grid point from a coarse search is unlikely to be close enough to a global minimum to produce a function value that is low enough to stand out in comparison to all the other function values computed. Thus, extensive local optimization of as many as 500 to 1,000 of the lowest-valued grid points found during the coarse search is an essential and integral component the new strategy. As a result, the new strategy shifts much of the emphasis from the grid search to local optimization and thus is again very different from current MR methods.
We note that the use of a 6D formulation and the use of low-resolution data go hand in hand. Not only will the calculated intensities be more accurate in a 6D formulation, but also researchers have reported that when predominantly low-resolution data are used, the global minima of a commonly used traditional objective function are unlikely to correspond to MR solutions [5] . In [24] , the author presents an example of an MR problem, involving a small molecule, for which a commonly used 6D objective function is more accurate than its traditional counterpart when low-resolution data are used.
Implementation
In this section, we present a general discussion of several important issues about the implementation of Algorithm SOMoRe, including the specifics of the coarsegrid search, local optimization and post-processing.
SOMoRe was developed by modifying the freely distributed MR program Queen of Spades (Qs) [16] because the code had much of the required crystallographic calculations and front-end components, including an efficient structure factor calculation that uses the structure factor interpolation scheme described in [7] . The optimization component of the code (which is stochastic) was replaced by the implementation of our algorithm.
In general, the critical parameters that determine whether a global minimum is found are the resolution cut-offs of the surrogate function and the step sizes of the MR variables used to define the coarse search or sampling of the variable space. There are no theorems that specify the resolution cut-offs necessary to yield a surrogate function that sufficiently resembles a high-resolution function typically used for MR. In fact, when using traditional methods, objective functions may be computed over many possible subsets of the collected data in a quest for the solution; see [2] , for example. However, there are some generally accepted formulas to determine the step sizes of the MR variables as functions of the high-resolution cut-off. Using these formulas, the correct balance between the accuracy of the surrogate function and the coarseness of the global search, which directly affects run time, can be determined experimentally as shown by the computational results to follow.
Global search
The first step of the new strategy is a coarse global search, which is defined by a set of points that sample the variable space, {u j = (Θ j , t j )}. The sampling of rotation space is in terms of pseudo-orthogonal Eulerian angles (Lattman angles) using the so-called optimal Lattman sampling. These angles and the sampling are designed to sample rotational space more uniformly than Eulerian angles and together reduce the number of rotational grid points by a factor of 2/π in comparison to a constant Eulerian sampling [30] .
Lattman angles are defined by the Eulerian angles (θ 1 ,θ 2 , θ 3 ) as follows:
where θ 1 is a rotation about the z-axis, θ 2 is a rotation about the x -axis, the rotated x-axis, and θ 3 is a rotation about the z -axis, the rotated z-axis; see [31] , for example. The rotation matrix which corresponds to these Eulerian angles is
(SOMoRe converts the Lattman angles Θ j to Eulerian angles and uses this rotation matrix.) To consider all possible rotations of the model protein, the values of the Lattman angles should be 0 ≤ θ + ≤ 4π, 0 ≤ θ 2 ≤ π, and 0 ≤ θ − ≤ 2π.
The Lattman sampling is defined by the step sizes
where θ 2 ∈ (0, π) and ∆θ 2 remains constant during the global search [30] . The step size of θ 2 should be the rotation necessary to superimpose the most distant lattice points in the data set [31] , in accordance with the Shannon-Nyquist theorem. The definition of the step size of θ 2 used by SOMoRe is the same as that used by CNS Version 1.0 [6] :
where R 1 high is the high-resolution cut-off of the data set. The sampling of translation space is in terms of fractional coordinates, where the step sizes are also functions of the high-resolution cut-off:
The larger R 1 high is, the larger the step size and the lower the frequency of the surrogate function. These are also the step sizes used in X-PLOR Version 3.1 [4] . Due to crystallographic symmetry, the region of translation space that must be searched is often a proper subset of the unit cell, known as the Cheshire-group unit cell [23] .
Local Optimization
In X-ray crystallography, the nonlinear conjugate gradient method is often the optimization method of choice, particularly for rigid body refinement. Conjugate gradient methods are typically used when the dimension of the variable space makes the storage of matrices used by optimization approaches prohibitive. However, the MR problem has a relatively small dimension, usually six or twelve.
We chose the BFGS quasi-Newton method, a second order method, because of its good convergence properties and relative tolerance of noisy objective functions. In this case, the objective function is likely to be noisy due to the predominantly high frequency intensities used to evaluate the objective function during optimization and the interpolation scheme that is used to compute the structure factors of the rotated and translated model. BFGS was also a natural choice because although it incorporates second order information (and therefore has a faster convergence rate than the conjugate gradient method), BFGS does not require an analytic expression for the Hessian of the objective function, which is not available due to the interpolation scheme mentioned above.
It is well known that rather than expressing the BFGS algorithm in terms of an approximation to the Hessian, the algorithm can be expressed in terms of the inverse of the approximate Hessian, resulting in a more efficient computation of the search direction. Let the inverse of the approximate Hessian of the function f (x) ∈ R at x k ∈ R n be denoted H k ∈ R n×n and let the gradient of f (x) at x k be denoted ∇f k ∈ R n .
BFGS implementation:
Choose H 0 ∈ R n×n , a symmetric positive definite matrix, x 0 ∈ R n , 1 ∈ R, a small number and K, the maximum number of iterations tolerable. Set k = 0 and j = 0.
While ∇f k > 1 and k ≤ K
Step 1. Compute
Step 2. Determine the step length α k by a line search. If p k < 0.5 and k = 0, use the Armijo line search; else use the Simple line search.
Step 4. Set s k = x k+1 − x k and y k = ∇f k+1 − ∇f k .
Step 5. If y Step 7. Set k = k + 1.
end (while)
Often H 0 is chosen to be a multiple of the identity matrix [10, 33] . We choose H 0 = I, and then re-scale it before computing H 1 so that
As a result, the inverse Hessian ∇ 2 f −1 0 and the inverse Hessian approximation, H 0 , will be close in the sense that the interval spectrum of the two matrices will intersect [40] . The update of the inverse Hessian approximation is
where σ k = 1/(y T k s k ); see [33] , for example. In addition, because interpolation is used to determine the new set of structure factors for every point in the 6D sampling, an analytic expression is also not available for the gradient of the objective function. Thus, we approximate the gradient using finite differences. The jth component of the finite difference approximation of the gradient of a function f (x) is
where e j is the jth standard Euclidean basis vector, h = h sign(x j ), and sign(x j ) is the sign of x j (either 1 or −1). We chose h = 10 −4 . Also, we declare convergence when ∇f k is less than 1 = 10 −2 . In addition, to prevent excessive iterations, we stop the algorithm if the function value has had no meaningful changes in the last 15 iterations or in last 5 iterations when ∇f k < 2 = 0.5. In the latter case, the final iterate may be close to a local minimum but the gradient is somewhat large due to inherent noise in the function. We define the maximum number of iterations tolerable to be K = 200.
As shown in the implementation, two line searches are used. Typically the Armijo backtracking line search is used for most iterations, and it performs quite well. The line search begins with an initial step length, α = 1, and successively shortens it by a factor of c 2 until the sufficient decrease condition, f (x k + αp k ) ≤ f (x k )+ α·c 1 ∇f T k p k , known as the Armijo condition, is met. An implementation of this line search is shown in Step 1 of the simple line search below. Based on the recommendation in [33] , we chose c 1 = 10 −4 . We also chose c 2 = 0.8, which in combination with c 1 = 10 −4 generally leads to step lengths that result in convergence within a reasonable number of iterations.
For some iterations, however, very large search directions were observed that caused the next iterate to be far from the good local neighborhood determined by the global search, thereby preventing convergence to the global minimum nearby. Thus, we implemented another line search to prevent this behavior, a line search to find the first local minimum along the large search direction.
We initially experimented with constraining the line search to be within a multi-dimensional box. However, the definition of the bounds of the box was not clear. Convergence to the global minimum was sometimes precluded for one starting point and not others nearby the same local minimum. As a result, constrained local optimization was also not considered. On the other hand, it was clear from numerical experiments that we did want the first local minimum along the long search direction. Thus, we chose the approach that appeared to be the most robust, a simple line search that is relatively independent of parameters that should reflect the landscape of the objective function.
The simple line search begins with a very small step length and then successively increases it until there is an increase in function value.
Step 1 of the search ensures that a small increase in α should produce a decrease in function value, and because initially α = 10 −7 , the Armijo condition is typically satisfied immediately. To successively increase the step length, we initially chose ∆α = 0.0002, which based on numerical experiments was satisfactory for p k < 10. However, to guard against even larger search directions, which did occasionally occur, we define ∆α to be ∆α = 0.0002 min (1, (10/ p k )) .
Simple line search: Choose c 1 , c 2 ∈ (0, 1) and ∆α a small number. Set α = 10 −7 .
Step
Finally, because neither of the line searches necessarily satisfy the Wolfe conditions (see [33] , for example), we skip the update to H k whenever y T k s k ≤ 0. In our computations so far, however, such skips have been infrequent.
Function values and "free" values
In MR, researchers primarily rely upon the examination of a number of rotationtranslation pairs that have the lowest objective function values. Ideally, the lowest function values reported by an MR code correspond to solutions. In addition, researchers also consider the amount of contrast between the lowest function values and the remaining ones; the greater the contrast, the more confidence the researcher has that a solution has been found [32] . However, objective function values alone are sometimes not discriminating enough to delineate solutions. This is the case particularly when the quality of the model protein is not sufficiently high.
A common remedy for this situation is the use of so-called free valuesfunction values that are computed from a small percentage of intensities that are set aside for the purpose of limited cross-validation; see [16, 18] , for example. If a local minimum is truly a solution, then the objective function value computed from this set of intensities should also be low. In SOMoRe, the default is to randomly select 10% of the data in the resolution range to be set aside for free value calculations.
Crystallographic packing check
Possible MR solutions can be dismissed if the so-called "packing of the model" in the crystal produces interpenetrated symmetry mates. Symmetry mates of a protein never interpenetrate each other. To determine if there is interpenetration, every intra-atomic distance between two mates is computed and compared to a threshold to see if any intra-atomic distances are inappropriately small. We use a threshold of 2Å which is slightly larger than the distance between two bonded Carbon atoms. This a posteriori crystallographic packing check is described in more detail in [24] and [41] .
Test Problems and Results
In this section, we describe a set of four test problems and numerical results produced by SOMoRe on these problems.
Test problems
SOMoRe has been tested on a number of problems, but we consider four test problems to be the most representative: one problem that has a very good model, two problems that could not be solved directly using traditional MR software, and one problem that tests the required completeness of the model necessary to achieve a solution.
All test problems were taken from articles that introduce new MR software. Overall, these problems are designed to answer two questions: (1) is our new approach more effective than traditional approaches on difficult MR problems? and (2) how incomplete can the model be and an MR solution still be found?
We summarize the information for the four test problems in Table 1 . For each test problem, there is one molecule in the asymmetric unit so each problem is 6D. The first four columns of the table are self-explanatory.
In the fifth column, we list the number of symmetry operators because the time required to calculate an intensity is a function of the number of operators. In addition, MR problems involving crystals with high symmetry, that is, many symmetry operators, are typically more difficult for traditional approaches than those with lower symmetry [2, 16, 41] .
In the sixth column, we list the domain of the translational variables for each problem. The domain is often a subset of the unit cell because of crystallographic symmetry, as mentioned in Section 6.1. For example, for problem 1cgn, it is only necessary to search half way in the c-direction (or z-direction in fractional coordinates).
The last column gives an estimate of the smallest possible root mean squared deviation (RMSD) between the model and target structure. In general, an RMSD is a norm measuring the deviation between two structures. Thus, to judge whether a local minimum is a solution, we compute the RMSD between the C α atoms (or backbone) of the target protein and those of the repositioned model, defined by the local minimum, and then we compare this RMSD to the estimate of the smallest possible one. (Each amino acid in a protein has a C α atom; see [9] for more information.)
The estimates for the smallest possible RMSDs are taken from the literature regarding each test problem and are computed by different methods. (See [19, p.601] or [44] , for example.) The definition we use to judge a local minimum is
where X = {x j (Θ, t)} N 1 are the fractional coordinates of the repositioned model and Y = {y j } N 1 are the known fractional coordinates of the target structure retrieved from the PDB. We define the RMSD to be the minimum of the RMSDs computed between the target and all symmetry mates of the model because a rotation-translation pair identified by an MR method may map the model structure onto any one of the symmetry mates of the target structure.
In addition, before calculating the RMSD, each symmetry mate should be moved an integer number of basis-vector translations so that it is the closest symmetry mate of its kind to the target structure to ensure the RMSD will be as small as possible; see [24] for a pseudo code.
Resolution ranges and computed solution
Since the larger the high-resolution cut-off, the larger the step sizes defining the 6D grid, and the faster the grid search, it is important to know approximately the 3 largest possible high-resolution cut-off that will still allow the surrogate function to identify good starting points.
To test the robustness of our algorithm, for each test problem we performed two global searches: one using data between ∞ and 8Å and another using data between ∞ and 10Å, except 10% of the data that has been set aside for computing free values. We will refer to these searches as an 8Å search and a 10Å search. All available low-resolution data are used, as specified by the lowresolution cut-off of ∞. After each global search, local optimization is performed using data between ∞ and 4Å. Thus, in terms of our algorithm, the resolution cut-off values are R
Now we introduce some terminology. A computed solution is a minimizer that produces a repositioned model that has an RMSD within 0.75Å of the estimated smallest possible RMSD shown in Table 1 . In addition, a global search is successful if following optimization the lowest valued minimizer is a computed solution, allowing lower-valued minimizers to be logically ruled out due to relatively high free values or bad crystallographic packing (as in the case of 1cgn).
There are many other issues, some biological and some computational, that we choose not to discuss in this paper because of space limitations and other considerations. For more details on our numerical experiments, we refer interested readers to [24] .
Results for test problem 1aki
Problem 1aki appears in [16] and [18] . The data are the observed intensities deposited with the coordinates of the protein lysozyme from chicken-egg-white (PDB code 1aki). The model is lysozyme from quail (PDB code 2ihl). An estimate of the smallest RMSD is reported to be 1.2Å [16, 18] .
The 8Å global search was successful. However, the 10Å global search was not. During the 8Å search, the points that produced the 1,000 lowest function values were identified and used as starting points for local optimization. Of these points, the closest grid point to a global minimum was the 108th lowest valued point, which had an RMSD of 2.1Å. During multi-start local optimization, the starting points with the four lowest RMSDs converged to local minima with associated RMSDs of 1.0Å. Furthermore, when the resulting 1,000 local minima were ranked in ascending order according to their function values, the minima with the smallest RMSDs of 1.0Å were at the top of the list. Figure 3 (b) shows the corresponding RMSDs, indicating that the lowest valued local minima are solutions. A white bar in the RMSD chart indicates that the RMSD increased as a result of optimization by the height of the white bar. An increase in RMSD has not been observed when a starting point is close to a solution. In every bar chart, the horizontal axis is the function value rank of the minima when the function values are ranked in ascending order.
Results for difficult problems
These two test problems are problems that either could not be solved using traditional MR programs or the solution to the problem was not immediately obvious using such programs.
Test problem 1cgn
Problem 1cgn appeared in [28] . The data are the observed intensities deposited with the coordinates of a protein known as cytochrome c' from a bacteria (PDB code 1cgn). The protein crystallized with twelve symmetry mates in the unit cell, that is, with high-symmetry. The model is part of another cytochrome c' from a related bacteria (PDB code 2ccy), one of the models used in the original structure determination. We estimate that the smallest possible RMSD between 2ccy and 1cgn is approximately 1.3Å, using the RMSDs cited between 2ccy and 1cgo [2] and between 1cgo and 1cgn [11] . This estimated RMSD is somewhat high in comparison to the others listed in Table 1 . In this respect, the model is poor. Our RMSD calculations are similar to those described in [2] ; in particular, the RMSD calculation is between the C α atoms of amino acids 4-30, 41-57, 80-95 and 104-120 of 1cgn and the C α atoms of amino acids 4-30, 40-56, 83-98 and 106-122 of 2ccy as well as both heme groups, thereby excluding the highly variable loop regions of the proteins.
The original determination of the protein structure required a great deal of effort and supplemental information. The first attempts to solve the structure using traditional programs were unsuccessful. X-PLOR [4] failed, and the rotation function of ALMN [8] produced "no convincing" solution [2] . Subsequently, searches using AMoRe [32] were performed using four models and two different resolution ranges, 10 to 4Å and 15 to 3.5Å, with the "expectation [being] that the correct solution would appear in most, if not all, of the experiments, . . . even if it was not necessarily the top solution in each case" [2] . However, this too was unsuccessful. In the end, the structure was solved using AMoRe but not without using considerably more information and additional techniques [2] .
In contrast, SOMoRe was successful using both an 8Å search and a 10Å search without any supplemental information. We present only results for the former (even though the results for the latter are more impressive). Figure 4 shows the function values of the 40 lowest valued local minima. The function values themselves are not discriminating, so we also consider the free values of the local minima as defined in Section 6.3. As shown in Figure 5 except two can be ruled out, as shown by Figure 5 (b) . The other minima produce interpenetration of the symmetry mates as indicated by the packing check. In Two interpenetrated symmetry mates that have fourteen distance violations are shown in Figure 6 . These symmetry mates correspond to the second distance violation bar in Figure 5 (b) , which is associated with the fourth lowest valued minimum. 
Test problem 1b6q
Test problem 1b6q appears in [18] . The data and accurate model were both supplied to us by N. Glykos [17] . The target structure is a small protein composed of two helices (PDB code 1b6q). The search model is an "essentially perfect" polyalanine model [17] . The estimate of the smallest possible RMSD between this model and 1b6q is reported to be less than 0.2Å [18] . However, Glykos and Kokkinidis report that although the "search model is exceptionally accurate and the data of high quality, conventional methods [program MOLREP [43] ] could not identify the correct solution during the default run" [18] . In general, this MR problem is more difficult for traditional approaches to solve than 6D approaches because the molecule has an elongated shape and the molecules are tightly packed in the crystal. Traditional approaches are known to have difficulty on MR problems that involve such molecules [2, 7, 18] and crystals [16, 39, 41] .
In contrast, SOMoRe efficiently finds a solution to this MR problem, using either an 8Å or a 10Å search. Figure 7 (a) shows the function values of the lowest valued minima found by optimizing 500 starting points that were identified by the 8Å global search. The function values of the starting points that converged to these minima are also depicted (light gray bars). One can clearly see the difference in the function values that accurately distinguishes solutions from nonsolutions. Figure 7 (b) shows the corresponding RMSDs, demonstrating that the lowest valued local minima are solutions. 
A test problem using incomplete models
Test problem 6rhn is defined in [28] and [29] . This test problem is designed to determine how much of the model protein can be removed without preventing the MR problem from being solved. In the first article, the 6D stochastic approach EPMR is compared to the traditional approaches X-PLOR and AMoRe. In the second article, the relationship between increased model truncation and decreased search efficiency of EPMR is discussed.
For this MR problem, the model is the polyalanine part of a histidine protein from a rabbit (PDB code 4rhn). The data are the experimentally observed structure factor magnitudes deposited with the coordinates of the same protein (PDB code 6rhn), except these coordinates were determined from a crystal with different symmetry. The estimate of the smallest possible RMSD between the polyalanine parts of 4rhn and 6rhn is cited as 0.30Å [29] .
In both articles, the polyalanine part of 4rhn is truncated. In the first article, groups of five or six amino acid residues were successively removed from an initial model containing 104 out of 115 residues [28] . As a result, an approximate upper bound was determined for the maximum amount of model truncations that EPMR, X-PLOR and AMoRe could tolerate and still find an MR solution. In the second article, residues were removed from the model one at a time until EPMR could not find a solution; that is, the highest correlation coefficient obtained after 100 searches by EPMR did not correspond to a solution.
SOMoRe was similarly tested, using an 8Å search, on models that contained: 104, 99, 93, 88, 82, 77, 71, 66, 60, 55, 49, and 44 amino acid residues. Because the 8Å search was successful using the polyalanine model containing 44 residues and because the least complete model that EPMR could use to solve the problem contained 44 residues, the model containing 44 residues was truncated one residue at a time until SOMoRe failed. The least complete model that allowed EPMR to solve the MR problem contained 44 residues [29] , while the least complete model that allowed X-PLOR and AMoRe to solve the problem contained approximately 62 and 67 residues respectively [28] . In comparison, SOMoRe finds a solution to the MR problem using a model containing only 42 residues. The number of residues for X-PLOR and AMoRe are approximate because the polyalanine models for X-PLOR and AMoRe could be truncated by approximately 40% and 35%, respectively, where 100% of the model is considered to be the first 104 residues of 4rhn [28] . Table 2 summarizes these results.
Furthermore, if the search model, 4rhn, has been truncated by 60% (leaving a 46 residue polyalanine model), then the search efficiency for EPMR is approximately only 5% (i.e., only 5 out of 100 runs were successful) [29] . In contrast, for this test problem the search efficiency of SOMoRe is 100% because SOMoRe is deterministic not stochastic.
Summary of results
SOMoRe was successful on every test problem. Table 3 lists the best (smallest) RMSD of solutions found by SOMoRe and the estimate of the smallest possible RMSD between the model and target protein as cited in the literature. In our tests, grid points with the smallest RMSDs are generally not at the top of the list produced by the first step of the SOMoRe algorithm. This is so not only because the low-frequency surrogate function is not as accurate as its high-frequency counterpart, but also because the grid search is a coarse sampling of the variable space which cannot guarantee the existence of grid points very close to a global minimum. The test results demonstrate the necessity of extensive local optimization to increase contrast in function values so that MR solutions can stand out amongst non-solutions. In practice, an accurate ranking of solution candidates is essential; otherwise a researcher would be forced to carefully investigate a large number of solution candidates in order not to miss a solution.
In general, run time is a function of the number of intensities in the resolution range, and the number of symmetry operators. The more symmetry mates in the unit cell, the larger the unit cell and the longer the run time, because the step sizes of the MR variables are inversely related to the average length of the unit cell basis vectors. In addition, the larger the unit cell, the smaller the spacing of the diffraction pattern and the more data in a given resolution range.
The run times for SOMoRe are quite reasonable given that 6D searches are performed, as shown in Table 4 . All experiments were run at Rice University on a 300MHZ R12000 processor of an SGI Origin2000 machine. Table 4 lists run times for both 8Å and 10Å searches. The run times for 6rhn are the average of all run times over the set of incomplete models. In Table 4 , the third column lists the number of intensities in the prescribed resolution range; the fourth column gives one of the angular increments of the grid search; M 1 is the number of starting points optimized. The meanings of the other columns should be clear. As shown, the run time for local optimization is almost negligible in comparison to that of a global search. Another observation is that while an 8Å search is safer, a 10Å search can be much faster. For example, 1cgn was solved in a little over one day using a 10Å search, while it took an 8Å search almost nine days.
Finally, to show the efficiency of our approach over a simple 6D fine-grid search, we estimate the run time for a 6D search of an objective function that is computed using data between ∞ and 4Å. Because SOMoRe calculates the structure factors according to the method described by Chang and Lewis [7] , the run time is linear in the number of intensities [18] and in the number of grid points. (The structure factor calculations are identical to those implemented in the MR program Qs [16] .) To compute the estimated run time, we determine g 2 , the number of grid points that would be in such a fine search, and m 2 , the number of intensities in the resolution range ∞ to 4Å (both of which are computed by SOMoRe). Then, for each problem, we compute factor = (g 2 /g 1 )(m 2 /m 1 ),
where g 1 is the number of grid points in the 8Å global grid search and m 1 is the number of intensities in the resolution range ∞ and 8Å. Finally, we multiply the run time of the 8Å search by (26) and list the result in Table 5 . Obviously, 6D fine-grid searches using high-frequency objective functions are still out of reach for most problems, unless a massively parallelized search is performed. 
Conclusions
Our strategy was able to successfully and straightforwardly solve all test problems, including two that could not be directly solved by traditional MR programs and one with a less complete model than required by three other programs. These results suggest that the new global optimization method can extend the applicability and improve the robustness of the MR methodology. The strengths of our method lie in the effective use of low-resolution data and a low-frequency surrogate function, and in the novel integration of a coarse-grid global search and multi-start local optimization. Unlike traditional methods, our method spends more computational effort in promising areas of the variable space where solutions are more likely to exist. Also, unlike stochastic 6D methods, our method is deterministic in nature. We predict that as computing resources improve, more accurate and robust approaches such as ours will become increasingly more attractive to the X-ray crystallographic community not only for solving more difficult problems, but for general use as well.
More recently, we have just used SOMoRe to solve a new protein structure that had not been previously determined by any other method. The lowest val-ued local minimizer found by SOMoRe was a solution verified by inspection of electron density maps. The details of the structure determination and refinement appear in [1] .
