Inspired by reliability issues in electric transmission networks, we use a probabilistic approach to study the occurrence of large failures in a stylized cascading failure model. In this model, lines have random capacities that initially meet the load demands imposed on the network. Every single line failure changes the load distribution in the surviving network, possibly causing further lines to become overloaded and trip as well. An initial single line failure can therefore potentially trigger massive cascading effects, and in this paper we measure the risk of such cascading events by the probability that the number of failed lines exceeds a certain large threshold. Under particular critical conditions, the exceedance probability follows a power-law distribution, implying a significant risk of severe failures. We examine the robustness of the power-law behavior by exploring under which assumptions this behavior prevails.
Introduction
Cascading failure models are used to describe networks where load demands are imposed on the lines, and lines fail when their capacities cannot meet the demand. Each line failure induces changes in the load distribution in the surviving network, possibly causing further lines to trip in succession and triggering knock-on effects. Despite the admittedly stylized nature, these models capture essential features of failure processes in many settings. The abstract nature allows for a wide range of applications, such as material science, traffic networks and earthquake dynamics [9] .
Our inspiration is specifically drawn from energy networks. Large blackouts of electric power transmission systems have catastrophic consequences in modern-day society. Examples include the Northeast Blackout of 2003, the India Blackout of 2012 and the Turkey Blackout of 2015. The analysis of severe blackouts has therefore become a crucial part of transmission grid planning and operations [11] . Cascading failure is a key mechanism, and typically the cascading phenomenon involves long and quite complex sequences of line failures, making the evaluation of the failure propagation difficult.
Historically, empirical data analyses of large blackouts in North America show that the blackout size is heavy-tailed and has a power-law dependence [4] . Work in [2, 3, 7] suggests that there is a critical loading regime where the blackout size follows a power-law distribution. This means that the probability that the blackout size is of size k decreases only proportional to k −α for a constant α > 0, which is much smaller than the exponential rate of decay for light-tailed distributions. This heavy-tailed property reflects a significant risk of seeing large blackouts occurring.
A possible method for analyzing cascading failure models involves a rare-event simulation methodology, such as importance sampling and splitting [10, 11] . A significant advantage of this technique is that it allows an analysis of fairly complex cascading failure models. However, this methodology does not provide structural insights in the mechanism leading to power-law behavior. Alternatively, Dobson et al. [4, 5] present an analytically tractable model that shows power-law behavior for the blackout size under critical conditions.
Our framework concerns a stochastic load-dependent cascading failure model, which can be seen as a generalization of the model of Dobson et al. [5] . Specifically, we consider a network where the load is carried on N statistically identical lines. We assume that the system is initially stable, and lines have stochastic surplus capacities. An initiating disturbance causes an increased load at all lines, which may lead to a cascading failure process when the load surge exceeds the surplus capacity of one or more lines. In order to understand and quantify the risks of cascading failures, we study the probability that the number of failed lines exceeds some threshold k.
The model presented by Dobson et al. [5] is a special case of our framework. This model assumes uniformly distributed surplus capacities and a load surge function that is linearly increasing. It turns out that the blackout size follows a quasi-binomial distribution in this case, which converges to a generalized Poisson distribution when N → ∞. This is the same distribution as the number of offspring in a branching process. In [4] , Dobson et al. use this branching process as an approximation for the probability that the blackout size is exactly k. For a particular critical regime, it is known [8] that this yields power-law behavior with coefficient 3/2 when k → ∞.
In the present paper we study the robustness of the power-law behavior for the model of [5] , and extend these results in two directions. First, we investigate whether the power-law behavior prevails when the threshold k depends on the network size N under similar assumptions on the surplus capacities and the load surge function as in [5] . This extension provides a rigorous justification for approximations such as the probability that the network partially breaks down, e.g. the probability that at least 20% of all lines fail. We show that this extension still results in power-law behavior, and observe that in case k = αN for some α ∈ (0, 1), the corresponding prefactor differs from the branching process approximation in [4] . Our result indicates that the dependency between k and N must be accounted for in order to derive an asymptotically exact result. Second, we investigate under which broader assumptions on the surplus capacities and the load surge function in [5] the power-law distribution of the blackout size is preserved. It turns out that this can be captured by identifying the possible functions for the composition of the surplus capacity distribution function and the load surge function. When this composition is a linearly increasing function with critical slope, we obtain the special case of Dobson et al [5] . We show that the power-law behavior also prevails for settings where the linearly increasing load surge function is perturbed under specific conditions. Whether these conditions are satisfied depends on three factors, namely the surplus capacity distribution, the load surge function and the threshold k. We conclude by considering examples with given surplus capacity distribution and load surge function, and identify the possible thresholds k that yield power-law behavior.
The rest of this paper is organized as follows. In Section 2 we describe the cascading failure model. We explain our main results in detail in Section 3, and present the proofs in Sections 4 and 5. In Section 6 we consider illustrative examples that identify thresholds k where the power-law behavior prevails. We present a few concluding remarks and discuss possible directions for further research in Section 7.
Model description
We consider a network consisting of N statistically identical lines. Each line has a limited capacity for the amount of load it can carry before it trips. We assume that the network is initially stable, i.e. all lines have capacities that exceed their initial load. The difference between the initial load and capacity of line i is denoted by C N (i), and referred to as the surplus capacity. We assume the surplus capacities of the various lines to be i.i.d. with common distribution function F (·).
In order to trigger a possible cascading failure effect, we include a failing dummy line in the network. The failing dummy line causes an initial increase in load for the surviving lines, which can then possibly fail as well. We denote by l N (i) the load surge on each surviving line when the dummy line plus i − 1 other lines have failed, and assume this is a deterministic function. Since line failures cause additional load on the remaining lines, l N (·) is thus an increasing function.
The main objective in this paper involves the probability that A N , the number of failed lines in the network, exceeds a certain threshold k as N grows large. In order to express this in mathematical terms, we take a closer look at the cascading failure process. After the dummy line has tripped, a next line will fail when the smallest surplus capacity is exceeded by the load surge l N (1). If so, another line will fail if and only if l N (2) exceeds the second smallest surplus capacity and so forth. Denote by C
the ordered surplus capacities. The above observation yields that the blackout size is given by
and
. The probability that the blackout size exceeds an integer k is thus given by
In fact, (2) can be rewritten into an expression that is easier to analyze. Let U N (i) denote the standard uniformly distributed ordered statistics for i = 1, ..., N and suppose F (·) is continuous. Following Lemma 4.1.9 in [6, p.188], we find that (F (C
Note that F (l N (i)) represents the probability that a line does not have sufficient surplus capacity to sustain the load surge after i − 1 other lines have failed. We observe that F • l N is an increasing function in the number of failed lines with support [0, 1]. In addition, we assume that the capacity surplus distribution has a strictly positive density in zero.
We note that our model does not explicitly account for many complexities that exist in real electric power transmission systems, such as the length of time between occurrences or the network topology that can lead to multiple line capacity distributions or non-equal load distribution. Yet, this model captures two important features of large blackouts: the initial disturbance loading the system and the cascading line failure mechanism.
Our framework can be seen as an extension of the model presented by Dobson et al. [5] . Their model comprises uniformly distributed initial loads, where lines fail when a fixed load limit (larger than all possible initial loads) is exceeded. Due to the properties of the uniform distribution, we observe that the surplus capacity is in that case also uniformly distributed. To start the cascading process, there is an initial fixed load increase for all lines and each failing line induces a fixed increase of load on the surviving lines. After normalizing, we see that that this model is a special case of our framework with standard uniformly distributed surplus capacities and a load surge function of the form
for positive constants θ and λ. In other words, the failing dummy line induces a load surge of θ/N at each line, and every next failing line induces a fixed load surge of λ/N at each surviving line. In view of (4), we refer to this particular setting as the affine case. Dobson et al. indicate that when N → ∞, the blackout size distribution converges to a generalized Poisson distribution, which is also the distribution of the number of offspring in a particular branching process. In [4] , Dobson et al. use the branching process as an approximation for the blackout size and note that λ = 1 corresponds to a critical window where a power-law dependence manifests itself. For this critical window, the branching process approximation is given by
Main results
The main object of interest in this paper is the probability that the number of failed lines A N exceeds some threshold k := k(N ) with both k → ∞ and N − k → ∞ as N → ∞. For compactness, we suppress the dependence on N in the remainder of the paper. In this section we provide an overview of the main results and implications for the robustness of the power-law behavior.
The affine case
We first examine the robustness of the power-law behavior of the affine model, which has uniformly distributed surplus capacities and a load surge function of the form (4), for thresholds k growing with N . As a matter of fact, we note that Equation (3) implies that the affine case covers all cases for which
holds for some constant θ > 0. That is, the composition F • l N needs to be linearly increasing with step increments 1/N . This extension thus involves the same assumption as the model of Dobson et al. [5] , but accounts for the dependence between k and N . For such thresholds, we will obtain the approximation
We observe that if k is proportional to the network size, i.e. k = αN for some fixed coefficient α ∈ (0, 1), our approximation leads to a different prefactor than the branching process approximation (5). This difference emerges because the derivation of (5) essentially uses a double limit approach. That is, it first lets N → ∞ for fixed k, and then lets k → ∞. Specifically, (5) originates from the result
see Section 4 for a proof. Our result, stated in Theorem 1, shows that for large network size dependent thresholds k, the power-law behavior indeed prevails, but the result needs to account for this dependence in order to be asymptotically exact.
Dobson et al. show in [5] that the blackout size for the affine model follows a quasi-binomial distribution, and the proof of Theorem 1 relies heavily on the explicit form of that distribution function. We note that the same technique can be used for fixed k, which yields the generalized Poisson distribution, or for k = N − l with l > θ a fixed integer. This gives rise to the results summarized in Table 1 . We can use Theorem 1 to derive the asymptotic probability that the blackout size exceeds the threshold k:
For example, if k = αN with α ∈ (0, 1), we observe the power-law behavior
. This approximation is supported by the following result.
We conclude from Theorem 2 that the power-law behavior for the affine model extends to thresholds k that are appropriately growing functions of the network size.
Perturbations of the composition
Since the form of (6) is rather fragile, we explore the robustness of the power-law behavior as observed in (7) and (10) with respect to perturbations of (6). Specifically, we consider compositions F • l N of the form
where ∆(·, ·) represent the perturbations with respect to the corresponding affine case. We make suitable assumptions on the magnitude of the perturbations such that the power-law behavior prevails. Intuitively, this means that the perturbations ∆(i, N ) are small for large values of i ≤ k and N . The exact conditions, specified in Section 5, are technical and therefore omitted here.
That is, if the conditions on ∆(·, ·) specified in Section 5 are satisfied, there exists a finite, strictly positive constant V (θ, ∆) (not depending on k) such that
The constant V (θ, ∆), also defined in Section 5, is generally difficult to compute explicitly, but we can approximate its value with arbitrary precision. We present an algorithm for this in Section 5.
Whether the assumptions on the perturbations ∆(·, ·) are satisfied, depends on the surplus capacity distribution F (·), the load surge function l N (·) and the threshold k. In Section 6 we consider two examples where we identify thresholds k such that the power-law behavior prevails. The most compelling example involves the case where the loads of the failed lines are equally redistributed over the remaining lines, see for example the model presented by Shortle [10] . Suppose that each line has an initial load a, and hence the network has a total load of aN . Every time a line fails, the total load is redistributed over all surviving lines. The load surge function is then given by
Theorem 3 suggests that when the step increments of the composition F • l N are approximately 1/N up to the k'th failure, the power-law behavior prevails. A Taylor expansion of the composition F • l N suggests that this occurs when aF ′ (0) = 1. Yet, we observe that the slope of the load surge function increases as i grows. For example, the slope is approximately a/N for fixed i and approximately (a/(1 − α))/N > a/N for i = αN for some α ∈ (0, 1). The threshold k should thus be of a size such that no difference in slope is observable for the composition F • l N up to the threshold k. As one might expect, if the surplus capacity is uniformly distributed, then all thresholds k = o(N ) meet this condition. In Example 10 in Section 6, we explain that generally all thresholds k = o( √ N ) lead to power-law behavior.
Proofs for the affine case
When relation (6) holds, the blackout size follows a quasi-binomial distribution [5] . This ensures an analytic expression for the probability distribution of the blackout, which we use to derive the asymptotic behavior.
Proof of Theorem 1. The probability distribution of the number of failed lines is given by [5] 
Since we consider k ∈ [k ⋆ , k ⋆ ], we are only concerned with the probability for k ≤ N − θ. With Stirling's approximation (formula (6.1.38) of [1] ) we have that for every integer m > 0
12m , for some 0 < y(m) < 1. So the binomial term is bounded by
Using these bounds for the binomial term in (16) yields
Note that for every constant θ > 0 the functions (1 + θ/x) x−1 and (1 − θ/x) x are both monotone increasing in x > 0. Moreover, the function e −1/(12x) is monotone increasing in x > 0. Therefore, we obtain the lower bound
We observe that both the upper bound and the lower bound converge to θ/ √ 2π as N → ∞ under the given assumptions on k ⋆ and k ⋆ , implying that (9) holds. We indicated in Section 3 that the branching process approximation yields a different prefactor when k = αN for some α ∈ (0, 1). In order to justify this claim we prove (8) next.
Proof of (8) . The blackout size converges in distribution to a generalized Poisson distribution, i.e. [5] lim
Applying Stirling's approximation, we obtain
Next, we turn to the asymptotic behavior of the probability that the blackout size exceeds the threshold k. For this, we bound the discrete density function of the blackout size by two continuous functions that grow arbitrarily close to one another for all i ∈ [k, N − log(N − k)]. We conclude the proof by deriving the integral counterparts of the continuous functions and showing that P(A N ≥ N −log(N −k)) is asymptotically negligible.
Proof of Theorem 2. Set k ⋆ = N − log(N − k). Observe that k ⋆ ≥ k and note that this choice ensures
Next, we use this observation to bound the exceedance probability from above and below and show that these bounds coincide as ǫ ↓ 0.
An upper bound for the exceedance probability is given by
We indicate that we consider the first term separately from the second term, because this results in a nicer expression for the second term and the contribution of P(A N = k) is asymptotically negligible. That is, for every integer m Stirling's bound [1] yields
For the second term, we consider the integral
where we applied the variable substitution x = N sin(u) 2 . Then, the second term is bounded by
To determine the supremum, we take a closer look at (16). For all i ∈ (N − θ, N ), if any, P(A N = i) = 0. Moreover, for all integers i ∈ (k ⋆ , N − 1], Stirling's bound yields
as N → ∞, since N − k → ∞ as N → ∞. We conclude that lim sup
A lower bound is given by
It follows that lim inf
As ǫ ↓ 0, the limsup and liminf coincide.
Proofs for perturbations of the composition
Whether we obtain power-law behavior for the black-out size distribution depends on the surplus capacity distribution, the load surge function and the threshold k. Due to relation (3), we observe that the relation between the surplus capacity distribution and the load surge function is captured by the composition F • l N , see Figure 2 . In this section we prove that if F • l N has a form as in (12), with suitable conditions on the perturbations ∆(·, ·), the power-law behavior for the exceedance probability prevails. 
In addition, we require that the perturbations ∆(i, N ) are small for large values of i and N . Formally, we assume that 
Note that by conditions (A)-(D), c i , i ∈ N, is a well-defined non-decreasing sequence that tends to the line θ + i − 1 as i grows large. We will show that these conditions result in power-law behavior for the exceedance probability.
For this, we leverage two basic asymptotic properties formulated in the following two lemmas.
Lemma 4
Let k be a function of N such that both k → ∞ and N − k → ∞ as N → ∞. Then for every fixed
Proof. Recall Equations (3) and (6), and observe that the case with M 1 = M 2 = 0 is implied by Theorem 2. The general case follows from a straightforward calculation:
The last convergence follows from noting (3) and applying Theorem 2 to a network with N − M 1 lines and threshold k − M 2 .
Lemma 5 Let k be a function of N such that both k → ∞ and
Proof. Note that lim sup
To obtain a lower bound, we first consider the case M = 1. Consider a Poisson process with unit rate where the epoch of the i'th event is denoted by S i = i j=1 E j with E j standard independent exponential random variables for all j ≥ 1. Note that, given S i = t, the joint distribution of (S 1 , ..., S i−1 ) is the same as the joint distribution of i − 1 ordered independent uniform random variables on (0, t). Therefore, (18) with M = 1 is equivalent to
We observe that for every ǫ > 0,
for every ǫ > 0. The result for M = 1 follows by letting ǫ ↓ 0. Inductively applying the result for M = 1 until the fixed M > 0 is reached concludes the proof.
In view of (1), (3) and (12), it is convenient to introduce the stopping times
for all constants θ ∈ R and functions ∆ : N × N → R. In particular, if the constant θ and function ∆(·, ·) are chosen as in (12), then A N = τ N θ,∆ . Yet, the advantage of the notation as in (19) appears when we compare the asymptotic exceedance probability for different constants θ and functions ∆(·, ·).
Our derivation of the asymptotic behavior of the exceedance probability makes use of similar arguments multiple times in the proof. We present these arguments separately by means of the next two lemmas. 
Proof. The density of the M 'th order statistic of a sample of N standard uniformly distributed random variables is given by a beta distribution [6] 
Conditioning on the M 'th order statistic yields
The latter equality follows from the Markov property: Given that U Next, we show that an interchange of limit and integration is justified by bounding all three terms within the integral form above. First, we observe that for all y ∈ [a, b],
Second, we show that the second term multiplied with kN/(N − k) is also bounded. Let M ⋆ = ⌈b⌉, and hence for all
Applying Lemmas 4 and 5 and subsequently the sandwich theorem yields
We find that the second term multiplied with kN/(N − k) is indeed bounded, since every converging sequence is bounded. Finally, the first term is trivially bounded by one, and therefore the dominated convergence theorem justifies an interchange of limit and integration. Since U
M−1 (i)
, i = 1, ..., M − 1 have a density not depending on N , it holds that
and moreover,
We conclude that (20) holds.
In order to obtain a more quantitative handle on the integral expression in (20), we need to have a deeper understanding of the probability term within the integral. The next lemma expresses this probability by means of a recursive formula, and we refer the reader to the appendix for the proof. 
where β 0 = 1 and for all i ≥ 1,
The previous lemmas provide the building blocks to prove Theorem 3. As a first step, we consider a scenario with only finitely many perturbations, see Figure 3 . 
Let β i , i ∈ N, be as in (22) and let γ(·, ·) denote the lower incomplete gamma distribution:
The value of V M (θ, ∆) can be expressed as
Proof. Noting (3) and (19), applying Lemma 6 with a = 0 and b = c M and subsequently invoking Lemma 7 yields
The first term can also be expressed as
The second term yields
Subtracting the second term from the first concludes the proof.
Next, we allow for all perturbations that satisfy conditions (A)-(D)
. It turns out that it is more convenient to use an equivalent condition of (C) and (D): for every ǫ > 0 there exists a pair (M ǫ , N ǫ ) ∈ N × N such that |∆(i, N )| < ǫ for all N ≥ N ǫ and all M ǫ ≤ i ≤ k(N ). We refer the reader to Lemma 16 in the Appendix for a formal proof that the conditions are equivalent.
We show that the exceedance probability times kN/(N − k) still converge to a constant by considering the bounds illustrated by the dashed lines in Figure 4 for every fixed ǫ > 0. That is, for an upper bound, we consider the exceedance probability in case of an initial disturbance (θ + ǫ)/N and allowing for the first M ǫ − 1 perturbations. Indeed, this yields an upper bound for all N ≥ N ǫ : the values are the same for all pairs (i, N ) with i ≤ M ǫ − 1, and for i ≥ M ǫ , we have
Similarly, for a lower bound we consider the case with initial disturbance (θ − ǫ)/N where we allow for the first M ǫ − 1 perturbations. By applying Proposition 8, we can determine the asymptotic behavior of the bounds explicitly. We show that as ǫ ↓ 0, the upper and lower bound converges to the same constant
Proof of Theorem 3. By assumption and Lemma 16, we know that ∀ǫ > 0 there exists a pair (M ǫ , N ǫ ) ∈ N × N such that |∆(i, N )| < ǫ for every N ≥ N ǫ and M ǫ ≤ i ≤ k(N ). Fix ǫ > 0, and define for all (i, N ) ∈ N × N,
Recall the definition of the stopping times defined in (19) and particularly, τ respectively. Applying Proposition 8 to these cases with M = M ǫ yields
hold, and hence we obtain
Next, we show that the limits of V Mǫ (θ − ǫ, ∆ 2 ) and
For this, we condition on the value of U N (Mǫ) :
where
with I 1 = 0, 
For every fixed M ∈ N, differentiating y M e −y with respect to y and determining its roots shows that this function has one maximum attained at y = M and hence, y M e −y ≤ M M e −M . Using Lemma 6, the previous argument and Stirling's bound yields
Consequently,
and since the difference is positive, it must converge to zero as ǫ ↓ 0.
What remains to be shown is that the limit of V Mǫ (θ+ǫ, ∆ 1 ) exists, and thus also V Mǫ (θ−ǫ, ∆ 2 ), and is the same as V (θ, ∆) defined in (23). The existence of the limit follows from the monotonicity of V Mǫ (θ + ǫ, ∆ 1 ). That is, V Mǫ (θ +ǫ, ∆ 1 ) is non-decreasing and bounded from below by a strictly positive constant, for example V Mǫ (θ − ǫ, ∆ 2 ) with ǫ = 1. Since every monotone bounded function in a complete metric space converges, it follows that the limit exists as ǫ ↓ 0. Moreover, since V (θ, ∆) ∈ [V (θ − ǫ, ∆ 2 ), V (θ + ǫ, ∆ 1 )] for every ǫ > 0, the value of the limit must in fact be V (θ, ∆).
Suppose that for a fixed ǫ > 0 we determined the pair (M ǫ , N ǫ ) such that |∆(i, N )| < ǫ for all N ≥ N ǫ and all M ǫ ≤ i ≤ k(N ). Since V (θ, ∆) lies between V (θ − ǫ, ∆ 2 ) and V (θ + ǫ, ∆ 1 ), it follows from the proof of Theorem 3 that
This observation gives rise to Algorithm 1.
Algorithm 1: Approximation scheme for V (θ, ∆). Input: Target error δ > 0, constant θ and perturbations ∆(·, ·).
3. Return V Mǫ (θ, ∆) defined in Proposition 8.
Identifying when power-law behavior prevails
When the surplus capacity distribution and/or load surge function are given, we would like to know which (growing) thresholds k := k(N ), if any, yield power-law behavior for the exceedance probability. A sufficient condition is provided by Theorem 3 and accordingly, we need to determine the thresholds k such that (C) and (D) are satisfied. Such thresholds can be derived by exploiting the Taylor expansion
We observe that Equation (24) leads to an approximation of the composition that only requires information on the value F ′ (0) and the load surge function. That is, the only property of the surplus capacity distribution we need for checking whether power-law behavior prevails, is its behavior near its minimum. In particular, the average of the surplus capacity does not play any role.
We close this section by setting the threshold k to a certain fixed integer, which allows us to analyze cases where the perturbations do not satisfy conditions (C) and (D). We suggest a method to explore the asymptotic behavior numerically for these cases.
Example 9
The main purpose of this example is to illustrate how we can use the Taylor expansion of the composition F • l N to determine growing thresholds k where power-law behavior for the exceedance probability prevails. Suppose we have a surplus capacity distribution with density F ′ (0) in zero, and let the load surge function be given by
for some constant θ > 0. If the surplus capacity is uniformly distributed, we have the setting of [5] and all thresholds k such that both k → ∞ and N − k → ∞ as N → ∞ lead to power-law behavior for the exceedance probability. Otherwise, due to (24), the perturbations are given by Example 10 Next, we verify and formalize the claims for the model in [10] that we discussed in Section 3.
Recall that the load surge function is given by
and suppose that a = 1/F ′ (0). Then, applying the Taylor expansion (24), we obtain
for all (i, N ) ∈ N × N. Again, we have the pointwise convergence ∆(i) = 0 for all i ∈ N. In addition, we require that k = o( √ N ) for condition (D) to hold for all i ≤ k.
We emphasize that (24) yields very rough bounds, and when more specific information is known about the surplus capacity distribution, more sophisticated bounds can lead to larger possible thresholds k. For instance, if a = 1 and the surplus capacity is uniformly distributed in the previous example, then ∆(i, N ) = O((i/N )
2 ) and power-law behavior for the exceedance probability occurs for all k = o(N ).
Example 11
In this example we suggest a numerical method for exploring the asymptotic behavior of the exceedance probability for setting where the perturbations do not necessarily satisfy conditions (C) and (D). Intuitively, we find that if the value ∆(1, N ) tends too close to its lower bound as N → ∞, the system does not perceive an initial disturbance and no lines will fail. On the other hand, if ∆(k, N ) becomes too large as N → ∞, the system cannot deal with such a strong increase of load and the threshold k will certainly be exceeded. If ∆(1, N ) is not too small and ∆(k, N ) is not too large as N → ∞, we obtain a non-degenerate limit for the exceedance probability. This result can be proven by applying results from extreme value theory, see in the Appendix for a formal proof. Proposition 12 thus provides a method to determine the asymptotic exceedance probability for every fixed k. For scenarios that do not satisfy the criteria we assumed in this paper, one can solve for the asymptotic exceedance probability numerically for large values of k and explore its behavior in other regimes as well.
Summary and outlook
The model of Dobson et al. [5] shows power-law dependence for the exceedance probability when the system is critically loaded. In this paper, we identify settings where the power law prevails by extending the setting of [5] in two directions. First, we show that the threshold can grow with the network size. Second, we consider broader load surge functions and surplus capacity distributions. We show that the power-law distribution prevails when the composition of the surplus capacity distribution function and the load surge function ultimately tends to a linearly increasing function with critical slope.
However, for general load surge functions and surplus capacity distributions the power-law behavior will not continue to hold for all network size dependent thresholds. It would be of interest to determine all settings where the exceedance probability follows a power-law distribution, and to identify the behavior of the blackout size beyond these settings. We intend to pursue this in future research.
Lemma 14
For the β k , k ≥ 1 defined as in (22),
Proof. The proof is by induction. For k = 1 we indeed have 0 −c1 dy 1 = c 1 = β 1 . Suppose the lemma holds for all integers strictly smaller than k. Then,
Lemma 15 Let (c i ) i∈N be a non-negative, non-decreasing sequence and x ≥ c k . For every k ∈ N, it holds that
Proof. Particularly, we note that the identity is true for k = 0. For k ≥ 1, we note that due to the binomial formula, we have
In the third term and the final term, we observe a double summation for all pairs of integers in a triangle. We apply the variable substitution u = l + j − 1 and v = l to sum over all pairs in the triangle via the diagonal lines. For the third term this yields
Applying the same argument to the fifth term yields
which proves the identity.
Proof of Lemma 7. First of all, note that if σ M (y) = 0, then y ≤ c i for all i = 1, ..., M and the probability equals one, and hence the identity holds.
To show the result for σ M (y) ∈ (0, M ), we need the joint density of M order statistics, given by the constant M ! [6, p.185], yielding
where we used the change of variable u i = v i /y for i = 1, ..., M and then applied Lemma 14 in the Appendix multiple times.
For σ M (y) = M , we observe that y > c i for all i = 1, ..., M and which requires a separate analysis. Then, This observation is essential to determine the asymptotic exceedance probability, which we derive next. Letting ǫ ↓ 0 we obtain that both the upper bound and the lower bound converge to 1 − k j=1 β j−1 e −j .
