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ABELIAN SQUARES AND THEIR PROGENIES
CHARLES BURNETTE AND CHUNG WONG
Abstract. A polynomial P ∈ C[z1, . . . , zd] is strongly D
d-stable if P has no
zeroes in the closed unit polydisc D
d
. For such a polynomial define its spectral
density function as SP (z) =
(
P (z)P (1/z)
)
−1
. An abelian square is a finite
string of the form ww′ where w′ is a rearrangement of w.
We examine a polynomial-valued operator whose spectral density func-
tion’s Fourier coefficients are all generating functions for combinatorial classes
of constrained finite strings over an alphabet of d characters. These classes
generalize the notion of an abelian square, and their associated generating
functions are the Fourier coefficients of one, and essentially only one, L2(Td)-
valued operator. Integral representations, divisibility properties, and recurrent
and asymptotic behavior of the coefficients of these generating functions are
given as consequences. Tools in the derivations of our asymptotic formulas
include a version of Laplace’s method for sums over lattice point translations
due to Greenhill, Janson, and Rucin´ski, a version of stationary phase method
for oscillatory integrals with complex phase due to Pemantle and Wilson, and
various polynomial identities related to powers of modified Bessel functions of
the first kind due to Moll and Vignat.
Our results also suggest connections between analytic combinatorics and
abstract harmonic analysis. The key reasons behind the uniqueness of our
constructions apply to any compact abelian group G. In particular, if a family
of ordinary generating functions that enumerate a family of unlabelled com-
binatorial classes is the image of an orthonormal basis of L2(Ĝ) under the
Fourier transform F of some operator f : R→ L2(G), then ‖Ff(·; x)‖2
2
is the
ordinary generating function for the disjoint union of the twofold products of
these classes, thus ascribing a combinatorial meaning to Parseval’s equation.
1. Introduction
For r = 1, 2, . . . , the rth power sum symmetric polynomial in d variables is
pr,d(x1, . . . , xd) =
d∑
k=1
xrk.
Power sum symmetric polynomials fall within the scope of the theory of symmetric
functions and are exposited in various textbooks, for instance, those of Stanley
[49] and Macdonald [37]. Although power sum symmetric polynomials habitually
surface in commutative algebra and representation theory, the approach adopted
here is purely analytic.
A polynomial P ∈ C[z1, . . . , zd] is said to be stable with respect to a region
Ω ⊆ Cd, or simply Ω-stable, if P is zero-free in Ω, and strongly Ω-stable if P is
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zero-free in the closure Ω. (We caution readers that the identically zero polynomial
is sometimes considered stable elsewhere in the mathematical literature. However,
this convention bears nothing on our work here.) From a combinatorial perspective,
the comprehensive study of polynomial stability arose historically from the desire
to characterize linear operators on polynomials that preserve real-rootedness along
with the observation that a univariate real polynomial is real-rooted if and only
if it is H-stable, where H is the complex upper half plane. Read [17] for more
background on this subject. Borcea and Bra¨nde´n achieved a complete classification
of such operators in [7] and [9].
Interest in polynomial stability has surged recently thanks in large part to the
dazzling solution of the Kadison-Singer problem by Marcus et al. [38]. Successful
treatments of Hd-stable polynomials can be traced to a seminal paper by Borcea
and Bra¨nde´n [8]. Their results translate conveniently into facts about Ω-stable
polynomials when Ω is a product of open circular regions. (See [54, section 9.1].)
Deep consequences of the geometry behind such polynomials in probability and
enumerative combinatorics have since been uncovered. Notable examples reside in
matroid theory [15,52,53], the theory of negative dependence [10], and strengthened
proofs of the van der Waerden, Monotone Column Permanent, and BMV conjec-
tures [11,34,48, respectively]. Surveys [54] and [42] provide excellent summaries of
these topics.
This paper is particularly concerned with strongly Dd-stable polynomials, where
D is the complex open unit disc. Given a strongly Dd-stable polynomial P define its
spectral density function as SP (z) =
(
P (z)P (1/z)
)−1
where z = (z1, . . . , zd) and
1/z = (1/z1, . . . , 1/zd). Notice that the restriction of SP (z) to the unit polycircle
Td is |P (z)|−2. The strong Dd-stability of P thus ensures that SP is analytic on a
neighborhood of Td.
Among all positive functions on Td, the spectral density functions of strongly
Dd-stable polynomials warrant special attention. They are pivotal in framing the
Bernstein-Szego˝ measure moment problem and in identifying the strictly positive
trigonometric polynomials of one and two variables that admit spectral Feje´r-Riesz
factorizations. Both of these are discussed further in Section 6.3. Attempts to
incorporate these problems into a general framework for multivariable orthogonal
polynomials has culminated in a wealth of profound mathematics during the 20th
century with rich applications in signal processing [29], systems theory [24,25], and
wavelets [18, Ch. 6] to name a few.
Spectral density functions of strongly D-stable polynomials also possess a so-
called maximum entropy property. (See [12].) More specifically, given complex
numbers ck, k = 0,±1, . . . ,±n, if there exists an nth degree stable polynomial
P ∈ C[z] whose spectral density function SP has Fourier coefficients ŜP (k) = ck,
k = −n, . . . , n, then SP maximizes the Burg entropy functional
E(f) = 1
2π
π∫
−π
log(f(eiθ)) dθ,
where f > 0 on T and f̂(k) = ck for k = −n, . . . , n. This variational property
as well as the classical results mentioned in the preceding paragraph motivate the
description of spectral density functions of several complex variables. Spectral
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density functions are also clues toward unveiling appropriate higher-dimensional
analogues of Bernstein-Szego˝ measures and Feje´r-Riesz factorizations.
Our objective here is neither to survey nor to merely augment the corpus of
research into the characteristic phenomena of spectral density functions. Rather,
we wondered whether there are any connections between the theory of strongly
Dd-stable polynomials and combinatorics that lie outside of the immediate scope of
Borcea and Bra¨nde´n’s work. Searching for potential insights, we investigated the
polynomials p[x]∗r,3(z1, z2, z3) = 1 − xpr,3(z1, z2, z3) for |x| < 1/3 along with their
spectral density functions Sp[x]∗r,3 . Treating each Sp[x]∗r,3 as a function of x, one can
calculate the Maclaurin series expansions of the Fourier coefficients Ŝp[x]∗r,3(j, k, l).
To start, we computed the first few Taylor coefficients of
Ŝp[x]∗r,3(0, 0, 0) =
1
8π3
2π∫
0
2π∫
0
2π∫
0
Sp[x]∗r,3(eiθ1 , eiθ2 , eiθ3) dθ1dθ2dθ3
and obtained the following sequence of integers:
n 0 1 2 3 4 5 6 7 8 9 10 11 12
∂nx Ŝp[x]∗r,3(0, 0, 0)|x=0
n!
1 0 3 0 15 0 93 0 639 0 4653 0 35 169
Upon inputting the nonzero entries into Neil Sloane’s On-Line Encyclopedia of
Integer Sequences [40], we received a match in sequence A002893. This goaded
us into pinpointing a combinatorial interpretation of these Taylor coefficients. We
especially homed in on Jeffrey Shallit’s comment that entry A002893 is the number
of abelian squares of length 2n over a 3-letter alphabet.
Given a nonempty, finite set Σ of characters, an abelian square over Σ is a string
in the free monoid Σ∗ of the form ww′ where w ∈ Σ∗ and w′ is a rearrangement of w.
Six examples of English abelian squares are noon, tartar, intestines, reappear,
mesosome, and aa, the last one being both the shortest and alphabetically first
abelian square in the English language. The concept of an abelian square was
introduced by Erdo˝s in [22]. Richmond and Shallit expound the enumeration of
abelian squares in [44]. In [13], Callan interweaves abelian squares with card deals
and lattice paths in order to devise direct combinatorial interpretations of binomial
identities appearing in [50].
Although it veers from our original goal, concentrating on the commonalities
shared by the Taylor coefficients of Ŝp[x]∗r,3(0, 0, 0) and the number of abelian squares
over a 3-letter alphabet was a fruitful diversion. In fact, every Fourier coefficient
Ŝp[x]∗r,3(j, k, l) is encoded with combinatorial data. In Chapter 3 of this manuscript,
we exhibit multidimensional generalizations of p[x]∗r,3, which we shall refer to as
the stabilized power sum symmetric polynomials, whose spectral density functions
are essentially the only L2(Td)-valued operators whose Fourier coefficients are all
ordinary generating functions (abbreviated OGF hereafter) for certain classes of
constrained finite strings over an alphabet of d characters. Multiple properties
belonging to the coefficients of these OGFs, including recurrent and asymptotic
behavior, are deduced in Chapters 4 and 5.
Chapter 6, finally, touches on some of the peripheral mathematics surrounding
the harmonic analysis of the spectral density functions of stabilized power sum
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symmetric polynomials. In Section 6.1, we formulate a combinatorial counterpart
to Parseval’s equation. We then ponder how our own results fit into the larger
panorama of outstanding questions regarding strongly Dd-stable polynomials and
their spectral density functions in Sections 6.2 and 6.3.
2. Notational Conventions
Taking a page from measure theory, we present the following decomposition of
integers. If a ∈ Z, we define a+ = max(a, 0) and a− = max(−a, 0). Much like other
such decompositions, a = a+ − a− and |a| = a+ + a−. Also, for any two integers a
and b, there is exactly one integer c such that a− c+ = b − c−, namely c = a − b.
This follows easily from the fact that a− b = (a− b)+ − (a− b)−.
We shall also avail ourselves of the neatness and brevity of multi-index notation.
If α ∈ Zd, then we set
α+ = (α+1 , . . . , α
+
d ), α
− = (α−1 , . . . , α
−
d ), abs(α) = (|α1|, . . . , |αd|),
and if α ∈ Nd0,
|α| =
d∑
k=1
αk, α! =
d∏
k=1
αk!,
(|α|
α
)
=
|α|!
α!
.
It will also be advantageous to have a notion of divisibility for integer vectors. We
say that a | α if a | αk for k = 1, . . . , d. We use ‖ • ‖p to symbolize the p-norm.
Let [a : b] denote the set of integers between a and b, inclusive. Because the
precise lettering of an alphabet is immaterial for our purposes, we take Σd = [1 : d]
throughout the rest of this document. The length of a string w is the number of
characters in the string and is denoted by |w|. The Parikh vector of a string w ∈ Σ∗d
is given by ρ(w) = (ρ1(w), . . . , ρd(w)) , where ρj(w) denotes the multiplicity of
j within w. Clearly |w| = ρ1(w) + · · · + ρd(w). (Rohit Parikh, the namesake of
this string signature, first implemented these vectors in his work on context-free
languages in [41].)
Lastly, Id is the d × d identity matrix, 0d is the d-dimensional zero vector, and
we set 1d to be the vector in Z
d with each component equal to 1.
3. Fourier Analysis of the Spectral Density Functions of Stabilized
Power Sum Symmetric Polynomials
Definition 3.1. The rth stabilized power sum symmetric polynomial in d variables
is
p[x]∗r,d(z1, . . . , zd) = 1− xpr,d(z1, . . . , zd),
where x is an indeterminate.
These polynomials are strongly Dd-stable precisely when |x| < 1/d. Corollary
5.7 of [33] indicates that p[x]∗r,d(z1, . . . , zd) admits the determinantal representation
(3.1) p[x]∗r,d(z1, . . . , zd) = det(Id − xJddiag(zr1 , . . . , zrd))
where Jd is the d×d all-ones matrix. Under the additional assumptions that x ∈ R
and z ∈ Td, we can write
(3.2) p[x]∗r,d(z1, . . . , zd) = det
(
Id − xJddiag(zr1 , . . . , zrd)
)
,
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and so the restriction of the spectral density function Sp[x]∗r,d to Td equals
1∣∣∣p[x]∗r,d(z1, . . . , zd)∣∣∣2 = det
 Id − xJddiag(zr1 , . . . , zrd) 0
0 Id − xJddiag(zr1 , . . . , zrd)
−1
= det
I2d − x
 Jddiag(zr1 , . . . , zrd) 0
0 Jddiag(zr1 , . . . , z
r
d)
−1 .(3.3)
If we let Ad(z) = (ai,j)2d×2d denote the block diagonal matrix Jddiag(zr1 , . . . , zrd) 0
0 Jddiag(zr1 , . . . , z
r
d)
 ,
then the MacMahon Master Theorem gives us that
(3.4)
1∣∣∣p[x]∗r,d(z1, . . . , zd)∣∣∣2 =
∞∑
n=0
 ∑
(n1,...,n2d)∈Nd0,
n1+···+n2d=n
G(n1, . . . , nd)
xn
where
G(n1, . . . , n2d) = [y
n1
1 · · · yn2d2d ]
2d∏
i=1
(ai,1y1 + · · ·+ ai,2dy2d)ni
=
(
n1 + · · ·+ nd
n1, . . . , nd
)(
nd+1 + · · ·+ n2d
nd+1, . . . , n2d
) d∏
i=1
zrnii z
rni+d
i .(3.5)
For a given z ∈ Td, series (3.4) converges absolutely for |x| < 1/ρ(Ad(z)), where
ρ(A) is the spectral radius of A.
Now if we were to calculate an individual Fourier coefficient of (3.4), a subset
of the G(n1, . . . , nd) terms in the resulting formal power series will be annihilated.
In this chapter, we concoct a combinatorial interpretation of those terms in the
summation that survive. More specifically, the Fourier coefficients of Sp[x]∗r,d are all
OGFs for combinatorial classes of constrained strings.
3.1. Offset Words. Let us first forge the combinatorial classes enumerated by
Ŝp[x]∗r,d(ξ) for ξ ∈ Zd.
Definition 3.2. For (n, ξ) ∈ N0 × Zd, an nth order word offset by ξ is a string in
Σ∗d of length 2n+ ‖ξ‖1 of the form ww′ where w,w′ ∈ Σ∗d and ρ(w)−ρ(w′) = ξ. We
denote the set of nth order words offset by ξ by W(n,ξ), the set of all words offset
by ξ (regardless of order) by Wξ, and set w(n,ξ) =
∣∣W(n,ξ)∣∣ .
Intuitively ξ signals how removed a particular concatenation ww′ is from pro-
ducing an abelian square while the order n tells how many characters w and w′
have in common. (See Definition 3.5 and Theorem 3.7.) Evidently an nth order
word offset by 0d is an abelian square of length 2n since a string ww
′ is an abelian
square if and only if ρ(w) = ρ(w′).
Example 3.3. Consider the alphabet Σ3 = {1, 2, 3}. Let w = 13 and w′ = 12.
Then ww′ = 1312 is a first order word offset by (0,−1, 1). The string 1312 is also
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• a zeroth order word offset by (−2,−1,−1) with w = ε, the empty string,
and w′ = 1312,
• a first order word offset by (0,−1,−1) with w = 1 and w′ = 312,
• a zeroth order word offset by (2,−1, 1) with w = 131 and w′ = 2,
• a zeroth order word offset by (2, 1, 1) with w = 1312 and w′ = ε.
Proposition 3.4. Every string w ∈ Σ∗d is in |w|+ 1 of the sets W(n,ξ).
Proof. Suppose |w| = N and let k ∈ [0 : N ]. Write w as the concatenation of
two strings wk and w
′
N−k such that |wk| = k and |w′N−k| = N − k. In setting
ξk = ρ(wk)− ρ(w′N−k), we note that N − ‖ξk‖1 is even, because
N − ‖ξk‖1 = N −
d∑
j=1
∣∣ρj(wk)− ρj(w′N−k)∣∣
≡ N −
d∑
j=1
(
ρj(wk)− ρj(w′N−k)
)
(mod 2) = 2
d∑
j=1
ρj(w
′
N−k) (mod 2).
Therefore w ∈ W(nk,ξk) with nk = 12 (N − ‖ξk‖1). 
Except for the empty string, which is solely an abelian square, every string in
Σ∗d can be labelled as an offset word, but not in a distinct way. This may seem to
undermine the utility of Definition 3.2, but offset words are a natural generalization
of abelian squares in the following sense: the OGFs for w(n,ξ) are the Fourier
coefficients of one, and essentially only one, operator from R into L2(Td). We will
demonstrate this later in the chapter.
We will now count the number of nth order words offset by ξ. To elucidate the
counting argument, let us first introduce the notion of mutuality.
Definition 3.5. Themutuality ν(w,w′) of two strings w,w′ ∈ Σ∗d is the component-
wise minimum of ρ(w) and ρ(w′),
Lemma 3.6. For any w,w′ ∈ Σ∗d,
(3.6) ν(w,w′) = ρ(w) − (ρ(w) − ρ(w′))+ = ρ(w′)− (ρ(w) − ρ(w′)−.
Proof. The rightmost equality extends the integer decomposition shown in Chapter
2. From the fact that for any two numbers x and y, min{x, y} = (x+y−|x−y|)/2,
we have that
ν(w,w′) =
1
2
(ρ(w) + ρ(w′)− abs(ρ(w) − ρ(w′)))
=
1
2
(ρ(w) + ρ(w′)− ((ρ(w) − ρ(w′))+ + (ρ(w) − ρ(w′))−))
=
1
2
(
ρ(w) − (ρ(w)− ρ(w′))+)+ 1
2
(
ρ(w′)− (ρ(w) − ρ(w′)−) ,
as required. 
So if the concatenation ww′ belongs to Wξ, then ρ(w) = ν(w,w′) + ξ+ and
ρ(w′) = ν(w,w′) + ξ−. Thus, for each j ∈ Σ+d , w and w′ have, respectively, at least
ξ+j and ξ
−
j instances of j.
Lemma 3.7. If ww′ ∈ W(n,ξ), then ν(w,w′) is a weak composition of n.
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Proof. Since |ww′| = 2n+ ‖ξ‖1, it follows that
|ν(w,w′)| = 1
2
|ρ(w) + ρ(w′)− abs(ξ)| = 1
2
d∑
j=1
[ρj(ww
′)− |ξj |] = n.

Theorem 3.8.
(3.7) w(n,ξ) =
∑
ν∈Nd0 ,
|ν|=n
(|ν + ξ+|
ν + ξ+
)(|ν + ξ−|
ν + ξ−
)
.
Proof. Given a weak composition ν of n into d parts, the number of ways to build
two strings w and w′ so that ρ(w) = ν + ξ+ and ρ(w′) = ν+ ξ− is
(|ν+ξ+|
ν+ξ+
)(|ν+ξ−|
ν+ξ−
)
.
Lemmas 3.6 and 3.7 indicate that summing this across all weak compositions of n
into d parts gives w(n,ξ). 
3.2. Fourier Coefficients as Generating Functions. We now shift our focus
to the polynomial p[x]∗1,d(z1, . . . , zd) with x ∈ R and z ∈ Td. Since Sp[x]∗1,d
∣∣∣
Td
can
be presented as a power series in each variable, it converges uniformly on every
compact subset of (−1/d, 1/d) × Td. (Of course, expressing Sp[x]∗
1,d
∣∣∣
Td
as a power
series in the zj requires rearrangement of the terms. This is justified since (3.4)
holds on all of (−1/d, 1/d)× Td, thus rendering that series absolutely convergent.)
Let us now compute the Fourier coefficients of Sp[x]∗
1,d
:
(3.8) Ŝp[x]∗
1,d
(ξ) =
1
(2π)d
∫
[0,2π]d
e−iξ
TθSp[x]∗
1,d
(eiθ1 , . . . , eiθd) dθ.
Here ξT is the transpose of ξ, θ = (θ1, . . . , θd), and the integral is relative to the
completion of the d-fold product of the Lebesgue measure on R. By (3.4), Ŝp[x]∗
1,d
(ξ)
can be rewritten as
1
(2π)d
∞∑
n=0
 ∫
[0,2π]d
e−iξ
Tθ
∑
(n1,...,n2d)∈Nd0,
n1+···+n2d=n
(
n1 + · · ·+ nd
n1, . . . , nd
)(
nd+1 + · · ·+ n2d
nd+1, . . . , n2d
) d∏
i=1
einiθi−ini+dθidθ
xn
(3.9) =
1
(2π)d
∞∑
n=0

∫
[0,2π]d
n∑
k=0
∑
κ,κ′∈Nd0 ,
|κ|=k,
|κ′|=n−k
(|κ|
κ
)(|κ′|
κ′
)
ei(κ−κ
′−ξ)Tθdθ
x
n.
where the uniform convergence of Sp[x]∗
1,d
allows us to interchange the summation
and the multiple integral with impunity. Fubini’s theorem also grants us treatment
of these Fourier coefficients as iterated integrals. So since
∫ 2π
0 e
iaθ dθ is 2π when
a = 0 and 0 if a ∈ Z − {0}, the only terms in the integrand of (3.9) that do
not ultimately vanish are those for which κ − κ′ − ξ = 0d, which implies that
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κ − ξ+ = κ′ − ξ−. Hence, in setting ν = κ− ξ+, we can simplify the power series
for Ŝp[x]∗
1,d
(ξ) to
(3.10)
∞∑
n=0
 ∑
ν∈Nd0 ,
|ν|=n
(|ν + ξ+|
ν + ξ+
)(|ν + ξ−|
ν + ξ−
)x2n+‖ξ‖1 .
Replace x with
√
x in (3.10) and then normalize to conclude the following.
Theorem 3.9. The OGF for w(n,ξ), with ξ ∈ Zd, counted according to the order
n, is
(3.11) Wξ(x) =
1
x
1
2
‖ξ‖1
̂Sp[√x]∗
1,d
(ξ).
(The OGF for w(n,ξ), counted according to the length 2n+ ‖ξ‖1, is just Ŝp[x]∗
1,d
(ξ).)
The Fourier coefficients of Sp[x]∗r,d can be calculated in the same manner by
noticing that p[x]∗r,d(z1, . . . , zd) = p[x]
∗
1,d(z
r
1 , . . . , z
r
d). Hence
Ŝp[x]∗r,d(ξ) =
1
(2π)d
∫
[0,2π]d
e−iξ
TθSp[x]∗
1,d
(eirθ1 , . . . , eirθd) dθ
=
1
(2π)d
∞∑
n=0

∫
[0,2π]d
n∑
k=0
∑
κ,κ′∈Nd0 ,
|κ|=k,
|κ′|=n−k
(|κ|
κ
)(|κ′|
κ′
)
ei(rκ−rκ
′−ξ)Tθdθ
x
n(3.12)
for |x| < 1/d. Like before, the only terms in the integrand of (3.12) that contribute
to the sum are those for which rκ− rκ′ − ξ = 0d. So Ŝp[x]∗r,d(ξ) = 0 unless r | ξ, in
which case we further require κ− κ′ − r−1ξ = 0d. The ensuing analytic machinery
now matches that of Ŝp[x]∗
1,d
(r−1ξ).
Corollary 3.10. For ξ ∈ Zd,
(3.13) Ŝp[x]∗r,d(ξ) = Ŝp[x]∗1,d(r−1ξ)1r | ξ,
where 1r | ξ = 1 if r | ξ and 0 otherwise.
Consequently, the mapping x 7→ x− 12‖r−1ξ‖1 ̂Sp[√x]∗r,d(ξ) = Wr−1ξ(x) is the OGF
for w(n,r−1ξ), provided that r | ξ. For this reason, we will henceforth analyze
Sp[x]1,d∗ exclusively; the combinatorics behind Ŝp[x]∗r,d(ξ) for d > 1 is redundant.
4. Basic Properties of w(n,ξ)
The next two chapters are devoted to arithmetic and asymptotic features of the
w(n,ξ) numbers themselves. We begin this section by deriving a multiple integral
representation of w(n,ξ).
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Corollary 4.1. If n ∈ N0 and ξ ∈ Zd, then
w(n,ξ) =
1
(2π)d
∫
[0,2π]d
e−iξ
Tθ
(
p1,d(e
iθ1 , . . . , eiθd)
)|ξ+|
(4.1)
× (p1,d(e−iθ1 , . . . , e−iθd))|ξ−|∣∣p1,d(eiθ1 , . . . , eiθd)∣∣2n dθ.
Proof. According to Theorem 3.9,
(4.2) w(n,ξ) = [x
2n+‖ξ‖1 ]Ŝp[x]∗
1,d
(ξ).
Now work backwards from (3.9). Bearing in mind that the k = n+ |ξ+| term of the
sum on the right-hand side of (3.9) is the only one that contributes to the integral,
we see that
w(n,ξ) =
1
(2π)d
∫
[0,2π]d
e−iξ
Tθ
∑
κ,κ′∈Nd0 ,
|κ|=n+ξ+,
|κ′|=n+ξ−
(|κ|
κ
)(|κ′|
κ′
) d∏
i=1
ei(κ−κ
′−ξ)Tθdθ
=
1
(2π)d
∫
[0,2π]d
e−iξ
Tθ
(
eiθ1 + · · ·+ eiθd)n+|ξ+|(e−iθ1 + · · ·+ e−iθd)n+|ξ−| dθ.
Formula (4.1) now follows by virtue of the identity
e−iθ1 + · · ·+ e−iθd = eiθ1 + · · ·+ eiθd .

We naturally wish to find a closed-form expression for w(n,ξ). Unfortunately, the
sum in (3.7) and the integral in (4.1) look wholly intractable. The summation
is over multi-indices which encumbers customary techniques such as the snake oil
method and Gosper’s algorithm. At the time of writing, w(n,0d) alone has defied
evaluation for nearly three decades. Richards and Cambanis [14] proposed the
problem of calculating what they call S(n, k) =
∑
[ k!k1!k2!···kn! ]
2, where the sum is
over all nonnegative integers k1, . . . , kn, such that k1 + · · · + kn = k. Andrews [3]
remarked that the presence of large prime factors in S(n, k) makes obtaining a
closed form finite product representation of S(n, k) implausible. As we shall see
in Theorem 4.2, Lemma 4.3, and Theorem 4.4, these same heuristic barriers seem
to persist in enumerating the nth order words offset by ξ. There is, however, a
recursive trait attributable to the w(n,ξ) that we can glean.
Theorem 4.2. The number of nth order words offset by ξ ∈ Zd satisfies the recur-
rence
w(n,ξ) =
n∑
j=0
(
n+ |ξ+|
j + ξ+s1 + · · ·+ ξ+st
)(
n+ |ξ−|
j + ξ−s1 + · · ·+ ξ−st
)
(4.3)
× w(j,(ξs1 ,...,ξst ))w(n−j,(ξ1,...,ξ̂s1 ,...,ξ̂st ,...,ξd)), for d ≥ 2
where t ∈ [1 : d − 1], s1 < · · · < st are t natural numbers selected from Σd, and
ξ̂s1 , . . . , ξ̂st means that the indices ξs1 , . . . , ξst are deleted from the list ξ1, . . . , ξd.
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Proof. Partition Σd into two subsets S and T of t and d− t characters, respectively.
Let s1 < · · · < st be the elements of S.We now count the number of nth order words
ww′ offset by ξ by conditioning on the value of ρs1(w)+ · · ·+ ρst(w). Recall that w
must have at least ξ+sk occurrences of sk for each sk ∈ S and at least ξ+m occurrences
of m for each m ∈ T. So ρs1(w) + · · · + ρst(w) can range from ξ+s1 + · · · + ξ+st to
n+ |ξ+| −∑m∈T ξ+m = n+ ξ+s1 + · · ·+ ξ+st , inclusive.
Now for a given j ∈ [1 : n], assume that j + ξ+s1 + · · · + ξ+st of the charac-
ters in w originate from S. To preserve the assigned offsetness, j + ξ−s1 + · · · + ξ−st
of the characters in w′ must originate from S as well. Once the spots in ww′
designated for S have been selected, they can be filled in w(j,(ξs1 ,...,ξst)) ways.
The remaining spots can be filled in w
(n−j,(ξ1,...,ξ̂s1 ,...,ξ̂st ,...,ξd)) ways. Summing( n+|ξ+|
j+ξ+s1+···+ξ+st
)( n+|ξ−|
j+ξ−s1+···+ξ−st
)
w(j,(ξs1 ,...,ξst))w(n−j,(ξ1,...,ξ̂s1 ,...,ξ̂st ,...,ξd)) over j completes
the argument. 
We now prove a divisibility property of w(n,ξ) that generalizes a fact about w(n,0d)
conjectured by Andrews and proven by Kolitsch in [3].
Lemma 4.3.
w(n,m1d) ≡ 0 (mod d), for any integers n and m not both 0.
Proof. Let the cyclic group Zd act on the set C of weak compositions of n into d
parts by cyclically permuting the parts of a composition. Pick a representative πO
from each orbit O ∈ C/Zd. Then
w(n,m1d) =
∑
O∈C/Zd
|O|
(|πO + (m1d)+|
πO + (m1d)+
)(|πO + (m1d)−|
πO + (m1d)−
)
(4.4)
=
∑
O∈C/Zd
|O|
(|πO|
πO
)(|πO + |m|1d|
πO + |m|1d
)
since one of m+ and m− is 0 while the other is |m|.
Now let O ∈ C/Zd be arbitrary. By the orbit-stabilizer theorem, together with
Lagrange’s theorem, the size of the orbits divide d, and so
πO = ( πO1 , . . . , π
O
|O|︸ ︷︷ ︸
written d/|O| times
).
Since πO1 +|m|, . . . , πO|O|+|m| are not all 0, their greatest common divisor is nonzero.
As a result,(|πO +m1d|
πO +m1d
)
=
(
(d/|O|)(πO1 + · · ·+ πO|O| + |O||m|)
πO1 + |m|, . . . , πO|O| + |m|︸ ︷︷ ︸
written d/|O| times
)
(4.5)
≡ 0
(
mod
(d/|O|)(πO1 + · · ·+ πO|O| + |O||m|)
gcd(πO1 + |m|, . . . , πO|O| + |m|)
)
,
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in which we have applied Theorem 1 in [31]. Yet gcd(πO1 + |m|, . . . , πO|O| + |m|)
divides πO1 + · · ·+ πO|O| + |O||m| so that
(4.6)
(d/|O|)(πO1 + · · ·+ πO|O + |O||m|)
gcd(πO1 + |m|, · · · , πO|O| + |m|)
≡ 0 (mod d/|O|).
Therefore
(4.7)
(|πO +m1d|
πO +m1d
)
≡ 0 (mod d/|O|),
and so
(4.8) |O|
(|πO|
πO
)(|πO +m1d|
πO +m1d
)
≡ 0 (mod d),
which shows that w(n,m1d) ≡ 0 (mod d). 
Theorem 4.4. Let d ≥ 2 and ξ ∈ Zd − {0}, and for each a ∈ Z, let oa(ξ) be the
number of occurrences of a in ξ. Then
(4.9) w(n,ξ) ≡ 0
(
mod lcm(1, 2, . . . ,max
a 6=0
oa(ξ))
)
.
Proof. Note that maxa 6=0 oa(ξ) ≥ 1. By letting a0 be a nonzero integer with the
maximal number of occurrences in ξ, we can apply Theorem 4.2 to get
(4.10) w(n,ξ) =
n∑
j=0
(
n+ |ξ+|
j + ta+0
)(
n+ |ξ−|
j + ta−0
)
w(j,a01t)w(n−j,(ξ1,...,â01t,...,ξd))
for each t ∈ [1 : maxa 6=0 oa(ξ)]. It follows from Lemma 4.3 that every summand is
divisible by t. 
5. Asymptotics
In this chapter, we extract the asymptotic behavior of w(n,ξ), first as n → ∞
with ξ fixed, then as ‖ξ‖1 →∞ in a fixed direction in Zd with n fixed, and then as
the dimension d→∞ with n fixed and the components of ξ fixed and all the same.
5.1. Coefficient Asymptotics of Wξ. Below is the main asymptotic result of this
manuscript.
Theorem 5.1. If ξ ∈ Zd, then
(5.1) w(n,ξ) ∼ d2n+d/2+‖ξ‖1(4πn)(1−d)/2
as n→∞.
We shall derive the coefficient asymptotics of Wξ by applying Laplace’s method
on (3.7). The following version of Laplace’s method for sums over lattice point
translations, which is explained in [32], is effective for approximating sums over
multi-indices.
Theorem 5.2 (Greenhill, Janson, Rucin´ski). Suppose the following:
(i) L ⊂ RN is a lattice with rank r ≤ N.
(ii) V ⊂ RN is the r-dimensional subspace spanned by L.
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(iii) W = V + w is an affine subspace parallel to V for some w ∈ RN .
(iv) K ⊂ RN is a compact convex set with nonempty interior K◦.
(v) φ : K → R is a continuous function and the restriction of φ to K ∩W has a
unique maximum at some point x0 ∈ K◦ ∩W.
(vi) φ is twice continuously differentiable in a neighborhood of x0 and Hφ(x0) is
its Hessian at x0.
(vii) ψ : K1 → R is a continuous function on some neighborhood K1 ⊂ K of x0
with ψ(x0) > 0.
(viii) For each positive integer n there is a vector ℓn ∈ RN with ℓn/n ∈W.
(ix) For each positive integer n there is a positive real number bn and a function
an : (L+ ℓn) ∩ nK → R such that, as n→∞,
an(ℓ) = O
(
bne
nφ(ℓ/n)+o(n)
)
, ℓ ∈ (L+ ℓn) ∩ nK,
and
an(ℓ) = bn(ψ(ℓ/n) + o(1)) e
nφ(ℓ/n), ℓ ∈ (L+ ℓn) ∩ nK1,
uniformly for ℓ in the indicated sets.
Then, regarding −Hφ as a bilinear form on V and provided det(−Hφ|V
) 6= 0, as
n→∞, ∑
ℓ∈(L+ℓn)∩nK
an(ℓ) ∼ (2π)
r/2ψ(x0)
det(L)
√
det (−Hφ|V (x0)
)bnnr/2enφ(x0),
where det(L) is the square root of the discriminant of L.
Proof of Theorem 5.1. The asymptotic trivially holds for d = 1 since w(n,ξ) = 1 for
all ξ ∈ Z, so we let d ≥ 2. To start, write
(n1, n2, . . . , nd) = (n1 − n, n2, . . . , nd) + n(1, 0, . . . , 0)
so that if (n1, . . . , nd) ∈ Zd and n1 + · · · + nd = n, then (n1 − n, n2, . . . , nd) is an
integer vector whose components sum to 0. This suggests that we let L be the root
lattice Ad−1 = {ω ∈ Zd : ω1 + · · · + ωd = 0}, V be the real linear span of Ad−1,
w = (1, 0, . . . , 0), W = V + w, and ℓn = nw. Letting K be the unit hypercube
[0, 1]d, we have
(5.2) w(n,ξ) = (n+ |ξ+|)!(n+ |ξ−|)!
∑
ℓ∈(Ad−1+nw)∩nK
an(ℓ)
where
(5.3) an(ℓ) =
d∏
j=1
1
ℓj !(ℓj + |ξj |)! .
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Let xj = ℓj/n for all j ∈ [1 : d]. Applying Stirling’s approximation in the form
(5.4) log(n!) = n logn−n+ 1
2
log(max{n, 1})+ 1
2
log 2π+O
(
1
n+ 1
)
, for n ≥ 0
we obtain, uniformly for ℓ ∈ (Ad−1 + nw) ∩ nK with n sufficiently large,
log(an(ℓ)) = −
d∑
j=1
(log(ℓj !) + log((ℓj + |ξj |)!))
= −
d∑
j=1
((2ℓj + |ξj |+ 1) logn− (2ℓj + |ξj |) + log 2π)
− n
d∑
j=1
(xj log xj + (xj + |ξj |/n) log(xj + |ξj |/n))
− 1
2
d∑
j=1
(log(max{xj , 1/n}) + log(max{xj + |ξj |/n, 1/n}))
−
d∑
j=1
(
O
(
1
ℓj + 1
)
+O
(
1
ℓj + |ξj |+ 1
))
= −(2n+ ‖ξ‖1 + d) logn+ 2n+ ‖ξ‖1 − d log 2π
− n
∑
j, xj 6=0
(
xj log xj + (xj + |ξj |/n)(log xj + |ξj |/ℓj −O(ξ2j /ℓ2j))
)
− n
∑
j, xj=0
(xj log xj + (|ξj |/n) log(|ξj |/n))−
∑
j, xj=ξj=0
log(1/n)
− 1
2
∑
j, xj=0,ξj 6=0
(2 log(1/n) + log |ξj |)− 1
2
∑
j, xj 6=0
(2 log xj +O(|ξj |/ℓj))
−
d∑
j=1
(
O
(
1
ℓj + 1
)
+O
(
1
ℓj + |ξj |+ 1
))
= −(2n+ ‖ξ‖1 + d) logn+ 2n− d log 2π
+
∑
j, xj=0
(
|ξj | − |ξj | log |ξj | − 1
2
(log |ξj |)1ξj 6=0
)
− n
d∑
j=1
2xj log xj
−
d∑
j=1
(log(max{xj , 1/n}) + |ξj | log(max{xj , 1/n}))
−
d∑
j=1
(
O
(
1
ℓj + 1
)
+O
(
1
ℓj + |ξj |+ 1
))
+
∑
j, xj 6=0
(
O
(
1
ℓj
)
+O
(
1
ℓ2j
))
.
where 1ξj 6=0 = 1 if ξj 6= 0 and 0 otherwise. We can therefore write
an(ℓ) = bnψ(ℓ/n)e
nφ(ℓ/n)+
∑
j, xj=0
(|ξj |−(|ξj |+ 121ξj 6=0) log |ξj |)(
1 +O
(
1
minj ℓj + 1
))
,
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where, for x ∈ Rd,
bn =
e2n
(2π)dn2n+‖ξ‖1+d
, ψ(x) =
d∏
j=1
1
x
|ξj |+1
j
, φ(x) = −
d∑
j=1
2xj log xj ,
unless if some xj is 0, in which case we replace it with 1/n in the formula for ψ.
This means that
an(ℓ) = O
bnenφ(ℓ/n)+O(1) d∏
j=1
1
(1/n)|ξj|+1
 = O(bnenφ(ℓ/n)+O(logn))
for ℓ ∈ (Ad−1 + nw) ∩ nK. On K◦,∑
j, xj=0
(
|ξj | −
(
|ξj |+ 1
2
1ξj 6=0
)
log |ξj |
)
is an empty sum. Lastly, ψ is continuous and positive on K◦. All that remains is
to prove that φ|K∩W has a unique maximum at some point located inside K◦ ∩W
and that there is a neighborhood K1 ⊂ K of that point that will satisfy conditions
(vii) and (ix) of Theorem 5.2.
By Jensen’s inequality,
(5.5) φ(x) = 2
d∑
j=1
xj log
(
1
xj
)
≤ 2 log d,
for all x ∈ K ∩W = {x ∈ K : x1 + · · · + xd = 1}. Since equality holds if and only
if x1 = x2 = · · · = xd, we see that φ|K∩W attains its maximum value of 2 log d at
the point x0 = (1/d)1d only. Finally, the Hessian Hφ(x) is diagonal with entries
−2/xj. Hence Hφ(x0) = −2dId.
Now set K1 =
(
1
2d ,
3
2d
)d
. As a continuous function, ψ is bounded on the compact
set
[
1
2d ,
3
2d
]d
. Furthermore, if ℓ ∈ (Ad−1 + nw) ∩ nK1, then
0 ≤ 1
minj ℓj + 1
≤ 1n
2d + 1
→ 0
as n → ∞. Hence an(ℓ) = bn(ψ(ℓ/n) + o(1))enφ(ℓ/n) for ℓ ∈ (Ad−1 + nw) ∩ nK1.
Every assumption of Theorem 5.2 has now been verified.
It is well known that Ad−1 has rank d − 1 and discriminant d, so we are left to
calculate det (−Hφ|V (x0)
)
. Let {ek}d−1k=1 be a basis for V. Then
(5.6) det (−Hφ|V (x0)
)
=
det([eTi (2dId)ej ]
d−1
i,j=1)
det([eTi ej]
d−1
i,j=1)
= (2d)d−1.
Therefore ∑
ℓ∈(Ad−1+nw)∩nK
an(ℓ) ∼ (2π)
(d−1)/2dd+‖ξ‖1
d1/2(2d)(d−1)/2
e2n
(2π)dn2n+‖ξ‖1+d
n(d−1)/2e2n log d(5.7)
=
d2n+d/2+‖ξ‖1e2n
2dπ(d+1)/2n2n+‖ξ‖1+(d+1)/2
.
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Using (5.7) and Stirling’s formula on (5.2) yields
w(n,ξ) ∼
√
2π(n+ |ξ+|)
(
n+ |ξ+|
e
)n+|ξ+|√
2π(n+ |ξ−|)
(
n+ |ξ−|
e
)n+|ξ−|
(5.8)
× d
2n+d/2+||ξ||1e2n
2dπ(d+1)/2n2n+||ξ||1+(d+1)/2
.
Simplifying (5.8) via the asymptotic expressions
√
n+ |ξ+| ∼ √n+ |ξ−| ∼ √n,
(n+|ξ+|)n+|ξ+| ∼ nn+|ξ+|e|ξ+|, and (n+|ξ−|)n+|ξ−| ∼ nn+|ξ−|e|ξ−| begets (5.1). 
5.2. Stationary Phase Approximation of w(n,ξ). We now derive the following
leading order estimate of w(n,ξ) as ‖ξ‖1 →∞ in a fixed direction in Zd with n fixed.
Theorem 5.3. If ξ ∈ Zd − {0d}, then
(5.9) w(n,λξ) =
(2π)1−3d/2√‖ξ‖1(d+ 1)dλ‖ξ‖1+2n+d/2+1λ−d/2(1 + o(1))
as λ→∞ with n fixed.
To prove this, we will employ the integral representation
w(n,λξ) =
1
(2π)d
∫
[−π,π]d
e−iλξ
Tθ
(
p1,d(e
iθ1 , . . . , eiθd)
)λ|ξ+|
(5.10)
× (p1,d(e−iθ1 , . . . , e−iθd))λ|ξ−|∣∣p1,d(eiθ1 , . . . , eiθd)∣∣2n dθ.
as the positive real parameter λ tends to ∞. Such an oscillatory integral is mostly
amenable to the following variation of stationary phase method [43, Theorem 4.1].
Theorem 5.4 (Pemantle, Wilson). Let A and ϕ be complex-valued analytic func-
tions on a compact neighborhood N of the origin in Rd and suppose that the real
part of ϕ is nonnegative, vanishing only at the origin. Suppose that the Hessian
matrix Hϕ of ϕ at the origin is nonsingular. Denoting I(λ) :=
∫
N A(x)e
−λϕ(x) dx,
there is an asymptotic expansion
I(λ) ∼
∑
ℓ≥0
cℓλ
−d/2−ℓ
where
c0 = A(0d)
(2π)−d/2√
det(Hϕ(0d))
and the choice of sign of the square root is defined by taking the product of the
principal square roots of the eigenvalues of Hϕ(0d).
We say “mostly” because we actually need the following slight modification of
Theorem 5.4.
Corollary 5.5. Let A be a complex-valued continuous function on a compact neigh-
borhood N of the origin in Rd. Let ϕ be a complex-valued analytic function satisfying
the conditions given in Theorem 5.4. Denoting I(λ) := ∫N A(x)e−λϕ(x) dx, then
I(λ) = A(0d) (2πλ)
−d/2√
det(Hϕ(0d))
(1 + o(1))
as λ→∞. The choice of sign of the square root is defined by taking the product of
the principal square roots of the eigenvalues of Hϕ(0d).
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Proof. By the Stone-Weierstrass Theorem, there exists a sequence {Pn}∞n=1 of poly-
nomials in C[x1, . . . , xd] that converges uniformly to A over N . (Technically, it is
the complex unital ∗-algebra generated by C[x1, . . . , xd] that is dense in C(N ,C),
the algebra of complex-valued continuous functions on N , endowed with the infinity
norm. This ∗-algebra, however, is C[x1, . . . , xd] itself since the variables x1, . . . , xd
are real, and so the set of complex-coefficient polynomials on N is closed under
complex conjugation.) Now for each n ∈ N, define
In(λ) :=
∫
N
Pn(x)e
−λϕ(x) dx.
Then for every λ ∈ [0,∞),
|In(λ) − I(λ)| ≤
∫
N
∣∣∣(Pn(x)−A(x))e−λϕ(x)∣∣∣ dx ≤ sup
x∈N
|Pn(x)−A(x)|
∫
N
dx→ 0
as n→∞. Therefore {In}∞n=1 converges uniformly to I. Since each Pn is analytic,
Theorem 5.4 tells us that
In(λ) = Pn(0d) (2πλ)
−d/2√
det(Hϕ(0d))
(1 + o(1))
as λ→∞. If A(0d) 6= 0, then we can use the Moore-Osgood Theorem [46, Theorem
7.11] to conclude that
lim
λ→∞
I(λ)
A(0d)(2πλ)−d/2√
det(Hϕ(0d))
= lim
λ→∞
lim
n→∞
In(λ)
Pn(0d)(2πλ)−d/2√
det(Hϕ(0d))
= lim
n→∞ limλ→∞
In(λ)
Pn(0d)(2πλ)−d/2√
det(Hϕ(0d))
= 1.
If A(0d) = 0, then the cruder limit
lim
λ→∞
I(λ) = lim
λ→∞
lim
n→∞ In(λ) = 0
is adequate. 
Proof of Theorem 5.3. First we invoke the change of variables given by the map
fd : R
d → Rd with components
θj = −τj−1 + τj + δ, for 1 ≤ j ≤ d
where we have introduced the placeholders τ0 ≡ τd ≡ 0 in order to avoid messy
casework later. (One may envision this as a transformation from the Cartesian
coordinate system to a sort-of “signed distance from Ad−1” coordinate system
where, given a point θ0 ∈ Rd, −δ gives the value of t for which the hyperplane
θ1 + · · ·+ θd = 0 intersects with the normal line ℓ(t) = θ0 + t1d and (τ1, . . . , τd−1)
are the coordinates of this intersection point relative to the standard basis of Ad−1.)
The Jacobian matrix of fd is
Jfd(τ1, . . . , τd−1, δ) =

∂θ1
∂τ1
∂θ1
∂τ2
· · · ∂θ1∂τd−1 ∂θ1∂δ
∂θ2
∂τ1
∂θ2
∂τ2
· · · ∂θ2∂τd−1 ∂θ2∂δ
∂θ3
∂τ1
∂θ3
∂τ2
· · · ∂θ3∂τd−1 ∂θ3∂δ
...
...
. . .
...
...
∂θd
∂τ1
∂θd
∂τ2
· · · ∂θd∂τd−1 ∂θd∂δ

=

1 0 · · · 0 1
−1 1 . . . 0 1
0 −1 . . . 0 1
...
...
. . .
. . .
...
0 0 · · · −1 1

,
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a d × d matrix with 1s on the main diagonal, 1s in the last column, −1s on the
subdiagonal, and 0s elsewhere.
We use induction to show that the Jacobian determinant is equal to d. For the
base case d = 1, f1(θ1) = δ which trivially has a Jacobian determinant of 1. Now
assume the induction hypothesis holds for some integer k, that is, det(Jfk) = k.
Laplace expansion along the first row of Jfk+1 yields
det(Jfk+1 ) = det(Jfk) + (−1)k+2 det(J−1,k)
where J−1,k is the k × k Jordan block with eigenvalue −1. We thus have
det(Jfk+1) =︸︷︷︸
ind. hyp.
k + (−1)k+2(−1)k = k + 1.
Since the Jacobian determinant is a nonzero constant, fd is invertible and f
−1
d is
differentiable. The transformation produces the following integral representation:
w(n,λξ) =
d
(2π)d
∫
f
−1
d
([−π,π]d)
e−iλξ
T
f
−1
d (θ)
(
p1,d(e
i(−τ0+τ1+δ), . . . , ei(−τd−1+τd+δ))
)λ|ξ+|
×
(
p1,d(e
−i(−τ0+τ1+δ), . . . , e−i(−τd−1+τd+δ))
)λ|ξ−|
×
∣∣∣p1,d(ei(−τ0+τ1+δ), . . . , ei(−τd−1+τd+δ))∣∣∣2ndτ1 ∧ · · · ∧ dτd−1 ∧ dδ.
Note eiδ and e−iδ can be factored out of
(
p1,d(e
i(−τ0+τ1+δ), . . . , ei(−τd−1+τd+δ)
)λ|ξ+|
and
(
p1,d(e
−i(−τ0+τ1+δ), . . . , e−i(−τd−1+τd+δ))
)λ|ξ−|
, respectively, to get
w(n,λξ) =
d
(2π)d
∫
f
−1
d ([−π,π]d)
e−iλξ
T
f
−1
d (θ)eiδλ|ξ
+|
(
p1,d(e
i(−τ0+τ1), . . . , ei(−τd−1+τd))
)λ|ξ+|
× e−iδλ|ξ−|
(
p1,d(e
−i(−τ0+τ1), . . . , e−i(−τd−1+τd))
)λ|ξ−|
×
∣∣∣p1,d(ei(−τ0+τ1), . . . , ei(−τd−1+τd))∣∣∣2ndτ1 ∧ · · · ∧ dτd−1 ∧ dδ.
Yet
e−iλξ
T
f
−1
d (θ) = e−iλ(ξ1(−τ0+τ1+δ)+···+ξd(−τd−1+τd+δ))
= e−iλ(ξ1(−τ0+τ1)+···+ξd(−τd−1+τd))e−iλδ(ξ1+···+ξd)
and
eiδλ|ξ
+|e−iδλ|ξ
−| = eiδλ(ξ1+···+ξd)
so that every instance of δ in the integrand cancels out, thus yielding
w(n,λξ) =
d
(2π)d
∫
f
−1
d ([−π,π]d)
e−iλ(ξ1(−τ0+τ1)+···+ξd(−τd−1+τd))
×
(
p1,d(e
i(−τ0+τ1), . . . , ei(−τd−1+τd))
)λ|ξ+|(
p1,d(e
−i(−τ0+τ1), . . . , e−i(−τd−1+τd))
)λ|ξ−|
×
∣∣∣p1,d(ei(−τ0+τ1), . . . , ei(−τd−1+τd))∣∣∣2ndτ1 ∧ · · · ∧ dτd−1 ∧ dδ.
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Integrate with respect to δ first to get
w(n,λξ) =
d
(2π)d
∫
N
(2π +m(τ)−M(τ))e−iλ(ξ1(−τ0+τ1)+···+ξd(−τd−1+τd))
×
(
p1,d(e
i(−τ0+τ1), . . . , ei(−τd−1+τd))
)λ|ξ+|(
p1,d(e
−i(−τ0+τ1), . . . , e−i(−τd−1+τd))
)λ|ξ−|
×
∣∣∣p1,d(ei(−τ0+τ1), . . . , ei(−τd−1+τd))∣∣∣2n dτ
=
d
(2π)d
∫
N
A(τ)e−λϕ(τ) dτ
(5.11)
where τ = (τ1, . . . , τd−1), dτ = dτ1 ∧ · · · ∧dτd−1, N = f−1d (spanR(Ad−1)∩ [−π, π]d),
m(τ) = min{−τ0 + τ1, . . . ,−τd−1 + τd}, M(τ) = max{−τ0 + τ1, . . . ,−τd−1 + τd},
A(τ) = (2π +m(τ) −M(τ))
∣∣∣p1,d(ei(−τ0+τ1), . . . , ei(−τd−1+τd))∣∣∣2n ,
ϕ(τ) = −|ξ+| log(E(τ)) − |ξ−| log(E(τ)) + i(ξ1(−τ0 + τ1) + · · ·+ ξd(−τd−1 + τd)),
and
E(τ) = p1,d(e
i(−τ0+τ1), . . . , ei(−τd−1+τd))
where the principal branch of the logarithm is taken.
By the triangle inequality,∣∣∣p1,d(ei(−τ0+τ1), . . . , ei(−τd−1+τd))∣∣∣ ≤ p1,d(|ei(−τ0+τ1)|, . . . , |ei(−τd−1+τd)|)
= p1,d(1, . . . , 1) = d,
and equality occurs if and only if
ei(−τ0+τ1) = · · · = ei(−τd−1+τd).
Referring back to our change of variables, this means that all of the eiθj need to
equal each other in order for E to attain its maximum value of d. But since our
region of integration in (5.11) demands that we have θ ∈ spanR(Ad−1) ∩ [−π, π]d,
if any θj equals ±π, then there must be a different θk equalling −θj. In this case
(2π −m(τ) −M(τ)) = 0, and so the boundary points contribute nothing to I(λ).
Hence the only stationary point of E in f−1d (spanR(Ad−1)∩[−π, π]d) that contributes
to the integral is f−1d (0d), in which case we have
−τ0 + τ1 = · · · = −τd−1 + τd = 0
so that each τj = 0. The same is true for p1,d(e
−i(−τ0+τ1), . . . , e−i(−τd+iτd−1)) =
p1,d(ei(−τ0+τ1), . . . , ei(−τd+τd−1)). Therefore
ℜϕ(τ) = |ξ+| log
∣∣∣p1,d(ei(−τ0+τ1), . . . , ei(−τd−1+τd))∣∣∣−1
+ |ξ−| log
∣∣∣p1,d(e−i(−τ0+τ1), . . . , e−i(−τd−1+τd))∣∣∣−1
≥ |ξ+| log d−1 + |ξ−| log d−1 = −‖ξ‖1 log d
for every τ ∈ N for which p1,d(ei(−τ0+τ1), . . . , ei(−τd−1+τd)) 6= 0 with equality occur-
ring precisely when τ = 0d. Also, since plugging in τ = 0d gives p1,d(1, . . . , 1) 6= 0,
the phase function ϕ is analytic on every compact neighborhood of 0d contained in
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N for which p1,d(ei(−τ0+τ1), . . . , ei(−τd−1+τd)) 6= 0. (Two things are worth pointing
out here. First, N , as the inverse image of a compact set under a continuous map, is
itself compact, and since p1,d is continuous, such nonempty compact neighborhoods
exist. Second, the set of points for which p1,d equal 0 is contained in the zero set
of A(τ).) Provided that Hϕ(0d) is invertible, we can apply Corollary 5.5 to
(5.12) w(n,λξ) =
dλ‖ξ‖1+1
(2π)d
∫
N
A(τ)e−λ(ϕ(τ)+‖ξ‖1log d) dτ.
All that remains is to calculate Hϕ. We find that, for 1 ≤ j ≤ d− 1,
ϕτj =
−|ξ+|(iei(τj−τj−1) − iei(τj+1−τj))
E(τ)
−|ξ
−|(iei(τj−τj+1) − iei(τj−1−τj))
E(τ)
+i(ξj−ξj+1),
and so for all j, k with 1 ≤ j ≤ k ≤ d− 1 and k − j > 1
ϕτjτj = −|ξ+|
(−ei(τj−τj−1) − ei(τj+1−τj))E(τ) − (iei(τj−τj−1) − iei(τj+1−τj))2
[E(τ)]2
− |ξ−| (−e
i(τj−τj+1) − ei(τj−1−τj))E(τ) − (iei(τj−τj+1) − iei(τj−1−τj))2[
E(τ)
]2
ϕτj+1τj = −|ξ+|
ei(τj+1−τj)E(τ) − (iei(τj−τj−1) − iei(τj+1−τj))(iei(τj+1−τj) − iei(τj+2−τj+1))
[E(τ)]2
− |ξ−|e
i(τj−τj+1)E(τ) − (iei(τj−τj+1) − iei(τj−1−τj))(iei(τj+1−τj+2) − iei(τj−τj+1))[
E(τ)
]2
ϕτkτj = |ξ+|
(iei(τj−τj−1) − iei(τj+1−τj))(iei(τk−τk−1) − iei(τk+1−τk))
[E(τ)]2
+ |ξ−| (ie
i(τj−τj+1) − iei(τj−1−τj))(iei(τk−τk+1) − iei(τk−1−τk))[
E(τ)
]2 .
The remaining mixed partial derivatives follow from Clairaut’s theorem. Thus
ϕτjτj (0d) = −|ξ+|
−2d
d2
− |ξ−|−2d
d2
=
2‖ξ‖1
d
ϕτjτj+1(0d) = ϕτj+1τj (0d) = −|ξ+|
d
d2
− |ξ−| d
d2
= −‖ξ‖1
d
ϕτjτk(0d) = ϕτkτj (0d) = 0,
and so
Hϕ(0d) = −‖ξ‖1
d

−2 1 0 · · · 0
1 −2 1 . . . 0
0 1
. . .
. . . 0
0 0
. . .
. . . 1
0 0 · · · 1 −2

,
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which is a d× d symmetric tridiagonal Toeplitz matrix. Using a formula from [35]
det(Hϕ(0d)) =
(
−‖ξ‖1
d
)d
lim
D→−2−
(−1)d sinh((d+ 1) cosh−1(−D/2))
sinh
(
cosh−1(−D/2))
=
(‖ξ‖1
d
)d
(d+ 1)
By Proposition 2.1 of [36], the eigenvalues of Hϕ(0d) are
−‖ξ‖1
d
(
−2− 2 cos kπ
d+ 1
)
=
4‖ξ‖1
d
cos2
(
kπ
2(d+ 1)
)
, for k = 1, 2, . . . , d,
and so the product of the principal square roots of the eigenvalues of Hϕ(0d) is
a nonnegative real number. We thus take the positive square root of Hϕ(0d) and
apply Corollary 5.5 to get that
(5.13) w(n,λξ) =
dλ‖ξ‖1+1
(2π)d
· 2πd2n (2πλ)
−d/2√
(‖ξ‖1/d)d(d+ 1)
(1 + o(1))
as λ→∞. 
5.3. The Association Between w(n,ξ) and Modified Bessel Functions of the
First Kind. The cardinalities w(n,ξ) can be linked to products of modified Bessel
functions of the first kind, which are functions given by the power series
(5.14) Iν(z) =
∞∑
n=0
1
n!Γ(n+ ν + 1)
(z
2
)2n+ν
, for ν ∈ C− Z<0,
where Γ is the eponymous gamma function. It is customary to keep to the principal
branch of (z/2)ν so that Iν is analytic on C− (−∞, 0] and two-valued and discon-
tinuous on the cut Arg z = ±π (if ν 6∈ N0). To facilitate the asymptotic analysis of
w(n,m1d), we will instead work with the normalized Bessel function
(5.15) I˜ν(z) =
∞∑
n=0
Γ(ν + 1)
n!Γ(n+ ν + 1)
(z
2
)2n
, for ν ∈ C− Z<0,
which is entire on C. Next, observe that
(5.16) w(n,ξ) = (n+ |ξ+|)!(n+ |ξ−|)![xn]
d∏
j=1
(
I˜|ξj |(2
√
x)
|ξj |!
)
.
In particular,
(5.17) w(n,m1d) =
n!(n+ d|m|)!
(|m|!)d [x
n]
(
I˜|m|(2
√
x)
)d
.
Bender, Brody, and Meister [5] proved that
(5.18)
(
I˜ν(z)
)d
=
∞∑
n=0
Γ(ν + 1)
n!Γ(n+ ν + 1)
B(ν)n (d)
(z
2
)2n
,
where B
(ν)
n (d) is a polynomial defined recursively by
(5.19) B(ν)n (d) = d
ν + n
ν + 1
B
(ν)
n−1(d) +
n∑
j=1
bj(ν)
n
Γ(ν + 2)
Γ(j + ν + 2)
(
ν + n
j
)
B
(ν)
n−1(d).
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with initial condition b
(ν)
0 (d) = 1. The sequence {bn(ν)}∞n=1 is identified by the
generating function
(5.20)
∞∑
n=1
bn(ν)
(n− 1)!Γ(n+ ν + 1)x
n =
x
Γ(ν + 2)
( √
x
ν + 1
Iν(2
√
x)
Iν+1(2
√
x)
− 2
)
.
However, Moll and Vignat [39] found an alternative characterization of B
(ν)
n (d) in
terms of the exponent d. To start, they exploit the Hadamard factorization
(5.21) I˜ν(z) =
∞∏
k=1
(
1 +
z2
j2ν,k
)
,
where {jν,k}∞k=1 is an enumeration of the zeros of I˜ν(iz), from which it follows that
(5.22) log I˜ν(z) =
∞∑
n=1
(−1)n+1
n
ζn(2n)z
2n,
where ζν is the Bessel zeta function
(5.23) ζν(p) =
∞∑
k=1
1
jpν,k
, for p > 1.
They then cite the fact that the exponential of a power series is computed via
(5.24) exp
[ ∞∑
n=1
an
zn
n!
]
=
∞∑
n=0
Bn(a1, . . . , an)
zn
n!
,
where Bn(a1, . . . , an) is the n
th complete Bell polynomial. (Read [45], section 5.2,
for details.) Multiplying (5.22) by d and then plugging it into (5.24) leads to the
following theorem.
Theorem 5.6 (Moll, Vignat). Define
(5.25) an = a
(ν)
n (d) = (−1)n−1(n− 1)!ζν(2n)d.
Then B
(ν)
n (d) is given by
(5.26) B(ν)n (d) = 4
nΓ(n+ ν + 1)
Γ(ν + 1)
Bn(a
(ν)
1 (d), . . . , a
(ν)
n (d)).
Substitute (5.26) into (5.18) to get
(5.27) w(n,m1d) =
4n(n+ d|m|)!
(|m|!)d Bn(a
|m|
1 (d), . . . , a
|m|
n (d)).
We are now poised to derive the following asymptotic formula.
Theorem 5.7.
(5.28) w(n,m1d) =
√
2π(|m|d)|m|d+1/2
(|m|!e|m|)d
( |m|d2
|m|+ 1
)n
+O(d|m|d+2n−1/2)
as d→∞ with n and m 6= 0 fixed. If m = 0, then
(5.29) w(n,0d) = n!d
n +O(dn−1).
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Proof. Since Bn(a
|m|
1 (d), . . . , a
|m|
n (d)) is a polynomial in d, it suffices to find its
degree and leading coefficient. This is achieved by invoking the Bell polynomial’s
determinantal representation
(5.30)
Bn(a1, . . . , an) = det

a1 −1 0 0 · · · 0
a2 a1 −1 0 · · · 0
a3
(
2
1
)
a2 a1 −1 . . . 0
...
...
...
. . .
. . .
...
an−1
(
n−2
1
)
an−2
(
n−2
2
)
an−3
(
n−2
3
)
an−4
. . . −1
an
(
n−1
1
)
an−1
(
n−1
2
)
an−2
(
n−1
3
)
an−3 · · · a1

.
(This determinantal representation is explained in [16], albeit with a typograph-
ical error.) Each ai includes exactly one factor of d, and so, because the above
matrix is lower triangular save for the superdiagonal comprised entirely of −1s,
Bn(a
|m|
1 (d), . . . , a
|m|
n (d)) is an nth degree polynomial in d with leading coefficient
given by the product of the diagonal entries of (5.30), which is
(5.31)
(
a
|m|
1 (d)
)n
= (dζ|m|(2))n =
(
d
4(|m|+ 1)
)n
.
(Here we have used the fact that ζν(2) =
1
4(ν+1) which is elaborated on page 502
of [55].) Hence
(5.32) w(n,m1d) =
4n(n+ d|m|)!
(|m|!)d
((
d
4(|m|+ 1)
)n
+O(dn−1)
)
.
Applying Stirling’s approximation on (n+ d|m|)! completes the proof. 
Formula (5.32) suggests that w(n,m1d) is roughly equal to(
n+ d|m|
|m|, . . . , |m|, n
)(
d
|m|+ 1
)n
n!
when d is substantially large. In the case that m = 0, we get dnn!, which is
the number of ways to construct a length n string w and a permutation w′ of w,
provided that the characters of w are always mutually distinct. This, of course, is
untrue, and so dnn! is a bit of an overestimate for the number of abelian squares
of length 2n. However, if one chooses a character from Σd uniform randomly and
independently for each letter of w, then the probability that w has no repeated
characters is
d(d− 1) · · · (d− n+ 1)
dn
= 1−O
(
1
dn−1
)
.
The characters of w are therefore asymptotically almost surely different, and so
dnn! is a satisfactory estimate for w(n,0d).
6. Discussion and Future Work
In this chapter we explore three possible areas of future work related to our
exposition in Chapter 3. They concern a combinatorial analogue of Parseval’s
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equation, the Bernstein-Szego˝ measure moment problem, and the “stabilization” of
symmetric functions.
6.1. A Combinatorial Analogue of Parseval’s Equation. We begin by apply-
ing the Cauchy-Hadamard formula to Wξ, for ξ ∈ Zd, to see that Wξ has a radius
of convergence of
(6.1)
1
lim sup
n→∞
|w(n,ξ)|1/n
=
1
lim sup
n→∞
(d2n+d/2+‖ξ‖1(4πn)(1−d)/2)1/n
=
1
d2
.
With this, we can formally state the following theorem.
Theorem 6.1. The spectral density function Sp[√x]∗
1,d
, with |x| < 1/d2, is, up to
sets of measure zero, the only operator f : R→ L2(Td) that satisfies
x
1
2
‖ξ‖1Wξ(x) = f̂(· ;x)(ξ)
for all x ∈ (−1/d2, 1/d2).
Proof. Recall that Sp[√x]∗
1,d
∈ L2(Td) for |x| < 1/d2 due to the stability of p[√x]∗1,d
on this interval. Parseval’s equation thus dictates that
(6.2)
∑
ξ∈Zd
x‖ξ‖1 [Wξ(x)]2 =
1
(2π)d
∫
[0,2π]d
∣∣∣Sp[√x]∗
1,d
(eiθ1 , . . . , eiθd)
∣∣∣2 dθ <∞,
for all x ∈ (−1/d2, 1/d2). Uniqueness now follows from Plancherel’s theorem. 
Observe that the proof of Theorem 6.1 relies only on the quadratic integrability
of Sp[x]∗
1,d
and nothing else. Parseval’s equation and Plancherel’s theorem handle
the rest. The punchline to Theorem 6.1 holds generally in any compact abelian
group, as we explain next. Details behind the vocabulary and analysis involved
herein can be found in [26].
Lemma 6.2. Let G be a compact abelian group with Haar measure µ and let Ĝ and
µ̂ be the Pontrjagin duals of G and µ, respectively. Let F be the Fourier transform
on L2µ(G), let B be an orthonormal basis of L
2
µ̂(Ĝ), and let G be a family of power
series in C[[z]] that share a common radius of convergence R > 0. If there is an
operator f : C→ L2µ(G) such that Ff(· ; z) is a bijection from B onto G for |z| < R,
then
(6.3)
∑
g∈G
|g(z)|2 = ‖Ff(· ; z)‖22.
Furthermore, if h(· ; z) ∈ L2µ(G) and Fh(· ; z)|B = Ff(· ; z)|B for |z| < R, then
h(· ; z) = f(· ; z) almost everywhere.
Lemma 6.2 is an immediate consequence of the fact that F is a unitary isometric
isomorphism from L2µ(G) onto L
2
µ̂(Ĝ). Although G need only be a locally compact
abelian group to possess a Fourier transform, compactness means that the Peter-
Weyl theorem holds. This equips L2µ̂(Ĝ) with the inner product necessary to even
discuss an orthonormal basis B. If the binary operation on G is weakened to be
noncommutative, then F takes values as Hilbert space operators, which strikes
us as unhelpful; we are dealing with mere generating functions after all. Lemma
6.2 also suggests that such a family G can be “canonically” indexed: simply set
ge(z) := Ff(· ; z)(e) for each e ∈ B.
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One may wonder whether there is any combinatorial significance to (6.3). There
is, but only under careful circumstances. If G is a family of OGFs for unlabeled
combinatorial classes, then the L2 norm on Ĝ inherits enumerative meaning, which
we illustrate next. Here we incorporate the nomenclature of Theorem I.1 in [23].
Theorem 6.3. Let A be a family of unlabeled combinatorial classes and let G be
the corresponding family of OGFs. If there is a compact abelian group G and an
operator f : C→ L2(G) satisfying the conditions of Lemma (6.2), then, for x ∈ R,
‖Ff(· ;x)‖22 is the OGF for the disjoint union
⊔
A∈A
A×A.
Proof. If g is the OGF of an unlabeled class A, then g2 is the OGF of A × A.
Since the sum in (6.3) converges for |x| < R and the disjoint union of combinatorial
classes translates as the sum of their generating functions, we see that
∑
g∈G
g2(x) is
the OGF of
⊔
A∈A
A×A. 
Theorem 6.3 holds more generally in any inner product space. Indeed, if there is
a complex inner product space H, an orthonormal basis B of H, and an H-valued
operator vz , z ∈ C, such that 〈vz , ·〉 is a bijection from B onto a family G of power
series in C[[z]] sharing a common radius of convergence R > 0, then
‖vz‖2 =
∑
g∈G
|g(z)|2
due to the Pythagorean theorem. We prefer the backdrop of compact abelian
groups, however, for two reasons. First, the function Ff(·; z) in Lemma 6.2 is,
in some sense, a “generating function of generating functions” and acquires both
Fourier analytic and enumerative underpinnings. Secondly, we hope that by nar-
rowing our attention to compact abelian groups, previously untapped tools from
abstract harmonic analysis may help systematize both the singularity analysis of
OGFs that happen to be images of some Fourier transform as well as the symbolic
calculus of their corresponding combinatorial classes.
Example 6.4. If A = {Wξ : ξ ∈ Zd}, G = {gξ : gξ(x) = x 12‖ξ‖1Wξ(x), ξ ∈ Zd},
and G = Td, we recover the context for offset words over a d-letter alphabet. As
shown in the proof of Theorem 3.9, FSp[√x]∗
1,d
(ξ) = x
1
2
‖ξ‖1Wξ(x) for all ξ ∈ Zd,
and so, by Theorem 6.3, ‖Sp[√x]∗
1,d(ξ)
‖22 is the OGF for
⊔
ξ∈Zd
Wξ ×Wξ.
In light of Theorem 6.3, it is compelling to regard
1
(2π)d
∫
[0,2π]d
1
|1− xp1,d(eiθ1 , . . . , eiθd)|4
dθ
as the OGF for the number of strings in Σ∗d that is the concatenation of two words
offset by the same integer vector, counted according to the length of the string, by
associating an ordered pair of strings (w,w′) with ww′. This interpretation is flawed
however. For instance, every abelian square w is the concatenation of two abelian
squares in at least two ways, namely εw and wε, which are counted as different
in the preceding framework. (Table 1 even concretely shows that duplicates of the
same ordered pair can emerge in the disjoint union.) Another challenge stems from
the fact that the various classes of offset words are neither counted according to the
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Table 1. Connection between ‖Sp[√x]∗
1,2
‖22 and
⊔
ξ∈Z2
Wξ×Wξ. For
“cloned” ordered pairs, elementhood is also included.
n [xn]‖Sp[√x]∗
1,2
‖22 length n elements of
⊔
ξ∈Z2
Wξ ×Wξ
0 1 (ε, ε)
2 8
(ε, 11), (11, ε), (ε, 22), (22, ε),
(1, 1) ∈ W2(1,0), (1, 1) ∈ W2(−1,0),
(2, 2) ∈ W2(0,1), (2, 2) ∈ W2(0,−1)
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(ε, 1111), (1111, ε), (ε, 2222), (2222, ε),
(ε, 1212), (1212, ε), (ε, 1221), (1221, ε),
(ε, 2112), (2112, ε), (ε, 2121), (2121, ε),
(1, 111) ∈ W2(1,0), (111, 1) ∈ W2(1,0),
(1, 111) ∈ W2(−1,0), (111, 1) ∈ W2(−1,0),
(1, 122), (122, 1), (1, 221), (221, 1),
(1, 212) ∈ W2(1,0), (212, 1) ∈ W2(1,0),
(1, 212) ∈ W2(−1,0), (212, 1) ∈ W2(−1,0),
(2, 222) ∈ W2(0,1), (222, 2) ∈ W2(0,1),
(2, 222) ∈ W2(0,−1), (222, 2) ∈ W2(0,−1),
(2, 112), (112, 2), (2, 211), (211, 2),
(2, 121) ∈ W2(0,1), (121, 2) ∈ W2(0,1),
(2, 121) ∈ W2(0,−1), (121, 2) ∈ W2(0,−1),
(11, 11) ∈ W2(0,0), (11, 11) ∈ W2(2,0), (11, 11) ∈ W2(−2,0),
(22, 22) ∈ W2(0,0), (22, 22) ∈ W2(0,2), (22, 22) ∈ W2(0,−2),
(11, 22), (22, 11),
(12, 12) ∈ W2(1,1), (12, 12) ∈ W2(1,−1), (12, 12) ∈ W2(−1,−1),
(21, 21) ∈ W2(1,1), (21, 21) ∈ W2(−1,1), (21, 21) ∈ W2(−1,−1),
(12, 21) ∈ W2(1,1), (12, 21) ∈ W2(−1,−1),
(21, 12) ∈ W2(1,1), (21, 12) ∈ W2(−1,−1)
length of the word nor are they pairwise disjoint as shown in Proposition 3.4. We
do believe, however, that the above integral can be linked to string concatenations
in spite of the aforementioned shortcomings.
6.2. The Bernstein-Szego˝ Measure Moment Problem. The classical moment
problem asks to find necessary and sufficient conditions for which an arbitrary
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sequence of real numbers m1,m2, . . . is the sequence of moments
∫
E
xn dµ(x) of
a real measure µ over a specified range of integration E. (See, for instance, [1]
and [47].) One modern version of this problem, and a particular source of motivation
for this manuscript, is, given complex numbers c0 = c0, . . . , cn = c−n, to find a
positive measure σ on T = {z ∈ C : |z| = 1} with moments σ̂(k) = ∫
T
zk dσ(z) = ck
for each k ∈ [−n : n]. We refer readers to [4] as a possible introduction to the study
of assorted moment problems and other satellite topics. A classical Bernstein-Szego˝
measure is a measure on T of the form |P (z)|−2 dz, where P is a univariate strongly
D-stable polynomial. These measures were first studied by Szego˝ in [51]. Bernstein
later considered a real line analog in [6].
The Bernstein-Szego˝ measure moment problem asks to find an nth degree single-
variable strongly D-stable polynomial P so that the moments ŜP (k) of the classical
Bernstein-Szego˝ measure stemming from the spectral density function SP satisfy
ŜP (k) = ck for k = −n, . . . , n. Equivalently, the Fourier coefficients
1
2π
2π∫
0
e−ikθSP (eiθ) dθ
must match the prescribed ck. This moment problem is solvable if and only if the
(n+1)×(n+1) Toeplitz matrix T = (ci−j)ni,j=0 is positive definite. In this situation,
the strongly D-stable polynomial P (z) = P0+ · · ·+Pnzn, which is unique when we
impose that P0 > 0, can be found via the Yule-Walker equation
c0 c1 · · · cn
c1 c0
. . .
...
...
. . .
. . . c1
cn · · · c1 c0


P0
P1
...
Pn
 =

(
P0
)−1
0
...
0
 .
Historical progress towards this solution is grounded in the works of Carathe´odory,
Toeplitz, and Szego˝. Documented accounts and synopses of the subsequent mathe-
matics developed by these three are relayed in [1] and [2]. Proofs of a matrix-valued
version and a stronger, operator-valued version of the prior fact are offered in [19]
and [30], respectively.
In the series of papers [27], [20], and [21], Genin and Kamp, who are later
accompanied by Delsarte, initiated research towards establishing a general theory of
multivariable orthogonal polynomials and Bernstein-Szego˝ measures over Td. In the
bivariate setting, complex numbers ck,l, (k, l) ∈ [0 : n]× [0 : m] are given. Geronimo
and Woerdeman [28] showed that there exists a strongly D2-stable polynomial
P (z, w) =
n∑
k=0
m∑
l=0
Pk,lz
kwl
with P0,0 > 0 so that its spectral density function SP has Fourier coefficients
ŜP (k, l) = 1
4π2
2π∫
0
2π∫
0
e−ikθ1−ilθ2SP (eiθ1 , eiθ2) dθ1dθ2 = ck,l, k = 0, . . . , n, l = 0, . . . ,m
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if and only if there are complex numbers ck,l, (k, l) ∈ [1 : n] × [−m : −1], so that
the (n+1)(m+1)× (n+1)(m+1) doubly indexed Toeplitz matrix Γ = (Ci−j)ni,j=0,
where Ck = (ck,i−j)ni,j=0 for k = −n, . . . , n and c−k,−l = ck,l, has the following two
properties:
(1) Γ is positive definite.
(2) The (n + 1)m × (m + 1)n submatrix of Γ obtained by removing scalar rows
1 + j(m+ 1) for j = 0, . . . , n and scalar columns 1, 2, . . . ,m+ 1, has rank mn.
Note that there are two key differences between this theorem and the solution to the
classical Bernstein-Szego˝ measure moment problem. First, the ck,l with indices of
mixed sign are missing and need to be identified. Second, the positive-definiteness
of Γ no longer guarantees the existence of a stable polynomial with the desired
properties; a low-rank condition must be satisfied as well.
A related result is the Feje´r-Riesz factorization lemma which states that a pos-
itive trigonometric polynomial on T can be written as the modulus squared of a
strongly D-stable polynomial of the same degree. Geronimo and Woerdeman [28]
discovered a bivariate version of this fact as a corollary to their solution of the
Bernstein-Szego˝ measure moment problem over T2. In particular, they showed that
if f(z, w) =
∑n
k=−n
∑m
l=−m fklz
kwl is positive for |z| = |w| = 1, then there exists a
strongly D2-stable polynomial P with f(z, w) = |P (z, w)|2 if and only if the matrix
Γ given above built from the Fourier coefficients ck,l :=
1̂
f (k, l) of the reciprocal of
f satisfies condition (2) above.
An elusive open problem is whether Geronimo and Woerdeman’s results can be
further generalized to three or more variables. We also wonder if there is anything
combinatorially noteworthy about |p[x]∗r,d|2 as a Feje´r-Riesz product. Moreover,
are there other combinatorial classes whose generating functions are moments of
Bernstein-Szego˝ measures?
To many readers, our appeal to spectral density functions may be a tad mys-
terious. In the end, we believe that there is something intrinsically special about
Bernstein-Szego˝ measures and spectral density functions, both as analytic and,
now, combinatorial objects. We bring up the Bernstein-Szego˝ measure moment
and Feje´r-Riesz factorization problems in hopes that, in light of this paper, others
also see them as questions of combinatorial interest.
6.3. Stabilized Symmetric Functions. It was a wonderful surprise to us that the
Fourier coefficients of the stabilized power sum symmetric polynomials are OGFs for
combinatorial classes of offset words. This prompts us to speculate about similar
stabilization procedures for symmetric functions as a whole. Can one suitably
“stabilize” any symmetric function in such a way that the Fourier coefficients of its
spectral density function are OGFs for a family of combinatorial classes comprised
of elements from some free object over a finite set? Furthermore, would such
classes unilaterally categorize all finite words in some fashion? Or are our results
here utterly coincidental?
We hope that there are still some profound interactions between the theories of
symmetric functions and spectral density functions waiting to be unearthed. There
is assuredly much remaining to be understood about both areas.
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