Abstract-Given a linear systemẋ = Ax, where A is an n × n matrix with m nonzero entries, we consider the problem of finding the smallest set of state variables to affect with an input so that the resulting system is structurally controllable. We further assume we are given a set of "forbidden state variables" F which cannot be affected with an input and which we have to avoid in our selection. Our main result is that this problem can be solved deterministically in O(n + m √ n) operations.
I. INTRODUCTION
This paper is about the problem of controlling linear systems by affecting them in a small number of state variables. Our motivation comes from recent interest in the control of systems which are large-scale in the sense of being modeled with a very large number of variables. Since it is often not economical to implement control strategies which affect most (or even many) of these variables, we study here the possibility of controlling systems with inputs which instead only affect a few variables.
Given a linear system,
where A ∈ R n×n is given, we consider whether it is possible to choose an input matrix B ∈ R n×n such that the resulting system with input,
is controllable, and the matrix B has the smallest possible number of rows with a nonzero entry. Note that each row of B with a nonzero entry corresponds to a variable of the system of Eq. (1) affected with an input. In addition, we assume that we are also given a set F ⊂ {1, . . . , n} consisting of variables which cannot be affected with an input; this means that the corresponding rows of B have to consist entirely of zero entries. Intuitively, some variables of the system may be out of reach of any actuator or control strategy we design and should not be considered as possible input locations. Unfortunately, it was recently observed that this problem is NP-hard even in the case when F = ∅ [23] . We Alex Olshevsky is with the Department of Industrial and Enterprise Systems Engineering, University of Illinois at Urbana-Champaign, Email: aolshev2@illinois.edu are therefore forced to consider possible relaxations of the problem which may be solvable in polynomial time. One approach, studied in [23] , is to study approximation algorithms, i.e., to try to find a B in polynomial time which does not have too many nonzero rows compared to the optimal matrix.
In this paper we consider a different relaxation of the problem, pioneered by the recent papers [6] , [15] , [27] , [28] : we would like Eq. (2) to be structurally controllable rather than controllable. A formal definition of structural controllability is given in Section II, but loosely speaking this means we are considering controllability for arbitrarily small perturbations of the nonzero entries of the matrix A. In many cases, the nonzero entries of the matrix A are not precisely known and little is lost by instead considering system controllability after an arbitrary small perturbation of them. We will refer to this (i.e., to the problem of finding B with fewest nonzero rows making Eq. (2) structurally controllable) as the minimum structural controllability problem.
A. Previous work and our results in this paper
Similar questions have recently been considered in the recent works of [15] and [6] , [27] , [28] in the setting when F = ∅, i.e., there are no forbidden variables. In [15] , the question of finding a B with the smallest number of columns with a nonzero entry was considered. The number of columns of B with a nonzero entry corresponds to the number of components of the vector u in Eq. (2) which end up affecting the system; intuitively, this is a measure of the number of independent signals which are needed to control the network. In the language of [15] , each such entry of u corresponds to a "driver node." It was shown in [15] that if A has m nonzero entries, then a matrix B rendering Eq. (2) structurally controllable with fewest number of columns with a nonzero entry can be found in O(n + m √ n) operations. There is a close connection between structural controllability and the problem of finding maximum matchings in a graph, as pointed out in [4] , [15] , [20] and as we reprise in Section III in this paper. The significance of the running time O(n+m √ n) achieved by [15] is that it is the same as the best currently known deterministic complexity for finding a maximum cardinality matching in a bipartite graph.
Although at first glance the problem of finding a B with fewest number of columns with a nonzero entry appears extremely similar to the minimum structural controllability problem, the two problems are quite different. Intuitively, there is no reason why the number of independent signals needed to control a network should have a close relationship with the number of variables of the system which needs to be affected.
To illustrate this, consider the case when A is diagonal with every diagonal entry nonzero. It is immediate that the system is structurally controllable with a B with only a single column with nonzero entries, i.e., we may take the first column of B to be the all-ones vector and set the remaining entries of B to zero. On the other hand, the smallest number of rows with nonzero entries in a B making such a system structurally controllable is n: since there is no coupling between variables, it is immediate that every variable needs to be affected.
To our knowledge, the first papers considering the minimum structural controllability problem were the recent works [5] - [8] and [27] , [28] . In [5] , [6] , [8] graph theoretic conditions and bounds were given for several variations of the minimal structural controllability problem, ultimately bounding the number of additional inputs needed in terms of critical connection components and rank defects in corresponding graphs. An explicit characterization of the solution of the minimal structural controllability problem with a single input was given in [7] . In [28] , algorithms for the minimal structural controllability problem were considered. Although formally this paper considered the problem of finding a matrix B with fewest nonzero entries in total, it is not hard to see this is equivalent to the minimum structural controllability problem (see Section II for a discussion of this). These papers gave an algorithm which took O(mn 1.5 ) operations to produce a solution. The paper [27] then provided an O(n 3 ) algorithm for this problem. Our contribution in this paper is to provide an algorithm for the minimum structural controllability problem (additionally with an arbitrary set of forbidden variables F ⊂ {1, . . . , n}) which runs faster, namely in O(n + m √ n) operations. This is always faster by a factor of √ n compared to the previously best running times in [27] , [28] and is better by a factor of n when the graph corresponding to A is sparse, i.e., if m = O(n). More importantly, our finding is that it is possible to solve the minimum structural controllability problem as fast as the currently-best complexity of deterministically finding a maximum matching in a bipartite graph. This paper omits all the proofs of our main result due to length limitations; rather, we will merely describe the algorithm, which is based on some rather elaborate graph-theoretic constructions, and whose description will take up the entire length of the paper. The reader interested in the proofs may consult the full version of this paper (to be submitted to a journal) which is available on the arxiv as [24] . Furthermore, [24] contains a number of graphs and illustrations which had to be omitted from the current version due to length limitations which make the somewhat messy graph-theoretic constructions we describe easier to visualize.
B. Literature overview
The concept of structural controllability was introduced in the groundbreaking paper of Lin [14] , which provided a combinatorial necessary and sufficient condition for a system with given matrices A, B to be structurally controllable. Lin's work was elaborated upon in a number of now-classic works in the 1970s and 1980s. We are not able to survey the entire classic literature on the subject and instead point the reader to the relatively recent survey [9] .
There has been considerable contemporary interest in structural controllability as well as minimum controllability problems as a result of the recent Nature paper of Liu, Slotine, and Barabasi [15] . We mention [17] by the same authors which studied the applications of this framework to the observability of biological networks, as well as [12] , [16] , [29] by the same research group which examined the effects of network statistics on controllability. We have already described the recent works of Commault and Dion [6] and Pequito, Kar, and Aguilar [27] , [28] which are the most closely related papers to this work. The earliest reference on such problems we are aware of is the work of Simon and Mitter from 1960's [33] which considers synthesizing observers which take as few as possible measurements of the state. We also mention [31] which studies application of controllability problems to model checking. Finally, structural controllability over finite fields was investigated by Sundaram and Hadjicostis [37] .
There has also been much interest in input selection for strong structural controllability problems (introduced in the 1970s by Mayeda and Yamada [18] ) wherein the requirements to be satisfied are more stringent, namely that the system has to be controllable for arbitrary perturbations to its nonzero entries. Unfortunately, it turns out that in the setting of strong structural controllability, input selection problems tend to be NP-hard; two recent references establishing such results are [2] and [19] .
A closely related strand of work studies input selection for minimum-energy control; we refer the reader to [26] , [34] - [36] , [40] . For multi-agent systems with nearest-neighbor interactions, controllability was investigated nearly a decade ago by Tanner [38] and Ji, Muhammed, and Egerstedt [11] with recent work in [1] , [3] , [21] , [22] , [25] , [39] .
We remark that minimal controllability problems such as the one we consider here are closely related to the recent literature on network controllability which seeks to relate graph-theoretic properties of network to controllability. The development of easily optimizable necessary and sufficient conditions for controllability properties of networks would have immediate consequences for the input selection problems of the kind we consider. However, in the non-structural case, such conditions appear to be challenging to obtain, though much can be said in some particular cases. We refer the reader to [21] , [22] , [25] , [30] as well as the recent survey [10] which provides an overview of the area.
II. PROBLEM STATEMENT AND OUR RESULT
We now give a formal statement of the problem we will be considering as well as of our main result. We begin with a brief introduction to the notion of structural controllability.
We define the zero pattern of a matrix P , denoted by Z(P ), to be the set of entries (i, j) such that P ij = 0. Given two matrices A, B the linear system of Eq. (2) is called structurally controllable if there exist matrices A , B with the same dimensions as A, B, which satisfy
such that the linear systeṁ
is controllable. The concept of structrual controllability was introduced in the pioneering work of Lin [14] , and it was shown in [14] , [32] that if Eq. (2) is structurally controllable, then in fact the linear system of Eq. (3) is controllable for allmost all pairs of matrices A , B whose zero sets contain the zero sets of A and B. In particular, if Eq. (2) is structurally controllable, then it is possible to perturb the nonzero entries of A and B by an arbitrarily small amount and obtain a controllable system. Here we will be concerned with what we call the "minimum structural controllability problem," which we describe now (actually, we describe a particular version of the problem which we will see is equivalent to the general case). Given a matrix A ∈ R n×n and set of forbidden variables F ⊂ {1, . . . , n} we seek to find a set I ⊂ {1, . . . , n} of minimum cardinality such that
is structurally controllable, where B(I) is some diagonal matrix satisfying B ii (I) = 0 if and only if i ∈ I.
Observe that each nonzero diagonal entry of B(I) corresponds to a variable of the linear systemẋ = Ax affected with an input, while each zero diagonal entry corresponds to a variable unaffected. Note that the minimum structural controllability problem may not have a solution, for example if F = {1, . . . , n}. When a solution does exist, we will adopt the convention of saying the minimum structural controllability problem is solvable. Furthermore, note that the actual nonzero diagonal values of B(I) do not matter, i.e., if Eq. (4) is structurally controllable with one diagonal B(I) satisfying Eq. (5) then it is structurally controllable with all such B(I) 1 . We remark that this is equivalent to the problem of finding B having the fewest number of rows with a nonzero entry such that Eq. (2) is structurally controllable. Indeed, given any B making Eq. (2) structurally controllable, we can simply set I to be the set of rows of B with a nonzero entry, and then any matrix B(I) satisfying Eq. (5) renders Eq. (2) structurally controllable. Thus nothing is lost by searching for diagonal matrices B.
Furthermore, the minimum structural controllability problem is also equivalent to the problem of finding B having fewest nonzero entries making Eq. (2) structurally controllable. The reasoning is the same as in the previous paragraph: given B, define I once again to be the set of rows of B with a nonzero entry, and we then we have that B(I) cannot have more nonzero entries than B.
This paper analyzes the complexity of solving the minimum structural controllability problem in terms of the problem parameters, which are n and m (recall these are, respectively, the dimension of A and the number of nonzero entries in A). We assume that A is given to us in the form of a list of of all the entries (i, j) such that A ij = 0; and the set F of forbidden nodes is given to us as a list of entries in {1, . . . , n}. We will use the standard unit-cost RAM model of computation. We can define the graph G(A) to be the directed graph with the vertex set {1, . . . , n} and edge set E(A) = {(i, j) | A ji = 0}. We will refer to G(A) as the adjacency graph of A.
As previously mentioned, our main result is an algorithm which finds a set I asked for by the minimum structural controllability problem, or declares that no such set exists, in O(n + m √ n) operations. This will be done under an assumption which we now describe and which carries no loss of generality. Without loss of generality, we will make the assumption in the remainder of the paper that no node in G(A) is isolated (a node is isolated if it has no incoming or outgoing edges, which means the corresponding row and column of A is identically zero). This can indeed be done without loss of generality since all variables corresponding to isolated nodes clearly need to be affected by inputs, and since all isolated nodes can be enumerated straightforwardly in O(n + m) operations.
We now describe the structure of the remainder of the paper. In the following Section III we describe a combinatorial reformulation of the minimal structural controllability problem. It is this combinatorial reformulation whose solution we sketch in the following Section IV. No results are proved in this paper, however; the reader may consult [24] for proofs.
III. A COMBINATORIAL REFORMULATION
Since the values of the nonzero entries of the matrices A, B do not appear in the definition of structural controllability, it is usually convenient to restate questions about structural controllability in terms of graphs corresponding to these matrices. Here we describe such a combinatorial reformulation of the minimum structural controllability problem. We do not claim any novelty for this reformulation as it is a trivial modification of Theorems 5 and 8 from [27] , [28] and Theorem 10 from [6] . Nevertheless, we take the opportunity to restate these results using our own terminology which we will need throughout the remainder of this paper.
We define a partitioned directed graph to be an ordinary directed graph G = (V, E) equipped with a partition of the set of vertices V = V u ∪V s , V u ∩V s = ∅ such that the edge set E contains no edges whose destination is in V u . Given the linear system of Eq. (2) where A has dimensions n × n while B has dimensions n × k, we will associate a partitioned directed graph by setting V s = {1, . . . , n}, V u = {1 , . . . , k } and defining the edge set E to consist of all the edges (i, j) with A ji = 0 and (i , j) with B ji = 0.
For any directed graph (ordinary or partitioned), we will use the following notation: given a subset of the vertices S, we will use N − (S) to refer to the set of in-neighbors of S and N + (S) will refer to the set of out-neighbors of S. A subset of the vertices S is called contracting if |N − (S)| < |S|. Theorem 1. The linear system of Eq. (2) is structurally controllable if and only if the associated partitioned graph G = (V u ∪ V s , E) satisfies the following two conditions: 1) Any node in V s is reachable by a path starting from some node in V u . 2) No subset of V s is contracting.
For a proof of this theorem, see [14] , [32] . In a slight abuse of notation, we will now say that a partitioned graph is structurally controllable if it satisfies both of these conditions. We define a matching M in a directed graph to be a subset of the edges such that no two edges in M have a common source or a common destination. We will say that a vertex v is unmatched with respect to a matching M if there is no edge in M which has v as its destination. We will use U (M ) will denote the set of unmatched nodes in the matching M . A matching M in a directed graph is said to be perfect U (M ) = ∅, i.e., if no node is unmatched. We extend this definition to partitioned graphs as follows. Note that in a partitioned graph G = (V u ∪V s , E), no node of V u has any incoming edges; consequently, we will say that a matching M in a partitioned graph G is perfect if U (M ) = V u , i.e., if no node in V s is unmatched.
With these definitions in place, it can be seen that condition (2) of Theorem 1 may be restated more conveniently in terms of matchings. The reader may find a quick proof of this in [15] ; see also [4] , [20] . Now as a consequence of Theorem 1 and Theorem 2, we can reformulate the minimum structural controllability problem in combinatorial terms. This will require several more definitions.
Given a directed graph G and the set of forbidden vertices F , a matching M in G is called an allowed matching if U (M ) ∩ F = ∅, i.e., if no node in F is unmatched. F We define the condensation of any graph to be the directed acyclic graph obtained by collapsing together the strongly connected components; the condensation of G(A) will be denoted by G cond (A). In any directed graph, we will say that a vertex is a source vertex if it has no incoming edges. We will say that a connected component of G(A) is a source connected component if it collapses to a source vertex in G cond (A). Finally, given a matching M in a directed graph G, we define the cost of the matching to be the number of unmatched vertices plus the number of source strongly connected components without an unmatched node.
We can now state the combinatorial reformulation of the minimum structural controllability problem. We mention once again that this result is a trivial modification of Theorems 5 and 8 from [27] , [28] as well as Theorem 10 from [6] . Furthermore, the optimal set I asked by the minimum structural controllability problem can be recovered in O(m) operations from the minimum cost allowed matching in G(A).
IV. FINDING A MINIMUM COST ALLOWED MATCHING
Having proved Proposition 3, we need only concern ourselves with a purely combinatorial question: given a directed graph G and a set of forbidden vertices F , how do we find an allowed matching of minimum cost (or declare that no allowed matching exists)? In this section, we describe how to solve this problem in O(m √ n) operations. Coupled with Proposition 3, this immediately implies our main result, namely that the minimum structural controllability problem is solvable in O(n + m √ n) operations (note that the additional factor of n comes from making sure the graph G(A) has no isolated nodes; we assumed this in the previous section, but ensuring this requires O(m + n) operations as we previously noted).
Our algorithm has two parts. First, we will describe how to find an allowed matching (or declare none exists) in O(m √ n) operations. This is done in Section IV-A and is basically an immediate application of the wellknown Hopcroft-Karp algorithm for maximum bipartite matchings. Next, we describe an augmentation process which, starting from an allowed matching, produces a minimum cost allowed matching in O(m √ n) additional operations. This is described in Section IV-B. Putting together the results of these two sections immediately gives that the minimum cost allowed matching problem can be solved in O(m √ n) operations.
A. Finding an allowed matching, if it exists
In this section we address the question of finding an allowed matching in a graph. It could very well be that, for some directed graph G and set of forbidden vertices F , no allowed matching exists; for example, if two nodes in F have have in-degree one with the same in-neighbor, at least one of them is bound to be unmatched.
Here we reformulate this problem as a a bipartite matching problem which can then be solved using the Hopcroft-Karp algorithm in O(m √ n) operations. Along the way, we introduce some definitions which will be useful to us.
Given a directed graph G, the splitting of G is defined to be the directed bipartite graph obtained as follows: for every node u, we create two nodes u src and u dst , and for every edge (u, v) in the original graph we put the edge (u src , v dst ). We will refer to all the nodes u src as "source nodes" and to the nodes v dst as "destination nodes." We will say the edge (u, v) in G and the edge (u src , v dst ) "correspond to each other."
Given a directed graph G = (V, E) and a set V ⊂ V ,we will say that the subgraph determined by V is the graph with vertex set V ∪ N in (V ) ∪ N out (V ) and edge set (a, b) ∈ E such that at least one of a, b belongs to V .
We then have the following fact.
Proposition 4. Let G F be the graph obtained by taking the subgraph of the splitting of G determined by the destination vertices of F and viewing it as an undirected graph by ignoring the orientations of the edges. Then an allowed matching in G exists if and only if the maximum cardinality matching in G F is of size |F |.
Moreover, an allowed matching can be recovered in O(n) operations from a matching in G F of size |F |.
B. The augmentation procedure for minimum cost allowed matchings
Let us recap our progress thus far. We began in Section III by pointing out that we can spend O(m + n) operations to ensure our graph G(A) has no isolated nodes, which allows us to assume throughout the remainder of the paper that n ≤ 2m. In Proposition 3, we showed that a solution to the minimum structural controllability problem can be recovered from a minimum cost allowed matching in a certain graph, and this construction of this graph and the recovery of this solution will take O(m) operations. Subsequently, in Proposition 4 we observed that an allowed matching in the same graph can be found using the Hopcroft-Karp algorithm in O(m √ n) additional operations.
It is further possible to describe an "augmentation procedure" which, starting from an allowed matching, finds a minimum cost allowed matching in O(m √ n) operations. Putting all these results together implies our main finding, which is that the complexity of the minimum structural controllability problem is O(n + m √ n). We omit the details here and refer the reader to the full version of our paper [24] .
