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НЕКОТОРЫЕ ЗАМЕЧАНИЯ О ЛИНЕЙНЫХ
ФУНКЦИОНАЛЬНО-ДИФФЕРЕНЦИАЛЬНЫХ
НЕРАВЕНСТВАХ ГИПЕРБОЛИЧЕСКОГО ТИПА*
It is proved that for the validity of a theorem on differential inequalities for the hyperbolic equation
∂2u(t, x)
∂t ∂x
= `(u)(t, x) + q(t, x)
with a nonincreasing linear operator ` : C
(
[a, b] × [c, d];R) → L([a, b] × [c, d];R), it is necessary that
the operator indicated be an (a, c)-Volterra operator.
Показано, що для того, щоб для лiнiйного функцiонально-диференцiального рiвняння гiперболiчно-
го типу
∂2u(t, x)
∂t ∂x
= `(u)(t, x) + q(t, x)
з вiд’ємним лiнiйним оператором ` : C
(
[a, b] × [c, d];R) → L([a, b] × [c, d];R) була справедливою
теорема про диференцiальнi нерiвностi, необхiдною є (a, c)-вольтерровiсть оператора `.
1. Введение. На прямоугольнике D = [a, b]× [c, d] рассмотрим линейное функцио-
нально-дифференциальное уравнение гиперболического типа
∂2u(t, x)
∂t ∂x
= `(u)(t, x) + q(t, x), (1.1)
где ` : C
(D;R) → L(D;R) — линейный ограниченный оператор, а q ∈ L(D;R).
Как обычно в теории Каратеодори, под решением уравнения (1.1) понимаем
функцию u ∈ C∗(D;R) (см. п. 2), удовлетворяющую почти всюду на D этому
уравнению.
Известно, что теоремы о дифференциальных неравенствах играют важную роль
в теории обыкновенных и функционально-дифференциальных уравнений и имеют
много полезных следствий. Эти результаты очень важны, например, для метода
нижних и верхних функций и техники монотонных итераций, эффективных при
доказательстве существования решений различных начальных и краевых задач (см.,
например, [1 – 6] и приведенную там библиографию).
Теорему о функционально-дифференциальных неравенствах гиперболического
типа можно сформулировать следующим образом.
Определение 1.1 [7]. Будем говорить, что для уравнения (1.1) справедлива
теорема о дифференциальных неравенствах, и писать ` ∈ Sac(D), если имеет
место следующая импликация:
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u ∈ C∗(D;R),
utx(t, x) ≥ `(u)(t, x) для почти всех (t, x) ∈ D,
u(a, c) ≥ 0,
ut(t, c) ≥ 0 для почти всех t ∈ [a, b],
ux(a, x) ≥ 0 для почти всех x ∈ [c, d]

=⇒
=⇒ u(t, x) ≥ 0 для (t, x) ∈ D.
Заметим, что в отличие от скалярных обыкновенных дифференциальных урав-
нений можно легко построить пример уравнения (1.1), для которого теорема о
дифференциальных неравенствах не будет справедливой. Следовательно, вклю-
чение ` ∈ Sac(D) имеет место не для всех ` ∈ L(D). Некоторые эффективные
условия, гарантирующие справедливость включения ` ∈ Sac(D), можно найти в
работе [7]. Приведенные там теоремы содержат в себе предположение о том, что
отрицательный оператор является так называемым (a, c)-вольтерровым операто-
ром. Ниже мы покажем (см. теорему 3.1), что это предположение является также
необходимым и, следовательно, его нельзя исключить.
Рассмотрим теперь характеристическую начальную задачу (задачу Дарбу) для
уравнения (1.1). В этом случае значения решения u предписаны на характеристи-
ческих кривых t = a и x = c, т. е. рассматриваются начальные условия
u(t, c) = ϕ(t) для t ∈ [a, b], u(a, x) = ψ(x) для x ∈ [c, d], (1.2)
где ϕ : [a, b]→ R, ψ : [c, d]→ R — абсолютно непрерывные функции, удовлетворя-
ющие условию ϕ(a) = ψ(c).
Известно, что для задачи (1.1), (1.2) имеет место альтернатива Фредгольма (см.,
например, [8]).
Теорема 1.1 [8]. Для того чтобы задача (1.1), (1.2) была однозначно разре-
шима при любом q ∈ L(D;R) и произвольных абсолютно непрерывных функциях
ϕ : [a, b]→ R и ψ : [c, d]→ R, удовлетворяющих условию ϕ(a) = ψ(c), необходимо
и достаточно, чтобы однородная задача
∂2u(t, x)
∂t ∂x
= `(u)(t, x), (1.10)
u(t, c) = 0 для t ∈ [a, b], u(a, x) = 0 для x ∈ [c, d] (1.20)
имела только тривиальное решение.
Из определения 1.1 и теоремы 1.1 непосредственно следует такое утверждение.
Предложение 1.1. Нижеследующие утверждения эквивалентны:
1. Оператор ` принадлежит множеству Sac(D).
2. Задача (1.1), (1.2) однозначно разрешима при любом q ∈ L(D;R) и произ-
вольных абсолютно непрерывных функциях ϕ : [a, b] → R и ψ : [c, d] → R, удов-
летворяющих условию ϕ(a) = ψ(c). Кроме того, решение этой задачи является
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неотрицательным на множестве D, если неоднородная часть q неотрицательна
и начальные функции ϕ и ψ неотрицательные и неубывающие.
3. Оператор K` : C∗(D;R)→ L
(D;R), определенный формулой
K`(v)(t, x) = vtx(t, x)− `(v)(t, x) для почти всех (t, x) ∈ D,
является инверсно положительным на множестве B, где
B =
{
v ∈ C∗(D;R) : v(a, c) ≥ 0,
vt(t, c) ≥ 0 для почти всех t ∈ [a, b],
vx(a, x) ≥ 0 для почти всех x ∈ [c, d]
}
.
2. Обозначения и определения. Введем следующие обозначения:
1. N — множество натуральных чисел.
2. R — множество действительных чисел, R+ = [0,+∞[ .
3. C
(D;R) — банахово пространство непрерывных функций v : D → R с нор-
мой ‖v‖C = max
{|v(t, x)| : (t, x) ∈ D}.
4. C
(D;R+) = {v ∈ C(D;R) : v(t, x) ≥ 0 для (t, x) ∈ D} .
5. C2
(D;R) — множество функций v : D → R, непрерывных вместе со своими
производными первого и второго порядка.
6. C∗
(D;R) — множество функций v : D → R, допускающих представление
v(t, x) = v1(t) + v2(x) +
t∫
a
x∫
c
h(s, η)dηds, (t, x) ∈ D,
где v1 : [a, b] → R, v2 : [c, d] → R — абсолютно непрерывные функции и h ∈
∈ L(D;R). Эквивалентные определения класса C∗(D;R) приведены в замеча-
нии 2.1.
7. L
(D;R) — банахово пространство функций p : D → R, суммируемых в
смысле Лебега, с нормой ‖p‖L =
∫∫
D
|p(t, x)|dtdx.
8. L
(D;R+) = {p ∈ L(D;R) : p(t, x) ≥ 0 для почти всех (t, x) ∈ D} .
9. L(D) — множество линейных ограниченных операторов ` : C(D;R) →
→ L(D;R).
10. mesA — лебегова мера множества A ⊂ R2.
Определение 2.1. Будем говорить, что оператор ` ∈ L(D) является поло-
жительным, если он отображает множествоC
(D;R+) во множествоL(D;R+).
Класс положительных операторов обозначим через P(D). Оператор ` ∈ L(D) на-
зывается отрицательным, если −` ∈ P(D).
Определение 2.2. Будем говорить, что оператор ` ∈ L(D) является (a, c)-
вольтерровым, если для каждого прямоугольника [a, t0]×[c, x0] ⊆ D и произвольной
функции v ∈ C(D;R), удовлетворяющих условию
v(t, x) = 0 для (t, x) ∈ [a, t0]× [c, x0],
выполняется условие
ISSN 1027-3190. Укр. мат. журн., 2008, т. 60, № 2
286 И. ШРЕМР
`(v)(t, x) = 0 для почти всех (t, x) ∈ [a, t0]× [c, x0].
Аналогично, Ω: L
(D;R) → C(D;R) называется (a, c)-вольтерровым опера-
тором, если условие
Ω(p)(t, x) = 0 для (t, x) ∈ [a, t0]× [c, x0]
выполнено для всех прямоугольников [a, t0] × [c, x0] ⊆ D и функций p ∈ L
(D;R)
таких, что
p(t, x) = 0 для почти всех (t, x) ∈ [a, t0]× [c, x0].
Замечание 2.1. Нетрудно проверить (см., например, [9 – 11]), что v ∈ C∗(D;
R) тогда и только тогда, когда v : D → R удовлетворяет следующим условиям:
a) для всех x ∈ [c, d] функции v(·, x) : [a, b]→ R и v(a, ·) : [c, d]→ R абсолютно
непрерывны;
b) для почти всех t ∈ [a, b] функция vt(t, ·) : [c, d]→ R абсолютно непрерывна;
c) vtx ∈ L(D;R).
В силу теоремы Фубини ясно, что можно заменить порядок интегрирования
в интегральном представлении функции v ∈ C∗(D;R) и, следовательно, условия
a) – c) можно заменить на симметричные им условия:
A) функция v(·, c) : [a, b] → R абсолютно непрерывна, для всех t ∈ [a, b] фун-
кция v(t, ·) : [c, d]→ R также абсолютно непрерывна;
B) для почти всех x ∈ [c, d] функция vx(·, x) : [a, b] → R абсолютно непре-
рывна;
C) vxt ∈ L(D;R).
Заметим также, что множество C∗(D;R) совпадает с классом функций двух
переменных, которые являются абсолютно непрерывными на D в смысле Карате-
одори (см., например, [10, 12 – 14]).
Определение 2.3. Пусть однородная задача (1.10), (1.20) имеет только три-
виальное решение. Обозначим через Ω оператор, который сопоставляет каждой
функции q ∈ L(D;R) решение u задачи (1.1), (1.20). Оператор Ω называется
оператором Дарбу задачи (1.10), (1.20).
Замечание 2.2. Из теоремы 1.1 следует, что оператор Ω корректно определен.
Более того, ясно, что Ω является линейным оператором, отображающим множество
L
(D;R) во множество C(D;R). С другой стороны, из следствия 6.3, доказанного
в работе [8], вытекает, что этот оператор непрерывен.
Замечание 2.3. Легко проверить, что при условии ` ∈ Sac(D) оператор Дарбу
Ω задачи (1.10), (1.20) отображает множество L
(D;R+) во множество C(D;R+)
и, следовательно, оператор Ω положителен.
3. Основные результаты. Как было отмечено выше, эффективные условия
для справедливости включения ` ∈ Sac(D) указаны в работе [7], где можно найти,
например, следующий результат.
Предложение 3.1 ([7], теорема 3.5). Пусть ` — отрицательный (a, c)-воль-
терров оператор и существует функция γ ∈ C∗(D;R) такая, что выполнены
условия
∂2γ(t, x)
∂t ∂x
≤ `(γ)(t, x) для почти всех (t, x) ∈ D,
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γ(t, x) > 0 для (t, x) ∈ [a, b[×[c, d[
и
∂γ(t, c)
∂t
≤ 0 для почти всех t ∈ [a, b[ ,
∂γ(a, x)
∂x
≤ 0 для почти всех x ∈ [c, d[ .
Тогда оператор ` принадлежит множеству Sac(D).
Из следующей теоремы вытекает, что предположение, касающееся (a, c)-воль-
терровости оператора ` в предложении 3.1, является необходимым. Аналогичный
результат для функционально-дифференциальных уравнений с обыкновенными
производными первого и второго порядка был доказан в работах [15, 16].
Сформулируем основной результат этой работы.
Теорема 3.1. Пусть отрицательный оператор ` ∈ L(D) принадлежит мно-
жеству Sac(D). Тогда этот оператор необходимо является (a, c)-вольтерровым
оператором.
Для доказательства этой теоремы нам понадобятся несколько вспомогательных
предложений.
Предложение 3.2. Пусть (t0, x0) ∈ ]a, b]× ]c, d] — произвольная точка и ` ∈
∈ L(D) — отрицательный оператор такой, что ` ∈ Sac(D). Кроме того, пусть u
— решение задачи (1.1), (1.2), где
q(t, x) = 0 для почти всех (t, x) ∈ [a, t0]× [c, x0], (3.1)
ϕ(t) = 0 для t ∈ [a, t0], ψ(x) = 0 для x ∈ [c, x0]. (3.2)
Тогда u удовлетворяет условию
u(t, x) = 0 для (t, x) ∈ [a, t0]× [c, x0]. (3.3)
Доказательство. Положим D0 = [a, t0]× [c, x0]. В силу включения ` ∈ Sac(D)
и теоремы 1.1 ясно, что задача
∂2v(t, x)
∂t ∂x
= `(v)(t, x) +
∣∣q(t, x)∣∣, (3.4)
v(t, c) =
t∫
a
|ϕ′(s)|ds, t ∈ [a, b],
v(a, x) =
x∫
c
|ψ′(η)|dη, x ∈ [c, d],
(3.5)
имеет единственное решение v. Кроме того, v допускает оценку
v(t, x) ≥ 0, (t, x) ∈ D. (3.6)
Тогда с учетом включения ` ∈ Sac(D) нетрудно проверить, что
ISSN 1027-3190. Укр. мат. журн., 2008, т. 60, № 2
288 И. ШРЕМР
v(t, x) ≥ u(t, x), (t, x) ∈ D, (3.7)
так как u является решением задачи (1.1), (1.2), где функции q, ϕ и ψ удовлетво-
ряют условиям (3.1), (3.2). Однако оператор `, по предположению, отрицателен, и
поэтому из условий (3.4) и (3.6) вытекает, что
vtx(t, x) ≤
∣∣q(t, x)∣∣ для почти всех (t, x) ∈ D.
Отсюда, в силу условий (3.1), (3.2), (3.5) и (3.6), следует
0 ≤ v(t, x) ≤
t∫
a
|ϕ′(s)|ds+
x∫
c
|ψ′(η)|dη +
t∫
a
x∫
c
∣∣q(s, η)∣∣dηds = 0
для всех (t, x) ∈ D0, т. е.
v(t, x) = 0, (t, x) ∈ D0 . (3.8)
С другой стороны, с учетом условий (1.1), (3.4), (3.7) и предположения −` ∈ P(D)
получаем
utx(t, x) = `(u− v)(t, x) + q(t, x) + `(v)(t, x) ≥ q(t, x) + `(v)(t, x) =
= vtx(t, x) + q(t, x)−
∣∣q(t, x)∣∣ для почти всех (t, x) ∈ D.
Следовательно, в силу (3.1) и (3.8) ясно, что
utx(t, x) ≥ 0 для почти всех (t, x) ∈ D0.
Заметив теперь, что функции ϕ и ψ в начальных условиях (1.2) удовлетворяют
равенствам (3.2), из последнего неравенства непосредственно получим
u(t, x) =
t∫
a
x∫
c
usη(s, η)dηds ≥ 0, (t, x) ∈ D0 . (3.9)
Теперь справедливость требуемого равенства (3.3) вытекает из условий (3.7) – (3.9).
Из приведенного предложения, в частности, следует, что если оператор ` в
уравнении (1.1) отрицателен и для гиперболического уравнения (1.1) справедлива
теорема о дифференциальных неравенствах, то оператор Дарбу задачи (1.10), (1.20)
необходимо (a, c)-вольтерров. Более точно, имеет место следующее утверждение.
Следствие 3.1. Пусть отрицательный оператор ` ∈ L(D) принадлежит
множеству Sac(D). Тогда оператор Дарбу задачи (1.10), (1.20) является (a, c)-
вольтерровым оператором.
Для доказательства теоремы 3.1 также потребуется найти гладкую аппроксима-
цию непрерывной функции двух переменных. Для полноты изложения приведем
следующую лемму, касающуюся этого классического вопроса теории функций дей-
ствительной переменной.
Лемма 3.1. Пусть (t0, x0) ∈ ]a, b]× ]c, d] — произвольная точка, а v0 ∈ C
(D;
R
)
— функция, удовлетворяющая условию
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v0(t, x) = 0, (t, x) ∈ D0, (3.10)
где D0 = [a, t0]× [c, x0]. Тогда существует последовательность {vn}+∞n=1 функций
класса C2
(D;R) такая, что
vn(t, x) = 0 для (t, x) ∈ D0, n ∈ N, (3.11)
и
lim
n→+∞ ‖vn − v0‖C = 0. (3.12)
Доказательство. Пусть fn : R→ R, n ∈ N, — функции, определенные равен-
ством
fn(s) =

1, если s ≤ 0,
exp
(
n3s3
n3s3 − 1
)
, если 0 < s <
1
n
,
0, если s ≥ 1
n
.
Ясно, что функции fn, n ∈ N, непрерывны вместе со своими производными пер-
вого и второго порядка и допускают оценку
0 ≤ fn(s) ≤ 1, s ∈ R, n ∈ N.
Для каждого n ∈ N положим
χn(t, x) = 1− fn(t− t0)fn(x− x0), (t, x) ∈ D.
Тогда χn ∈ C2
(D;R) для всех n ∈ N и, кроме того, выполнены условия
0 ≤ χn(t, x) ≤ 1, (t, x) ∈ D, n ∈ N,
χn(t, x) = 0, (t, x) ∈ D0, n ∈ N,
и
χn(t, x) = 1, (t, x) ∈ D \
(
[a, t0 + 1/n]× [c, x0 + 1/n]
)
, n ∈ N. (3.13)
Из функционального анализа известно, что для функции v0 можно указать такую
последовательность {wn}+∞n=1 функций класса C2
(D;R), что
lim
n→+∞ ‖wn − v0‖C = 0. (3.14)
Положим теперь
vn(t, x) = χn(t, x)wn(t, x), (t, x) ∈ D, n ∈ N.
Ясно, что vn ∈ C2
(D;R) для всех n ∈ N и выполняются равенства (3.11). Докажем
справедливость условия (3.12). Зафиксируем произвольное ε > 0. Функция v0
непрерывна на прямоугольнике D, и поэтому существует такое δ > 0, что
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∣∣v0(t2, x2)− v0(t1, x1)∣∣ < ε2
для (t1, x1), (t2, x2) ∈ D, |t2 − t1|+ |x2 − x1| < δ. (3.15)
Кроме того, в силу условия (3.14) существует n0 ∈ N такое, что n0 > 2
δ
и
∣∣wn(t, x)− v0(t, x)∣∣ < ε2 , (t, x) ∈ D, n ≥ n0. (3.16)
Отсюда с учетом (3.10) и (3.15) получаем∣∣v0(t, x)∣∣ < ε2 для (t, x) ∈ ([a, t0 + 1/n]× [c, x0 + 1/n]) ∩ D, n ≥ n0. (3.17)
С другой стороны, ясно, что для всех (t, x) ∈ D и n ∈ N выполняется соотношение∣∣v0(t, x)− vn(t, x)∣∣ ≤ ∣∣v0(t, x)∣∣(1− χn(t, x))+ ∣∣v0(t, x)− wn(t, x)∣∣χn(t, x) ≤
≤ ∣∣v0(t, x)∣∣(1− χn(t, x))+ ∣∣v0(t, x)− wn(t, x)∣∣.
Следовательно, в силу условий (3.13), (3.16) и (3.17) получим∣∣v0(t, x)− vn(t, x)∣∣ < ε, (t, x) ∈ D, n ≥ n0 ,
что и устанавливает справедливость условия (3.12).
Перейдем к доказательству теоремы 3.1.
Доказательство теоремы 3.1. Предположим противное, т. е. оператор ` не
является (a, c)-вольтерровым. Тогда существуют функция v0 ∈ C
(D;R) и точка
(t0, x0) ∈ ]a, b]× ]c, d] такие, что (t0, x0) 6= (b, d), выполняется равенство (3.10) и
mes
{
(t, x) ∈ D0 : `(v0)(t, x) 6= 0
}
> 0,
где D0 = [a, t0]× [c, x0]. Не ограничивая общности, можем считать, что
mes
{
(t, x) ∈ D0 : `(v0)(t, x) < 0
}
> 0. (3.18)
Сначала покажем, что
Ω
(
`(|v0|)
)
(t, x) = 0, (t, x) ∈ D0, (3.19)
гдеΩ обозначает оператор Дарбу задачи (1.10), (1.20). В силу леммы 3.1 существует
последовательность {vn}+∞n=1 функций класса C2
(D;R) такая, что выполняются
равенства (3.11) и
lim
n→+∞
∥∥vn − |v0|∥∥C = 0. (3.20)
Отсюда имеем
lim
n→+∞
∥∥Ω(`(vn))− Ω(`(|v0|))∥∥C = 0, (3.21)
так как операторы ` и Ω непрерывны (см. замечание 2.2).
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Пусть теперь zn = Ω
(
`(vn)
)
для всех n ∈ N. Для каждого натурального n
функция zn, очевидно, является решением задачи
∂2zn(t, x)
∂t ∂x
= `(zn)(t, x) + `(vn)(t, x), (3.22)
zn(t, c) = 0 для t ∈ [a, b], zn(a, x) = 0 для x ∈ [c, d]. (3.23)
Положим
wn(t, x) = vn(t, x) + zn(t, x), (t, x) ∈ D, n ∈ N.
Ясно, что wn ∈ C∗
(D;R) для всех n ∈ N, поскольку все функции vn принадлежат
множеству C2
(D;R). Кроме того, в силу условий (3.22) и (3.23) получим
∂2wn(t, x)
∂t ∂x
= `(wn)(t, x) +
∂2vn(t, x)
∂t ∂x
для почти всех (t, x) ∈ D,
wn(t, c) = vn(t, c) для t ∈ [a, b], wn(a, x) = vn(a, x) для x ∈ [c, d].
Поэтому с учетом равенств (3.11) из предложения 3.2 находим
wn(t, x) = 0, (t, x) ∈ D0, n ∈ N.
Подставляя (3.11) в последнее условие, получаем
Ω
(
`(vn)
)
(t, x) = zn(t, x) = −vn(t, x) = 0, (t, x) ∈ D0, n ∈ N,
и, следовательно, в силу условия (3.21) имеет место равенство (3.19).
Обозначим через u решение задачи (1.1), (1.20), где
q(t, x) =
−`(|v0|)(t, x), (t, x) ∈ D0,0, (t, x) ∈ D \ D0. (3.24)
В силу включения ` ∈ Sac(D) и теоремы 1.1 это решение существует и единствен-
но. Кроме того, легко проверить, что
u(t, x) ≥ 0, (t, x) ∈ D, (3.25)
ибо оператор `, согласно предположению, отрицателен.
Далее, с учетом (3.18) из (3.24) получаем
mes
{
(t, x) ∈ D0 : q(t, x) > 0
}
> 0. (3.26)
Поскольку u = Ω(q), а операторΩ является (a, c)-вольтерровым (см. следствие 3.1),
из (3.19) и (3.24) нетрудно получить равенство
u(t, x) = 0, (t, x) ∈ D0. (3.27)
С другой стороны, в силу условия (3.25) и предположения −` ∈ P(D) из
уравнения (1.1) вытекает оценка
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utx(t, x) ≤ q(t, x) для почти всех (t, x) ∈ D,
и поэтому в силу условий (3.24) и (3.27)
utx(t, x) ≤ 0 для почти всех (t, x) ∈ D. (3.28)
Однако функция u удовлетворяет однородным начальным условиям (1.20), и по-
этому в силу (3.28)
u(t, x) =
t∫
a
x∫
c
usη(s, η)dηds ≤ 0, (t, x) ∈ D. (3.29)
Из (3.29), принимая во внимание (3.25), заключаем, что u ≡ 0 на множестве D,
и поэтому в силу уравнения (1.1) имеем q ≡ 0 на D, что противоречит неравен-
ству (3.26).
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