Abstract. We study Poincaré type problem for a linear uniformly parabolic operator P in a cylinder Q = Ω × (0, T ). The boundary operator B is defined by an oblique derivative with respect to a tangential vector field ℓ defined on the lateral boundary S. The coefficients of P are supposed to be V M O away from the set of tangency E and to possess higher regularity in x near to E. A unique strong solvability result is obtained in W 2,1 p (Q) for all p ∈ (1, ∞).
Introduction
Let Ω be a bounded domain in R n , n ≥ 3, with smooth enough boundary. The vector field ℓ(x) defined on ∂Ω could be composed into ℓ(x) = τ (x) + γ(x)ν(x) where ν(x) is the unit outer normal to ∂Ω and τ (x) is the tangential projection of ℓ(x) on ∂Ω. The subset E ⊂ ∂Ω where the scalar product γ(x) = (ℓ(x) · ν(x)) vanishes in the set of contact between ℓ and ∂Ω and ℓ ≡ τ there. Denote by B a first order differential operator on ∂Ω given by the directional derivative with respect to ℓ. The operator B is called degenerate or tangential if the set of tangency E 0 = {x ∈ ∂Ω : γ(x) = 0} is not empty. For a first time a tangential problem for the Laplace operator (∆, B) was posed by Poincaré at the beginning of 20 th century in his study of the theory of tides. It was not solved by him but it becomes a sort of testing ground for the modern techniques as the theory of pseudo differential operators, the Fourier integral operators and many others.
Consider now an elliptic second order differential operator L. The couple (L, B) defines an elliptic oblique derivative problem (ODP) . The natural condition that characterizes it is the Shapiro-Lopatinskii (S-L) complementary condition. Its validity ensures the ODP under consideration is a regular one, i.e. a problem of Fredholm type with solution gaining two derivatives from the right-hand side of the equation and one derivative from the right-hand side of the boundary condition. The geometrical meaning of S-L condition is that the scalar product γ(x) is nowhere zero on ∂Ω that is, ℓ(x) must be strictly transversal to ∂Ω. Otherwise, the ODP is called degenerate and the S-L condition fails. An exception of this rule is the two dimensional case when the S-L condition always holds, that is the problem (L, B) is always regular. The theory of regular elliptic ODP elaborated in Hölder and Sobolev spaces could be found in [ADN] , [H] , [MPS] and many others.
In the case of Poincaré problem the S-L condition fails on the set where ℓ becomes tangential to ∂Ω. Precise studies of the degenerate ODP show that depending on the structure of the set of tangency E 0 and the kind of contact of ℓ (order of contact, direction of integral curves, etc.) new effects occur in contrast to the regular ODP. First of these is the loss of regularity of solution from the data of the problem. Further, the qualitative properties strongly depend on the behavior of the ℓ-integral curves near to the set of tangency. In this context we can distinguish three different types of tangential field: neutral -the ℓ-curves always enter into (γ ≤ 0) or leave (γ ≥ 0) Ω (i.e. ℓ preserves its sign near E 0 ); emergent -the ℓ-curves first enter into (γ < 0) and after the contact (γ = 0) go out (γ > 0) of the domain (ℓ changes its sign from − to + near E 0 ); submergent -al contrary of the previous case ℓ changes its sign from + to − near E 0 (under a sign of ℓ we always mean the sign of the scalar product γ). A various results about elliptic and parabolic Poincaré type problems in Hölder and H s spaces are presented in [Mz] , [P] , [Pl] [PP] , [W1] , [W2] , [W3] , [MPV] .
In the present paper we study degenerate ODP for a triple of operators (P, I, B) defined in a bounded cylinder Q = Ω × (0, T ). Here P is a linear second-order uniformly parabolic operator with coefficients allowing discontinuity in t, I is a trace operator on the base Ω and B is a degenerate oblique derivative boundary operator. The vector field ℓ(x, t) determining B is defined on S = ∂Ω × (0, T ) and is tangential to it in some subset E = E 0 × (0, T ). The kind of contact is of neutral type and we suppose that γ(x, t) = (ℓ(x, t) · ν(x)) ≥ 0 on S. It means that the boundary value problem under consideration is of Fredholm type, i.e. both the kernel and cokernel are of finite dimension.
We shall use the regularisation technique which, roughly speaking, means to perturb the vector field ℓ by adding small ε times ν, to solve the such obtained regular ODP and then pass to limit as ε → 0. The perturbed regular ODP's regard linear uniformly parabolic operator P with VMO coefficients (see Definition 1) and boundary operator B with (ℓ · ν) > 0. In this case we dispose of unique solvability result in W 2,1
Q) and the initial and boundary data belonging to the corresponding Besov spaces (see [Sf] , [MPS] ). In the problem under consideration we impose higher regularity of the data in x only near the set of tangency E in order to compensate the loss of regularity of the solution that occures when the problem is degenerate.
Poincaré problem for linear uniformly parabolic operators with Hölder continuous coefficients is studied in [Pl] (see also [PP] ) where unique solvability in the corresponding Hölder spaces is obtained. Moreover, the linear results were applied to the study of semilinear parabolic problems in Hölder spaces. A tangential ODP for second-order uniformly elliptic operators with Lipschitz continuous coefficients was studied in [MPV] (see also [MPS] ). It is obtained strong solvability in W 2,p (Ω) but for p > n/2. In our case the parabolic structure of the equation permits to obtain an a priori estimate for the solution in W 2,1 p (Q) only through the data of the problem. Thus we are able to prove unique solvability for all p ∈ (1, ∞) avoiding the use of maximum principle and omitting any additional conditions on the vector field.
The proof is based on the original Winzel's idea to extend ℓ into Ω and to consider the explicit representation of the solution through the integral curves of that extension.
Definitions
We start with a brief description of the functional spaces we are going to use. Define parabolic cylinder of center (x 0 , t 0 ) and radius r by
Definition 1. For a measurable and locally integrable function f :
where I r is any parabolic cylinder in
Ir f (y, τ )dydτ and |I r | ∼ r n+2 is the Lebesgue measure of I r . Then:
• f ∈ BMO (bounded mean oscillation, [JN] ) if f * := sup R η f (R) < +∞. This is a norm in BMO modulo constant function under which it becomes a Banach space.
, the spaces BMO(Q) and V MO(Q) are defined in the same manner, taking I r ∩ Q instead of I r above.
As usually we denote
∂u/∂t and the standard summation convention on repeated indices is adopted.
functions with generalized derivatives up to order k for which the following norm is finite
To describe the regularity of the boundary data we need of the definition of the corresponding Besov space.
Definition 3 (see [LSU] ). Let Ω ⊂ R n be a bounded domain and
, with a finite norm ([l] is the whole part of l)
, and for 0 < α < 1 we define
We are interested in strong solvability of the problem (3.1). In other words, setting for p ∈ (1, ∞)
it results a Banah space with respect to the norm
Under a strong solution to (3.1) we mean a function u ∈ W 2,1 p (Q) satisfying Pu = f (x, t) almost everywhere in Q and satisfying the initial and boundary conditions in trace sense.
Note that
Statement of the problem and auxiliary results
Let Ω ⊂ R n , n ≥ 3 be a bounded domain with ∂Ω ∈ C 2,1 and Q = Ω × (0, T ) be a cylinder in R n+1 . Let ℓ(x, t) = (ℓ 1 (x, t), . . . , ℓ n (x, t), 0) be a unit vector field defined on the lateral boundary ∂Q ≡ S = ∂Ω × (0, T ). We consider the following oblique derivative problem
(3.1)
Denote by ν(x) = (ν 1 (x), . . . , ν n (x)) the unit outward normal to ∂Ω. Then we can write ℓ(x, t) = τ (x, t) + γ(x, t)ν(x) where τ (x, t) is a tangential projection of ℓ on S and γ(x, t) = (ℓ(x, t) · ν(x)) ≥ 0. Denote by E = E 0 × (0, T ) the subset of S where γ(x, t) = 0 i.e. E is the set of tangency for ℓ and by Σ 0 ⊂ Ω a small enough neighborhood of E 0 . Then Σ = Σ 0 × (0, T ) is a subcylinder of Q with a lateral boundary ∂Σ and S Σ = ∂Σ ∩ S is the part of ∂Σ that contains E. Thus in Σ we impose more restrictive conditions on the data in order to compensate the loss of regularity of the solution while in Q \ Σ we can take the same conditions as in the regular case (see [Sf] ), precisely:
The essential boundedness in Q of the coefficients follows immediately from the uniform parabolicity and the symmetry of the coefficient matrix.
(ii) B is a degenerate oblique derivative operator defined through a tangential vector field of neutral type:
(iii) Regularity of the data:
(iv) The integral curves of ℓ on E are non closed and of finite length.
Theorem 1 (A priori estimate). Suppose conditions (i) − (iv) to be fulfilled, and u ∈ W 2,1 p (Q) for 1 < p < ∞. Let Pu ∈ V p (Q) and Bu ∈ W p (S) . Then the following estimate holds true
where the constant depends on n, p, λ, T, ∂Ω, ℓ and the V MO-moduli of the coefficients.
Theorem 2 (Unique strong solvability). Assume the conditions (i) − (iv)to be fulfilled. Then
for all f ∈ V p (Q) and ϕ ∈ W p (S), satisfying for p > 3 the compatibility condition Bϕ(x, 0) = 0 for x ∈ ∂Ω the problem (3.1) admits a unique solution u ∈ W 2,1 p (Q) for all p ∈ (1, ∞). As in the case of regular ODP, the embedding results [LSU, Lemma 3.3, Ch. II] give Hölder continuity of the solution to (3.1) for appropriate values of p.
The following assertion gives some geometrical properties of the field ℓ (see [W3] ).
Proposition 4. Let ℓ and Ω satisfy the assumptions listed above. There exists a finite upper bound κ 0 of the arclength of ℓ-integral curves lying on the set E. Moreover, there exist extensions
L(x, t) ∈ W 2,1 ∞ (Σ) andν(x) ∈ W 2,∞ (Σ 0 ) of ℓ(x,
t) and ν(x) with the following properties:
Denote by ∂Q τ the lateral boundary of Q τ , i.e the closed hull of the boundary points of Q τ , and S τ = ∂Q τ \ S. The family {Q τ } τ ≥0 is non-decreasing and for every δ > 0 there exists θ = θ(δ) > 0, independent of τ, such that dist (S τ 
It is well known (see [GT] ) that there exists a neighborhood N of ∂Ω such that for any x ∈ N there exists unique closest point y(x) ∈ ∂Ω and
The regularity of L follows by the regularity properties of ℓ and d. 
A priori estimates
Our main goal is to obtain an a priori estimate for the solution only through the data. This is the most essential step that allows proving of unique solvability of (3.1).
Having in mind the a priori estimate for homogeneous Cauchy-Dirichlet problem (see [BC] ), it is a standard procedure to obtain an analogous estimate for non homogeneous one.
Proof of Theorem 1. The directional derivative ∂u/∂L satisfies in Σ the following CauchyDirichlet problem
(4.5)
As in Lemma 6 we have an a priori estimate for the solution of (4.5).
and the constant depends on the corresponding norms of a ij , ℓ and diam Σ (through the extension L). Having in mind that V = ∂u/∂L in Σ ′′ we obtain
Considering in analogous way the regular ODP in the cylinder Q \ Σ ′′ and applying [Sf, Theorem 1] we obtain
To estimate the Sobolev norm of u in Σ ′′ we shall use an explicit formula for the solution through the L-integral curves. Construct a cylinder
′′ where the field L is well defined. Let (x, t) ∈ Σ ′′ and ψ(τ ; x, t) = e τ L (x, t), τ ∈ [0, κ ′ ] be the parametrisation of the L-integral curve passing through that point (ψ(0; x, t) = (x, t)). Then there exists unique ξ(x, t) ∈ W 2,1 ∞ (Σ) such that ψ(−ξ(x, t); x, t) ∈ Q 0 ⊂ Q \ Σ ′′ and we can write
is the expanding family of cylinders defined in Proposition 4 (note (x, t) ∈ S τ )
We need an upper bound for the norm under the integral in order to apply the Gronwall inequality. In our consideration we distinguish two cases. The first one is when Q \ Q s+δ = ∅ and according to Proposition 4, there exists θ = θ(δ) > 0 such that dist (S s , S s+δ ) ≥ θ. Consider the right-hand side in (4.8). The first term is estimated by (4.7). To estimate the second one we apply Lemma 6 to the solution ∂u/∂L of (4.4) with
after applying the Gagliardo-Nirenberg interpolation inequality with suitable ε > 0 and (4.7). Finally, the last term in (4.8) is estimated dividing it in two parts, i.e. In the second case, when Q \ Q s+δ = ∅, the difference with the previous one consists of the estimate for the second term in (4.8). Using (4.6) and (4.7) instead of Lemma 6 and having in mind Σ ′′ = Q s+δ ∩ Σ ′′ , we obtain
(4.14)
The function U(ς) = R n | u(x, ς)| p dx satisfies Therefore ϕ = Bu on S in trace sense. 2
