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Research Article
Abstract 
This paper proposes a fast algorithm for the exact maximum likelihood estimation of 
parameters of multiple inputs transfer function models. This algorithm is a generalization of that 
proposed by Mélard (1984) which is a combination of an improved version of an algorithm of 
Pearlman (1980) which uses an algorithm of Morf, Sidhu et Kailath (1974) and consists to 
replace the (matrix) Riccati-type difference equation used in the Kalman filter by a (vector) 
Chandrasekhar-type difference equation with the quick recursion switching suggested by 
Gardner, Harvey and Phillips (1980) and an algorithm of Wilson (1979). Simulations and 
practical examples are used to illustrate the algorithm by comparing it with the method of 
Poskitt (1989), the generalized least squares method suggested by Sabiti (1993), and the 
nonlinear least-squares method of Box and Jenkins (1976). 
 
Keywords: Transfer function models, time series analysis, Kalman filter, generalized least squares 
method, exact maximum likelihood estimation, simulation. 
 
1.Introduction 
The time-series data consist of simultaneous observations from several variables of interest. 
Relationships can exist between these variables. In economics, the quantity demanded of a 
consumer good may be regarded as a function of price, disposable income, and prices of 
related commodities. For the financial intermediaries, the commercial loan rate may be 
specified as a function of the discount rate. 
In the econometric, engineering, and statistical literature or various other fields where time 
series analysis can be applied, the importance of dynamic relations between these variables 
has been extensively studied during these last years. Many authors, for example, Box et Jenkins 
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(1976) have developed a class of models for characterizing dynamic relations between the 
endogenous or output variable and the exogenous or input variables in the presence of 
autocorrelated disturbances. But the model that they have proposed, like many others, is often 
considered as special cases of a general time series model structure. One of the most general 
functional forms of a stochastic process that allows explaining the dynamic relationships 
between the exogenous and endogenous variables is the transfer function model with multiple 
input variables. 
For that model, it is often assumed that the current value of an endogenous variable 
)(ty depends, possibly after a certain delay, on its lagged values and the lagged values of 
exogenous variables )(tx
i
),...,1( ki  . The time series model suggested by Liu and Hanssens 




















,    Nt ,...,2,1                                   (1) 
where B is the backshift operator such that )()( jtytyB j  , )(ty  is the endogenous 
variable, )(tx
i
 is the i exogenous variable, )(t  is an error term, N  is the sample size, 
i
b  is the 
delay of transmission of influence between the i exogenous variable and the endogenous 
variable, or the delay parameter which represents the number of complete-time intervals 
before a change in )(tx
i
 begins to have an effect )(tx
i
 on )(ty .  
The ratio of these two polynomials )(/)( BB ii   is the transfer function between )(ty  and 
)(tx
i
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  is called the impulse response weight at lag j . Because the noise term 
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où )(B  is an autoregressive polynomial of order p and )(B is a moving average of order q . 
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      (5a) 
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BBBB                    (5b) 
To ensure the stability of the model (4), we need the following assumptions. We assume that 
the roots of the three equations 0)( B
i
 ),...,1( ki  , 0)( B  and 0)( B  are outside of 
the unit circle. We also assume that the noise series )(t  must be independent of each input 





have no common factors.  
The problem of estimating parameters of (4) has been treated by several authors. Sherif and Liu 
(1984) have proposed a recursive technique to estimate the parameters. Sabiti and Mélard 
(1992, 1993) and Sabiti (1997) have suggested the use of a generalized least squares method 
(GLS) or the use of the ordinary least squares method (OLS) after the same transformations of 
variables. Poskitt (1989), has proposed a sequence of four ordinary least squares calculations. 
Grillenzoni (1990, 1991) has suggested an iterative and recursive estimation of parameters of (4) 
with one exogenous variable by using pseudo linear regression techniques that are employed 
to derive the recursive non-linear least-squares estimator.  
In the following section, we describe the algorithm proposed by Mélard (1984) for estimating 
parameters of a univariate ARMA model and we will give its generalization for the estimation of 
parameters of multiple-input transfer function models with autocorrelated errors. 
 
2. The fast algorithm suggested by Mélard (1984) 
Gardner, Harvey, and Phillips (1980) have shown how an exact maximum likelihood function of 
ARMA models can be obtained using Kalman filtering. Pearlman (1980) has modified that 
method by replacing the (matrix) Riccati-type difference equation used in the Kalman filter 
with a (vector) Chandrasekhar-type difference equation. Since the algorithm of Gardner, 
Harvey, and Phillips (1980) appears to be slower and requires more storage than is necessary, 
especially for large p  and q orders, Mélard (1984) has pointed out that a fast algorithm can be 
obtained from a combination of an improved version of the algorithm of Pearlman (1980) with 
the quick recursion switching suggested by Gardner, Harvey and Phillips (1980) and an 
algorithm of Wilson (1979). 
The principle considered by Mélard (1984) consists in computing the values taken by the 
innovations )(ˆ t of the stochastic process )(ty  as in Ansley (1979) and Harvey and Philips 












































                               (6) 
where  )()( tht  is the standard deviation of )(ˆ t . Maximizing (6) with respect to the 





























                                                (7) 
The maximum likelihood estimator 
2

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Mélard (1984) has shown that the following equations suggested by Pearlman (1980)  
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tWFtWtWHtyta T                    (9a) 








TT                                        (9c) 







































jttjtyty            (10) 
where ),2min()( pttp  , ),1min()( rttq   and )( jtK j  is the j th element of )( jtK  . 
Mélard (1984) has proposed improvements of the Pearlman’s algorithm as follows. Since )(ˆ t is 
the innovation at t t he time of the stochastic process ,...2,1);( tty , the right-hand side of 
(10) is for 2 pt , the innovations representation of a non-stationary moving average process 
of the orderq  which is known as unique. Thus, the terms for qj   vanish, such 
that
jj
jthjtK  ))(/)(( 2 . Consequently, the j th elements of 
))(/)(( 2 thtK for rqj ,...,1 , do not change when 1 qpt . If the recursions due to Morf, 




































                                            (11d) 
Then finally, the updating of the elements of )(tK )(tL and by (11a-b) can be skipped over 
and the ratio )(/)((
2 thtK
j
 may be replaced by j in the right expression of (9a) for 1 pt . 
The starting conditions for (10a-c) are 0)1(ˆ W , FPHLK  )1()1(  and 










                                     (12a) 










                     (12b) 
and 
    ,...1,0)(),(cov)(,)(),(cov)( 22  jjttyjjtytyj           (12c) 
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The autocovariance )( j ),...,1,0( Rj   where ),max( qpR  is determined by an algorithm 










                                           (13) 
 
3. Proposed fast exact maximum likelihood algorithm 
To derive our fast algorithm, we consider the polynomial )(B as the smallest common 
multiple )(B
i
 ),...,1( ki  with r  its degree. Then, the polynomials )(/)()( BBB
ii
    are 
computed and their degrees are denoted by

i




































rstrtt  )(/)()( BBB   and is written as )(/)( BB   . 
An algorithm for computing the exact likelihood function of a transfer function model (4) is now 









where P  is the covariance matrix in the 














  .                        (15) 
Stage 2 : for 
0
tt  , compute )(ˆ t  from the following recursions : 















                                              (16a) 
)()()()1( tFLttKtK                                                         (16b) 
)()()()1( tKttLtL                                                           (16b) 







t  .                                                                (17) 














































                              (18) 
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   and 2  are respectively the parameters to be 
estimated for given ordered ),...,,,...,(),,(
11 kk
rrssrs and ),( qp  )()( tht   is the standard 






























                                                (19) 
The maximum likelihood estimator
2

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4. Simulation results 
To study the performance of the proposed exact maximum likelihood algorithm, we compare it 
with the generalized least squares (GLS) method and the sequence of ordinary least squares 
(OLS) method of Poskitt (1989) that we note PSK. We consider a transfer function model with a 


















 ,         Nt ,...,2,1  
for which the delay bwill be equal to zero. In order, to realize the 10000 simulations, we need 
an exogenous variable for obtaining the corresponding endogenous variables. For that, we use 
the exogenous variable presented in the study of Grillenzoni (1990). The simulation results that 
we present are concerned with the transfer function model studied by Grillenzoni (1990) where 
two economic series have been considered. We define )(tx it as the exchange rate between 
the sterling pound and the US dollar and )(ty  the index of wholesale prices in Italy for January 
1973 to December 1985 )156( N . The first simulations concern a lagged regression with 





































PSK 1,0014 0,0097 0,3002 0,0084 0,4726 0,1167 0,9716 
GLS 1,0003 0,0088 0,3003 0,0083 0,4670 0,1119 0,9673 
EML 1,0007 0,0089 0,2999 0,0082 0,4566 1,0020 1,0040 
 























PSK 1,0006 0,0045 0,3000 0,0047 0,4786 0,0899 0,986& 
GLS 1,0004 0,0048 0,2999 0,0047 0,4734 0,0890 0,9833 
EML 1,0003 0,0043 0,2997 0,0047 0,4880 0,0843 0,9904 
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PSK 1,0004 0,0030 0,2996 0,0026 0,4811 0,0784 0,9866 
GLS 1,0003 0,0029 0,2996 0,0025 0,4793 0,0774 0,9870 
EML 1,0003 0,0028 0,2995 0,0025 0,4797 0,0766 1,0157 
 












































PSK 0,3981 0,0996 1,0011 0,0098 0,2975 0,1034 0,4607 0,1256 0,9870 
GLS 0,4057 0,0613 1,0019 0,0086 0,3064 0,0649 0,4571 0,1140 0,9610 
EML 0,3977 0,0697 1,0008 0,0090 0,2977 0,0726 0,4448 0,1167 1,0241 
 






















PSK 0,3942 0,0585 1,0005 0,0050 0,2939 0,0599 0,4755 0,0962 0,9807 
GLS 0,3991 0,0397 1,0007 0,0048 0,2993 0,0409 0,4679 0,0896 0,9807 
EML 0,3960 0,0416 1,0004 0,0043 0,2961 0,0427 0,4664 0,0910 1,0207 
 






















PSK 0,3939 0,0362 1,0003 0,0031 0,2936 0,0370 0,4812 0,0782 0,9936 
GLS 0,3941 0,0258 1,0004 0,0021 0,2940 0,0262 0,4767 0,0771 0,9866 
EML 0,3945 0,0254 1,0003 0,0029 0,2942 0,0258 0,4763 0,0763 1,0302 
 
From these simulation results, we observe that Poskitt's (1989) and the generalized least squares 
methods (GLS) provide estimators which values are close to the true values and also close to 
those of the EML algorithm. But a great difference appears for the standard errors of the 
estimated parameters which are inferior to those provided by the other methods. 
 
5. Empirical results 
For empirical results, we consider the economic and industrial series studied by Grillenzoni 
(1990), Makridakis, Wheelwright and McGee (1978), Box and Jenkins (1976), and Poskitt (1989) 
and. The series that we use in the sequel have been identified by these authors and we 
consider the same identified models in our comparisons in order to be compatible with their 
studies. We also add the nonlinear least squares (NLS) method of Box and Jenkins (1976). We 
only present the estimated parameters, standard errors of the estimated parameters, and the 
residual variance. For the EML algorithm, the initial value for each parameter is 0,1. 
The first results concern the transfer function model studied by Grillenzoni (1990) where )(tx is 
the exchange rate between the sterling pound and the US dollar and the endogenous 
variable )(ty is the index of wholesale prices in Italy for January 1973 to December 
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1985 )156( N . We consider the transfer function model identified by Grillenzoni (1990) which 





















where )0,1,1(),,( brs )0,1(),( qp and. 














NLS 0,5115 0,1423 0,0100 (0,0025) 0,0087 (0,0031) 0,5581 0,0676 0,7837 
PSK 0,7269 0,3010 0,0099 0,0049 0,0053 0,0082 0,5645 0,1343 0,7784 
GLS 0,5739 0,0593 0,0099 0,0027 0,0082 0,0027 0,5523 0,0678 0,7681 
EML 0,5169 0,1404 0,0100 0,0025 0,0087 0,0031 0,5546 0,0676 0,7670 
 
From this table, we see that the PSK method provides standard errors of parameters that are 
larger than those given by the EML algorithm and the NLS method. Except for this 
disadvantage, we observe that the approximated methods (PSK and GLS) give comparable 
results to those of the EML algorithm. 
We consider the transfer function studied by Makridakis, Wheelwright, and McGee (1978) 
where )(tx is the monthly advertising expenditures (in thousands of US dollars) and the 
endogenous variable )(ty is the total sales (in 1000 cases) where 100N . We consider the 






























where )2,2,2(),,( brs )1,2(),( qp and. The standard errors of the estimated parameters 
are presented in brackets. 




















































































From this table, we see that the empirical results given by the approximated methods (PSK and 





 and where the difference is very large. We also observe that the standard 
errors of the approximated methods are high than those of the EML algorithm and the NLS 
method. 
Now, we consider the transfer function studied by Box and Jenkins (1976) where )(tx is the gas 
rate and the endogenous variable )(ty is the percent
2
CO  in the outlet gas) where 296N . 
The transfer function model identified by Box and Jenkins (1976) has the following form: 
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where )3,1,2(),,( brs  and )0,2(),( qp . The standard errors of the estimated 
parameters are presented in brackets. 
 
Table 9: Empirical results for economic series of Box and Jenkins (1976) 
Methods 
1































































For this example, the results provided by the EML algorithm and the NLS method and the 
approximated method (PSK and GLS) are very comparable, except for the GLS method where 
the values of 
2
̂ is inferior to those given by the EML algorithm, the NLS and PSK methods. 
Finally, we consider the transfer function model studied by Poskitt (1989). The series studied 
come from an experimental annual cycle energy system house described in Downing and 
Pack (1982) where )(tx is the outdoor dry bulb temperature and the endogenous variable )(ty  
is the indoor bulb thermometer readings, in degrees, Celsius taken at hourly intervals 
where 168N . The logarithm transformation was applied to these data where the exogenous 
and endogenous variables become ))(log()( tcidbtx  and ))(log()( tcodbty  . The 





















where )0,1,1(),,( brs )0,1(),( qp and. The standard errors of the estimated parameters are 
presented in brackets. 
 
Table 10: Empirical results for series studied by Poskitt (1989) 
Methods 
1















































From this table, we see that the results given by these four methods are very close if we observe 
the values of the estimated parameters. However, an exception appears for the PSK method 
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where its standard errors are high than those of the EML, NLS, and GLS methods. We also 
observe that the four methods provide the same residual variance.  
 
6. Conclusion 
This paper has proposed a fast algorithm for exact maximum likelihood estimation of 
parameters of multiple inputs transfer function models which is a generalization of that 
proposed by Mélard (1984) which is a combination of an improved version of an algorithm of 
Pearlman (1980) that consists to replace the (matrix) Riccati-type difference equation used in 
the Kalman filter by a (vector) Chandrasekhar-type difference equation with the quick 
recursion switching suggested by Gardner, Harvey and Phillips (1980) and an algorithm of 
Wilson (1979). The suggested approach consists to write the transfer function model as an 
ARMA model. Simulation and empirical examples are used to illustrate the algorithm by 
comparing it with the method of Poskitt (1989), the generalized least squares method (GLS), 
and the nonlinear least squares (NLS) method of Box and Jenkins (1976). From table 7 to 10, 
there is not a great difference between these four methods, but the good performance of the 
EML and NLS methods is very remarkable for all the simulation and empirical results obtained for 
the different transfer function models. The EML and NLS methods have given small standard 
errors of the parameters. From table 8, we have observed that when there are moving 
average parameters in a transfer function model, the EML and NLS appear to be better than 
the PSK and GLS methods. 
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