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Abstract
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complex matrices that preserve spectrum and commutativity.
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0. Introduction
There has recently been a lot of research done in the area of so-called linear pre-
server problems. Usually, one assumes that a mapping φ, defined on some matrix
(or operator) algebra, is linear and that it has a “preserving property”. The mapping
φ under consideration may preserve a set, a relation, and/or a function. Character-
izing mappings φ on Mn, the algebra of all complex n× n matrices, that satisfy
det φ(A) = detA for all A ∈ Mn, is often referred to as the first “preserver problem”
found in the literature. The solution is due to Frobenius [6].
We say that φ, defined on a subset M of Mn, preserves eigenvalues, if the set of
all eigenvalues of A, counting multiplicities, e.v.(A), is equal to e.v.(φ(A)) for all
A ∈M. The mapping φ is called spectrum preserving if the spectrum of A, σ(A),
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is equal to the spectrum of φ(A). If φ(A)φ(B) = φ(B)φ(A) whenever AB = BA,
the mapping φ preserves commutativity. Let us emphasize that we do not necessarily
assume linearity of φ. A lot of linear preserver problems are solved by translating the
original problem to rank one preservers, i.e. the mappings having the property that
φ(A) is a rank one matrix for any rank one matrix A. The problems of characterizing
linear mappings that preserve either spectrum, commutativity, or rank one matrices
can be viewed as classical (linear) preserver problems.
It often happens that a linear preserver on Mn is Jordan automorphism, i.e. there
exists an invertible matrix S ∈ Mn such that the mapping is either of the form X →
S−1XS for all X ∈ Mn, or of the form X → S−1XtrS for all X. Here, Xtr denotes
the transpose of X. This implies that such a φ is either multiplicative, or antimul-
tiplicative. For example, if φ is a linear and spectrum preserving mapping on Mn,
this is exactly the case. If a linear unital mapping φ preserves rank one matrices, we
get the same result, too. And, if a linear surjective mapping φ preserves commut-
ativity, then it is a Jordan automorphism, possibly multiplied by a nonzero constant
and additively perturbed by a linear mapping with the range in the set of all sca-
lar matrices. Thus, Jordan automorphisms seem to be closely connected to linear
preservers.
It is well known that every linear multiplicative mapping on Mn is an inner auto-
morphism, and that every linear antimultiplicative mapping on Mn is an inner auto-
morphism, composed with transposition. Thus, linearity and (anti)multiplicativity of
a given mapping φ guarantee it being a Jordan automorphism. Another possible way
of characterizing Jordan automorphisms is by assuming some preserving properties,
without assuming linearity or multiplicativity. For example, one may consider clas-
sical preserving properties, mentioned above. In [9], Šemrl and the present author
characterized continuous mappings on Mn that preserve spectrum, commutativity
and rank one matrices. It turns out that these mappings are Jordan automorphisms.
Similarly, in [8], the general form of a continuous mapping on the real vector space of
all Hermitian matrices that preserves spectrum and commutativity had been obtained.
In this case, either the range of φ is maximal commutative, or φ is linear.
As there has been a series of papers considering automorphisms, Jordan auto-
morphisms and linear preserver problems on the algebra of all triangular matrices
[2–5,7], it is our aim in this paper, to characterize all continuous spectrum- and com-
mutativity-preserving mappings on Tn, the algebra of all n× n upper-triangular com-
plex matrices.
Before we proceed with results and proofs, we give some notation. By a triangular
matrix, we will always mean an element of Tn. With Ck,l , the set of all complex k × l
matrices will be denoted and we will identify Cn,1 with Cn. If A = [ai,j ] ∈ Tn, let
A+ = [an−j+1,n−i+1]. As usual, Ei,j ∈ Mn denotes the matrix having one in (i, j)-
position and zeros elsewhere, and let J =∑ni=1 Ei,n−i+1. Clearly, as A+ = JAtrJ ,
the mapping A → A+ is anti-automorphism of algebra Tn. By diag (d1, . . . , dn) we
mean a diagonal matrix with diagonal entries d1, . . . , dn and the symbol n stands
for diag (1, 2, . . . , n), throughout.
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We will deal with continuous mappings defined on the set of all triangular matri-
ces. Assuming that φ preserves spectrum, or assuming that φ preserves eigenvalues,
is thus equivalent.
1. Preliminaries and results
Let us first recall some elementary properties of triangular matrices. For every
rank one matrix A ∈ Tn there exists an integer 1  k  n such that
A =
[
0 A12
0 0
]
,
where A12 ∈ Ck,n−k+1. This can be verified by an easy computation. The fact that
every diagonalizable matrix A ∈ Tn is similar to a diagonal matrix by a triangular
similarity matrix can be found in [10]. Moreover, if A has n distinct eigenvalues and
A = S−1diag(a1,1, a2,2, . . . , an,n)S, and we assume that all diagonal elements of S
are equal to 1 (which is possible), this factorization is unique. Furthermore, every
rank one idempotent P ∈ Tn, can be presented as P = S−1Ei,iS for some invertible
S ∈ Tn, integer i being unique and S having only one’s on the diagonal. Let us note
that for all i, 1  i  n, ith row and ith column of P coincide with ith row of S and
ith column of S−1, respectively. It is also easy to see that ith column of S−1 spans
the column space of P and that the nullspace of P is equal to the nullspace of ith
row of S.
Before we state our results we introduce some notations and necessary concepts.
Definition. A matrix A ∈ Mn will be called twisted-block-diagonal if it is of the
form
A=


a1,1 . . . a1,r1 0 . . . . . . . . . . . . 0
...
.
.
.
...
... . . . . . . . . . . . .
...
0 . . . ar1,r1 0 . . . . . . . . . . . . 0
... . . .
...
.
.
.
... . . . . . . . . .
...
0 . . . ar1,r2 . . . ar2,r2 ar2,r2+1 . . . . . .
...
... . . . 0 . . . 0
.
.
. . . . . . . 0
... . . . . . . . . . . . . . . . ark−1,rk−1 . . . ark−1,n
... . . . . . . . . . . . . . . .
...
.
.
.
...
0 . . . . . . . . . . . . . . . 0 . . . an,n


1= r0 < r1 < r2 < · · · < rk−1 < rk = n. (1)
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Denoting Am = [aij ]rmi,j=rm−1,1  m  k, the matrix A will be shortly written as
tw(A1, A2, . . . , Ak). Each tw-block Ai is upper or lower-triangular. There are either
all tw-blocks Ai with odd index upper-triangular and all with even index lower-
triangular, or vice versa. If the integers ri, 0  i  k, in (1) are fixed then the set
of all matrices of such a form is a subalgebra of Mn.
Let P be an n× n permutation matrix. We will call the permutation π asso-
ciated with P, if P trnP = diag(π−1(1), π−1(2), . . . , π−1(n)). Permutation π is
monotone on the interval Ii,j = {i, i + 1, . . . , j} , i < j, if either π(r) < π(s) for all
r < s, r, s ∈ Ii,j , or r, s ∈ Ii,j , r < s, implies π(r) > π(s). The interval Ii,j having
the property just mentioned is maximal interval of monotony or monotony compo-
nent, if it is not a proper subset of any interval with the same property. Note that the
intersection between maximal intervals of monotony Ii,j and Ij,k, i < j < k, con-
tains exactly the point j that will be called a knot. The so-called adjacent maximal
intervals Ii,j and Ij,k have the property that π has different type of monotony on
each of them.
Before stating the first of our results, let us note that a similarity transforma-
tion X → P trXP does not preserve triangularity in general. If P = I it certainly
does, but if P = J it maps any upper-triangular matrix to a lower-triangular
one, and vice-versa. Let π be the permutation associated with a given permutation
matrix P , and let π be increasing on the maximal interval I1,r1 . Let us construct
B = tw(A1, A2, . . . , Ak) ∈ Cn,n for an arbitrary [ai,j ] ∈ Tn, as in (1), by choosing
r1, . . . , rk−1 to be the knots of π . As the first tw-block A1 is upper-triangular a
straightforward computation shows that P trBP is upper triangular. If π is decreasing
on I1,r1 , and B has the upper left r1 × r1 corner lower-triangular, the same assertion
applies. The structure of φ obtained in the following theorem is closely related to
this observation.
Theorem 1. Let a continuous mapping φ : Tn → Tn, n  3, preserves commut-
ativity and spectrum. Then there exist a unique n× n permutation matrix P, an
invertible matrix S ∈ Tn, integers 1 = r0 < r1 < r2 < · · · < rk−1 < rk = n, and
mappings φi : Tsi → Tsi , si = ri − ri−1 + 1, i = 1, 2, . . . , k such that
φ(X) = S−1P trtw(φ1(X1), φ2(X2), . . . , φk(Xk))PS,
X = [xi,j ] , Xi =


xri−1,ri−1 . . . xri−1,ri
...
.
.
.
...
0 . . . xri ,ri

 ∈ Tsi .
All of the mappings φi : Tsi → Tsi are continuous, preserve spectrum and com-
mutativity, and φi(D) = D for all diagonal matrices D of dimension si . The num-
bers r1, . . . , rk−1 are exactly the knots of π, the permutation being associated
with P.
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We can now restrict to those mappings φ sending all diagonal matrices to them-
selves. As we will see later in the proof it would be enough to assume that φ sendsn
to itself. Nevertheless, we will state the theorem in a slightly more general setting.
Theorem 2. Let φ : Tn → Tn, n  3, be a continuous spectrum and commutativ-
ity-preserving mapping and let the diagonal of φ(n) equals n. Then there ex-
ists a decomposition Cn = V1 ⊕ · · · ⊕ Vk, dimVi = mi, and mappings φi : Tmi →
Tmi , i = 1, 2, . . . , k, such that according to decomposition of Cn above
φ(X) = φ




X1,1 X1,2 . . . X1,k
0 X2,2 . . . X2,k
... . . .
.
.
.
...
0 . . . . . . Xk,k




= diag (φ1(X1,1), φ2(X2,2), . . . , φk(Xk,k)) .
Every φi is continuous and preserves spectrum and commutativity. We can choose
the decomposition so that all φi, except possibly for i with mi = 2, are of the form
X → S−1i XSi for all X ∈ Tmi
for some invertible Si ∈ Tmi .
Corollary 3. Let a continuous surjective mapping φ : Tn → Tn, n  3, preserves
spectrum and commutativity. Then there exists an invertible matrix S ∈ Tn such that
φ(X) = S−1XS for all X ∈ Tn
or
φ(X) = S−1X+S for all X ∈ Tn.
It now remains to characterize all continuous spectrum and commutativity-pre-
serving mappings on T2 which will be done in terms of the mapping
φf : T2 → T2
φf
([
a b
0 c
])
=


[
a (a − c)f
(
b
a−c
)
0 c
]
, a /= c
[
a Lb
0 a
]
, a = c,
where f : C → C is a function with finite limit L = limx→0 xf (x−1).
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Theorem 4. The continuous mapping φ : T2 → T2 preserves commutativity and
spectrum if and only if there exists a continuous function f : C → C with finite limit
L = limx→0 xf (x−1) such that either
φ(X) = φf (X) for all X ∈ T2 (2)
or
φ(X) = (φf (X))+ for all X ∈ T2. (3)
2. Proofs
We will assume throughout that φ : Tn → Tn, n  2, is continuous spectrum and
commutativity preserving mapping. We first observe that there exists an invertible
matrix T ∈ Tn such that φ(n) = T −1P trnPT for some permutation matrix P .
Without loss of generality we may assume that T is equal to the identity matrix I .
Proposition 5. If φ(n) = P trnP for some permutation matrix P, then φ(D) =
P trDP for all diagonal matrices D.
Proof. Because of the continuity of φ it is enough to prove that φ(D) = P trDP
only for matrices with distinct diagonal entries. Choose such a matrix diag(λ1,
λ2, . . . , λn). Let fk : [0, 1] → C, 1  k  n, represent disjoint Jordan curves in the
complex plane connecting k with λk, respectively. Denote by t0 the supremum of the
set of all real t ∈ [0, 1] satisfying φ(diag(f1(t), . . . , fn(t))) = P trdiag(f1(t), . . . ,
fn(t))P . Standard continuity arguments show that t0 = 1 as desired. 
Corollary 6. The mapping φ maps diagonalizable matrices into diagonalizable ma-
trices. It is homogeneous. Moreover, φ is linear and multiplicative on any set of
simultaneously diagonalizable matrices.
The proof is analogous to the proof of Corollary 4 in [9], so it will be omitted.
Corollary 7. Let A = [ai,j ] ∈ Tn. If q : Tn → Tn is a projection onto the set of all
diagonal matrices, and φ(n) = P trnP, then
qφ(A) = P trdiag(a1,1, a2,2, . . . , an,n)P .
Proof. Let D = diag(a1,1, a2,2, . . . , an,n). By the continuity of φ we may assume
that all ai,i are distinct. The function u : [0, 1] → Tn, u(t) = D + t (A−D) is con-
tinuous. φ is spectrum preserving so, for any t ∈ [0, 1] there exist a permutation
matrix Pt and an invertible matrix Tt ∈ Tn such that φ(u(t)) = T −1t P trt DPtTt . As
qφ(u(t)) = P trt DPt , and qφ(u(0)) = qφ(D) = P trDP by Proposition 5, a conti-
nuity argument yields Pt = P for all t . 
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From now on we will shortly write Ei instead of Ei,i . The matrices A,B ∈
Tn will be called orthogonal (A ⊥ B) if AB = BA = 0. Corollary 6 yields that
φ(A)φ(B) = φ(B)φ(A) = 0 for any pair of orthogonal matrices A and B that are
simultaneously diagonalizable.
Lemma 8. If j < k are positive integers, and i ∈ {j, k}, then there exists a contin-
uous function f : C → C such that
φ(Ei + xEj,k) =
{
Eπ(i) + f (x)Eπ(j),π(k), π(j) < π(k)
Eπ(i) + f (x)Eπ(k),π(j), π(j) > π(k) for all x ∈ C,
f (0) = 0, and π is the permutation associated with the permutation matrix P satis-
fying φ(n) = P trnP .
Proof. Obviously, φ(Ei) = Eπ(i). It is also clear, that idempotents Ej + xEj,k
and El are orthogonal and, therefore, simultaneously diagonalizable, if l ∈ {j, k}.
Hence, φ(Ej + xEj,k) ⊥ φ(El) = Eπ(l). If (r, s)-entry of φ(Ej + xEj,k) is non-
zero, then r  s and r, s ∈ {π(j), π(k)}. By Corollary 7, (π(j), π(j))-entry of
φ(Ej + xEj,k) is equal to 1, (π(k), π(k))-entry is equal to 0, and the remaining
one in the (r, s)-place is continuously dependent on x, written as f (x). As φ(Ei) =
Eπ(i), the assertion f (0) = 0 follows. 
2.1. Proof of Theorem 1
We will first study the form of φ(S−1EiS), i= 1, 2, . . . , n, the matrix S=[xi,j ] ∈
Tn having the property qS = I being fixed, S−1 = [yi,j ]. Clearly, qS−1 = I, and
if X is the ith diagonal block of a block-partition of S, then X−1 is also ith di-
agonal block of S−1 according to the partition of the same size. There exists an
invertible matrix T ∈ Tn, qT = I such that φ(S−1nS) = T −1P trnPT . By Pro-
position 5, φ(S−1DS) = T −1P trDPT for all diagonal matrices D, and in parti-
cular, φ(S−1EiS) = T −1Eπ(i)T , where π is the permutation associated with P .
It is now our aim to show that T = P trtw(Q1,Q2, . . . ,Qk)P, where all upper-
triangular tw-blocks Qi are dependent only on certain diagonal blocks of S and all
lower-triangular tw-blocks Qj only on particular diagonal blocks of S−1, dimen-
sions of tw-blocks Qi being determined by the knots 1 = r0 < r1 < · · · < rk−1 <
rk = n of π . Without loss of generality we may assume that π is increasing on the
first monotony interval I1,r1 . We will confirm that there exist continuous functions
frs, grs : C → C such that
Qi = I + [cr,s] if i is odd,
cr,s =
{
frs(xr,s) if ri−1  r < s  ri,
0 if r  s,
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Q−1j = I + [dr,s]tr if j is even,
dr,s =
{
grs(yr,s) if rj−1  r < s  rj ,
0 if r  s.
Let us introduce the notation T = [zi,j ], T −1 = [wi,j ]. Assuming π(i) < π(k) and
using the fact that (PT P tr)i,k = Tπ(i),π(k), we have to compute that
zπ(i),π(k) = ωπ(i),π(k) = 0 if i and k are not in the same monotony
component of π,
zπ(i),π(k) = fik(xi,k) if i, k are in the same component and i < k,
ωπ(i),π(k) = gki(yk,i) if i, k are in the same component and i > k.
In view of Lemma 8 there exist unique functions uij , vij , fij , gij : C → C, i < j ,
such that
φ(Ei − xEi,j ) =
{
Eπ(i) − uij (x)Eπ(i),π(j) if π(i) < π(j),
Eπ(i) − vij (x)Eπ(j),π(i) if π(j) < π(i),
φ(Ej − xEi,j ) =
{
Eπ(j) − fij (x)Eπ(i),π(j) if π(i) < π(j),
Eπ(j) − gij (x)Eπ(j),π(i) if π(j) < π(i).
By an elementary argument one can observe that the set of triangular matrices{
B; B = [bi,j ], B−1 = [ci,j ], bi,j /= 0, ci,j /= 0, i  j, qB = qB−1 = I
}
is dense in the set of all triangular matrices with ones on the main diagonal. We now
assume that xi,j /= 0, yi,j /= 0, i  j . Before continuing the proof we need some
lemmas.
Lemma 9. Let 1 i < j  n be integers. If π(i) < π(j), then zπ(i),π(j) = fij (xi,j ),
and wπ(i),π(j) = uij (yi,j ). If π(i) > π(j), then wπ(j),π(i) = gij (yi,j ) and
zπ(j),π(i) = vij (yi,j ).
Proof. From relations
S−1EiS ⊥ Ej − xi,jEij , S−1EjS ⊥ Ei − yi,jEij
it follows that
T −1Eπ(i)T ⊥ Eπ(j) − fij (xi,j )Eπ(i),π(j) if π(i) < π(j), (4)
T −1Eπ(j)T ⊥ Eπ(i) − uij (yi,j )Eπ(i),π(j) if π(i) < π(j), (5)
T −1Eπ(i)T ⊥ Eπ(j) − gij (xi,j )Eπ(j),π(i) if π(j) < π(i), (6)
T −1Eπ(j)T ⊥ Eπ(i) − vij (yi,j )Eπ(j),π(i) if π(j) < π(i). (7)
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So, relations (4)–(7) imply
zπ(i),π(j) = fij (xi,j ),
wπ(i),π(j) = uij (yi,j ),
wπ(j),π(i) = gij (xi,j ),
zπ(j),π(i) = vij (yi,j ),
respectively. 
Lemma 10. Let 1  i, j, k  n be integers.
(a) If i < j < k and π(i) < π(k) < π(j), then wπ(i),π(k) = 0.
(b) If i < j < k and π(j) < π(i) < π(k), then zπ(i),π(k) = 0.
(c) If i > j > k and π(i) < π(k) < π(j), then zπ(i),π(k) = 0.
(d) If i > j > k and π(j) < π(i) < π(k), then wπ(i),π(k) = 0.
(e) If i < j < k and π(i) < π(j) < π(k), then
zπ(i),π(k) = zπ(i),π(j)fjk(xi,k/xi,j ) and
wπ(i),π(k) = uij (yi,k/yj,k)wπ(j),π(k).
(f) If i > j > k and π(i) < π(j) < π(k), then
wπ(i),π(k) = gji(xk,i/xk,j )wπ(j),π(k) and
zπ(i),π(k) = zπ(i),π(j)vkj (yk,i/yj,i).
Proof. The following orthogonality relations:
S−1EkS ⊥ Ei − (yi,k/yj,k)Ei,j , (8)
S−1EiS ⊥ Ek − (xi,k/xi,j )Ej,k (9)
imply
T −1Eπ(k)T ⊥ Eπ(i) − uij (yi,k/yj,k)Eπ(i),π(j), in cases (a) and (e), (10)
T −1Eπ(i)T ⊥ Eπ(k) − fjk(xi,k/xi,j )Eπ(j),π(k), in cases (b) and (e), (11)
T −1Eπ(k)T ⊥ Eπ(i) − gji(xk,i/xk,j )Eπ(i),π(j), in cases (c) and (f), (12)
T −1Eπ(i)T ⊥ Eπ(k) − vkj (yk,i/yj,i)Eπ(j),π(k), in cases (d) and (f). (13)
(a) Using (10) and multiplying π(i)th row ofEπ(i) − uij (yi,k/yj,k)Eπ(i),π(j) with
π(k)th column of T −1Eπ(k)T gives wπ(i),π(k) = 0.
Analogously, the assertions in (b), (c) and (d) follow from (11), (12) and (13),
respectively. Finally, relations in (e) and (f) can be obtained by direct calculation
from (10), (11) and (12), (13), respectively. 
Lemma 11. If integers 1  i, k  n do not belong to the same component of π,
then zπ(i),π(k) = wπ(i),π(k) = 0.
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Proof. If π(i) > π(k) then the assertion is obviously true by the triangularity of T
and T −1. So, let π(i) < π(k) and assume first that i < k. We will use the following
equality:
0= (PT −1P tr)(PT P tr)ik
=
∑
j
wπ(i),π(j)zπ(j),π(k)
= wπ(i),π(k) + zπ(i),π(k)
+
∑
π(i)<π(j)<π(k)
wπ(i),π(j)zπ(j),π(k). (14)
We proceed by induction on d = π(k)− π(i). If d = 1 the range of summation
in (14) is empty which implies wπ(i),π(k) + zπ(i),π(k) = 0. As i and k are in different
components of π, and d = 1, there exists j , i < j < k such that either π(j) > π(k)
or π(j) < π(i). In the first case, (a) of Lemma 10 yields wπ(i),π(k) = 0, in the sec-
ond one we get the conclusion zπ(i),π(k) = 0 using (b) of the same lemma. So, the
result zπ(i),π(k) = wπ(i),π(k) = 0 follows. The case i > k can be settled by the similar
consideration using (c) and (d) of Lemma 10.
Let us now suppose that d > 1 and that zπ(i′),π(k′) = wπ(i′),π(k′) = 0 for all i′, k′
that are not members of the same component and fulfill 0 < π(k′)− π(i′) < d. As-
sume i < k. Denoting
31 =
∑
i<k<j
π(i)<π(j)<π(k)
wπ(i),π(j)zπ(j),π(k),
32 =
∑
j<i<k
π(i)<π(j)<π(k)
wπ(i),π(j)zπ(j),π(k),
33 =
∑
i<j<k
π(i)<π(j)<π(k)
wπ(i),π(j)zπ(j),π(k),
rewrite (14)
wπ(i),π(k) + zπ(i),π(k) = −31 −32 −33.
The sums31 and32 are either empty or zero by (a) and (b) of Lemma 10, respectively.
It remains to analyze the sum 33 in case it is not empty. Every j from the range
of this sum is either not in the same component as i, or is not in the same component
as k. Indeed, if there were a j being in the same component as i and k, it would be
a knot of π. But in this case the relation π(i) < π(j) < π(k) is impossible. Addi-
tionally, for every j in the last sum we have π(j)− π(i) < d and π(k)− π(j) < d
which by induction hypothesis implies either wπ(i),π(j) = 0, or zπ(j),π(k) = 0. So,
wπ(i),π(k) + zπ(i),π(k) = 0. In order to show that both wπ(i),π(k) and zπ(i),π(k) are
zero, we consider the following cases:
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(a) There exists j, i < j < k, such that π(j) < π(i) < π(k). Lemma 10(b) implies
zπ(i),π(k) = 0.
(b) We have a j, i < j < k, such that π(i) < π(k) < π(j). Now (a) of Lemma 10
gives wπ(i),π(k) = 0.
(c) One finds at least two indices u, v such that i < u < v < k and π(i) < π(v) <
π(u) < π(k). Indices i and v are certainly not in the same component of π ,
therefore, by induction hypothesis wπ(i),π(v) = zπ(i),π(v) = 0. Lemma 10 now
leads to zπ(i),π(k) = zπ(i),π(v)fvk(xi,k/xi,v) = 0.
We have thus proved that wπ(i),π(k) = zπ(i),π(k) = 0 if i < k. We could deal with
the situation i > k similarly. 
Recall that S was fixed but arbitrary. We have proved that PT P tr = tw(Q1,Q2,
. . . ,Qk) where ith tw-block Qi, 1  i  k is continuously dependent only on cer-
tain diagonal block of S, the one that contains rows and columns between ri−1th and
ri th. By Proposition 5, as φ(S−1nS) = T −1P trnPT , we get
φ(S−1DS)=T −1P trDPT
=P tr(PT P tr)−1D(PT P tr)P (15)
for all n× n diagonal matrices D = diag(d1, d2, . . . , dn). Let X be any triangular
matrix with distinct diagonal entries d1, d2, . . . , dn. Then there exists a unique in-
vertible triangular matrix S with qS = I , and D = diag(d1, d2, . . . , dn) such that
X = S−1DS. Denoting Di = diag(dri−1, dri−1+1, . . . , dri ), rewrite (15)
Pφ(X)P tr = tw(Q1,Q2, . . . ,Qk)−1Dtw(Q1,Q2, . . . ,Qk)
= tw(Q−11 D1Q1,Q−12 D2Q2, . . . ,Q−1k DkQk)
= tw(R1, R2, . . . , Rk).
Every matrixRi = Q−1i DiQi is continuously dependent only on the certain diagonal
block of X, namely on the block Xi , defined in Theorem 1. Recall that this holds
true for every X with distinct diagonal entries. Such matrices are dense in Tn and
therefore, it is valid for every X ∈ Tn. Moreover, qRi = Di , i = 1, 2, . . . , k. Finally,
defining φi : Tsi → Tsi , φi(Xi) = Ri , if i is odd and φi(Xi) = Rtri if i is even, we
easily observe that each φi is continuous, preserves spectrum and commutativity,
and fulfills qφi(si ) = si .
2.2. Proof of Theorem 2
Let S = [xi,j ] ∈ Tn be as in the proof of Theorem 1. We already know that there
exists a triangular matrix T = [zi,j ], qT = In, such that φ(S−1DS) = T −1DT for
all n× n diagonal matrices D = diag(d1, d2, . . . , dn).
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Furthermore, zi,j = fij (xi,j ) and by (e) of Lemma 10,
fik(xi,k) = fij (xi,j )fjk(xi,k/xi,j ), 1  i < j < k  n.
Substituting xy for xi,k and x for xi,j we obtain functional equality
fik(xy) = fij (x)fjk(y), (16)
which, by the continuity of φ, holds for all x, y ∈ C. This is the so-called Pexider
equality. Let for a moment i, j, k be fixed. According to [1, Corollary 11, p. 43] the
following cases are possible:
(a) fjk = fik = 0 and fij arbitrary.
(b) fij = fik = 0 and fjk arbitrary.
(c) There exist nonzero constants a, b ∈ C and a nonzero multiplicative function
f : C → C such that
fij (x) = af (x),
fjk(x) = bf (x),
fik(x) = abf (x).
We will show that there exists m, 1  m < n such that T = diag(Z1, Z2), Z1 ∈
Tm,Z2 ∈ Tn−m, if for some r < s, frs = 0. We need the following lemma.
Lemma 12. If for some r < s we have frs = 0, then
(i) frj = fis = 0 for all j > s and all i < r .
(ii) There exists m, r  m < s such that fm,m+1 = 0.
Proof. We deduce (i) simply from frj (xy) = frs(x)fsj (y) and fis(xy) = fir (x)×
frs(y).
(ii) If s − r = 1 there is nothing to do. Suppose s − r > 1. For every k, r < k <
s, we have frs(xy) = frk(x)fks(y). By (a) and (b) above either frk = 0 or fks = 0.
Obviously, k − r < s − r and s − k < s − r . We have thus found indices r1, s1 hav-
ing the property fr1s1 = 0 and s1 − r1 < s − r. If s1 − r1 = 1 we are done, otherwise
we proceed in the same manner to find s2, r2 satisfying fr2,s2 = 0 and s2 − r2 <
s1 − r1. By a finite process we obtain si, ri with si − ri = 1 and by choosing m = ri
we get fm,m+1 = 0. 
The above lemma assures the existence of m, and by (i) we have that fmj =
fi,m+1=0 for all j > m and i < m+ 1. So the rectangle right and above to zm,m+1=
fm,m+1(xm,m+1) in T is zero and T has the desired form. Let m1 = m, m2 = n−m,
and
X =
[
X11 X12
0 X22
]
=
[
S−11 D1S1 ∗
0 S−12 D2S2
]
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be a triangular matrix with distinct diagonal entries and the dimensions of diago-
nal blocks m1 ×m1 and m2 ×m2, respectively. Recall that S1 and S2 are by qSi =
I, i = 1, 2, uniquely defined. Then
φ(X)= T −1diag(D1,D2)T
= diag(Z−11 D1Z1, Z−12 D2Z2)
= diag (R1, R2).
Let i be either 1 or 2. Matrix Ri = Z−1i DiZi is continuously dependent on Si
and Di and therefore on Xii . We also have qRi=Di . Now, let φi : Tmi → Tmi ,
φi(Xii) = Ri . Each of the mappings φi is continuous, preserves spectrum and
commutativity, and qφi(mi ) = mi . So, we have obtained φ(X) = diag(φ1(X11),
φ2(X22)) for every triangular matrix X with distinct diagonal entries. Applying the
continuity of φ and the fact that such matrices are dense in Tn the conclusion holds
true for all X ∈ Tn.
By finitely many steps we arrive at
φ(X) = diag(φ1(X11), φ2(X22), . . . , φk(Xkk)),
φs : Tms → Tms , s = 1, 2, . . . , k, m1 + · · · +mk = n,
and for every diagonal matrix D ∈ Tms and invertible S = [xi,j ] ∈ Tmswe have
φs(S
−1DS) = T −1DT, s = 1, 2, . . . , k,
with Ts = [zi,j ], zi,j = fij (xi,j ), fij /= 0, 1  i < j  ms.
If ms = 2 for some s, then the structure of φs : T2 → T2 is described in
Theorem 4.
Suppose ms = m  3 and T = [fij (xi,j )], fij /= 0 for all 1  i < j  m. As
functions f12, f23 and f13 satisfy Eq. (16), and none of them is identically zero,
there exists a multiplicative function f /= 0 and nonzero constants a12, a23 such
that
f12(x) = a12f (x),
f23(x) = a23f (x),
f13(x) = a12a23f (x).
Composing φ by a similarity transformation with a constant diagonal similarity ma-
trix, if necessary, we can assume that f1j (1) = 1 for all j = 2, . . . , m. This together
with f (1) = 1 implies a12 = a23 = 1. As (only if m > 3)
f13(x) = a13f (x) = f (x),
f34(x) = a34f (x),
f14(x) = a13a34f (x) = a34f (x),
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we get a34 = 1. Repeating this process we obtain that fjk(x) = f (x) for all 1  j <
k  m. Next we show that f is also additive. To see this we choose an orthogonal
pair of rank one idempotents A, B ∈ Tm
A=diag(A11, 0m−3), A11 =

1 1 x + y0 0 0
0 0 0

 ,
B=diag(B11, 0m−3), B11 =

0 0 −x0 0 −y
0 0 1

 .
Matrix A can be rewritten as A = S−1E1S, where
S = diag(S11, Im−3) and S11 =

1 1 x + y0 1 0
0 0 1

 .
Then, φs(A) = T −1S E1TS , with
TS = diag(T11, Im−3) and T11 =

1 1 f (x + y)0 1 0
0 0 1

 .
Analogously, B = R−1E3R,
R = diag(R22, Im−3), R22 =

1 0 x0 1 y
0 0 1

 .
We compute φs(B) = T −1R E3TR with
TR = diag(T22, Im−3), T22 =

1 0 f (x)0 1 f (y)
0 0 1

 .
Thus,
φs(A)= diag(C, 0m−3), C =

1 1 f (x + y)0 0 0
0 0 0

 ,
φs(B) = diag(D, 0m−3), D =

0 0 −f (x)0 0 −f (y)
0 0 1

 .
Matrices C and D commute, so
−f (x)− f (y)+ f (x + y) = 0,
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which implies that f is a nontrivial continuous endomorphism of the field C. As it is
well known [1], we have either f (x) = x for all x ∈ C, or f (x) = x for all x ∈ C.
Suppose f (x) = x. Then
φs(E12)= lim
x→∞ x
−1φ(E1 + xE12)
= lim
x→∞(x
−1E1 + xx−1E12),
and as limx→∞ xx−1 does not exist, f (x) = x for all complex x. This implies that
φs(X) = X for all diagonalizable X ∈ Tm, and by the continuity of φs, φs(X) = X
for all X ∈ Tm. 
2.3. Proof of Theorem 4
Let the verification that mappings of the forms (2) and (3) are continuous and
preserve spectrum and commutativity be left to the reader.
Suppose that φ : T2 → T2 is a continuous spectrum and commutativity preserving
mapping. Applying Corollary 7 and replacing φ by X → X+, if necessary, one may
assume that
φ
([
a b
0 c
])
=
[
a u
0 c
]
(17)
for some u ∈ C, that is continuously dependent on a, b and c. There exists a contin-
uous function f : C → C such that
φ
([
1 x
0 0
])
=
[
1 f (x)
0 0
]
for all x ∈ C.
As φ is homogeneous (Corollary 6), we get for all a /= 0
φ
([
a b
0 0
])
= aφ
([
1 b
a
0 0
])
=
[
a af
(
b
a
)
0 0
]
.
Because of
E12 = lim
ε→0
[
ε 1
0 0
]
,
we have
φ(E12)= lim
ε→0 εφ
([
1 ε−1
0 0
])
= lim
ε→0
[
ε εf (ε−1)
0 0
]
,
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and therefore, limit limε→0 εf (ε−1) exists; we name it L as in the theorem. Then, of
course φ(E12) = LE12. Furthermore, assuming a /= c, we compute
φ
([
a b
0 c
])
= cI + φ
([
a − c b
0 0
])
= cI + (a − c)φ
([
1 b
a−c
0 0
])
= cI +
[
a − c (a − c)f
(
b
a−c
)
0 0
]
=
[
a (a − c)f
(
b
a−c
)
0 0
]
,
and if a = c,
φ
([
a b
0 a
])
= aI + bφ(E12)
=
[
a Lb
0 a
]
,
so, the desired conclusion follows. 
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