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Selective alteration of human value 
decisions with medial frontal tDCS 
is predicted by changes in attractor 
dynamics
D. Hämmerer1,2,*, J. Bonaiuto3,*, M. Klein-Flügge3,4,*, M. Bikson5 & S. Bestmann3
During value-based decision making, ventromedial prefrontal cortex (vmPFC) is thought to support 
choices by tracking the expected gain from different outcomes via a competition-based process. 
Using a computational neurostimulation approach we asked how perturbing this region might alter 
this competition and resulting value decisions. We simulated a perturbation of neural dynamics in 
a biophysically informed model of decision-making through in silico depolarization at the level of 
neuronal ensembles. Simulated depolarization increased baseline firing rates of pyramidal neurons, 
which altered their susceptibility to background noise, and thereby increased choice stochasticity. 
These behavioural predictions were compared to choice behaviour in healthy participants performing 
similar value decisions during transcranial direct current stimulation (tDCS), a non-invasive brain 
stimulation technique. We placed the soma depolarizing electrode over medial frontal PFC. In line 
with model predictions, this intervention resulted in more random choices. By contrast, no such effect 
was observed when placing the depolarizing electrode over lateral PFC. Using a causal manipulation 
of ventromedial and lateral prefrontal function, these results provide support for competition-based 
choice dynamics in human vmPFC, and introduce computational neurostimulation as a mechanistic 
assay for neurostimulation studies of cognition.
The ventromedial prefrontal cortex (vmPFC) is thought to play a key role in guiding value-based decision 
making1–3. For example, BOLD (Blood-oxygenation-level depedendent) activity in vmPFC measured with human 
neuroimaging scales proportionally to the difference in gain that can be expected when deciding between two 
options with different expected outcomes2,4–11. Mechanistically, value decisions in vmPFC may emerge through 
competition between neural populations selective for each choice option12–15. Biophysical attractor models sim-
ulate such decisions as a competition between populations of excitatory pyramidal cells whose firing rates are 
driven by the expected values of one of the choice options as well as background noise (cf. Fig. 1B). Recurrent 
excitation within, and mutual inhibition between these excitatory populations implement an attractor network 
with multiple stable attractor states, ultimately resulting in a net activity gain of one population that leads to a 
decision13 (cf. Fig. 1C).
Indeed, this class of biophysical models has been shown to predict activity in vmPFC during decision 
making7,8,16. Moreover, inter-individual differences in the concentration of the neurotransmitters GABA and glu-
tamate measured in vmPFC predict decision performance across participants17. Taken together, these findings 
corroborate the idea that a competitive process involving inhibitory and excitatory neuronal pools underpins 
decision making in vmPFC. Finally, evidence from vmPFC lesions in non-human primates also indicates a crit-
ical role of vmPFC in value-based decision making18–21. However, there is to date no causal demonstration on 
how interference with the proposed attractor dynamics in vmPFC may alter choice behaviour. Such a demonstra-
tion would provide interventional support for biophysical attractor network models as a candidate mechanism 
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for value-based choice, and could provide mechanistic rationales for interventions aimed at improving decision 
making in man.
Here, we used a computational neurostimulation approach22,23 to examine how perturbations of the assumed 
underlying attractor dynamics in vmPFC might affect decision making behaviour. We first tested, in silico, how 
perturbing the competition between neural populations with neurostimulation affects value-based choice behav-
iour in a biophysical attractor model (BAM). Perturbations in the BAM were realized through alteration of the 
membrane polarization23,24, thus emulating the physiological changes elicited in humans through transcranial 
direct current stimulation (tDCS). Behavioral predictions generated from this simulated neurostimulation inter-
vention were then compared to the behavioural consequences of an analogous experimental manipulation in 
human subjects performing a value-based decision making task. Here, we elicited analogous large-scale mem-
brane polarization changes by applying tDCS25,26 over medial frontal cortex.
A simple approximation of the acute effects of tDCS posits that anodal currents lead to a large-scale net depo-
larization of pyramidal neurons’ soma within a region, and cathodal currents to a net soma hyperpolarization27, 
thereby influencing neuronal firing rates27–29. Commonly, the impact of tDCS on cognitive processing is con-
ceptualized as a sliding-scale of excitability (e.g. anodal stimulation produces “better” processing). It has been 
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Figure 1. Experimental task, biophysical model and current distribution for medial frontal tDCS.  
(A) Trial structure. Subjects chose between two options of differing reward size (signaled using the size of the 
rectangle) and probability (learnt). The inset shows one of the random walks used for the reward probabilities 
of the two options. At the time of choice, the chosen option was indicated (orange rectangle) and the outcome 
displayed (red: no reward, green: reward) (cf. 5). (B) Biophysical model. Excitatory inputs to the two pyramidal 
populations (p1 and p2, 800 neurons each) are scaled by the expected values of each of the two choice 
options. Pyramidal populations inhibit each other via a common pool of inhibitory neurons (i, 400 neurons). 
Background input simulates random firing from regions uninvolved in the task. The effects of tDCS were 
simulated by changing the membrane potentials of both inhibitory and pyramidal populations (see Methods). 
(C) Temporal development of firing rates of pyramidal populations p1 and p2 in the biophysical model. Large 
expected value differences (upper panel) cause firing rates in the pyramidal populations to differentiate the 
two inputs earlier, compared to small differences in expected value (lower panel). Vertical black lines: time of 
predicted response (upon crossing of given threshold, see text for details). Shaded area: onset and duration 
of choice stimuli and thus the input of expected values. (D) Estimated current distributions during medial 
frontal stimulation (left) and lateral frontal stimulation (right, see Supplementary Fig. 2). Electrode positions 
are indicated by rectangular outlines (anode over Fpz for medial and over F3 for lateral stimulation condition, 
cathode below inion in both conditions). Upper row shows lateral view, lower row shows medial view, black 
lines indicate estimated current flow.
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suggested that such conceptual models make overly simplistic leaps across several levels of brain organization 
and do not consider how neural circuits might produce the observed behavioural change30,31. We therefore have 
previously advocated simulation of the neural effects of noninvasive brain stimulation in computational models 
that can generate behavioural responses as a way to address this shortcoming22. Here, we used computational neu-
rostimulation to consider how polarization interacts with specific ongoing activity in a decision making attractor, 
model as well as the resulting choice behaviour. Even though entire populations of neurons in a region will be 
polarized by tDCS, in this approach the behavioural consequences of stimulation can be linked to the impact on 
the emerging dynamics of the decision network.
We reasoned that a perturbation of the attractor dynamics would alter the ability to decide between two 
options of differing value. In cognitive models of decision making, the ability to base decisions on the difference 
in expected values in the context of background noise is typically captured by the inverse softmax temperature 
parameter, β. This parameter reflects how consistently participants choose the subjectively more valuable option, 
and we will therefore refer to it as the choice stochasticity. In other words, a lower inverse temperature indicates 
a larger choice stochasticity, and thus that the option with higher expected value should be chosen less often, 
which in turn leads to reduced choice accuracy. By contrast, a higher inverse temperature indicates a lower choice 
stochasticity, and thus that choices are more driven by value in situations where the difference in expected values 
is small compared to background noise. In these cases, choice accuracy will increase.
With regard to the BAM, higher choice stochasticity would therefore indicate that attractor dynamics could be 
more strongly driven by background noise and less strongly driven by the expected values of the choice options. 
If our manipulation of the attractor dynamics through non-invasive brain stimulation was indeed successful, we 
would thus expect a comparable change in the model predictions created in silico as in our behavioural stimula-
tion study.
Results
First, we simulated value-based decision making in a biophysical attractor model (BAM) known to describe fea-
tures of cortical dynamics in decision making through interactions between populations of spiking neurons12,13. 
Choices in this network model emerged based on inputs to each pyramidal population that were generated from 
simulated values of choice options (see Methods). We then simulated changes in neural membrane polarization 
across the network and their resulting changes on attractor dynamics and choice outcomes. This was done to 
mirror the physiological changes elicited by tDCS in healthy participants performing value-based decisions, and 
to allow comparison of model predictions of choice frequencies during stimulation with our empirical human 
data (see Methods below for details).
Several observations support the choice of the parameters used to simulate polarization of pyramidal cells and 
inhibitory interneurons during tDCS stimulation. While it is reasonable to assume that large pyramidal cells may 
exhibit the strongest polarization effects, other neurons are also likely to be affected by polarizing currents32,33. 
Our parameter choice was based on prior simulations, where neural network modelling was used to reproduce 
stimulation-induced changes in sensory evoked potentials in vitro, and which suggested that considering the 
impact of polarizing currents on inhibitory interneuron populations is important24. Furthermore, the impact of 
polarizing currents on membrane potentials in our model closely resembles previous observations in in-vitro and 
in-vivo animal experiments24,28, justifying our choice of stimulation magnitude. In our model, we used minimal 
assumptions with regards to the impact of polarizing currents, by simply adding transmembrane currents.
Simulated neurostimulation effects on attractor dynamics and model choice behaviour. To 
determine the baseline effects of stimulation on the BAM, we inspected the mean firing rate of pyramidal cells 
and interneurons in the period prior to the onset of the choice stimulus (Fig. 2). Simulated tDCS shifted the mean 
firing rate of both pyramidal cells (X2(2) = 194.74, p < 0.01) and interneurons (X2(2) = 190.91, p < 0.01). Pairwise 
comparisons revealed that simulated depolarizing stimulation increased the mean baseline firing rate of pyram-
idal cells (from 5.81 Hz to 7.71 Hz), but also that of interneurons (0.75 Hz to 1.21 Hz). This pattern arises from 
an emergent property of the BAM, whereby the increased excitatory drive caused by depolarizing currents to the 
pyramidal populations increases interneuron population activity, even though the simulated currents for these 
were hyperpolarizing24. Similarly, simulated hyperpolarizing stimulation (which hyperpolarized the pyramidal 
populations and depolarized the interneuron population) decreased firing rates in all populations (to 4.14 Hz for 
pyramidal cells and, 0.39 Hz for interneurons; all changes in firing rates Z > 3.5, p < 0.01, r > 0.70). Relative to no 
stimulation, the injected current altered the resting membrane potential of each neuron by an amount compatible 
with in vitro studies32–35. The corresponding change in membrane potential varied from − 0.2 mV with − 4 pA 
injected current to 0.2 mV with 4 pA injected current27,34,35. There is uncertainty regarding the precise neural ele-
ments targeted by tDCS, and our control simulations that omitted direct stimulation of inhibitory interneurons 
revealed qualitatively similar results. This can be explained by the driving effect the pyramidal populations exert 
on inhibitory interneurons (see Fig. 3, Supplementary Table 2).
Choice behaviour in the model emerges through the recurrent excitation within pyramidal populations and 
mutual inhibition between these excitatory populations via an inhibitory interneuron population. A net activ-
ity gain of one pyramidal population indicated a decision for one option13 (cf. Fig. 1C). To predict qualitative 
changes in behaviour due to simulated neurostimulation, a standard reinforcement learning (RL) model (see 
Methods for details) was fitted to the choice predictions generated by the BAM. In evaluating changes in choice 
behaviour, we examined simulated changes in choice stochasticity, as indicated by the inverse softmax parame-
ter. This analysis therefore asked to what extent choices were driven by noise in neuronal populations versus the 
relative expected value. In addition, we assessed possible changes in the learning rate, indicating to what extent 
prior decision outcomes influenced current choices. As evident in Fig. 4A (left column), the behavioural model 
predictions show that depolarizing stimulation increased choice stochasticity (average change β of 5.16; W = 0.0, 
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Z = 3.76, p < 0.01, r = 0.75). This was also apparent in a decrease in choice accuracy (X2(2) = 122.92, p < 0.01), 
from 81.28% to 70.24% mean choice accuracy (pairwise-comparison; Z = 3.69, p < 0.01, r = 0.74). The opposite 
pattern was observed with hyperpolarizing stimulation, which decreased choice stochasticity (average β increase 
of 6.22; W = 0.0, Z = 3.76, p < 0.01, r = 0.75) and slightly improved accuracy to 83.95%, (W = 57.0, Z = 1.86, 
p = 0.06, r = 0.37, cf. Fig. 4), although this effect was quantitatively smaller. At the same time, simulated stimu-
lation had no effect on the estimated learning rate (X2(2) = 2.18, p = 0.98; Fig. 4B, left column). In summary, our 
simulated tDCS intervention thus affected the ability to base decisions on the relative expected value.
A closer look at the temporal dynamics of the network firing rates provides a putative explanation for these 
qualitative differences in model choice behaviour caused by simulated neurostimulation. The impact of back-
ground noise and expected values on choices were differentially affected by neurostimulation. One property of the 
model used here is that prior to the onset of the choice stimulus, the firing rates of the two pyramidal populations 
often differ, with one being higher than the other, due to random fluctuations of noisy inputs into the system. 
Under normal (control) conditions, this asymmetry results in a bias to select the option corresponding to the 
population with the initially higher firing rate. This effect is stronger when the two choice options have more sim-
ilar expected values (difficult trials). Crucially, stimulation influences this bias (X2(2) = 173.31, p < 0.01): depo-
larizing stimulation further amplified this bias (from 0.56 Hz to 1.67 Hz; W = 0.0, Z = 3.76, p < 0.01, r = 0.75), 
whereas hyperpolarizing stimulation reduced it (from 0.56 Hz to 0.18 Hz; W = 5.0, Z = 3.60, p < 0.01, r = 0.72; cf 
Fig. 2). Note that, when examined as choice accuracy on subsets of easy and hard choices, a somewhat more com-
plicated pattern emerges, possibly due to the fact that a modulation of choice accuracy is dependent on overall 
performance levels (cf. Supplementary Fig. 4).
We next applied a logistic regression to examine the relative influence of pre-stimulus bias and expected 
value differences on simulated choice behaviour, respectively. As can be seen in Fig. 5, although the network was 
only provided with the expected value of each response option, expected value differences are a better predictor 
than pre-stimulus bias for choices under control conditions as indicated by larger beta coefficients (t(24) = 4.35, 
p < 0.05, r = 0.66). However, simulated depolarizing stimulation increases the relative influence of pre-stimulus 
bias on choices and thereby increases choice stochasticity (t(24) = − 5.59, p < 0.05, r = 0.75). In contrast, hyper-
polarizing stimulation reduces the impact of pre-stimulus bias on choice behaviour and thereby decreases choice 
stochasticity (t(24) = 8.27, p < 0.05 , r = 0.86, interaction stimulation condition and bias versus EV influence 
F(2, 48) = 80.83, p < 0.05, r = 0.87).
Figure 2. Simulated effects of neurostimulation on mean firing rates of excitatory and inhibitory neuronal 
populations. (A) Mean pyramidal firing rates during trials with small expected value difference. Yellow box 
indicates period of stimulus-based inputs. Depolarization (red) increases firing rates of pyramidal populations 
(p1, p2), whereas hyperpolarization (green) decreases their firing rates, relative to no stimulation control 
(blue). Inset shows differences during the pre-stimulus interval (500 to 50 ms before stimulus onset) between 
the pyramidal populations that reflect the chosen and unchosen option. (B) Mean interneuron firing rates 
during trials with small expected value difference. Depolarization of the network also increases firing rates 
of inhibitory populations, due to stronger excitatory inputs from pyramidal neurons (cf. Model in Fig. 1), 
whereas hyperpolarization decreases firing rates. Inset indicates stimulation effects during the pre-stimulus 
interval, thus paralleling the stimulation effects during stimulus presentation. (C) Mean pyramidal firing rates 
during trials with large differences in expected value. Stimulation (depolarization: red, hyperpolarization: 
green) has no effect on the steady-state firing rate during visual stimulation relative to control (blue). Inset 
shows differences during the pre-stimulus interval as in (A). Differences in pre-stimulus firing rates between 
pyramidal populations of chosen and unchosen options are reduced compared to trials with small expected 
value difference (A). Depolarization increases these differences relative to control. (D) Mean interneuron 
firing rates during trials with large differences in expected value. Effects are the same as those during trials with 
small expected value difference (B). Error bars in insets indicate 1 SEM, asterisks indicate reliable condition 
differences at p < 0.05 (Bonferroni corrected).
www.nature.com/scientificreports/
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Alternative simulations. In order to determine whether our modelling results were specific to the param-
eter values adopted from previous work24, we additionally conducted a series of alternative simulations. In doing 
so, we also simulated the effect of hyperpolarization (cathodal stimulation) on the neural and behavioural output 
of the biophysical attractor model. Current understanding of the effects of tDCS predicts that hyperpolarizing 
stimulation ought to cause qualitatively opposite effects on pyramidal neurons; these simulations thus provided a 
sanity check for the specificity of our modelling results. As for depolarization, estimated learning rates remained 
unaffected (cf. Fig. 3, Supplementary Table 2) (W = 131.0, Z = − ∞ , p = 1.0), while hyperpolarizing stimulation 
decreased choice stochasticity (average β: 6.22; W = 0.0, Z = 3.76, p < 0.01, r = 0.75, cf. Fig. 3, Supplementary 
Table 2).
We additionally assessed to what degree the results obtained from our main simulations were dependent 
on the specific parameter values for depolarization and hyperpolarization applied to excitatory and inhibitory 
populations (cf. Fig. 3, Supplementary Table 2). In our main simulations (cf. Figs 2,4 and 5), we simulated depo-
larization by injecting 4 pA of current into pyramidal cells and − 2 pA into interneurons. As shown in Fig. 3A–D, 
the overall impact of polarization on choice stochasticity, pre-stimulus bias, percentage correct and firing rates of 
Figure 3. Overview of effects of alternative current simulations. Simulated depolarizing currents (red 
colours) significantly increased choice stochasiticity (i.e., increased inverse temperature). (A) and % correct 
choices (B). Furthermore, they increased the difference between the pre-stimulus firing rates of the pyramidal 
populations (C) as well as in interneurons (D). Alternative simulations (Altern. 1–2) varying the impact 
on inhibitory interneurons revealed that these observations were relatively robust to changes in membrane 
potentials of interneurons. By contrast, no comparable physiological or behavioural change was observed 
when omitting current to the pyramidal neurons (Depolar. Altern. 3), as expected given current knowledge on 
how polarizing currents affect pyramidal neurons. Simulated hyperpolarizing currents (green colours) slightly 
decreased choice stochasticity (i.e., increased inverse temperature) (A) and thus increased choice accuracy (B), 
and reduced the difference between the pre-stimulus firing rates of the pyramidal populations (C) as well as in 
interneurons (D). Similar to depolarizing currents, for hyperpolarizing currents these effects were relatively 
robust with regards to the specific changes in membrane potentials applied to inhibitory interneurons (Altern. 
1–2), but became indistinguishable from baseline (control; blue) simulations when omitting current to the 
pyramidal neurons (Hyperpolar. Altern. 3). Error bars indicate 1 SEM, asterisks indicate reliable condition 
differences at p < 0.05 (Bonferroni corrected).
www.nature.com/scientificreports/
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inhibitory interneurons was relatively robust to the specific current parameters applied. This is because pyramidal 
populations drive activity in these inhibitory populations, such that an increased firing in the pyramidal popu-
lation during depolarization would also lead to an increased drive in the inhibitory population23. However, the 
Figure 4. Simulated and empirical effects of neurostimulation on behaviour. (A) In line with model 
predictions (left panel), medial frontal stimulation (depolarization) made decisions less sensitive to differences 
in expected value between choice options, i.e. increased choice stochasticity. In line with the modeled behaviour 
(left), mean % correct choices (based on higher expected values calculated as reward magnitude * modelled 
reward probability) was reduced during medial stimulation (depolarization, right). (B) Learning rates were not 
affected. Error bars indicate 1 SEM, asterisks indicate reliable condition differences at p < 0.05.
Figure 5. Logistic regression coefficients of pre-stimulus bias and expected value differences predicting 
accuracy of simulated choices. In the depolarizing stimulation condition, the pre-stimulus pyramidal firing 
rate bias (correct-incorrect) had a greater influence on simulated choice accuracy than in the control condition, 
while during hyperpolarizing stimulation the influence of pre-stimulus bias on choice accuracy was reduced 
compared to control. In contrast, the influence of the expected value difference on choice accuracy was reduced 
in the depolarizing condition compared to control whereas it didn’t differ reliably in the hyperpolarizing 
stimulation condition. Thus, hyperpolarization increased the relative bearing of expected value differences 
on choice accuracy as compared to no stimulation control. In contrast, depolarization increased the relative 
influence of noisy pre-stimulus fluctuations on choice. Error bars indicate 1 SEM, asterisks indicate reliable 
condition differences at p < 0.05 (Bonferroni corrected).
www.nature.com/scientificreports/
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effects of polarization were quantitatively strongest for the parameters adopted in our main simulation, which 
in turn were based on previous work24. By contrast, when applying parameters for stimulation that are in con-
trast to the known effects of polarizing currents, the impact on the physiological and behavioural model outputs 
changed significantly (Fig. 3). In these cases, we omitted polarizing current to the pyramidal neurons, which is 
in stark contrast to known physiology27,28,33. Under these conditions, the effects on behavioural and physiolog-
ical model predictions became almost indistinguishable from simulations in which no currents were simulated 
(Fig. 3, Supplementary Table 2), suggesting that the type of simulations conducted here are robust against varia-
tions in the specific values chosen for stimulation, but become fragile when stimulation parameters violate basic 
knowledge about the physiology of tDCS.
Neurostimulation effects on choice behaviour during value-based decisions in humans. In our 
behavioural tests, as in our simulated data, choice accuracy during the value-based decision making task was 
assessed as the percentage of trials in which the option with the higher modelled expected value was chosen 
(expected value = presented magnitude x modelled probability). Mirroring the predictions from the simulated 
data, choice accuracy was lower under depolarizing stimulation over vmPFC, as compared to no stimulation 
(mean difference = − 8%, p < 0.05, r = 0.65; cf. Fig. 4A, right column). By contrast, during the control lateral pre-
frontal stimulation condition, no reduction in choice accuracy was observed, compared to no stimulation (mean 
difference = − 1%, p = 1), and accuracy levels were higher than during medial stimulation (mean difference = 6%, 
p < 0.05, r = 0.65) (cf. Supplementary Fig. 2).
Finally, and again in line with the model predictions, choice stochasticity was higher during medial as com-
pared to no stimulation (Z = − 2.22, p < 0.05, r = 0.56; Fig. 4A, right column) and compared to lateral prefrontal 
control stimulation (Z = − 2.59, p < 0.05, r = 0.65; cf. Fig. 1 and Supplementary Fig. 2). Lateral prefrontal control 
stimulation and no stimulation were statistically indistinguishable (Z = − 1.55, p = 0.12). Learning rates were 
slightly larger during lateral stimulation versus no stimulation (mean lateral stimulation: 0.74, mean medial stim-
ulation: 0.66, mean no stimulation: 0.63; Z = 2.0, p < 0.05, r = 0.50). Moreover, no difference in learning rates 
was observed between medial and no stimulation (Z = 0.6, p = 0.50) or medial and lateral stimulation (Z = − 0.8, 
p = 0.40; Fig. 4B right column, and Supplementary Fig. 2).
The observed effects on choice accuracy were therefore montage specific, causing a decrease in choice perfor-
mance only during medial stimulation (curvilinear contrast: lateral – medial – no stimulation F(1,15) = 15.48, 
p < 0.05, r = 0.71). This was also confirmed in pairwise comparisons of the effect of stimulation condition on the 
percentages of choices of the option with higher subjective expected value (lateral versus medial stimulation: 
mean difference = 6%, p < 0.05, r = 0.65; lateral versus no stimulation: mean difference = − 1%, p = 1). The same 
was true for RL model parameters as a measure of performance. A comparison of choice stochasticity in the three 
conditions also revealed a trend for a reliable difference between the three stimulation conditions (Friedman test; 
X2(2) = 4.88, p = 0.09). At the same time, no reliable stimulation effect across the three stimulation conditions was 
observed for the learning rate parameter (cf. Supplementary Fig. 2, Friedman test; X2(2) = 0.13, p = 0.94). Indeed, 
the learning rate was slightly higher during lateral stimulation (p = 0.04, Z = 2.0, r = 0.50) (cf. Supplementary 
Fig. 2).
Paralleling the model predictions, we thus found that tDCS stimulation - which is thought to have net soma 
depolarizing consequences on large populations of pyramidal neurons23 - reduced participants’ ability to identify 
the option with the highest expected value. In the context of the RL model, this stimulation effect was reflected in 
increased choice stochasticity, consistent with the BAM predictions. A comparison to a control stimulation site 
over lateral PFC furthermore demonstrated that this effect was montage-specific.
Discussion
Here we show that neurostimulation over medial frontal cortex can bias value-based decision making, in line with 
the proposed role for vmPFC. Specifically, our results show that perturbations of the competitive dynamics of a 
biophysical attractor network model through widespread membrane depolarization impair value-based decision 
making in a predictable way by modulating the susceptibility of network dynamics to background noise. This 
resulted in more stochastic simulated choice behaviour. When applying an analogous intervention in healthy 
participants, we found a similar effect on choice stochasticity. This effect was furthermore spatially specific for 
medial prefrontal as compared to lateral prefrontal stimulation montages, which provides interventional evidence 
that is compatible with the idea that competition between neural populations in vmPFC is crucial for value-based 
choice7,8,13.
The novel computational neurostimulation approach used here bridges between the known physiological con-
sequences of tDCS as observed at a cellular level in animal recordings, and the behavioural consequences that can 
be elicited in humans22,23,36. First, it provides mechanistic predictions of how neurostimulation-related changes 
in complex neural systems ought to cause behavioural changes37. Second, in humans, the neural consequences 
of targeting large populations of neurons with neurostimulation via tDCS cannot be directly assessed. Using bio-
physical models at a mesoscopic level such as the one employed here thus provides a novel avenue for predicting 
in silico the emergent properties of large scale networks during neurostimulation22,32. Indeed, in the context of 
value decisions, we show that network depolarization can amplify existing (stochastic) biases between neural 
populations (Fig. 2) and thereby lead to more random choice behaviour (Figs 4 and 5), which provides one of the 
first mechanistic proposals for how tDCS actually alters behaviour. Third, our approach is a conceptual advance 
beyond the “sliding-scale” rationale adopted in many prior studies on tDCS and cognitive function, which sup-
poses tDCS simply dials-up (anodal) or down (cathodal) the function of a nominal brain target. Instead, we 
here considered how polarization by tDCS modulates value decisions through changes in the neuronal network 
dynamics, rather than a simple sliding scale mechanism.
www.nature.com/scientificreports/
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Alteration of choice behaviour in the BAM of value-based decision making through simu-
lated neurostimulation. We here used an established BAM of decision making12–15 to predict the neural 
and resulting behavioural consequences of influencing vmPFC function with neurostimulation. In this model, 
we simulated changes in the interplay of the excitatory and inhibitory spiking neural populations during value 
decisions that would be expected to occur during neurostimulation with tDCS, under simplified but reasonable 
assumptions23.
In our simulations, we found that depolarizing network stimulation increased the excitability of pyramidal 
cells, as well as the excitability of inhibitory interneurons, via a stronger drive from the pyramidal populations. 
As a consequence, pyramidal populations became more susceptible to background noise (cf. Fig. 2). The expla-
nation for this increased susceptibility lies in the strong recurrent connectivity of the pyramidal populations (cf. 
Fig. 1B). The increase in pyramidal cell excitability increases the rate of input integration due to these recurrent 
connections which amplifies both the effects of noisy background inputs prior to the onset of the stimulus and the 
effective strength of stimulus inputs (cf. Fig. 2). These stimulation effects ultimately increase the rate at which the 
population with the larger pre-stimulus bias integrates stimulus inputs, and in non-speeded value choices such 
as the ones tested here result in choices that are more prone to being influenced by pre-stimulus noise (see Fig. 5 
and Methods).
Behaviourally, this effect resulted in a reduced ability to select the better choice option in particular when the 
expected values of choice options were similar (cf. Fig. 4). When examined with a standard RL model, we thus 
observed an increased randomness of choices with respect to expected values, evident in an increased choice 
stochasticity (i.e., reduced inverse temperature) (cf. Fig. 4A). This result provides one possible mechanism of how 
large-scale excitability shifts influence the dynamics in BAMs, and how transcranial direct current stimulation 
may corrupt decision-making processes. Depolarizing stimulation increases the susceptibility to noise inputs and 
thereby corrupts the interaction between competing attractor states.
Role of vmPFC for value-computations in humans. In our experimental test of the model predictions, 
we confirmed the model prediction that depolarizing stimulation over medial prefrontal cortex results in an 
increased randomness of choices. This was evident in reduced choice accuracy and increased choice stochas-
ticity (cf. Fig. 4A). In both the simulations as well as the human participants, depolarizing stimulation affected 
in particular the ability to choose based on the relative expected value. Furthermore, stimulation over a con-
trol site, with the anode placed over lateral prefrontal cortex, did not yield an effect on choice performance (cf. 
Supplementary Fig. 2). Our findings thereby lend interventional support to previous reports assigning the vmPFC 
a key role in value-based decision making2–5,9–11,17–21. Specifically, our results support the idea of competing neu-
ral populations as the mechanistic process underpinning this role. But rather than merely being observational, 
interrogating the impact of stimulation in an established biophysical model provides insight into the underlying 
physiological change during alterations in decision making.
Computational neurostimulation in value-based decision making. The computational neurostimulation 
approach used here illustrates how biophysical models at an intermediate (mesoscopic) level of description can 
generate predictions about the impact of stimulation in biologically plausible networks with emergent properties 
and dynamics22,38,39. In the present study, this allowed the formation of explicit predictions about the impact of 
neurostimulation on the stochasticity of value-based choices. Moreover, our results further predict that hyperpo-
larizing stimulation should have an overall opposite effect on choice performance, namely a decrease in choice 
stochasticity. Again, this effect ought to be mediated by an alteration in the sensitivity to noise inputs (cf. Fig. 5). 
Previous work has shown that tDCS can elicit non-linear, intensity-dependent effects23,40. Assessing the impact 
of different intensities of hyperpolarizing stimulation on value-based choices systematically in future work may 
allow for a more detailed characterization of the different behavioural consequences of depolarizing and hyper-
polarizing network stimulation.”
More generally, our simulation results provide an example for deriving mechanistically informed rationales 
for improving value-based decision making, as for example in populations that show impaired value-based deci-
sion making due to an increased randomness in choice behaviour as, for example, during healthy ageing41,42.
Limitations. The approach taken here approximates neurostimulation effects caused by tDCS by assuming 
quasi uniform polarization of neuronal populations32. However, the anatomical complexity of cortical folding 
affects current flow43–45, but it is currently unknown how local anatomy influences polarization in functionally 
cogent brain regions. Nonetheless, our approach based on functional targeting and aggregate network activity 
may make computational neurostimulation predictions robust to such variations.
We here focused on the acute effect of neurostimulation because its impact can be reasonably approximated 
through modelling changes in transmembrane currents23. However, tDCS can also elicit lasting physiological and 
behavioural changes in neuroplasticity46–49; this calls for development of models that bridge between these more 
complex physiological changes and the resulting behavioural consequences. Our model does not simulate how 
physiological processes underlying learning may be affected by stimulation. Incorporating such processes, for 
example by endowing models with spike-timing dependent plasticity, will be an important next step for future 
studies. Such development will be of relevance to provide mechanistically informed rationales for translational 
applications of tDCS.
In our simulations, the main effect of stimulation on neural dynamics was a modulation of the pre-stimulus 
bias, reflecting the susceptibility of the competition process to background noise. The mechanism through which 
tDCS exerts its effect when a region simply integrates inputs from other areas without the presence of such com-
petitive dynamics may differ from the process described in our experiment. However, it seems unlikely that the 
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effect of network polarization on neural dynamics even in these cases can be sufficiently explained with a simple 
dial up/down heuristic. The computational neurostimulation approach as described in the present study will be 
fruitful for future work to identify the possible mechanistic machinery underlying different types of behaviour 
and neural computations, including larger scale, multi-region models.
Finally, with regards to the anatomical locus of our results, it is known that current flow occurs in brain 
regions other than those underlying the stimulation electrodes22,43,44,48. Our current simulations provide indica-
tion that placing the anode over medial frontal PFC induced currents in this region, whereas placing the anode 
over a control region (DLPFC) a control region in DLPFC spared this target site. The parameters for the current 
flow (FEM) model used here are the same as previously used in validation50,51. The conclusions of our study are 
conservative in only relying on gross features of current flow (comparison between two very different montages), 
which are not expected to qualitatively change across a normal range of parameters. We note that ‘no stimulation’ 
conditions can only provide an indication for performance levels expected during lateral PFC control stimulation 
as subjects were not blinded with regard to whether tDCS was applied or not. Our non-active control condition 
therefore provides a baseline for performance levels expected during the lateral PFC control stimulation, but did 
not account for non-specific stimulation effects. The critical comparison, however, is between the two stimulation 
sites, which adequately controls for non-specific effects.
Our effects are thus spatially specific with regards to the specific stimulation montages used. However, given 
the particular position of our electrodes and the known functional neuroanatomy of value-based decision 
making52–54 it is conceivable that direct or indirect stimulation effects could also be observed in subcortical 
structures, but we note that such complexity would not be unique to our study but indeed to any application 
of tDCS. Our results are however consistent with a direct stimulation effect to medial frontal cortex causing 
the observed change in value decision making. Future work may draw on recent advances in combined neu-
rostimulation and neuroimaging measures55,56 together with finessed models of current flow, computational 
models of the impact of tDCS, and direct neural recordings, to isolate the specific regions affected by different 
stimulation protocols.
Conclusions
In summary, our study provides evidence for a specific role of medial prefrontal cortex (vmPFC) in value-based 
decision making in healthy humans using neurostimulation over medial prefrontal cortex to directly alter the 
neural dynamics in that region. Unlike previous stimulation studies, we used a computational neurostimulation 
approach that provided us with both neuronal and behavioural predictions about the impact of stimulation, and 
thus a mechanistic interpretational framework for the analogous experiments in our human participants. We 
observed a striking match in behavioural changes under neurostimulation which was specific to an electrode 
setup that included vmPFC, compatible with existing theories on the role of the vmPFC during value-based 
decision making7,8,13,14. Finally, with this successful example of linking stimulation interventions with biophysical 
model predictions we hope to introduce a novel framework for studies aiming at an augmentation of decision 
making behaviour in populations with altered prefrontal functions.
Materials and Methods
Experimental task and procedure. The study was approved by the local ethics committee (UCL research 
ethics committee) and performed in accordance with the declaration of Helsinki, informed consent was obtained 
from all participants. Sixteen participants (6 females, mean age: 25.6 years, for details see Supplementary 
Methods) performed a value-based decision making task (cf. Fig. 1A), during either lateral, medial prefrontal, 
or no stimulation (see below and Fig. 1D for details on stimulation). The order of the stimulation conditions was 
balanced across participants. In the value-based decision making task, participants chose between two options 
that differed in their amount and probability of reward. The amount of money that could be won for each option 
was indicated by the size of a rectangular bar and varied between 1 and 100 points (Fig. 1A)7. The probabilities of 
winning the respective reward amounts varied according to slow random walks (see Supplementary Methods for 
details of stimulus generation; cf. inlay Fig. 1A).
Neurostimulation procedure. Neurostimulation via tDCS was applied using a battery-driven stimulator 
(DC-Stimulator Plus, neuroConn GmbH, Ilmenau, Germany) during value-based decision making. The stimu-
lating electrodes were inserted in a 5 × 5 cm saline-soaked synthetic sponge and positioned on the participant’s 
head as illustrated in Fig. 1D. For medial frontal stimulation, the anodal electrode was positioned medially over 
the forehead (at electrode position Fpz). The cathodal electrode was positioned occipitally right below the inion. 
Stimulation was applied for 15 min at 2 mA. Stimulation was started 5 minutes before the task. As a control stim-
ulation site, we tested participants on the value-based decision making task while the anodal electrode was posi-
tioned over the left lateral frontal cortex (electrode position F3, see Fig. 1D)29. Electrode positioning over lateral 
prefrontal cortex therefore bypassed medial frontal cortex. The lateral control stimulation site is commonly used 
for studies of working-memory related processes57–60 and thus also served as a control for working-memory 
related processes. The position of the cathodal electrode was the same for medial and lateral frontal stimulation 
sites. Figure 1D shows the estimated distributions of electric field (EF) strength across the brain for both electrode 
montages in an exemplary participant (see Supplementary Methods for details on current simulations).
Our current simulations clearly indicate that medial frontal stimulation can elicit current peaks within 
the vicinity of ventro-medial prefrontal cortex, in the proximity of the stimulation electrode (see Fig. 1D). By 
contrast, these calculations suggest that no such current peaks were induced in anterior frontal regions when 
placing the frontal electrode over the lateral prefrontal cortex. We have previously argued that exclusive stim-
ulation of a brain region with tDCS is impossible22,61 - in that current will always occur under both electrodes 
as well as in brain regions between electrodes. Our approach, however, provides support for our effects being 
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montage-specific, and having a strong likelihood of indeed affecting the neural dynamics in medial frontal cortex. 
Our procedure ensured that the control stimulation over lateral frontal cortex spared our region of interest in 
medial frontal cortex, whilst inducing comparable currents in other brain regions. This highlights the site speci-
ficity of the electrode arrangement.
Reinforcement learning (RL) model. Subjective reward probabilities underlying choice behaviour during 
value-based decision making were estimated for each participant by fitting separately for each stimulation condi-
tion a standard Rescorla-Wagner reinforcement learning (RL) model62 to the participants’ choices (concatenated 
for the two blocks; probability set to [0.5 0.5] at the start of each block) using the following equation (1):
µ µ α µ µ= + −+ ˆ( ) (1)c t c t c t c t, 1 , , ,t t t t
where α is the learning rate which is estimated for each subject, μ ct is the actual reward received in trial t, and μ ct+1 
the expected reward for the chosen stimulus ct in trial t.
Subjective expected values V1 and V2 of the choice options were calculated as the product of modeled proba-
bility and offered reward magnitude. The softmax function was used to transform the expected values V1 and V2 
of the two options offered on each trial into the probability of choosing option 1.
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The inverse softmax temperature determines the steepness of the softmax function, and thus how sensitive 
the choice probability is to differences between the subjective expected values V1 and V2. For each participant, we 
thus fitted two parameters (α (learning rate), β (Inverse temperature)) using a maximum log-likelihood estimation 
in Matlab (MathworksMA, USA; version R2014a 8.3.0.532).
Biophysical attractor model (BAM). To simulate decision-making behaviour, we used a variation of 
an established biophysical attractor model (BAM) composed of recurrently connected populations of spiking 
pyramidal neurons, whose activity reflects the preference for one of the choice options (cf. Fig. 1B)12–14. In this 
model, two populations of pyramidal neurons (p1 and p2, 800 neurons each; Fig. 1B) mutually inhibit each other 
via a common pool of 400 spiking inhibitory interneurons, and all populations have reciprocal connections with 
themselves. The pyramidal populations make excitatory synapses (AMPA and NMDA) on target cells and the 
interneuron population makes inhibitory synapses on its targets. The ratio of excitatory to inhibitory cells was 
4:152. Value-related input to pyramidal cells in each excitatory population came in the form of spikes gener-
ated from Poisson distributions (see Supplementary Methods and Supplementary Table 1 for details on model 
parameters).
During stimulus presentation, the firing rate of each task-related input pool, fi,t, was scaled according to the 
expected value of the associated response option, i:
= +f V Hz(40 40 ) (3)i t i,
To simulate non-task-related (background) input, each neuron additionally received a common set of spike 
inputs from a single Poisson distribution at a set rate. Mean population firing rates were computed by convolving 
the instantaneous firing rate with a Gaussian filter with a width of 5 ms. During simulated value-based decision 
making, the firing rates of the pyramidal populations converged to a pattern in which differences in the inputs 
were magnified and ultimately prompted the selection of one response once one of the pyramidal populations 
exceeded a set response threshold of 25 Hz (cf. Fig. 1C). For similar expected values of the two choice options, 
each population received roughly the same level of input stimulation and therefore response selection was slower 
and more random due to similar levels of background noise (cf. Fig. 1B). Previous studies show that this model is 
well suited for decision-making among choice options7,8,63.
To simulate value-based decision making during the course of the task, the BAM was provided with inputs 
from the same Rescorla-Wagner rule that was part of the standard RL model used for modelling the behavioural 
experimental data. Specifically, the expected reward probability of each response option on the current trial was 
updated using the Rescorla-Wagner rule, and the expected value was computed by multiplying the expected 
probability by the offered reward magnitude as was done for the modelling of the behavioural data (see above). To 
analyse the behavioural output of the BAM, its choices were then fitted using the same standard RL model used to 
fit the behavioural experimental data (including the Rescorla-Wagner rule and softmax function).
The impact of tDCS on the ability to make value decisions was simulated in the BAM by altering the membrane 
potential parameters for pyramidal cells and inhibitory interneurons, based on values from simulations repro-
ducing tDCS-induced changes in sensory evoked potentials in vivo23 and current understanding of the mech-
anism of action of tDCS25,32–34,64,65. Specifically, anodal (depolarizing) stimulation was simulated by ‘injecting’ 
4 pA of current into each pyramidal cell and − 2 pA into each interneuron23. Relative to no stimulation, the 
injected current changed the resting membrane potential of each neuron by a small amount. This change in 
membrane potential varied from ± 0.1 mV with ± 2 pA injected current to ± 0.2 mV with ± 4 pA injected current, 
which reassuringly is within the range found by in vitro studies of the effects of tDCS25,29,34.
When generating behavioural predictions about the effect of neurostimulation in humans, we first ran the 
BAM using a range of learning rate and inverse temperature values previously reported during a similar proba-
bilistic value-based decision making task (learning rate range: [0.0,1.0], inverse temperature range: [1.69, 6.63])2. 
Here the learning rate was used by the Rescorla-Wagner rule used to provide inputs to the BAM and the inverse 
temperature value was used to scale the magnitude of the background input to the BAM (see above). For each 
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learning rate and inverse temperature value tested, we ran the model with and without simulated depolarizing 
stimulation to determine how the stimulation affected the learning rate and inverse temperature estimated from 
the model’s behaviour.
Following stimulation of our participants, we used the behavioural model fits during the no stimulation con-
trol condition to create virtual subjects, and thus simulate choice behaviour in the BAM. This allowed for com-
parison between previously published parameters for learning rates and inverse temperatures, and the parameters 
obtained in our cohort. Specifically, we generated virtual subjects by sampling the distribution of learning rates and 
inverse temperatures resulting from behavioural model fits (learning rate range: [0.33,0.88], inverse temperature 
range: [0.43, 12.31]). These virtual subjects were then used to form behavioural predictions for the stimulation 
conditions. Each virtual subject was run using the same choice stimuli as used for the actual subjects in the 
experimental data. All simulations were implemented in the Python programming language using the Brian 
simulator66.
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