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Abstract
We characterize the boundedness of the Bergman projection on vector-valued L2-spaces with operator-
valued weights in terms of an appropriate condition of Muckenhoupt-type for the weight. This contrasts
with the situation on Hardy spaces, where such characterizations are only possible in the finite-dimensional
case.
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1. Introduction
The Hunt–Muckenhoupt–Wheeden theorem [6] characterizes the measures μ for which the
Riesz projection (or, equivalently, the Hilbert transform) is bounded on L2(R,μ) (respectively
L2(T,μ), where T denotes the unit circle in C). Its extension to vector-valued L2-spaces and
operator-valued weights is not only motivated by the mathematical challenges it raises, but also
by applications to stationary processes. In fact, the boundedness of the Riesz projection trans-
lates to the fact that the angle between the “past” and the “future” of a stationary process with
spectral measure W is nonzero (see the discussion in [9]). A detailed illustration of the diffi-
culties that arise in this context can be found in [9]. The most obvious impediment is that the
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for matrix(operator)-valued weights. Treil and Volberg [9] overcome this difficulty by means of
wavelet techniques and obtain an analogue of this celebrated theorem for matrix-valued weights.
More precisely, they prove that the Riesz projection is bounded on the weighted space L2(W),
where W is a d × d matrix-valued weight, if and only if
sup
I
∥∥∥∥
(
1
|I |
∫
I
W
)1/2( 1
|I |
∫
I
W−1
)1/2∥∥∥∥< ∞,
where the supremum is taken over all intervals I ⊂ R (respectively I ⊂ T). This result does not
generalize to the case d = ∞, as it was shown in [5]. However, the problem has been further
investigated by Volberg [10], Lauzon and Treil [7] for Lp-spaces (p = 2) with matrix-valued
weights.
The Bergman space analogue of the scalar Hunt–Muckenhoupt–Wheeden theorem, that is,
characterizing the measures μ for which the Bergman projection is bounded on L2(D, dμ) (here
D denotes the unit disc in C), was obtained by Békollé and Bonami [3,2]. Their approach is also
based on maximal functions and there is no obvious generalization to the vector-valued situation.
It is the purpose of this paper to show that, in contrast to the Hilbert transform, the Bergman
projection can be controlled even in the infinite-dimensional case, that is, the above mentioned
result by Békollé and Bonami [3] continues to hold not only for matrix-valued weights, but also
for infinite matrices, that is for operator-valued weights.
Given a separable Hilbert space H , we consider operator-valued weights W : D → B(H) such
that W(z) is a nonnegative operator that is invertible a.e. z ∈ D. Our only assumptions are:
(1) The operator-valued integrals of W , W−1 with respect to one of the standard measures
dAη(z) := (η + 1)
(
1 − |z|2)η dA(z), η > −1,
exist, that is, for any x, y ∈ H the function z → 〈W±1(z)x, y〉 is integrable with respect to
the Lebesgue measure and we have
∣∣∣∣
∫
D
〈
W±1(z)x, y
〉
dAη(z)
∣∣∣∣ ‖x‖‖y‖, x, y ∈ H.
The bounded linear operators defined this way will be denoted by
∫
D
W±1 dAη.
(2) ∫
D
W dAη is invertible.
For such a weight W , the corresponding L2-space on D is denoted by L2(W dAη) and has the
norm
‖f ‖22,W,η =
∫
D
〈
W(z)f (z), f (z)
〉
dAη(z).
It is easy to see that the subspace of L2(W dAη) consisting of H -valued analytic functions in D
is closed. We shall denote this subspace by L2(W dAη). The Bergman projection Pη is given bya
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∫
D
f (ζ )
1
(1 − ζ¯ z)η+2 dAη(z), z ∈ D.
As usual, a Carleson square in D is a set of the form
S = {z = reit: 1 − h < r < 1, |t − θ | < h},
where h ∈ (0,1), θ ∈ [0,2π). Our main result is
Theorem 1.1. Let η > −1 and assume W is as above. Then the Bergman projection Pη is
bounded on L2(W dAη) if and only if W belongs to the class B2(η) for η > −1, i.e. if
sup
S
∥∥∥∥
(
1
Aη(S)
∫
S
W dAη
)1/2( 1
Aη(S)
∫
S
W−1 dAη
)1/2∥∥∥∥< ∞
where the supremum is taken over all Carleson squares S.
As a byproduct of our proof, we actually obtain a quantitative version of the above theorem.
If Q2(W,η) denotes the supremum in the statement and ‖Pη‖W denotes the operator norm of Pη
acting on L2(W dAη), then
Q2(W,η) ‖Pη‖W Q52(W,η). (1.1)
The instances where the constant Q2(W,η) appears are indicated throughout the proof, which
then leads to the conclusion (1.1). In the scalar case, a sharp estimate of this type for the Hilbert
transform was proved by S. Petermichl [8].
The proof of the necessity in Theorem 1.1 follows with an argument similar to the one in [9]
and is presented in Section 2. For the “harder” part of the proof, that is, the sufficiency, we use
a completely different approach inspired by the ideas in [1]. More precisely, we first reformulate
our bounded-projection problem as a duality problem, which is then solved by relating the norms
of analytic functions in weighted Bergman spaces to weighted norms of their derivatives. These
key steps are presented separately in Section 3 and the proof of Theorem 1.1 is completed in
Section 4.
2. The necessity part
Our first result is essentially known and a suitable version for the case of the unit circle can
be found in [9]. We include some details of the proof for the sake of completeness.
Lemma 2.1. For an operator-valued weight W , such that W , W−1 are integrable with respect to
dAη on some measurable set E, we have
∥∥∥∥
(
1
Aη(E)
∫
E
W dAη
)1/2( 1
Aη(E)
∫
E
W−1 dAη
)1/2
x
∥∥∥∥ ‖x‖, x ∈ H,
that is, ( 1
∫
W dAη)
1/2( 1
∫
W−1 dAη)1/2 is an expansive operator.Aη(E) E Aη(E) E
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that the result holds if
∫
E
W−1 dAη is invertible. To obtain the result in the general case, let
Wε =
(
W−1 + εI)−1,
for ε > 0 and notice that Wε W . Then
‖x‖
∥∥∥∥
(
1
Aη(E)
∫
E
Wε dAη
)1/2( 1
Aη(E)
∫
E
(
W−1 + εI)dAη
)1/2
x
∥∥∥∥

∥∥∥∥
(
1
Aη(E)
∫
E
W dAη
)1/2( 1
Aη(E)
∫
E
(
W−1 + εI)dAη
)1/2
x
∥∥∥∥, x ∈ H.
We now let ε → 0 above to get the conclusion. 
We also point out that the above lemma applied for E := D together with the invertibility of∫
D
W dAη imply that
∫
D
W−1 dAη is invertible as well.
The following straightforward fact will be used several times throughout the paper: if A, B
are positive invertible operators on H we have
A B ⇔ B−1 A−1. (2.2)
To see this notice that
A B ⇔ B−1/2AB−1/2  I ⇔ B1/2A−1B1/2  I ⇔ A−1  B−1.
Let
Pf = k
∫
D
f k¯ dAη, (2.3)
where the function k : D → C is bounded above and below and
‖k‖22,η :=
∫
D
∣∣k(z)∣∣2 dAη(z) = 1.
As pointed out in the introduction, our approach is similar to the one in [9]. The lemma below is
an adaptation of Lemma 2.1 in [9] to the Bergman space context. We include a proof for the sake
of completeness.
Lemma 2.2. If W is as above, then P extends to a bounded linear operator on L2(W dAη) and
its norm is given by
‖P ‖ =
∥∥∥∥
(∫
D
W |k|2 dAη
)1/2(∫
D
W−1|k|2 dAη
)1/2∥∥∥∥.
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∫
D
f k¯ dAη. Then a direct computation yields
‖Pf ‖22,W,η =
∥∥∥∥
(∫
D
W |k|2 dAη
)1/2
xf
∥∥∥∥
2
.
Denote also T = (∫
D
W |k|2 dAη)1/2. Then
‖Pf ‖2,W,η = ‖T xf ‖ = sup
‖e‖=1
∣∣〈T xf , e〉∣∣= sup
‖e‖=1
∣∣∣∣
〈∫
D
f k¯ dAη,T e
〉∣∣∣∣
= sup
‖e‖=1
∣∣∣∣
∫
D
〈
W 1/2f,W−1/2T e
〉
k¯ dAη
∣∣∣∣
 ‖f ‖2,W,η sup
‖e‖=1
(∫
D
∥∥W−1/2T e∥∥2|k|2 dAη
)1/2
,
by the Cauchy–Schwarz inequality. This implies
‖P ‖ sup
‖e‖=1
(〈∫
D
W−1|k|2 dAη T e,T e
〉)1/2
= sup
‖e‖=1
∥∥∥∥
(∫
D
W−1|k|2 dAη
)1/2
T e
∥∥∥∥
=
∥∥∥∥
(∫
D
W−1|k|2 dAη
)1/2(∫
D
W |k|2 dAη
)1/2∥∥∥∥
=
∥∥∥∥
(∫
D
W |k|2 dAη
)1/2(∫
D
W−1|k|2 dAη
)1/2∥∥∥∥,
since the last operator is selfadjoint. By the boundedness of P it now follows that P is given by
(2.3) for all f ∈ L2(W dAη).
To prove the reverse inequality, we write
‖P ‖ = sup
f∈L2(W dAη),f =0
‖Pf ‖2,W,η
‖f ‖2,W,η = supe∈H supf∈L2(W dAη),Pf=ke
‖Pf ‖2,W,η
‖f ‖2,W,η
= sup
e∈H,e =0
‖ke‖2,W,η
inff∈L2(W dAη),Pf=ke ‖f ‖2,W,η
= sup
e∈H,e =0
‖ke‖2,W,η
distL2(W dAη)(ke,KerP)
, (2.4)
where KerP denotes the kernel of P as an operator acting on L2(W dAη).
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∫
D
W−1|k|2 dAη)−1/2e‖. To see this we express the
above distance as
distL2(W dAη)(ke,KerP) = sup
g∈KerP⊥,‖g‖2,W,η1
∣∣〈ke, g〉2,W,η∣∣. (2.5)
Notice that KerP⊥ = W−1K, where the orthogonal complement is taken in L2(W dAη) and
K = {ke: e ∈ H }, and return to (2.5) to deduce
distL2(W dAη)(ke,KerP) = sup
g∈W−1K,‖g‖2,W,η1
∣∣∣∣
∫
D
〈Wg,ke〉dAη
∣∣∣∣
= sup
f∈H,∫
D
〈W−1f,f 〉|k|2 dAη1
∣∣∣∣
∫
D
〈kf, ke〉dAη
∣∣∣∣
= sup
f∈H,‖(∫
D
W−1|k|2 dAη)1/2f ‖1
∣∣〈f, e〉∣∣
= sup
h∈H,‖h‖1
∣∣∣∣
〈
h,
(∫
D
W−1|k|2 dAη
)−1/2
e
〉∣∣∣∣
=
∥∥∥∥
(∫
D
W−1|k|2 dAη
)−1/2
e
∥∥∥∥,
and the claim follows. Now use this in (2.4) to get
‖P ‖ = sup
e∈H,e =0
‖ke‖2,W,η
‖(∫
D
W−1|k|2 dAη)−1/2e‖
= sup
e∈H,e =0
‖(∫
D
W |k|2 dAη)1/2e‖
‖(∫
D
W−1|k|2 dAη)−1/2e‖
=
∥∥∥∥
(∫
D
W |k|2 dAη
)1/2(∫
D
W−1|k|2 dAη
)1/2∥∥∥∥. 
The normalized reproducing kernel in
L2,ηa =
{
f : D → C analytic: ‖f ‖22,η =
∫
D
∣∣f (z)∣∣2 dAη(z) < ∞
}
is given by kηλ = (1−|λ|
2)(η+2)/2
(1−λ¯z)η+2 . Set
Pη,λf = kηλ
∫
D
f k
η
λ dAη. (2.6)
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‖Pη,λ‖M,
for all λ ∈ D.
Proof. For λ ∈ D we denote
φλ(z) = λ− z1 − λ¯z , z ∈ D.
We claim that
Pη,λf = Pη −
∑
n0
cnφ
n
λPηφ
n
λf, f ∈ L2(W dAη), (2.7)
where cn ∈ C satisfy ∑n0 |cn| < ∞. Once we have proved this claim, the result would follow
from the fact that the multiplications by φλ, respectively by φλ are contractive operators on
L2(W dAη).
Let us now prove (2.7). For z, ζ ∈ D, u = φλ(z) note that
1
(1 − ζ z¯) =
1 − λu¯
1 − λu¯− λ¯ζ + u¯ζ =
1 − λu¯
(1 − λ¯ζ )(1 − φλ(ζ )u¯)
1 − |λ|2
1 − λz¯ = 1 − λu¯.
Using these relations we obtain
1
(1 − ζ z¯)η+2 −
(1 − |λ|2)η+2
(1 − λz¯)η+2
1
(1 − λ¯ζ )η+2 =
(
1 − λu¯
1 − λ¯ζ
)η+2( 1
(1 − φλ(ζ )u¯)η+2 − 1
)
=
(
1 − λu¯
1 − λ¯ζ
)η+2(1 − (1 − φλ(ζ )u¯)η+2
(1 − φλ(ζ )u¯)η+2
)
.
For η > −1, we can write (1 − z)η+2 = ∑n0 anzn, with ∑n0 |an| < ∞, and hence for
cn = −an we get
1
(1 − ζ z¯)η+2 −
(1 − |λ|2)η+2
(1 − λz¯)η+2
1
(1 − λ¯ζ )η+2
=
(∑
n1
cn
(
φλ(ζ )u¯
)n) (1 − λu¯)η+2
(1 − λ¯ζ )η+2(1 − φλ(ζ )u¯)η+2
=
∑
n1
cn(φλ(ζ )φλ(z))
n
(1 − ζ z¯)η+2 .
The above relation implies (2.7), and thus the proof is complete. 
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and Lemma 2.2 to deduce
sup
λ∈D
∥∥∥∥
(∫
D
W |kλ|2 dAη
)1/2(∫
D
W−1|kλ|2 dAη
)1/2∥∥∥∥< ∞. (2.8)
Now let S be a Carleson window and denote its centre by λ. Then
1
Aη(S)
∫
S
W±1 dAη 
∫
S
W±1|kλ|2 dAη 
∫
D
W±1|kλ|2 dAη.
Hence by a straightforward argument we get
∥∥∥∥
(
1
Aη(S)
∫
S
W dAη
)1/2( 1
Aη(S)
∫
S
W−1 dAη
)1/2∥∥∥∥

∥∥∥∥
(∫
D
W |kλ|2 dAη
)1/2( 1
Aη(S)
∫
S
W−1 dAη
)1/2∥∥∥∥
=
∥∥∥∥
(
1
Aη(S)
∫
S
W−1 dAη
)1/2(∫
D
W |kλ|2 dAη
)1/2∥∥∥∥

∥∥∥∥
(∫
D
W |kλ|2 dAη
)1/2(∫
D
W−1|kλ|2 dAη
)1/2∥∥∥∥,
and, by (2.8), we now obtain W ∈ B2(η). 
Remark 2.1. The above argument together with Lemma 2.2 and Proposition 2.1 immediately
give the lower estimate in (1.1).
3. Preliminary steps for the proof of sufficiency
The proof of the sufficiency part of Theorem 1.1 requires at its turn a number of steps some
of which are interesting in their own right. For this reason we will present them in this section.
3.1. Weights
We shall also consider the “average” version of W on the discs
Dz,r =
{
ζ ∈ D: |z − ζ | < r(1 − |z|)},
for some fixed r ∈ (0,1), denoted by
[W ]z = 1
A(Dz,r )
∫
W dA, z ∈ D.Dz,r
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turn out that these operators are comparable. The function z → [W ]z will be denoted by [W ].
Recall that our weight W satisfies the assumptions (1), (2) from the introduction.
Proposition 3.1. For γ > 2η + 4 we have
∫
D
〈W(ζ)x, x〉
|1 − ζ¯ z|γ dAη(ζ )Q
2
2(W,η)
(
1 − |z|2)−γ+η+2〈[W ]zx, x〉, (3.9)
and ∫
D
〈[W ]ζ x, x〉
|1 − ζ¯ z|γ dAη(ζ )Q
2
2(W,η)
(
1 − |z|2)−γ+η+2〈[W ]zx, x〉, (3.10)
for all z ∈ D, x ∈ H . In particular, if W ∈ B2(η), then the average [W ]z is invertible for every
z ∈ D.
Proof. For z ∈ D and n ∈ N∪ {0} we consider the following regions
An =
{
ζ ∈ D: 2n(1 − |z|) |1 − ζ¯ z| 2n+1(1 − |z|)},
Sn =
{
ζ ∈ D: |1 − ζ¯ z| 2n+1(1 − |z|)}.
Clearly An ⊂ Sn and Sn ⊂ Sn+1, for n ∈ N. We can now write∫
D
〈W(ζ)x, x〉
|1 − ζ¯ z|γ dAη(ζ )
∑
n
∫
An
〈W(ζ)x, x〉
|1 − ζ¯ z|γ dAη(ζ )

∑
n
1
2nγ (1 − |z|)γ
∫
Sn
〈
W(ζ)x, x
〉
dAη(ζ )

∑
n
1
2n(γ−2−η)(1 − |z|)γ−2−η
∥∥∥∥
(
1
Aη(Sn)
∫
Sn
W dAη
)1/2
x
∥∥∥∥
2
= I (z, x).
For ε > 0 let Wε = εI + W−1, and
xn,ε =
(
1
Aη(Sn)
∫
Sn
W−1 dAη
)1/2( 1
Aη(Sn)
∫
Sn
Wε dAη
)−1/2
x.
Also set
Iε(z, x) =
∑
n
1
2n(γ−2−η)(1 − |z|)γ−2−η
∥∥∥∥
(
1
Aη(Sn)
∫
W dAη
)1/2
xn,ε
∥∥∥∥
2
.Sn
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xn,ε = T 1/2n (ε + Tn)−1/2x,
where
Tn = 1
Aη(Sn)
∫
Sn
W−1 dAη  0,
hence by the spectral theorem we have that ‖xn,ε − x‖ → 0 when ε → 0, for all n. Since for
fixed z ∈ D the above sums have finitely many terms we conclude that
I (z, x) = lim
ε→0+
Iε(z, x).
Moreover, (2.2) implies
Iε(z, x)Q22(W,η)
∑
n
1
2n(γ−2−η)(1 − |z|)γ−2−η
∥∥∥∥
(
1
Aη(Sn)
∫
Sn
Wε dAη
)−1/2
x
∥∥∥∥
2
Q22(W,η)
∑
n
1
2n(γ−4−2η)(1 − |z|)γ−4−2η
∥∥∥∥
(∫
Dz
Wε dAη
)−1/2
x
∥∥∥∥
2
Q22(W,η)
∑
n
1
2n(γ−4−2η)(1 − |z|)γ−2−η
∥∥([Wε]z)−1/2x∥∥2.
By Lemma 2.1 we have ‖[W−1ε ]1/2z [Wε]1/2z x‖ ‖x‖ for x ∈ H . Furthermore a simple computa-
tion shows that W−1ε W , hence
Iε(z, x)Q22(W,η)
(∑
n0
1
2n(γ−4−2η)
)
1
(1 − |z|)γ−2−η
∥∥([W ]z)1/2x∥∥2,
and our estimate follows from above by letting ε → 0. The second estimate follows easily from
the first and Fubini’s theorem. The last assertion is again a consequence of the first estimate,
since the left-hand side is an invertible positive operator. 
As the first step towards our goal, we note that Proposition 3.1 already ensures the bounded-
ness of certain projections as the following lemma shows.
Lemma 3.1. For u ∈ L∞(D ×D), γ > −1 and f ∈ L1(Aγ ,H) let
Puγ f (z) =
∫
D
u(z, ζ )
(1 − ζ¯ z)γ+2 f (ζ ) dAγ (ζ ).
If W ∈ B2(η) for some η > −1, then for γ > 2η + 2, Puγ defines a bounded operator from
L2([W ]dAη) into itself. In particular, Pγ is bounded on this space.
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∥∥Puγ f ∥∥2,[W ],η  ‖f ‖2,[W ],η
when f is bounded and compactly supported in D, since the set of such functions is dense in
L2([W ]dAη). In this case we obtain
∥∥Puγ f ∥∥22,[W ],η  ‖u‖2∞
∫
D
∫
D
∫
D
|〈[W ]zf (λ), f (ζ )〉|
|1 − λ¯z|γ+2|1 − ζ¯ z|γ+2 dAγ (λ)dAγ (ζ ) dAη(z).
By the Cauchy–Schwarz inequality for nonnegative operators we get
∥∥Puγ f ∥∥22,[W ],η  ‖u‖2∞K(f ), (3.11)
where
K(f ) :=
∫
D
∫
D
∫
D
〈[W ]zf (λ), f (λ)〉1/2〈[W ]zf (ζ ), f (ζ )〉1/2
|1 − λ¯z|γ+2|1 − ζ¯ z|γ+2 dAγ (λ)dAγ (ζ ) dAη(z).
Note that for f as above K(f ) is finite. The elementary inequalities
|1 − λ¯ζ |γ+2  2γ+2|1 − λ¯z|γ+2 + 2γ+2|z − ζ |γ+2  2γ+2|1 − λ¯z|γ+2 + 2γ+2|1 − ζ¯ z|γ+2
imply
1
|1 − λ¯z|γ+2|1 − ζ¯ z|γ+2 
2γ+2
|1 − λ¯ζ |γ+2|1 − ζ¯ z|γ+2 +
2γ+2
|1 − λ¯ζ |γ+2|1 − λ¯z|γ+2 .
This can be used in (3.11) together with Fubini’s theorem to deduce
K(f ) 2γ+3
∫
D
∫
D
∫
D
〈[W ]zf (λ), f (λ)〉1/2〈[W ]zf (ζ ), f (ζ )〉1/2
|1 − λ¯z|γ+2|1 − λ¯ζ |γ+2 dAη(z) dAγ (ζ ) dAγ (λ).
We now apply the Cauchy–Schwarz inequality in the inner integral above to get
∫
D
〈[W ]zf (λ), f (λ)〉1/2〈[W ]zf (ζ ), f (ζ )〉1/2
|1 − λ¯z|γ+2 dAη(z)

(∫
D
〈[W ]zf (λ), f (λ)〉
|1 − λ¯z|γ+2 dAη(z)
)1/2(∫
D
〈[W ]zf (ζ ), f (ζ )〉
|1 − λ¯z|γ+2 dAη(z)
)1/2
.
Using Proposition 3.1 we obtain
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∫
D
∫
D
〈[W ]λf (λ), f (λ)〉1/2〈[W ]λf (ζ ), f (ζ )〉1/2
|1 − λ¯ζ |γ+2 dAγ (ζ ) dAη(λ)
=
∫
D
〈[W ]λf (λ), f (λ)〉1/2
∫
D
〈[W ]λf (ζ ), f (ζ )〉1/2
|1 − λ¯ζ |γ+2 dAγ (ζ ) dAη(λ)
 ‖f ‖2,[W ],η
(∫
D
(∫
D
〈[W ]λf (ζ ), f (ζ )〉1/2
|1 − λ¯ζ |γ+2 dAγ (ζ )
)2
dAη(λ)
)1/2
= ‖f ‖2,[W ],η
√
K(f ),
again, by the Cauchy–Schwarz inequality. This gives
K(f ) ‖f ‖22,[W ],η,
and the result follows in view of (3.11). 
Remark 3.1. (a) A glance at the last inequalities in the above proof shows that
∥∥Puγ ∥∥W  ‖u‖∞Q22(W,η).
(b) Proposition 3.1 continues to hold with the same proof for essentially bounded operator-
valued functions u such that u(z, ζ ) commutes with W(z) a.e.
3.2. Weighted norms
In this part we discuss the relation between the weight W and its averages. The main result
shows that if W ∈ B2(η), the corresponding Bergman spaces are the same. This result can be
then used to continue the idea in Lemma 3.1.
As a technical tool we now introduce a larger class of weights than B2(η), that is defined as
follows: for r ∈ (0,1) we say that the operator-valued weight W belongs to the class C2(r) if
sup
z∈D
∥∥∥∥
(
1
A(Dz,r )
∫
Dz,r
W dA
)1/2( 1
A(Dz,r )
∫
Dz,r
W−1 dA
)1/2∥∥∥∥< ∞,
for all z ∈ D and for some fixed r ∈ (0,1). In the scalar case, the class C2(r) is independent of
r ∈ (0,1). However, it is easily seen (with a similar argument to the one used at the end of the
proof of the necessity part of Theorem 1.1) that if W ∈ B2(η), then W ∈ C2(r) for r ∈ (0,1). If
two nonnegative-operator-valued functions A,B : D → B(H) satisfy
〈
A(z)x, x
〉∼ 〈B(z)x, x〉, x ∈ H, z ∈ D,
we shall simply write from now on
A ∼ B.
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∫
Dz,ρ
W dA ∼
∫
Dλ,r
WdA for all z ∈ Dλ,r , λ ∈ D,
with constants depending only on W , r , ρ.
In our further considerations we shall use a c-adic decomposition Dc of D in “curved” rectan-
gles (see [4]), that we are now going to describe. For fixed c ∈ (1, 54 ) and each n = 0,1,2,3, . . .
we let ρn = 1 − 1cn and we consider the annulus
Bn =
{
z: ρn  |z| ρn+1
}
. (3.12)
For every fixed n 1 we divide the annulus Bn in M(n) = [ 2πcn+1c−1 + 1] equally sized “curved”
rectangles defined by
Qn,k =
{
z = reit: 2πk
M(n)
 t  2π(k + 1)
M(n)
, 0 r < 1
}
∩Bn, (3.13)
where k = 0,1, . . . ,M(n)−1. We let {Qi}i2 be an enumeration of all sets obtained in this way,
set Q1 = B0 and choose an arbitrary point λi ∈ intQi .
Let us begin with the following pointwise estimate.
Lemma 3.2. Let T ∈ B(H) be such that T  0. Then for every analytic H -valued function f
in D, and every z ∈ D, r ∈ (0,1) fixed, we have
∥∥Tf (z)∥∥2  ‖[W−1]1/2z T ‖2
(1 − |z|)2
∫
Dz,r
∥∥W 1/2(ζ )f (ζ )∥∥2 dA.
Proof. For e ∈ H , we use the fact that the function D  z → |〈f (z), T e〉| is subharmonic to-
gether with the Cauchy–Schwarz inequality to deduce
∣∣〈Tf (z), e〉∣∣= ∣∣〈f (z), T e〉∣∣ 1
(1 − |z|)2
∫
Dz,r
∣∣〈f (ζ ), T e〉∣∣dA(ζ )
 1
(1 − |z|)2
∫
Dz,r
∣∣〈W 1/2(ζ )f (ζ ),W−1/2(ζ )T e〉∣∣dA(ζ )
 1
(1 − |z|)2
( ∫
Dz,r
∥∥W 1/2(ζ )f (ζ )∥∥2 dA)1/2( ∫
Dz,r
∥∥W−1/2(ζ )T e∥∥2 dA)1/2.
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sup
‖e‖=1
∫
Dz,r
∥∥W−1/2(ζ )T e∥∥2 dA(ζ ) = ∥∥∥∥
( ∫
Dz,r
W−1 dA
)1/2
T
∥∥∥∥
2
,
and then the conclusion follows. 
Theorem 3.1. If W is an operator-valued weight, then
‖f ‖2,W  ‖f ‖2,[W ]. (3.14)
If W satisfies C2(r), then the quantities in (3.14) are comparable.
Proof. Let us first prove (3.14). For ρ < r/(1 + r) the following inclusion holds
D˜z,ρ :=
{
ζ : |z − ζ | < ρ(1 − |ζ |)}⊂ Dz,r .
Then we have∫
D
〈[W ]zf (z), f (z)〉dA(z) ∼
∫
D
1
(1 − |z|)2
∫
Dz,r
〈
W(ζ)f (z), f (z)
〉
dA(ζ ) dA(z)

∫
D
∫
D˜z,ρ
〈
W(ζ)f (z), f (z)
〉 1
(1 − |ζ |)2 dA(ζ ) dA(z)
=
∫
D
1
(1 − |ζ |)2
∫
Dζ,ρ
〈
W(ζ)f (z), f (z)
〉
dA(z) dA(ζ ),
by Fubini’s theorem. Now notice that for almost every ζ ∈ D, the function z → ‖W 1/2(ζ )f (z)‖2
is subharmonic in D. Using this in the last relation above we get
∫
D
〈[W ]zf (z), f (z)〉dA(z)
∫
D
〈
W(ζ)f (ζ ), f (ζ )
〉
dA(ζ ),
and (3.14) follows.
To prove the reverse inequality, we consider the decomposition of D into curved rectangles
(Qi)i , λi ∈ Qi , described in (3.13), where the parameter c > 1 is sufficiently close to 1 to ensure
Qi ⊂ Dλi,r/2. Note that our geometric construction implies that the maximal number of discs
Dλi,r , i  1, that intersect a fixed Dλi0,r from the family is bounded by an absolute constant.
Then by Remark 3.2 we deduce
∫ 〈[W ]zf (z), f (z)〉dA(z) =∑
i1
∫ 〈[W ]zf (z), f (z)〉dA(z)
D Qi
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∑
i1
∫
Qi
〈[W ]λi f (z), f (z)〉dA(z)
=
∑
i1
∫
Qi
∥∥[W ]1/2λi f (z)∥∥2 dA(z). (3.15)
Put T = [W ]1/2λi in Lemma 3.2 and use Remark 3.2 again to get
∥∥[W ]1/2λi f (z)∥∥ 1(1 − |z|)
( ∫
Dz,r/2
∥∥W 1/2(ζ )f (ζ )∥∥2 dA)1/2∥∥[W−1]1/2
λi
[W ]1/2λi
∥∥
 1
(1 − |λi |)
( ∫
Dλi ,r
∥∥W 1/2(ζ )f (ζ )∥∥2 dA)1/2, z ∈ Qi,
since W satisfies C2(r). We can now use this in (3.15) to obtain∫
D
〈[W ]zf (z), f (z)〉dA(z)∑
i1
∫
Dλi ,r
〈
W(z)f (z), f (z)
〉
dA(z)

∫
D
〈
W(z)f (z), f (z)
〉
dA(z). 
As a consequence we obtain the following useful reformulation of the bounded-projection
problem via duality.
Corollary 3.1. If W ∈ C2(r), then for γ  η > −1 the following are equivalent
(i) Pγ is bounded from L2([W ]dAη) to L2a(W dAη).
(ii) Every bounded linear functional on L2a(W dAη) can be represented as
l(f ) =
∫
D
〈
f (z), g(z)
〉(
1 − |z|2)γ dA(z), (3.16)
with g ∈ L2a(W−1 dA2γ−η).
(iii) Pγ is bounded from L2(W dAη) to L2a(W dAη).
Moreover, if (i) or (iii) holds, then the H -valued polynomials are dense in L2a(W dAη).
Proof. Let us start with the last assertion. If Pγ is bounded from L2([W ]dAη) (respectively
from L2(W dAη)) to L2a(W dAη), it is also onto. Thus, if we approximate f ∈ L2([W ]dAη)
(respectively f ∈ L2(W dAη)) by compactly supported bounded functions, the corresponding
projections are analytic in larger discs, which proves the density of analytic polynomials in
L2(W dAη).a
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ous linear functional l on L2(V ) can be represented in the form
l(f ) =
∫
D
〈
f (z), g(z)
〉(
1 − |z|2)γ dA(z), (3.17)
with a unique g ∈ L2(V −1 dA2γ ). Note also that the equality
∫
D
〈
Pγ f (z), g(z)
〉(
1 − |z|2)γ dA(z) = ∫
D
〈
f (z),Pγ g(z)
〉(
1 − |z|2)γ dA(z) (3.18)
holds whenever f , g are bounded in D and one of them has compact support, hence it holds for
a dense subset of L2(V ) × L2(V −1 dA2γ ).
(i) ⇒ (ii). If Pγ is bounded on L2([W ]dAη), we use first (3.18) to deduce that with respect
to the pairing above, the adjoint of Pγ is Pγ |L2(W−1 dA2γ−η), i.e. Pγ is bounded on this space
as well. For analytic H -valued polynomials f we obviously have Pγ f = f . If l is a continuous
linear functional on L2a(W dAη), by the Hahn–Banach theorem we can represent l in the form
(3.16) with g ∈ L2(W−1 dA2γ−η), and since f = Pγ f , we can replace g by Pγ g which belongs
to L2a([W ]−1 dA2γ−η). Now note that by the C2-condition we have that the norm of
[
W−1
]1/2
z
[W ]1/2z =
([W ]1/2z [W−1]1/2z )∗ (3.19)
is bounded above by Q2(W,η), while by Lemma 2.1 [W−1]1/2z [W ]1/2z is expanding. Thus
∥∥[W ]−1/2z x∥∥ ∥∥[W−1]1/2z x∥∥Q2(W,η)∥∥[W ]−1/2z x∥∥, (3.20)
and another application of Theorem 3.1 gives
L2a
([W ]−1 dA2γ−η)= L2a([W−1]dA2γ−η)= L2a(W−1 dA2γ−η),
hence the representation (3.16) follows.
The implication (iii) ⇒ (ii) is similar and easier. If Pγ is bounded on L2(W dAη), we use
(3.18) to deduce as above that the adjoint of Pγ is Pγ |L2(W−1 dA2γ−η) and that Pγ f = f
whenever f ∈ L2a(W dAη). Thus, if l is a continuous linear functional on L2a(W dAη), we repre-
sent l in the form (3.16) with g ∈ L2(W−1 dA2γ−η), and use the equality f = Pγ f to replace g
by Pγ g, which now belongs to L2a(W−1 dA2γ−η).
The implications (ii) ⇒ (i) and (ii) ⇒ (iii) can be treated simultaneously. Assume that the
representation (3.16) holds and denote by V one of the weights (1 − |z|2)ηW , (1 − |z|2)η[W ]z.
Since L2a(W dAη) contains all H -valued polynomials, the function g in (3.16) is unique and
one can easily show that its norm is comparable to the norm of the functional l. Thus for every
h ∈ L2(V −1 dA2γ ) there is a unique g ∈ L2a(W−1 dA2γ−η) with
‖g‖2,W−1,2γ−η  ‖h‖2,V −1,2γ
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D
〈
f (z), g(z)
〉(
1 − |z|2)γ dA(z) = ∫
D
〈
f (z),h(z)
〉(
1 − |z|2)γ dA(z),
for all f ∈ L2a(W dAη). Using again the fact that L2a(W dAη) contains all H -valued polynomials,
we conclude that g = Pγ h. In particular, Pγ is bounded on L2(V −1 dA2γ ). As above, it follows
that the adjoint of this map with respect to the pairing (3.18) is Pγ |L2(V ), which gives the desired
result. 
Remark 3.3. In order to keep track of the constants, it is convenient to denote by Φ the linear
map that associates to each functional in (L2a(W dAη))∗ its unique analytic symbol given by
(3.16). Notice that the operator norm of Φ is equal to the norm of Pγ |L2(W dAη). On the other
hand, by (3.20) we have
‖Φ‖Q2(W,η)
∥∥Pγ ∣∣L2a([W ]dAη)∥∥.
3.3. Weighted norms expressed with help of derivatives
The key step for the proof of the sufficiency part is based on the ideas in [1] and relates the
weighted norms of analytic functions in weighted Bergman spaces to those of their derivatives.
Theorem 3.2. (i) If W ∈ C2(r) and η > −1, then
N−1∑
k=0
∥∥f (k)(0)∥∥2 + ∫
D
〈
W(z)f (N)(z), f (N)(z)
〉(
1 − |z|2)2N dAη(z) ‖f ‖22,W,η, (3.21)
for all H -valued analytic functions f .
(ii) If W ∈ B2(η) for some η > −1, then the quantities in (3.21) are comparable.
Proof. Let us first show that (i) holds. Clearly, it suffices to treat the case N = 1. By Proposi-
tion 3.1, replacing the weight W by its average [W ]z we get equivalent norms on the correspond-
ing Bergman spaces. Then by Remark 3.2 we can assume without loss of generality for the rest
of the proof that
W(z) ∼ W(λ), for z ∈ Dλ,r , λ ∈ D, (3.22)
in particular, W(z) ∼ [W ]z. Consider again the decomposition of D into curved rectangles (Qi)i ,
λi ∈ Qi , described in (3.13). We have∫
D
〈
W(z)f ′(z), f ′(z)
〉(
1 − |z|2)2 dAη(z)
=
∑
i1
∫ 〈
W(z)f ′(z), f ′(z)
〉(
1 − |z|2)2 dAη(z)Qi
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∑
i1
∫
Qi
〈
W(λi)f
′(z), f ′(z)
〉(
1 − |z|2)2 dAη(z)
=
∑
i1
∫
Qi
∥∥W 1/2(λi)f ′(z)∥∥2(1 − |z|2)2 dAη(z).
By Cauchy’s formula together with (3.22), it now follows that
∫
D
〈
W(z)f ′(z), f ′(z)
〉(
1 − |z|2)2 dAη(z)∑
i1
∫
Dλi ,r
∥∥W 1/2(λi)f (z)∥∥2 dAη(z)

∫
D
〈
W(z)f (z), f (z)
〉
dAη(z).
To see (ii), choose γ > 2η+2 and let f be an H -valued polynomial with f (k)(0) = 0, 0 k < N .
If we set Jh(z) = ∫ z0 h(t) dt , a direct computation gives
f (z) = JN (Pγ+Nf (N))(z) =
∫
D
uN(z, ζ¯ )
(1 − ζ¯ z)γ+2 f
(N)(ζ )
(
1 − |ζ |2)N dAγ (ζ )
= PuNγ g(z), (3.23)
where uN is a function of two variables continuous on D × D, depending only on γ and N ,
and g(z) = f (N)(ζ )(1 − |ζ |2)N . Then the result follows by an application of Lemma 3.1 and
Theorem 3.1. 
Remark 3.4. The proof of Theorem 3.2(ii) together with Lemma 3.1 yield the estimate
‖f ‖22,W,η Q42(W,η)
(
N−1∑
k=0
∥∥f (k)(0)∥∥2 + ∫
D
〈
W(z)f (N)(z), f (N)(z)
〉(
1 − |z|2)2N dAη(z)
)
.
4. The sufficiency part
We can now proceed to the remaining part of the proof of Theorem 1.1.
In view of Corollary 3.1 it will suffice to show that if W ∈ B2(η) then every continuous linear
functional l on L2a(W dAη) can be represented in the form (3.16) with g ∈ L2a(W−1 dAη). Note
that for any such functional l the H -valued power series
gl(z) =
∞∑
n=0
zngn,
whose coefficients are defined by
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1∫
0
rn(1 − r)η dr = l(zne), e ∈ H, n 0,
converges in D and satisfies for every polynomial f
l(f ) = lim
r→1−
∫
D
〈
f (z), g(z)
〉
dAη(z). (4.24)
For every positive integer N we consider polynomials with a zero of order N at the origin, that
is, of the form f (z) = zNF(z) and also write g(z) =∑N−1n=0 zngn + zNG(z). It is then a simple
exercise based on Stokes’ formula (or the Parseval formula) to show that, for f , F , G as above,
(4.24) becomes
l(f ) = lim
r→1−
∫
D
〈
F(z),
(
zNG
)(N)
(z)
〉 (1 − |z|2)η+N
(η + 1)(η + 2) . . . (η +N) dA(z). (4.25)
Set
Λ(F) = l(f ), (4.26)
and note that
∣∣Λ(F)∣∣ ‖l‖‖f ‖2,W,η  ‖l‖‖F‖2,W,η,
so that Λ extends to a continuous linear functional on L2a(W dAη) with ‖Λ‖  ‖l‖. But by
Lemma 3.1 and Corollary 3.1 we can choose the positive integer N such that Pη+N is bounded
on L2(W dAη), hence another application of Corollary 3.1 yields
lim
r→1−
∫
D
〈
F(z),
(
zNG
)(N)
(z)
〉 (1 − |z|2)η+N
(η + 1)(η + 2) . . . (η +N) dA(z)
= Λ(F) =
∫
D
〈
F(z),h(z)
〉(
1 − |z|2)η+N dA(z)
for some h ∈ L2a(W−1 dA2N+η) and every polynomial F . By comparing the Taylor coefficients
we get (zNG)(N)(z) = h(z)(η + 1)(η + 2) . . . (η + N), that is, (ζNG)(N) ∈ L2a(W−1 dA2N+η).
Then by Theorem 3.2(ii), ζNG belongs to L2a(W−1 dAη), hence so does g. Consequently, (4.24)
becomes
l(f ) =
∫
D
〈
f (z), g(z)
〉
dAη(z), (4.27)
and the proof is complete. 
The estimate (1.1) now follows by Lemma 3.1 and Remarks 3.1, 3.3 and 3.4.
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