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Povzetek
Elektri£ni distributerji morajo za naslednji dan £im bolje napovedati porabo
njihovih strank oziroma naro£nikov elektri£ne energije, saj tako lahko vnaprej
kupijo elektri£no energijo po niºji ceni kot bi jo v trenutku porabe. Problem
nastane v primeru napa£ne napovedi, saj to prinese dodatne stro²ke bodisi z
nakupom draºje manjkajo£e energije v trenutku porabe bodisi s kaznimi energet-
skega regulatorja zaradi preobremenitve omreºja. Opisana situacija je problem
kratkoro£nega napovedovanja porabe elektri£ne energije, ki so se ga z razli£nimi
metodami lotili ºe mnogi znanstveniki ter gospodarske druºbe.
Magistrsko delo se problema kratkoro£nega napovedovanja porabe elektri£ne
energije loti z uporabo najnovej²ih odkritij na podro£ju modeliranja procesov z
mehkimi modeli. Ti se v literaturi za napovedovanje porabe elektri£ne energije
ºe uporabljajo, vendar v preteºno neprilagodljivih konguracijah (ro£no vnaprej
dolo£eni roji), kjer za dober model potrebujemo dobro znanje o samih podatkih
ter dolgotrajen proces ugla²evanja parametrov.
Magistrsko delo tako razi²£e moºnosti uporabe adaptivnih mehkih modelov v
namen poenostavitve na£rtovanja modela napovedovanja porabe elektri£ne ener-
gije. Tekom dela so bile razvite tudi nadgradnje za particioniranje prostora,
katere bi lahko bile uporabne tudi na drugih podro£jih uporabe mehkih mode-
lov. Rezultati razvitega modela so se izkazali kot dobri in obetajo£i za nadaljnje
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rojenje Gustafson-Kessel, metoda uteºenih najmanj²ih kvadratov, skrivanje rojev,
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kacija
Abstract
Because electricity distributors can pre-purchase electric energy in advance
at the lower prices than at the time of consumption, they want to forecast their
customer's demand for the following day in order to pre-purchase electric energy
according to that forecast. A problem arises in the case of an inaccurate forecast,
as it brings additional expenses either by buying more expensive energy at the
time of consumption either by energy regulator's penalties for overloading the
electric network. The described situation is the problem of short-term forecasting
of electric energy consumption, which was already addressed by many scientists
and corporations using various methods.
Master's thesis tackles the mentioned problem using the latest discoveries in
the eld of fuzzy modeling. In the literature, fuzzy modeling has been alre-
ady used for forecasting electric energy consumption, but in the predominantly
non-exible congurations (for example manually predened clusters), where a
good knowledge of the given data and a time-consuming tuning of parameters is
required.
Therefore, Master's thesis investigates the possibility of using adaptive fuzzy
models for the purpose of simplifying modeling stage in electric energy consump-
tion forecasting. During the research, we also developed upgrades for space parti-
tioning, which could be eective also in other elds where fuzzy modeling is used.
The results of the developed model proved to be good and promising for further
research, especially when compared with existing methods.
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4 Abstract
Key words: fuzzy modeling, forecasting, electric energy consumption,
Gustafson-Kessel clustering, weighted least mean square method, cluster hiding,
identication
1 Uvod
Na prostem trgu elektri£ne energije kot posredniki med elektrarnami ter potro-
²niki delujejo distributerji elektri£ne energije  od elektrarn kupujejo elektri£no
energijo na debelo ter jo prodajo na drobno svojim strankam (potro²nikom).
Zaradi speci£nosti blaga (proizvedena elektri£na energija mora biti v vsakem
trenutku enaka porabljeni) ºelijo elektrarne £im hitreje vedeti, koliko energije
morajo proizvesti, saj se lahko na napovedano spremembo v porabi pripravijo.
Zato ponujajo cenej²o elektri£no energijo, £e se jo kupi vnaprej  hitreje kot jo
zakupi, cenej²a je energija.
Zato ºelijo distributerji kupiti energijo £im hitreje, za kar pa potrebujejo na-
povedi o porabi njihovih strank v dolo£enem trenutku. Ker pa je poraba odvisna
od mnogih dejavnikov, distributer ne more napovedati natan£ne porabe za dalj
£asa vnaprej. Zato napovedi razdelijo na dolgoro£ne (celoletna poraba), srednje-
ro£ne (poraba za £asovno obdobje meseca) ter kratkoro£ne (poraba preko dneva).
Magistrska naloga se loteva problema kratkoro£nega napovedovanja porabe elek-
tri£ne energije, kar pomeni napoved porabe za naslednji dan.
Problem kratkoro£nega napovedovanja porabe elektri£ne energije je moºno
re²iti na mnogo razli£nih na£inov z razli£no uspe²nostjo. V literaturi je pogosto
omenjen model ARIMA [2][3], ki napoveduje z avtoregresijskim integrirnim drse-
£im povpre£jem. Za napovedovanje porabe so uporabljeni tudi linearni modeli,
identicirani z robustno linearno regresijo (metoda RLR) [1], ki za razliko od
linearne regresije omeji vpliv slabih vzorcev (ang. outliers). Metoda napovedo-
vanja s pomo£jo podobnih dni [4] v zgodovini podatkov i²£e temu dnevu najbolj
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podobne dni, na podlagi katerih nato sestavi napoved. Za napovedovanje so bile
uspe²no uporabljene tudi umetne nevronske mreºe [5], ki v znanstvenih krogih
ºe nekaj £asa uºivajo precej²nje zanimanje in pozornost. Pogosto se uporabljajo
tudi mehki modeli, na katere se bo osredoto£ilo tudi magistrsko delo.
Od odkritja mehkega modeliranja z modeli Takagi-Sugeno (v nadaljevanju
model TS) leta 1985 [6] je v literaturi omenjenih mnogo algoritmov in modelov,
ki se kot osnove posluºujejo omenjenega modela. Hitro se je za dolo£anje rojev
za£ela uporabljati iterativna metoda mehkega rojenja s c-povpre£ji FCM [7], ki na
podlagi Evklidove razdalje med vzorci najde suboptimalno razporeditev vnaprej
dolo£enega ²tevila rojev hipersferi£ne oblike. To je kmalu nadomestila metoda
Gustafsson-Kessel [8], ki namesto hipersperi£nih oblik rojev metode FCM i²£e
roje v obliki hiperelips. Ti metodi sta za namen sprotne identikacije £asovno
spremenljivih sistemov dobili rekurzivne razli£ice [9][10][11], kasneje sta bili nad-
grajeni z metodami avtomatskega dolo£evanja ²tevila rojev [12][13], nato so bile
razvite ²e samorazvijajo£e razli£ice [14][15]. Model TS se lahko realizira tudi z
nevronskimi mreºami [16].
Dosedanje raziskave uporabe mehkih modelov na podro£ju kratkoro£nega na-
povedovanja porabe elektri£ne energije so bile uspe²ne, vendar imajo razviti mo-
deli dolo£ene omejitve: napovedovanje je strogo lo£eno po mesecih in ne obstaja
nobena povezava med njimi [17], ali pa je funkcija meh£anja vnaprej dolo£ena in
toga (trikotna), kar pomeni, da mora na£rtovalec sam dolo£iti meje brez ra£unal-
ni²ke podpore [18].
Vse omenjene metode napovedovanja z mehkimi modeli so toge v smislu dolo-
£anja podro£ij meh£anja  ali moramo ro£no nastaviti funkcije meh£anja ali trdo
lo£imo obdobja napovedovanja itd. Med tem pa so raziskave na podro£ju meh-
kih modelov ºe napredovale do to£ke, ko algoritem ve£ino parametrov in funkcij
dolo£i avtomati£no.
V delu se bomo posvetili implementiranju najnovej²ih odkritij na podro£ju
mehkih modelov za kratkoro£no napovedovanje porabe elektri£ne energije, s ka-
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terimi ºelimo izbolj²ati trenutno uporabljene metode. To predvidevamo zaradi
vpeljave sprotnih metod prilagajanja mehkih modelov, ki so se sposobni prilaga-
jati na £asovno spremenljiv sistem, kar poraba elektri£ne energije absolutno je.
Zaradi modularne narave modela TS se lahko nadejamo tudi dobrega modeliranja
spreminjanja porabe glede na letni £as.
V poglavju 2 bomo omenjeni problem podrobno razloºili, hkrati pa bomo
predstavili razpoloºljive podatke ter cilje naloge. Tekom poglavja 3 bo razloºena
teorija, na kateri sloni razviti model napovedovanja. Konstrukcija razvitega mo-
dela je opisana v poglavju 4, rezultati in diskusija razvitega modela pa so navedeni
v poglavju 5. Celotno delo je na koncu povzeto v zaklju£ku.
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2 Problem kratkoro£nega napovedovanja
porabe elektri£ne energije
V poglavju bomo najprej predstavili s kak²nimi podatki razpolagamo (podpo-
glavje 2.1), nato bomo tekom podpoglavja 2.2 razloºili problem kratkoro£nega
napovedovanja ter in se z njem sre£amo. Zaklju£ili bomo s predstavitvijo ciljev
magistrskega dela v podpoglavju 2.3.
2.1 Podatki in obdelovanje podatkov
Najprej bodo opisani podatki, ki so bili uporabljeni v magistrskem delu, na koncu
pa ²e uporabljene metode obdelave podatkov, ki so nam koristile pri izgradnji
modelov.
V nalogi raziskujemo podatke porabe elektri£ne energije ter meritve vremen-
skih parametrov za JZ Slovenijo od leta 2010 do vklju£no 2013, vendar za leto
2013 podatki o porabi niso podani. Meritve so pridobljene za vsako uro v dnevu.
V tabeli 2.1 so zbrani podatki ene ure.
V na²em primeru deniramo vzorec kot skupek meritev za en dan, tako da
imamo v vsakem vzorcu 24 meritev za vsako spremenljivko in tip dneva (praznik,
mesec in podobno).
Izhodna spremenljivka je urna dnevna poraba elektri£ne energije. Primeri so
prikazani na grah 2.1. Proli porabe se spreminjajo glede na letni £as, dan v
tednu, praznik, kako blizu je praznik trenutnemu dnevu ipd.
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Porabljena elektri£na energija E MWh
Povpre£na temperatura T ◦C
Povpre£no son£no sevanje Γ W
m2
Skupna koli£ina padavin R mm
Povpre£na hitrost vetra W m
s
Ura v dnevu (7 pomeni 6:00 do 7:00) H 1 − 24
Dan v tednu (1 je ponedeljek) F 1 − 7
Dan v mesecu G 1 − 31
Mesec M 1 − 12
Leto Y 2010 − 2012
Praznik (1 je praznik, 0 pa ostalo) P 0 ali 1
Tabela 2.1: Tabela podatkov ene ure
Na grah 2.1 vidimo precej²njo razliko v porabi med vikendi ter porabo med
delavniki. Tudi med delavniki opazimo manj²e razlike, predvsem zaradi vpliva
vikenda na porabo v ponedeljek ter petek  to se predvsem vidi pri "ujetem
delavniku", ko je delavnik med vikendom ter praznikom, saj si ponavadi ljudje
tisti dan vzamejo dopust. Zato vpeljemo spremenljivko dneva D, s katerim ºelimo
izraziti vpliv datuma na porabo.
Najprej z ena£bo (2.1) deniramo spremenljivko posebnih dni D∗, ki ima vre-
dnost 1 v primeru praznika ali vikenda, ter 0 pri vseh ostalih dneh. Z D∗ sedaj





1, F(k) ∈ {6, 7} ∨ P(k) = 1
0, sicer
(2.1)
Omenjena spremenljivka posebnih dni pa ne zajame vpliva vikenda na delav-
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Profili porabe na različne dni v tednu

















































































Slika 2.1: Izmerjena poraba razli£nih dni tekom istega tedna stabilnega vremena
nike (predvsem ponedeljek ter petek). Zato ºelimo, da na spremenljivko dneva
D vpliva tudi vrednost spremenljivke posebnih dni D∗ prej²njega ter naslednjega
dneva. Pri iskanju ena£be za D ºelimo pri analizi podatkov porabe upo²tevati
naslednje ugotovitve:
• Petkova poraba je bolj podobna porabi tekom vikenda kot ponedeljkova.
• Ujeti delavnik ima porabo izrazito bolj podobno vikendu kot delavniku.
• Spremenljivka posebnih dni D∗ ima lahko tudi druge vrednosti kot 0 in 1,
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ker nam omogo£i eksibilnost pri spreminjaju denicije D∗.
Z upo²tevanjem omenjenih ugotovitev smo razvili ena£bo (2.2) za izra£un D. e
je k-ti dan poseben, potem D(k) = 1, druga£e pa ga izra£unamo glede na D∗
naslednjega ter prej²njega dne. Ena£ba ima 3 prispevke  prispevka naslednjega
in prej²njega dne ter kombinacija obeh. Zadnji prispevek smo dodali za primer
ujetega delavnika, ko je D∗ tako za prej²nji kot naslednji dan enak 1. S koecienti
g+, g− ter g± nastavljamo vpliv sosednjih dni, ki smo jih tekom magistrskega dela
nastavili s posku²anjem (g− = 0.125, g+ = 0.15, g± = 0.5). Vsota koecientov





∗(k + 1) + g−D
∗(k − 1) + g±D
∗(k − 1)D∗(k + 1), D∗(k)
]
(2.2)
g+ + g− + g± < 1 (2.3)
Ker precej²en del porabe predstavlja ogrevanje, je poraba odvisna od tem-
perature, kar se dobro vidi na sliki 2.2. Ta odvisnost ni hipna, zato deniramo
Tsmooth, ki predstavlja izhod diskretnega linearnega modela 1. reda z vhodno
spremenljivko izmerjene temperature T. Diskretni korak je ena ura. Koecient
ξ dolo£imo z iskanjem minimuma pogre²ka izhoda mehkega modela pri vhodnih
vektorjih xp(k) = x(k) = [T smooth(k), 1]T ter izhodom y(k) = E(k). Minimum
smo iskali z ro£nim nastavljanjem koecienta ξ. Za ξ smo dobili vrednost 0.98
ter posledi£no £asovno konstanto modela τ = 50 ur. asovna konstanta je velika,
kar nakazuje mo£an vpliv speci£ne toplote tal in objektov na ogrevanje.
Tsmooth(k) = ξTsmooth(k − 1) + (1− ξ)T (k), ξ = 0.98 (2.4)
Na sliki 2.2 opazimo tudi £asovno spreminjanje procesa porabe, saj je tekom
leta 2010 vi²ja kot tekom let 2011 ter 2012.
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Slika 2.2: Graf prikazuje povpre£no mo£ v odvisnosti od temperature. Vsaka
to£ka predstavlja povpre£no temperaturo dneva, barva to£ke pa pomeni leto
vzorca




















Odvisnost moči tekom dneva v odvisnosti od padavin
Slika 2.3: Graf povpre£ne mo£i v odvisnosti od padavin. Vsaka to£ka predstavlja
en dan
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Pri analizi podatkov deºevnih dni smo opazili, da se poraba pri mo£nem deºevju
ne razlikuje bistveno od porabe pri ²ibkej²em (slika 2.3)  razlika se pa pokaºe
med deºevnimi dnevi in dnevi brez deºja. Razlog smo na²li v tem, da sam deº ne
vpliva toliko na ogrevanje hi², ampak na dejstvo ali se bodo ljudje raje zadrºevali
v hi²ah v slabem vremenu (in temu primerno bo poraba ve£ja), ali pa v lepem ²li
na sprehod, izlet ipd.







je nastavljena tako, da je najve£ja vsota omejenih padavin v enem dnevu 10mm),
kar ponazarja ena£ba (2.5). Lahko bi vzeli le informacijo o tem, ali da je deºevalo






R(k)l R(k)l ≤ Rmax
Rmax R(k)l > Rmax
(2.5)
























Slika 2.4: Graf prolov sevanja za razli£ne tipi£ne dni. Prol sevanja za son£ni
dan 9. 6. 2010, preteºno obla£ni dan 17. 6. 2010 in deºevni dan 21. 6. 2010
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Na sliki 2.4 so prikazani proli sevanja za razli£ne poletne dni. Vidimo lahko, da
za deºevno ter obla£no vreme sevanje mo£no niha, vendar ta nihanja ne vplivajo
na porabo, pa£ pa nanjo vpliva povpre£na vrednost sevanja v dolo£enem dnevu.
S tem razlogom sevanje v modelu upo²tevamo s povpre£no vrednostjo za tisti
dan. Podobno lahko opazimo pri prolih padavin ter hitrosti vetra, zato tudi pri
teh vremenskih podatkih vzamemo povpre£je vrednosti.
Na slikah 2.5 ter 2.6 lahko kljub precej²ni razpr²enosti povpre£ne porabe glede
na povpre£je vetra oz. sevanja opazimo ²ibko povezavo, zato povpre£ja vseeno
upo²tevamo v modelu.






















Odvisnost moči tekom dneva v odvisnosti od vetra
Slika 2.5: Graf povpre£ne mo£i v odvisnosti od povpre£ne hitrosti vetra. Vsaka
to£ka predstavlja en dan
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Odvisnost moči tekom dneva v odvisnosti od povprečnega sevanja
Slika 2.6: Graf prikazuje povpre£no mo£ v odvisnosti od povpre£nega sevanja.
Vsaka to£ka predstavlja en dan
Oglejmo si ²e odvisnost povpre£ne porabe ȳ (ena£ba (2.6)) ter standardne devi-
acije σ (ena£ba (2.7)) porabe dneva glede vrednosti za prej²nji dan (sliki 2.7 ter
2.8). Vidimo lahko, da sta povpre£je in standardna deviacija trenutnega dneva
korelirani z vrednostjo prej²njega dne. To nam omogo£i napovedovanje porabe
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Odvisnost povprečne moči od povprečne moči preǰsnjega dne
Slika 2.7: Graf povpre£ne porabe vzorca v odvisnosti od prej²njega dne
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Odvisnost STD moči od STD moči preǰsnjega dne
Slika 2.8: Graf standardne deviacije (v grafu STD) porabe vzorca v odvisnosti
od prej²njega dne
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V nadaljevanju smo meritve in izpeljane spremenljivke (padavine, povpre£na
poraba, Tsmooth itd.) zdruºili v prostor podatkov. Ker v algoritmu uporabimo
tudi Evklidsko razdaljo, razli£ni velikostni razredi podatkov (100 pri spremenljivki
dneva, 101 pri temperaturah) lahko pokvarijo kvaliteto deljenja tega prostora. Za
primer podamo tri vzorce: vzorec srede (D1 = 0) pri T1 = 20 ◦C, nato vzorec
nedelje (D2 = 1) pri enaki temperaturi T2 = T1 = 20 ◦C in ²e vzorec srede
(D3 = 0) pri T3 = 22 ◦C. e ra£unamo Evklidsko razdaljo med vzorci, vidimo, da
sta si najbliºje vzorca 1 ter 3  kar pa ni res v primerjavi porabe, saj se ta bolj
spremeni od delavnika do vikenda kot pri spremembi temperature za par stopinj.
Zato vse podatke normiramo preden jih uporabimo kot vhodne spremenljivke



















(x(k)− x̄(k))2 , (2.10)
kjer je x(k) podatek k-tega vzorca pred normiranjem, N ²tevilo vzorcev, y(k)
pa normiran podatek, ki ga uporabimo kot spremenljivko v opisanih algoritmih.
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2.2 Opis problema
V elektri£nem omreºju mora biti v vsakem trenutku poraba elektri£ne energije
enaka proizvedeni, kar pomeni, da mora biti vsa energija iz elektrarn in ostalih
virov energije enaka porabljeni energiji potro²nikov (kot so gospodinjstva, to-
varne, poslovni objekti in ostali). Energijo v sistemu narekujejo porabniki, tako
da je na ple£ih elektrarn, da sledijo trendom porabe in temu primerno proizvedejo
zadostno koli£ino elektri£ne energije.
Od uvedbe prostega trga na slovenskem energetskem trgu se je veriga dobave
elektri£ne energije podalj²ala za vmesni £len med elektrarnami ter potro²niki 
z elektri£nimi distributerji. Ti od elektrarn na prostem trgu kupujejo energijo,
za katero ra£unajo, da jo bodo njihovi naro£niki porabili v dolo£enem trenutku.
S tem razbremenijo elektrarne napovedovanja ter dogovarjanja z mnogimi po-
rabniki, te pa sedaj pla£ajo le eno poloºnico distributerju. Distributerji lahko
kupujejo elektri£no energijo tudi v tujini, s £imer omogo£ijo tujim elektrarnam
vstop na slovenski trg. [19]
Ker pa imajo nekatere elektrarne dolo£ene zi£ne omejitve, ki jim prepre£ujejo
nenadne spremembe proizvedene energije (primer Nuklearna elektrarna Kr²ko,
kjer je nenadna sprememba proizvedene energije nemogo£a), ºelijo vedeti £im
prej, koliko el. energije morajo proizvesti v dolo£enem £asovnem obdobju, da
se lahko pripravijo na nenadne spremembe v porabi. To vzpodbudijo z nizkimi
cenami vnaprej kupljene elektri£ne energije ter z vi²jimi v primeru nakupa v
trenutku porabe. Poleg tega regulator nan£no sankcionira dobavitelja, £e kupi
preve£ energije, saj s tem dodatno obremenjuje omreºje.
Tako dobavitelj pla£a najmanj, £e vnaprej napove porabo el. energije svojih
potro²nikov popolnoma to£no in jo v takih koli£inah tudi vnaprej kupi. Z vsako
napako v napovedi (prevelika ali premajhna napoved) pa mora za zagotovitev
dobave elektri£ne energije svojim potro²nikom pla£ati ve£ kot bi lahko v primeru
to£ne napovedi, posledi£no pa ima dobavitelj manj dobi£ka.
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Problem pri napovedovanju porabe elektri£ne energije nastane zaradi sistema
porabe, saj je zelo odvisen od mnogih dejavnikov  od vremena, gospodarskih
nihanj, novih uporabnikov, prenove stanovanj, enkratnih dogodkov in tako naprej.
e samo vreme s trenutno tehnologijo lahko napovemo le nekaj dni vnaprej, tako
da je posledi£no tudi porabo (razen grobe ocene) nemogo£e to£no napovedati za
ve£ kot dan ali dva vnaprej.
Zaradi omenjenega razloga elektrarne ponujajo odkup elektri£ne energije v
razli£nih konguracijah (pasovni, trapezni ter urni odkup), v razli£nih obdobjih
(letni oz. dolgoro£ni, mese£ni oz. srednjero£ni ter dnevni/urni odkup oz. kratko-
ro£ni) ter razli£no glede na £as nakupa (leto, teden, dan vnaprej ali pa v trenutku
porabe), vsaka s svojimi speci£nimi lastnostmi ter cenami. Distributer kombi-
nira razli£ne na£ine odkupa, da s kar se da nizko moºno ceno nakupa elektri£ne
energije zadosti povpra²evanju njegovih naro£nikov, pri £emer pazi, da ne zakupi
ne preve£ ne premalo energije.
Magistrsko delo se loteva problema kratkoro£nega napovedovanja porabe elek-
tri£ne energije, kar pomeni, da bomo na podlagi vremenske napovedi za naslednji
dan ter na podlagi preteklih podatkov o porabi in vremenu napovedali dnevni po-
tek porabe slovenskega distributerja za naslednji dan. Dnevni potek sestavljajo
napovedi porabe za vsako uro v dnevu.
2.3 Cilji
Cilj magistrskega dela je uporabiti nove metode na podro£ju mehkih modelov
za kratkoro£no napovedovanje porabe elektri£ne energije ter rezultate napovedi
primerjati z ostalimi metodami napovedovanja.
Preveriti ºelimo tudi sposobnost prilagajanja rekurzivnih mehkih modelov na
£asovno spremenljiv sistem, kar kratkoro£no napovedovanje porabe zagotovo je.
3 Teoreti£ni okvir
V tem poglavju je razloºena teorija, na kateri je zasnovana izgradnja modela
napovedovanja porabe elektri£ne energije. V podpoglavju 3.1 je razloºen princip
mehkega modela ter opis metod za dolo£itev njegovih dveh glavnih komponent 
particioniranje oz. deljenje prostora ter na£rtovanje lokalnih modelov. Omenjene
so tudi vse razvite nadgradnje ºe obstoje£ih metod. V naslednjem podpoglavju
3.2 sta predstavljeni metodi, s katerima bomo primerjali razvit algoritem, na
koncu pa je predlagana metoda zlivanja med trenutno in naslednjo napovedjo.
3.1 Identikacija
V nadaljevanju bo razloºen uporabljen na£in identikacije s pomo£jo mehke lo-
gike. Najprej bo v podpoglavju 3.1.1 razloºen koncept mehke logike za gradnjo
modelov Takagi-Sugeno. Podpoglavje 3.1.2 je namenjeno razlagi metode rojenja
Gustafsson-Kessel za deljenje prostora vklju£no z njenimi nadgradnjami. Nato
pa v podpoglavju 3.1.3 podamo na£in izra£una lokalnih modelov na delih ºe raz-
deljenega prostora.
3.1.1 Mehka logika in model Takagi-Sugeno
Ve£ina realnih procesov je nelinearnih, zato je ponavadi gradnja njihovih ma-
temati£nih modelov zahtevna in dolgotrajna. Dobljeni modeli so lahko visokih
redov ter teºko razumljivi. e deluje nelinearen proces le v manj²em delu ob-
mo£ja delovanja okoli dolo£ene delovne to£ke, hkrati pa je proces v okolici te
21
22 Teoreti£ni okvir
delovne to£ke enostaven, poznamo pristope, s katerimi aproksimiramo delovanje
nelinearnih procesov z enostavnej²imi matemati£nimi modeli. En bolj raz²irjenih
pristopov je linearna aproksimacija. Rezultat linearne aproksimacije je linearni
model, ki dobro opi²e proces, a le na obmo£ju, za katerega je bil na£rtan. Z
ve£modelnim pristopom to teºavo dokaj u£inkovito re²imo.
Pri ve£modelnem pristopu nelinearni model zgradimo z mnoºico linearnih mo-
delov, ki v okolici svoje delovne to£ke vsak zadovoljivo opi²e nelinearni proces.
Na tej ideji slonijo tudi mehki modeli, ki omenjeni koncept nadgradijo z uporabo
mehke logike. Za modeliranje z uporabo mehke logike se v literaturi najve£krat
uporablja model Takagi-Sugeno [6] (v nadaljevanju model TS), ki je uporabno in
u£inkovito orodje za modeliranje in vodenje kompleksnih sistemov.
Ideja modelov TS je razdeliti podro£je delovanja nelinearnega procesa na pod-
podro£ja, kjer je za vsakega deniran lokalni model, ki na svojem podpodro£ju
aproksimira nelinearni proces. Z zlitjem izhodov posameznih lokalnih modelov
tako aproksimiramo obna²anje nelinearnega sistema. Izhode zlivamo tako, da
dolo£imo razdaljo vzorca, za katerega i²£emo izhod celotnega mehkega modela,
od centra i-tega podpodro£ja. Ve£ji vpliv ima izhod lokalnega modela i-tega
mehkega podro£ja, ki je bliºje sredi²£u.
Primer je prikazan na sliki 3.1. Obmo£je delovanja je razdeljeno na 5 mehkih
podro£ij (modra), v katerih aproksimiramo nelinearni proces (£rna) z linearnimi
modeli, ki jim pravimo tudi lokalni modeli (rde£a). Na spodnjem grafu je pri-
kazano, koliko vpliva ima dolo£en linearni model na izhod celotnega mehkega
modela glede na vhod x  funkcijam vpliva posameznih rojev pravimo pripadno-
stne funkcije µ.





kjer ŷ predstavlja izhod modela TS, x = [1, x1, . . . , xr−1]T regresijski vektor
meritev, xp = [xp1 , . . . , xpq ]



















µ1 µ2 µ3 µ4 µ5
Slika 3.1: Koncept mehkega modela za aproksimiranje nelinearne funkcije. Na
zgornjem grafu je s £rno prikazana nelinearna funkcija, z modrimi elipsami so
obkroºena mehka podro£ja, z rde£o pa izhodi linearnih modelov mehkih podro£ij.
Spodnji graf prikazuje funkcije pripadnosti rojem.
dnostne funkcije i-tega roja pri spremenljivkah xp ter ŷi(x) izhod i-tega lokalnega
modela pri regresijskem vektorju x. Vsi moºni regresijski vektorji sestavljajo re-
gresijski prostor Ax velikosti Rr, vsi particijski vektorji pa prostor particioniranja
Ap velikosti Rq
Za izra£un pripadnostnih funkcij µi je potrebno dolo£iti okolico lokalnega
modela, v kateri velja. Okolico veljavnosti i-tega lokalnega modela deniramo v
prostoru particioniranja Ap s funkcijo µi(xp) : Rr → [0, 1], s katero vsaki to£ki v
prostoru Ap priredi realno ²tevilo med 0 in 1, ki predstavlja pripadnost to£ke xp i-
temu lokalnemu modelu. Za pripadnostne funkcije mora veljati
∑m
j=1 µi(xp) = 1.
Lokalni modeli so lahko poljubnega tipa, vendar se pove£ini zaradi enostav-
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nosti ra£unanja, na£rtovanja in vodenja v literaturi ponavadi uporabi linearni
model, ki ga smo uporabili tudi tekom magistrskega dela.
Naslednje podpoglavje 3.1.2 je posve£eno deljenju prostora particioniranja ter
izra£unu pripadnostnih funkcij µi(xp), podpoglavje 3.1.3 pa opi²e iskanje lokal-
nega modela za izra£un njegovega izhoda ŷi(x) ter njihov izra£un.
3.1.2 Deljenje prostora
Za identikacijo modela TS je potrebno identicirati mehka podro£ja, na katerih
nato identiciramo ²e lokalne modele. Mehka podro£ja se lahko dolo£ijo na ve£
na£inov. Pri preprostih sistemih lahko to storimo ro£no, pri zapletenej²ih pa se
posluºujemo avtomatiziranih metod deljenja prostora (npr.: LOLIMOT [13], SU-
HICLUST [12], ICLA, metoda mehkih c-povpre£ij ali FCM [7], Gustafson-Kessel
[8]). Cilj deljenja prostora je identicirati pripadnostne funkcije podpodro£ij.
Najprej je v podpoglavju 3.1.2.1 opisana osnovna avtomatizirana metoda de-
ljenja prostora  metoda FCM. Nato je v podpoglavju 3.1.2.2 razloºena njena
raz²iritev za splo²nej²e oblike rojev imenovana metoda Gustafson-Kessel (me-
toda GK), poglavje kasneje pa ²e njegova rekurzivna razli£ica. Metoda GK ima
nekaj slabosti, ki se jih lotimo v naslednjih podpoglavjih: podpoglavje 3.1.2.4
predloºi metode za izogib singularnosti kovarian£ne matrike, podpoglavje 3.1.2.5
se loti problemov, ki nastanejo zaradi normiranja pripadnosti, v podpoglavju
3.1.2.6 pa predstavimo razli£ne kombinacije omenjenih izbolj²av, vsako s svojo
namembnostjo.
3.1.2.1 Metoda mehkih c-povpre£ij (FCM)
Rojenje z metodo mehkih c-povpre£ij (v nadaljevanju FCM) je ena osnovnej²ih
metod za deljenje prostora. Metoda razdeli prostor na vnaprej dolo£eno ²tevilo
rojev m, ki so v prostoru Ap opisani s centri oz. prototipi roja vi = [v1 . . . vq]T ter
faktorjem mehkosti η. Pripadnost je odvisna od Evklidske razdalje med vzorcem
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ter centrom roja vi, s faktorjem mehkosti pa dolo£amo mehkost prehoda med
razli£nimi roji.
Algoritem temelji na minimizaciji kriterijske funkcije (3.2), kjer je d Evklidova
razdalja med k-tim vzorcem v particijskem prostoru xp(k) ter prototipom i-tega
roja vi, µi(k) je pripadnost k-tega vzorca i-temu roju, η pa je faktor mehkosti.
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kjer je Xp = [xp(1)xp(2) . . .xp(N)]T matrika spremenljivk prostora particionira-
nja, U matrika pripadnosti ter V = [v1 . . .vm] matrika prototipov. Optimizacij-
ski problem je re²ljiv s pomo£jo Picardove iteracije. Rezultat sta ena£bi za izra£un
centrov rojev (3.5) ter pripadnostnih funkcij (3.6), med katerimi iteriramo toliko



















Povezavo med iteracijami napravimo pri ra£unanju prototipov rojev (3.5),
kjer ra£unamo z vrednostmi pripadnosti prej²nje iteracije. Z vpeljavo iteracij v
ena£bi (3.5) ter (3.6) dobimo ena£be (3.7) ter (3.8). Evklidske dolºine d(q)i (3.9)











































Zaradi iterativne narave algoritma imamo ve£ razli£nih moºnosti inicializa-
cije, ali apriori nastavimo vrednosti prototipov v(0)(k) ali pa vrednosti pripa-
dnosti µ(0)i (k). V magistrski nalogi smo nastavili vrednosti pripadnosti (3.10).
























∈ (0, 1] ∀i (3.10)
Psevdokoda algoritma je podana v algoritmu 1. Najprej nastavimo parametre
rojenja (η,m) ter inicializiramo pripadnostno matriko U(0). Nato pa za£nemo
iterativni del, kjer izmeni£no ra£unamo prototipe rojev ter pripadnosti vzorcev,
dokler niso razlike med trenutno in naslednjo iteracijo dovolj majhne.
Rezultat algoritma so prototipi rojev, ki jih uporabimo za dolo£itev lokalnih
modelov (poglavje 3.1.3).
Problemi rojenja FCM so v togi obliki rojev (hipersfere), nezmoºnosti mode-
liranja £asovno spremenljivih sistemov, v velikem vplivu inicializacije na delitev
prostora ter ro£na nastavitev ²tevila rojev. V kombinaciji z modeli TS rojenje
FCM ne upo²teva kvalitete lokalnih modelov pri deljenju prostora.
Vseeno pa zadovoljivo razdeli prostor particioniranja brez ro£nega deljenja,
kar je tudi cilj rojenja FCM.
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Algoritem 1 Rojenje FCM
1: Nastavimo parametre η,m
2: Inicializiraj pripadnostno matriko U(0)
3: q = 0
4: repeat
5: q = q + 1
6: Posodobi prototipe rojev v(q)i
7: Izra£unaj matriko Evklidovih razdalj vzorcev od posodobljenih rojev D(q)
8: Izra£unaj novo pripadnostno matriko U(q)
9: until ||U(q) −U(q−1)|| < 10−3
3.1.2.2 Rojenje Gustafson-Kessel ter variacije
V delih [8] [20] je za razdelitev prostora na mehka podro£ja uporabljena itera-
tivna metoda rojenja Gustafson-Kessel (v nadaljevanju "rojenje GK"), prvotno
objavljeno v delu [8]. Rojenje GK izhaja iz rojenja FCM [7], opisanega v poglavju
3.1.2.1.
Edina razlika med rojenjem FCM ter GK je v ra£unanju razdalje med vzorci
ter prototipi rojev. Namesto Evklidske razdalje se v GK rojenju uporablja Ma-
halanobisova razdalja (3.13). Mahalanobisova razdalja za razliko od Evklidske
upo²teva tudi obliko roja denirano z mehko kovarian£no matriko Fi (3.11), kar
nam omogo£a, da roje lahko opi²emo tudi v obliki hiperelips. Ta bolj splo²ni opis
rojev nam omogo£a bolj realno deljenje obmo£ja delovanja procesa. Za dolo£itev













































η je ºe omenjeni faktor mehkosti, Fi je mehka kovarian£na matrika roja i, Ai
pa P-norma matrike roja i, p je dimenzija matrike Fi, ρi pa velikost i-tega roja,
ki ga ponavadi vsem rojem nastavimo na 1, ker predpostavljamo, da so roji enako
veliki (le druga£e oblikovani v prostoru). Psevdokoda rojenja GK je predstavljena
v algoritmu 2.
Algoritem 2 Rojenje GK
1: Nastavimo parametre η,m, ρi
2: Inicializiraj pripadnostno matriko U(0)
3: q = 0
4: repeat
5: q = q + 1
6: Posodobi prototipe rojev v(q)i
7: Posodobi matrike F(q)i ter A
(q)
i
8: Izra£unaj matriko Mahalanobisovih razdalj D(q)
9: Izra£unaj novo pripadnostno matriko U(q)
10: until ||U(q) −U(q−1)|| > 10−3
Rojenje GK generalizira obliko rojev v primerjavi z rojenjem FCM  ostale
ºe omenjene slabosti rojenja FCM se pojavijo tudi pri rojenju GK. Zaradi ge-
neralizacije oblike pri rojenju GK lahko v nekaterih primerih (malo vzorcev v
roju, mo£na korelacija vhodnih spremenljivk, odsotnost ²uma) postane kovari-
an£na matrika i-tega roja Fi singularna, zaradi £esar je nemogo£e izra£unati njen
inverz. V tem primeru algoritem javi napako in se prekine.
Upo²tevanje kvalitete lokalnih modelov pri rojenju GK Ena izmed sla-
bosti rojenja GK je ne upo²tevanje povratne informacije o kvaliteti izhoda mo-
dela, saj i²£e roje le na podlagi zgo²£enosti podatkov v prostoru particioniranja
Ap. Zaradi tega se lahko v istem roju znajdejo vzorci, ki so blizu v prostoru
3.1 Identikacija 29
particioniranja, a z druga£nimi lastnostmi. Najpogostej²i primer tega je prikazan
na sliki 3.2, ko imamo najve£ meritev in vzorcev v delu najve£je nelinearnosti 
prehodu med dvema rojema.
Re²itev je bila predlagana v [21]  zamenjava Mahalanobisove razdalje z raz-
daljo med izhodom i-tega modela ter izmerjenim izhodom, ki jo ozna£imo z ζi
(3.14). S tem zdruºimo vzorce s podobnimi lastnosti, ne glede na razdaljo med
njimi. Da pa lahko za vsako iteracijo izra£unamo izhode lokalnih modelov, mo-
ramo njihove parametre vsako iteracijo tudi izra£unati - ve£ o na£rtovanju in
ra£unanju lokalnih modelov je opisano v podpoglavju 3.1.3.
ζ
(q)







|aj − bj| , (3.15)
kjer je y(k) vektor izmerjenega izhoda k-tega vzorca, ŷ(q−1)(k) izhod i-tega
lokalnega modela k-tega vzorca v q−1 iteraciji, fy pa funkcija razdalje v izhodnem
prostoru, ki je tekom magistrske naloge izra£unana kot vsota absolutnih razlik
komponent (3.15). Q je ²tevilo meritev izhoda. Tako ena£bo smo vzeli zaradi
narave problema napovedovanja elektri£ne energije, saj je stro²ek distributerja
linearno odvisen od vsote absolutnih razlik med napovedjo ter dejansko porabo.
Pri napovedovanju ŷ(k) pa izmerjenega izhoda y(k) ²e nimamo, kar pomeni,
da na podlagi izhodnih razdalj ζi ne moremo napovedovati. Tako pri napovedo-
vanju izhoda uporabimo Mahalanobisovo razdaljo di med xp(k) ter prototipom
roja vi v prostoru particioniranja Ap. Ker pa vi iterativno ne ra£unamo, ga
izra£unamo po kon£anem rojenju na podlagi matrike pripadnosti U po ena£bi
(3.5). Izra£unati moramo tudi kovarian£ne matrike mehkih rojev Fi z ena£bo
(3.11). Postopek ra£unanja je zapisan v algoritmu 3. Z je matrika izhodnih
razdalj (3.16).
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Pripadnostne funkcije µ izhodnega prostora










ζ1(1) ζ2(1) . . . ζm(1)
ζ1(2) ζ2(2) . . . ζm(2)
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Algoritem 3 Rojenje GK z izhodno razdaljo
1: Nastavimo parametre η,m, ρi
2: Inicializiraj pripadnostno matriko U(0)
3: Izra£unaj izhodi²£ne parametre lokalnih modelov na podlagi U(0)
4: q = 0
5: repeat
6: q = q + 1
7: Izra£unaj matriko izhodnih razdalj Z(q)
8: Izra£unaj novo pripadnostno matriko U(q)
9: Posodobi parametre lokalnih modelov
10: until ||U(q) −U(q−1)|| > 10−3





Ta pristop sicer vzorce s podobnimi lastnosti roji skupaj, vendar se ti vzorci
lahko nahajajo zelo dale£ v prostoru particioniranja. To pri pretvorbi roja v opis
z vi ter Fi hitro povzro£i nerealne oblike rojev, saj se prototip roja nahaja med
zanj popolnoma netipi£nimi vzorci. Ugotovimo, da ima rojenje z uporabo izhodne
razdalje veliko lokalnih minimumov, ki pa so lahko precej slab²i od globalnega.
Da se pribliºamo globalnemu minimumu, moramo rojenje ve£krat ponoviti, kar
podalj²a £as gradnje modela. Primer slabega particioniranja z uporabo izhodne
razdalje je prikazan na sliki 3.3.
Da se izognemo zdruºevanju oddaljenih vzorcev, predlagamo, da poleg pri-
padnosti na bazi izhodne razdalje µi(ζi) upo²tevamo tudi pripadnosti na bazi
Mahalanovisove razdalje µi(di). S tem pri ra£unanju pripadnosti µi vpeljemo
tudi informacijo o razdaljah v prostoru particioniranja Ap, s £imer prepre£imo
zdruºevanje oddaljenih vzorcev v isti roj. Pri zdruºitvi obeh pripadnosti ºelimo
uresni£iti slede£e zahteve:
• e sta obe pripadnosti i-temu roju blizu 1 (vzorec je blizu prototipu in izhod
modela je blizu izmerjenemu izhodu), potem ºelimo, da je tudi zdruºena
pripadnost i-temu roju enaka 1
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• e je pripadnost i-temu roju na bazi izhodne razdalje blizu 0 (kar pomeni da
lokalni model za tisti vzorec slabo aproksimira obna²anje sistema), potem
tega vzorca no£emo upo²tevati pri gradnji lokalnega modela, kar pomeni da
ºelimo skupno pripadnost blizu 0 ne glede na pripadnost na bazi Mahala-
nobisove razdalje
• e je pripadnost i-temu roju na bazi Mahalanobisove razdalje blizu 0 (kar
pomeni da je vzorec zelo oddaljen od prototipa i-tega roja), potem tega
vzorca no£emo upo²tevati pri ra£unanju prototipa vi in kovarian£ne matrike
Fi, kar pomeni da tudi v tem primeru ºelimo skupno pripadnost blizu 0, ne
glede na pripadnost na bazi izhodne razdalje.
• e sta obe pripadnosti blizu 0.5, potem ºelimo tudi zdruºeno pripadnost
blizu 0.5.
.
Vse omenjene zahteve izpolnimo z ena£bo (3.17), kjer korenimo zmnoºek obeh
pripadnosti. Dobljene pripadnosti nato ²e normiramo (3.18).
µ∗i =
√








S tem ko za pripadnost ra£unamo obe razdalji (Mahalanobisovo d(q)i ter izhodno
ζ
(q)
i ), moramo vsak korak posodabljati tako prototipe v in matrike Ai,Fi mehkih
rojev kot tudi parametre lokalnih modelov. Psevdokoda predlaganega algoritma
je prikazana v algoritmu 4.
Zaradi uporabe izhodnih razdalj pri ra£unanju pripadnosti predlaganega na-
£ina ne moremo uporabiti pri napovedovanju. Za napovedovanje smo primorani
uporabiti pripadnost na podlagi Mahalanovisovih razdalj (3.13).
Primerjava vseh omenjenih razdalj med vzorci pri rojenju GK je prikazana na
sliki 3.4. Vidimo, da najbolj²o aproksimacijo dobimo z modelom, kjer smo pri ro-
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Izhodni prostor - slab
Izhodni prostor - dober









Pripadnostne funkcije µ izhodnega prostora - slab









Pripadnostne funkcije µ izhodnega prostora - dober
Slika 3.3: Prikaz dobrega ter slabega rezultata rojenja GK z izhodnimi razdaljami
jenju uporabili pripadnosti na podlagi izhodne razdalje (algoritem 3), vendar smo
za dosego dobrega rezultata potrebovali veliko ponovitev. Po kvaliteti rezultatih
nato sledi rojenje s kombinirano pripadnostjo, najslab²e rezultate pa dobimo z
uporabo Mahalanobisove razdalje (£e izpustimo slabe rezultate izhodnih razdalj).
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Algoritem 4 Rojenje GK z zdruºeno izhodno ter Mahalanobisovo razdaljo
1: Nastavimo parametre η,m, ρi
2: Inicializiraj pripadnostno matriko U(0)
3: Izra£unaj izhodi²£ne parametre lokalnih modelov na podlagi U(0)
4: q = 0
5: repeat
6: q = q + 1
7: Posodobi prototipe rojev v(q)i
8: Posodobi matrike F(q)i ter A
(q)
i
9: Izra£unaj matriko izhodnih Z(q) ter Mahalanobisovih D(q) razdalj
10: Izra£unaj novo pripadnostno matriko U(q)
11: Posodobi parametre lokalnih modelov
12: until ||U(q) −U(q−1)|| > 10−3





Slabost predlaganega na£ina je v vplivu slabih podatkov, saj sedaj vsi slabi
podatki vplivajo na vse roje. Vseeno pa dobimo najbolj²e razmerje med rezulta-
tom rojenja ter zanesljivostjo dobrega rezultata.
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Izhodni prostor - dober
Kombinacija









Pripadnostne funkcije µ Mahalanobis









Pripadnostne funkcije µ izhodnega prostora - dober









Pripadnostne funkcije µ izhodnega prostora - slab









Pripadnostne funkcije µ kombinacije pripadnosti
Slika 3.4: Prikaz rezultatov rojenja GK z razli£nimi metodami ra£unanja pripa-
dnosti
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3.1.2.3 Rekurzivno rojenje GK
Rojenje GK se uporablja tudi za £asovno spremenljive sisteme. Za prilagoditev
rojenja GK £asovno spremenljivim sistemom je bila razvita rekurzivna razli£ica
rojenja GK [9].
vi(k + 1) = vi(k) +
µi(k + 1)
η(xp(k + 1)− vi(k))
si(k + 1)
(3.19)
si(k + 1) = γcsi(k) + µi(k + 1)





kjer je γc faktor pozabljanja, s katerim nastavimo za koliko imajo novej²i vzorci
ve£jo teºo pri ra£unanju parametrov rojev v primerjavi s starej²imi vzorci. Faktor
lahko nastavimo na vrednost z intervala [0, 1], pri £emer vrednost 1 pomeni, da
model ne pozablja vzorcev, bolj kot pa faktor γc manj²amo, manj²o teºo imajo
starej²i vzorci pri ra£unanju parametrov rojev.







(xp(k + 1)− vi(k + 1))·
·(xp(k + 1)− vi(k + 1))
T
(3.21)
Za izra£un matrike Ai po ena£bi (3.12) potrebujemo inverz kovarian£ne matrike
Fi, kar pomeni, da bi morali inverz izra£unati vsak korak. Ker pa je inverz
ra£unalni²ko zahtevna operacija, uporabimo Woodburyevo inverzno lemo (3.22)






















(xp(k + 1)− vi(k + 1))



















·(xp(k + 1)− vi(k + 1))
(3.25)
Z rekurzivno razli£ico rojenja GK se lahko delitev prostora prilagaja £asovno
spremenljivemu sistemu. Ostale slabosti rojenja GK ostanejo.
3.1.2.4 Omejitve kovarian£ne matrike v GK algoritmu
Osnovni GK algoritem opisan v poglavju 3.1.2.2 ima nekaj slabosti, ena izmed
njih se izrazi v naslednjih primerih: kadar imamo v roju malo vzorcev, kadar
so spremenljivke med seboj mo£no korelirane ali pa kadar v podatkih ni ²uma.
Takrat postane kovarian£na matrika roja singularna in je posledi£no nemogo£e
izra£unati njen inverz, zato algoritem vrne napako. V literaturi [20] sta omenjeni
dve moºni re²itvi problema.
e ima kovarian£na matrika lastno vrednost 0 ali je razmerje med najve£jo
in najmanj²o vrednostjo ranga 1020, je matrika singularna ali skoraj singularna.
Zato je v [20] predlagana omejitev razmerja med najve£jo in ostalimi lastnimi
vrednostmi ξF , ki smo ga tekom modeliranja nastavili na ξF = 103.
λimax = maxjλij (3.26)
Najprej izlo£imo najve£jo lastno vrednost λimax (3.26), potem pa poi²£emo
vse lastne vrednosti, ki so za koecient ξF manj²e kot λimax, ter jih popravimo





λimax/ξF , λij < λimax/ξF
λij, sicer
(3.27)
Nato s popravljenimi lastnimi vrednostmi λij in njihovimi lastnimi vektorji













λi1 0 . . . 0
0 λi2 . . . 0
...
... . . .
...










φi1 φi2 . . . φiq
]
, (3.29)
kjer je Λi diagonalna matrika s popravljenimi lastnimi vrednostmi, Vi pa
matrika, katere stolpci so pripadajo£i lastni vektorji φij.
Kljub popravku pa je lahko oblika roja ekstremno podolgovata v smeri najve-
£je lastne vrednosti, tako da takrat kovarian£na matrika ne da prave informacije
o realni razporeditvi podatkov. Za re²itev tega problema lahko ²e manj²amo
razmerje med najve£jo ter ostalimi lastnimi vrednostmi ξF , lahko pa, kot je pre-
dlagano v [20], re²imo problem z upo²tevanjem kovarian£ne matrike vseh vzorcev
F0 z ena£bo:
F∗i = (1− γF )Fi + γFdet(F0)
1/mI , (3.30)
kjer je γF uglasitveni parameter, s katerim nastavimo, v kak²ni meri si bodo
oblike rojev med seboj enake, m pa ²tevilo rojev. Parameter γF nastavimo na
vrednost v intervalu [0, 1]. Bliºje kot je parameter vrednosti 1, bolj so kovarian£ne
matrike rojev F∗i podobne enotini matriki pomnoºeni z det(F0)
1/m (pri γF = 1
so kovarian£ne matrike vseh rojev enake F∗i = det(F0)
1/mI ). Bolj kot parameter
γF manj²amo, manj vpliva ima F0 na kovarian£ne matrike rojev F∗i (pri γF = 0
se kovarian£ne matrike rojev ne spremenijo F∗i = Fi).
Rekurzivna oblika omejitev V [20] sta omejitvi predstavljeni v nerekurzivni
obliki, za uporabo pri rekurzivnem rojenju GK pa ju je potrebno prirediti. Lastne
vrednosti tako omejujemo po vsakem izra£unu matrike Fi (vsak korak) in ne
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samo enkrat. Ker pa je iskanje lastnih vrednosti ter vektorjev ra£unsko zahtevna
operacija, lahko s predpostavko, da kovarian£na matrika ne postane singularna
v trenutku, lastne vrednosti omejujemo le na vsakih nekaj korakov. V na²em
primeru se omejitve lastnih vektorjev vseeno ra£unajo vsak korak, saj so bile
simulacije opravljene na dovolj mo£nem ra£unalniku.





λimax(k)/β, λij(k) < λimax(k)/β
λij(k), sicer
(3.32)
Z omejenimi lastnimi vrednostmi nato rekonstruiramo kovarian£ne matrike
rojev (3.28).
Za upo²tevanje oblike kovarian£ne matrike vseh vzorcev F0 pa potrebujemo
najprej njeno rekurzivno obliko. Izpeljava iz nerekurzivnih ena£b je navedena z
ena£bami od (3.33) do (3.38). Poenostavitev v ena£bi (3.37) lahko uporabimo
pri velikem k, saj takrat k
k+1
≈ 1 in 1
k+1
≈ 0 in posledi£no iz ena£be (3.35)
dobimo v0(k + 1) ≈ v0(k). Ker uporabimo F0 le za namen omejitve kovarian£nih
matrik mehkih rojev Fi, ta aproksimacija doprinese zanemarljivo majhno napako
sistemu.













xp(k + 1) (3.33)
k∑
j=1
xp(j) = k · v0(k) (3.34)






xp(k + 1) (3.35)
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(xp(j)− v0(k + 1))(xp(j)− v0(k + 1))
T ≈ k · F0(k) (3.37)
F0(k + 1) ≈
k
k + 1
F0(k + 1) +
1
k + 1
(xp(k + 1)− v0(k + 1))·
·(xp(k + 1)− v0(k + 1))
T
(3.38)
Nato te iterativni matriki F0 ter Fi vstavimo v ena£bo (3.30) in popravljeno
matriko F∗i uporabimo v rekurzivnem rojenju GK.
3.1.2.5 Eliminacija vplivov nezaºelenih vplivov normiranja
Pri rojenju GK pripadnosti µi vedno normiramo, saj s tem zagotovimo, da v pro-
cesu deljenja prostora upo²tevamo vse vzorce. Zaradi normiranja pa pridemo do
problema prikazanega na sliki 3.5. V obmo£jih, ki niso v neposredni bliºini enega
izmed prototipov rojev, poleg vpliva bliºnjih rojev opazimo tudi vpliv oddaljenih
rojev, ki vpliva na omenjenih obmo£jih sploh ne bi smeli imeti (µi 6= 0). Na
sliki 3.5 za primer vzemimo vzorec, ki ima vhodno spremenljivko u = −0.5. Ta
bi moral pripadati z dolo£eno pripadnostjo rojema 1 ter 2, roj 3 pa ne bi smel
vplivati nanj saj je 'skrit' za rojem 2, kar pa na sliki vidimo, da ni res.
Posamezni oddaljeni roj na vzorec sicer vpliva skoraj zanemarljivo malo
(1 %10 %), vendar £e imamo takih oddaljenih rojev ve£, ta vpliv ni ve£ zane-
marljiv. Nezaºeleni vplivi normiranja rastejo tudi s ²tevilom dimenzij vhodnega
vektorja xp. Zato sta v sklopu magistrskega dela predlagani 2 metodi za odstra-
njevanje tega vpliva.
Prva metoda eliminira vpliv rojev, katerih prototip je v prostoru particioni-
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Slika 3.5: Graf pripadnostnih funkcij kvadratne funkcije po uporabljenem osnov-
nem GK rojenju (poglavje 3.1.2.2) s tremi roji. S pu²£icami so ozna£eni vplivi
oddaljenih rojev, ki tam ne bi smeli imeti vpliva.
ranja od vzorca skrit za vsaj enim drugim prototipom. Denicija skritosti: i-ti
roj je skrit za j-tim rojem, £e je kot ϕ = ]vivjxp na ravnini Aij topi oz. ve£ji
kot π/2.
Da zagotovimo zveznost pripadnostnih funkcij, deniramo koecient vpliva
skritosti i-tega roja za j-tim rojem αij. Ta ima vrednost 1 ko je kot ϕ ≤ π2 , nato
med π
2
in poljubno dolo£enim kotom popolne eliminacije ϕmax pada sorazmerno
s kotom ϕ, £e pa je kot ϕ ve£ji od kota popolne eliminacije, ima pa vrednost
0. Kak²ne vrednosti ima koecient skritosti αij glede na poloºaj prototipov ter















































A1j = A2j = A3j
Slika 3.6: Na sliki je prikazan princip skrivanja razli£nih rojev (v1,v2 ter v3) za
rojem s prototipom vj pri vzorcu z spremenljivkami particioniranja xp. Barva





1, 0 ≥ ϕ ≥ π
2






> ϕ ≥ ϕmax
10−4, ϕ < ϕmax
(3.41)
Skupni koecient skritosti i-tega roja αi je produkt koecientov skritosti i-tega
roja pred vsemi ostalimi roji (3.42). Ta koecient nato pomnoºimo pripadnostim
pred skrivanjem µ∗i , dobljene vrednosti pa ²e normiramo (3.43). Popravljene





































Slika 3.7: Prikazana je primerjava pripadnostnih funkcij modeliranja kvadratne
funkcije brez skrivanja (levo) ter s skrivanjem (desno). Pripadnosti so izra£unane
na primeru iz slike 3.2
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Predlagana metoda skrivanja rojev uspe²no odstrani vpliv oddaljenih rojev,
kot je prikazano na sliki 3.7. S skrivanjem izbolj²amo tako delitev prostora, kot
tudi posledi£no kvaliteto lokalnih modelov. Problem metode je potrebna ra£unska
mo£, saj moramo po vsaki posodobitvi prototipov v izra£unati kote med vsemi
pari centrov, kar pomeni da moramo izra£unati 2m2 +m kotov. Za zmanj²anje
ra£unske mo£i predlagamo, da se primerja le tiste kote ]vivjxp, kjer je razdalja
|ÐÐ⇀vjxp| kraj²a od |ÐÐ⇀vixp|, saj je druga£e kot ]vivjxp oster (manj²i od π2 ).
Druga uporabljena metoda eliminira roje s premajhno uteºjo pri dolo£enem
vzorcu, saj £e je takih rojev mnogo, mo£no pokvarijo tako izhod TS modela kot
tudi svoje lastne parametre modela. Zato predlagamo, da vse pripadnosti, ki ne
doseºejo dolo£ene mejne pripadnosti µmin, nastavimo na 0, preostale pa normi-
ramo. Mejna uteº mora biti dovolj velika, da odstrani nezaºelene vplive, hkrati
pa dovolj majhna, da v primeru najmanj²ih moºnih pripadnosti (µi ≈ 1/m, ∀i) ne
odstranimo vseh vplivov. Zato smo se odlo£ili, da mejno uteº nastavimo na 0.9
m
,
saj je dovolj velika za odstranitev manj vplivnih rojev, hkrati pa dovolj majhna,
da ne eliminiramo vseh pripadnosti. Vrednost je bila nastavljena empiri£no. Da
zagotovimo zveznost funkcije pripadnosti, predlagamo ²e maksimalno mejno uteº
µmax, da med µmin ter µmax pripadnost linearno zmanj²ujemo (3.47) in s tem


















, µmin ≤ µi(k) < µmax
0, µi(k) < µmin
(3.47)
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Pri testiranju predlagane metode smo ugotovili, da ni uspe²na za majhno
²tevilo rojev, saj je izra£unana mejna pripadnost µmin pri 2 rojih kar 0.45, s £imer
izni£imo velik del meh£anja prostora. V primeru manj²ega ²tevila rojev m ºelimo
posledi£no tudi manj²o mejno pripadnost. Pri 2 rojih ºelimo mejno pripadnost
0, saj je namen predlagane metode odstraniti vpliv oddaljenih rojev ve£inoma v




. Zato predlagamo od ²tevila rojev odvisni koecient kµ, izra£unan
po ena£bi (3.48), ki ga uporabimo pri ra£unanju mejne (3.49) ter maksimalne
mejne (3.50) pripadnosti. Koecient ima tako vrednost 0 pri 2 rojih ter kµ > 0.99





je dolo£ena poljubno, vendar jo lahko tudi
poljubno spreminjamo glede na ºeljo po hitrosti nara²£aja vrednosti koecienta



























Kot je bilo ºe omenjeno metoda dobro deluje le za veliko ²tevilo rojev (m >
10), saj ²ele pri takem ²tevilu prispevek oddaljenih rojev postane nezanemarljiv.
Pri manj²emu ²tevilu rojev predlagana metoda ni tako u£inkovita ravno zaradi
majhnih nezaºelenih vplivov.
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3.1.2.6 Kombinacije ra£unanja pripadnosti
Do sedaj so bile omenjene naslednje metode izbolj²anja modela TS s spremem-
bami ra£unanja pripadnosti µi(k):
Pripadnost v izhodnem prostoru Pri gradnji upo²tevamo kvaliteto lokal-
nega modela (poglavje 3.1.2.2).
Kombinacija pripadnosti v prostoru particioniranja ter izhodne pripadnosti
S tem kombiniramo vpliv bliºine vzorcev v prostoru particioniranja ter
vpliv kvalitete lokalnih modelov. Pripadnosti kombiniramo z ena£bo (3.17).
Metoda skrivanja rojev V kolikor je roj za dolo£en vzorec skrit za drugim
vzorcem, njegov vpliv zmanj²ano ali eliminiramo (poglavje 3.1.2.5).
Eliminacija rojev z malim vplivom V kolikor pri dolo£enem vzorcu vrednost
pripadnosti roju ne doseºe mejne pripadnosti, to pripadnost zmanj²ano oz.
eliminiramo (poglavje 3.1.2.5).
Iz omenjenih metod lahko sestavimo razli£ne kombinacije ra£unanja pripa-
dnosti, vsako s svojim namenov. Tako so bile sestavljene naslednje kombinacije
ra£unanja pripadnosti: pripadnost v prostoru particioniranja s skrivanjem ro-
jev, pripadnost v prostoru particioniranja s skrivanjem rojev in eliminacijo rojev
z malim vplivom, zdruºitev pripadnosti v izhodnem prostoru ter pripadnosti v
prostoru particioniranja s skrivanjem rojev ter zdruºitev pripadnosti v izhodnem
prostoru ter pripadnosti v prostoru particioniranja s skrivanjem rojev in elimina-
cijo rojev z malim vplivom.
Pripadnost v prostoru particioniranja s skrivanjem rojev (Algoritem
5) po izra£unu Mahalabisove razdalje ter pripadajo£e pripadnosti skrijemo roje.
Ta izra£un pripadnosti uporabimo pri napovedovanju (ne uporablja izmerjenega
izhoda) z uporabo modela TS z malim ²tevilom dobro lo£enih rojev.
Pripadnost v prostoru particioniranja s skrivanjem rojev in elimina-
ciji majhnih vplivov (Algoritem 6) raz²iri pripadnost v prostoru particioniranja
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Algoritem 5 Pripadnost v prostoru particioniranja s skrivanjem rojev
1: Izra£un razdalj di po ena£bi (3.13)
2: Izra£un pripadnosti µ∗i po ena£bi (3.6)
3: Metoda skrivanja rojev
4: Normalizacija pripadnosti (3.51)
s skrivanjem rojev z uporabo metode eliminacije majhnih vplivov pred normali-
zacijo. Ta na£in ra£unanja pripadnosti je primeren za napovedovanje z uporabo
modela TS z velikim ²tevilom slabo lo£enih rojev.
Algoritem 6 Pripadnost v prostoru particioniranja s skrivanjem rojev in elimi-
naciji majhnih vplivov
1: Izra£un razdalj di po ena£bi (3.13)
2: Izra£un pripadnosti µ∗i po ena£bi (3.6)
3: Eliminacija rojev z malim vplivom
4: Metoda skrivanja rojev
5: Normalizacija pripadnosti (3.51)
Zdruºitev pripadnosti v izhodnem prostoru ter pripadnosti v pro-
storu particioniranja s skrivanjem rojev (Algoritem 7) zdruºi ºe razloºeno
pripadnost v prostoru particioniranja s skrivanjem rojev ter pripadnost v izho-
dnem prostoru z ena£bo (3.17). Ta na£in je zaradi povratne informacije o kvaliteti
modela primeren za rojenje ter posodabljanje parametrov modela, vendar ga za-
radi istega razloga ne moremo uporabiti pri napovedovanju. Na£in je primeren
za modele TS z majhnim ²tevilom rojev.
Zdruºitev pripadnosti v izhodnem prostoru ter pripadnosti v pro-
storu particioniranja s skrivanjem rojev in eliminaciji majhnih vplivov
(Algoritem 8) zdruºi ºe razloºeno pripadnost v prostoru particioniranja s skriva-
njem rojev in eliminaciji majhnih vplivov ter pripadnost v izhodnem prostoru z
ena£bo (3.17). Ta na£in je zaradi povratne informacije o kvaliteti modela pri-
meren za rojenje ter posodabljanje parametrov modela, vendar ga zaradi istega
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Algoritem 7 Zdruºitev pripadnosti v izhodnem prostoru ter pripadnosti v pro-
storu particioniranja s skrivanjem rojev
Izra£un pripadnosti v prostoru particiontianja
1: di po ena£bi (3.13)
2: µ∗i (di) po ena£bi (3.6)
3: Metoda skrivanja rojev na µ∗i (di)
4: Normalizacija µ∗i (di)
Izra£un izhodnih pripadnosti
5: ζi po ena£bi (3.14)
6: µ∗i (ζi) po ena£bi (3.6)
7: Normalizacija µ∗i (ζi)
Zdruºitev omenjenih pripadnosti
8: µ∗i po (3.17)
9: Normalizacija pripadnosti µ∗i
razloga ne moremo uporabiti pri napovedovanju. Na£in je primeren za modele
TS z velikim ²tevilom rojev.
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Algoritem 8 Zdruºitev pripadnosti v izhodnem prostoru ter pripadnosti v pro-
storu particioniranja s skrivanjem rojev in eliminaciji majhnih vplivov
Izra£un pripadnosti v prostoru particiontianja
1: di po ena£bi (3.13)
2: µ∗i (di) po ena£bi (3.6)
3: Metoda skrivanja rojev na µ∗i (di)
4: Normalizacija pripadnosti µ∗i (di)
Izra£un izhodnih pripadnosti
5: ζi po ena£bi (3.14)
6: µ∗i (ζi) po ena£bi (3.6)
7: Normalizacija µ∗i (ζi)
Zdruºitev omenjenih pripadnosti
8: µ∗i po (3.17)
9: Normalizacija µ∗i
3.1.3 Gradnja lokalnih modelov
Ponovno si oglejmo poenostavljen zapis ena£be izhoda modela TS (3.52). V po-
glavju 3.1.2 je podrobno predstavljen postopek deljenja prostora na manj²a ob-
mo£ja ali mehke roje, ki nam sluºijo kot podlaga za izra£un pripadnostne funkcije
µi(xp). Za opis mehkega modela TS potrebujemo ²e njegovo drugo komponento,
in to so njegovi lokalni modeli z izhodno funkcijo ŷi(x), ki dolo£ijo obna²anje





Lokalni modeli so v splo²nem lahko poljubnega tipa (linearni [7][8], nevronske
mreºe [16], tudi mehki modeli ipd.), vendar se pri modelih TS zaradi enostavnosti
ra£unanja, na£rtovanja ter vodenja uporabljajo ve£inoma linearni modeli, ki so
uporabljeni tudi v tem magistrskem delu. Podatke i-tega roja smo aproksimirali





kjer je θi = [θi1, . . . , θir]T vektor parametrov linearnega modela i-tega roja.
Tekom tega poglavja smo prikazali metode ter na£ine ra£unanja parametrov li-
nearnih lokalnih modelov.
V podpoglavju 3.1.3.1 je predstavljena nerekurzivna metoda najmanj²ih kva-
dratov za izra£un parametrov lokalnih modelov, ki upo²teva delitev prostora na
roje. Nato bo predstavljena rekurzivna razli£ica, s katero omogo£imo modelu
prilagajanje na £asovno spremenljivi sistem. Na koncu v podpoglavju 3.1.3.3 pre-
dlagamo uvedbo uteºenega faktorja pozabljanja, s katerim nekoliko stabiliziramo
rekurzivno metodo WLSE. Ta nam lahko posredno omogo£i hitrej²e prilagajanje
na spremembe v sistemu.
3.1.3.1 Metoda uteºenih najmanj²ih kvadratov (WLSE)
V splo²nem se za dolo£evanje parametrov linearnega modela iz mnoºice vzorcev
uporablja metoda najmanj²ih kvadratov (v nadaljevanju metoda LSE), ki poi²£e
parametre modela z najmanj²o vsoto kvadratov razlik med izmerjenim izhodom
ter izhodommodela vzorcev. Matri£na ena£ba za dolo£itev parametrov linearnega






X = [x(k)...x(N)]T je regresijska matrika, y pa je vektor izmerjenih izhodov.
Slabost omenjene metode je, da posameznim vzorcem ne moremo dolo£iti teºe
oziroma vpliva pri ra£unanju parametrov. To pa nujno potrebujemo pri ra£u-
nanju lokalnih modelov TS modela, saj ºelimo, da imajo vzorci bliºje lokalnemu
prototipu tudi ve£ji prispevek pri parametrih modela, vzorci dlje od prototipa pa
manj.
Za upo²tevanje razli£ne teºe vzorcev pri ra£unanju parametrov se pojavi razli-
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£ica LSE metode, imenovana metoda uteºenih kvadratov (v nadaljevanju WLSE).
Pri metodi WLSE za vsak vzorec k dolo£imo teºo β(k), s katero vplivamo, v ka-














β(1) 0 0 . . . 0
0 β(2) 0 . . . 0
...
...
... . . .
...









W je diagonalna matrika uteºi vzorcev β(k), y izmerjen izhod procesa, X pa
regresijska matrika.
Metodo WLSE sedaj uporabimo pri dolo£evanju parametrov lokalnih mode-
lov, kjer i²£emo parametre linearnega modela θi za i-ti roj. Uteºi vzorca βi(k)
deniramo glede na pripadnost i-temu roju. Ta pripadnost je lahko razli£na od
pripadnosti pri deljenju prostora µi, ki smo jo ra£unali v poglavju 3.1.2. Kljub
temu pa smo za namen napovedovanja porabe za uteºi βi uporabili kar vrednost
pripadnostne funkcije µi.
βi(k) = µi(k) (3.57)
V primeru, da je izhod vzorca vektor, imamo opravka z matriko izhoda
Y(k) = [y1 . . .yl . . .yn]
T . Takrat za vsak l-ti element izhoda na£rtamo na vsak
i-ti roj svoj linearni model z vektorjem koecientov θil. Pri vseh elementih iz-
hoda ra£unamo z istimi uteºmi βi(k). e deniramo matriko koecientov i-tega








Z metodo WLSE ne moremo prilagajati model na £asovne spremembe procesa.
e en problem metode je v mo£nem vplivu slabih podatkov (eng. outliers) na
parametre modela, zato priporo£amo njihovo ro£no ali avtomati£no odstranitev
pred uporabo metode WLSE.
3.1.3.2 Rekurzivna metoda uteºenih najmanj²ih kvadratov
Kot smo ºe omenili, z metodo ne moremo prilagajati modela na £asovne spre-
membe procesa, zato se v literaturi uporablja rekurzivna metoda uteºenih naj-
manj²ih kvadratov (v nadaljevanju rekurzivna metoda WLSE), s katero posoda-
bljamo parametre linearnega modela glede na trenutne vzorce.
Parametre linearnih modelov posodabljamo z ena£bo (3.59). Razlika
y(k + 1)−x(k+1)θ(k) predstavlja napako med izmerjenim izhodom ter izhodom
modela s parametri prej²njega vzorca. V ena£bi se pojavi regresijska kovarian£na
matrika P(k), s katero dolo£amo, koliko vpliva ima nov vzorec na parametre
modela. Ve£ja kot je matrika, bolj se bodo parametri spremenili. Tudi P(k) po-
sodabljamo z vsakim novim vzorcem. Posodobitev izra£unamo po ena£bi (3.60).
S to ena£bo vpeljemo koecient pozabljanja linearnega modela γθ ∈ (0, 1]. Ve£ji
kot je koecient, po£asneje se linearni model prilagaja spremembam v modelu,
vendar je zaradi tega model bolj stabilen. V literaturi [22] se predlaga vrednost
v intervalu γθ ∈ [0.98, 1].
θ(k + 1) = θ(k) +P(k + 1)x(k + 1)β(k + 1)(y(k + 1)− x(k + 1)θ(k)) (3.59)





β(k + 1)P(k)x(k + 1)x(k + 1)TP(k)





V primeru ko vhodnih spremenljivk nimamo, matrike P ne moremo izra£u-
navati. Ker vemo, da je v tem primeru izhod linearnega modela le povpre£je
izmerjenih izhodov modela y, lahko metodo za rekurzivno ra£unanje prototipov
pri rekurzivnem rojenju GK (ena£bi (3.20) ter (3.19)), ki sicer ra£una rekurzivno
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povpre£je spremenljivk v prostoru particioniranja, miselno uporabimo tudi pri
problemu rekurzivnega ra£unanja parametrov linearnega modela. Rezultat sta
ena£bi (3.61) ter (3.62).
θ(k + 1) = θ(k) +
β(k + 1)(y(k + 1)− x(k + 1)Tθ(k))
sθ(k + 1)
(3.61)




kjer je sθ vsota uteºi vzorcev.
Pri modeliranju z modelom TS se rekurzivna metoda WLSE uporabi za po-
sodabljanje parametrov θi lokalnih linearnih modelov (oz. θil pri ve£izhodnem
modelu). Uteºi βi(k) (uteº vzorca k za ra£unanje parametrov lokalnega modela
i-tega roja) se denira enako kot pri nerekurzivni metodi WLSE s pripadnostmi
µi, vsakemu roju pa moramo ra£unati svojo regresijsko kovarian£no matriko Pi
oz. vsoto uteºi sθi.
Za rekurzivno ra£unanje potrebujemo tudi izhodi²£ne vrednosti parametrov
modela θi(0) ter regresijske kovarian£ne matrike Pi(0). Tekom magistrskega dela
za za£etne vrednosti θi uporabimo rezultat nerekurzivne metode WLSE, upora-
bljeni na u£ni mnoºini ter z uteºmi, pridobljenimi z nerekurzivnim rojenjem GK.
Za P0 pa uporabimo kovarian£no matriko vhodnih podatkov u£ne mnoºice.
Z uporabljeno metodo se linearni model uspe²no prilagaja na spremembe sis-
tema. Problem metode je nastavljanje parametra pozabljanja γθ, s katerim i²£emo
kompromis med hitrostjo prilagajanja ter variabilnostjo parametrov modela. Pro-
blem nastane tudi v primeru globalne spremembe sistema, saj moramo prilagoditi
lokalne sisteme vsakega zase, s £imer dobimo napako napovedi pri prvih vzorcih
vsakega roja po globalni spremembi sistema. Za ponazoritev vzemimo sistem s
funkcijo (3.63).
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t t ≤ 2
t− 4 t > 2
, (3.64)
kjer je t £as, x(t) funkcija vhodne spremenljivke, H(t − t0) enotina stopnica v
trenutku t0 ter y(t) izhod sistema.
e najprej v £asu −2 < t ≤ 2 nerekurzivno na£rtamo model TS z rojenjem
GK (xp(t) = x(t)) ter metodo WLSE (diskretni korak ∆t = 0.01), dobimo model
ki je dober pribliºek kvadratni funkciji. Nato za denicijsko obmo£je −2 < t ≤ 6
uporabimo rekurzivno metodo WLSE. Na sliki 3.8 je prikazan rezultat omenje-
nega modeliranja. Pri t0 = 2 se sistem spremeni (stopnica pri²teje 1), takrat
pri£akujemo, da bo model imel napako, na katero se bo s £asom prilagodil. Na
primeru pa vidimo, da dobimo poleg pove£ane napake napovedi v £asu spremembe
sistema tudi napako pri vsakem prehodu med roji (ozna£eno s pu²£icami). To
je zato, ker se vsak lokalni model posodablja le z informacijami iz svojega roja,
nima pa informacije o spremembah izven lokalnega podro£ja.
3.1.3.3 Uteºeni koecient pozabljanja linearnega modela
V prej²njem poglavju smo omenili koecient pozabljanja γθ, s katerim manj²amo
vpliv starej²ih vzorcev. e so vzorci glede na £as v roje razporejeni pribliºno
naklju£no, imamo za vsak roj vedno dovolj sveºe vzorce, s katerimi opi²emo roj.
Problem nastane, ko so vzorci glede na £as mo£no lo£eni, kar smo predstavili s
funkcijo (3.63), ko jo razdelimo na 4 roje. Podrobno si poglejmo roj v okolici x =
1.5. V £asovnem obdobju −2 < t ≤ −1 vzorci ve£inoma pripadajo omenjenemu
roju in takrat model dobro sledi sistemu. V intervalu −1 < t ≤ 2 pa roju ne
pripada skoraj noben vzorec, takrat se njegova regresijska kovarian£na matrika P
mo£no pove£a (3.65), kar pomeni, da se bo linearni model zelo hitro prilagodil na
naslednji pripadajo£i vzorec. S tem se pa sistem pri ponovnem vzbujanju burno
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Problem globalne spremembe pri modelih TS
Izmerjen izhod
Izhod modela
Slika 3.8: Prikaz problema modeliranja globalne spremembe z ve£imi roji
odzove na spremembe, kar je prikazano na sliki 3.9













V izogib opisanemu problemu lahko manj²amo koecient pozabljanja, s £imer
manj²amo tudi prilagodljivost modela na spremembe v sistemu. Druga re²itev
je omejevanje glede na vzbujanje, tako da lokalnega modela ne posodabljamo,
£e ni dovolj vzbujan (predlagano v [23]). V magistrskem delu pa predlagamo




θ (k) = 1− βi(k)(1− γθ) , (3.66)
kjer je βi(k) uteº k-tega vzorca za i-ti roj, γθ pa koecient pozabljanja linear-
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Problem globalne spremembe pri modelih TS
Izmerjen izhod
Izhod modela
Slika 3.9: Prikaz problema neuteºenega koecienta pozabljanja
nega modela. Ta uteºeni koecient γ(β)θ nato vstavimo v ena£be metode WLSE
namesto neuteºenega koecienta γθ.
Z omenjeno ena£bo doseºemo, da v primeru, ko k-ti vzorec ne pripada i-temu
roju βi(k) = 0, se P ne spremeni in bo s tem lokalni model enako dovzeten
za spremembo pri naslednjem vzorcu, kot bi bil za trenutnega, £e bi imel za
uteº βi(k) > 0. e pa vzorec pripada z dolo£eno uteºjo βi(k) > 0, zaradi nove
informacije nek del pozabimo, ker je γ(β)θ < 1.
Hitro opazimo, da se P pri neki dolo£eni velikosti ne zmanj²uje ve£ (tudi po-
ve£a ne), kar pomeni, da s parametrom γθ posredno nastavimo relativno velikost
matrike P, ki je sicer ²e vedno odvisna od razporeditve vhodnih spremenljivk x
vzorcev.
Primerjavo uporabe uteºenega ter neuteºenega γθ lahko vidite na sliki 3.10.
Takoj vidimo, da se model z uteºenim γ(β)θ pri enaki vrednosti koecienta slab²e
prilagaja globalni spremembi, zato moramo za hitrej²e prilagajanje koecient
ustrezno zmanj²ati. Na grah lahko tudi primerjamo ob£utljivost modela na koe-
cient pozabljanja - pri nastavitvi neuteºenega koecienta γθ moramo zelo paziti,
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Slika 3.10: Primerjava izhodov modelov neuteºenega koecienta γθ (zgoraj) ter
uteºenega koecienta γ(β)θ (spodaj) z razli£nimi vrednostmi
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saj ga lahko hitro nastavimo na tak²no vrednost, da se model nezaºeleno burno
odzove (na sliki γθ = 0.98). Pri nastavljanju uteºenega koecienta pozabljanja
γ
(β)
θ pa tega problema nimamo, saj se model tudi v primeru majhnih vrednosti
γ
(β)
θ < 0.9 na spremembo odzove brez burnega odziva (vseeno pa opazimo nega-
tivno ²pico pri t0, za katero je pa kriv problem modeliranja funkcije (3.63) in ne
direktno γ(β)θ ).
Z uvedbo γ(β)θ re²imo vpliv slabega vzbujanja na pove£anje matrike P, saj
tudi dolge serije vzorcev, ki ne pripadajo dolo£enemu roju oziroma lokalnemu
modelu, ne povzro£ijo izgube informacije o roju, hkrati pa serija pripadajo£ih
vzorcev lahko popolnoma spremeni parametre linearnega modela. V primeru
premajhnega koecienta pri mo£no dinami£nih sistemih se pa burni odzivi modela
spet pojavijo.
3.2 Napovedovanje porabe elektri£ne energije
V uvodu so ºe bili predstavljeni na£ini in metode, ki so bile razvite za krat-
koro£no napovedovanje porabe elekri£ne energije. Tekom tega poglavja bosta
predstavljeni metodi linearne regresije (naprej metoda LR) ter metoda robustne
linearne regresije (naprej metoda RLR), s katerima bomo primerjali metodo raz-
vito tekom magistrskega dela. Na koncu bomo predstavili ²e predlog zlivanja
porabe med trenutno in naslednjo napovedjo, ki neodvisno napovedane sosednje
vzorce zlije skupaj v zvezno porabo.
3.2.1 Metoda linearne regresije
Metoda LR je ²iroko znana metoda za iskanje linearnih trendov v podatkih. Re-
zultat metode so parametri linearnega modela, izhod katerega lahko pri vhodnih
podatkih za naslednji vzorec uporabimo za napovedovanje. Ker si lahko tudi pri
problemu napovedovanja porabe pomagamo z linearnimi trendi, so metodo LR
hitro posvojili in priredili tudi za ta problem.
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V delu [1] je problem najprej razstavljen na 4 razli£ne podprobleme: na po-
sebne dneve (prazniki, dnevi s posebnimi proli porabe), na dneve, ki so od po-
sebnih dni oddaljeni 13 dni, dneve, ki so oddaljeni 47 ter dneve, ki so oddaljeni
ve£ kot 7 dni.
Vse probleme nato razdelimo ²e po urah (24). Pri problemih, ki ne modelirajo
posebnih dni, pa ºe po urah razdeljene probleme razdelimo ²e po dnevih v tednu
(7). Skupaj re²ujemo torej 3 ∗ 24 ∗ 7 + 24 = 528 podproblemov, kar pomeni, da
moramo na£rtati 528 linearnih modelov z uporabo metode LR.
Za podprobleme, ki modelirajo dni oddaljene ve£ kot 7 dni od posebnih, i²£emo
model v obliki (3.67)
Pj = β0 + β1Tj + β2T
2
j + β3φj + β4P(j−48) + β5T(j−72) (3.67)
Pj je izmerjena poraba elektri£ne energije. Indeks j predstavlja diskretno uro
podatka oziroma napovedi, Tj je temperatura tekom j-te ure, φj pa vlaºnost.
Za podprobleme, ki so od posebnih dni oddaljeni med 47 dni, zaradi vpliva
vikenda ne moremo ve£ uporabiti podatka o porabi za 72 ur nazaj P(j−72). Zato
za omenjene dni uporabimo model opisan v (3.68)
Pj = β0 + β1Tj + β2T
2
j + β3φj + β4P(j−48) (3.68)
Za podprobleme, ki so od posebnih dni oddaljeni med 13 dni, zaradi vpliva
vikenda ne moremo ve£ uporabiti podatka o porabi niti za 72 P(j−72) niti za 48
ur nazaj P(j−48). Zato za omenjene dni uporabimo model opisan v (3.69)
Pj = β0 + β1Tj + β2T
2
j + β3φj (3.69)
Posebne dni modeliramo z ena£bo (3.67). Pri tem pretekle podatke o porabi
vzamemo iz mnoºice vzorcev praznikov.
Za dolo£itev parametrov linearnih modelov uporabimo metodo LSE z ena£bo
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(3.54), kjer je θ = [β0 . . . βr]T , X matrika neodvisnih spremenljivk temperature,
vlage ter preteklih porab, y pa je vektor z elementi porabe v izbranih urah Pj.
Ker se porabe potro²nikov spreminjajo vsak dan, v ºelji, da bi na£rtani modeli
sledili spremembam v porabi potro²nikov, vsak dan na novo izra£unamo parame-
tre θ vseh modelov z vsemi podatki, ki so nam do sedaj na voljo.
Problem omenjene metode je ob£utljivost na napa£ne vzorce (eng. outliers).
Slabost je tudi nezmoºnost prilagajanja na £asovne spremembe v porabi, saj pri
ra£unanju parametrov zastarele vzorce upo²tevamo enako kot novej²e in tako
novej²ih trendov me moremo modelirati.
3.2.2 Metoda robustne linearne regresije
Metoda RLR se loti problema linearne regresije glede ob£utljivosti na napa£ne
vzorce oz. regresijske osamelce. Cilj metode je identicirati te regresijske osa-
melce in jim zmanj²ati vpliv na ra£unanje parametrov.
Ker imamo sedaj opravka z razli£nimi uteºmi vzorcev, za dolo£itev parametrov
linearnih modelov uporabimo metodoWLSE (3.55). Uteºi pri metodi RLR i²£emo
z minimizacijo kriterijske funkcije J(θ) (3.71)
ek = x
T







kjer je wi uteº pogre²ka, ei pogre²ek izhoda modela in N ²tevilo dni, ki so
vneseni v regresijski model. Rezultat minimizacije je iterativna metoda dolo£eva-
nja koecientov, kjer za izra£un uteºi uporabimo metodo Tukeyevega bikvadrata
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Simbol W predstavlja diagonalno matriko uteºi, γe pa uglasitveno konstanto,
denirano kot γe = 4.6850.6745MAR, kjer je MAR mediana absolutnih pogre²kov.
Z dobljenimi uteºmi po metodi WLSE (kjer matriko uteºi nastavimo z ena£bo
(3.73)) izra£unamo nove parametre modela in za£nemo novo iteracijo z izra£unov
novih pogre²kov e(q+1)k . Omenjeni iterativni algoritem ustavimo, ko kriterijska
funkcija S pride v bliºino minimuma, kjer velja pogoj (3.74).
|J(θ(q))− J(θ(q−1))| < δ (3.74)
J(θ(q)) je vrednost kriterijske funkcije v iteraciji q, δ pa vnaprej denirana
vrednost zaustavitvenega pogoja.
Pri kratkoro£nem napovedovanju porabe elektri£ne energije se metoda RLR
pojavi v delu [1], kjer najprej problem napovedovanja razdelimo enako kot je
razloºeno v poglavju 3.2.1, nato pa namesto metode LR uporabimo metodo RLR.
Z metodo RLR tako izni£imo vpliv regresijskih osamelcev na parametre mo-
delov. Problem metode je v zahtevani procesorski mo£i, saj se v primerjavi z
metodo LR pove£a v povpre£ju za 5-krat (v vsaki iteraciji izra£unamo vrednosti
parametrov po metodi LR  in £e potrebujemo vsaki£ 5 iteracij za zadostitev po-
goja, pomeni, da potrebujemo 5-kratnik £asa porabljenega za izra£un po metodi
RLR). Ta dodatna procesorska mo£ se mo£no pozna, kjer vsak korak ra£unamo
parametre 528 linearnih modelov. To lahko precej omilimo s tem, da posoda-
bljamo parametre le tistih modelov, ki veljajo za ta dan.
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3.2.3 Zlivanje med trenutno ter naslednjo napovedjo
V magistrskem delu smo zdruºili urne podatke o porabi v vektor, katerega de-
niramo kot izhod modela. Za ponazoritev problema tega zdruºevanja predposta-
vimo, da za vsak dan napovedujemo le povpre£je porabe za tisti dan, kar pomeni
da je napoved porabe v vsaki uri enaka povpre£ni porabi za tisti dan. Seveda
lahko hitro opazimo, da bo pri napovedi porabe med zadnjo uro nekega dne ter
prvo uro naslednjega dne pri²lo do nezveznosti porabe, kar pa se v realnosti ne
dogaja (razen pri izpadih elektrike, ki pa jih ne moremo napovedati vnaprej).
Za re²itev omenjenega problema zdruºevanja urne porabe v vzorce predla-
gamo zlivanje med trenutno ter naslednjo napovedjo, kar pomeni, da na za£e-
tne elemente napovedi dolo£enega vzorca vplivajo elementi napovedi prej²njega
vzorca, na kon£ne pa vplivajo elementi napovedi naslednjega vzorca. Zlivanje je
realizirano z linearnim prehodom med istoleºnimi elementi prej²nje oz. naslednje
napovedi, izra£unano z ena£bami (3.75), (3.76) ter (3.77).
∆−(l) =














xl(k) + ∆−(l) xl(k − 1) l ≤ S




xl(k) + ∆+(l) xl(k + 1) l > (K − S)
(3.77)
∆− ter ∆+ sta uteºi prej²njega oz. naslednjega vzorca, K je ²tevilo vhodnih
spremenljivk, s parametrom S ∈ {0, 1, 2 . . . bK
2
c} pa dolo£imo, koliko elementov
izhodnega vektorja bo zlitih na za£etku oz. na koncu vektorja napovedi.
S predlaganim zlivanjem re²imo problem nezveznosti med sosednimi napo-
vedmi, je tudi enostavno za realizacijo, vpliv na celotno napako pa je precej maj-
hen (slika 3.11). Linearno zlivanje sicer ni optimalno, saj ni zvezno odvedljivo.
3.2 Napovedovanje porabe elektri£ne energije 63






















Prehod med napovedmi pred in po zlivanju
Pred zlivanjem
Po zlivanju
Slika 3.11: Graf primerjave izhoda modela pri prehodu med napovedmi pred in
po zlivanjem




V poglavju je predstavljen model, ki je bil uporabljen za napovedovanje porabe
elektri£ne energije za naslednji dan.
Najprej so v podpoglavju 4.1 predstavljeni uporabljeni podatki pri modeli-
ranju, kot so informacije o u£ni ter validacijski mnoºici ter o vhodih in izhodih
modela. Nato bo tekom poglavja 4.2 predstavljen na£in razdelitve napovedova-
nja na 3 glavne podprobleme: napovedovanje povpre£ja, standardne deviacije ter
oblike. Model vsakega izmed teh podproblemov je predstavljen v svojem pod-
poglavju z istim imenom. Na koncu je predstavljen ²e popravek napovedi pri
praznikih v poglavju 4.7.
4.1 Uporabljeni podatki
V u£no mnoºico so izbrani vzorci iz let 2010 ter 2011, validacija pa se izvaja na
vzorcih iz leta 2012. Vzorci iz leta 2013 so izpu²£eni, saj manjkajo podatki o
porabi elektri£ne energije in zato nam ne koristijo ne pri gradnji, ne pri evalvaciji
modela. Izpu²£eni so tudi vzorci nedelj tekom katerih se zamakne ura, saj podatki
niso skladni z ostalimi (23 oz. 25 podatkov v vzorcu namesto 24).
Izhod modela je vektor ŷ = [Ê1(k), . . . , Êl(k), . . . , Ê24(k)]T , kjer Êl(k) predsta-
vlja oceno porabe v l-ti uri k-tega dneva. Za u£enje modela uporabimo izmerjene
podatke o porabi v k-tem dnevu E(k) = [E1(k), . . . ,El(k), . . . ,E24(k)]T .
Vhodi modela bodo v praksi napovedane vremenske (temperatura, deº, veter
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ipd.) za naslednji dan in spremenljivko dneva. Vhodi so tudi pretekli podatki
na²teti v poglavju 2.1. Ker pa podatkov o vremenski napovedi nimamo, smo
namesto napovedi privzeli dejanske izmerjene vremenske podatke tistega dne,
tako da lahko v realnosti pri£akujemo slab²e rezultate, saj nam vsaka napoved
vna²a v model dodatno napako.
4.2 Razdelitev problema in struktura modela
Problem kratkoro£nega napovedovanja porabe elektri£ne energije je kompleksen
proces, saj ima ve£ vhodov in ve£ izhodov in je nelinearen. Problema se zato
lotimo tako, da ga najprej razdelimo na ve£ manj²ih ter enostavnej²ih podpro-
blemov, nato vsakega za sebe re²imo in na£rtamo svoj model. Izhod celotnega
modela nato sestavimo iz prispevkov modelov podproblemov.
Problem napovedovanja porabe elektri£ne energije smo tako razdelili na 3
podprobleme:
• napovedovanje povpre£ne porabe v vzorcu ȳ (op. a. tekom dneva),
• napovedovanje standardne deviacije porabe v vzorcu σ,
• napovedovanje oblike porabe y.
Vsak omenjen problem smo re²ili s kombinacijo dveh modelov  splo²nega mo-
dela (ˆ̄y∗, ŷ∗, σ̂∗), na£rtanega po principu modela TS z rekurzivnim rojenjem GK
in rekurzivno metodo WLSE, ter model praznikov (ˆ̄yp, ŷp, σ̂p), ki modelira napako
splo²nega modela pri praznikih. Zgrajen je z LSE metodo. Izhod prazni£nega
modela upo²tevamo le na praznike, torej ko ima k-ti dan vrednost P = 1.
Izhode vseh omenjenih modelov zdruºimo z ena£bo (4.1)  napovedano stan-
dardno deviacijo zmnoºimo z napovedanimi komponentami vektorja oblike, nato
pa vsem komponentam pri²tejemo ²e napovedano povpre£no porabo. Ker pa
lahko pride do nezveznosti pri stiku vzorcev (med zadnjo uro vzorca ter prvo uro
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naslednjega), na vrednosti ŷ∗ = [ŷ∗1 . . . ŷ
∗
24]
T napravimo ²e zlivanje napovedi (4.2)




ŷ∗ + Pŷp) · (
σ̂
︷ ︸︸ ︷
σ̂∗ + Pσ̂p)) + (
ˆ̄y
︷ ︸︸ ︷
ˆ̄y∗ + Pˆ̄yp) (4.1)
ŷl = fprel(ŷ
∗
l ), ∀ l (4.2)
Celotna struktura modela kratkoro£nega napovedovanja porabe je prikazana


































∗(k − 1), ŷ∗(k + 1)
ŷ
∗(k) ŷ(k)
Slika 4.1: Blokovni diagram zgrajenega modela. Z vijoli£no so predstavljeni zgra-
jeni modeli, z zeleno matemati£ne operacije potrebne za povezavo med modeli,
rde£a pa ozna£uje podro£ja ºe omenjenih podproblemov.
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4.3 Splo²ni model povpre£ne porabe
S splo²nim modelom povpre£ne porabe re²imo podproblem napovedovanja pov-
pre£ne porabe ȳ, izra£unana po ena£bi (4.3). Povpre£na poraba ȳ je tudi izhod,
ki ga ºelimo napovedati z omenjenim modelom.






Zaradi mo£ne korelacije iz prej²njega dne, prikazane na sliki 2.7, predvide-
vamo, da je povpre£na poraba prej²njega dne ȳ(k − 1) najbolj zanesljiv podatek
za napovedovanje. Zato smo se odlo£ili, da napovedujemo razliko povpre£ne po-
rabe ∆ȳ(k) = ȳ(k) − ȳ(k − 1), ki jo nato pri²tejemo izmerjeni povpre£ni porabi
prej²njega dne ȳ(k − 1). Se²tevek (4.4) vzamemo kot napoved povpre£ne porabe
za naslednji dan.
ˆ̄y(k) = ȳ(k − 1) +∆ ˆ̄y(k) (4.4)
Za poenostavitev modela napovedujemo direktno ȳ(k), ȳ(k − 1) pa deniramo kot
eno izmed vhodnih spremenljivk, saj pri£akujemo, da bo njegov linearni koecient
θ pribliºno 1, in s tem se bo model razvil v ena£bo (4.4). Za vhodne spremenljivke
modela smo tako vzeli podatek o povpre£ni porabi za prej²nji dan ȳ(k − 1) ter
za napovedovanje razlike povpre£ne porabe ²e spremembo povpre£ij vremenskih
podatkov (veter, sevanje, temperatura, deº) in spremembo spremenljivke dneva
∆D(k).
Vhodne spremenljivke:
• sprememba povpre£ja temperature ∆T(k) = T(k)− T(k − 1),
• sprememba povpre£ja sevanja ∆Γ(k) = Γ(k)− Γ(k − 1),
• sprememba povpre£ja padavin ∆R(k) = R(k)− R(k − 1),
• sprememba povpre£ja hitrosti vetra ∆W(k) = W(k)−W(k − 1),
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• sprememba spremenljivke dneva ∆D(k) = D(k)−D(k − 1),
• povpre£na poraba prej²njega dne ȳ(k − 1).
Splo²ni model je tipa TS, ki ga ra£unamo z rekurzivnim rojenjem GK z omeji-
tvami kovarian£ne matrike ter rekurzivno metodo WLSE. Za razdelitev prostora
particioniranja Ap na roje smo izbrali slede£e spremenljivke:
• povpre£na temperatura T(k),
• povpre£na poraba prej²njega dne ȳ(k − 1),
• sprememba spremenljivke dneva ∆D(k) = D(k)−D(k − 1),
• povpre£na hitrost vetra W(k).
Inicializacijo rekurzivnega rojenja GK smo naredili z nerekurzivnim rojenjem
GK na u£ni mnoºici. Parametri tako rekurzivnega kot nerekurzivnega rojenja so
naslednji:
Simbol izhoda modela − ˆ̄y∗
Tip modela − Model TS
tevilo rojev m − 3





dnosti za na£rtovanje in
posodabljanje
− Zdruºitev pripadnosti v izhodnem prostoru
ter pripadnosti v prostoru particioniranja s




− Pripadnost v prostoru particioniranja s
skrivanjem rojev (Algoritem 5)
U£na mnoºica − P = 0 ∧ Y ∈ {2010, 2011}
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Ter parametri le rekurzivnega rojenja GK:
Faktor pozabljanja γc − 0.98
Inicializacijo rekurzivne metode WLSE smo naredili z nerekurzivno metodo
WLSE na u£ni mnoºici. Parametri tako rekurzivnega kot ne-rekurzivnega rojenja
so naslednji:
Na£in ra£unanja uteºi βi − Opisan v poglavju o metodi WLSE (po-
glavje 3.1.3.1)
Ter parametri speci£ni za rekurzivno metodo WLSE:
Faktor pozabljanja γθ − 0.99
4.4 Splo²ni model standardne deviacije porabe
S splo²nim modelom standardne deviacije porabe re²imo podproblem napovedo-
vanja standardne deviacije porabe σ, izra£unano po ena£bi (4.5). Standardna
deviacija porabe σ je tudi izhod, ki ga ºelimo napovedati z omenjenim modelom.








(El − ȳ)2 (4.5)
Zaradi mo£ne korelacije prej²njega dne, prikazane na sliki 2.8, predvidevamo,
da je standardna deviacija porabe prej²njega dne σ(k − 1) najbolj zanesljiv poda-
tek za napovedovanje. Zato smo se odlo£ili, da napovedujemo razliko standardne
deviacije porabe ∆σ(k) = σ(k) − σ(k − 1), ki jo nato pri²tejemo izmerjeni stan-
dardni deviaciji porabi prej²njega dne σ(k − 1). Se²tevek (4.6) vzamemo kot
napoved standardne deviacije porabe za naslednji dan.
σ̂(k) = σ(k − 1) +∆ σ̂(k) (4.6)
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Za poenostavitev modela napovedujemo direktno σ(k), σ(k − 1) pa deniramo
kot eno izmed vhodnih spremenljivk, saj pri£akujemo, da bo njegov linearni ko-
ecient θ pribliºno 1, in s tem se bo model razvil v ena£bo (4.6). Za vhodne
spremenljivke modela smo tako vzeli podatek o standardni deviaciji porabe za
prej²nji dan σ(k − 1) ter za napovedovanje razlike standardne deviacije porabe ²e
spremembo povpre£ij vremenskih podatkov (sevanje, temperatura, deº) in spre-
membo spremenljivk dneva ∆D(k). Za vhodno spremenljivko smo vzeli tudi pov-
pre£no porabo prej²njega dne dneva.
Vhodne spremenljivke:
• sprememba povpre£ja temperature ∆T(k) = T(k)− T(k − 1),
• sprememba povpre£ja sevanja ∆Γ(k) = Γ(k)− Γ(k − 1),
• sprememba povpre£ja padavin ∆R(k) = R(k)− R(k − 1),
• sprememba spremenljivke dneva ∆D(k) = D(k)−D(k − 1),
• povpre£na poraba prej²njega dne ȳ(k − 1),
• standardna deviacija porabe prej²njega dne σ(k − 1).
Splo²ni model je tipa TS, ki ga ra£unamo z rekurzivnim rojenjem GK z omeji-
tvami kovarian£ne matrike ter rekurzivno metodo WLSE. Za razdelitev na modele
smo izbrali slede£e spremenljivke prostora particioniranja:
• povpre£na temperatura T(k),
• napoved povpre£ne porabe ˆ̄y(k),
• sprememba spremenljivke dneva ∆D(k) = D(k)−D(k − 1),
• standardna deviacija porabe prej²njega dne σ(k − 1).
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Parametri tako rekurzivnega kot nerekurzivnega rojenja so naslednji:
Simbol izhoda modela − σ̂∗
Tip modela − Model TS
tevilo rojev m − 3





dnosti za na£rtovanje in
posodabljanje
− Zdruºitev pripadnosti v izhodnem prostoru
ter pripadnosti v prostoru particioniranja s
skrivanjem rojev in eliminacijo rojev z ma-




− Pripadnost v prostoru particioniranja s
skrivanjem rojev in eliminacijo rojev z ma-
lim vplivom (Algoritem 5)
U£na mnoºica − P = 0 ∧ Y ∈ {2010, 2011}
Inicializacijo rekurzivne metode WLSE smo naredili z nerekurzivno metodo
WLSE na u£ni mnoºici. Parametri tako rekurzivnega kot ne-rekurzivnega rojenja
so naslednji:
Na£in ra£unanja uteºi βi − Opisan v poglavju o metodi WLSE (po-
glavje 3.1.3.1)
Ter parametri speci£ni za rekurzivno metodo WLSE:
Faktor pozabljanja γθ − 0.99
4.5 Splo²ni model oblike porabe
S splo²nim modelom oblike porabe re²imo podproblem napovedovanja oblike po-
rabe y, izra£unano po ena£bi (4.7). Oblika porabe y je tudi izhod, ki ga ºelimo
napovedati z omenjenim modelom.
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Pri obliki porabe smo za vhodne spremenljivke uporabili povpre£ja vremen-
skih podatkov, spremenljivko dneva D(k) ter napoved povpre£ja porabe ˆ̄y(k). Za
tako izbiro smo se odlo£ili zaradi narave problema oblike, saj oblika ni linearno
odvisna od spremenljivk, se pa v odvisnosti od njih vseeno spreminja.
Vhodne spremenljivke:
• povpre£na temperatura T(k),
• povpre£no sevanje Γ(k),
• povpre£ne padavine R(k),
• povpre£na hitrost vetra W(k),
• spremenljivka dneva D(k),
• povpre£na poraba prej²njega dne ȳ(k − 1).
Splo²ni model je tipa TS, ki ga ra£unamo z rekurzivnim rojenjem GK z omeji-
tvami kovarian£ne matrike ter rekurzivno metodo WLSE. Za razdelitev na modele
smo izbrali slede£e spremenljivke prostora particioniranja:
• povpre£na temperatura T(k),
• povpre£na poraba prej²njega dne ȳ(k − 1),
• sprememba spremenljivke dneva ∆D(k) = D(k)−D(k − 1),
• povpre£na hitrost vetra W(k).
Inicializacijo rekurzivnega rojenja GK smo naredili z nerekurzivnim rojenjem
GK na u£ni mnoºici. Parametri tako rekurzivnega kot nerekurzivnega rojenja so
naslednji:
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Simbol izhoda modela − ŷ∗
Tip modela − Model TS
tevilo rojev m − 3





dnosti za na£rtovanje in
posodabljanje
− Zdruºitev pripadnosti v izhodnem prostoru
ter pripadnosti v prostoru particioniranja s
skrivanjem rojev in eliminacijo rojev z ma-




− Pripadnost v prostoru particioniranja s
skrivanjem rojev in eliminacijo rojev z ma-
lim vplivom (Algoritem 5)
U£na mnoºica − P = 0 ∧ Y ∈ {2010, 2011}
Ter parametri le rekurzivnega rojenja GK:
Faktor pozabljanja γc − 0.98
Inicializacijo rekurzivne metode WLSE smo naredili z nerekurzivno metodo
WLSE na u£ni mnoºici. Parametri tako rekurzivnega kot nerekurzivnega rojenja
so naslednji:
Na£in ra£unanja uteºi βi − Opisan v poglavju o metodi WLSE (po-
glavje 3.1.3.1)
Ter parametri speci£ni za rekurzivno metodo WLSE:
Faktor pozabljanja γθ − 0.99
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4.6 Modeli praznikov
Za podprobleme napovedovanja komponent porabe (ȳ, σ ter y) smo opisali na-
£rtane splo²ne modele, ki dobro opisujejo porabo tekom delavnikov ter vikendov,
vendar pri napovedovanju porabe tekom praznikov model odpove. Ko smo ana-
lizirali porabo tekom praznikov, smo videli, da ima ve£ina popolnoma druga£ne
prole, tako v primerjavi z delavniki oziroma prazniki kot tudi med seboj.
Za popravek spet razdelimo problem na tri dele  napovedovanje napak za
povpre£je, standardno deviacijo ter obliko, s to razliko, da napovedujemo napako
med izhodom splo²nega modela ter izmerjenim izhodom (ena£be (4.8), (4.9) ter
(4.10))
ȳp = ȳ − ˆ̄y∗ (4.8)
σp = σ − σ̂∗ (4.9)
yp = y − ŷ∗ (4.10)
Zato smo tekom magistrske naloge za vsak praznik naredili svoj linearni mo-
del z metodo LSE. Ker pa imamo za vsak praznik le 2 vzorca v u£ni mnoºici
(za leti 2010 ter 2011), so vse linearne povezave z vhodnimi parametri statisti£no
popolnoma nezanesljive. Zato v vhod linearnega modela ne peljemo nobene spre-
menljivke x = [1] in tako izhod modela postane le povpre£je prej²njih vzorcev
(poglavje 3.1.3.1). Kljub izredno majhni u£ni mnoºici model prinese izbolj²a-
nje, saj vremenske vplive napovemo ºe s splo²nim modelom, tako da v pogre²ku
splo²nega modela prevladuje napaka zaradi speci£nosti praznika, ki pa jo lahko
pribliºno zajamemo ºe z dvema vzorcema. Seveda bomo v primeru obratovanja
modela skozi dalj²e £asovno obdobje imeli tudi ve£jo u£no mnoºico in posledi£no
bolj²o napoved.
Parametri speci£ni za linearne modele za i-ti praznik na dan Gi in mesec Mi
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Tip modela − Linearni model
U£na mnoºica − P = 1 ∧G = Gi ∧M = Mi
Za praznike, ki niso vsako leto na isti datum (npr. velika no£) modelov tekom
magistrskega dela ne naredimo.
Izhod prazni£nega modela povpre£ne porabe ozna£imo z ˆ̄yp, prazni£nega mo-
dela standardne deviacije porabe z σ̂p ter prazni£nega modela oblike porabe z
ŷp
4.7 Model zlivanja napovedi
Ker napovedujemo za 24 ur hkrati (za vzorec 1 dneva), obstaja verjetnost, da je
skok med porabo v zadnji uri nekega vzorca ter prvi uri naslednjega tako velika,
da se v realnosti ne more zgoditi. Za zgladitev teh nezveznosti po zdruºitvi vseh
splo²nih ter prazni£nih modelov (napoved ŷ∗) napravimo ²e zlivanje napovedi
trenutne ter naslednje napovedi (poglavje 3.2.3).
Parametri za model zlivanja:
Tip modela − Model zlivanja napovedi
tevilo zlitih vzorcev S − 2
5 Rezultati in diskusija
Poglavje je namenjeno prikazu rezultatov na£rtanega modela. Najprej je v po-
glavju 5.1 predstavljena napaka MAPD, s katero ocenjujemo uspe²nost modelov.
Nato so v poglavju 5.2 podani rezultati napovedovanja z razvitim modelom iz
razli£nih zornih kotov. Te nato v naslednjem poglavju primerjamo ²e z osta-
limi metodami. Na koncu povzamemo zaklju£ke modeliranja v poglavju 5.4 ter
izpostavimo probleme uporabljene metodologije in moºne re²itve v poglavju 5.5.
5.1 Na£in ocenjevanja modela
Napaka e(k) k-tega vzorca med izmerjeno y(k) in ocenjeno ŷ(k) porabo je izra-





|yl(k)− ŷl(k)| , (5.1)
kjer je n ²tevilo elementov izhodnega vektorja. Glavni kazalec kvalitete mo-
dela je procent povpre£ne absolutne napake ali kraj²e MAPD (eng. Mean Ab-
solute Percent Deviation), izra£unanega z ena£bo (5.2). MAPD smo uporabili
zaradi nan£nega vidika. Dodatni stro²ek je podoben, £e napoved zgre²i v + ali
v , hkrati pa stro²ek z absolutno vrednostjo linearno nara²£a. Kazalec upora-
bimo tudi pri vrednotenju napovedi komponent porabe (ˆ̄y, σ̂, ŷ).
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5.2 Rezultati modela
Validacija je narejena na podatkih iz leta 2012  skupaj 365 dni (en dodaten dan
zaradi prestopnega leta ter en dan manj zaradi prestavitve ure).
Napake MAPD po komponentah modela so zbrane v tabeli 5.1. Komponente
so zdruºene po tipu modela. Skupna napaka MAPD je 3.66 %.
∑N
k=1 y(k) = 572.2 GWh
∑N
k=1 e(k) = 21.1 GWh





















Tabela 5.1: Tabela prikazuje napako MAPD [%] razli£nih delov modela
Oglejmo si histograme napak napovedi skupne porabe, povpre£ne porabe ter
oblike porabe za validacijsko leto 2012 na slikah 5.1, 5.3 ter 5.2. Na histogramu
5.1 se lepo vidi povpre£je napake okoli 3.5 %. Le 5 napak skupne porabe manj²ih
od 1% je posledica slab²e napovedi oblike (slika 5.2). Vidimo tudi, da oblike nikoli
ne napovemo to£no. Razlog bi lahko na²li v tem, da napovedujemo prol dneva
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skupaj namesto za vsako uro posebej. Na histogramu povpre£ja pa vidimo, da
ima ve£ kot polovica napovedi napako med 0 % ter 2 % (skupniMAPD povpre£ne
porabe je 2,25 %), kar pomeni, da smo za ve£ino dni dobro napovedali.
    
       
       
       
       
       
       
       


















Slika 5.1: Histogram napake kon£ne ocene
       
       
       
       
       
       
       
       
       



















Slika 5.2: Histogram napake skupne napovedi oblike
80 Rezultati in diskusija
    
       
       
       
       
       
       
       
       



















Slika 5.3: Histogram napake skupne napovedi povpre£ne porabe
Primerjava napovedi glede na spremenljivko dneva D je navedena v tabeli
5.2. Po pri£akovanjih je napoved za posebne dneve (D > 0.5) ob£utno slab²a
(MAPD = 4.09% posebnih dni proti MAPD = 3.43% delavnikov), je pa ta razlika
zaradi vpeljave posebnih prazni£nih modelov manj²a kot bi bila druga£e.
V tabeli 5.3 so zbrani rezultati napovedi po dnevih v tednu glede na korak
algoritma. Najbolj²e rezultate dobimo v sredo, ki ji sledita napovedi za £etrtek
in torek. To ne presene£a, saj se v sredini tedna prol porabe najbolj stabilizira,
ker izgine vpliv vikenda (nimamo "podalj²anih vikenda²ev", petkovih ve£erov in
podobno). Presenetljivo pa vidimo, da je napaka skupne napovedi z zlitjem naj-
ve£ja tudi v ponedeljek in ne samo med vikendi, kot smo predvidevali pri pregledu
podatkov. Tam najve£ji del prispeva napaka napovedovanja povpre£ne vrednosti.
Problem pri napovedovanju povpre£ja za ponedeljek (in podobno tudi za soboto,
kjer imamo pribliºno enako napako) je vhodna spremenljivka povpre£ne porabe
prej²njega dne, ki je pa precej razli£na od porabe za napoved (nedelja → pone-
deljek, petek → sobota). To sicer omilimo z vpeljavo spremembe spremenljivke
dneva ∆D v vhod modela, ampak precej²en del napake ²e vedno ostane.
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Tabela 5.2: Primerjava napake napovediMAPD [%] razli£nih delov modelov glede
na spremenljivko dneva D
Pri napovedi oblike (y∗ ter y) vidimo najve£je odstopanje v petek, ki mu sle-
dita ponedeljek in nedelja. Napaki oblike pri petku in ponedeljku najve£ prispeva
ºe omenjeni vpliv vikenda (na sliki 2.1), napak za nedeljo pa predvsem narava
porabe tekom vikendov, ki se od tedna do tedna razlikuje.
To£nost napovedi se razlikuje tudi glede na letni £as, kar je prikazano v ta-
beli 5.4. Letni £asi so razdeljeni po mesecih: zima zavzema december, januar
in februar, pomlad marec, april in maj, poletje junij, julij in avgust, jesen pa
september, oktober in november. Model najbolje napove porabo pozimi, tekom
ostalih letnih £asov pa pribliºno enako.
Zanimivi so rezultati posameznih delov napovedovanja. Vidimo lahko, da je
primaren razlog za napako tekom spomladanskih ter jesenskih mesecev napoved
oblike porabe ŷ, tekom poletnih pa napovedi amplitude ter v manj²i meri pov-
pre£ne porabe. Razlog za slabo napoved oblike v jesenskih ter spomladanskih
mesecih je v naravi letnih £asov, saj se oblika mo£no spreminja (tekom teh me-
secev ogrevanje zamenja ohlajanje oziroma obratno), model pa zaradi majhnega
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Model Pon Tor Sre et Pet Sob Ned
Splo²ni modeli
ˆ̄y∗ 2.76 2.51 1.98 2.30 2.19 2.28 2.16
ŷ
∗ 14.85 12.98 13.21 12.81 14.37 13.04 14.77




ˆ̄y 2.75 2.50 1.80 2.25 2.17 2.28 1.99
ŷ 14.64 12.64 13.05 12.92 14.14 12.34 14.38








ŷ 4.10 3.64 3.08 3.31 3.49 3.75 4.16
Tabela 5.3: Primerjava napake napovediMAPD [%] razli£nih delov modelov glede
na dan v tednu
²tevila rojev trendu oblike ne sledi dovolj hitro. Razlog za poletna odstopanja
pa so spremenljive oblike iz tedna v teden, saj je to £as dopustov in je teºko
napovedati, kdaj bo kdo na po£itnicah.
Primerjali smo tudi rezultate glede na ²tevilo rojev pri napovedovanju pov-
pre£ne porabe ˆ̄y (tabela 5.5) ter oblike ŷ (tabela 5.6)
Najbolj presenetljive rezultate smo dobili, ko smo primerjali napako napo-
vedi oblike pri razli£nem ²tevilu rojev. V tabeli 5.6 lahko opazimo, da manj
kot imamo rojev, bolj²e rezultate dobimo, kar pa ne sovpada z velikim ²tevilom
razli£nih oblik v podatkih, ki bi morali povzro£iti potrebo po ve£ih rojih. Ta
rezultat nam razkrije dejstvo, da se oblika s £asom mo£no spreminja in le s hi-
tro adaptacijo lahko sledi spremembam oblike porabe. Sicer smo prepri£ani, da
obstajajo moºnosti izbolj²ave za napovedovanje tekom pomladi ter jeseni. Zato
predlagamo, da se razi²£e bolj²e na£ine particioniranja prostora, saj se oblike
porabe tekom omenjenih letnih £asov lahko napove bolj²e.
Na slikah 5.4 ter 5.5 sta prikazana primera zelo dobre ter zelo slabe napo-
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Model Zima Pomlad Poletje Jesen
Splo²ni modeli
ˆ̄y∗ 2.08 2.49 2.41 2.38
ŷ
∗ 11.64 15.38 12.29 15.84




ˆ̄y 1.98 2.49 2.38 2.27
ŷ 11.00 15.05 12.15 15.84








ŷ 3.07 4.07 3.65 4.15
Tabela 5.4: Primerjava napake napovedi razli£nih delov modelov glede na letni
£as
Napovedovanje povpre£ja ˆ̄y∗









Tabela 5.5: Primerjava MAPD pri napovedovanju povpre£ja porabe glede na
²tevilo rojev ter koecienta pozabljanja
vedi. V primeru zelo slabe napovedi vidimo, da precej²en del napake prispeva
napaka v napovedi povpre£ja porabe, kar drºi tudi pri ostalih zelo slabih napove-
dih (MAPD > 8%). Bliºje kot je MAPD vzorca povpre£ju (4%), bolj so si vplivi







Tabela 5.6: Primerjava MAPD pri napovedovanju oblike porabe glede na ²tevilo
rojev
napa£ne napovedi oblike, amplitude ter povpre£ja porabe enakovredni.
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Profil porabe na 17.2.2012, petek
Izmerjena poraba
Napoved modela
Slika 5.4: Prol porabe na 17. 2. 2012 ter napoved modela kot primer zelo dobre
napovedi porabe





















Profil porabe na 14.2.2012, torek
Izmerjena poraba
Napoved modela
Slika 5.5: Prol porabe na 14. 2. 2012 ter napoved modela kot primer zelo slabe
napovedi porabe
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5.3 Primerjava z obstoje£imi metodami
Algoritem smo primerjali z metodama LR (poglavje 3.2.1) ter RLR (poglavje
3.2.1), predstavljenima v [1]. V [1] je poudarek o napovedovanju za vsako regijo
posebej, kar je upo²tevano tudi v magistrski nalogi, saj gradimo model na po-
datkih iz JZ regije. Primerjava kazalcev MAPD je razvidna v tabeli 5.7. Model








Tabela 5.7: Primerjava napak MAPD razli£nih metod napovedovanja porabe
Ker na£rtana metoda porabo razdeli na 3 dele (povpre£na poraba ȳ, oblika y
ter standardna deviacija σ), razdelimo tako tudi napovedi ostalih metod, da tako
pridobimo moºnost primerjave metod tudi po komponentah. Rezultati primerjav
so prikazani v tabeli 5.8. Vidimo, da razvita metoda mnogo bolje napove vse
komponente porabe, komponento povpre£ja porabe celo za skoraj 2-krat.





LR 4.34 14.04 6.43
RLR 4.33 14.06 6.27
Tabela 5.8: Primerjava napak napovediMAPD razli£nih metod pri razli£nih kom-
ponentah porabe
Oglejmo si ²e rezultate metod glede na dneve v tednu v tabeli 5.9. Vidimo,
da razvita metoda bolje napove porabo ne glede na dan. Predvsem je napoved
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bolj²a za ponedeljke, torke ter srede, kjer v vhodnih spremenljivkah metod LR
ter RLR nastopa poraba preko vikenda. Ker imamo tekom vikenda ve£ji raztros
porabe, se ta preko modela ²e multiplicira in tako pride do omenjenih odstopanj.




4.10 3.64 3.08 3.31 3.49 3.75 4.16
LR 5.68 6.64 5.16 4.40 4.89 4.92 4.92
RLR 5.68 6.55 5.19 4.35 4.92 4.89 4.89
Tabela 5.9: Primerjava napak napovedi MAPD razli£nih metod pri razli£nih dne-
vih v tednu
Najbolje se metodi LR ter RLR izkaºeta, ko razdelimo rezultate po letnih £a-
sih, kjer za jesen napovedujeta pribliºno tako dobro kot razvit algoritem. Mo£no
pa zgre²ita pri napovedi tekom zime, kjer skoraj 2-krat slab²e napovesta porabo.
Razlog za tak²no odstopanje je potrebno ²e raziskati, vendar menimo, da pred-
postavka o kvadratni odvisnosti porabe od temperature mogo£e ni nujno najbolj
primerna za modeliranje zimske porabe. Takrat ogrevanje, kot prevladujo£i del
porabe, teoreti£no raste linearno z niºanjem temperature (zakon o prevajanju
toplote). Seveda linearna odvisnost v praksi zaradi razli£nih dejavnikov ni nujno
resni£na, zato pu²£amo moºnost bolj²ih modelov odvisnosti od temperature kot
je linearni.
Oglejmo si ²e histograme napak obeh primerjalnih metod, LR ter RLR (Slike
5.6, 5.7 in 5.8). Vidimo, da imata metodi razporeditve napak med seboj zelo
podobne, v primerjavi z razvitim algoritmom pa precej slab²e. Predvsem bi
izpostavili manj²e ²tevilo vzorcev, za katere napovemo popolnoma napa£no obliko
(MAPD > 27%), kar pomeni, da razvita metoda dobro modelira redke oblike.
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3.07 4.07 3.65 4.15
LR 5.56 6.18 4.46 4.45
RLR 5.65 6.13 4.49 4.25
Tabela 5.10: Primerjava napak napovediMAPD razli£nih metod v razli£nih letnih
£asih
Histograma napake MAPD skupne napovedi metod LR in RLR
    
       
       
       
       
















    
       
       
       
       
















Slika 5.6: Primerjava histogramov napake skupne porabe po metodah LR (levo)
ter RLR (desno)
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Histograma napake MAPD povprečja porabe metod LR in RLR
    
       
       
       
       
       
       
       



















    
       
       
       
       
       
       
       



















Slika 5.7: Primerjava histogramov napake povpre£ne porabe po metodah LR
(levo) ter RLR (desno)
Histograma napake MAPD oblike porabe metod LR in RLR
    
       
       
       
       
       
       


















    
       
       
       
       
       
       


















Slika 5.8: Primerjava histogramov napake oblike porabe po metodah LR (levo)
ter RLR (desno)
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5.4 Diskusija
Mehki modeli so se izkazali za uporabne na podro£ju kratkoro£nega napovedo-
vanja porabe elektri£ne energije, saj njihovo deljenje na podro£ja sovpadata s
problemom razli£nih prolov za razli£ne dni ali letne £ase. asovno spremenlji-
vost porabe pa dobro opi²emo z rekurzivno obliko mehkega modela, saj ga tako
sproti prilagajamo glede na teko£e podatke.
Model je relativno glede na povpre£no porabo najbolj²i pozimi, najslab²i pa
poleti, kar je sicer posledica nespreminjajo£e porabe v £asu zime zaradi ogrevanja.
Najve£jo napako dobimo pri napovedovanju prola porabe v ponedeljek ter
petek. Vzrok za to je v podalj²anih vikendih, ki v prol porabe navadnega de-
lavnika (primer v sredo) doda elemente prola porabe med vikendom. To smo
poskusili modelirati z deniranjem spremenljivke dneva D v petek na vmesno
vrednost med 0 in 1, s £imer smo sicer napoved izbolj²ali, a je vseeno ostala
precej²nja napaka.
e ena slabost metode je precej²nje ²tevilo parametrov, kar pomeni ve£ em-
piri£nega testiranja za nastavljanje parametrov. Res pa je, da tudi s privzetimi
parametri dobimo dobre rezultate.
V primerjavi z ostalimi metodami napovedovanja [1] da napoved z mehkimi
modeli bolj²e rezultate, tako da lahko predvidevamo, da je metoda primerna za
implementacijo v praksi.
5.5 Slabosti algoritma
Kljub pozitivni oceni pa ima algoritem nekaj slabosti, ki negativno vplivajo na
to£nost napovedi. Vse odkrite slabosti so na²tete v naslednjih poglavjih, pri vsaki
je tudi predlagana raz²iritev algoritma, ki bi dolo£eno slabost odpravila.
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5.5.1 Ro£na nastavitev spremenljivke dneva
V uporabljeni metodi smo informacijo o dnevu v tednu ro£no prevedli v spremen-
ljivko dneva D, ki smo ga nato uporabili kot vhod v linearne modele. Problem
je, ker poraba ni nujno linearno odvisna od spremenljivke dneva D. Petek ima
po ena£bi (2.2) vrednost D = 0.15, delavnik D = 0 ter vikendi D = 1, poraba v
omenjenih dneh ni nujno v enakih razmerjih, kot smo jih dolo£ili ro£no.
Tu predlagamo razmislek za nadaljnje raziskave, kako v spremenljivko dneva
D avtomati£no vpeljati znane informacije o porabi na razli£ni dan, da vrednosti
spremenljivke dneva ne i²£emo s posku²anjem.
5.5.2 Detekcija slabih podatkov le kot del GK algoritma
Detekcija slabih podatkov, katerega primer je prikazan na sliki 5.9, je imple-
mentirana direktno v rojenje GK tako, da bolj kot se razlikuje izhod modela
pri spremenljivkah dolo£enega vzorca od izmerjenega izhoda istega vzorca, manj
prispeva pri gradnji modela. To detekcijo bi lahko raz²irili ºe na za£etno analizo
podatkov, kjer bi z detekcijskimi algoritmi na²li napa£ne podatke in jih odstranili
iz u£ne mnoºice.
5.5.3 Vklju£itev vzorcev s prestavitvijo ure
Vzorci dni, med katerimi se ura prestavi na poletni £as, so pred opisanim algorit-
mom odstranjeni iz u£ne mnoºice, saj imamo tisti dan le 23 od£itkov podatkov.
Te bi lahko s primernimi primerjalnimi funkcijami med popolnimi vzorci ter vzorci
z manjkajo£imi podatki vklju£ili v algoritem
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Primer napačnega podatka - 10.3.2010
Slika 5.9: Primer napa£nega podatka - izmerjeno na dan 10.3.2010.
6 Zaklju£ek
V magistrskem delu smo se kratkoro£nega napovedovanja porabe elektri£ne ener-
gije lotili z izgradnjo modela TS s pomo£jo rekurzivnega rojenja Gustafson-Kessel
ter rekurzivne metode uteºenih najmanj²ih kvadratov. Porabo smo napovedo-
vali za celoten dan hkrati. Napoved dnevnega poteka porabe smo razdelili na
3 komponente: povpre£no porabo v dnevu, obliko porabe ter standardno devia-
cijo porabe. Za napovedovanje vsake komponente smo na£rtali svoj model TS z
razli£nimi vhodnimi spremenljivkami in parametri uporabljenih algoritmov.
Za napovedovanje porabe smo predstavili naslednje modikacije rojenja GK:
skrivanje rojev, eliminacija malih vplivov ter kombiniranje pripadnosti. Modi-
kacije izbolj²ajo delitev prostora. Modikacije bi lahko uporabili tudi pri drugih
aplikacijah kjer se uporabljajo tehnike rojenja, katerih pozitivni vpliv bi sicer
morali ²e raziskati.
Zaradi speci£ne porabe tekom praznikov (vsak praznik ima rahlo razli£en
prol porabe), za njih napovedujemo tudi razliko med izmerjeno porabo ter na-
povedjo omenjenega modela TS. To napoved nato pri²tejemo napovedi modela
TS.
Razvit model TS z rekurzivnim rojenjem GK ter rekurzivno metodo WLSE je
zelo uporaben za problem kratkoro£nega napovedovanja, saj z roji dobro zajame
letne £ase oz. vikende, z rekurzivno naravo modela pa se hitro prilagodi na
£asovne spremembe v porabi.
Predstavljeni algoritem smo primerjali tudi z dvema metodama napovedova-
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nja elektri£ne energije (linearna regresija ter robustna linearna regresija). Razviti
model napove porabo v validacijskem letu z napako MAPD = 3.66 %, s £imer
znatno izbolj²amo natan£nost napovedovanja v primerjavi z ostalima metodama
napovedovanja. Model se hitro in dobro odzove na £asovne spremembe sistema
(npr. pove£anje ²tevila naro£nikov).
Problem razvitega modela je v prehodnih obdobjih (jesen, pomlad), kjer za-
radi majhnega ²tevila rojev pri napovedovanju oblike izgubimo informacije o obli-
kah v spreminjajo£ih obdobjih. Sicer se zaradi rekurzivnosti model prilagaja
spremembam pri porabi, vendar je to prilagajanje po£asno in posledi£no nam ta
zamik prispeva k napaki napovedi. Temu bi se izognili z ve£jim upo²tevanjem
vzorcev iz zgodovine.
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