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UNIFORM CONFIDENCE BANDS FOR NONPARAMETRIC
ERRORS-IN-VARIABLES REGRESSION
KENGO KATO AND YUYA SASAKI
Abstract. This paper develops a method to construct uniform confidence bands for a non-
parametric regression function where a predictor variable is subject to a measurement error. We
allow for the distribution of the measurement error to be unknown, but assume that there is
an independent sample from the measurement error distribution. The sample from the mea-
surement error distribution need not be independent from the sample on response and predictor
variables. The availability of a sample from the measurement error distribution is satisfied if,
for example, either 1) validation data or 2) repeated measurements (panel data) on the latent
predictor variable with measurement errors, one of which is symmetrically distributed, are avail-
able. The proposed confidence band builds on the deconvolution kernel estimation and a novel
application of the multiplier (or wild) bootstrap method. We establish asymptotic validity of
the proposed confidence band under ordinary smooth measurement error densities, showing that
the proposed confidence band contains the true regression function with probability approaching
the nominal coverage probability. To the best of our knowledge, this is the first paper to derive
asymptotically valid uniform confidence bands for nonparametric errors-in-variables regression.
We also propose a novel data-driven method to choose a bandwidth, and conduct simulation
studies to verify the finite sample performance of the proposed confidence band. Applying our
method to a combination of two empirical data sets, we draw confidence bands for nonparametric
regressions of medical costs on the body mass index (BMI), accounting for measurement errors
in BMI. Finally, we discuss extensions of our results to specification testing, cases with additional
error-free regressors, and confidence bands for conditional distribution functions.
1. Introduction
Consider the nonparametric errors-in-variables (EIV) regression model classical measurement
error Y = g(X) + U, E[U | X, ε] = 0,W = X + ε, (1.1)
where each of Y,X,U,W , and ε is a univariate random variable, and ε is independent from X.
We observe (Y,W ), but observe neither X nor ε. Furthermore, we assume that the distribution
of ε is unknown. The variable X is a latent predictor variable, while ε is a measurement error.
Of interest are estimation of and inference on the regression function g(x) = E[Y | X = x]. In
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particular, we are interested in constructing uniform confidence bands for g. Confidence bands
provide a simple graphical description of the extent to which a nonparametric estimator varies
at design points, thereby quantifying uncertainties of the nonparametric estimator. However,
construction of confidence bands tends to be challenging, especially for complex nonparametric
models.1
Indeed, despite the rich literature on consistent estimation of nonparametric EIV regression,
the literature on pointwise or uniform confidence bands for nonparametric EIV regression is lim-
ited – see below for a literature review – likely because of its complexity. Even pointwise inference
on g under the assumption that the measurement error distribution is known is considered by
experts to be difficult.2 This is because, as discussed in Delaigle et al. (2015): 1) the asymptotic
variance of the “deconvolution kernel” estimator of g is non-trivial to estimate and so inference
based on limiting distributions is difficult to implement; and 2) it is not straightforward to devise
a way to implement bootstrap for inference on g due to the unobservability of X in data.
With all these challenges recognized in the literature, the present paper attempts to solve
an even more challenging problem of constructing uniform confidence bands for the regression
function g without assuming that the measurement error distribution is known. To deal with
unknown measurement error distribution, we assume that, in addition to an independent sam-
ple {(Y1,W1), . . . , (Yn,Wn)} from the distribution of (Y,W ), there is an independent sample
{η1, . . . , ηm} from the measurement error distribution where m = mn → ∞ as n → ∞. (The
auxiliary sample {η1, . . . , ηm} need not be independent from {(Y1,W1), . . . , (Yn,Wn)}.) For ex-
ample, in natural science, measurement errors are often due to measuring devices; in such cases,
one can obtain preliminary calibration measures in the absence of signal, which produce a sam-
ple from the measurement error distribution; see the introduction of Comte and Lacour (2011),
for example. Other real data scenarios of such additional data availability that are plausible
in economics, social sciences, and biomedical sciences include: the case where validation data
is available for data combination; and the case where repeated measurements (panel data) on
X with errors one of which is symmetrically distributed are available. These patterns of data
requirements are often considered in the existing literature with measurement errors that we
review below.
Under this setup, we develop a method to construct confidence bands for the regression function
g. Our method builds on the deconvolution kernel estimation (Fan and Truong, 1993), and a
1We refer to Wasserman (2006) and Gine´ and Nickl (2016) as general references on confidence bands in non-
parametric statistical models.
2Delaigle et al. (2015), who study pointwise confidence bands for nonparametric EIV regression under the
assumption that the measurement error distribution is known, state that “despite their practical importance, to
our knowledge confidence bands in nonparametric EIV regression have largely been ignored so far. We show that
the problem is particularly complex, much more so than in the standard error-free setting.” (Delaigle et al., 2015,
p.149)
3novel application of the multiplier (or wild) bootstrap method. Our construction of the multiplier
process differs from the standard approach in the error-free case (cf. Neumann and Polzehl, 1998),
and is tailored to EIV regression; see Remark 2.1 ahead. Building on non-trivial applications
of the probabilistic techniques developed in Chernozhukov et al. (2014a,b, 2016), we establish
asymptotic validity of the proposed confidence band, i.e., the proposed confidence band contains
the true regression function with probability approaching the nominal coverage probability. In
the present paper, as in Bissantz et al. (2007), Schmidt-Hieber et al. (2013), Delaigle et al. (2015)
that study inference in deconvolution and EIV regression, we focus for a technical reason on the
case where the measurement error density is ordinary smooth, i.e., the characteristic function of
the measurement error distribution decays at most polynomially fast in the tail (cf. Fan, 1991a;
Fan and Truong, 1993).
In addition to these contributions, we also propose a novel data-driven method to choose a
bandwidth. In the theoretical study, we require to take the bandwidth in such a way that it
“undersmoothes” the deconvolution kernel estimate, so that the bias is negligible relative to
the “variance” part. Existing data-driven methods for bandwidth selection typically aim at
choosing a bandwidth minimizing the MISE, thereby yielding a non-undersmoothing bandwidth
(cf. Delaigle and Hall, 2008). We propose an alternative method for bandwidth selection that
aims at yielding an undersmoothing bandwidth. We conduct simulation studies to verify the
finite sample performance of the proposed confidence band. The simulation studies show that
the proposed confidence band, combined with the proposed bandwidth selection rule, works
well. Applying our method to a combination of the two data sets, the National Health and
Nutrition Examination Survey (NHANES) and the Panel Survey of Income Dynamics (PSID),
we draw confidence bands for nonparametric regressions of medical costs on the body mass
index (BMI), accounting for measurement errors in BMI. Finally, we discuss extensions of our
results to specification testing, cases with additional error-free regressors, and confidence bands
for conditional distribution functions.
In order to locate the present paper in the context of the relevant literature, it is useful to first
review measurement error models and deconvolution. We refer to books by Fuller (1987), Carroll
et al. (2006), Meister (2009) and Horowitz (2009, Chapter 5) and surveys by Chen et al. (2011) and
Schennach (2016) for general references. The genesis of this literature features the deconvolution
kernel density estimation with known error distributions (Carroll and Hall, 1988; Stefanski and
Carroll, 1990; Fan, 1991a,b), followed by that with unknown error distributions (Diggle and
Hall, 1993; Horowitz and Markatou, 1996; Neumann, 1997; Efromovich, 1997; Li and Vuong,
1998; Delaigle et al., 2008; Johannes, 2009; Comte and Lacour, 2011). Diggle and Hall (1993);
Neumann (1997); Efromovich (1997); Johannes (2009); Comte and Lacour (2011) assume the
availability of a sample from the measurement error distribution, while Horowitz and Markatou
(1996); Delaigle et al. (2008) assume repeated measurements (panel data) with symmetrically and
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identically distributed errors. For repeated measurements (panel data) without symmetry of error
distributions, Li and Vuong (1998) propose an alternative density estimator based on Kotlarski’s
lemma (cf. Kotlarski, 1967; Rao, 1992) that does not require known error distribution; see also
Bohnomme and Robin (2010) and Comte and Kappus (2015) for further developments. Methods
to construct confidence bands in deconvolution are developed by Bissantz et al. (2007); Bissantz
and Holzmann (2008); van Es and Gugushvili (2008); Lounici and Nickl (2011); Schmidt-Hieber
et al. (2013) for the case of known error distribution, and more recently by Kato and Sasaki
(2016) for the case of unknown error distribution.
Similarly to the density estimation, the literature on nonparametric EIV regression estimation
often takes the deconvolution kernel approach. Fan and Truong (1993) propose to substitute
the deconvolution kernel in the Nadaraya-Watson estimator – also see Fan and Masry (1992) for
pointwise asymptotic normality, Delaigle and Meister (2007) for extensions to heteroscedastic
measurement errors, Delaigle et al. (2009) for local polynomial extensions, and Delaigle et al.
(2015) for pointwise inference. These papers focus on the case of known error distribution.
Delaigle et al. (2008) estimate the error characteristic function using repeated measurements
on X with symmetrically and identically distributed errors, and substitute the estimated error
characteristic function into the deconvolution kernel. Schennach (2004) also works with cases with
repeated measurements but without assuming symmetry of error distributions, and proposes an
alternative approach to estimate the regression function based on Kotlarski’s lemma. See also
Carroll et al. (1999); Schennach et al. (2012); Schennach and Hu (2013); Hu and Sasaki (2015).
Our method of inference is based on the deconvolution kernel estimation. We mainly focus
on (i) the case where a sample drawn from the error distribution is available; (ii) the case where
validation data is available for data combination; and (iii) the case where repeated measurements
with errors one of which is symmetrically distributed are available. For (ii) data combination
with validation data, our model shares similarities albeit different assumptions to that of the
nonparametric instrumental variables (NPIV) regression, for which Horowitz and Lee (2012),
Chen and Christensen (2015) and Babii (2016) develop methods to construct confidence bands
as we do for nonparametric EIV regression.
We note the following two references as particularly relevant benchmarks for identifying our
contributions. One reference is Schennach (2004) that derives pointwise asymptotic normality
for the nonparametric EIV regression estimator different from ours, under unknown error distri-
bution. To this existing result, our contributions are four-fold. First, we provide a method of
uniform inference as opposed to a pointwise one. Second, we propose a method of bandwidth
selection for valid inference. Third, while the existing result left aside the issue of variance esti-
mation and thus are not readily applicable in practice, we provide a bootstrap method for ease
of practical implementation. Fourth, we devise lower-level assumptions which are easier to verify
with concrete examples of distribution and conditional moment functions. The other reference
5is Delaigle et al. (2015) that suggests a method of pointwise inference via bootstrap for nonpara-
metric EIV regression with known error distribution. To this existing result, our contributions
are three-fold. First, our method allows for unknown error distribution. Second, we provide a
method of uniform inference as opposed to a pointwise one. Third, we provide formal theories to
support the asymptotic validity of our bootstrap method. Delaigle et al. (2015) mention how to
modify their methodology to the case where the measurement error distribution is unknown, and
to construction of uniform confidence bands. However, their theoretical results do not formally
cover those cases.
Finally, Birke et al. (2010) and Proksh et al. (2015) obtain confidence bands for inverse regres-
sion with fixed equidistant designs (the fixed equidistant design assumption is substantial in their
setups and analyses); the inverse regression is related to but different from our EIV regression
(1.1), and our setup does not allow fixed equidistant designs because of measurement errors. The
methodologies and the proof strategies are also different; for example both of those papers rely
on Gumbel approximations for validity of the confidence bands, which we do not.
Importantly, to the best of our knowledge, none of the existing results covers uniform confi-
dence bands for EIV regression (1.1), even under the simpler setting that the measurement error
distribution is known. The present paper fills this important void.
The rest of the paper is organized as follows. In Section 2, we informally present our method-
ology to construct uniform confidence bands for g. In Section 3, we present asymptotic validity
of the proposed confidence band under suitable regularity conditions. In Section 4, we propose
a practical method to choose the bandwidth. In Section 5, we conduct simulation studies to
verify the finite sample performance of the proposed confidence band. In Section 6, we apply the
proposed method to a combination of two empirical data sets. In Section 7, we discuss extensions
of our results to specification testing of the conditional mean function, cases with additional re-
gressors without measurement errors, and construction of confidence bands for the conditional
distribution function. Section 8 concludes. All the proofs are deferred to Appendix.
1.1. Notations. For a non-empty set T and a (complex-valued) function f on T , we use the
notation ‖f‖T = supt∈T |f(t)|. Let `∞(T ) denote the Banach space of all bounded real-valued
functions on T with norm ‖ · ‖T . The Fourier transform of an integrable function f on R is
defined by
ϕf (t) =
∫
R
eitxf(x)dx, t ∈ R,
where i =
√−1 denotes the imaginary unit throughout the paper. We refer to Folland (1999)
as a basic reference on Fourier analysis. For any positive sequences an and bn, we write an ∼ bn
if an/bn is bounded and bounded away from zero. For any a, b ∈ R, let a ∧ b = min{a, b} and
a∨ b = max{a, b}. For a ∈ R, b > 0, we use the shorthand notation [a± b] = [a− b, a+ b]. Let d=
denote the equality in distribution.
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2. Methodology
In this section, we informally present our methodology to construct confidence bands for g.
The formal analysis of our confidence bands will be carried out in the next section. We will
also discuss some examples of situations where an auxiliary sample from the measurement error
distribution is available.
2.1. Deconvolution kernel estimation. We first introduce a deconvolution kernel method to
estimate fX and g under the assumption that the distribution of ε is known.
Let {(Y1,W1), . . . , (Yn,Wn)} be an independent sample from the distribution of (Y,W ). In this
paper, we assume that the densities of X and ε exist and are denoted by fX and fε, respectively.
Let ϕW , ϕX , and ϕε denote the characteristic functions of W,X, and ε, respectively. By the
independence between X and ε, the density of W exists and is given by the convolution of the
densities of X and ε, namely,
fW (w) = (fX ∗ fε)(w) =
∫
R
fX(w − x)fε(x)dx, w ∈ R,
where ∗ denotes the convolution. This in turn implies that the characteristic function of W is
identical to the product of those of X and ε, namely,
ϕW (t) = ϕX(t)ϕε(t), t ∈ R.
Provided that ϕε is non-vanishing on R and ϕX is integrable on R with respect to the Lebesgue
measure (we hereafter omit “with respect to the Lebesgue measure”), the Fourier inversion
formula yields that
fX(x) =
1
2pi
∫
R
e−itxϕX(t)dt =
1
2pi
∫
R
e−itx
ϕW (t)
ϕε(t)
dt, x ∈ R. (2.1)
The expression (2.1) leads to a method to estimate fX . However, simply replacing ϕW by the
empirical characteristic function of W , namely,
ϕ̂W (t) =
1
n
n∑
j=1
eitWj , t ∈ R
does not work. Specifically, the function t 7→ e−itxϕ̂W (t)/ϕε(t) is not integrable on R because
ϕε(t)→ 0 as |t| → ∞ by the Riemann-Lebesgue lemma while ϕ̂W is the characteristic function of
the discrete distribution (i.e., the empirical distribution) and lim sup|t|→∞ |ϕ̂ε(t)| = 1 (cf. Sato,
1999, Proposition 27.28). A standard approach to dealing with this problem is to use a kernel
function to restrict the integral region in (2.1) to a compact interval. Let K : R → R be a
kernel function such that K is integrable on R,
∫
RK(x)dx = 1, and its Fourier transform ϕK is
supported in [−1, 1] (i.e., ϕK(t) = 0 for all |t| > 1). When fε is known, the deconvolution kernel
7density estimator of fX is given by
f̂∗X(x) =
1
2pi
∫
R
e−itxϕ̂W (t)
ϕK(thn)
ϕε(t)
dt.
This estimator was first considered by Carroll and Hall (1988) and Stefanski and Carroll (1990).
Rates of convergence and pointwise asymptotic normality of f̂∗X are studied in Fan (1991a,b),
among others. Alternatively, by a change of variables, we may rewrite f̂∗X as
f̂∗X(x) =
1
nhn
n∑
j=1
Kn((x−Wj)/hn), (2.2)
where the function Kn, called the deconvolution kernel, is defined by
Kn(x) =
1
2pi
∫
R
e−itx
ϕK(t)
ϕε(t/hn)
dt.
Note that Kn is real-valued since
Kn(x) =
1
2pi
∫
R
eitx
ϕK(t)
ϕε(t/hn)
dt =
1
2pi
∫
R
eitx
ϕK(−t)
ϕε(−t/hn)dt = Kn(x),
where z denotes the complex conjugate of a complex number z. The second expression (2.2)
resembles a standard kernel density estimator without measurement errors.
Analogously, Fan and Truong (1993) propose to estimate the regression function g(x) by
ĝ∗(x) = µ̂∗(x)/f̂∗X(x), where
µ̂∗(x) =
1
2pi
∫
R
e−itx
(
n−1
∑n
j=1Yje
itWj
) ϕK(thn)
ϕε(t)
dt =
1
nhn
n∑
j=1
YjKn((x−Wj)/hn).
To understand the rational behind this estimator, observe that E[Y eitW ] = E[{g(X)+U}eit(X+ε)] =
E[g(X)eit(X+ε)] = E[g(X)eitX ]ϕε(t), and E[g(X)e
itX ] is the Fourier transform of gfX , i.e.,
E[g(X)eitX ] = ϕgfX (t). Hence ϕgfX (t) = E[Y e
itW ]/ϕε(t), and provided that ϕgfX is integrable
on R, the Fourier inversion formula yields that
g(x)fX(x) =
1
2pi
∫
R
e−itx
E[Y eitW ]
ϕε(t)
dt. (2.3)
It is worth pointing out that estimation of fX and gfX corresponds to solving certain Fredholm
integral equations of the first kind, and therefore estimation of fX and gfX (or g) is a statistical ill-
posed inverse problem. In fact, fX and gfX satisfy fX∗fε = fW and (gfX)∗fε = E[Y |W = · ]fW ;
these are Fredholm integral equations of the first kind where the right hand side functions are
directly estimable.3 Rates of convergence and pointwise asymptotic normality of ĝ∗ are studied
by Fan and Truong (1993); Fan and Masry (1992), among others.
The discussion so far has presumed that the distribution of ε is known. However, in many
applications, the distribution of ε is unknown, and hence the estimators f̂∗X and ĝ
∗ are infeasible.
3See, for example, Chen (2007), Carrasco et al. (2007), Cavalier (2008), and Horowitz (2009) for overview of
statistical ill-posed inverse problems.
8 K. KATO AND Y. SASAKI
In the present paper, we assume that there is an independent sample {η1, . . . , ηm} from the
distribution of ε:
η1, . . . , ηm ∼ fε i.i.d.,
where m = mn → ∞ as n → ∞. We do not assume that η1, . . . , ηm are independent from
{(Y1,W1), . . . , (Yn,Wn)}. In Section 2.3, we will discuss examples where such observations from
the measurement error distribution are available. Given {η1, . . . , ηm}, we may estimate ϕε by
the empirical characteristic function, namely,
ϕ̂ε(t) =
1
m
m∑
j=1
eitηj ,
and estimate the deconvolution kernel Kn by the plug-in method:
K̂n(x) =
1
2pi
∫
R
e−itx
ϕK(t)
ϕ̂ε(t/hn)
dt.
Note that under the regularity conditions stated below, inf |t|≤h−1n |ϕ̂ε(t)| > 0 with probability
approaching one, so that K̂n is well-defined with probability approaching one. Note also that
K̂n is real-valued. Now, we estimate g(x) by ĝ(x) = µ̂(x)/f̂X(x), where
µ̂(x) =
1
nhn
n∑
j=1
YjK̂n((x−Wj)/hn) and f̂X(x) = 1
nhn
n∑
j=1
K̂n((x−Wj)/hn).
Density estimators of the form f̂X are studied in Diggle and Hall (1993), Neumann (1997), and
Efromovich (1997), among others, and nonparametric regression estimators of the form ĝ are
studied in Delaigle et al. (2008), among others.
2.2. Construction of confidence bands. We now describe our method to construct confidence
bands for g based on the estimator ĝ. Under the regularity conditions stated below, we will show
that ĝ(x)− g(x) can be approximated by
1
fX(x)nhn
n∑
j=1
[{Yj − g(x)}Kn((x−Wj)/hn)−An(x)]
uniformly in x ∈ I, where I is a compact interval in R on which fX is bounded away from zero,
and An(x) = E[{Y − g(x)}Kn((x−W )/hn)]. Let
s2n(x) = Var ({Y − g(x)}Kn((x−W )/hn)) ,
and consider the process
Z∗n(x) =
1
sn(x)
√
n
n∑
j=1
[{Yj − g(x)}Kn((x−Wj)/hn))−An(x)], x ∈ I,
where sn(x) =
√
s2n(x). Note that under the regularity conditions stated below, infx∈I sn(x) > 0
for sufficiently large n, so that Z∗n is well-defined. Furthermore, we will show that there exists a
9tight Gaussian random variable ZGn in `
∞(I) with mean zero and the same covariance function
as Z∗n, and such that as n→∞,
sup
z∈R
∣∣P{‖Z∗n‖I ≤ z} − P{‖ZGn ‖I ≤ z}∣∣→ 0.
Recall that ‖Z∗n‖I = supx∈I |Z∗n(x)|. This in turn yields that
sup
z∈R
∣∣∣P{‖Ẑn‖I ≤ z}− P{‖ZGn ‖I ≤ z}∣∣∣→ 0,
where {Ẑn(x) : x ∈ I} is a process defined by
Ẑn(x) =
fX(x)
√
nhn(ĝ(x)− g(x))
sn(x)
, x ∈ I. (2.4)
Therefore, if we denote by
cGn (1− τ) = (1− τ)-quantile of ‖ZGn ‖I
for τ ∈ (0, 1), then a band of the form
Ĉ∗1−τ (x) =
[
ĝ(x)± sn(x)
fX(x)
√
nhn
cGn (1− τ)
]
, x ∈ I
will contain g(x), x ∈ I with probability at least 1− τ + o(1) as n→∞. In fact, it holds that
P
{
g(x) ∈ Ĉ∗1−τ (x) ∀x ∈ I
}
= P
{
‖Ẑn‖I ≤ cGn (1− τ)
}
= P
{‖ZGn ‖I ≤ cGn (1− τ)}+ o(1) ≥ 1− τ + o(1).
In practice, fX(x), s
2
n(x), and c
G
n (1− τ) are all unknown, and we have to estimate them. We
estimate fX(x) and s
2
n(x) by f̂X(x) and
ŝ2n(x) =
1
n
n∑
j=1
{Yj − ĝ(x)}2K̂2n((x−Wj)/hn),
respectively. Note that (E[An(x)])
2 is negligible relative to s2n(x) so that we have ignored
(E[An(x)])
2 in estimation of s2n(x). Note also that
∑n
j=1(Yj − ĝ(x))K̂n((x−Wj)/hn) = 0.
Next, we estimate the quantile cGn (1− τ) by the Gaussian multiplier bootstrap. Generate
ξ1, . . . , ξn ∼ N(0, 1) i.i.d.,
independently of the data Dn = {Y1, . . . , Yn,W1, . . . ,Wn, η1, . . . , ηm}, and consider the multiplier
process
Ẑξn(x) =
1
ŝn(x)
√
n
n∑
j=1
ξj{Yj − ĝ(x)}K̂n((x−Wj)/hn), (2.5)
where ŝn(x) =
√
ŝ2n(x). Note that under the regularity conditions stated below, infx∈I ŝn(x) > 0
with probability approaching one. Conditionally on the data Dn, Ẑξn is a Gaussian process with
mean zero and covariance function (presumably) “close” to that of Z∗n. Indeed, for fn,x(y, w) =
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{y−g(x)}Kn((x−w)/hn)/sn(x) and f̂n,x(y, w) = {y−ĝ(x)}K̂n((x−w)/hn)/ŝn(x), the covariance
function of Ẑξn conditionally on Dn is
E[Ẑξn(x)Ẑ
ξ
n(x
′) | Dn] = 1
n
n∑
j=1
f̂n,x(Yj ,Wj)f̂n,x′(Yj ,Wj) for x, x
′ ∈ I,
which estimates the covariance function of ZGn given by
E[ZGn (x)Z
G
n (x
′)] = E[fn,x(Y,W )fn,x′(Y,W )]− E[fn,x(Y,W )]E[fn,x′(Y,W )] for x, x′ ∈ I.
Hence, we estimate cGn (1− τ) by
ĉn(1− τ) = conditional (1− τ)-quantile of ‖Ẑξn‖I given Dn,
which can be computed via simulations. Now, the resulting confidence band is defined by
Ĉ1−τ (x) =
[
ĝ(x)± ŝn(x)
f̂X(x)
√
nhn
ĉn(1− τ)
]
, x ∈ I. (2.6)
Note that, except for the choice of the bandwidth, this confidence band is completely data-driven.
We will discuss practical choice of the bandwidth in Section 4.
Remark 2.1 (Novelty of our construction of the multiplier process). In the error-free case,
namely when we can observe (Y1, X1), . . . , (Yn, Xn), the deviation of a standard kernel regression
estimator gˇ with kernel K from the true regression function g is uniformly approximated as
{fX(x)nhn}−1
∑n
j=1 UjK((x − Xj)/hn) under suitable regularity conditions. So, to construct
confidence bands for g via the multiplier bootstrap method, one would construct a multiplier
stochastic process of the form
x 7→ 1
σn(x)
√
n
n∑
j=1
ξjUjK((x−Xj)/hn) with σn(x) =
√
Var(UK((x−X)/hn)), (2.7)
and then compute the conditional (1 − τ)-quantile of the supremum in absolute value of the
multiplier process. In practice, we replace Uj and σn(x) by suitable estimators; for example, a
natural estimator of Uj would be Ûj = Yj−gˇ(Xj). See, for example, Neumann and Polzehl (1998);
see also Section 4.3 in Chernozhukov et al. (2013) for applications of the multiplier bootstrap
method to a different but related problem of inference in intersection bound models using kernel
methods.
In the measurement error case, given a cosmetic similarity between the deconvolution kernel
estimation and the error-free kernel estimation, one might be tempted to modify the multiplier
process (2.7) by just replacing σn(x) and K((x − Xj)/hn) with
√
Var(UKn((x−W )/hn)) and
K̂n((x−Wj)/hn), respectively, but this will not result in a valid confidence band even if U1, . . . , Un
were assumed to be known. The reason is that, in contrast to the error-free case, approximation
to ĝ(x) − g(x) by {fX(x)nhn}−1
∑n
j=1 UjKn((x − Wj)/hn)) is incorrect, which highlights one
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distinctive feature of nonparametric EIV regression. Hence, in the present paper, we develop a
novel construction of the multiplier process (2.5) tailored to nonparametric EIV regression.
2.3. Examples. In this section, we present a couple of examples where an auxiliary sample from
the measurement error distribution are available.
Example 2.1 (Repeated measurements or panel data, Carroll et al. (2006), p.298). Suppose
that we observe repeated measurements or panel data on X with measurement errors:W (1) = X + ε(1)W (2) = X + ε(2) ,
where X and (ε(1), ε(2)) are independent, and the conditional distribution of ε(2) given ε(1) is
symmetric. The distribution of ε(1) need not be symmetric (in particular, the distributions of
ε(1) and ε(2) may be different), and independence between ε(1) and ε(2) is not necessary. If we
define W = (X(1) +X(2))/2, ε = (ε(1) + ε(2))/2, and η = (W (1) −W (2))/2 = (ε(1) − ε(2))/2, then
we have that
W = X + ε, ε
d
= η,
where η is observable.
For this panel data setup, Schennach (2004) proposes an alternative estimator of g based on
Kotlarski’s lemma which does not require the symmetry assumption. The form of Schennach’s
estimator is more complex than ours, and to the best of our knowledge, there is no existing result
on asymptotically valid uniform confidence bands for Schennach’s estimator.
It is worth noting that while Schennach’s approach can drop the symmetry assumption, it
requires another technical assumption that the characteristic function ϕX(t) = E[e
itX ] of X does
not vanish on the entire real line R. Both Schennach (2004) and we (and in fact most of papers
on deconvolution and EIV regression) assume that the characteristic functions of the error vari-
ables do not vanish on R, but our approach does allow ϕX to take zeros. The assumption that
ϕX does not vanish on R is not innocuous; it is non-trivial to find densities that are compactly
supported and have non-vanishing characteristic functions (though these properties are not mu-
tually exclusive; see, e.g., Schennach (2016), Footnote 4), and the assumption excludes densities
convolved with distributions whose characteristic functions take zeros, and so on.4 So, we believe
that Schennach’s approach and ours are complementary to each other.
Example 2.2 (Data combination5). Suppose that we have access to data on (Y,W ) and (W,X),
separately, but do not have access to data on (Y,X). This case is often faced by empirical
4For example, convolutions of k uniform densities on [a, b] are piecewise polynomials with degrees k − 1, and
convex combinations of such piecewise polynomials form a rich family of densities, but their characteristic functions
take zeros.
5We thank Tatsushi Oka for pointing out this example.
12 K. KATO AND Y. SASAKI
researchers, and various techniques are proposed to combine the two separate samples – see a
survey by Ridder and Moffitt (2007). To fix ideas, consider the demand model Y = g(X) + U ,
where Y denotes the quantity purchased of a product and X denotes the logarithm of its price.
Marketing scientists and economists often use Nielsen Homescan data for quantities and prices to
analyze this demand model, but the home-scanned prices in this data are subject to imputation
errors ε = W − X. To overcome this issue, Einav et al. (2010) collect data on (W,X) from a
large grocery retailer by matching transaction prices X that were recorded by the retailer (at the
store) to the prices W recorded by the Homescan panelists. Together with Nielsen Homescan
data on (Y,W ), Einav et al. suggest to combine the two separate data sets to analyze the demand
model. Specifically, we can construct a sample {Y1, . . . , Yn,W1, . . . ,Wn, η1, . . . , ηm} from the two
separate data on (Y,W ) and (W,X).
In the literature, validation data are used as a way to relax the classical measurement error
assumption that X and ε are independent; see, for example, Chen et al. (2005). While they allow
for non-classical measurement errors, Chen et al. (2005) focus on the case where the parameter
of interest is finite dimensional.
It is worth noting that, when validation data on (X,W ) are available, the problem of estimation
of g can be considered as a nonparametric instrumental variable (NPIV) problem treating X
as an endogenous variable and W as an instrumental variable (see, for example, Newey and
Powell, 2003; Hall and Horowitz, 2005; Blundell et al., 2007; Chen and Reiss, 2011; Horowitz,
2011, for NPIV models). In fact, observe that E[Y | W ] = E[g(X) | W ]. For NPIV models,
Horowitz and Lee (2012) and the more recent paper by Chen and Christensen (2015) develop
methods to construct confidence bands for the structural function using series methods, although
these papers do not formally consider cases where samples on (Y,W ) and (X,W ) are different.6
However, we would like to point out that there are difference in underlying assumptions between
series estimation of NPIV models and deconvolution kernel estimation in EIV regression. For
example, in series estimation of NPIV models, it is often assumed that the distribution of W is
compactly supported and the density of W is bounded away from zero on its support (cf. Blundell
et al., 2007; Chen and Christensen, 2015). On the other hand, in EIV regression, it is commonly
assumed that the characteristic function of the measurement error ε is non-vanishing on R (which
leads to identification of the function g via (2.3)), and in many cases the measurement error ε
then has unbounded support, which in turn implies that W has unbounded support. Further,
while both NPIV and EIV regressions are statistical ill-posed inverse problems, the ways in which
the “ill-posedness” is defined are different; in series estimation of NPIV models, the ill-posedness
is defined for given basis functions, while in EIV regression, the ill-posedness is defined via how
6Babii (2016) also develop methods to construct confidence bands for Tikhonov regularized estimators in NPIV
models, but his confidence bands are asymptotically conservative in the sense that the coverage probabilities are
in general strictly larger than the nominal level even asymptotically.
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fast the characteristic function of the measurement error distribution decays. Hence we believe
that our inference results cover different situations than those developed in the NPIV literature.
3. Main results
In this section, we study asymptotic validity of the proposed confidence band (2.6). To this
end, we make the following assumption. For any given constants β,B > 0, let Σ(β,B) denote a
class of functions defined by
Σ(β,B) =
{
f : R→ R : f is k-times differentiable,
|f (k)(x)− f (k)(y)| ≤ B|x− y|β−k, ∀x, y ∈ R
}
,
where k is the integer such that k < β ≤ k+ 1, and f (k) denotes the k-derivative of f (f (0) = f).
Let I be a compact interval in R.
Assumption 3.1. We assume the following conditions.
(i) E[Y 4] <∞, the function w 7→ E[Y 2 | W = w]fW (w) is bounded and continuous, and for
each ` = 1, 2, the function w 7→ E[|Y |2+` |W = w]fW (w) is bounded.
(ii) The functions ϕX(t) = E[e
itX ] and ψX(t) = E[g(X)e
itX ] for t ∈ R are integrable on R.
(iii) The measurement error ε has finite mean, E[|ε|] < ∞, and its characteristic function,
ϕε(t) = E[e
itε], t ∈ R, does not vanish on R. Furthermore, there exist constants C1 > 1
and α > 0 such that
C−11 |t|−α ≤ |ϕε(t)| ≤ C1|t|−α, |ϕ′ε(t)| ≤ C1|t|−α−1, ∀|t| ≥ 1.
(iv) The functions fX and gfX belong to Σ(β,B) for some β > 1/2 and B > 0. Let k denote
the integer such that k < β ≤ k + 1.
(v) Let K be a real-valued integrable function (kernel) on R, not necessarily non-negative,
such that
∫
RK(x)dx = 1, and its Fourier transform ϕK is supported in [−1, 1]. Further-
more, ϕK is (k + 3)-times continuously differentiable with ϕ
(`)
K (0) = 0 for ` = 1, . . . , k.
(vi) For all x ∈ I, fX(x) > 0 and E[{Y − g(x)}2 |W = x]fW (x) > 0.
(log(1/hn))
2
(n ∧m)h2α+2n
→ 0, nhn log(1/hn)
m
→ 0, and hα+βn
√
nhn log(1/hn)→ 0. (3.1)
Condition (i) is a moment condition on Y , which we believe is not restrictive. Note that, for
each ` = 0, 1, 2, if E[|Y |2+` | X, ε] = E[|Y |2+` | X], then by comparing the Fourier transforms of
both sides, we arrive at the identity
E[|Y |2+` |W = w]fW (w) = ((Υ`fX) ∗ fε) (w),
where Υ`(x) = E[|Y |2+` | X = x], and the right hand side is bounded and continuous if Υ`fX is
bounded (which allows Υ` to be unbounded globally). For Condition (ii), we first note that ψX is
the Fourier transform of gfX (which is integrable by E[|Y |] <∞). Condition (ii) implies that fX
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and gfX are (continuous and) bounded, which in turn implies that fW (w) =
∫
R fX(w−x)fε(x)dx
is bounded and continuous. Condition (ii) is satisfied if, for example, fX and gfX are twice
continuously differentiable with integrable derivatives up to the second order; in fact, under such
conditions, |ϕX(t)| = o(|t|−2) and |ψX(t)| = o(|t|−2) as |t| → ∞. However, differentiability of fX
and gfX is not strictly necessary for Condition (ii) to hold; for example, a Laplace density is not
differentiable but its Fourier transform is integrable.
Condition (iii) is concerned with the characteristic function of the measurement error. Note
that finiteness of the first moment of ε ensures that ϕε is continuously differentiable. In the
present paper, as in Bissantz et al. (2007), Schmidt-Hieber et al. (2013), and Delaigle et al.
(2015), we assume that the measurement error density is ordinary smooth, namely, |ϕε(t)| decays
at most polynomially fast as |t| → ∞ (cf. Fan, 1991a). Informally, the smoother fε is, the faster
|ϕε(t)| decays as |t| → ∞, so Condition (iii) restricts smoothness of fε. Laplace and Gamma
distributions, together with their convolutions, (suitable) mixtures, and symmetrizations7, are
typical examples of distributions satisfying Condition (iii), but normal and Cauchy distribu-
tions do not satisfy Condition (iii). Normal and Cauchy densities are examples of super-smooth
densities, i.e., their characteristic functions decay exponentially fast as |t| → ∞.8
Condition (iv) is concerned with smoothness of the functions fX and g. Condition (v) is about
a kernel function. By changes of variables, Condition (iv) ensures that
∫
R |x|k+1|K(x)|dx < ∞
and
∫
R x
`K(x)dx = i−`ϕ(`)K (0) = 0 for ` = 1, . . . , k, that is, K is a (k+ 1)-th order kernel (but we
allow for the possibility that
∫
R x
k+1K(x)dx = 0).9 Condition (vi) ensures that infx∈I fX(x) > 0
(since fX is continuous) and infx∈I E[{Y − g(x)}2 | W = x]fW (x) > 0 (see the proof of Lemma
A.4-(ii)). Note that since gfX is bounded, we have that
‖g‖I ≤ ‖gfX‖I/ inf
x∈I
fX(x) <∞.
It is worth mentioning that under these conditions, we have that
s2n(x) = Var({Y − g(x)}Kn((x−W )/hn)) ∼ h−2α+1n
uniformly in x ∈ I (see Lemma A.4), and the right hand side is larger by factor h−2αn than
the corresponding term in the error-free case (recall that in standard kernel regression without
measurement errors, the variance of UK((x − X)/hn) is ∼ hn). This results in slower rates of
convergence of kernel regression estimators in presence of measurement errors than those in the
error-free case, and the value of α is a key parameter that controls the difficulty of estimating g,
7Recall that if a random variable η has characteristic function ϕη, then η − η′ for an independent copy η′ of η
has characteristic function |ϕη|2.
8Convolutions of ordinary smooth and super-smooth densities are super-smooth, but mixtures of ordinary
smooth and super-smooth densities are ordinary smooth.
9In the simulation studies, we will use a flap top kernel (McMurry and Politis, 2004), which is an infinite order
kernel.
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namely, the larger the value of α is, the more difficult estimation of g will be. In other words,
the value of α quantifies the degree of ill-posedness of estimation of g.
Condition (vii) restricts the bandwidth hn and the sample size m from the measurement error
distribution. The second condition in (3.1) allows m to be of smaller order than n, which in
particular covers the panel data setup discussed in Example 2.1. The last condition in (3.1)
means that we are choosing undersmoothing bandwidths, that is, choosing bandwidths that are
of smaller order than optimal rates for estimation of g. Inspection of the proof of Theorem 3.1
shows that without the last condition in (3.1), we have that
‖ĝ − g‖I = OP{h−αn (nhn)−1/2
√
log(1/hn)}+O(hβn),
where theO(hβn) term comes from the deterministic bias. So, choosing hn ∼ (n/ log n)−1/(2α+2β+1)
optimizes the rate on the right hand side, and the resulting rate of convergence of ‖ĝ − g‖I is
OP{(n/ log n)−β/(2α+2β+1)}. The last condition in (3.1) requires to choose hn of smaller order
than (n/ log n)−1/(2α+2β+1) (by log n factors), so that the “variance” term dominates the bias
term. We will later discuss the problem of bias after presenting the theorems (see Remark 3.3).
For Condition (vii) to be non-void, we require β > 1/2.
We first state a theorem that establishes that, under Assumption 3.1, the distribution of
‖Ẑn‖I = supx∈I |Ẑn(x)|, where {Ẑn(x) : x ∈ I} is defined in (2.4), can be approximated by that
of the supremum of a certain Gaussian process, which is a building block for proving validity of
the proposed confidence band. Recall that a Gaussian process {Z(x) : x ∈ I} indexed by I is a
tight random variable in `∞(I) if and only if I is totally bounded for the intrinsic pseudo-metric
ρ2(x, y) =
√
E[{Z(x)− Z(y)}2] for x, y ∈ I, and Z has sample paths almost surely uniformly
ρ2-continuous; see van der Vaart and Wellner (1996, p.41).
Theorem 3.1 (Gaussian approximation). Under Assumption 3.1, for each sufficiently large
n, there exists a tight Gaussian random variable ZGn in `
∞(I) with mean zero and the same
covariance function as Z∗n, and such that as n→∞,
sup
z∈R
∣∣∣P{‖Ẑn‖I ≤ z}− P{‖ZGn ‖I ≤ z}∣∣∣→ 0. (3.2)
Theorem 3.1 derives an “intermediate” Gaussian approximation to the process Ẑn, in the sense
that the approximating Gaussian process ZGn depends on the sample size n. It could be possible
to further show that, if I is not singleton, under additional conditions, for some sequences an > 0
and bn ∈ R, an(‖ẐGn ‖I − bn) converges in distribution to a Gumbel distribution. However, while
it is mathematically intriguing, we avoid to use the Gumbel approximation, since 1) the Gumbel
approximation is slow and the coverage error of the resulting confidence band is of order 1/ log n
(see Hall, 1991), and 2) deriving the Gumbel approximation would require additional restrictive
conditions on the measurement error distribution. For example, in a problem of constructing
confidence bands in deconvolution with known error distribution, Bissantz et al. (2007) derive a
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Gumbel approximation to the supremum deviation of the deconvolution kernel density estima-
tor, thereby establishing a Smirnov-Bickel-Rosenblatt type theorem (Smirnov, 1950; Bickel and
Rosenblatt, 1973) for the deconvolution kernel density estimator. But to do so, they require more
restrictive conditions on the measurement error distribution than those in the present paper (see
their Assumption 2).
The following theorem shows asymptotic validity of the proposed confidence band.
Theorem 3.2 (Validity of multiplier bootstrap confidence band). Under Assumption 3.1, as
n→∞,
sup
z∈R
∣∣∣P{‖Ẑξn‖I ≤ z | Dn}− P{‖ZGn ‖I ≤ z}∣∣∣ P→ 0, (3.3)
where ZGn is a Gaussian random variable in `
∞(I) given in Theorem 3.1. Therefore, for the
confidence band Ĉ1−τ defined in (2.6), we have as n→∞,
P
{
g(x) ∈ Ĉ1−τ (x) ∀x ∈ I
}
= 1− τ + o(1). (3.4)
Finally, the supremum width of the band Ĉ1−τ is OP{h−αn (nhn)−1/2
√
log(1/hn)}.
Remark 3.1. Inspection of the proof shows that the result (3.4) holds even when τ = τn ↓ 0 as
n→∞. Furthermore, the supremum width of the band is
OP{h−αn (nhn)−1/2
√
log(1/hn) ∨ log(1/τn)}.
Remark 3.2. If we take hn = vn(n/ log n)
−1/(2α+2β+1) for vn ∼ (log n)−1, then the supremum
width of the band Ĉ1−τ is (n/ log n)−β/(2α+2β+1)(log n)α+1/2.
Remark 3.3 (Bias). For any nonparametric inference problem, how to deal with the determin-
istic bias is a delicate and difficult problem. See Section 5.7 in Wasserman (2006) for related
discussions. In the present paper, we employ undersmoothing bandwidths so that the bias is
negligible relative to the “variance” part. An alternative approach is to estimate the bias at each
point, and construct a bias correct confidence band. See, for example, Eubank and Speckman
(1993) and Xia (1998) for the error-free case.10 However, in EIV regression, estimation of the bias
is not quite attractive for a couple of reasons. First, the bias consists of higher order derivatives of
g and fX , and estimation of these higher order derivatives is difficult, especially in the EIV case.
This is because estimation of g and fX is an ill-posed inverse problem and rates of convergence of
the derivative estimators of g and fX are even slower than those in the error-free case. Second,
one of popular kernels used in EIV regression and deconvolution is a flap top kernel (McMurry
and Politis, 2004) which is an infinite order kernel, and if we use a flap top kernel, then the bias
10More recent discussions regarding the problem of bias in nonparametric inference problems include Hall
and Horowitz (2013), Chernozhukov et al. (2014b), Armstrong and Kolesa´r (2014), Calonico et al. (2015), and
Schennach (2015). These paper do not cover EIV regression.
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is not calculated in a closed form.11 See Remark 1 in Bissantz et al. (2007) for a related issue in
the deconvolution case.
Remark 3.4 (Super-smooth case). In the present paper, we focus on the case where the mea-
surement error density is ordinary smooth, similarly to Bissantz et al. (2007), Schmidt-Hieber et
al. (2013), and Delaigle et al. (2015) that study inference in deconvolution and nonparametric
EIV regression. If the measurement error density is super-smooth, i.e., its characteristic function
decays exponentially fast as |t| → ∞, then 1) in view of the pointwise asymptotic normality result
in Fan and Masry (1992), the asymptotic behavior of the variance function s2n(x) is much more
complex; 2) minimax rates of convergence for estimation of g under the sup-norm loss are loga-
rithmically slow (i.e., of the form (log n)−c for some constant c > 0), even when the measurement
error distribution is assumed to be known (Fan and Truong, 1993). These difficulties prevent us
from directly extending our analysis to the super-smooth case. Hence the super-smooth case is
left for future research.
The proofs of Theorems 3.1 and 3.2 build on non-trivial applications of the intermediate
Gaussian and multiplier bootstrap approximation theorems developed in Chernozhukov et al.
(2014a,b, 2016). However, we stress that Theorems 3.1 and 3.2 do not follow directly from the
general theorems in Chernozhukov et al. (2014a,b, 2016) and require substantial work. This is
because 1) first of all, how to device a multiplier bootstrap in EIV regression is not apparent,
and as discussed in Remark 2.1 our construction of the multiplier process appears to be novel;
2) the “population” deconvolution kernel Kn is implicitly defined via the Fourier inversion and
substantially different from standard kernels in the error-free case; and 3) the deconvolution
kernel Kn is in fact unknown and estimated, so that its estimation error has to be taken into
account.
An alternative standard technique to derive Gaussian approximations similar to (3.2) is to
apply the Komlo´s-Major-Tusna´dy (KMT) strong approximation (Komlo´s et al., 1975). In a
problem of constructing confidence bands in deconvolution with known error distribution, Bis-
santz et al. (2007) (and Schmidt-Hieber et al. (2013)) use the KMT approximation to derive
Gaussian approximations to the deconvolution kernel density estimator. However, the KMT ap-
proximation is tailored to empirical processes indexed by univariate functions and hence is not
applicable to our problem. Alternatively, we can use Rio’s coupling (see Rio, 1994), but to apply
Rio’s coupling, we would have to assume (at least) that Y is bounded (rather than finite fourth
moment) and Kn has total variation of order h
−α
n (which requires additional conditions on the
measurement error distribution). By employing the techniques developed in Chernozhukov et al.
(2014a,b, 2016), we are able to avoid such restrictive conditions.
11For example, Schennach (2004) and Bissantz et al. (2007) use flap top kernels in their simulation studies.
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4. Bandwidth selection
The theory developed in the previous section prescribes admissible rates for the bandwidth
hn that require undersmoothing. The literature provides data-driven approaches to bandwidth
selection, which typically aim at minimizing the MISE (cf. Delaigle and Hall, 2008). These data-
driven approaches tend to yield non-undersmoothing rates for the bandwidth, and are contrary
to our requirements. In this light, we propose here a novel alternative approach to the bandwidth
selection.
To emphasize the dependence on an arbitrary candidate bandwidth h > 0, write
s2n(x;h) = Var({Y − g(x)}Kn((x−W )/h;h)),
An(x;h) = E[{Y − g(x)}Kn((x−W )/h;h)], and
Kn(x;h) =
1
2pi
∫
R
e−itx
ϕK(t)
ϕε(t/h)
dt.
Note that An(x) = An(x;hn), s
2
n(x) = sn(x;hn), and Kn(x) = Kn(x;hn). An optimal choice
h∗n (ignoring the log n factor) balances the uniform squared bias ||A2n(·;h)||I and the uniform
variance ||s2n(·;h)/n||I , i.e.,
∂
∂h
||A2n(·;h)||I
∣∣∣∣
h=h∗n
= − ∂
∂h
||s2n(·;h)/n||I
∣∣∣∣
h=h∗n
A natural way of “undersmoothing” is to choose the smallest h > 0 such that
cn
∂
∂h
||A2n(·;h)||I ≥ −
∂
∂h
||s2n(·;h)/n||I
for some cn > 1 where cn is increasing in n. We will try alternative sequences {cn}∞n=1 in the
subsequent simulation studies to recommend practical choices.
In practice, we do not know g nor the distribution of (Y,X). For g to be used for bandwidth
selection, we use a polynomial regression g˜ under EIV, e.g., g˜(x) = g˜0 + g˜1x where
(
g˜0
g˜1
)
=
(
1 n−1
∑n
j=1Wj
n−1
∑n
j=1Wj n
−1∑n
j=1W
2
j −m−1
∑m
j=1 η
2
j
)−1(
n−1
∑n
j=1 Yj
n−1
∑n
j=1WjYj
)
.
A polynomial of degree three will be employed throughout in the simulation studies. We make
a grid 0 < hn,1 < . . . < hn,J of candidate bandwidths, and then choose hn,j with the smallest
j ∈ {2, . . . , J} such that
cn
(
||Â2n(·;hn,j)||I − ||Â2n(·;hn,j−1)||I
)
≥ − (||ŝ2n(·;hn,j)/n||I − ||ŝ2n(·;hn,j−1)/n||I) ,
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where
ŝ2n(x;h) =
1
n
n∑
j=1
{Yj − g˜(x)}2K̂2n((x−Wj)/h;h)− Â2n(x;h),
Ân(x;h) =
1
n
n∑
j=1
{Yj − g˜(x)}K̂n((x−Wj)/h;h), and
K̂n(x;h) =
1
2pi
∫
R
e−itx
ϕK(t)
ϕ̂ε(t/h)
dt
Because we use the finite sample estimates, neither
(
||Â2n(·;hn,j)||I − ||Â2n(·;hn,j−1)||I
)
nor
− (||ŝ2n(·;hn,j)/n||I − ||ŝ2n(·;hn,j−1)/n||I) needs to be monotone increasing in the index j in gen-
eral. As such, we monotonize these differences of the estimates in the following manner. Let
∆Ân,j =
(
||Â2n(·;hn,j)||I − ||Â2n(·;hn,j−1)||I
)
and ∆ŝ2n,j =
(||ŝ2n(·;hn,j)/n||I − ||ŝ2n(·;hn,j−1)/n||I) .
The monotonization algorithm executes the following assignments in the increasing order of j:
∆Ân,j+1 :=
∆Ân,j if ∆Ân,j > ∆Ân,j+1∆Ân,j+1 if ∆Ân,j ≤ ∆Ân,j+1 and
∆ŝ2n,j+1 :=
∆ŝ2n,j if ∆ŝ2n,j < ∆ŝ2n,j+1∆ŝ2n,j+1 if ∆ŝ2n,j ≥ ∆ŝ2n,j+1 .
Remark 4.1. The above guide to bandwidth selection applies to the case of α > 1/2. We could
accommodate the case of α ≤ 1/2 if we modify this method by replacing s2n(x;h), An(x;h),
ŝ2n(x;h) and Ân(x;h) by s
2
n(x;h)/h
2, An(x;h)/h, ŝ
2
n(x;h)/h
2 and Ân(x;h)/h, respectively. We
implemented simulation studies under both of these two alternative methods of bandwidth se-
lection, and found that the method described above shows superior performances in terms of the
distance between nominal and simulated coverage probabilities for the data generating models
that we consider. Therefore, we only suggest the method which we describe above, and present
simulation studies below only for this version of bandwidth selection rule.
5. Simulation studies
5.1. Simulation Framework. We consider two data generating models, reflecting two common
patterns of data availability. For the first model, the data Dn = {(Yj ,Wj , ηj)}nj=1 is constructed
by
Model 1
Yj = g(Xj) + Uj Xj ∼ N(0, σ2X) and Uj ∼ N(0, 1)Wj = Xj + εj εj d= ηj ∼ Laplace (0, 2−1/2)
for j = 1, . . . , n, where the primitive latent variables, Xj , Uj , εj , and ηj are mutually independent.
The characteristic function of εj is ϕε(t) = (1+t
2/2)−1, which is non-vanishing on R and ordinary
smooth of order α = 2. The signal-to-noise ratio is
√
Var(X)/Var(ε) = σX .
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For the second model, we consider the following repeated measurement or panel data setup.
Model 2

Yj = g(Xj) + Uj Xj ∼ N(0, σ2X) and Uj ∼ N(0, 1)
W
(1)
j = Xj + ε
(1)
j ε
(1)
j ∼ Laplace (0, 2−1)
W
(2)
j = Xj + ε
(2)
j ε
(1)
j ∼ Laplace (0, 2−1)
for j = 1, . . . , n, where the primitive latent variables, Xj , Uj , ε
(1)
j , and ε
(2)
j are mutually in-
dependent. We observe {(Yj ,W (1)j ,W (2)j )}nj=1. By defining Wj := (W (1)j + W (2)j )/2 and ηj :=
(W
(1)
j −W (2)j )/2, we obtain the generated data Dn = {(Yj ,Wj , ηj)}nj=1 such that Wj = Xj + εj
with εj = (ε1+ε2)/2
d
= ηj . For Model 2, the characteristic function of εj is ϕε(t) = (1+t
2/16)−2,
which is non-vanishing on R and ordinary smooth with order α = 4. The signal-to-noise ratio is
given by
√
Var(X)/Var(ε) = 2σX .
Simulations are run across five different specifications of g, and alternative values of the signal-
to-noise ratio σX ∈ {2, 4}. The five specifications of g are g(x) = x, g(x) = x2, g(x) = x3,
g(x) = sin(x), and g(x) = cos(x).
We use Monte Carlo simulations to evaluate the coverage probabilities of our confidence bands
for g on the interval I = [−σX , σX ]. We use the kernel function K defined by its Fourier transform
ϕK given by
ϕK(t) =

1 if |t| ≤ c
exp
{−b exp(−b/(|t|−c)2)
(|t|−1)2
}
if c < |t| < 1
0 if 1 ≤ |t|
where b = 1 and c = 0.05 (cf. McMurry and Politis, 2004; Bissantz et al., 2007). The function
ϕK is infinitely differentiable with support [−1, 1], and its inverse Fourier transform K is real-
valued and integrable with
∫
RK(x)dx = 1. We follow the bandwidth selection rule discussed in
Section 4. In this simulation study, we try alternative sequences {cn}∞n=1 across cn = (n/100)0.1,
cn = (n/100)
0.3, and cn = (n/100)
0.5.
5.2. Simulation Results. Tables 1, 2, 3, 4, and 5 show simulation results for g(x) = x, x2, x3,
sin(x), and cos(x), respectively. Each table contains results for each of Model 1 and Model 2,
for each of the three sample sizes n = 250, 500, and 1000, and for each of σX = 2.0 and 4.0 that
controls the signal-to-noise ratio. Simulated coverage probabilities are reported for each of the
three nominal coverage probabilities, 0.800, 0.900, and 0.950.
In all the cases, simulated coverage probabilities are reasonably close to the designed nominal
coverage probabilities for large sample sizes. In particular, the results for polynomial specifica-
tions exhibit a very high coverage accuracy. The high performance for the polynomial specifica-
tions may well be imputed to our method of bandwidth selection which relies on a preliminary
polynomial regression under EIV. However, it is notable that the coverage accuracy is reason-
ably high even for non-polynomial periodic functions like g(x) = sin(x) and g(x) = cos(x).
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There seems no systematic pattern as to which of the alternative sequences {cn}∞n=1 across
cn = (n/100)
0.1, cn = (n/100)
0.3, and cn = (n/100)
0.5 tend to yield better coverage results.
As such, we recommend the intermediate choice cn = (n/100)
0.3 as a practical guideline.
6. Real data analysis
According to Centers for Disease Control and Prevention (CDC) of the US Department of
Health and Human Services, more than one-third (36.5%) of US adults have obesity (defined by
body mass index or BMI > 30) in the period between 2011 and 2014 (Ogden et al., 2015). The
estimated annual medical cost of obesity in the United States was 147 billion 2008 U.S. dollars,
with the medical costs for people who are obese being $1,429 higher than those of normal weight
(Finkelstein et al., 2009). While there is an extensive body of literature on cost estimation of
obesity, it is a limitation that commonly used data sets contain only self-reported body measures,
and hence the values of BMI generated from them are prone to biases (Bound, et al., 2001). More
recently, Cawley and Meyerhoefer (2012) use the instrumental variable approach to address this
issue in cost estimation of obesity. In this section, we employ our data combination approach
to treat the self-reporting errors, and draw confidence bands for nonparametric regressions of
medical costs on BMI. We focus on costs measured by medical expenditures. With this said,
we note that there are also indirect costs of obesity which we do not account for, e.g., the
costs of obesity are known to be passed on to obese workers with employer-sponsored health
insurance in the form of lower cash wages and labor market discrimination against obese job
seekers by insurance-providing employers (Bhattacharya and Bundorf, 2009) – see also Cawley
(2004). Details of the two data sets which we combine are as follows.
The National Health and Nutrition Examination Survey (NHANES) of CDC contains data of
survey responses, medical examination results, and laboratory test results. The survey responses
include demographic characteristics, such as gender and age. In addition to the demographic
characteristics, the survey responses also contain self-reported body measures and self-reported
health conditions. Among the self reported body measures are height in inches and weight in
pounds. These two variables allow us to construct the BMI in lbs/in2 as a generated variable. We
convert this unit into the metric unit (kg/m2). The NHANES also contains medical examination
results, including clinically measured BMI in kg/m2. We treat the BMI constructed from the
self-reported body measures as Wj , and the clinically measured BMI as Xj . From the NHANES
as a validation data set of size m, we can compute ηj = Wj −Xj for each j = 1, . . . ,m.
The Panel Survey of Income Dynamics (PSID) is a longitudinal panel survey of American
families conducted by the Survey Research Center at the University of Michigan. This data set
contains a long list of variables including demographic characteristics, socio-economic attributes,
expenses, and health conditions, among others. In particular, the PSID contains self-reported
body measures of the household head, including height in inches and weight in pounds. These
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two variables allow us to construct the body mass index (BMI) in lbs/in2 as a generated variable.
Again, we convert this unit into the metric unit (kg/m2). The PSID also contains medical and
prescription expenses. We treat the BMI constructed from the self-reported body measures as
Wj , and the medical and prescription expenses as Yj . We note that the information contained
in the PSID are mostly at the household level, as opposed to the individual level, and thus Yj
indicates the total medical and prescription expenses of household j. To focus on the individual
medical and prescription expenses rather than household expenses, we only consider the sub-
sample of the households of single men with no dependent family, for which the total medical
and prescription expenses of the household equal to the individual medical and prescription
expenses of the household head. Hence, the reported regression results concern these selected
subpopulations.
Combining the NHANES of size m and the PSID of size n, we obtain the generated data
Dn = {Y1, . . . , Yn,W1, . . . ,Wn, η1, . . . , ηm} to which we can apply our method in order to draw
confidence bands for the regression function g of the model Y = g(X) + U with E[U | X, ε] = 0.
We set I = [15, 35] as the interval on which we draw confidence bands. This interval I has 25
(the WHO cut-off point for overweight) as the midpoint, and is contained in the convex hull of
the empirical support of W . The kernel function and the bandwidth rule carry over form our
simulation studies. The sequence {cn}∞n=1 used for bandwidth choice is defined by cn = (n/100)0.3
following the recommendation which we made from our simulation results. To account for the
different medical conditions across ages, we categorize the sample into the following subsamples:
(a) male individuals aged 20–34, (b) male individuals aged 35–49, (c) male individuals aged 50–
64, and (d) male individuals aged 65 or above. Note that this stratification takes into account
the fact that 64 and 65 make the cutoff of medicare eligibility, and hence that group (d) faces
different expenditure schedules and different economic incentives of health care utilization from
groups (a)–(c) – see Card et al. (2008). After deleting observations with missing fields from
the NHANES 2009-2010, we obtain the following sample sizes of these four subsamples: (a)
m = 407, (b) m = 435, (c) m = 407, and (d) m = 431. After deleting observations with missing
fields from the PSID 2009 for total medical expenses as the dependent variable Y , we obtain the
following sample sizes of these four subsamples: (a) n = 413, (b) n = 181, (c) n = 180, and
(d) n = 64. Similarly, after deleting observations with missing fields from the PSID 2009 for
prescription expenses as the dependent variable Y , we obtain the following sample sizes of these
four subsamples: (a) n = 528, (b) n = 243, (c) n = 247, and (d) n = 106. Note that we use
similar survey periods around 2009 for both the NHANES and PSID to remove potential time
effects.
Figure 1 displays estimates and confidence bands for total medical expenses in 2009 US dollars
as the dependent variable. Figure 2 similarly displays estimates and confidence bands for pre-
scription expenses in 2009 US dollars as the dependent variable. In both figures, the estimates
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are indicated by solid black curves. The areas shaded by gray-scaled colors indicate 80%, 90%,
and 95% confidence bands. The four parts of the figure represent (a) men aged from 20 to 34, (b)
men aged from 35 to 49, (c) men aged from 50 to 64, and (d) men aged 65 or above. We see that
the levels of both total medical expenses and prescription expenses tend to increase in age, as
expected. For the groups (a)–(b) of young men, both total medical expenses and and prescription
expenses exhibit little partial correlation with BMI. For the group (c) of middle aged men, on the
other hand, the relations turn into positive ones. For the group (d) of senior men, total medical
expenses and BMI continue to have a positive relationship, but prescription expenses exhibit lit-
tle partial correlation with BMI. If we look at the 90% confidence band for the group (c) of men
aged from 50 to 64, annual average total medical expenses are approximately $5,399–$17,015
if BMI = 20, approximately $7,316–$18,119 if BMI = 25, and approximately $7,868–$21,934
if BMI = 30. Likewise, annual average prescription expenses are approximately $283–$636 if
BMI = 20, approximately $372–$761 if BMI = 25, and approximately $429–$951 if BMI = 30.
These concrete numbers illustrate that confidence bands are useful to make interval predictions
of incurred average costs, and this convenient feature has practical values added to the existing
methods which only allow for reporting estimates with unknown extents of uncertainties.
7. Extensions
7.1. Application to specification testing. The results of the present paper can be used for
specification testing of the regression function g. Specification testing in EIV models is im-
portant since nonparametric estimation of a regression function has slow rates of convergence,
even slower than standard error-free nonparametric regression, while correct specification of a
parametric model enables us to estimate the regression function with faster rates, often of oder
1/
√
n. Suppose that we want to test whether the regression function g belongs to a parametric
class {gθ : θ ∈ Θ} where Θ is a subset of a metric space (in most cases a Euclidean space).
Popular specifications of g include linear and polynomial functions. In cases where g is linear
or polynomial, it is possible to estimate the coefficients with
√
n-rate under suitable regularity
conditions (Fuller, 1987; Chan and Mak, 1985; Hausman et al., 1991; Cheng and Schneeweiss,
1998). Suppose now that g = gθ for some θ ∈ Θ and θ can be estimated by θ̂ with a sufficiently
fast rate, i.e., ‖g
θ̂
− gθ‖I = oP{h−αn {nhn log(1/hn)}−1/2}, and that Assumption 3.1 is satisfied
with g = gθ. Then it is not difficult to see from the proof of Theorem 3.2 that
f̂X(x)
√
nhn(ĝ(x)− gθ̂(x))
ŝn(x)
=
f̂X(x)
√
nhn(ĝ(x)− gθ(x))
ŝn(x)
+
f̂X(x)
√
nhn(gθ(x)− gθ̂(x))
ŝn(x)
=
f̂X(x)
√
nhn(ĝ(x)− gθ(x))
ŝn(x)
+ oP{(log(1/hn))−1/2},
uniformly in x ∈ I, so that
P
{
g
θ̂
(x) /∈ Ĉ1−τ (x) for some x ∈ I
}
→ τ.
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Therefore, the test that rejects the hypothesis that g = gθ for some θ ∈ Θ if gθ̂(x) /∈ Ĉ1−τ (x) for
some x ∈ I is asymptotically of level τ . We summarize the above discussion as a corollary.
Corollary 7.1. Suppose that g = gθ for some θ ∈ Θ where Θ is a subset of a metric space, and
that Assumption 3.1 is satisfied with g = gθ. Let θ̂ be any estimator of θ such that ‖gθ̂ − gθ‖I =
oP{h−αn {nhn log(1/hn)}−1/2}; then P{gθ̂(x) /∈ Ĉ1−τ (x) for some x ∈ I} → τ .
Remark 7.1 (Literature on specification testing in EIV regression). The literature on specifi-
cation testing for EIV regression is large. See Zhu et al. (2003), Zhu and Cui (2005), Hall and
Ma (2007), Song (2008), Otsu and Taylor (2016), and references therein. However, none of those
papers considers L∞-based specification tests.
7.2. Additional regressors without measurement errors. In practical applications, we may
have additional regressors Z, possibly vector valued, without measurement errors. Suppose that
we are interested in estimation and making inference on g(x, z) = E[Y | X = x, Z = z]. We
assume that E[Y − g(X,Z) | X,Z, ε] = 0, and ε is independent from X conditionally on Z. In
principle, the analysis can be reduced to the case where there are no additional regressors by
conditioning on Z = z. If Z is discretely distributed with finitely many mass points, then g(x, z),
where z is a mass point, can be estimated by using only observations j for which Zj = z. If Z is
continuously distributed, then g(x, z) can be estimated by using observations j for which Zj is
“close” to z, which can be implemented by using kernel weights. However, the detailed analysis
of this case is not presented here for brevity.
7.3. Confidence bands for conditional distribution functions. The techniques used to
derive confidence bands for the conditional mean in EIV regression can be extended to the
conditional distribution function. Suppose now that we are interested in constructing confidence
bands for the conditional distribution function g(y, x) = P(Y ≤ y | X = x) on a compact
rectangle J×I where J and I are compact intervals, and where we do not observe X but instead
observe W = X + ε with ε (measurement error) being independent of (Y,X). As before, we
assume that in addition to an independent sample {(Y1,W1), . . . , (Yn,Wn)} on (Y,W ), there is
an independent sample {η1, . . . , ηm} from the measurement error distribution. Since g(y, x) =
E[1(Y ≤ y) | X = x] where 1(·) denotes the indicator function, we may estimate g(y, x) by
ĝ(y, x) = µ̂(y, x)/f̂X(x), where µ̂(y, x) =
1
nhn
n∑
j=1
1(Yj ≤ y)K̂n((x−Wj)/hn).
To construct a confidence band for g(y, x), we apply the methodology developed in Section 2
with Yj replaced by 1(Yj ≤ y) for each y. Let
ŝ2n(y, x) =
1
n
n∑
j=1
{1(Yj ≤ y)− ĝ(y, x)}2K̂2n((x−Wj)/hn),
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and generate independent standard normal random variables ξ1, . . . , ξn independent of the data
Dn. Consider the multiplier stochastic process
Ẑξn(y, x) =
1
ŝn(y, x)
√
n
n∑
j=1
ξj{1(Yj ≤ y)− ĝ(y, x)}K̂n((x−Wj)/hn),
and for τ ∈ (0, 1), let
ĉn(1− τ) = conditional (1− τ)-quantile of ‖Ẑξn‖J×I given Dn.
Then the resulting confidence band for g(y, x) on J × I is given by
Ĉ1−τ (y, x) =
[
ĝ(y, x)± ŝn(y, x)
f̂X(x)
√
nhn
ĉn(1− τ)
]
, (y, x) ∈ J × I.
We make the following assumption, which is analogous to Assumption 3.1.
Assumption 7.1. Let I, J be compact intervals in R. (i) The function (y, w) 7→ P(Y ≤ y |
W = w)fW (w) is continuous in w uniformly in y ∈ J . (ii) The characteristic function of X,
ϕX(t) = E[e
itX ], t ∈ R, is integrable on R. Furthermore, supy∈J
∫
R |E[g(y,X)eitX ]|dt < ∞. (iii)
Condition (iii) in Assumption 3.1. (iv) The functions fX and g(y, ·)fX(·) belong to Σ(β,B) for
some β > 1/2 and B > 0 for all y ∈ J . Let k denote the integer such that k < β ≤ k + 1.
(v) Condition (v) in Assumption 3.1. (vi) For all x ∈ I, fX(x) > 0, and inf(y,x)∈J×I E[{1(Y ≤
y)− g(y, x)}2 |W = x]fW (x) > 0. (vii) Condition (vii) in Assumption 3.1.
Theorem 7.1. Under Assumption 7.1, as n → ∞, P{g(y, x) ∈ Ĉ1−τ (y, x) ∀(y, x) ∈ J × I} →
1− τ . Furthermore, the supremum width of the band Ĉ1−τ is OP{h−αn (nhn)−1/2
√
log(1/hn)}.
Remark 7.2. To the best of our knowledge, Theorem 7.1 is also a new result.
8. Conclusion
In this paper, we develop a method to construct uniform confidence bands for nonparametric
EIV regression function g. We consider the practically relevant case where the distribution of
the measurement error is unknown. We assume that there is an independent sample from the
measurement error distribution, where the sample from the measurement error distribution need
not be independent from the sample on response and predictor variables. Such a sample from the
measurement error distribution is available if there is, for example, either 1) validation data or 2)
repeated measurements (panel data) on the latent predictor variable with measurement errors,
one of which is symmetrically distributed. We establish asymptotic validity of the proposed
confidence band for ordinary smooth measurement error densities, showing that the proposed
confidence band contains the true regression function with probability approaching the nominal
coverage probability. To the best of our knowledge, this is the first paper to derive asymptotically
valid uniform confidence bands for nonparametric EIV regression. We also propose a practical
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method to choose an undersmoothing bandwidth for valid inference. Simulation studies verify
the finite sample performance of the proposed confidence band. Finally, we discuss extensions of
our results to specification testing, cases with additional regressors without measurement errors,
and confidence bands for conditional distribution functions.
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Appendix A. Proofs
A.1. Technical tools. In this section, we collect technical tools that will be used in the proofs
of Theorems 3.1 and 3.2. The proofs rely on modern empirical process theory. For a probability
measure Q on a measurable space (S,S) and a class of measurable functions F on S such that
F ⊂ L2(Q), let N(F , ‖ · ‖Q,2, δ) denote the δ-covering number for F with respect to the L2(Q)-
seminorm ‖ · ‖Q,2. The class F is said to be pointwise measurable if there exists a countable
subclass G ⊂ F such that for every f ∈ F there exists a sequence gm ∈ G with gm → f pointwise.
A function F : S → [0,∞) is said to be an envelope for F if F (x) ≥ supf∈F |f(x)| for all x ∈ S.
See Section 2.1 in van der Vaart and Wellner (1996) for details.
Lemma A.1 (A useful maximal inequality). Let X,X1, . . . , Xn be i.i.d. random variables taking
values in a measurable space (S,S), and let F be a pointwise measurable class of (measurable)
real-valued functions on S with measurable envelope F . Suppose that there exist constants A ≥ e
and V ≥ 1 such that
sup
Q
N(F , ‖ · ‖Q,2, ε‖F‖Q,2) ≤ (A/δ)V , 0 < ∀δ ≤ 1,
where supQ is taken over all finitely discrete distributions on S. Furthermore, suppose that
0 < E[F 2(X)] < ∞, and let σ2 > 0 be any positive constant such that supf∈F E[f2(X)] ≤ σ2 ≤
E[F 2(X)]. Define B =
√
E[max1≤j≤n F 2(Xj)]. Then
E
∥∥∥∥∥∥ 1√n
n∑
j=1
{f(Xj)− E[f(X)]}
∥∥∥∥∥∥
F

≤ C

√√√√V σ2 log(A√E[F 2(X)]
σ
)
+
V B√
n
log
(
A
√
E[F 2(X)]
σ
) ,
where C > 0 is a universal constant.
Proof. See Corollary 5.1 in Chernozhukov et al. (2014a). 
Lemma A.2 (An auxiliary maximal inequality). Let ζ1, . . . , ζn be random variables such that
E[|ζj |r] <∞ for all j = 1, . . . , n for some r ≥ 1. Then
E
[
max
1≤j≤n
|ζj |
]
≤ n1/r max
1≤j≤n
(E[|ζj |r])1/r.
Proof. This inequality is well known, and follows from Jensen’s inequality. Indeed, E[max1≤j≤n |ζj |] ≤
(E[max1≤j≤n |ζj |r])1/r ≤ (
∑n
j=1 E[|ζj |r])1/r ≤ n1/r max1≤j≤n(E[|ζj |r])1/r. 
The following anti-concentration inequality for the supremum of a Gaussian process will play
a crucial role in the proofs of Theorems 3.1 and 3.2.
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Lemma A.3 (Anti-concentration for the supremum of a Gaussian process). Let T be a nonempty
set, and let X = (Xt : t ∈ T ) be a tight Gaussian random variable in `∞(T ) with mean zero and
E[X2t ] = 1 for all t ∈ T . Then for any h > 0,
sup
x∈R
P{|‖X‖T − x| ≤ h} ≤ 4h(1 + E[‖X‖T ]).
Proof. See Corollary 2.1 in Chernozhukov et al. (2014b); see also Theorem 3 in Chernozhukov et
al. (2015). 
A.2. Proof of Theorem 3.1. In what follows, we always assume Assumption 3.1. Before
proving Theorem 3.1, we first prove some preliminary lemmas. Recall that An(x) = E[{Y −
g(x)}Kn((x −W )/hn)] and s2n(x) = Var({Y − g(x)}Kn((x −W )/hn)). Observe that ‖Kn‖R =
O(h−αn ) under our assumption. In what follows, the notation . signifies that the left hand side
is bounded by the right hand side up to a positive constant independent of n and x.
Lemma A.4. The following bounds hold: (i) ‖An‖I = O(hβ+1n ). (ii) For sufficiently large
n, infx∈I s2n(x) & h−2α+1n . (iii) For ` = 0, 1, 2, we have supx∈R E[|Y Kn((x − W )/hn)|2+`] =
O(h
−(2+`)α+1
n ).
Proof. (i). Since E[Y eitW ] = E[{g(X) + U}eit(X+ε)] = ψX(t)ϕε(t), we have that
E[Y Kn((x−W )/hn)] = hn
2pi
∫
R
e−itxE[Y eitW ]
ϕK(thn)
ϕε(t)
dt
=
hn
2pi
∫
R
e−itxψX(t)ϕK(thn)dt.
Since ψX(·) and ϕK(·hn) are the Fourier transforms of gfX and h−1n K(·/hn), respectively, the
Fourier inversion formula yields that
hn
2pi
∫
R
e−itxψX(t)ϕK(thn)dt = hn
(
gfX ∗ (h−1n K(·/hn))
)
(x)
=
∫
R
g(w)fX(w)K((x− w)/hn)dw.
Note that the far left and right hand sides are continuous in x, and so the equality holds for all
x ∈ R. Likewise, we have E[Kn((x−W )/hn)] =
∫
R fX(w)K((x−w)/hn)dw for all x ∈ R, so that
An(x) =
∫
R
{g(w)− g(x)}K((x− w)/hn)fX(w)dw
= hn
∫
R
{g(x− hnw)− g(x)}fX(x− hnw)K(w)dw.
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By the Taylor expansion, for any x,w ∈ R,
{g(x− hnw)− g(x)}fX(x− hnw) =
k−1∑
j=1
(gfX)
(j)(x)− g(x)f (j)X (x)
j!
(−hnw)j
+
(gfX)
(k)(x− θhnw)− g(x)f (k)X (x− θhnw)
k!
(−hnw)k,
for some θ ∈ [0, 1]. Since ∫RwjK(w)dw = 0 for j = 1, . . . , k and fX , gfX ∈ Σ(β,B), we have∣∣∣∣∫
R
{g(x− hnw)− g(x)}fX(x− hnw)K(w)dw
∣∣∣∣
=
∣∣∣∣∣∣
∫
R
{g(x− hnw)− g(x)}fX(x− hnw)− k∑
j=1
(gfX)
(j)(x)− g(x)f (j)X (x)
j!
(−hnw)j
K(w)dw
∣∣∣∣∣∣
≤ (1 + ‖g‖I)Bh
β
n
k!
∫
R
|w|β|K(w)|dw.
This shows that ‖An‖I = O(hβ+1n ).
(ii). Since An(x) = E[{Y − g(x)}Kn((x −W )/hn)] = O(hβ+1n ) uniformly in x ∈ I, it suffices
to show that
inf
x∈I
E[{Y − g(x)}2K2n((x−W )/hn)] & (1− o(1))h−2α+1n .
Observe that E[Y | W = w]fW (w) = ((gfX) ∗ fε) (w) (compare the Fourier transforms of both
sides), and define
V (x,w) = E[{Y − g(x)}2 |W = w]fW (w)
= (E[Y 2 |W = w] + g2(x))fW (w)− 2g(x) ((gfX) ∗ fε) (w).
The function (gfX) ∗ fε is bounded and continuous by boundedness of gfX . Since E[Y 2 | W =
· ], fW , and (gfX) ∗ fε are bounded and continuous on R, and g is bounded and continuous on I,
we have that the function (x,w) 7→ V (x,w) is bounded and continuous on I × R. In particular,
since V (x, x) > 0 for all x ∈ I under our assumption, we have that infx∈I V (x, x) > 0.
Now, observe that
E[{Y − g(x)}2K2n((x−W )/hn)] =
∫
R
V (x,w)K2n((x− w)/hn)dw
= hn
∫
R
V (x, x− hnw)K2n(w)dw.
Furthermore, we have that∫
R
K2n(w)dw =
1
2pi
∫
R
|ϕK(t)|2
|ϕε(t/hn)|2dt ∼ h
−2α
n
by Plancherel’s theorem. Hence, it suffices to show that
sup
x∈I
∣∣∣∣h2αn ∫
R
{V (x, x− hnw)− V (x, x)}K2n(w)dw
∣∣∣∣→ 0. (A.1)
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From the proof of Lemma 3 in Kato and Sasaki (2016), we have that h2αn K
2
n(x) . min{1, x−2}.
By the definition of V (x,w), for any ρ > 0, there exists sufficiently small δ > 0 such that
|V (x, x+ w)− V (x, x)| ≤ ρ for all x ∈ I whenever |w| ≤ δ. Therefore,
sup
x∈I
∫
R
|V (x, x− hnw)− V (x, x)|h2αn K2n(w)dw
. ρ
∫
|w|≤δ/hn
min{1, w−2}dw + 2‖V ‖I×R
∫
|w|>δ/hn
w−2dw . ρ+ o(1).
(iii). Pick any ` = 0, 1, 2. Since ‖Kn‖R . h−αn , we have that
E[|Y Kn((x−W )/hn)|2+`] = hn
∫
R
E[|Y |2+` |W = x− hnw]|Kn(w)|2+`fW (x− hnw)dw
. h−`α+1n
∫
R
V`(x− hnw)K2n(w)dw
≤ h−`α+1n ‖V`‖R
∫
R
K2n(w)dw . h−(2+`)α+1n ,
where V`(w) = E[|Y |2+` |W = w]fW (w). This completes the proof. 
Lemma A.5. ‖ϕ̂ε − ϕε‖[−h−1n ,h−1n ] = OP{m−1/2 log(1/hn)}.
Proof. See Lemma 4 in Kato and Sasaki (2016); see also Theorem 4.1 in Neumann and Reiß
(2009). 
Consider the following classes of functions
F (1)n = {(y, w) 7→ yKn((x− w)/hn) : x ∈ R},
F (2)n =
{
(y, w) 7→ 1sn(x){y − g(x)}Kn((x− w)/hn) : x ∈ I
}
,
F (3)n = {(y, w) 7→ {y − g(x)}K2n((x− w)/hn) : x ∈ I},
F (4)n =
{
(y, w) 7→ 1
s2n(x)
{y − g(x)}2K2n((x− w)/hn) : x ∈ I
}
.
(A.2)
In view of the fact that ‖Kn‖R . h−αn and infx∈I sn(x) & h−α+1/2n , choose constants D1, D2 > 0
(independent of n) such that ‖Kn‖R ≤ D1h−αn and ‖1/sn‖I ≤ D2hα−1/2n . Let
F (1)n (y, w) = D1|y|h−αn , F (2)n (y, w) = D1D2(|y|+ ‖g‖I)/
√
hn,
F (3)n (y, w) = D1(|y|+ ‖g‖I)h−2αn , F (4)n (y, w) = {F (2)n (y, w)}2.
Note that F
(`)
n is an envelope function for F (`)n for each ` = 1, . . . , 4.
Lemma A.6. There exist constants A, v ≥ e independent of n such that
sup
Q
N(F (`)n , ‖ · ‖Q,2, δ‖F (`)n ‖Q,2) ≤ (A/δ)v, 0 < ∀δ ≤ 1, (A.3)
for all ` = 1, . . . , 4, where supQ is taken over all finitely discrete distributions on R2.
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Proof. Consider the following classes of functions
Kn = {w 7→ Kn((x− w)/hn) : x ∈ R}, K2n = {f2 : f ∈ Kn}.
Lemma 1 in Kato and Sasaki (2016) and Corollary A.1 in Chernozhukov et al. (2014a) yield
that there exist constants A1, v1 ≥ e independent of n such that supQN(Kn, ‖ · ‖Q,2, D1h−αn δ) ≤
(A1/δ)
v1 and supQN(K2n, ‖ · ‖Q,2, D21h−2αn δ) ≤ (A1/δ)v1 for all 0 < δ ≤ 1.
In what follows, we only prove (A.3) for ` = 2; the proofs for the other cases are completely
analogous given the above bounds on the covering numbers for Kn and K2n. Let Hn = {y 7→
{y − g(x)}/sn(x) : x ∈ I}, and observe that, since ‖1/sn‖I ≤ D2hα−1/2n , there exist constants
A2, v2 ≥ e independent of n such that supQN(Hn, ‖·‖Q,2, δ‖Hn‖Q,2) ≤ (A2/δ)v2 for all 0 < δ ≤ 1,
where Hn(y) = D2(|y| + ‖g‖I)hα−1/2n is an envelope function for Hn. This can be verified by a
direct calculation, or observing that Hn (⊂ {y 7→ ay + b : a > 0, b ∈ R}) is a VC subgraph class
with VC index at most 4 (cf. van der Vaart and Wellner, 1996, Lemma 2.6.15), and applying
Theorem 2.6.7 in van der Vaart and Wellner (1996). Let HnKn := {(y, w) 7→ f1(y)f2(w) :
f1 ∈ Hn, f2 ∈ Kn} ⊃ F (2)n , and note that Hn(y)D1h−αn = F (2)n (y, w). From Corollary A.1
in Chernozhukov et al. (2014a), there exist constants A3, v3 ≥ e independent of n such that
supQN(HnKn, ‖ · ‖Q,2, δ‖F (2)n ‖Q,2) ≤ (A3/δ)v3 for all 0 < δ ≤ 1. Now, the desired result follows
from the observation that N(F (2)n , ‖ · ‖Q,2, 2δ) ≤ N(HnKn, ‖ · ‖Q,2, δ) for all δ > 0. 
Lemma A.7. We have ‖f̂∗X(·) − E[f̂∗X(·)]‖R = OP{h−αn (nhn)−1/2
√
log(1/hn)} and ‖E[f̂∗X(·)] −
fX(·)‖R = O(hβn) = o{h−αn (nhn log(1/hn))−1/2}. Furthermore,
‖µ̂∗(·)− E[µ̂∗(·)]‖R = OP{h−αn (nhn)−1/2
√
log(1/hn)}.
Proof. The first two results are implicit in the proofs of Corollaries 1 and 2 in Kato and Sasaki
(2016). To prove the last result, we shall apply Lemma A.1 to the class of functions F (1)n .
From Lemma A.4-(iii), we have that supx∈R E[Y 2K2n((x − W )/hn)] = O(h−2α+1n ). In view of
the covering number bound for F (1)n given in Lemma A.6, we may apply Lemma A.1 to F (1)n to
conclude that
(nhn)E[‖µ̂∗(·)− E[µ̂∗(·)]‖R] = E
∥∥∥∥∥∥
n∑
j=1
{f(Yj ,Wj)− E[f(Y,W )]}
∥∥∥∥∥∥
F(1)

. h−αn
√
nhn log(1/hn) + h
−α
n
√
E[ max
1≤j≤n
Y 2j ] log(1/hn).
From Lemma A.2, we have E[max1≤j≤n Y 2j ] = O(n
1/2), so that we have
(nhn)E[‖µ̂∗(·)− E[µ̂∗(·)]‖R] . h−αn
√
nhn log(1/hn) + h
−α
n n
1/4 log(1/hn)
. h−αn
√
nhn log(1/hn),
where the second inequality follows from the first condition in (3.1). This completes the proof. 
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We are now in position to prove Theorem 3.1.
Proof of Theorem 3.1. We divide the proof into two steps.
Step 1. Let rn = h
−α
n {nhn log(1/hn)}−1/2. We first prove that
ĝ(x)− g(x) = 1
fX(x)
1
nhn
n∑
j=1
[{Yj − g(x)}Kn((x−Wj)/hn)−An(x)] + oP(rn)
uniformly in x ∈ I.
To this end, we shall show that ‖µ̂− µ̂∗‖R = oP(rn). First, observe from Lemma A.5 that
inf
|t|≤h−1n
|ϕ̂ε(t)| ≥ inf
|t|≤h−1n
|ϕε(t)| −OP{m−1/2 log(1/hn)} & (1− oP(1))hαn.
Let ψYW (t) = E[Y e
itW ] = E[{g(X)+U}eit(X+ε)] = ψX(t)ϕε(t), and let ψ̂YW (t) = n−1
∑n
j=1 Yje
itWj .
Decompose µ̂(x)− µ̂∗(x) as
µ̂(x)− µ̂∗(x) = 1
2pi
∫
R
e−itxψ̂YW (t)
ϕK(thn)
ϕ̂ε(t)
dt− 1
2pi
∫
R
e−itxψ̂YW (t)
ϕK(thn)
ϕε(t)
dt
=
1
2pi
∫
{ψX 6=0}
e−itxϕK(thn)
ψ̂YW (t)
ψYW (t)
ϕε(t)
ϕ̂ε(t)
ψX(t)dt+
1
2pi
∫
{ψX=0}
e−itx
ϕK(thn)
ϕε(t)
ψ̂YW (t)
ϕε(t)
ϕ̂ε(t)
dt
− 1
2pi
∫
{ψX 6=0}
e−itxϕK(thn)
ψ̂YW (t)
ψYW (t)
ψX(t)dt− 1
2pi
∫
{ψX=0}
e−itx
ϕK(thn)
ϕε(t)
ψ̂YW (t)dt
=
1
2pi
∫
{ψX 6=0}
e−itxϕK(thn)
{
ψ̂YW (t)
ψYW (t)
− 1
}{
ϕε(t)
ϕ̂ε(t)
− 1
}
ψX(t)dt
+
1
2pi
∫
{ψX=0}
e−itx
ϕK(thn)
ϕε(t)
ψ̂YW (t)
{
ϕε(t)
ϕ̂ε(t)
− 1
}
dt
+
1
2pi
∫
R
e−itxϕK(thn)
{
ϕε(t)
ϕ̂ε(t)
− 1
}
ψX(t)dt.
Hence the Cauchy-Schwarz inequality yields that
|µ̂(x)− µ̂∗(x)|2 .

∫
{ψX 6=0}∩[−h−1n ,h−1n ]
∣∣∣∣∣ ψ̂YW (t)ψYW (t) − 1
∣∣∣∣∣
2
|ψX(t)|2dt

{∫ h−1n
−h−1n
∣∣∣∣ϕε(t)ϕ̂ε(t) − 1
∣∣∣∣2 dt
}
+ h−2αn
{∫
{ψX=0}∩[−h−1n ,h−1n ]
|ψ̂YW (t)|2dt
}{∫ h−1n
−h−1n
∣∣∣∣ϕε(t)ϕ̂ε(t) − 1
∣∣∣∣2 dt
}
+
∫ h−1n
−h−1n
∣∣∣∣ϕε(t)ϕ̂ε(t) − 1
∣∣∣∣2 |ψX(t)|dt. (A.4)
We shall bound each term on the right hand side. Observe that∫ h−1n
−h−1n
∣∣∣∣ϕε(t)ϕ̂ε(t) − 1
∣∣∣∣2 dt ≤ OP(h−2αn ) ∫ h−1n−h−1n |ϕε(t)− ϕ̂ε(t)|2dt
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and the integral on the right hand side is OP{(mhn)−1} since∫ h−1n
−h−1n
E[|ϕε(t)− ϕ̂ε(t)|2]dt ≤ m−1
∫ h−1n
−h−1n
dt = 2(mhn)
−1.
Likewise, using the fact that ψX is integrable, we have that the last term on the right hand side
of (A.4) is OP(h
−2α
n m
−1). For any t ∈ R with ψX(t) 6= 0, we have E[|ψ̂YW (t)/ψYW (t) − 1|2] ≤
E[Y 2]/{n|ψYW (t)|2}, so that
E
∫
{ψX 6=0}∩[−h−1n ,h−1n ]
∣∣∣∣∣ ψ̂YW (t)ψYW (t) − 1
∣∣∣∣∣
2
|ψX(t)|2dt
 . n−1 ∫ h−1n
−h−1n
1
|ϕε(t)|2dt . h
−2α
n (nhn)
−1.
Finally, for any t ∈ R with ψX(t) = 0, we have ψYW (t) = 0, so that
E
[∫
{ψX=0}∩[−h−1n ,h−1n ]
|ψ̂YW (t)|2dt
]
. (nhn)−1.
Therefore, we have ‖µ̂− µ̂∗‖2R = OP(h−4α−2n n−1m−1 + h−2αn m−1) = oP(r2n).
From Step 2 in the proof of Theorem 1 of Kato and Sasaki (2016), it follows that ‖f̂X− f̂∗X‖R =
oP(rn), which in particular implies that ‖f̂X − fX‖I ≤ ‖f̂X − f̂∗X‖I + ‖f̂∗X − fX‖I = oP (1) so
that ‖1/f̂X‖I = OP(1). Furthermore, ‖µ̂∗‖I ≤ ‖E[µ̂∗(·)]‖I + ‖µ̂∗(·)− E[µ̂∗(·)]‖I .
∫
R |ψX(t)|dt+
oP(1) = OP(1). Therefore,
‖ĝ − ĝ∗‖I ≤ ‖1/f̂X‖I‖µ̂− µ̂∗‖I + ‖µ̂∗‖I‖1/f̂X − 1/f̂∗X‖I
≤ oP(rn) +OP(1)‖f̂∗X − f̂X‖I = oP(rn).
Now, observe that
ĝ∗(x)− g(x) = 1
f̂∗X(x)
1
nhn
n∑
j=1
{Yj − g(x)}Kn((x−Wj)/hn).
Since ‖An‖I = O(hβ+1n ) = o(hnrn), we have
ĝ∗(x)− g(x) = 1
f̂∗X(x)
1
nhn
n∑
j=1
[{Yj − g(x)}Kn((x−Wj)/hn)−An(x)] + oP(rn)
uniformly in x ∈ I. Since
1
nhn
n∑
j=1
[{Yj − g(x)}Kn((x−Wj)/hn)−An(x)]
= µ̂∗(x)− E[µ̂∗(x)]− g(x){f̂∗X(x)− E[f̂∗X(x)]}
= OP{h−αn (nhn)−1/2
√
log(1/hn)}
uniformly in x ∈ I, and
‖1/f̂∗X − 1/fX‖I ≤ OP(1)‖f̂∗X − fX‖I = OP{h−αn (nhn)−1/2
√
log(1/hn)},
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we conclude that
ĝ∗(x)− g(x) = 1
fX(x)
1
nhn
n∑
j=1
[{Yj − g(x)}Kn((x−Wj)/hn)−An(x)] + oP(rn)
uniformly in x ∈ I. This leads to the desired result of Step 1. Furthermore, the derivation so far
yields that
‖ĝ − g‖I = OP{h−αn (nhn)−1/2
√
log(1/hn)}.
Step 2. By Step 1 together with the fact that infx∈I sn(x) & h−α+1/2n , we have
Ẑn(x) =
fX(x)
√
nhn(ĝ(x)− g(x))
sn(x)
=
1
sn(x)
√
n
n∑
j=1
[{Yj − g(x)}Kn((x−Wj)/hn)−An(x)] + oP{(log(1/hn))−1/2}
= Z∗n(x) + oP{(log(1/hn))−1/2}
uniformly in x ∈ I. Recall the class of functions F (2)n defined in (A.2), and consider the empirical
process indexed by F (2)n :
νn(f) =
1√
n
n∑
j=1
{f(Yj ,Wj)− E[f(Y,W )]}, f ∈ F (2)n .
We apply Theorem 2.1 in Chernozhukov et al. (2016) to approximate ‖νn‖F(2)n = ‖Z
∗
n‖I by the
supremum of a Gaussian process. To this end, we shall verify the conditions in Chernozhukov et
al. (2016).
First, from the covering number bound for F (2)n given in Lemma A.6 and finiteness of the
second moment of F
(2)
n (Y,W ), there exists a tight Gaussian random variable Gn in `
∞(F (2)n )
with mean zero and the same covariance function as {νn(f) : f ∈ F (2)n }. Extend νn linearly to
F (2)n ∪ (−F (2)n ) = {f,−f : f ∈ F (2)n }, and observe that ‖νn‖F(2)n = supf∈F(2)n ∪(−F(2)n ) νn(f). Note
that from Theorem 3.7.28 in Gine´ and Nickl (2016), Gn extends to the linear hull of F (2)n in such a
way that Gn has linear sample paths, so that ‖Gn‖F(2)n = supf∈F(2)n ∪(−F(2)n )Gn(f), and in addition
Gn has uniformly continuous paths on the symmetric convex hull of F (2). It is not difficult to
verify that the covering number of F (2)n ∪ (−F (2)n ) is at most twice that of F (2)n . In particular,
{Gn(f) : f ∈ F (2)n ∪ (−F (2)n )} is a tight Gaussian random variable in `∞(F (2)n ∪ (−F (2)n )) with
mean zero and the same covariance function as {νn(f) : f ∈ F (2)n ∪ (−F (2)n )}.
Next, observe that E[|Y Kn((x − W )/hn)|2+`] . h−(2+`)α+1n for ` = 0, 1, 2 from Lemma
A.4-(iii), so that sup
f∈F(2)n E[|f(Y,W )|
2+`] . h−`/2n for ` = 0, 1, 2. Furthermore, observe that
E[|F (2)n (Y,W )|4] . h−2n (E[Y 4] + ‖g‖4I) . h−2n . Therefore, applying Theorem 2.1 in Chernozhukov
et al. (2016) to F (2)n ∪ (−F (2)n ) with B(f) ≡ 0, q = 4, A . 1, v . 1, b . h−1/2n , σ . 1 and
γ . 1/ log n, yields that there exists a random variable Vn having the same distribution as
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‖Gn‖F(2)n such that∣∣∣‖νn‖F(2)n − Vn∣∣∣ = OP
{
(log n)5/4
n1/4h
1/2
n
+
log n
(nhn)1/6
}
= oP{(log(1/hn))−1/2}.
Now, for fn,x(y, w) = {y − g(x)}Kn((x− w)/hn)/sn(x), define
ZGn (x) = Gn(fn,x), x ∈ I,
and observe that ZGn is a tight Gaussian random variable in `
∞(I) with mean zero and the same
covariance function as Z∗n such that ‖ZGn ‖I has the same distribution as Vn. Since |‖Ẑn‖I−Vn| ≤
|‖Ẑn‖I − ‖Z∗n‖I |+ |‖Z∗n‖I − Vn| = oP{(log(1/hn))−1/2}, there exists a sequence ∆n ↓ 0 such that
P{|‖Ẑn‖I −Vn| > ∆n(log(1/hn))−1/2} ≤ ∆n (which follows from the fact that the Ky Fan metric
metrizes convergence in probability; see Theorem 9.2.2 in Dudley (2002)). Observe that for any
z ∈ R,
P{‖Ẑn‖I ≤ z} ≤ P{Vn ≤ z + ∆n(log(1/hn))−1/2}+ P{|‖Ẑn‖I − Vn| > ∆n(log(1/hn))−1/2}
= P{‖ZGn ‖I ≤ z + ∆n(log(1/hn))−1/2}+ ∆n.
The anti-concentration inequality for the supremum of a Gaussian process (Lemma A.3) then
yields that
P{‖ZGn ‖I ≤ z + ∆n(log(1/hn))−1/2} ≤ P{‖ZGn ‖I ≤ z}+ 4∆n(log(1/hn))−1/2{1 + E[‖ZGn ‖I ]}.
From the covering number bound for F (2)n given in Lemma A.6, together with the facts that
E[F
(2)
n (Y,W )2] . h−1n and Var(fn,x(Y,W )) = 1 for all x ∈ I, Dudley’s entropy integral bound
(cf. van der Vaart and Wellner, 1996, Corollary 2.2.8) yields that
E[‖ZGn ‖I ] = E[‖Gn‖F(2)n ] .
∫ 1
0
√
1 + log(1/(δ
√
hn))dδ .
√
log(1/hn),
which implies that
P{‖ZGn ‖I ≤ z + ∆n(log(1/hn))−1/2} ≤ P{‖ZGn ‖I ≤ z}+ o(1)
uniformly in z ∈ R. Likewise, we have P{‖Ẑn‖I ≤ z} ≥ P{‖ZGn ‖I ≤ z}−o(1) uniformly in z ∈ R.
This completes the proof. 
A.3. Proof of Theorem 3.2. We first prove the following technical lemma.
Lemma A.8. ‖ŝ2n(·)/s2n(·)− 1‖I = oP{(log(1/hn))−1}.
Proof. Observe that
{Yj − ĝ(x)}2K̂2n((x−Wj)/hn) = {Yj − g(x)}2K2n((x−Wj)/hn)
+ {g(x)− ĝ(x)}2K2n((x−Wj)/hn) + 2{g(x)− ĝ(x)}{Yj − g(x)}K2n((x−Wj)/hn)
+ {Yj − ĝ(x)}2{K̂2n((x−Wj)/hn)−K2n((x−Wj)/hn)},
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so that ∥∥∥∥∥∥ 1n
n∑
j=1
{Yj − ĝ(·)}2K̂2n((· −Wj)/hn)−
1
n
n∑
j=1
{Yj − g(·)}2K2n((· −Wj)/hn)
∥∥∥∥∥∥
I
≤ OP(h−2αn )‖ĝ − g‖2I + 2‖ĝ − g‖I
∥∥∥∥∥∥ 1n
n∑
j=1
{Yj − g(·)}K2n((· −Wj)/hn)
∥∥∥∥∥∥
I
+
2
n
n∑
j=1
(Y 2j + ‖ĝ‖2I)‖K̂2n −K2n‖R. (A.5)
From Step 1 in the proof of Theorem 3.1, ‖ĝ− g‖I = OP{h−αn (nhn)−1/2
√
log(1/hn)}, so that the
first term on the right hand side of (A.5) is OP{h−4αn (nhn)−1 log(1/hn)}. Since
‖K̂n −Kn‖R .
∫
R
∣∣∣∣ 1ϕ̂ε(t/hn) − 1ϕε(t/hn)
∣∣∣∣ |ϕK(t)|dt
≤ OP(h−2αn )
∫
R
|ϕ̂ε(t/hn)− ϕε(t/hn)||ϕK(t)|dt
= OP(h
−2α
n m
−1/2),
we have that
‖K̂2n −K2n‖R ≤ ‖K̂n −Kn‖R‖K̂n +Kn‖R = OP(h−3αn m−1/2),
which implies that the last term on the right hand side on (A.5) is OP(h
−3α
n m
−1/2). To bound
the second term, observe first that, since E[Y |W = w]fW (w) = ((gfX) ∗ fε) (w) is bounded (in
absolute value) by ‖gfX‖R,
‖E[{Y − g(·)}K2n((· −W )/hn)]‖I
≤ hn(‖gfX‖R + ‖g‖I‖fW ‖R)
∫
R
K2n(w)dw . h−2α+1n .
Hence, ∥∥∥∥∥∥ 1n
n∑
j=1
{Yj − g(·)}K2n((· −Wj)/hn)
∥∥∥∥∥∥
I
≤ ‖E[{Y − g(·)}K2n((· −W )/hn)]‖I︸ ︷︷ ︸
=O(h−2α+1n )
+
∥∥∥∥∥∥ 1n
n∑
j=1
{Yj − g(·)}K2n((· −Wj)/hn)− E[{Y − g(·)}K2n((· −W )/hn)]
∥∥∥∥∥∥
I
.
The second term on the right hand side is identical to∥∥∥∥∥∥ 1n
n∑
j=1
{f(Yj ,Wj)− E[f(Y,W )]}
∥∥∥∥∥∥
F(3)n
.
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In view of the covering number bound for F (3)n given in Lemma A.6, together with Theorem
2.14.1 in van der Vaart and Wellner (1996), the expectation of the last term is
. n−1/2
√
E[{F (3)n (Y,W )]}2] . h−2αn n−1/2.
Therefore, the right hand side on (A.5) is
OP
{
h−4αn (nhn)
−1 log(1/hn) + h−αn (nhn)
−1/2√log(1/hn)(h−2α+1n + h−2αn n−1/2) + h−3αn m−1/2} ,
which is oP{h−2α+1n (log(1/hn))−1}. Hence, since infx∈I s2n(x) & h−2α+1n , we have
1
s2n(x)n
n∑
j=1
{Yj − ĝ(x)}2K̂2n((x−Wj)/hn)
=
1
s2n(x)n
n∑
j=1
{Yj − g(x)}2K2n((x−Wj)/hn) + oP{(log(1/hn))−1}
uniformly in x ∈ I. Since ‖A2n(·)/s2n(·)‖I = O(h2α+2β+1n ), it remains to prove that∥∥∥∥∥∥ 1s2n(·)n
n∑
j=1
{Yj − g(·)}2K2n((· −Wj)/hn)− E
[
1
s2n(·)
{Y − g(·)}2K2n((· −W ))/hn)
]∥∥∥∥∥∥
I
=
∥∥∥∥∥∥ 1n
n∑
j=1
{f(Yj ,Wj)− E[f(Y,W )]}
∥∥∥∥∥∥
F(4)n
is oP{(log(1/hn))−1}. In view of the covering number bound for F (4)n given in Lemma A.6,
together with Theorem 2.14.1 in van der Vaart and Wellner (1996), the expectation of the last
term is
. n−1/2
√
E[{F (4)n (Y,W )]}2] . h−1n n−1/2 = o{(log(1/hn))−1}.
This completes the proof. 
Proof of Theorem 3.2. We divide the proof into several steps.
Step 1. Define
Zξn(x) =
1
sn(x)
√
n
n∑
j=1
ξj
[
{Yj − g(x)}Kn((x−Wj)/hn)
− n−1∑nj′=1{Yj′ − g(x)}Kn((x−Wj′)/hn)]
for x ∈ I. We first prove that
sup
z∈R
∣∣∣P{‖Zξn‖I ≤ z | Dn} − P{‖ZGn ‖I ≤ z}∣∣∣ P→ 0.
To this end, we shall apply Theorem 2.2 in Chernozhukov et al. (2016) to F (2)n ∪ (−F (2)n ). Let
νξn(f) =
1√
n
n∑
j=1
ξj{f(Yj ,Wj)− n−1
∑n
j′=1f(Yj′ ,Wj′)}, f ∈ F (2)n .
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Then applying Theorem 2.2 in Chernozhukov et al. (2016) to F (2)n ∪ (−F (2)n ) with B(f) ≡ 0, q =
4, A . 1, v . 1, b . h−1/2n , σ . 1 and γ . 1/ log n, yields that there exists a random variable V ξn of
which the conditional distribution given Dn is identical to the distribution of ‖Gn‖F(2)n (= ‖Z
G
n ‖I),
and such that∣∣∣‖νξn‖F(2)n − V ξn ∣∣∣ = OP
{
(log n)9/4
n1/4h
1/2
n
+
(log n)2
(nhn)1/4
}
= oP{(log(1/hn))−1/2},
which shows that there exists a sequence ∆n ↓ 0 such that
P
{∣∣∣‖νξn‖F(2)n − V ξn ∣∣∣ > ∆n(log(1/hn))−1/2 | Dn} P→ 0.
Since ‖νξn‖F(2)n = ‖Z
ξ
n‖I , we have
P{‖Zξn‖I ≤ z | Dn} ≤ P{V ξn ≤ z + ∆n(log(1/hn))−1/2 | Dn}+ oP(1)
= P{‖ZGn ‖I ≤ z + ∆n(log(1/hn))−1/2}+ oP(1)
uniformly in z ∈ R, and the anti-concentration inequality for the supremum of a Gaussian process
(Lemma A.3) yields that
P{‖ZGn ‖I ≤ z + ∆n(log(1/hn))−1/2} ≤ P{‖ZGn ‖I ≤ z}+ o(1)
uniformly in z ∈ R. Likewise, we have P{‖Zξn‖I ≤ z | Dn} ≥ P{‖ZGn ‖I ≤ z} − oP(1) uniformly
in z ∈ R.
Step 2. In view of the proof of Step 1, in order to prove the result (3.3), it is enough to prove
that ‖Ẑξn − Zξn‖I = oP{(log(1/hn))−1/2}. To this end, define
Z˜ξn(x) =
1
sn(x)
√
n
n∑
j=1
ξj{Yj − ĝ(x)}K̂n((x−Wj)/hn)
for x ∈ I, and we first prove that
‖Z˜ξn − Zξn‖I = oP{(log(1/hn))−1/2}. (A.6)
We begin with noting that
1
n
n∑
j=1
{Yj − g(x)}Kn((x−Wj)/hn)
= hn{µ̂∗(x)− E[µ̂∗(x)]} − hng(x){f̂∗X(x)− E[f̂∗X(x)]}+An(x)
= OP{h−α+1n (nhn)−1/2
√
log(1/hn)}
uniformly in x ∈ I, so that it suffices to verify that∥∥∥∥∥∥ 1sn(·)√n
 n∑
j=1
ξj{Yj − ĝ(·)}K̂n((· −Wj)/hn)−
n∑
j=1
ξj{Yj − g(·)} Kn((· −Wj)/hn)
∥∥∥∥∥∥
I
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is oP{(log(1/hn))−1/2}. Since ‖1/sn‖I . hα−1/2n , the last term is
. hα−1/2n n−1/2
{∥∥∥∥∥∥
n∑
j=1
ξjYj{K̂n((· −Wj)/hn)−Kn((· −Wj)/hn)}
∥∥∥∥∥∥
I
+ ‖ĝ − g‖I
∥∥∥∥∥∥
n∑
j=1
ξjK̂n((· −Wj)/hn)
∥∥∥∥∥∥
I
+ ‖g‖I
∥∥∥∥∥∥
n∑
j=1
ξj{K̂n((· −Wj)/hn)−Kn((x−Wj)/hn)}
∥∥∥∥∥∥
I
}
=: hα−1/2n n
−1/2{In + IIn + IIIn}.
Step 2 in the proof of Theorem 2 in Kato and Sasaki (2016) shows that h
α−1/2
n n−1/2IIIn =
oP{(log(1/hn))−1/2}. For the second term IIn, observe that
IIn . ‖ĝ − g‖I
∫
R
∣∣∣∣∣∣
n∑
j=1
ξje
itWj/hn
∣∣∣∣∣∣
∣∣∣∣ ϕK(t)ϕ̂ε(t/hn)
∣∣∣∣ dt
≤ OP(h−αn )‖ĝ − g‖I
∫ 1
−1
∣∣∣∣∣∣
n∑
j=1
ξje
itYj/hn
∣∣∣∣∣∣ dt
= OP{h−2α−1/2n
√
log(1/hn)},
so that h
α−1/2
n n−1/2IIn = OP{h−α−1n n−1/2
√
log(1/hn)} = oP{(log(1/hn))−1/2}. For the first
term In, observe that
In .
∫
R
∣∣∣∣∣∣
n∑
j=1
ξjYje
itWj/hn
∣∣∣∣∣∣
∣∣∣∣ 1ϕ̂ε(t/hn) − 1ϕε(t/hn)
∣∣∣∣ |ϕK(t)|dt
≤

∫ 1
−1
∣∣∣∣∣∣
n∑
j=1
ξjYje
itWj/hn
∣∣∣∣∣∣
2
dt

1/2{∫ 1
−1
∣∣∣∣ 1ϕ̂ε(t/hn) − 1ϕε(t/hn)
∣∣∣∣2 dt
}1/2
= OP(n
1/2h−2αn m
−1/2),
so that h
α−1/2
n n−1/2In = oP{(log(1/hn))−1}. Hence we have proved (A.6).
Note that the result of Step 1 and the fact that E[‖ZGn ‖I ] = O(
√
log(1/hn)) imply that
‖Zξn‖I = OP(
√
log(1/hn)), which in turn implies that ‖Z˜ξn‖I = OP(
√
log(1/hn)). Hence
‖Ẑξn − Z˜ξn‖I ≤ ‖sn(·)/ŝn(·)− 1‖I‖Z˜ξn‖I = oP{(log(1/hn))−1/2},
which leads to (3.3).
Step 3. We shall prove the last two assertions of the theorem. Observe that
f̂X(x)
√
nhn(ĝ(x)− g(x))
ŝn(x)︸ ︷︷ ︸
=:Ẑ†n(x)
−Ẑn(x) = {f̂X(x)− fX(x)}
√
nhn(ĝ(x)− g(x))
ŝn(x)
+
{
sn(x)
ŝn(x)
− 1
}
Ẑn(x),
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and the right hand side is oP{(log(1/hn))−1/2} uniformly in x ∈ I. To see this, since ‖ĝ − g‖I =
OP{h−αn (nhn)−1/2
√
log(1/hn)} and ‖f̂X−fX‖I = OP{h−αn (nhn)−1/2
√
log(1/hn)} (which follows
from Corollary 1 in Kato and Sasaki (2016)), the right hand side on the above displayed equation
is
OP{h−αn (nhn)−1/2
√
log(1/hn)} ×OP(
√
log(1/hn)) + oP{(log(1/hn))−1} ×OP(
√
log(1/hn))
= oP{(log(1/hn))−1/2}
uniformly in x ∈ I. Now, Theorem 3.1 and the anti-concentration inequality for the supremum
of a Gaussian process (Lemma A.3) yield that
sup
z∈R
∣∣∣P{‖Ẑ†n‖I ≤ z} − P{‖ZGn ‖I ≤ z}∣∣∣→ 0.
We are to show that P{‖Ẑ†n‖I ≤ ĉn(1−τ)} → 1−τ . From the result (3.3), there exists a sequence
∆n ↓ 0 such that with probability greater than 1−∆n,
sup
z∈R
∣∣∣P{‖Ẑξ‖I ≤ z | Dn} − P{‖ZGn ‖I ≤ z}∣∣∣ ≤ ∆n, (A.7)
and let En be the event that (A.7) holds. Taking ∆n ↓ 0 more slowly if necessary, we have that
supz∈R |P{‖Ẑ†n‖I ≤ z} − P{‖ZGn ‖I ≤ z}| ≤ ∆n. Recall that cGn (1 − τ) is the (1 − τ)-quantile of
‖ZGn ‖I , and observe that on the event En,
P{‖Ẑξn‖I ≤ cGn (1− τ + ∆n)} ≥ P{‖ZGn ‖I ≤ cGn (1− τ + ∆n)} −∆n = 1− τ,
where the last equality holds since the distribution function of ‖ZGn ‖I is continuous (which follows
from Lemma A.3). Hence on the event En, it holds that ĉn(1− τ) ≤ cGn (1− τ + ∆n), so that
P{‖Ẑ†n‖I ≤ ĉn(1− τ)} ≤ P{‖Ẑ†n‖I ≤ cGn (1− τ + ∆n)}+ ∆n
≤ P{‖ZGn ‖I ≤ cGn (1− τ + ∆n)}+ 2∆n = 1− τ + 3∆n.
Likewise, we have P{‖Ẑ†n‖I ≤ ĉn(1−τ)} ≥ 1−τ−3∆n, which shows that P{‖Ẑ†n‖I ≤ ĉn(1−τ)} →
1− τ and thus (3.4) holds.
Finally, the Borell-Sudakov-Tsirelson inequality (van der Vaart and Wellner, 1996, Lemma
A.2.2) yields that
cGn (1− τ + ∆n) ≤ E[‖ZGn ‖I ] +
√
2 log(1/(τ −∆n)) .
√
log(1/hn),
which implies that ĉn(1− τ) = OP(
√
log(1/hn)). Furthermore,
sup
x∈I
ŝn(x) ≤ sup
x∈I
sn(x) · sup
x∈I
ŝn(x)
sn(x)
= OP(h
−α+1/2
n ).
Therefore, the supremum width of the band Ĉ1−τ is
2 sup
x∈I
ŝn(x)√
nhn
ĉn(1− τ) = OP
{
h−αn (nhn)
−1/2√log(1/hn)} .
This completes the proof. 
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A.4. Proof of Theorem 7.1. The proof is completely analogous to those of Theorems 3.1 and
3.2, given the facts that g(y, x) = E[1(Y ≤ y) | X = x] and the function class {1(· ≤ y) : y ∈ J}
is a VC class. Hence we omit the detail for brevity. 
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Appendix B. Tables for Section 5
Regression: g(x) = x σX = 2 σX = 4
Nominal Sample {cn}∞n=1 {cn}∞n=1
Model Probability Size (n)
(
n
100
)0.1 ( n
100
)0.3 ( n
100
)0.5 ( n
100
)0.1 ( n
100
)0.3 ( n
100
)0.5
1 0.800 250 0.770 0.763 0.754 0.813 0.795 0.803
500 0.781 0.792 0.761 0.798 0.812 0.797
1,000 0.784 0.788 0.779 0.800 0.789 0.795
1 0.900 250 0.845 0.836 0.819 0.908 0.889 0.900
500 0.883 0.879 0.851 0.900 0.897 0.895
1,000 0.891 0.880 0.879 0.900 0.897 0.889
1 0.950 250 0.886 0.865 0.852 0.955 0.934 0.948
500 0.926 0.912 0.889 0.950 0.952 0.947
1,000 0.933 0.917 0.925 0.954 0.948 0.945
2 0.800 250 0.794 0.804 0.800 0.812 0.821 0.800
500 0.794 0.783 0.790 0.793 0.782 0.789
1,000 0.810 0.792 0.791 0.761 0.759 0.756
2 0.900 250 0.894 0.896 0.899 0.911 0.916 0.912
500 0.902 0.890 0.893 0.900 0.893 0.893
1,000 0.906 0.887 0.893 0.875 0.874 0.863
2 0.950 250 0.944 0.940 0.944 0.958 0.963 0.957
500 0.950 0.942 0.947 0.953 0.945 0.947
1,000 0.957 0.939 0.947 0.936 0.927 0.922
Table 1. Simulated uniform coverage probabilities of g(x) = x by estimated
confidence bands in I = [−σX , σX ] under normally distributed X with σX ∈ {2, 4}
and Laplace distributed ε. Alternative sequences {cn} are used for bandwidth
selection procedure. The simulated probabilities are computed for each of the
three nominal coverage probabilities, 80%, 90%, and 95%, based on 2,000 Monte
Carlo iterations.
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Regression: g(x) = x2 σX = 2 σX = 4
Nominal Sample {cn}∞n=1 {cn}∞n=1
Model Probability Size (n)
(
n
100
)0.1 ( n
100
)0.3 ( n
100
)0.5 ( n
100
)0.1 ( n
100
)0.3 ( n
100
)0.5
1 0.800 250 0.744 0.748 0.760 0.787 0.786 0.766
500 0.751 0.784 0.771 0.769 0.773 0.753
1,000 0.760 0.776 0.767 0.730 0.746 0.738
1 0.900 250 0.819 0.825 0.830 0.896 0.882 0.880
500 0.848 0.866 0.861 0.878 0.884 0.869
1,000 0.866 0.873 0.879 0.852 0.857 0.856
1 0.950 250 0.856 0.854 0.864 0.943 0.939 0.932
500 0.903 0.907 0.903 0.937 0.935 0.933
1,000 0.919 0.924 0.925 0.916 0.929 0.922
2 0.800 250 0.779 0.760 0.786 0.784 0.775 0.789
500 0.736 0.748 0.745 0.768 0.762 0.784
1,000 0.714 0.693 0.727 0.722 0.707 0.729
2 0.900 250 0.874 0.878 0.888 0.885 0.886 0.889
500 0.865 0.868 0.859 0.885 0.880 0.893
1,000 0.841 0.824 0.846 0.853 0.835 0.856
2 0.950 250 0.927 0.933 0.939 0.945 0.939 0.941
500 0.927 0.931 0.920 0.940 0.939 0.941
1,000 0.908 0.898 0.915 0.924 0.909 0.925
Table 2. Simulated uniform coverage probabilities of g(x) = x2 by estimated
confidence bands in I = [−σX , σX ] under normally distributed X with σX ∈ {2, 4}
and Laplace distributed ε. Alternative sequences {cn} are used for bandwidth
selection procedure. The simulated probabilities are computed for each of the
three nominal coverage probabilities, 80%, 90%, and 95%, based on 2,000 Monte
Carlo iterations.
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Regression: g(x) = x3 σX = 2 σX = 4
Nominal Sample {cn}∞n=1 {cn}∞n=1
Model Probability Size (n)
(
n
100
)0.1 ( n
100
)0.3 ( n
100
)0.5 ( n
100
)0.1 ( n
100
)0.3 ( n
100
)0.5
1 0.800 250 0.818 0.800 0.787 0.841 0.853 0.857
500 0.823 0.832 0.830 0.842 0.832 0.841
1,000 0.835 0.851 0.832 0.815 0.799 0.818
1 0.900 250 0.872 0.847 0.837 0.924 0.929 0.935
500 0.896 0.898 0.888 0.911 0.924 0.928
1,000 0.925 0.920 0.911 0.909 0.898 0.903
1 0.950 250 0.884 0.863 0.857 0.936 0.962 0.966
500 0.921 0.919 0.904 0.956 0.963 0.965
1,000 0.956 0.951 0.946 0.955 0.944 0.953
2 0.800 250 0.823 0.821 0.820 0.815 0.828 0.829
500 0.792 0.804 0.812 0.788 0.796 0.792
1,000 0.772 0.778 0.789 0.752 0.748 0.742
2 0.900 250 0.922 0.911 0.917 0.919 0.925 0.922
500 0.895 0.909 0.908 0.897 0.892 0.892
1,000 0.875 0.885 0.883 0.860 0.850 0.849
2 0.950 250 0.963 0.955 0.957 0.959 0.968 0.964
500 0.949 0.956 0.948 0.953 0.939 0.939
1,000 0.936 0.939 0.931 0.910 0.909 0.910
Table 3. Simulated uniform coverage probabilities of g(x) = x3 by estimated
confidence bands in I = [−σX , σX ] under normally distributed X with σX ∈ {2, 4}
and Laplace distributed ε. Alternative sequences {cn} are used for bandwidth
selection procedure. The simulated probabilities are computed for each of the
three nominal coverage probabilities, 80%, 90%, and 95%, based on 2,000 Monte
Carlo iterations.
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Regression: g(x) = sin(x) σX = 2 σX = 4
Nominal Sample {cn}∞n=1 {cn}∞n=1
Model Probability Size (n)
(
n
100
)0.1 ( n
100
)0.3 ( n
100
)0.5 ( n
100
)0.1 ( n
100
)0.3 ( n
100
)0.5
1 0.800 250 0.726 0.726 0.723 0.729 0.732 0.728
500 0.782 0.769 0.768 0.768 0.773 0.772
1,000 0.785 0.797 0.798 0.765 0.763 0.782
1 0.900 250 0.793 0.796 0.787 0.812 0.826 0.823
500 0.861 0.849 0.840 0.857 0.863 0.858
1,000 0.865 0.883 0.878 0.858 0.866 0.877
1 0.950 250 0.829 0.831 0.821 0.864 0.870 0.872
500 0.895 0.883 0.875 0.912 0.910 0.906
1,000 0.904 0.920 0.916 0.911 0.913 0.927
2 0.800 250 0.760 0.769 0.780 0.765 0.765 0.769
500 0.804 0.809 0.799 0.743 0.744 0.748
1,000 0.806 0.789 0.797 0.681 0.687 0.702
2 0.900 250 0.866 0.860 0.868 0.855 0.861 0.864
500 0.894 0.904 0.897 0.861 0.850 0.851
1,000 0.912 0.890 0.897 0.802 0.809 0.811
2 0.950 250 0.912 0.911 0.921 0.906 0.916 0.916
500 0.938 0.946 0.944 0.919 0.913 0.906
1,000 0.959 0.952 0.950 0.882 0.882 0.887
Table 4. Simulated uniform coverage probabilities of g(x) = sin(x) by estimated
confidence bands in I = [−σX , σX ] under normally distributed X with σX ∈ {2, 4}
and Laplace distributed ε. Alternative sequences {cn} are used for bandwidth
selection procedure. The simulated probabilities are computed for each of the
three nominal coverage probabilities, 80%, 90%, and 95%, based on 2,000 Monte
Carlo iterations.
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Regression: g(x) = cos(x) σX = 2 σX = 4
Nominal Sample {cn}∞n=1 {cn}∞n=1
Model Probability Size (n)
(
n
100
)0.1 ( n
100
)0.3 ( n
100
)0.5 ( n
100
)0.1 ( n
100
)0.3 ( n
100
)0.5
1 0.800 250 0.739 0.722 0.741 0.736 0.742 0.726
500 0.786 0.791 0.806 0.774 0.760 0.767
1,000 0.802 0.809 0.808 0.770 0.792 0.797
1 0.900 250 0.805 0.790 0.794 0.823 0.835 0.812
500 0.858 0.860 0.869 0.869 0.866 0.863
1,000 0.888 0.898 0.885 0.869 0.879 0.888
1 0.950 250 0.841 0.824 0.819 0.871 0.879 0.862
500 0.894 0.898 0.897 0.914 0.909 0.910
1,000 0.936 0.934 0.925 0.923 0.923 0.933
2 0.800 250 0.805 0.793 0.820 0.755 0.751 0.775
500 0.822 0.828 0.824 0.768 0.781 0.770
1,000 0.828 0.807 0.832 0.696 0.731 0.711
2 0.900 250 0.892 0.888 0.911 0.860 0.854 0.868
500 0.914 0.917 0.911 0.875 0.873 0.873
1,000 0.918 0.907 0.922 0.820 0.839 0.837
2 0.950 250 0.937 0.936 0.953 0.906 0.907 0.913
500 0.958 0.959 0.960 0.927 0.925 0.926
1,000 0.958 0.962 0.960 0.899 0.911 0.913
Table 5. Simulated uniform coverage probabilities of g(x) = cos(x) by estimated
confidence bands in I = [−σX , σX ] under normally distributed X with σX ∈ {2, 4}
and Laplace distributed ε. Alternative sequences {cn} are used for bandwidth
selection procedure. The simulated probabilities are computed for each of the
three nominal coverage probabilities, 80%, 90%, and 95%, based on 2,000 Monte
Carlo iterations.
Appendix C. Figures for Section 6
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(a) Men Aged from 20 to 34 (b) Men Aged from 35 to 49
(c) Men Aged from 50 to 64 (d) Men Aged 65 or Above
Figure 1. Estimates and confidence bands for the nonparametric regression of
medical expenses on BMI for (a) men aged from 20 to 34, (b) men aged from 35
to 49, (c) men aged from 50 to 64, and (d) men aged 65 or above. The horizontal
axes measure the BMI in kg/m2. The vertical axes measure the medical expenses
in 2009 US dollars. The estimates are indicated by solid black curves. The areas
shaded by gray-scaled colors indicate 80%, 90%, and 95% confidence bands.
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(a) Men Aged from 20 to 34 (b) Men Aged from 35 to 49
(c) Men Aged from 50 to 64 (d) Men Aged 65 or Above
Figure 2. Estimates and confidence bands for the nonparametric regression of
prescription expenses on BMI for (a) men aged from 20 to 34, (b) men aged
from 35 to 49, (c) men aged from 50 to 64, and (d) men aged 65 or above.
The horizontal axes measure the BMI in kg/m2. The vertical axes measure the
prescription expenses in 2009 US dollars. The estimates are indicated by solid
black curves. The areas shaded by gray-scaled colors indicate 80%, 90%, and 95%
confidence bands.
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