Assessment of vocal imitation requires a widely accepted way of describing and measuring any similarities between the song of a tutor and that of its pupil. Quantifying the similarity between two songs, however, can be difficult and fraught with subjective bias. We present a fully automated procedure that measures parametrically the similarity between songs. We tested its performance on a large database of zebra finch, Taeniopygia guttata, songs. The procedure uses an analytical framework of modern spectral analysis to characterize the acoustic structure of a song. This analysis provides a superior sound spectrogram that is then reduced to a set of simple acoustic features. Based on these features, the procedure detects similar sections between songs automatically. In addition, the procedure can be used to examine: (1) imitation accuracy across acoustic features; (2) song development; (3) the effect of brain lesions on specific song features; and (4) variability across different renditions of a song or a call produced by the same individual, across individuals and across populations. By making the procedure available we hope to promote the adoption of a standard, automated method for measuring similarity between songs or calls.
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All true songbirds (order Passeriformes, suborder Oscines) are thought to develop their song by reference to auditory information (Kroodsma 1982) . This can take the form of improvisation or imitation (Thorpe 1958; Marler & Tamura 1964; Immelmann 1969) ; both phenomena constitute examples of vocal learning because in both cases vocal development is guided by auditory feedback (Konishi 1965; Nottebohm 1968) . Once soundspectrographic analysis became available for the visual inspection of avian sounds (Thorpe 1954), the accuracy of vocal imitation among oscine songbirds became a focus of scientific interest. Some researchers were particularly interested in the choice of model or in the timing of model acquisition, others in the social context in which imitation occurred or in the brain mechanisms involved. All these approaches require a widely accepted way of describing and measuring the similarities that might exist between the song of a tutor and that of its pupil. However, quantifying the similarity between two songs (or calls) can be difficult and fraught with subjective bias. Most efforts at scoring song or call similarity have relied on visual inspection of sound spectrographs.
Visual scoring of song similarity can be made easier by partitioning the songs into 'syllables' or 'notes', defined as continuous sounds preceded and followed by silent intervals or by abrupt changes in frequency. The next step is to find for each of the notes of the tutor's song the best match in the pupil's song. According to the accuracy of this match, the pupil's note is assigned a numeric score. In two recent studies that used this procedure, notes for which there was a close match received a high score, those for which the match was poor or nonexistent received a low score and only notes that received high scores were said to be imitated (Scharff & Nottebohm 1991; Tchernichovski & Nottebohm 1998) . It should be emphasized that imitation is always inferential and based on sound similarity as well as on other information. Clearly, the above scoring of similarity was done without the benefit of an explicit metric and the criteria for scoring similarity were arbitrary and idiosyncratic. None the less, despite these limitations, the visual approach to scoring similarity made good use of the human eye and brain to recognize patterns. This approach was satisfactory for studies aimed at establishing which songs are imitated, when model acquisition occurs, when imitation is achieved and how much of a model is learned (reviewed in Kroodsma 1982; Catchpole & Slater 1995; Zann 1996) . However, song is a multidimensional phenomenon and this method is unsuitable for evaluating the components of similarity in a quantitative manner. A quantitative, automated scoring of similarity based on a 
