Abstract-A procedure for obtaining tighter bounds on zero-input limit cycles is presented. The proposed new bounds are applicable to digital filters of arbitrary order, described in state-space formulation and implemented with fixed-point arithmetic. For the most part, we obtain smaller bounds than those reported in the literature, using a computationally efficient algorithm that is easy to implement and has a comparatively short execution time. Simulation results show the validity of the proposed theory.
I. INTRODUCTION

L
IMIT cycle oscillations are a very common finite wordlength phenomenon that can strongly degrade the performance of recursive digital filters. This letter has been developed with the aim of determining reasonable bounds for the amplitude of limit cycles in the context of exhaustive search methods. Other interesting alternatives focused on establishing different conditions for the asymptotic stability of the filter resulting after quantization [1] , [2] , presenting requirements for the absence of limit cycles [3] , or describing strategies for the elimination of zero-input and constant-input limit cycles [4] complement this letter.
Several exhaustive search algorithms have been developed to analyze digital filters and determine if the resulting filter is globally asymptotically stable [5] , [6] . However, the time required for completing the exhaustive search and testing the convergence to the zero vector of all the initial state vectors under the bound condition may be extremely long. This time increases rapidly when the bound grows, so it is very important to obtain bounds as tight as possible.
In this letter, we present a new formulation that leads to lower bounds for limit cycles, resulting in significant time savings for the exhaustive search because the number of vectors to test for convergence is smaller. The new bounds can be computed in negligible time, and the algorithm for obtaining them is quite easy to implement.
Notations and Definitions: 1) denotes the set of real numbers.
2)
is a -dimensional vector in the form . is the zero matrix, and is a column vector with all elements equal to 1.
II. PROBLEM DESCRIPTION
The state-space description of the discrete-time system is well established [7] (1a) (1b) where and are the input and output of the system at instant , respectively. Here, we consider a system whose zero-input operation under finite word-length conditions can be represented in the form (2) where is the state vector of the system at instant , and is the constant state-space matrix describing the system under zero-input condition. The function represents the nonlinear quantization operation that satisfies (3) where is the quantization step size, and is the maximum normalized quantization error ( for two's complement truncation and sign-magnitude truncation and for signmagnitude rounding).
We can rewrite (2) as follows: (4) where is the quantization error vector. Assuming multiplication results can be stored with full precision (doublelength accumulator), it holds that (5) being a column vector with all elements equal to 1. The state reached in steps or iterations from an initial state can be expressed in the following form:
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III. BOUNDS ON THE LIMIT CYCLE AMPLITUDE
In this section, we deduce several bounds for the limit cycle amplitude. In this sense, the absolute value of in (6) can be bounded as follows: (7) Assuming the system is asymptotically stable, as and defining (8) we have that (9) A. First Bound
From the above expressions, we can establish that the first upper bound on the state vector during a limit cycle is given as (10)
The major problem for obtaining lies in calculating the matrix. As we can see in (8), we need to add an infinite number of terms, and there is no a general way of computing the exact value of .
B. Second Bound
In order to approximate , and assuming that the system poles are different (this condition holds for Butterworth, Chebyshev, elliptic, and Bessel IIR filters, among others), we can diagonalize the matrix as (11) where is a diagonal matrix with the eigenvalues of on its main diagonal diag (12) and is the matrix of the eigenvectors of . Now we can express the powers of in the following form:
where diag
Considering that This second bound is equivalent to the one presented in [8] by Yakowitz and Parker and can be easily determined once the matrix has been diagonalized, but, as we demonstrate below, it can be substantially tightened.
C. Tighter Limit Cycle Bound
In order to obtain a bound lower than , we define the sum of the first terms of as (20) and the sum of the terms of , in the following form:
Evaluating the sums in (21), we get diag (22) The procedure consists of replacing the last terms of (8) by the corresponding ones in (16). We aim to obtain a closer approximation of (better than ) and, therefore, a tighter bound. In this sense, we construct as To sum up, the final bound , expressed as an integer multiple of the quantization step size, is achieved by evaluating (29) with , where is the smallest value of that satisfies (33). The new bound presented is very simple to compute, tighter than other classical bounds, and can be obtained in a very short time, even for large values of . 
IV. NUMERICAL RESULTS AND DISCUSSION
In order to provide an objective comparison, we have employed the same set of digital filters included in [9] to compare the bounds derived along these lines with those from previous studies. For convenience, Table I shows the filters specifications, and we include in Table II the resulting equivalent -matrix. The flowgraphs for the structures appear in [9, . Table III presents the results obtained working with four different methods. It shows the zero-input limit cycle bounds, corresponding to each delay element , of the three filters analyzed. The abbreviation YP refers to Yakowitz and Parker bounds presented in [8] , GMN indicates the general bounds described in [9] by Green and Turner, and CMN the computational bounds also presented in the same reference by Green and Turner. Finally, the last column holds the new bounds (NB) obtained working with the procedure presented in this letter.
Since CMN bounds can only be applied to sections operated under sign-magnitude truncation, the comparison must necessarily be made for (truncation). The final values have Table III . In this table, we can see that results corresponding to YP and GMN bounds are always far more pessimistic than those obtained NB bounds and can be considerably tightened. Comparing CMN and NB, only four values (of a set of 16) obtained with CMN are slightly better than the results obtained using the proposed method. At this point, we must consider that CMN bounds take advantage of particular conditions that are only valid for sign-magnitude truncation, whereas NB are general and applicable to any quantization; this explains that, in some registers, the values obtained for the maximum amplitude are slightly lower for CMN bounds. However, considering the maximum number of vectors to test (35) in the exhaustive search, NB bounds are always better. The procedure required to obtain CMN bounds involves a rather complex maximization problem, which is difficult to implement and highly time consuming [9] . On the other hand, NB bounds can be computed in negligible time and are quite easy to program, for example, using MATLAB.
In order to illustrate the computational savings obtained using the new bounds, the number of required recursions to complete the exhaustive search of limit cycles in the worst case [5] is presented in Table IV . The exhaustive search consists of testing the convergence to the zero vector of each one of the vectors satisfying the requirements of the bounded absolute value. The set of initial vectors to test is (35) The search may require a maximum of recursions, in the worst case, for each one of the vectors in , where (36) is the maximum possible period of a limit cycle. In this case, the upper bound for the number of recursions is . Table IV shows that the new algorithm always yields the tightest bound for the maximum number of iterations in the exhaustive search. In general, we drastically reduce the computational effort and, therefore, the time needed to complete the exhaustive search (mainly in high order filters) when we use the new bounds to determine the maximum period and the set of initial state vectors to test.
