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We give an example of the inﬂuence of the dependence of the coefﬁcient of
equation on time variable, and in particular oscillations in time, on a global existence
of the solution to the nonlinear hyperbolic equation. Namely for arbitrary small
initial data we construct a blowing up solution. © 2001 Academic Press
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1. INTRODUCTION
The nonlinear wave equations which are considered by many authors are
utt −u = f ut∇xu∇xut∇2xu (1)
Here  is the Laplace operator in n, ∇xu = ∂1u     ∂nu, x ∈ n, while
t ∈ . We look for the solution u = ut x with prescribed initial data
u0 x = u0x ut0 x = u1x (2)
Let y = ∂tu ∂1u     ∂nu and W mp = W mpn be usual Sobolev
spaces, m ∈ 0, 1 ≤ p ≤ ∞, with norm ·mp. Assume that the nonlinear
real-valued function f ∈ C∞1+n2 satisﬁes
∃α ∈  f y∇y = y + ∇yα+1 as y + ∇y → 0
It is well known (see, for example, [8; 12, Theorem 1.1]) that if 1+α/α2 <
n − 1/2, then there exist an integer s0 > n/2 + 1 and a δ > 0 such that if
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u1∇u0 belongs to W s 2 ∩ W sp with s ≥ s0 and p = 2α + 2/2α + 1
and
u1s 2 + ∇u0s 2 + u1s p + ∇u0s p < δ (3)
then there is a unique solution u of the initial value problem (1), (2) with
ut∇u ∈ C00∞W s 2 ∩ C10∞W s−1 2 Moreover, we have
ut∇utL∞ + ut∇utL2α+2 = 
(
t−
n−1
2
α
α+1
)

ut∇uts 2 = 1 as t →∞
In this short note we give an example of the inﬂuence of the dependence
of the coefﬁcient of equation on time variable, and in particular oscillations
in time, on a global existence of the solution to the nonlinear hyperbolic
equation. Namely for arbitrary small initial data we will construct a blowing
up solution. To this end consider the equation
utt − b2tu+ ut2 − b2t
n∑
j=1
uxj 2 = 0 (4)
in ×n, where bt, deﬁned on , is a 1-periodic, non-constant, smooth,
and positive function.
Theorem 1.1. Let b = bt be a deﬁned on , a 1-periodic, non-constant,
smooth, and positive function. Then for every n, s, p, and for every positive δ
there are data u0 ∈ C∞0 n and u1 ∈ C∞0 n such that 3 is fulﬁlled but
solution u ∈ C2+ × n to the problem 2 4 does not exist.
For a simplest example of Eq. (4) one can take bt = 1+ ε sin2πt, with
number ε ∈ −1/2 1/2, ε = 0. One cannot remove blowup phenomenon
neither by means of increasing n nor by a choice of small initial data. At
the same time if we set ε = 0, n ≥ 6, then one can remove it. The cause
of the blowup is an exponential growth of the energy of the solution and
the solution itself is generated by the periodic in time coefﬁcient. If we set
bt ≡ 1 and n = 3 in (4) then the equation becomes an example from
Klainerman [8] which illustrates a blowup phenomenon for Eq. (1).
Alinhac in the book [1] displayed and studied two local blowup mech-
anisms. He called them the “Ordinary Differential Equation mechanism”
and the “Geometric Blowup mechanism.” The ﬁrst one is characterised by a
nonlinear self-increase of the solution in an inﬂuence domain leading to the
blowup locus (where the solution itself becomes inﬁnite). The Geometric
Blowup mechanism is a generalization of the “focusing of rays.” Its main
feature is that the solution remains continuous at the blowup locus, only its
gradient becoming inﬁnite there.
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“Reissig and Yagdjian indicated [13] that for the linear equation, expo-
nential growth of the energy takes place and makes impossible so-called
Lp − Lq decay estimates. These Lp − Lq decay estimates are important
tools to prove global solvability in the Cauchy problem (1), (2) with small
data. Now one can say that according to Theorem 1.1 above the mentioned
growth of the energy interacting with the nonlinearity leads to the blowup
of the solution.
The global existence and global nonexistence for second-order equations
with constant coefﬁcient principal parts are investigated by Levine et al.
[10]. In particular, they give sufﬁcient conditions for the nonexistence of
the weak solution with sufﬁciently negative initial energy. For abstract wave
equations a similar nonexistence result is given by Levine and Smiley [9].
Todorova [16, 17] proved a ﬁnite time blowup result for the Cauchy prob-
lem with compactly supported data having negative energy, for the non-
linear wave equation with nonlinear damping aut ut m−1 and a nonlinear
source term of type buup−1 1 < m < p.
In the frame of physics the mechanism of the blowup in (4) is a parametric
resonance or parametric excitation (see [11, 18] for background mathemat-
ical material). The ﬁrst main feature of the parametric resonance is that
the spectrum of frequencies at which oscillations with indeﬁnitely increas-
ing amplitudes may build up is the union of several small intervals called
instability zones. The lengths of the instability zones depend on the ampli-
tude of the perturbations and go to zero as the amplitude approaches zero
(see, e.g., [3]). The frequencies to which these intervals shrink are known
as the critical frequencies. The second main feature of the parametric reso-
nance is the exponentially increasing amplitudes of the oscillatory system,
whereas in ordinary resonance they increase with a power law. These prop-
erties of the parametric resonance will be starting points in the proof of
Theorem 1.1.
After studying the periodic case the next question concerns the corre-
sponding results for equations with a coefﬁcient stabilizing to a periodic
one. Let us restrict to a model equation
utt − exp2tαb2tu+ ut2 − exp2tαb2t
n∑
j=1
uxj 2 = 0 (5)
t ∈ 1∞, x ∈ n, for α ∈ , α < 0. The coefﬁcient of this equation tends
to a periodic one if t tends to ∞. Thus one expects a similar result to
Theorem 1.1. We study the global solvability in the Cauchy problem with
the data prescribed on t = 1:
u1 x = u0x ut1 x = u1x (6)
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Theorem 1.2. Let α ∈ −∞−1 while b = bt is deﬁned on , a 1-
periodic, non-constant, smooth, and positive function. Then for every n, s, p,
and for every positive δ there are data u0 ∈ C∞0 n and u1 ∈ C∞0 n such
that 3 is fulﬁlled but the solution u ∈ C21∞ × n to the problem 5,
6 does not exist.
In [14] it is proved that for the solutions of the linear equation obtained
by dropping nonlinear terms of (5) with α ∈ −∞ 1/2, the Lp −Lq decay
estimates do not hold, while for α ∈ 1/2∞ they hold [13]. It will be
interesting to clear up for (5) whether there is blowup phenomenon if α ∈
−1 0 ∪ 0 1/2 or, conversely, if there is a global solvability.
The next interesting problem is an estimation of the lifespan. For Eq. (4)
one can pose this question in a completely new way. To be more speciﬁc
consider for given functions u0, u1 ∈ C∞0 n and for positive δ the Cauchy
problem
u0 x = δu0x ut0 x = δu1x (7)
for the equation
utt − b2εtu+ ut2 − b2εt
n∑
j=1
uxj 2 = 0 (8)
where bεt = 1 + εbt with small ε, while bt is a 1-periodic, non-
constant, smooth, and positive function. For ε = 0 and n large there is
a global solution provided that δ is small enough. The problem (8), (7) has
a local solution (see, e.g., [6]). If T δ ε is a lifespan for given δ and ε,
then a problem is to ﬁnd an asymptotic of this function as ε → 0. This
problem will be solved in a forthcoming paper.
2. PROOF OF THEOREM 1.1
1. Some Properties of Hill’s Equation
Consider the auxiliary ordinary differential equation with a periodic
coefﬁcient
wtt + λb2tw = 0 (9)
Let the matrix-valued function Xλt t0, depending on λ, be a solution of
the Cauchy problem
d
dt
X =
(
0 −λb2t
1 0
)
X Xt0 t0 =
(
1 0
0 1
)
 (10)
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Thus, Xλt t0 gives a fundamental solution to Eq. (9). It is evident that
Xλt + 1 t is independent of t ∈ . Set
Xλ1 0 =
(
b11 b12
b21 b22
)

This matrix is called a monodromy matrix and its eigenvalues are called mul-
tipliers of system (10) (see [11, 18]). From the consideration in [18, Sect. 1.4,
Chap. VII] and from Theorem 1 of [4] it follows that for a non-constant,
positive, smooth function bt deﬁned on  which is 1-periodic, there exists
a nonempty set of open intervals of numbers λ0 > 0 such that the corre-
sponding monodromy matrix Xλ0t0 + 1 t0 has the real-valued eigenval-
ues µ0 and µ
−1
0 satisfying µ0 > 1. We denote by ! the union of these
intervals. Moreover, there are closed intervals i (called instability zones),
i = λ−i  λ+i , λ−i ≤ λ+i , i = 0±1±2    N , with N ≤ ∞, such that !
is a subset of the interior of the set ∪ii.
We remark here that even for Eq. (9) with a non-regular L1loc- coefﬁcient
the above mentioned properties of the monodromy matrix were proved and
used by Colombini and Spagnolo [2] to study the homogenization (with
respect to time) problem in the Cauchy problem (2) for the sequence of
linear weakly hyperbolic equations utt −
∑n
i j=1 aijktuxixj = 0, with param-
eter k ∈ . They proved that for any δ > 0 there exist initial data u0 and
u1 analytic on n such that for any t > δ the sequence of classical solu-
tions uk ∈ C2n+1, at time t, that is, ukt ·, k = 1   , is unbounded
in ′n.
According to the next key lemma one can ﬁnd in the instability zones a
number λ such that a non-diagonal element of the monodromy matrix does
not vanish.
Lemma 2.1. Let bt be deﬁned on  a non-constant, positive, smooth
function which is 1-periodic. Then there exists λ ∈ ! such that b21 = 0.
Proof. If we assume that b21 = 0, then the function wt = x21t 0,
where x21t 0 is the 2 1-element of the matrix
Xλt 0 =
(
x11t 0 x12t 0
x21t 0 x22t 0
)

solves Eq. (9) and takes boundary values w0 = w1 = 0. Hence, if λ does
not belong to the spectrum of the Sturm–Liouville problem (9), w0 =
w1 = 0, then wt vanishes identically. It follows that dx21/dt0 0 =
x110 0 = 0 and we get a contradiction with the initial condition
x110 0 = 1 of the deﬁnition of the fundamental solution. It remains
to take into consideration that the above mentioned spectrum is discrete.
The lemma is proved.
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Next we use the periodicity of b = bt and the eigenvalues µ0, µ−10 of
the matrix Xλ1 0 to construct solutions of (9) with prescribed values on
a discrete set of time. The eigenvalues of matrix Xλ1 0 are µ0 and µ−10
with b11 + b22 = µ0 + µ−10 . Hence b11 − µ0 + b22 − µ0 ≥ µ0 − µ−10  > 0.
This leads to
maxb11 − µ0 b22 − µ0 ≥
1
2
µ0 − µ−10  > 0
Without loss of generality we can suppose
b11 − µ0 ≥
1
2
µ0 − µ−10  > 0 b22 − µ−10  ≥
1
2
µ0 − µ−10  > 0
so that
1− b21
µ−10 − b22
b12
µ0 − b11
= µ0 − µ−10 
1
b22 − µ−10
= 0
Lemma 2.2. Let W = W t be a solution to 9 with the parameter λ such
that b21 = 0. Suppose then that W = W t takes the initial data
W 0 = 0 Wt0 = 1
Then for every positive integer number M ∈  one has
W M = b21
µ0 − µ−10
µM0 − µ−M0  (11)
Proof. Let w = wt and z = zt be the solutions of (9) with initial
data
w0 = 1 wt0 = b12/µ0 − b11
z0 = b21µ−10 − b22 zt0 = 1
Then for every positive integer number M ∈  they satisfy{
wM = µM0  wtM = µM0 b12/µ0 − b11
zM = µ−M0 b21/µ−10 − b22 ztM = µ−M0 
(12)
Indeed, for the function wt we have(
d
dt
wM
wM
)
= X1 0X1 0 · · ·X1 0︸ ︷︷ ︸
M−multipliers
(
d
dt
w0
w0
)

The matrix
B =
(
b12/µ0 − b11 1
1 b21/µ−10 − b22
)
(13)
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is a diagonalizer for X1 0, that is,
X1 0B = B
(
µ0 0
0 µ−10
)

It follows the ﬁrst line of (12). The solution zt can be considered in a
similar way.
Further, we have W t = cwwt + czzt, where cw = b21/µ0 − µ−10 ,
cz = b22 − µ−10 /µ0 − µ−10 . Hence (12) and a representation
W t = wtb21/µ0 − µ−10  + ztb22 − µ−10 /µ0 − µ−10 
imply (11). The lemma is proved.
2. Construction of the Blowup Solutions
We will use the transformation ﬁrst introduced by Hopf [5] for the
Burgers equation, and then in application to (4) with bt ≡ 1, suggested
by Nirenberg. This transformation was used in different situations related
to blowup phenomena in [7, 15], in order to reduce a solution of a nonlin-
ear equation to the solution of a linear one. Thus, if ut x is a solution
of (4) and takes initial values (2) then the function vt x = exput x
solves the linear equation
vtt − b2tv = 0 (14)
and takes initial values
v0 x = expu0x vt0 x = u1x expu0x (15)
Now let us choose initial data (a positive number S > 2n/p is ﬁxed)
u0x =
1
MS
χ
(
x
M2
)

u1x =
A
MS
χ
(
x
M2
)
exp
{
− 1
MS
χ
(
x
M2
)}
cosx · y
where y ∈ n, y2 = λ, number λ is from Lemma 2.1, while χ ∈ C∞0 n
is a non-negative cut-off function, χx = 1 when x ≤ 1. The parameter
A ∈ , A = 1, independent of M , will be chosen later. Let u = ut x be
a solution which takes these initial data. Then function vt x = exput x
solves Eq. (14) and takes values
v0 x = exp
(
1
MS
χ
(
x
M2
))
∈ ∞
vt0 x =
A
MS
χ
( x
M2
)
cosx · y ∈ C∞0 
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Consider function
V t x = exp 1
MS
+W t A
MS
cosx · y ∈ C∞0∞ × n
Function V t x solves Eq. (14) while
V 0 x = exp 1
MS
 Vt0 x =
A
MS
cosx · y for all x ∈ n
On the other hand for vt x we have
v0 x = exp 1
MS
 vt0 x =
A
MS
cosx · y when x ≤M2
The ﬁnite propagation speed in the Cauchy problem (14), (15) implies
V t x = vt x in 2M = 0M × x ∈ n x ≤M3/2
Hence
vt x = exp 1
MS
+W t A
MS
cosx · y in 2M
In particular,
vM 0 = exp 1
MS
+ A
MS
b21
µ0 − µ−10
µM0 − µ−M0 
We choose A ∈ , A = 1, and S such that for M large enough one has
vM 0 < 0 as well as (3) for u0, u1. Via v0 0 > 0 it follows that at some
point tbu ∈ 0M, function v vanishes and vtbu 0 = 0. The theorem is
proved.
3. PROOF OF THEOREM 1.2
1. Perturbation Theory for the Fundamental Solutions
and Conclusions
Consider again the auxiliary ordinary differential equation (9) with a
periodic coefﬁcient b = bt. As in the previous section, Xt t0 denotes
the fundamental solution to Eq. (9). Then Xt + 1 t is independent of
t ∈ . Set for t0 ∈ 
Xt0 + 1 t0 = X1 0 =
(
b11 b12
b21 b22
)
 (16)
The continuous dependence of the fundamental solution Xt t0 on the
coefﬁcient b2t on the interval t0 t0 + 1 leads together with Lemma 2.1
to the following conclusions.
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Lemma 3.1. Let us consider instead of 9 the ordinary differential equa-
tion wtt + λ0c2tw = 0, where c = ct is a real-valued smooth function
deﬁned on . Then to each ε > 0 there exists a δ = δε such that if the
continuous function ct is a perturbation of bt on the interval T∞
in the sense that supt∈T∞ bt − ct < δ, then the fundamental solu-
tion Xt t0 has at the point t = t0 + 1 a real-valued eigenvalue µ = µt0
which satisﬁes µ− µ0 < ε uniformly for all t0 ∈ T∞. Moreover, one has
b21 ≥ const > 0 uniformly for all t0 ∈ T∞.
2. Representation of the Solutions of Special Ordinary
Differential Equations
We use Lemma 3.1 to estimate the solutions for a class of Cauchy prob-
lems for special ordinary differential equations. We prescribe Cauchy data
on t = t0, where for M ∈  the number t0 = t0M will be denoted by tM ,
while the integer number tM is deﬁned as
tM =
[{
1
2
ln
(
1+ o1 1
M
)}− 1α]
+ 1 o1 → 0 as M →∞ (17)
The sequence o1 will be speciﬁed more exactly later in Lemma 3.4 by
condition o1M α−1 → ∞ as M → ∞. The constant M , M > 1, will be
chosen later such that tM ∈ T∞, T = T α δ, T is large, and
max
t∈T α δ∞
 exp2tα − 1 =  exp2T α δα − 1 < δε
where µ0 − ε > 1, ε > 0. It is obvious that for α ∈ −∞−1
max
t∈tM∞
 exp2tα − 1 ≤ o1 1
M
 o1 → 0 as M →∞
Next we construct solutions with prescribed asymptotics on a discrete set
of time.
Lemma 3.2. Consider an ordinary differential equation
wtt + λ exp2tαb2tw = 0 (18)
where bt deﬁned on , is a 1-periodic, non-constant, smooth, and positive
function. Let W˜ t be a solution to Eq. 18 with initial data
W˜ tM = 0 W˜ttM = 1
Then there are positive numbers C0, µ˜0, 1 < µ˜0 < µ0, and a real-valued
function CM such that one has
W˜ tM +M = CMµ˜M0  CM ≥ C0 > 0
for every sufﬁciently large positive integer number M ∈ .
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Proof. Let the matrix-valued function Xkt 0, k = 1    M , be the
solution of the Cauchy problem
d
dt
X =
(
0 −λ0 exp2tM + k− 1+ tαb2tM + t
1 0
)
X X0 0 = I
where I is identity matrix. We set
Xk1 0 =
(
b11k b12k
b21k b22k
)

It is easily seen for the differences kt = Xkt 0 − Xt 0 that with
Xt 0 of (10) the following estimate
kt = Xkt 0 −Xt 0 ≤ o1
1
M
for all t ∈ 0 1
with o1 → 0 as M →∞, is fulﬁlled.
Using Corollary 3.1 with an arbitrary given small positive ε and T =
T α δε leads to the following two properties for the matrices Xk1 0,
k = 1    M:
• Each matrixXk1 0 has a real-valued eigenvalue νk = νkM which
satisﬁes νkM − µ0 ≤ γ0, where γ0 = µ0 − 1/2 > 0 uniformly for all
M ∈  sufﬁciently large.
• For all k = 1 2    M , M ∈  sufﬁciently large, the estimate
bijk − bij < ε, i j = 1 2, is fulﬁlled.
Further, the matrix (13) is a diagonalizer for X1 0 of (16). On the other
hand each matrix Xk1 0 also has a diagonalizer
Bk =
(
b12k/νk − b11k 1
1 b21k/ν−1k − b22k
)

The properties of Xk1 0, k = 1    M , lead to the following estimate
for the diagonalizers Bk, k = 1    M with some constant C2:
Bk − B ≤ o1/M and Bk + B−1k  ≤ C2 for k = 1    M (19)
For any solution w˜ = w˜t of Eq. (18) one can write(
d
dt
w˜tM +M
w˜tM +M
)
= XM1 0XM−11 0 · · ·X11 0
(
d
dt
w˜tM
w˜tM
)

If we denote Gk = B−1k Bk−1 − I  k ≥ 2 then(
d
dt
wtM +M
wtM +M
)
= BM
(
νM 0
0 ν−1M
)
I +GM
(
νM−1 0
0 ν−1M−1
)
I +GM−1 · · ·
× I +G3
(
ν2 0
0 ν−12
)
I +G2
(
ν1 0
0 ν−11
)
B−11
(
d
dt
wtM
wtM
)

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Taking into consideration the above properties for the diagonalizers Bk,
then sufﬁciently small ε, sufﬁciently large T = T α δε, respectively,
lead to
Gk = B−1k Bk−1 − I ≤ o1
1
M
for all k = 1    M (20)
with o1 → 0 as M →∞.
From (19) and a special choice of the initial data, we see that in order to
prove the statement of this lemma we have to consider the 1 1-element
x11 and the 2 1-element x21 of the matrix(
νM 0
0 ν−1M
)
I +GM
(
νM−1 0
0 ν−1M−1
)
· · · I +G2
(
ν1 0
0 ν−11
)

To ﬁnd out the properties of the matrix(
νM 0
0 ν−1M
)
I +GM
(
νM−1 0
0 ν−1M−1
)
· · ·
(
ν2 0
0 ν−12
)
I +G2
= νMνM−1    ν2
×
(
1 0
0 ν−2M
)
I +GM
(
1 0
0 ν−2M−1
)
· · ·
(
1 0
0 ν−22
)
I +G2
it is sufﬁcient to consider the matrix
aM =
(
1 0
0 ν−2M
)
I +GM
(
1 0
0 ν−2M−1
)
· · ·
(
1 0
0 ν−21
)
I +G1
Lemma 3.3. Assume that matrices Gk, k = 1    M , satisfy
Gk ≤M−1o1 where o1 → 0 as M →∞
while νk ≥ const > 1, k = 1    M . Then there is a positive constant q < 1
such that for sufﬁciently large M one has
a
M
11 = 1+ o1 aM21 = o1 aM12 = o1 aM22  ≤ q (21)
where o1 → 0 as M →∞.
Proof. Let as denote for k = 1    M ,
ak =
(
1 0
0 ν−2k
)
I +Gk
(
1 0
0 ν−2k−1
)
· · · I +G2
(
1 0
0 ν−21
)
I +G1
Then we estimate a norm of ak,∥∥∥∥ak
∥∥∥∥ ≤ I +Gk · · · I +G2I +G1
≤ 1+ Gk · · · 1+ G21+ G1
≤
(
1+ 1
M
o1
)k
≤
(
1+ C
M
)M
≤ C0 k = 1    M
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where C0 is independent of M . Further we write
ak =
(
1 0
0 ν−2k
)
I +Gkak−1 k = 2    M
so that a representation
a
k
11 − 1 = ak−111 − 1+ ak−111 Gk 11 + ak−121 Gk 12
together with a111 − 1 = G1 11 ≤ Co1/M implies
ak11 − 1 ≤ ak−111 − 1 + C0
2C
M
o1 k = 2    M
and, step by step, we obtain the ﬁrst statement of (21).
To prove the second statement of (21) we write
a
k
21 = ν−2k 1+Gk 22ak−121 + ν−2k Gk 21ak−111  a121 = ν−21 G1 21
On the other hand due to (20) and to conditions of the lemma one has
ν−2k 1+Gk 22 ≤ 1
for sufﬁciently large M . Step by step we obtain the statements for ak21
of (21).
Consider now for k = 2    M , elements
a
k
12 = 1+Gk 11ak−112 +Gk 12ak−122  a112 = G1 12
a
k
22 = ν−2k 1+Gk 22ak−122 + ν−2k Gk 21ak−112  a122 = ν−21 1+G1 22
It is easily seen that with some constant q˜, q˜ < 1, one has ν−2k 1+Gk 22 ≤
q˜ for all k = 2    M , and that the inequalities
ak22  ≤ q˜
ak12  ≤ q˜M−1o1
(
1+M−1o1k−21+ 2M−1o1
+ 1+M−1o1k−3 + 1+M−1o1k−4 + · · · + 1
)
hold for all M sufﬁciently large. These imply the last statements of the
lemma. Lemma 3.3 is proved.
Completion of the Proof of Lemma 32. This consists of the next steps:
10 First we choose for the solution of (18) the initial data
wtM = 1 wttM = b121/ν1 − b111
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and obtain(
d
dt
wtM +M
wtM +M
)
= νMνM−1    ν1BM
(
1 0
0 ν−2M
)
I +GM
(
1 0
0 ν−2M−1
)
×I +GM−1 · · · I +G3
(
1 0
0 ν−22
)
I +G2
(
1
0
)

We denote
ZM =
(
1 0
0 ν−2M
)
I +GM
(
1 0
0 ν−2M−1
)
×I +GM−1 · · ·
(
1 0
0 ν−22
)
I +G2
for the matrix with the properties described by Lemma 3.3. Then we con-
sider the matrix BMZM:( b12M
νM−b11Mz11M + z21M
b12M
νM−b11Mz12M + z22M
z11M + b21Mν−1M −b22Mz21M z12M +
b21M
ν−1M −b22M
z22M
)

Hence one can write
wtM +M = νMνM−1    ν1
(
z11M +
b21M
ν−1M − b22M
z21M
)

Due to Lemma 2.1, (19), and to Lemma 3.3 we have for large M
z11M − 1 = o1 z21M = o1 where o1 → 0 as M →∞
Hence
wtM +M = νMνM−1    ν1
(
1+ o1
)
 where o1 → 0 as M →∞
On the other hand
d
dt
wtM +M = νMνM−1    ν1
(
b12M
νM − b11M
z11M + z21M
)
implies with o1 → 0 as M →∞,
d
dt
wtM +M = νMνM−1    ν1
(
b12M
νM − b11M
+ o1
)

20 Then we choose for the solution of (18) the initial data
vtM = b211/ν−11 − b221 vttM = 1
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and get(
d
dt
vtM +M
vtM +M
)
= νMνM−1    ν1BM
(
1 0
0 ν−2M
)
I +GM
(
1 0
0 ν−2M−1
)
×I +GM−1 · · · I +G3
(
1 0
0 ν−22
)
I +G2
(
0
1
)

By means of the last column of the matrix BMZM we obtain
d
dt
vtM +M = νMνM−1    ν1
(
b12M
νM − b11M
z12M + z22M
)

vtM +M = νMνM−1    ν1
(
z12M +
b21M
ν−1M − b22M
z22M
)

Lemma 3.3 describes the behaviour of z12M and of z22M as M → 0.
30 Further we write W˜ t = cwwt + cvvt, where
cw = −vtM/wtMvttM −wttMvtM 
cv = wtM/wtMvttM −wttMvtM
and obtain the following representation for W˜ tM +M:
W˜ tM+M=
1
1−b121/ν1−b111b211/ν−11 −b221
νMνM−1 ν1
× b211
ν−11 −b221
(
b21M
b211
ν−11 −b221
ν−1M −b22M
z22−1+o1
)

On the other hand we have with positive numbers C0, q, q1, independent
of M∣∣∣∣1− b121ν1 − b111 b211ν−11 − b221
∣∣∣∣ ≥ C−10 > 0 ν−11 − b221 ≥ C−10 > 0∣∣∣∣b21Mb211 ν
−1
1 − b221
ν−1M − b22M
z22
∣∣∣∣ ≤ q1 < 1 z22 ≤ q < 1
for M sufﬁciently large. Lemma 3.2 is proved.
3. Estimate in 1 tM of the Energy of the Solutions
Lemma 3.4. Consider for a positive number λ an ordinary differential
equation
wtt + λ exp2tαb2tw = 0 (22)
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where parameter α ∈ −∞−1 while function b = bt deﬁned on , is a
1-periodic, smooth, and positive. Let wt be a solution to Eq. 22. Then with
o1 of 17 appropriately chosen, for the energy
Ew t = wtt2 + λ exp2tαb2twt2
of the solution w the estimate
Ew 1 ≤ Ew tM expo11M (23)
holds with o11 = o1−1/αM1/α−1 → 0 as M →∞.
Proof. If we denote a2t = λ exp2tαb2t, then for the energy
Ew t = wtt2 + a2twt2/2 we have
d
dt
Ew t = a′tatw¯twt
Hence ∣∣∣∣ ddt Ew t
∣∣∣∣ ≤ a′tat Ew t
leads to
Ew 1 ≤ Ew tM exp
(∫ tM
1
a′t
at dt
)

Further ∫ tM
1
a′t
at dt ≤ 2α
∫ tM
1
tα−1 dt + 2
∫ tM
1
b′t
bt dt
≤ 2tαM + 2tM max0 1 b
′t/bt
≤ o1− 1αM 1α
implies (23). The lemma is proved.
Lemma 3.5. For given positive number ε function W εt = ε W˜ t/
W˜ 1 + W˜t1 solves Eq. 18 and there exist positive constants q, q1
such that
W εtM +M ≥ εq1 expqM
for all sufﬁciently large M .
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Proof. We use Lemma 3.2 to write with C0 > 0
W εtM +M ≥ CMεµ˜M0 /W˜ 1 + W˜t1
≥ C0εµ˜M0 /
√
EW˜  1 
Then to estimate EW˜  1 we use Lemma 3.4 applied to W˜ :
W εtM +M ≥ C0εµ˜M0 /
√
EW˜  tM exp
(
o11M
)
≥ C0ε exp
(
Mln µ˜0 − o11/2
)

It remains to note that µ˜0 − ε1 > 1 with ε1 > 0. The lemma is proved.
4. Construction of the Blowup Solutions
If ut x is a solution of (5) and takes initial values
u1 x = u0x ut1 x = u1x
then the function vt x = exput x solves the linear equation
vtt − exp2tαb2t9v = 0  (24)
and takes initial values
v1 x = expu0x vt1 x = u1x expu0x
Now let us choose initial data (a positive number S will be chosen later)
u0x = ln
{
exp
(
1
MS
χ
(
x
M2
))
+W ε1 A
MS
χ
(
x
M2
)
cosx · y
}

u1x =
A
MS
χ
(
x
M2
)
W
ε
t 1 cosx · y
exp
(1/MSχx/M2)+W ε1A/MSχx/M2 cosx · y 
where y ∈ n, y2 = λ while χ ∈ C∞0 n is a non-negative cut-off function,
χx = 1 when x ≤ 1. The parameter A ∈ , A = 1, independent of
M , will be chosen later. Due to Lemma 3.5 we have u0, u1 ∈ C∞0 n.
Moreover, for every given s, p, and δ the inequality (3) is fulﬁlled for all
sufﬁciently large M and S.
Assume that solution u = ut x to the Cauchy problem for Eq. (5)
with the above chosen initial data u0x and u1x exists for all t ≥ 1 and
all x ∈ n. For the function vt x = exput x these lead to a global
existence in the Cauchy problem for (24) with the initial data
v0x = exp
(
1
MS
χ
(
x
M2
))
+W ε1 A
MS
χ
(
x
M2
)
cosx · y ∈ ∞ (25)
v1x = W εt 1
A
MS
χ
(
x
M2
)
cos
(
x · y
)
∈ C∞0 (26)
parametric resonance 267
prescribed at t = 1. Consider now the function
V t x = exp 1
MS
+W εt A
MS
cosx · y
The function V t x solves equation
Vtt − exp2tαb2t  V = 0 in 1∞× n (27)
while
V 1 x = exp 1
MS
+W ε1 A
MS
cosx · y 
Vt1 x = W εt 1
A
MS
cosx · y
for all x ∈ n. Comparing the last relations with (25),(26) we conclude
V 1 x = v1 x Vt1 x = vt1 x when x ≤M2 
Hence, due to the ﬁnite propagation speed in the Cauchy problem for (27),
V t x = vt x in 2M = 1 tM +M × x ∈ n x ≤M3/2 
Thus
vt x = exp 1
MS
+W εt A
MS
cosx · y in 2M 
In particular,
vtM +M 0 = exp
1
MS
+W εtM +M
A
MS

Due to Lemma 3.5 we can choose A ∈ , A = 1, such that for M large
enough one has vtM +M 0 < 0 as well as (3) for u0, u1. Via vtM 0 > 0
it follows that at some point tbu ∈ tM tM +M the function v vanishes,
and vtbu 0 = 0. The theorem is proved.
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