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This work concerns the construction of finite rank globally smooth approximation operators and their appli-
cation to a particular data assimilation algorithm.
Chapter 1 details the construction of local approximation operators. The first class of operators
discussed are Lagrangian or nodal interpolants, which are ubiquitous in the finite element method on boxes
and simplices. I then construct a class of higher order ‘volume elements’ of a type not frequently discussed in
the literature, that are defined to match the integrals of a given function over each of several subdivisions of
the element domain. The last section establishes standard bounds on the local approximation error of these
and related operators in integer Sobolev spaces.
Chapter 2 describes global approximation. Rather than combining these local approximations piece-
wise as in the conventional finite element method, they are extended smoothly to the whole space with a
partition of unity This technique is sometimes referred to as the partition of unity finite element method
(PUFEM) and originates with Babuška and Melenk in [BM97]. The final result of this chapter is a proof that,
given m, k ∈ N and sufficient data, an operator of this class can be constructed to approximate sufficiently
regular functions globally to order m 1 in the topology of the Sobolev space Hk.
Chapter 3 concerns motivation for these investigations, wherein approximation operators are applied
to a particular problem in data assimilation. In 2014, an influential paper by Azouani, Olson, and Titi
introduced a ‘nudging’ algorithm for continuous data assimilation which relies on simple approximation
operators using various types of data (‘observables’) [AOT14]. This paper proved the convergence of the
algorithm when applied to the two dimensional Navier-Stokes equations (2D NSE) in the topology of L2
1i.e. with error proportional to hm, where h > 0 parametrizes the resolution
1
or H1 depending on the boundary conditions and type of observables. Since then, much work has been
published describing the application of this algorithm to various dynamical systems and using various types
of data. A brief review of this body of work is found in Section 3.2. The third chapter of this thesis develops
another result of this type, proving exponential convergence in Hk of the nudging algorithm applied to the 2D
NSE with periodic boundary conditions and vanishing space average when using the approximation operators
defined in the first two chapters.
This thesis is closely connected to a forthcoming work by Animikh Biswas, Vincent Martinez, and
this author [BBM]. Chapter 1 gives a more comprehensive treatment of the construction of local finite
element-type approximation operators and detailed proof of their approximation properties. Conversely, cer-
tain local approximation operators, of a somewhat different flavor, are presented in [BBM] but not discussed
here. In Chapter 2, the construction of global approximation operators based on a partition of unity is pre-
sented in greater detail but less generality than in the paper. The convergence theorem that is the focus of
Chapter 3 is a restricted case of a comparable theorem in the paper. The proof here relies on several results
established there, particularly regarding bounds on solutions within an absorbing ball and the well-posedness
of the approximating system. The interested reader is invited to consult [BBM] for a treatment of these and




This chapter concerns conventional polynomial approximation on small domains and takes the perspective
used in the abstract formulation of the finite element method. The essential notion is to construct an
approximation operator as a projection onto a polynomial space by use of a collection of functionals which
represent observables – data about the function to be approximation, such as nodal values or averages over
specified domains. There are many possibilities for observable quantities that may be used for this purpose.
However, this work is motivated by the approximation of functions describing physical phenomenon such as
the atmospheric velocity field. I therefore focus on the most physically plausible of these functionals and omit
those types of data that would be difficult or impossible to measure in practice. For example, it would be
reasonable to collect data about the wind speed at some specified point or perhaps its average over a region,
but it would be difficult to determine its third derivative at a point or its integral against some complex test
function. Thus functionals of the former two types will be considered and those of the latter two will not.
Generally, it is worth keeping in mind the application for which these approximations are being
developed. Use of finite elements in numerical simulation must by necessity be guided by the difficulties
presented when the system is propagated forward in time, and ensure, for example, tractable mass and
stiffness matrices. Here, we are concerned principally with smooth approximation of general order and




I begin by presenting the abstract formulation of the finite element method, starting with the definition of a
finite element. Intuitively, this is just a formalization of the machinery needed to construct a local approx-
imation of an generic function in a finite dimensional space. This definition follows standard conventions,
such as those used in e.g. [Cia02],[BS08].
Definition 1.1.1. A finite element is a triplet (U, V,Σ), where
• U is a compact subset of Rd with Lipschitz boundary
• V is a finite dimensional normed linear space of functions p : U → R
• Σ = {σi}Ni=1 is a set of functionals σi : V → R that form a basis of V ∗ = L (V,R)1
The set U plays the role of the cell or mesh element within the domain. In fact, we will choose U to
be a reference cell - the cells that divide the domain will be affine images of U , and a function on the domain
will be approximated by pulling back its restriction to each cell to U and pushing forward the approximation.
The space V is usually a set of polynomials or piecewise polynomials, though it need not be in
principle. The functionals Σ are the aforementioned observables, and represent data about the function
to approximated. The condition placed on Σ, that it forms a basis of V ∗ is called unisolvence. It can be
characterized in the following ways
Proposition 1.1.2. Let V be a vector space of dimension N and let Σ = {σi}Ni=1 ⊆ V ∗ be a collection of
functionals on V . Then the following are equivalent:
(1) V is unisolvent with respect to Σ.
(2) There exists a basis Θ = {θi}Ni=1 of V such that σi(θj) = δij
(3) For any c1, .., cN ∈ R, there exists p ∈ V such that σi(p) = ci
(4) If p ∈ V and σi(p) = 0 for all σi ∈ Σ, then p = 0.
Proof. The map C : V → RN defined by f 7→ (σ1(f), .., σN (f)) is a linear map between V and RN . All of
the conditions are equivalent to the bijectivity of C.
1Given normed linear spaces X and Y , I will use the notation L (X,Y ) to refer to the set of continuous linear operators
mapping X → Y , and L (X) to those mapping X → X
4
In practice, condition (4) above will usually be the most convenient characterization with which to
verify unisolvence. The functionals Σ are sometimes called the local degrees of freedom and the functions Θ
the local shape functions.
To apply a finite element to the approximation of functions in a more general space X ) V , we
will require furthermore that the functionals σi possess continuous extensions on X, i.e. Σ ⊆ X∗. For
example, if we wish to approximate functions f ∈ X = C0(U), then we cannot used functionals of the form
σi(f) = ∂1f(xi), though we could if we were to approximate functions in X = C
1(U).
For our purposes, a key consequence of the above construction is that it gives a simple form for a
corresponding approximation operator. Given any Σ that forms a basis for V ∗, we can find a dual basis Θ





From a linear-algebraic perspective, this is the form of a projection onto a subspace spanned by Θ. By defin-
ing finite elements with this approach, all of the corresponding approximation operators can be expressed
systematically in this form, which will facilitate proving bounds on their approximation error. This per-
spective also emphasizes that for a given set U and space V , the choice of functionals fully determines the
characteristics of the approximation. Although any choice of Σ will define an operator L that by definition
perfectly approximates all p ∈ V , different collections of functionals will result in different approximations of
functions f ∈ X when X ) V .
Depending on the integrability and smoothness of the functions in X, and the nature of the space
V , there are many types of local degrees of freedom that can be used, and in general it is possible to construct
a collection Σ consisting of several types. Some examples include
• σα(φ) = φ(xα)
















∂βφ(x) · dS as above
5
In all of these examples there is also the matter of choosing different collections of points {xα}α, subdomains
{Uγ}γ of the cell, or subsets {Γγ}γ of the boundary. I note that unisolvence requires not only that there
are enough points, subdomains, etc. but requires them to be configured in certain ways. If, for example,
a collection of points all lie on a hyperplane, they will be insufficient to uniquely determine determine a
polynomial on the whole space.
This work focuses on two classes of finite element, corresponding to degrees of freedom given by
either evaluation at points or integration over subdomains.
1.2 Nodal Interpolants
A finite element whose functionals are given by evaluation at points is called a nodal or Lagrange finite
element, and the approximation operator generated by such an element is a nodal interpolant. I will present
two classes of nodal interpolants, differing in the geometry of their domains, the distribution of the nodes,
and the type of polynomial space.
In the so-called tensor product case, the domain is a box, or Cartesian product of intervals. In
dimension n the polynomial spaces will be Pm,n for m ≥ 0, consisting of all polynomials of degree less than
or equal to m, in each variable, distinct from the space consisting of all polynomials of total degree less than
or equal to m. Pm,n has dimension mn. The functionals we will consider are given by evaluation at evenly
spaced nodes.
In the simplicial case, the domain will be an n-simplex, where n. In that case the polynomial
spaces will be Pm,n, for m ≥ 0, the collection of all polynomials up to a given total order in each term. The
functionals will again be given by evaluation at evenly spaced nodes.
In dimension one the tensor product and simplicial elements coincide exactly. It will be convenient
to confirm unisolvence in this case before proceeding to general dimension. Consider the domain [0, 1] and
for m ≥ 1 define nodes zi = im for 0 ≤ i ≤ m. When m = 0, define a node z0 = 0. Let Σm,1 = {σi}
m
i=0 be a
collection of functionals defined by σi : φ 7→ φ(zi).
Proposition 1.2.1. The space of univariate polynomials of degree less than or equal to m, Pm,1, is unisolvent
with respect to the functionals Σm,1
Proof. The polynomial space Pm,1 has dimension m+1, equal to the cardinality of |Σm|. By Proposition 1.1.2,
6
(a) m = 3
2 warnings
(b) m = 4
Figure 1.1: Lagrange polynomial bases on [0, 1]
it suffices to show that for p ∈ Pm,1
σi(p) = p(zi) for 0 ≤ i ≤ m =⇒ p ≡ 0
This is immediate from the fact that a univariate polynomial of degree m which has m + 1 roots must be
identically zero.
There are at least two (necessarily equivalent) well-known expressions for the basis of Pm,1 dual to







Brief inspection confirms that indeed θi(zk) = δik. The Newton polynomial form is the other form, which
emphasizes that the basis elements are analogous to Taylor polynomials, where divided differences have
replaced derivatives. Graphs of the basis elements are depicted in Figure 1.1 for m = 3, 4.
Before moving to higher dimensions, I remark that in numerical applications of high degree Lagrange
polynomials, such as the spectral element method, generally use non-uniform point distributions which have
7
superior constants in the approximation error [BSV12]. For the cube, a standard choice is the tensor product
of Gauss-Lobatto-Legendre quadrature points, as these points are proven to be the Feketé points for the
cube, defined as having an asymptotically optimal error constant [BTW01]. As the improved constants that
can be obtained are not relevant to the analytical work done here, I choose to use uniformly spaced points
for simplicity, here and in the sequel. The reader interested in advantages conferred by alternate spacing
schemes is invited to consult [BSV12, Mel02, BTW01].
1.2.1 Tensor Product Nodal Interpolants
Fix a dimension n ≥ 1 and an element order m ≥ 0. We will define the tensor product nodal interpolant on
the domain [0, 1]n.2 Define a collection of multi-indices Am,n = {0, ...,m}n using the standard notation for









Define a set Σm,n = {σγ}γ∈Am,n of functionals on C0([0, 1]n) by
σγ(φ) = φ(zγ)





γ , pγ ∈ R





is a valid finite element, we must ensure the unisolvence
of the polynomial space with respect to the functionals. In the tensor product case, this is a straightforward
consequence of unisolvence in one dimension
Proposition 1.2.2. The polynomial space Pm,n is unisolvent with respect to the functionals Σm,n as defined
above.
Proof. By Proposition 1.2.1 and Proposition 1.1.2, there exists a collection of polynomials {θi}mi=0 ⊆ Pm,1









Now define for each γ ∈ Am,n a polynomial in Pm,n:

















As |Σm,n| = |Am,n| = dim Pm,n, we conclude by Proposition 1.1.2 that Pm,n is unisolvent with respect to
Σm,n
As the proof suggests, the tensor product case produces a tidy closed form expression for the basis







If we take zζk =
ζk
m , then this can be expanded













By construction the characteristic property of this operator is that
Lmφ(zγ) = φ(zγ), ∀φ ∈ C0([0, 1]n), γ ∈ Am,n
Graphs of the tensor product Lagrange polynomial basis elements are shown in Figure 1.2
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(a) m = 3 (b) m = 4
Figure 1.2: Tensor product Lagrange basis elements on [0, 1]2
1.2.2 Simplicial Nodal Interpolants
We proceed to define a similar system on simplices and confirm that it is in fact a finite element.
Define the unit simplex in dimension n
∆n :=





Define for each dimension n and m ≥ 0 an index set Bm,n, using the same multi-index notation as for
derivatives.
Bm,n := {α ∈ Nn : |α| ≤ m}
We then define the set of nodes within the simplex
{zα}α∈Bm,n = {(α1m , ....,
αn
m )}α∈Bm,n where α = (α1, .., αn)
As before, we define a collection of functionals by evaluation at each node.
Σm,n = {σα}α∈Bm,n σα(φ) = φ(zα)




We proceed to prove unisolvence of Pm,n with respect to uniformly spaced nodal evaluation on
simplices. In doing so, I follow a standard approach which is taken by books on the finite element method
by Ern and Guermond and by Brenner and Scott [EG04, BS08]. The proof relies on the following lemma.
Lemma 1.2.3. Suppose p ∈ Pm,n and p vanishes on a hyperplane ΠT = {x ∈ Rn : T (x) = 0} for some affine
function T : Rn → R, i.e. one which differs by a constant from some linear functional on Rn. Then there
exists a polynomial q ∈ Pm−1,n such that
p(x) = T (x)q(x)
Proof. An affine change of coordinates is a degree preserving endomorphism of the algebra of n-variate
polynomials. We may therefore make such a change without affecting the meaning of the result.
Letting Bm,n = {α ∈ Zn≥0 : |α| ≤ m}, divide the polynomial into terms which do and do not contain












As xn = 0 on ΠT , the second of these sums is zero on ΠT . So






But p(x) = 0 for all x ∈ ΠT = {x ∈ Rn : xn = 0}, implying that






and therefore that for all α ∈ Bm,n such that αn = 0, we have pα = 0. We conclude that all nonzero
monomials of p(x) contain a positive power of xn. In particular, there exists q(x) ∈ Pm−1,n such that
p(x) = xnq(x) = T (x)q(x)






The proof of general unisolvence is by induction and requires two base cases. The first is unisolvence
of Pm,1 with respect to Σm,1 for all m ≥ 1, given by Proposition 1.2.1. The other is the following trivial
result.
Lemma 1.2.4. Let n ≥ 1. Then P0,n is unisolvent with respect to the Σ0,n.
Proof. For all n, Σ0,n consists of a single functional σ0 : φ 7→ φ(0). P0,n consists of the constant functions,
whose value everywhere is determined by evaluation anywhere.
(a) n = 2, m = 5 (b) n = 3, m = 3
Figure 1.3: Examples of decomposing of an n-simplex into a smaller n-simplex and an (n− 1)-simplex
Now I prove the general case.
Proposition 1.2.5. Let n,m ∈ N. Then Pm,n is unisolvent with respect to the functionals Σm,n defined in
Section 1.2.2.
Proof. By Proposition 1.2.1 and Lemma 1.2.4, Pm,1, P0,n are unisolvent with respect to Σm,1,Σ0,n respec-
tively. These results form the base cases for a proof by induction on both degree and dimension.
Now fix m,n and suppose that Pm,n−1 is unisolvent with respect to the functionals {σβ}β∈Bm,n−1
and Pm−1,n is unisolvent with respect to {σγ}γ∈Bm−1,n . Let p ∈ Pm,n such that p(zα) = 0 for all α ∈ Bm,n.
Note that for m ≥ 2, the nodes {zα}α∈Bm,n on an n-simplex can be partitioned into those that do
and those that do not lie on one n − 1-face. Those on the face are affine equivalent to {zβ}β∈Bm,n−1 . The
nodes that do not lie on the face are, up to dilation by mm−1 , are equivalent {zγ}γ∈Bm−1,n . This is illustrated
in Figure 1.3 for the cases of n = 2,m = 5 and n = 3,m = 3.
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Let ΠT = {x : T (x) = 0} be defined by T (x) =
∑n
i=1 xi− 1. Then ΠT is the hyperplane through all
of the vertices expect the one at the origin, and the nodes in ΠT are affine equivalent to those in Bm,n−1. Then
by the inductive hypothesis, p(x) = 0 for x ∈ ΠT . By Lemma 1.2.3, p(x) = T (x)q(x), where q(x) ∈ Pm−1,n.
As the remaining nodes are affine equivalent to {zγ}γ∈Bm−1,n and q(x) vanishes at all of them, the
inductive hypothesis on Pm−1,n implies that q = 0. So any polynomial in Pm,n that vanishes on each zα for
α ∈ Bm,n is necessarily zero, which completes the proof.
There is no simple closed form expression for simplicial Lagrange basis elements of arbitrary degree
in arbitrary dimension, but they may be computed relatively easily4 for low order and dimension (see e.g.
[Bra07, Lor66]). Graphs of the basis elements for m = 3, 4 in dimension 2 are depicted in Figure 1.4.
(a) m = 3
(b) m = 4
Figure 1.4: Simplicial Lagrange basis elements on ∆2
4See Lemma 1.3.1 for a procedure to construct the shape function basis for a generic polynomial finite element
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1.3 Volume Elements





I first give a proof that these operators are unisolvent in one dimension, which is more involved than the
simple closed form expression given for one dimensional nodal interpolants. I then describe the tensor product
case in general dimension, the unisolvence of which follows immediately from one dimensional unisolvence.
1.3.1 One Dimensional Volume Elements
Prior to proving unisolvence in the general case, we begin in one dimension. The domain of interest is [0, 1],





The procedure used in the following lemma is widely applicable, and can be used to construct shape
functions in generic finite elements. It rests on inverting a linear map that takes an arbitrary element in
the function space, expressed as coordinates with respect to a known basis, to the value of that element
under each the the functionals. In this case, the function space is Pm,1 =
{∑m
k=0 pkx
k : pk ∈ R
}
and the
coordinates are relative to the monomial basis.






f(x)dx. In particular, there exists a unique set {θ`}m`=0 ⊆ Pm,1 such that σk(θ`) = δk`
Proof. For each functional σk and monomial x








(k + 1)j+1 − kj+1
(j + 1)(m+ 1)j+1
Define a matrix M by Mkj = σk−1(x
j−1) for 1 ≤ k, j ≤ m+ 1
M =
(




By multiplying each row by the common denominators of its elements, which for row j is j(m + 1)j , the
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kj − (k − 1)j
)
kj
























1 if j = k
−1 if j = k − 1
0 otherwise





















for some {qi}i. Such matrices appear frequently when computing polynomial
bases in the context of FEM, and their determinants take a particularly simple form: the product of all qk − q` where k > `.











In particular, det(M) 6= 0, so M may be inverted. Define a collection of polynomials Θm = {θk}mk=0 ⊆ Pm,1
with the coefficients of each given by the columns of the matrix M−1. In particular, let the monomial






j−1 for 0 ≤ k ≤ m
Since M`j = σ`−1(x













We conclude that there exists a basis Θm = {θ`}m`=0 of Pm,1 such that σk(θ`) = δk` and therefore that the
collection Σm,1 = {σk}mk=0 forms a basis for P∗m,1.
The one dimensional volume element basis elements are depicted in Figure 1.5.
I note that the volume element basis polynomials attain large maximum values compared to the
Lagrange polynomials; this is an artifact of normalizing the basis elements so that σk(θk) = 1, which requires





1.3.2 Tensor Product Volume Elements
I now describe the tensor product volume element, before showing that its unisolvence is an immediate
consequence of Lemma 1.3.1. The domain of the finite element will be [0, 1]n, and we define a collection of
subsets over which integration defines the functionals. We use the same index set as in Section 1.2.1, but
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(a) m = 3 (b) m = 4
Figure 1.5: One dimensional volume element bases on [0, 1]
define a slightly different set of nodes
Am,n =
{









Define patches {Eα}α∈Am,n as translated and scaled copies of [0, 1]n




The degrees of freedom are then defined by integration on the patches. Define the set of functionals Σ =





Just as for the tensor product nodal interpolant, unisolvence in higher dimension is a straightforward conse-
quence of unisolvence in one dimension.
Proposition 1.3.2. Let m ≥ 1. Then Pm,n =
{∑
α∈Am,n pαx
α : pα ∈ R
}
is unisolvent with respect to the
functionals Σm,n = {σα}α∈Am,n given by σα(φ) =
∫
Eα
φ(x)dx, and in particular there exists a unique basis
{θβ}β∈Am,n of Pm,n such that σα(θβ) = δβα










6The space of locally integrable functions on [0, 1]n – see Section 1.4.1
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Let n ≥ 1, and define for each α = (α1, .., αn) ∈ Am,n a polynomial θα ∈ Pm,n



































∣∣Σm,n∣∣, we conclude that Σm,n forms a basis for P∗m,n
Two dimensional tensor product volume element bases are shown in Figure 1.6. The scaling effect
on the maximum value is even more extreme, a consequence of normalizing the basis elements to have integral
1 over a set of measure 1(m+1)2 .
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With unisolvence demonstrated, we define a local approximation operator on the unit cube [0, 1]n
based on integral data. Let Σm = {σα}α∈Am,n , Θm = {θα}α∈Am,nandAm,n be defined as in Proposition 1.3.2.
We have proved that Σm and Θm are dual bases for P∗m,n and Pm,n respectively. As such we can define an
approximation operator Im : L
1





7see the comment regarding Figure 1.5
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(a) m = 3 (b) m = 4
Figure 1.6: Tensor product volume element bases on [0, 1]2
As for all such operators, Lm is the unique map L
1
loc([0, 1]

















Unisolvence ensures that Im is indeed identity on the polynomial space; for any polynomial p ∈ Pm,n and
α ∈ Am,n we have σα(p) = σα(Imp), and because Σm is a basis of P∗m,n, we therefore have
p(x) = Lmp(x)
This property will ensure that Lm approximates sufficiently smooth functions in a strong topology.
1.4 Local Error Bounds
I now discuss the approximation properties of the aforementioned operators. The goal is to prove bounds, in
terms of the diameter of the cell, on norms of the error in various topologies. To establish these bounds we
will apply a well-known result on polynomial interpolation, the Bramble-Hilbert lemma, which is related to
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a construction used by Sobolev in proving the eponymous embedding theorems [DS80, Sob63]. Before doing
so, I review definitions regarding relevant function spaces.
1.4.1 Function spaces
The following definitions may be found in most texts on the analysis of PDE, such as [Eva10], [Bre11].
Given a set U ⊆ Rn, we say U is measurable if it is measurable with respect to the Lebesque
measure. Given Ω ⊆ Rn of nonzero measure, we say a function φ : Ω → R is measurable if, for all open
U ⊆ R, the preimage φ−1(U) is measurable as a subset of Ω, where Ω is taken with the subspace topology.
Define L(Ω) to be the set of all measurable functions on Ω.
Given two measurable functions φ, ψ, we say φ = ψ a.e. (‘almost everywhere’) if there exists a






. We use the same notion for other
properties, e.g. φ ≤ ψ a.e. if φ ≤ ψ except on a set of measure zero, etc. Equality almost everywhere forms
an equivalence relation on L(Ω), and for the moment I denote equivalence classes under it by
[φ]a.e. =
{
ψ ∈ L(Ω) : ψ = φ a.e.
}
Now for p ∈ [1,∞) define the space
Lp(Ω) =
{













Henceforth I will follow convention in referring to each equivalence class [φ]a.e. in an L
p space by any member






and for p =∞,
‖φ‖L∞(Ω) = ess supx∈Ω|ψ(x)| = inf
{
M > 0 : |φ| ≤M a.e.
}
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It will also be useful to define the space L1loc(Ω) of locally integrable functions:
L1loc(Ω) =
{
φ : φ ∈ L(Ω),
∫
K
|φ(x)|dx <∞, ∀ K ⊆ Ω compact
}
Given functions u, v : Ω→ R, we say that v is the weak partial derivative of u with respect to xi if,










If so, then we say ∂iu = v. Now define a multi-index to be an n-tuple of non-negative integers, generally
denoted by a lower case Greek letters as in α = (α1, .., αn), where n is taken to be the dimension of the
relevant domain. The order of α is defined by |α| =
∑n
i=1 αi. I use the following shorthand for weak partial
derivatives:
∂αφ = ∂α11 · · · ∂αnn φ
For k ∈ N we define Sobolev spaces: if 1 ≤ p <∞ let
W k,p(Ω) =




and if p =∞,
W k,∞(Ω) =
{















The Sobolev spaces based on L2 are particularly important8 and are given the special notation Hk(Ω) =









Finally, for Banach spaces X and Y , I introduce the notation X ↪→ Y to mean that there is a continuous
embedding of X into Y . In particular, X ↪→ Y if there exists some c > 0 such that
‖φ‖X ≤ c‖φ‖Y for all φ ∈ X
I proceed to supply a proof of the Bramble-Hilbert lemma, following the approach taken in [BH70].
1.4.2 The Bramble-Hilbert Lemma
Though I have so far treated approximation operators defined on polytopes [0, 1]n and ∆n, the ultimate
application will involve their application on ’augmented’ polygons, of the type [0, 1]n+B(0, ε) or ∆n+B(0, ε).
Thus this section presumes only that the set U ⊆ Rn is convex and bounded with nonempty interior.
Recall that Pk,n denotes the space of n-variate polynomials of total degree not more than k. I will
not distinguish between polynomials viewed as functions on Rn versus their restrictions to some U ⊆ Rn.
We begin with a series of lemmas. The following two may be found, among other places, in [Mor08].
Lemma 1.4.1. For any φ ∈ Hk+1(U), there exists a unique p ∈ Pk,n such that
∫
U
∂α(φ− p) = 0 for all 0 ≤ |α| ≤ k
8In large part because they too are Hilbert spaces – see Section 3.3
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Proof. Define Nn,k to be the number of n-component multi-indices of order not greater than k.
9. Define a









As M is a linear map RNn,k → RNn,k , the system has a unique solution if and only if M is injective. Suppose
otherwise, that there exists p(x) =
∑
|β|≤k pβx
β ∈ Pn,k, not identically zero, such that
∫
U
∂αp = 0 for all |α| ≤ k












γxβ dx = −pγ |U |γ!
But |γ| ≥ |β| for all β with pβ 6= 0. So pβ∂γxβ = 0 for all β 6= γ, and ∂γp(x) has nonzero integral over U .
Contradiction.
The following result is needed to establish the Bramble-Hilbert lemma; it is also fundamental in the
analysis of PDE and will be applied repeatedly in later chapters.
Lemma 1.4.2 (Poincaré Inequality10). Suppose U is convex and let ρ = diam(U). Let 1 < q < ∞ and
suppose φ ∈W 1,q(U) such that 〈φ〉U =
∫
U
φ(x)dx = 0. Then
‖φ‖Lq(U) ≤ ρ|φ|W 1,q(U)
Proof. By the intermediate value theorem, there exists a z ∈ U such that φ(z) = 〈φ〉 = 0. Therefore let
9See Footnote 3
10Several similar results are also called the Poincaré inequality. The one presented here is sometimes referred to as the
Poincaré-Wirtinger inequality [MZ77]
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∣∣∇φ(γ(t)) · (x− z)∣∣ dt

































Some of the constants in certain inequalities, as in Lemma 1.4.2, are independent of the diameter
of a relevant set in a particular way. As such, it is appropriate to specify what is meant by independence in
this context.
Definition 1.4.3. Let U be a domain with diam(U) = ρ. Suppose that for every h > 0, we have a map
Ah : X(hU)→ Y (hU), not necessarily linear, between two Banach spaces X(hU) and Y (hU) both containing
functions on hU . Suppose furthermore that there exists s ∈ R and C > 0 such that
|A1φ|Y (U) ≤ Cρs|φ|X(U) for all φ ∈ X(U)
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Then we say that C is diameter-independent if for every h > 0
|Ahφ|Y (hU) ≤ C(hρ)s|φ|X(hU) for all φ ∈ X(hU)
In this context I will suppress the dependence of such operators Ah and domains hU on the parameter
h, as I have in Lemma 1.4.2 where the map A1 is the inclusion ι : W
1,q(U) ↪→ Lq(U). The first of many
bounds where Definition 1.4.3 is relevant appears in the following corollary.
Corollary 1.4.4 (Friedrichs type inequality). Let 0 ≤ j ≤ k− 1, let U ⊆ Rn be convex and bounded, and let
ρ = diam(U). Then there exists a diameter-independent constant C > 0 such that, for all φ ∈ Hk(U) with∫
U
∂αφ = 0 for all 0 ≤ |α| ≤ k − 1, we have
|φ|Hj(U) ≤ Cρk−j |φ|Hk(U) for all 0 ≤ j ≤ k
Proof. The result follows by repeated application of Lemma 1.4.2.
Now consider Pk−1,n, which is a finite-dimensional, and therefore closed, subspace of the Banach






Applying Lemma 1.4.1 and Corollary 1.4.4, Bramble and Hilbert establish the following:
Lemma 1.4.5. Let k ≥ 1, let U convex and bounded with ρ = diam(U), and define Q = Hk(U)/Pk−1,n.
Then there exists a diameter-independent constant C > 0 such that
‖[φ]‖Q ≤ Cρk|φ|Hk(U) for all φ ∈ Hk(U)
Proof. Let φ ∈ Hk(U). By Lemma 1.4.1, there exists p ∈ Pk−1,n such that
∫
U
∂α(φ− p) = 0 for |α| ≤ k − 1.
As ∂αp = 0 for all p ∈ P k−1,n and |α| ≥ k, we have |p|Hk(U) = 0. Thus application of Corollary 1.4.4
produces





‖φ− p‖Hk(U) ≤ Cρk|φ|Hk(U)
The prior result in hand, we may prove the theorem given by Bramble and Hilbert in 1970, which
forms the basis of several results that are called the Bramble-Hilbert Lemma [BS08], [EG04].
Theorem 1.4.6 (Theorem 2 from Bramble,Hilbert 1970). Let U ⊆ Rn be convex and bounded and let
ρ = diam(U). Let F be a linear functional on Hm+1(U) such that
• There exists some constant c such that |F (φ)| ≤ c‖φ‖Hm+1(U) for all φ ∈ Hm+1(U).
• F (p) = 0 for all polynomial p ∈ Pm,n
Then there exists a diameter-independent constant C > 0 such that
|F (φ)| ≤ Cρm+1|φ|Hm+1(U) for all φ ∈ Hm+1(U) (1.2)
Proof. Let φ ∈ Hm+1(U). We have
F (φ) = F (φ− p) ≤ c‖φ− p‖Hm+1(U) for all p ∈ Pm
Taking the infimum and applying Lemma 1.4.5,
F (φ) ≤ c inf
p∈Pm
‖φ− p‖Hm+1(U) = c‖[φ]‖Q ≤ Cρm+1|φ|Hm+1(U)
1.4.3 Bramble-Hilbert Operators
We now define a class of local approximation operators whose error may be bounded with Theorem 1.4.6.
The definition simply recapitulates the hypotheses given above.
Definition 1.4.7. Let U ⊆ Rn be convex and bounded, and let ρ = diam(U). A Bramble-Hilbert operator of
order m on U is a continuous linear operator L : Hm+1(U)→ Hm+1(U) such that Lp = p for all p ∈ Pm,n.
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Along with Theorem 1.4.6, we have the following bound
Proposition 1.4.8. Suppose L is a Bramble-Hilbert operator of order m on U . Then there exists a diameter-
independent constant C such that
|φ− Lφ|Hm+1(U) ≤ Cρm+1|φ|Hm+1(U) for all φ ∈ Hm+1(U)
Proof. Define the functional F by the seminorm of the approximation error:
F (φ) := |φ− Lφ|Hm+1(U)
As L satisfies Definition 1.4.7, F is continuous and annihilates polynomials in Pm, and furthermore U is
bounded and convex. Thus F satisfies the hypotheses of the Bramble-Hilbert lemma, Theorem 1.4.6 and
therefore satisfies the bound (1.2).
It remains to show that the approximation operators previously defined are Bramble-Hilbert oper-
ators.
Proposition 1.4.9. Let U0 = [0, 1]
n +B(0, ε) and let m ∈ Z such that m > n2 − 1. Then the tensor product
Lagrange interpolant L as defined in Section 1.2.1 is a Bramble-Hilbert operator of order m on U0.
Proof. When s > n2 we have for some θ ∈ (0, 1) the embedding H
s(U0) ↪→ C0,θ(U0) and in particular that
any function φ ∈ Hm+1(U0) has a continuous representative when m > n2 − 1.
11Therefore the functionals
σγ ∈ Σm given by σγ(φ) = φ(xγ) are continuous on Hm+1(U0) and
|σγ(φ)| = |φ(xγ)| ≤ ‖φ‖C0(U0) ≤ c‖φ‖Hm+1(U0) for all σγ ∈ Σm, x ∈ U0, φ ∈ H
m+1(U0)
















= σγ(p) for all p ∈ Pm,n
11This is the Sobolev embedding Wm,p(U) ↪→ C0,θ(U) for m > n
p
, U ⊆ Rn bounded with C1 boundary, and a certain
θ ∈ (0, 1) depending on n,m, p. Here C0,θ denotes the space of θ-Hölder continuous functions. See [Bre11, Leo17].
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, ∀γ ∈ Am,n ⇐⇒ p = Lp
Thus we have
p− Lp = 0 for all p ∈ Pm,n
U0 is convex and bounded, and furthermore Pm,n ⊆ Pm,n, completing the proof.
Proposition 1.4.10. Let U0 = ∆n +B(0, ε) and m ∈ Z such that m > n2 − 1. Then the simplicial Lagrange
interpolant L as defined in Section 1.2.2 is a Bramble-Hilbert operator of order m on U0
Proof. The proof is identical to the tensor product case except it works with Pm,n throughout rather than
Pm,n.
Proposition 1.4.11. Let U0 = [0, 1]
n + B(0, ε), m ≥ 0, and let L : L1loc(U0) → Pm,n be the tensor product
volume element approximation operator of order m as defined in Section 1.3.2. Then L is a Bramble-Hilbert
operator of order m on U0.
Proof. By Hölder’s inequality, ‖φ‖L1(U0) ≤ |U0|1/2‖φ‖L2(Ω) and hence Hk(U0) ↪→ L1loc(U0) for any k. There-













The rest of the proof is identical to that of the tensor product Lagrange interpolant.
1.4.4 The Local Interpolant Error Estimate
So far we have developed approximation operators on reference cells, either the unit box or unit simplex.
When approximating functions globally, this machinery will be applied to each of many cells which together
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cover the domain. A natural way to define this is by first defining the cells in the domain as images of the
reference cell under a collection of invertible maps. The function on the domain is then pulled back by these
maps to the reference cell, approximated there, and the approximation is pushed back onto the cells in the
domain. Affine transformations between the reference cell and the cells in the domain will suffice for our
purposes and simplify the analysis considerably.
In particular, we are interested in the relationship between |φ|Hk(U) and |φ0|Hk(U0) where U = SU0
is the image of U0 under an affine map S and φ0 = φ ◦ S is the pullback of φ ∈ Hk(U) by S. A bound on
one of the norms in terms of the other will give us a bound with the roles reversed, since we may equiv-
alently consider U0 = S
−1U and φ = φ0S
−1. Since the maps are affine, all that will be needed to prove
the local error bound is a classical homogeneity argument. For an affine mapping S : Rn → Rn I denote
by |S| the Jacobian determinant of S and by ‖S‖ the Euclidean operator norm of the homogeneous part12 of S.
Proposition 1.4.12. Suppose φ ∈ W k,p(U) for some U ⊆ Rn and suppose S : Rn → Rn is an affine
transformation. Let φ0 = φ ◦ S and let U0 = S−1U . Then
|φ|Wk,p(U) ≤ ‖S−1‖k|S|1/p |φ0|Wk,p(U0)
















The class of affine maps we will use are particularly simple, consisting only of a translation and an
isotropic scaling. For maps of this type we have the following corollary:
12In particular, if S = R+ x for some R ∈ L (Rn) and x ∈ Rn, then ‖S‖ = ‖R‖L (Rn)
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Corollary 1.4.13. Let T = hI + x0, U ⊆ Rn, and φ ∈W k,p(U). Define φ0 = φ ◦ T and U0 = T−1U . Then
|φ|Wk,p(U) ≤ hn/p−k |φ0|Wk,p(U0)
|φ0|Wk,p(U0) ≤ h
k−n/p |φ|Wk,p(U)
Proof. For any real number α we have ‖αI‖ = α and |αI| = αn, and the homogeneous part of T−1 is h−1I.
By Proposition 1.4.12,
|φ|Wk,p(U) ≤ ‖T−1‖k|T |1/p |φ0|Wk,p(U0)
≤ hn/p−k|φ0|Wk,p(U0)
The other inequality is proved by reversing the roles of T and T−1.
Finally, we combine the homogeneity argument with the reference cell error bound to prove the
essential result of Chapter 1.
Theorem 1.4.14. 13 Let L0 be a Bramble-Hilbert operator of order m on a reference cell U0. For each
h > 0 let Uh = ThU0 be the image of U0 under an isotropic affine transformation Th = hI + xh and let Lh
be the operator that acts on functions φ : Uh → R by
Lhφ = L0(φ ◦ Th) ◦ T−1h
Then for each k, where 0 ≤ k ≤ m+ 1, there exists a constant Ck > 0 such that
|φ− Lhφ|Hk(Uh) ≤ Ckh
m+1−k|φ|Hm+1(Uh) for all h > 0 and φ ∈ H
m+1(Uh)
Proof. The first and last inequalities below are established with the transformation rules in Proposition 1.4.12,
and the second by the application of Proposition 1.4.8 on the reference cell










In this chapter I describe how the local approximation operators defined in Chapter 1 can be combined to
create a global approximation operator with similar approximation properties. In numerical applications of
the finite element method, the domain is traditionally decomposed into cells and a global approximation is
usually defined piecewise by taking the value of each local approximation on its corresponding cell. If ∪αQα =
Ω, such a global approximation operator J on Ω can be constructed formally from local approximation





Equivalently, one may view the local approximation operators themselves as simply being defined piecewise
and zero away from the corresponding cell. Regardless, in computational applications where inter-element
continuity is required, degrees of freedom can be added to each cell that enforce a specified order of continuity
across cell boundaries, rarely greater than C2 or C3. In that case the approximation operator is smooth for
numerical purposes up to the specified order despite its piecewise definition.
By contrast, the motivation for this work is analytical rather than numerical and is concerned in
particular with rigorous bounds on higher-order derivatives. Consequently the approach taken differs in that
the combination of local approximations relies on a partition of unity, rather than indicator functions, so as
to ensure inter-element continuity of arbitrary order. Let {ψα}α be a partition of unity1 subordinate to an
open cover {Uα}α of Ω with diam(Uα) ∼ h and for each α let Lα be a local approximation operator on Uα.
1Always assumed, for simplicity, to be C∞. That said, all of the results I will present hold if the partitions of unity are
instead Ck for some appropriate k.
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As will be shown in this chapter, under suitable assumptions the global operator inherits the approximation
properties of the local, in the following sense: if for all α the local operators are such that
|φ− Lαφ|Hk(Uα) ≤ ch
m+1−k|φ|Hm+1(Uα)
then the global operator will satisfy
|φ− Ihφ|Hk(Ω) ≤ Chm+1−k|φ|Hm+1(Ω) (2.1)
In this way, the construction maintains the same order of approximation at the global as at the local level.
Chapter 3 contains a specific application of global approximation operators of this type, and the
following section describes an appropriate decompositions of the relevant domain and definition of a corre-
sponding partitions of unity. The approach taken here is most directly informed by that of [AOT14] and
subsequent related works2, but the notion is older and was presented and analyzed in a more general context
by Babuška and Melenk in [BM97].
The second section of this chapter demonstrates that this construction can be used to sew together
the local operators from Chapter 1 and form a global approximation operator which satisfies (2.1).
2.1 Domain decomposition and partition of unity
The domain of interest throughout the remainder of this work will be a torus with circumference L, given as
follows. First define an equivalence relation ∼ on R2 as the closure of the following
x = (x1, x2) ∼ x+ kL = (x1 + k1L, x2 + k2L) ∀k ∈ Z2
The domain is then defined to be Ω = R2/ ∼, which will also be denoted [0, L]2. I describe two families of
decompositions of Ω, each generated by a family of affine maps. The images of the unadorned unit square
or simplex under this family will cover the domain but will be closed and with measure-zero intersection
2See Section 3.2
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with one another. The reference cell will be an ‘augmented’ version of either the unit square or simplex, and
the images thereof will form an open cover of the domain. Before proceeding we fix an absolute constant
ε ∈ (0, 1/
√
2) to describe the degree of augmentation.
2.1.1 Tensor product decomposition
For the tensor product case, we divide Ω into overlapping ‘approximate squares,’ each an affine image of the
following reference cell:
U0 = [0, 1]
2 +B (0, ε)
Where B(0, r) is the open ball of radius r centered at the origin, and set addition denotes the Minkowski
sum.
Now let N ∈ N and h = LN parametrize the fineness of the cover – a key fact is that the relevant
properties of the decomposition will be independent of h, which can then be taken as small as necessary.
Given such an h = LN , define an index set J = {0, .., N − 1}
2, and for each α ∈ J define a point xα and an
affine map Tα
xα = (hα1, hα2) Tα = hI + xα
A partition3 {Qα}α∈J and an open cover {Uα}α∈J of Ω are then defined by
Qα = Tα[0, 1]
2 = xα + [0, h]
2 Uα = TαU0 = Qα +B (0, hε)
I also define the following set, noting that it is independent of h
K :=
{
α− β : α, β ∈ J , |Qα ∩ Uβ | > 0
}





A depiction of Qα, Uα, and ∪δ∈KQα+δ for one α ∈ J may be found in Figure 2.1a.
3i.e. a collection ∪α∈JQα = Ω such that Qα ∩Qβ = ∅ for all α 6= β
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(a) ∂Qα bold, ∂Uα dashed, and ∪δ∈KQα+δ shaded (b) ∂Rβ bold, ∂Vβ dashed, and ∪δ∈MRβ+δ shaded
Figure 2.1: Decompositions of Ω = [0, L]2 in the tensor product and simplicial cases
2.1.2 Simplicial decomposition
Recall the unit 2-simplex ∆2, and define the reference cell V0 as an ’approximate simplex’
∆2 = {x ∈ R2 : x1 + x2 ≤ 1, x1, x2 ≥ 0} V0 = ∆2 +B(0, ε)
Now for each h = LN where N ∈ N, define an index set S = {0, .., N − 1}
2 × {0, 1}. Define for each β ∈ S a
point and an affine map.
yβ =
(
h(β1 + β3), h(β2 + β3)
)
Sβ = (−1)β3hI + yβ =

hI + yβ if β3 = 1
−hI + yβ if β3 = −1
We again define a partition {Rβ}β∈S and open cover {Vβ}β∈S of Ω by
Rβ = Sβ∆2 Vβ = SβV0 = Rβ +B(0, hε)
Define the set M
M =
{
α− β : α, β ∈ S, |Rα ∩ Vβ | > 0
}
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We have |M| = 16 rather than 13 because it must accommodate both β3 = 0, 1. By definition we again have





The sets Rβ , Vβ , and ∪δ∈MRβ+δ corresponding to one β ∈ S are illustrated in Figure 2.1b. The set Rβ
shown corresponds to β3 = 0; were β3 = 1 instead, Rβ would be reflected across its hypotenuse.
2.1.3 Partitions of Unity
To define the partitions of unity, let ρε(x) := ε





1−|x|2 , for |x| < 1








This definition ensures that
∫
ρε = 1 for all ε > 0. Now we define a bump function corresponding to the
reference square by
ψ0(x) := 1[0,1]2 ∗ ρε(x)
where 1A denotes the characteristic function of A. Note in particular that suppψ0 = U0. For α ∈ J , define
ψ̃α as the pullback of ψ0 by T
−1
α and define ψα to be the L-periodic extension of ψ̃α




Then {ψα}α∈J is an L-periodic C∞ partition of unity, subordinate to the open cover {Uα}α∈J .
We now define the partition of unity for the nearly triangular cover in the same way. Define the
reference bump function ψ0 instead by
ψ0(x) = 1∆2 ∗ ρε0(x)
such that suppψ0 = V0. For β ∈ S, define ψ̃β as the pullback of ψ0 by S−1β and define ψβ to be the L-periodic
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extension of ψ̃β




Then {ψβ}β∈S is an L-periodic C∞ partition of unity, subordinate to the open cover {Vβ}β∈S .
In the sequel I will for the most part not distinguish between the tensor product and simplicial
cases, and exclusively use the notation for the tensor product case, i.e. {ψα}α∈J , {Uα}α∈J . The relevant
geometric properties and constants differ only by small constant factors, and the resultant error bounds will
be similarly comparable.
Lemma 2.1.1. Let ψ0, U0, ψα, Uα as defined above, assuming the tensor product case for concreteness. Then

























The result follows by repeated application and defining Ck = |ψ0|Wk,∞ for k ≥ 0.
We conclude the section with a simple lemma allowing the reconstruction of the global norm from
the norms on the sets of a open cover like those presented.
Lemma 2.1.2. Suppose J is a finite index set, {Qα}α∈J is a partition of Ω, and {Uα}α∈J is an open cover
of Ω such that Qα ⊆ Uα. Suppose there exists a set K ⊆ {α− β : α, β ∈ J } such that
∀α ∈ J , Uα ⊆
⋃
δ∈K
Qα+δ and ∀δ ∈ K, {Qα+δ}α∈J = {Qα}α∈J































2.2 Global approximation operators
Using the partitions of unity, we define the globalization of a family of local approximation operators, and
prove that it satisfies corresponding approximation properties. We follow the procedure described in Sec-
tion 1.4.4: given an approximation operator on the reference cell and a cover of the domain generated by
affine images as in Section 2.1.3, we generate a family of local approximation operators on the cells in the
domain. Using the estimate in Theorem 1.4.14, we bound the error of the approximation on each cell, and
use the properties of the partition to prove a global error bound.
I recount the construction of a family of approximation operators from one on a reference cell. Let
Tα : R2 → R2 be an affine map such that TαU0. Given a function φ : Uα → R, we define its pullback
φ0 : U0 → R to the reference cell as
φ0(x) = φ ◦ Tα
φ0 is approximated on U0, and the approximation is pushed forward to the cell Uα in the domain to define
a local approximation operator Lα on Uα
Lαφ(x) = (L0φ0) ◦ T−1α (x)
Wishing to globally approximate some function on Ω, we apply this procedure repeatedly with each map in
the family {Tα}α∈J to construct a collection of local approximation operators {Lα}α∈J . Given a function φ
on Ω, each of these operators is applied to the corresponding restriction φ
∣∣
Uα
to produce a local approximation
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I proceed to prove the central result of the first two chapters.
2.2.1 Global error bound
We now prove a global error bound for global approximation operators constructed from local approximation
operators satisfying Definition 1.4.7. The result is a straightforward extension of an estimate given by Babuška
and Melensk in the H1 semi-norm [BM97].
Theorem 2.2.1. Let Ω ⊆ Rn and m ∈ N, and suppose that H is a set of positive real numbers with zero
as an accumulation point. Suppose that {C`}m+1`=0 and {c`}
m+1
`=0 are collections of positive real numbers such
that, for all h ∈ H, both (I) and (II) below hold:
(I) There exists {Qα}α∈J , {Uα}α∈J ,K which satisfy the hypotheses of Lemma 2.1.2 and {ψα}α∈J is a par-
tition of unity on Ω which is subordinate to {Uα}α∈J and such that
|∂βψα(x)| ≤ C`h−` for all x ∈ Ω, |β| = `
(II) For each α ∈ J , Lα : Hm+1(Uα) → Hm+1(Uα) is a Bramble-Hilbert operator of order m such that, for
each 0 ≤ ` ≤ m+ 1, and α ∈ J ,
|φ− Lαφ|H`(Uα) ≤ c`h
m+1−`|φ|Hm+1(Uα) for all φ ∈ H
m+1(Uα)
These properties holding with constants independent of h, define for every h ∈ H an operator Ih on Hm+1(Ω)
by Ihφ =
∑
α∈J ψαLαφ, where {Lα}α∈J and {ψα}α∈J are the local operators and the partition of unity
corresponding to h, respectively.
Then for all 0 ≤ k ≤ m+ 1, there exists a constant c(k) > 0 depending on m, {C`}k`=0, and {c`}k`=0,
but independent of h, such that for all φ ∈ Hm+1(Ω)
|φ− Ihφ|Hk(Ω) ≤ c(k)|K|hm+1−k|φ|Hm+1(Ω)
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, noting that supp Φα = Uα. We then


















































As suppψα ⊆ Uα, application of the product rule and triangle inequality produces
‖Φα‖L2(Ω) =






















By applying the Cauchy-Schwartz inequality, the uniform bound on ∂βψα, and the local approximation
















































































2.2.2 Global approximation operators
With the prior theorem in mind, I define a generic notion of a global approximation operator. As in the
global estimate, we formally consider it to be family of operators indexed by the resolution parameter h.
Definition 2.2.2. Suppose m is a non-negative integer and that H is a set of positive real numbers for which




is a collection of continuous operators
parametrized by h ∈ H. Then we call {Ih}h∈H a global approximation operator of order m on Ω if, for all
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0 ≤ k ≤ m+ 1, there exists a constant cm,k such that
|φ− Ihφ|Hk(Ω) ≤ cm,khm+1−k|φ|Hm+1(Ω) for all h ∈ H and φ ∈ Hm+1(Ω)
This definition immediately implies the following.








Proof. By the triangle inequality and the definition of a global approximation operator:






Theorem 2.2.1 gives conditions on Ih such that it is a global approximation operator of order m.
Operators satisfying those hypotheses may constructed as follows from local operators of the type developed
in Chapter 1.
Definition 2.2.4. Let L0 be a Bramble-Hilbert operator of order m on U0 and let {ψα}α∈J be a partition
of unity where suppψα = Uα = TαU0 are the elements of a cover {Uα}α∈J generated from U0 by a family of
affine maps {Tα}α∈J . For α ∈ J , let Lα be the affine equivalent of L0 under Tα:










The following theorem represents the ultimate result of our labors up to this point
Theorem 2.2.5. For m ≥ 1, the tensor product and simplicial Lagrange interpolants of order m, when
globalized with the corresponding partition of unity from Section 2.1.3, form global approximation operators
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of order ` on the torus Ω = [0, L]2 for 1 ≤ ` ≤ m.
For m ≥ 0, the tensor product volume element approximation operator of order m globalized with the
tensor product partition of unity, is a global approximation operator of order ` on Ω = [0, L]2 for 1 ≤ ` ≤ m
Proof. In all three cases will have H = {L/N}∞N=1 and ε ∈ (0,
√
2) fixed arbitrarily.
We begin with the tensor product nodal interpolant, defined as in Section 1.2.1. For some m ≥ 1, let
L0 be the Lagrange approximation operator of order m on U0 = [0, 1]
2 +B(0, ε), taking values in Pm,2. Fixing
for the moment any h ∈ H, for each α ∈ J define Lα to be the affine equivalent of L0 on Uα corresponding
to the decomposition of the domain defined in Section 2.1.1 with resolution parameter h.
Now fix some 1 ≤ ` ≤ m. By Proposition 1.4.9, L0 is a Bramble-Hilbert operator of order `, so
Proposition 1.4.8 ensures that Lα satisfies the corresponding local error bound: for all 0 ≤ k ≤ ` + 1, there
exists some C`,k which is diameter-independent and such that
|φ− Lαφ|Hk(Uα) ≤ C`,kh
`+1−k|φ|H`+1(Uα) for all α ∈ J and φ ∈ H
`+1(Uα)
Now let Ihφ =
∑
α∈J ψαLαφ be the globalization of L0 by the tensor product partition of unity defined by
(2.2). Then {Ih}h∈H satisfies all of the hypotheses in Theorem 2.2.1 and thus for all 0 ≤ ` ≤ m + 1, there
exists a c`,k such that
|φ− Ihφ|Hk(Ω) ≤ c`,k|K|h`+1−k|φ|H`+1(Ω) for all h ∈ H and φ ∈ H`+1(Ω)
As |K| is also independent of k and h, this establishes that the tensor product Lagrange interpolant is a
global approximation operator of order ` on U0.
Again with m ≥ 1, let U0 = ∆2+B(0, ε) and let L0 be the simplicial nodal approximation operator of
order m as defined in Section 1.2.2 and taking values in Pm,2. For 1 ≤ ` ≤ m we invoke Proposition 1.4.10 to
show that L0 is a Bramble-Hilbert operator of order ` on U0. We then use the simplicial decomposition from
Section 2.1.2 and partition of unity defined by (2.3) to globalize the interpolant before invoking Theorem 2.2.1.
The error bound differs by a factor of |M|/|K| = 13/9 from the tensor product cases.
Letting m ≥ 0 we let L0 be the tensor product volume element approximation operator of order m
on U0 = [0, 1]
2 + B(0, ε), using the definition of L0 in Section 1.3.2. For 0 ≤ ` ≤ m, L0 has been shown to
be a Bramble-Hilbert operator of order ` on U0 in Proposition 1.4.11. Proof that the globalization {Ih}h∈H
of L0 is a global approximation operator follows identical reasoning to that for the tensor product Lagrange
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case.
Finally, I note that henceforth I will abuse notation in eliding the distinction between {Ih}h∈H and
Ih, referring to the latter as a global approximation operator. That h is a parameter which runs over a set
H is implied.
2.2.3 Approximation of vector fields with zero spatial average
In Chapter 3, the functions of interest will have zero spatial average. To ensure that their approximations
lie in the same space, it is necessary to define approximation operators that retain this property. For any
domain Ω with measure |Ω| ∈ (0,∞), define a spatial average functional






For an approximation operator Ih : H
k(Ω) → Hk(Ω) for some k ≥ 0, define a globally mean-zero approxi-
mation operator Ĩh corresponding to Ih
Ĩhφ = Ihφ− 〈Ihφ〉Ω such that 〈Ĩhφ〉 = 0
Lemma 2.2.6. Let Ih be a global approximation operator of order m on the torus Ω = [0, L]
n. Then for any
φ ∈ Hm+1(Ω) such that 〈φ〉 = 0,
|φ− Ĩhφ|Hm+1(Ω) ≤ |φ− Ihφ|Hm+1(Ω)
Proof. Given some function φ ∈ L2(Ω), define ψ = φ− 〈φ〉. The 0th Fourier coefficient4 ψ̂0 of ψ corresponds
to the average value, so ψ̂0 = 0. Furthermore as the Fourier series basis is orthogonal we have ψ̂k = φ̂k for









Therefore ‖φ− 〈φ〉‖L2(Ω) ≤ ‖φ‖L2(Ω) for any φ ∈ L2(Ω). Now let φ ∈ Hm+1(Ω) be mean zero. Then
‖φ− Ĩhφ‖L2(Ω) = ‖φ− Ihφ− 〈φ− Ihφ〉‖L2(Ω) ≤ ‖φ− Ihφ‖L2(Ω)
4See Section 3.3
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Up to this point I have treated the approximation of scalar functions, but the application in Chap-
ter 3 involves vector fields u : Ω → R2. Nonetheless, by applying the approximation component-wise all of
the results generalize without any difficulty whatsoever; for a scalar approximation operator Ih, define its





Lemma 2.2.7. Suppose that m ≥ 0 and 0 ≤ k ≤ m+ 1 and Ih : Hm+1(Ω)→ Hm+1(Ω) is an operator with
the following approximation property: there exists some c0(h) > 0 such that, for all φ ∈ Hm+1,
|φ− Ihφ|Hk(Ω) ≤ c0(h)|φ|Hm+1(Ω)





























With Lemma 2.2.6 and Lemma 2.2.7 in mind, the approximation result in Theorem 2.2.1 will hold
up to a factor of
√
n when the mean-zero version of an operator is applied to mean-zero vector fields. As
such, Theorem 2.2.5 will hold for the mean zero forms of the three approximation operators. As all of the
functions in Chapter 3 will be mean-zero vector fields, I will ignore these distinctions when invoking the




The rest of this document describes a novel application of the approximation operators developed previously.
In the finite element method, operators of this type are principally used to numerically simulate the evolution
of a system. Here we will use them to continuously introduce observational data into an evolving approxi-
mation of the observed system, using an algorithm introduced by Azouani, Olson, and Titi in [AOT14]. In
their scheme an approximating system is constructed which converges to the true solution corresponding that
corresponds to the observational data; the full state of the true system is unknown but the observational
data provides partial information. The data is used to construct an approximation of the true solution which
is then introduced, via a ‘nudging’ term, into the approximating system.
The model system used here is the 2D incompressible Navier Stokes equations (NSE), with periodic
boundary conditions and vanishing space average. The central theorem I prove regards convergence of the
algorithm in a strong topology using the approximation operators constructed earlier.
The material in this chapter concerns some of the principle results of a recent work by Animikh
Biswas, Vincent Martinez, and this author [BBM]. There, a general paradigm for constructing global from
local approximation operators is introduced and operators constructed in this way are proven sufficient to
ensure well-posedness and convergence of the nudging algorithm applied to a hyperviscous perturbation of
the 2D NSE. Several new results, particularly the well-posedness of the approximating system and bounds
on solutions within an absorbing ball are employed here in proving convergence but their details and full
statements lie outside the scope of this thesis. Thus they are cited here without proof and in less-than-full
generality; the interested reader is invited to consult [BBM] for a complete treatment.
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3.1 The nudging algorithm
The algorithm introduced by Azouani, Olson, and Titi, hereafter referred to as the ‘AOT algorithm,’ attempts




u = F (u) u(0, x) = u0(x)
Note that we may interpret the above equation as an ordinary differential equation on an infinite dimensional
Banach space. Suppose furthermore that we know the vector field F and that we have continuous-time access
to some fixed, finite collection of observations of u, such as its value on some set of points, its average value
over some set of subdomains, or its Fourier modes up to some wavenumber. Our goal is to construct an
approximation v which converges to u at some rate and in some topology.
The AOT algorithm, building on prior work (see Section 3.2), solves this problem in a number of




v = F (v) + µIh(u− v) v(0, x) = v0(x)
The term µIh(u − v) is the nudging term and the number µ > 0 parameterizes the degree of nudging. The
map Ih is an ‘approximate identity,’ which uses the available observations on u to construct a suitable proxy
of it in phase space. This is a key piece of the algorithm, as it allows a finite dimensional projection to guide
the trajectory of the system through an infinite dimensional space.
If the dynamics have sufficient dissipation, the initial condition of the approximating system v0 is
asymptotically irrelevant so long as it has some minimal degree of regularity. Its choice will not materially
affect convergence and so can be taken as zero. Under various assumptions about the dynamics F (u), the
regularity of u0, the type and number of observations, and the construction of Ih, this algorithm has been
proven to ensure that v → u exponentially as t → ∞ [AOT14]. Before laying out the model system and
developing the convergence results, I give a brief overview of prior work.
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3.2 Previous results
The effectiveness of the AOT algorithm in the context of the 2D NSE can be explained by the existence
of finite sets of ‘determining parameters.’ In particular, it has been proven that for some sufficiently large
N ∈ N, there exist sets {τi}Ni=1 of functionals which, given sufficiently regular solutions u, v of the 2D NSE,
we have the implication
∀1 ≤ i ≤ N : τi(u)− τi(v)→ 0 as t→∞ =⇒ ‖u− v‖L2(Ω) → 0 as t→∞
Results of this type were first presented in a seminal paper by Foias and Prodi, where the functionals were
taken to be Fourier modes up to some order [FP67]. Subsequent work by Foias, Temam, Jones, Titi, and
others demonstrated that nodal values and local averages (‘volume elements’) of the velocity field satisfied
the same property and gave upper bounds on the number of parameters needed in terms of the viscosity and
norms of the forcing (see [FT84],[FMTT83],[JT92b],[JT92a],[JT93], [OT03],[CJT97]).
In this context, and building on ideas from optimal control theory (see e.g. [AT14]), Azouani,
Olson and Titi introduced their algorithm and proved its convergence for the 2D NSE when using ‘general
interpolant observables’ [AOT14]. The latter term refers to reconstruction operators which are linear and
satisfy basic approximation properties similar to the type established in Chapter 2. Azouani, Olson, and Titi
demonstrated the construction of these operators from various finite sets of observations and showed, for the
2D NSE, that modal, nodal, and volume element data would suffice to ensure convergence in the topology
of L2 for no-slip Dirichlet boundary conditions and H1 on a periodic domain. Their paper inspired other
analytical and numerical investigations into applications of the algorithm to other systems and with other
determining parameters, the results of which I now describe.
Using velocity data, the algorithm has been demonstrated to converge in a variety of models of fluid
flow beyond the 2D NSE, such as the 3D Leray-α system [FLT17b] and a 2D Bénard convection system,
among others [FJT15]. In many contexts, information on alternative subsets of the state variables have
proven sufficient to ensure synchronization. In the 2D NSE, observations of only one component of the
velocity field were shown to suffice for this purpose in [FLT16a]. In the 2D magnetohydrodynamic equations
(MHE), [BHLP18] used one component each of the velocity and magnetic field. Farhat, Glatt-Holtz, Lunasin,
McQuarrie, Titi, Martinez, Jolly, Whitehead discussed convergence of the algorithm in various models using
only temperature measurements, only velocity measurements, or only the horizontal component of the velocity
[FLT16b, FLT17a, FJT15, FLT16c, JMT17, FGHM+20].
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In the 2D NSE, synchronization of the approximate to the true solution is still achieved when data
is contaminated with stochastic noise, up to a factor of the variance of the noise [BOT15, BLAZ13, BMO18].
Several studies have investigated the effect of weakening the assumption of continuous-time observation by
considering time-averaged or discrete-in-time data in the context of the 2D NSE, the Lorenz equations, or
the surface quasi-geostrophic equation [FMT16, COT19, HOT11, JMOT18, BMO18].
Numerical studies have also been performed to evaluate the performance of this algorithm. Shortly
after [AOT14] and working in the setting of fine-to-coarse mesh down-scaling in 2D Bénard convection,
[ATG+17] compared the nudging algorithm to a standard point-to-point nudging algorithm. The AOT
algorithm demonstrated superior performance to the point-to-point approach, which does not incorporate
interpolation between grid nodes. The algorithm converged as expected when using velocity measurements,
and the authors also trialled velocity and temperature measurements together and temperature measurements
alone. Application of the algorithm to the 2D Navier-Stokes was similarly successful in [GOT16, LRZ19].
Lunasin and Titi conducted a theoretical stability analysis and gave regions of stability and/or control within
(µ, h) parameter space for generic dissipative dynamical systems; in the same work they verified these results
computationally in the Chafee-Infante and Kuramoto-Sivashinsky equations [LT17]. Computational exper-
iments performed in [BMO18] treated the Lorenz equations with noisy time-averaged data and confirmed
analytical results in the same work. Convergence in near-turbulent Rayleigh-Bénard convection was verified
numerically when using vorticity or local circulation measurements in [FJJT18]. In [HJ19], the authors ob-
served super-exponential convergence in the 2D MHE using velocity and magnetic measurements or velocity
measurements alone, though not when using magnetic measurements alone. Notably, many of these compu-
tational studies have suggested that convergence is achieved with far fewer parameters than suggested by the
upper bounds derived analytically.
Among all these investigations, of particular relevance to this work is an analytical paper by Biswas
and Martinez [BM17]. Working with the 2D NSE on the torus, the authors demonstrated that Fourier modes
up to a large (but finite) wavenumber suffice to ensure convergence in the topology of an analytic Gevrey
space D(eτA1/2)1. This result is a direct precedent and inspiration to the results developed here and in [BBM],
which concern higher order convergence of the nudging algorithm in the 2D NSE using nodal and volume
element data. As will be demonstrated here and in [BBM], the question of convergence in Hk for k ∈ N has
been answered in the affirmative. We are unaware of an answer to a natural next question: whether some





We now introduce the setting and notation for the model problem, following the conventions of e.g. [FMRT01],
[Tem95], [CF88], and [AOT14]. Let L > 0 and Ω = [0, L]2. I follow the custom in defining V to be the space
of C∞ vector fields from Ω→ R2 that are L-periodic in each direction, divergence free, and have zero spatial
average. Let L2σ denote the closure of V in the topology of L2(Ω;R2) and for k ≥ 1 denote by Hkσ the closure








Similarly, for each k ≥ 1, Hkσ is a Hilbert space with the following norm and inner product
‖u‖Hkσ =
√






As the spaces Hkσ have been defined to contain only mean-zero functions, they are equivalent by Poincaré’s
inequality to the homogeneous spaces Ḣkσ equipped with norms
‖u‖Ḣkσ =
√






In the sequel I will use the notation 〈·, ·〉 exclusively to denote the inner product on L2σ and use the homoge-
neous notation for the equivalent norms ‖ · ‖Ḣkσ ∼ ‖ · ‖Hkσ .
It will be useful to define the Fourier series representation of functions u ∈ L2σ. That space may be







i 2πL k·x : û0 = 0, û−k = ûk,
k
L





Define the Leray projection Pσ to be the orthogonal projection from L
2(Ω;R2) onto L2σ, defined by its action
on Fourier series:




To treat the inertial term in the Navier-Stokes and nudged equations, we define a bilinear map B : L2σ×H1σ →
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R and a trilinear map b : L2σ ×H1σ × L2σ → R as the continuous extensions of the following operators on V2
and V3








Now define the Stokes operator A by
A : H2σ → L2σ, u 7→ −Pσ∆u
Integration by parts reveals that A is symmetric, and furthermore the mean-zero condition ensures that A is
positive-definite. It is well known that the inverse A−1 of the Stokes operator is compact [FMRT01]. Basic
spectral theory thus ensures the existence of a complete orthonormal basis of H2σ consisting of eigenfunctions
of A. As A is positive definite, each of its eigenvalues are positive. In the space-periodic case with vanishing
space average, the eigenvectors and eigenvalues have a straightforward expression similar to that the Fourier
series basis. For k ∈ Z2 \ {0}, let ak ∈ C2 orthogonal to k with a−k = āk. Then
Awk = λkwk where wk = ake
i 2πL k·x + āke




Order the eigenvalues {λm}m∈N to be non-decreasing so that
0 < λ1 ≤ λ2 ≤ · · · ≤ λm ≤ · · ·
Powers of A may be defined by their action on the eigenfunction expansion of sufficiently smooth functions





The domains of integer2 powers of the Stokes operator coincide with the spaces Hkσ :
D(Ak/2) =
{












3.4 The Navier-Stokes and nudged equations
In a periodic domain, the strong form of the incompressible Navier-Stokes equations are posed as follows.
Given initial conditions u0 = u0(x) and forcing f = f(t, x), find a vector field u = u(t, x) such that

∂tu− ν∆u+ (u · ∇)u = −∇p+ f
∇ · u = 0
u(x, 0) = u0(x)
(3.1)
We also have the weak formulation; given some T > 0 and u0, f as above, find a function u : t 7→ u(t) ∈ H1σ
such that, for every v = v(x) ∈ H1σ and almost every t ∈ (0, T ),
d
dt 〈u(t), v〉+ ν〈Au(t), v〉+ b(u(t), u(t), v) = 〈f(t), v〉
u(0) = u0
(3.2)
Alternatively, by applying the Leray projector Pσ directly to (3.1), this problem can be restated as an ODE on
an infinite dimensional phase space; this so-called functional formulation will be the starting point for most of
the results here. Given T > 0 and with the same assumptions on u0 and f , find a function u : t 7→ u(t) ∈ H1σ
such that, for almost every t ∈ (0, T ),

d
dtu+ νAu+B(u, u) = Pσf
u(x, 0) = u0(x)
(3.3)
Unlike in dimension three, there are satisfactory results establishing the conditions for existence, uniqueness,
and regularity of solutions to the two dimensional Navier-Stokes equations. The following classical results
were developed in [Ser63, Ler33, Ler34, Lad69, Lio69, LP59] among many others. The first of these is the
existence and uniqueness of weak solutions.
2This construction can also be used without difficulty to define Hilbert spaces Hsσ , s ∈ R. See e.g. [MB02]
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3. Then there exists a unique solution

















= 〈f(t), u(t)〉 (3.4)
Strong solutions also exist given smoother initial conditions and forcing




. Then there exists a unique solution
















These solutions also satisfy the energy equality (3.4).
Of particular relevance to this work is the existence of unique solutions with derivatives up to any
order, given sufficiently regular initial conditions and forcing – see e.g. [MB02, CF88, Tem95].




. Then there exists a









I now pose the nudging equations in this context, which describes the dynamics of an approximating
solution v. Let T > 0 and suppose initial conditions u0 and forcing f satisfy the conditions of Theorem 3.4.1,
and let u be the corresponding unique strong solution to (3.1) guaranteed by the same. Suppose furthermore
that v0 ∈ H1σ and that Ih is a global approximation operator of order m ≥ 0. The corresponding approx-
imating solution v, if it exists, is the solution to the nudged version of the Navier-Stokes equations, whose
3Strictly speaking, given that the test function space is L2σ we need not assume that the forcing itself takes values in L
2
σ so
long as f(t) is square-integrable, but will do so for the sake of simplicity
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strong form are posed as follows: find a vector field v = v(t, x) such that

∂




∇ · v = 0
v(x, 0) = v0(x)
(3.5)
We will work with the functional formulation of the nudged equations: find some v : t 7→ v(t) such that, for
almost every t ∈ (0, T ),

d







In order to prove convergence of the nudging algorithm, we will need a variety of standard inequalities and
basic properties of the trilinear form appearing in the weak formulation of the Navier-Stokes equations.
Proposition 3.5.1. Let 1p +
1
q = 1. If u ∈ L
p(Ω) and v ∈ Lq(Ω) then uv ∈ L1 and
∫
Ω
∣∣u(x)v(x)∣∣ dx ≤ ‖u‖Lp‖v‖Lq













Proof. Denote by ũm := 〈u,wm〉 the projection of u onto the m-th eigenfunction of the Stokes operator. We
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Lemma 3.5.3. Let a, b ≥ 0 and let 1 ≤ p, q ≤ ∞ such that 1p +
1














The following three bounds hold, as written, only in dimension two.
Proposition 3.5.4 (Agmon’s Inequality[Agm10]). Let u ∈ H2σ. Then
‖u‖L∞ ≤ c‖u‖1/2L2 ‖u‖
1/2
Ḣ2σ







We will use at one point need a tighter bound on the L∞ norm than Agmon’s inequality provides.
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Proposition 3.5.6 (Brézis-Gallouet Inequality [BG80]). Suppose w ∈ H2σ. Then
‖w‖L∞ ≤ c‖w‖Ḣ1σ




The trilinear form b has the following well-known orthogonality properties [Tem95, CF88]. I prove
them here for the sake of completeness.
Proposition 3.5.7. Let u, v, w in H1σ. Then
b(u, v, w) = −b(u,w, v)
Consequently
b(u,w,w) = 0 (3.9)
Proof.
b(u, v, w) =
∫
Ω


























That b is alternating in the second and third arguments follows immediately.
The following result holds only in dimension two with periodic boundary conditions, and is part of
what makes the Navier-Stokes equations particularly tractable in that case.
Proposition 3.5.8. Suppose u ∈ H2σ. Then
b(u, u,Au) = 0 (3.10)
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If furthermore w ∈ H2σ, then





























































































Because ∇ · u = ∂1u1 + ∂2u2, we have ∂1u1 = −∂2u2. Hence






















For the second result, apply the first to u+ w and u− w:
b(u+ w, u+ w,Au+Aw) = b(u, u,Aw) + b(u,w,Au) + b(u,w,Aw) + b(w, u,Au) + b(w, u,Aw) + b(w,w,Au)
b(u− w, u− w,Au−Aw) = −b(u, u,Aw)− b(u,w,Au) + b(u,w,Aw)− b(w, u,Au) + b(w, u,Aw) + b(w,w,Au)
Adding the two,
b(u+ w, u+ w,Au+Aw) + b(u− w, u− w,Au−Aw) = 2
(
b(u,w,Aw) + b(w, u,Aw) + b(w,w,Au)
)
= 0
We will have occasion to use the following elementary inequality, found in [AOT14].
Lemma 3.5.9. Let φ(r) = r − β(1 + log r) where β > 0. Then
∀r ≥ 1 : φ(r) ≥ −β log β




drφ(r) = 0 iff r = β. We also have φ(r)→∞ as r →∞, so the minimum
of φ lies at either r = 1 or r = β.
min
r≥1
φ(r) = min{φ(1), φ(β)}
= min{1− β,−β log β}
= −β log β
3.6 A priori bounds and well-posedness
As noted, the convergence results to be proven rest on a number of other theorems established in [BBM].
This section reports those results and proves some immediate corollaries. The interested reader is invited to
consult that paper for a full treatment.
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To prove convergence of the algorithm, it is necessary to establish bounds on solutions in the Hkσ -
absorbing ball for (3.3) of a type originating with [DFJ05]. We will use an extension of these bounds to Hkσ
for k ≥ 3.
Note that for the remainder of the chapter I will use non-dimensionalized variables for convenience,
and in particular that the linear length of the domain will be taken as L = 2π.
The bounds on solutions in the absorbing ball depend on the viscosity and norms of the forcing
through the following constants. Following [FMTT83], and given forcing f ∈ Hkσ , define the generalized







Theorem 3.6.1. [BBM] Let k ≥ 2 and f ∈ L2(0,∞;Hk−1σ ), and suppose u0 lies in some set bounded in the
topology of Hkσ . Let u be the unique strong solution to (3.3) corresponding to initial conditions u0 and forcing
f , guaranteed to exist by Theorem 3.4.3.
Then there exists a constant ck > 0 and t0 ∈ [0,∞) depending only on the diameter of the bounded









G for all t ≥ t0 (3.12)
Given Theorem 3.6.1, we denote by Bk the Hkσ absorbing ball for (3.3):4
Bk =
{












We also recount the following estimates, of a standard type, on the inertial term. These three
bounds as well are derived in [BBM]. They are proved with the orthogonality properties of the trilinear form
b, the various inequalities found in Section 3.5, and a commutator estimate from [KP88].
Lemma 3.6.2. Let u ∈ Hkσ and w ∈ Ḣk+1σ . Then
∣∣∣b(w, u,Akw)∣∣∣ ≤ c‖u‖Ḣkσ‖w‖1/kḢ1σ ‖w‖ 2k−1kḢk+1σ (3.14)






















∣∣∣b(w,w,Akw)∣∣∣ ≤ c‖w‖Ḣ1σ‖w‖Ḣkσ‖w‖Ḣk+1σ (3.16)
As a corollary we put the bounds on the inertial term into the forms in which they will be applied
to prove convergence of the nudging algorithm.
Corollary 3.6.3. Let u ∈ Hkσ and w ∈ Ḣk+1σ . Then we have the following three bounds

































Proof. We apply Young’s inequality with p = 2k2k−1 and q = 2k to the bound (3.14) to produce (3.17)















Consider the bound (3.15)
∣∣∣b(u,w,Akw)∣∣∣ ≤ ‖u‖Ḣkσ‖w‖ kk+1Ḣ1σ ‖w‖ k+2k+1Ḣk+1σ + ‖u‖Ḣkσ‖w‖ 2kḢ1σ‖w‖ 2(k−1)kḢk+1σ
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Apply Young’s inequality with p = 2(k+1)k q =
2(k+1)


















































































)k ‖w‖2Ḣ1σ + ν12‖w‖2Ḣk+1σ













In proving convergence in H1σ we will use the following bound.
Lemma 3.6.4. Let u, v ∈ H2σ and let w = v − u.
∣∣〈B(v, v)−B(u, u), Aw〉∣∣ ≤ c‖w‖2
Ḣ1σ
‖u‖Ḣ2σ






B(v, v)−B(u, u) = B(v, v)−B(u, v) +B(u, v)−B(u, u)
= B(w, v) +B(u,w)
= B(w, v)−B(w, u) +B(w, u) +B(u,w)
= B(w,w) +B(w, u) +B(u,w)
Taking the inner product with Aw and then applying (3.10) and (3.11) from Proposition 3.5.8,
∣∣〈B(v, v)−B(u, u), Aw〉∣∣ = ∣∣b(w,w,Aw) + b(w, u,Aw) + b(u,w,Aw)∣∣
=
∣∣b(w, u,Aw) + b(u,w,Aw)∣∣
=
∣∣b(w,w,Au)∣∣









To prove convergence in Hkσ , k ≥ 2, we combine the absorbing ball estimate with the bounds on
trilinear terms from Lemma 3.6.2.
Lemma 3.6.5. Let u, v ∈ Ḣk+1σ and let w = v−u. Suppose furthermore that u lies in the Hkσ absorbing ball
for (3.3). Then
∣∣∣〈B(v, v)−B(u, u), Akw〉∣∣∣ ≤ C0ν (1 + ck (σ1/kk−1 +G)k−1G)2k ‖w‖2Ḣ1σ + cν ‖w‖2Ḣkσ‖w‖2Ḣ1σ + ν4‖w‖2Ḣk+1σ
(3.21)
Proof. The bilinear terms are treated first as in the proof of Lemma 3.6.4
〈B(v, v)−B(u, u), Akw〉 = b(w, u,Akw) + b(u,w,Akw) + b(w,w,Akw)
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Consider the two terms containing u, and apply (3.18) and (3.17) from Corollary 3.6.3 before using the
absorbing ball bound from Theorem 3.6.1.
































Hence by applying the bound (3.19) on b(w,w,Akw)
∣∣∣〈B(v, v)−B(u, u), Akw〉∣∣∣ ≤ C0ν (1 + ck (σ1/kk−1 +G)k−1G)2k ‖w‖2Ḣ1σ + cν ‖w‖2Ḣkσ‖w‖2Ḣ1σ + ν4‖w‖2Ḣk+1σ
Finally, I recount the results establishing well-posedness of the nudged equations (3.6) in H1σ and
Hkσ , k ≥ 2. These theorems are from [BBM], wherein their proofs and most general statements are found. I
present them here in no more generality than needed for the proofs of convergence in Section 3.7
Theorem 3.6.6. [BBM] Suppose u0 ∈ H1σ, f ∈ L2loc(0,∞;L2σ), and Ih is a global approximation operator of
order 1.5 Denote by u the unique strong solution to the Navier-Stokes equations (3.3) corresponding to u0, f ,
guaranteed to exist by Theorem 3.4.2. Then there exists a pair µ, h > 0 such that the nudging equations (3.6)
corresponding to u, f, µ and Ih possess a unique solution v ∈ L2loc(0,∞;H2σ) ∩ C([0,∞), H1σ).




, and Ih is a global
approximation operator of order k. Denote by u the unique solution u to (3.3) corresponding to u0, f ,
guaranteed to exist by Theorem 3.4.3. Then there exists a pair µ, h > 0 such that the nudging equations (3.6)
corresponding to u, f, µ and Ih possess a unique solution v ∈ L2loc(0,∞;Hk+1σ ) ∩ C([0,∞), Hkσ).
3.7 Convergence of the nudging algorithm
We are now equipped to prove that the nudging algorithm converges, in the sense that v → u as t → ∞.
We begin by establishing convergence in the topology of H1σ before applying that result to prove the general
case.
5 See Definition 2.2.2
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Theorem 3.7.1 (Convergence in H1σ). Given u0 ∈ H1σ and f ∈ L2σ, let u be the solution to (3.3) guaranteed















where c0 is the constant appearing in the Breźıs-Gallouet inequality (Proposition 3.5.6).
Suppose that µ > νM , and suppose furthermore that either (I) or (II) below hold.
(I) : Ih is an approximation operator of order zero and c > 0 is a constant such that
‖w − Ihw‖2L2 ≤ ch2‖w‖2Ḣ1σ for all w ∈ H
1
σ and h ∈ H
and h > 0 is such that µh2 ≤ ν2c .
(II) : Ih is an approximation operator of order one and c > 0 is a constant such that
‖w − Ihw‖2L2σ ≤ ch
4‖w‖2
Ḣ2σ
for all w ∈ H2σ and h ∈ H





Then the solution v to (3.6), guaranteed to exist by Theorem 3.6.6, converges exponentially to u in
the topology of H1σ: there exists a time T > 0 such that
‖u(t)− v(t)‖2
Ḣ1σ
≤ e−µt‖u0 − v0‖2Ḣ1σ for all t ≥ T
Proof. Take the difference of the two equations
d
dt
(v − u) + νA(v − u) +B(v, v)−B(u, u) = µPσIh(u− v)






+ ν〈Aw,Aw〉+ 〈B(v, v)−B(u, u), Aw〉 = −µ〈Ihw,Aw〉
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∣∣〈B(v, v)−B(u, u), Aw〉∣∣+ µ〈w − Ihw,Aw〉 − µ‖w‖2Ḣ1σ (3.22)
Consider the term containing the approximation operator. If (I) holds, then apply the hypothesis that
µh2 ≤ ν2c to establish
































before producing the same bound:













































































 ≤ 0 (3.23)
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. By Poincaré’s inequality, r ≥ 1, so by Lemma 3.5.9,
min
{
r − β(1 + log r) : r ≥ 1
}









1 + log ‖w‖2Ḣ2σ
‖w‖2
Ḣ1σ


























































Theorem 3.7.2 (Convergence in Hkσ). Given k ≥ 2, u0 ∈ Hkσ , and f ∈ Hk−1σ , let u be the solution to (3.3)
guaranteed by Theorem 3.4.3 to exist and take values in Hkσ . Let Ih be an approximation operator of order
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k − 1 and c > 0 a constant such that
‖w − Ihw‖2Ḣk−1σ ≤ ch
2‖w‖2
Ḣkσ
for all w ∈ Hkσ and h > 0
Suppose µ, h > 0 satisfy the hypotheses of Theorem 3.7.1 and furthermore that µh2 ≤ ν2c .
Then the solution v to (3.6), guaranteed to exist by Theorem 3.6.7, converges exponentially to u in
the topology of Hkσ : there exists a time T > 0 and a constant C1 > 0, given below by (3.25), such that
‖u(t)− v(t)‖2Hkσ ≤ e
−µt
(




for all t ≥ T






























Then by Lemma 3.6.5, there exists a T0 ≥ 0 such that, when t ≥ T0,


















Consider the approximation term. By the approximation property of Ih and the hypothesis µh
2 ≤ ν2c
µ





































































By Theorem 3.7.1 there exists a T1 > 0 such that for all τ ≥ T1 we have ‖w(τ)‖Ḣ1σ ≤ e
−µτ‖w0‖Ḣ1σ , and thus
there exists a T2 ≥ T1 such that 2Cν ‖w(t)‖Ḣ1σ ≤
µ
2 for all t > T2. Therefore we let T = max{T0, T2} such




















for all t ≥ T
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