Abstract Recently total variation (TV) regularization has been proven very successful in image restoration and segmentation. In image restoration, TV based models offer a good edge preservation property. In image segmentation, TV (or vectorial TV) helps to obtain convex formulations of the problems and thus provides global minimizations. Due to these advantages, TV based models have been extended to image restoration and data segmentation on manifolds. However, TV based restoration and segmentation models are difficult to solve, due to the nonlinearity and non-differentiability of the TV term. Inspired by the success of operator splitting and the augmented Lagrangian method (ALM) in 2D planar image processing, we extend the method to TV and vectorial TV based image restoration and segmentation on triangulated surfaces, which are widely used in computer graphics and computer vision. In particular, we will focus on the following problems. First, several Hilbert spaces will be given to describe TV and vectorial TV based variational models in the discrete setting. Second, we present ALM applied to TV and vectorial TV image restoration on mesh surfaces, leading to efficient algorithms for both gray and color image restoration. Third, we discuss ALM for vectorial TV based multi-region image segmentation, which also works for both gray and color images. The proposed method benefits from fast solvers for 
Introduction
Since the pioneering work of Rudin et al. [1] , TV [1] and vectorial TV models [2] [3] [4] [5] have been demonstrated very successful in image restoration. The success of TV and vectorial TV relies on its good edge preserving property, which suits most images where the edges are sparse. For years, these restoration models are usually solved by gradient descent method, which is quite slow due to the non-smoothness of the objective functionals. Recently, various convex optimization techniques have been proposed to efficiently solve these models [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , some of which are closely related to iterative shrinkage-thresholding algorithms [21] [22] [23] [24] .
In addition to image restoration, TV, or vectorial TV, plays an important role in convexifying variational image segmentation models. Although classical variational segmentation models and their gradient descent minimization methods have had a great success, such as snakes [25] , geodesic active contours [26, 27] , the Chan-Vese method [28] and level set [29] or piecewise constant level set [30] approximation and implementations [31] [32] [33] of the Mumford-Shah model [34] , they suffer from the local minima problem due to the nonconvexity of the energy functionals. Very recently, various convexification techniques have been proposed to reformulate non-convex segmentation models to convex ones [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] and even more general extensions [48, 49] , yielding fast and global minimization algorithms. These convex reformulations and extensions are all based on TV or vectorial TV regularizers.
Due to these successes, TV based restoration and segmentation models have been extended to data processing on triangulated manifolds [50] [51] [52] via gradient descent method. When this paper was nearly finished, we got to know the technical report [53] released, which is, to the best of our knowledge, the only paper discussing fast convex optimization techniques for these problems. The authors proposed to use split Bregman iteration for TV denoising of gray images and Chan-Vese segmentation (which is a single-phase model). The split Bregman iteration was first introduced in [14] and then was found to be equivalent to the augmented Lagrangian method; see, e.g., [13, 15, 17] and references therein. In this paper, we would like to present this approach for vectorial TV based image restoration and segmentation problems on triangular mesh surfaces by using the language of augmented Lagrangian method. For the sakes of completeness and readability, we will include the details of both TV and vectorial TV based restorations and segmentations applied to gray and color images, although the former has been discussed in [53] in term of split Bregman iteration. In particular, we will first give several Hilbert spaces to describe TV and vectorial TV based variational models in the discrete setting. Second, ALM applied to TV and vectorial TV image restoration on mesh surfaces will be presented, leading to efficient algorithms for both gray and color image restoration. Third, we discuss ALM for vectorial TV based multi-region (multi-phase) image segmentation, which also works for both gray and color images. For each problem, our algorithms benefit from fast solvers for sparse linear systems and closed form solutions to subproblems.
The paper is organized as follows. In Sect. 2, we introduce some notation. In Sect. 3, we first define several Hilbert spaces with differential mappings, and then present the TV and vectorial TV based restoration and segmentation models on triangular mesh surfaces. ALM for TV restoration of gray images, vectorial TV restoration of color images, and multiregion segmentation will be discussed in Sects. 4, 5, 6, respectively. In Sect. 7, we give some numerical experiments. The paper is concluded in Sect. 8.
Notation
Assume M is a triangulated surface of arbitrary topology in R 3 with no degenerate triangles. The set of vertices, the set of edges, and the set of face triangles of M are denoted as {v i : 
If v is an endpoint of an edge e, then we denote it as v ≺ e. Similarly, e is an edge of a triangle τ is denoted as e ≺ τ ; v is a vertex of a triangle τ is denoted as v ≺ τ (see [54] ). We denote the barycenters of triangle τ , edge e, and vertex v by BC(τ ), BC(e), and BC(v), respectively. Let N 1 (i) be the 1-neighborhood of vertex v i . It is the set of indices of vertices that are connected to v i . Let D 1 (i) be the 1-disk of the vertex v i . D 1 (i) is the set of triangles with v i being one of their vertices. It should be pointed out that the 1-disk of a boundary vertex is topologically just a half disk.
For each vertex v i , we define a piecewise linear basis φ i such that 
Similarly, piecewise linear vector-valued functions (u 1 (x), u 2 (x), . . . , u M (x)) on M can be defined. In some applications, we also have piecewise constant function (vector) over M, that is, a single value (vector) is assigned to each triangle of M. See [51] and the references therein.
TV Based Restoration and Segmentation Models on Triangulated Surfaces
In this section, we first define two basic Hilbert spaces on triangular mesh surfaces and differential mappings between them, and then present several TV and vectorial TV based image restoration and segmentation models.
Basic Spaces and Differential Mappings
Given a triangular mesh surface M, we now define two Hilbert spaces. The linear space V M = R Nv is a set, whose elements are given by values at the vertices of M. For instance, u = (u 0 , u 1 , . . . , u Nv −1 ) ∈ V M means that u takes value u i at vertex v i for all i. By the basis {φ i : i = 0, 1, . . . , N v − 1}, V M is isomorphic to the space of all piecewise linear functions on M. We denote, by Q M , the set of piecewise constant vector fields on M, i.e., Q M = τ ⊂M T τ , where T τ is the tangent vector space of the triangle τ . Note Q M ⊂ R 3×Nτ . For p ∈ Q M , p restricted in τ is a constant 3-dimensional vector lying on the tangent space of τ ; see [51] .
We can equip the spaces V M and Q M with inner products and norms. Motivated by (4.2) in [51] , we define, for
where
s τ with s τ as the area of the triangle τ . s i is actually the area of the control cell of the vertex v i based on barycentric dual mesh; see [50, 51] 
where (p
is the conventional inner product in R 3 (with induced norm denoted by |p τ |) and, s τ is the area of the triangle τ . We mention that, throughout this paper, ((, )) and are used to denote inner products and norms of data defined on the whole surface, while (, ) and || are used for those of data restricted on vertices or triangles.
The gradient operator on M is a mapping
, which corresponds to a piecewise linear function on M, its gradient is as follows
where ∇ M φ i is a piecewise constant vector field on M [51] . Using the above inner products in V M and Q M , it is easy to derive the adjoint operator of −∇ M , say, the divergence operator div :
Note this is a special case of the divergence formulae in [51] where X ∈ Q M .
TV Restoration Model (ROF) on Triangulated Surfaces
Assume f ∈ V M is an observed noisy gray (single-valued) image defined on M. The total variation restoration model (ROF) aims at solving
is the total variation of u, and α > 0 is a fidelity parameter. Under the assumption of no degenerate triangles on M, the objective functional in (5) is coercive, proper, continuous, and strictly convex. Hence, the restoration problem (5) has a unique solution.
Vectorial TV Restoration Model on Triangulated Surfaces
The TV model (5) can be extended to vectorial TV model for color (multi-valued) image restoration. For the convenience of description, we introduce the following notation (see [17] for similar notation extensions in 2D planar domain):
is an element of V M , and its gradient
The inner products and norms in V M and Q M are as follows:
When restricted at a vertex v i (and a triangle τ ), we can also define the following vertex-byvertex (and triangle-by-triangle) inner products and norms:
We consider the following vector-valued image restoration problem:
is the vectorial TV semi-norm (see [2, 37] for the representation in 2D image domains), and
is an observed noisy image. Similarly, the restoration problem (6) has a unique minimizer under the assumption of no degenerate triangles on M.
Remark More general forms of the restoration models (5) and (6) can be considered, which contain a blur kernel K in the fidelity terms, as in the models in 2D planar image restoration. However, we mention that on general surfaces the blur theory has not been established yet.
In non-flat spaces, a blur operator cannot be described as a simple convolution. Algorithms for debluring on surfaces may contain many complicated calculations.
Multi-Region Segmentation on Triangulated Surfaces
In this sub section, we present the multi-region segmentation model based on vectorial TV regularization. This model has been proposed in 2D planar image segmentation recently in [38, 42] and extended to data segmentation on triangulated manifolds in [52] . We suppose that the N-channel (either single or multiple channels) data d on M are to be partitioned to M segments. Note that here the number of channels N and that of segments M are totally independent from each other. In most image data, the segments are assumed to be piecewise constant (for clean data) or approximately piecewise constant (for noisy data). We denote the mean values of the data on these segments as μ = (μ 1 , . . . , μ m , . . . , μ M ) (each μ m is an N-dimensional vector). In this paper we assume μ is given, since μ can be estimated in advance in many applications.
In multi-region segmentation, we are to solve
where 
which will be considered in this paper. We mention that other affinities with prescribed probability density functions can be similarly treated.
Since E mrs (u) is continuous and convex and C is convex and closed, the minimization problem (8) has at least one solution.
Remark The model (8) is a convex relaxation [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] of the original multi-region segmentation (labeling) problem. The solution is thus not exactly "binary". A "binarization step" is needed to convert the solution of (8) to class numbers. In this paper we use the improved binarization technique proposed in [49] .
Remark In the case that the mean values of the segments are unknown and difficult to estimate in advance, we need to solve the following minimization problem:
where R mrs (∇ M u), C, β are the same as defined above; and s(μ) is also defined by (9) except that here μ is unknown and thus written as a variable of s. We mention that the problem (10) is non-convex and thus has local minima.
Augmented Lagrangian Method for TV Restoration on Triangulated Surfaces
Due to the nonlinearity and non-differentiability of the TV model (5), the gradient descent method implemented in [50] is slow. Recently the augmented Lagrangian method has been proven to be very efficient for TV restoration in planar image processing [15, 17, 18] . In the following, we present the method on triangular mesh surfaces.
We first introduce a new variable p ∈ Q M and reformulate the problem (5) to be the following equality constrained problem
Problems (5) and (11) are clearly equivalent to each other. To solve (11), we define the augmented Lagrangian functional
with Lagrange multiplier λ ∈ Q M and positive constant r, and then consider the following saddle-point problem:
Similarly to [17] and references therein, it can be shown that the saddle-point problem (13) has at least one solution and all the saddle-points (u * , p * ; λ * )'s have the same u * , which is the unique solution of the original problem (5).
Algorithm 1
Augmented Lagrangian method for the TV restoration model
as an (approximate) minimizer of the augmented Lagrangian functional with the Lagrange multiplier λ k , i.e.,
where L tv (u, p; λ k ) is as defined in (12); and update
We now present an iterative algorithm to solve the saddle-point problem. See Algorithm 1. We are now left with the minimization problem (14) to address. Since u, p are coupled together, it is in general difficult to compute the minimizers u k and p k simultaneously. Instead one usually separates the variables u and p and then applies an alternative minimization procedure [10, 14, 15, 17] , through which one can only obtain the minimizer approximately in practice (as an inner iteration of the whole algorithm, this alternative minimization procedure cannot run to infinite steps). See the symbol ≈ in (14) . Fortunately, we do not need an exact solution to (14) to get the solution to the saddle-point problem.
We separate (14) into the following two subproblems:
-The u-sub problem: for a given p,
These two subproblems can be efficiently solved.
Solving the u-sub Problem
The u-sub problem (16) is a quadratic programming, whose optimality condition is as follows
which is a sparse linear system and can be solved by various well-developed numerical packages.
Solving the p-sub Problem
The p-sub problem is decomposable and thus can be solved triangle-by-triangle. For each triangle τ , we need to solve
By a similar geometric argumentation as in [18] , (19) has the following closed form solution
It can be seen that p τ obtained via (20) is in the tangent vector space T τ and thus p ∈ Q M , as long as λ k τ ∈ T τ, ∀τ , which is a natural consequence from the viewpoint of Hilbert spaces defined previously.
After knowing how to solve the subproblems, we apply an alternative minimization to solve the problem (14) . See Algorithm 2. It iteratively and alternatively computes the u and p variables according to (18) and (20) . Here L can be chosen using some convergence test techniques. As observed in [14, 15, 17] and also our numerical experiments, L = 1 is a good choice and thus applied in this paper.
Algorithm 2
Augmented Lagrangian method for the TV restoration model-solve the minimization problem (14) -Initialization:
By the zero initialization of Algorithm 1 and induction, it is guaranteed that u k ∈ V M , p k ∈ Q M , ∀k.
Augmented Lagrangian Method for Vectorial TV Restoration on Triangulated Surfaces
The vectorial TV model (6) is also non-differentiable and therefore hard to solve. In this section we present the augmented Lagrangian method for this model, which is extended from the previous section. By introducing a new variable p ∈ Q M , we reformulate the problem (6) to be the following equality constrained problem
We then define, for (22) , the following augmented Lagrangian functional
with Lagrange multiplier λ ∈ Q M and positive constant r, and consider the saddle-point problem: 
where L vtv (u, p; λ k ) is as defined in (23); and update
We use Algorithm 3 to solve the saddle-point problem, where the minimization problem (25) is left to address. Since u, p are coupled together in (25), we separate the variables u and p and then apply an alternative minimization procedure, as in the method for the TV model (5).
In particular, (25) is separated into the following two subproblems:
Solving the u-sub Problem
The u-sub problem (27) is a quadratic programming, whose optimality condition is as follows
which is, in channel wise, as follows:
Therefore one need only to solve M sparse linear systems with the same coefficient matrix. Some well-developed numerical packages can be applied.
Solving the p-sub Problem
The p-sub problem is decomposable and can be solved triangle-by-triangle. For each triangle τ , we need to solve
which has the following closed form solution
It is seen that p τ obtained via (32) is in the tangent vector space T τ and thus p ∈ Q M , as long as λ k τ ∈ T τ, ∀τ . This is also a natural consequence from the definition of Q M . We then apply an alternative minimization to solve the problem (25) . See Algorithm 4, which iteratively and alternatively computes the u and p variables according to (29) and (32) . Here L can be chosen using some convergence test techniques. In this paper we simply set L = 1.
Algorithm 4 Augmented Lagrangian method for the vectorial TV model-solve the minimization problem (25)
-Initialization: 
By the zero initialization of Algorithm 3 and induction, it is guaranteed that u k ∈ V M , p k ∈ Q M , ∀k.
Augmented Lagrangian Method for Multi-Region Segmentation on Triangulated Surfaces
Due to the involvement of the vectorial TV semi-norm, the multi-region segmentation model (8) is non-differentiable and thus hard to solve. In this section we present to use the augmented Lagrangian method to solve it. By defining
the problem (8) can be verified equivalent to the following minimization problem:
where the objective functional E mrs (u) is convex, lower semi-continuous, and proper, as well as coercive over V M , by Cauchy-Schwartz inequality applied to ((u, s)) V M . The problem (34) can be further reformulated to
by introducing two auxiliary variables p ∈ Q M and z ∈ V M . We remark that the introduction of z avoids a difficult inequality constrained quadratic programming problem (especially for large meshes) and will greatly simplify the calculation. To solve (35), we define the following augmented Lagrangian functional
with Lagrange multipliers λ p ∈ Q M , λ z ∈ V M and positive constants r p , r z , and then consider the following saddle-point problem:
It can be shown that the above saddle-point problem (37) has at least one solution and each solution (u * , p * , z * ; λ * p , λ * z ) provides a minimizer u * of the segmentation problem (8) . We now present Algorithm 5 to solve the saddle-point problem (37) , where the minimization problem (38) is left to address in later paragraphs. Similarly to those in TV and vectorial TV models, here we have coupled variables u, p, z. We need to separate the variables u, p, and z and then apply an alternative minimization procedure to solve (38) .
In particular, (38) is separated into the following three subproblems:
-The u-sub problem: for a given p, z,
Algorithm 5 Augmented Lagrangian method for multi-region segmentation 
is as defined in (36); and update
-The p-sub problem: for a given u, z,
-The z-sub problem: for a given u, p,
All of these subproblems can be efficiently solved.
Solving the u-sub Problem
The u-sub problem (40) is a quadratic programming, whose optimality condition is as follows
These M sparse linear systems with the same coefficient matrix can be very efficiently solved by well-developed numerical packages.
Solving the p-sub Problem
The p-sub problem (41) is decomposable and can be solved triangle-by-triangle. For each triangle τ , we need to solve
which has the following closed form solution In our experiments, we applied the following stopping condition:
The SNRs (signal-to-noise ratios) given in the examples were computed as follows. For gray images,
where u is the noise-free (clean) image; g is the observed or recovered image;ū is the average intensity of the image u on M. The formulae for color images is similarly defined by using the definition of the norm V M .
Examples
Here we give some examples. In particular, we used the following triangular mesh surfaces in our experiments; see Table 1 where the mesh sizes are shown. A group of examples of ALM applied to TV and vectorial TV based restoration and segmentation of gray and color images are shown in Figs. 1, 2, 3, 4, 5, 6 , and 7. The experimental information of these examples is given in Tables 2, 3 , 4, 5, 6, 7, and 8, respectively. As one can see, our algorithms are very efficient for both gray and color image restoration and segmentation.
In image restoration, our algorithms generate reconstruction results with greatly improved SNRs in seconds. In all these restoration examples, the parameter r of ALM and the stopping condition were simply set to 0.01 and 1.e −7 , respectively. In multi-region segmentation, our algorithms also perform efficiently and generate correct segmentation results. Experiments show that they are robust to image noise and inaccurate inputs of intensity means of segments μ present in the segmentation model. The robustness to noise makes our method work for noisy images. The robustness to inaccurate inputs is of great importance in real applications, since in noisy images the intensity means μ are difficult to estimate precisely. In these segmentation examples we used uniform parameters and stopping condition; see Tables 7 and 8 . Table 2   Table 2 Experimental information about the examples in Fig. 1 Table 5   Table 4 Experimental information about the examples in Fig. 3 At the end of this section, we remark on the choice of the positive parameters r, r p , r z in the augmented Lagrangian method. According to our experiments, there seem some ranges for the values of these parameters to make the algorithms stable and efficient. The algorithms may be not numerically stable for too large or too small positive parameters. One potential reason is that, due to the irregularity of the mesh surface, the condition number of the coefficient matrix of the u-sub or u-sub problem and hence the stability of the algorithms are more sensitive to the parameters r, r p , r z , compared to the case of 2D planar image processing. Consequently, r (or r p , r z ) depends on the model parameter α (or β) and the gradient and divergence operators. The model parameter α (or β) depends on the image to be processed. The two differential operators are determined by the structure and distribution of the triangles on the mesh surface as well as the mesh resolution, i.e., the geometry of the mesh surface. To precisely describe the relation between good parameters r (or r p , r z ) and α (or β) as well as the geometry of the mesh surface is quite difficult. Therefore, it is hard to obtain optimal values of r, r p , r z . Fortunately, our tests show that, the effective ranges of r, r p , r z are large enough so that common parameters r (or r p , r z ) exist for different mesh surfaces and different model parameters α (or β); see the examples. Note that the effective ranges of r and r p , r z may be quite different even for the same mesh surface and image because they are used in different minimization problems (with different objective functions) in different applications. Table 7 Fig. 7 Multi-region segmentation of noisy gray and color images based on vectorial TV regularization with accurate and inaccurate inputs of intensity means of segments. The input intensity means of segments in Column 1 and 3 are accurate, while those in Column 2 and 4 are inaccurate. These examples show that our algorithms still work even for inaccurate inputs of intensity means of segments. This robustness to inaccurate inputs is of importance for segmentation of noisy images, since in noisy images the intensity means of segments are difficult to estimate precisely. See Table 8 8 Conclusion
In this paper, we presented to use the augmented Lagrangian method to solve TV and vectorial TV based image restoration and multi-region segmentation problems on triangular mesh surfaces, based on defining inner product spaces on mesh surfaces. The provided algorithms work well for both gray and color images. Due to the use of fast solvers for linear systems and closed form solutions to subproblems, the method is extremely efficient, as demonstrated by our numerical experiments. One future work is the stability and con- Table 7 Experimental information about the examples in Fig. 6 . In all these examples, the parameters Table 8 Experimental information about the examples in Fig. 7 . In all these examples, the parameters vergence analysis of the proposed algorithms. In addition, comparisons between the augmented Lagrangian method with other optimization techniques such as iterative thresholding, Nesterov-based schemes, and primal-dual methods applied to our problems need to be investigated. To completely solve the multi-region segmentation problem in the case where the intensity means of segments are unknown is also worthy of future research. Some special techniques may be introduced to ensure global minimization of the non-convex objective functional.
