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Podemos encontrar un código z = x1x2 . . . xky1y2 . . . ykz1z2 . . . ∈ ΣN tal
que
d(z, x) < 1(N + 1)k < ε y d(σ
k(z), y) < 1(N + 1)k < ε, para algún k ∈ N.
En las desigualdades se utiliza la Proposición 2.2; nótese que
σk(z) = y1y2 . . . ykz1z2 . . . Por la Proposición 1.6, el sistema {ΣN; σ} es
topológicamente transitivo. �
Corolario 2.7. El sistema {ΣN; σ} es un sistema dinámico caótico.
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Criptograﬁa usando curvas hiperelípticas
Alonso Sepúlveda Castellanos∗
Resumo. Neste trabalho apresentamos propriedades das curvas hiperelíp-
ticas e seus Jacobianos, visando a implementação de criptossistemas de
chave pública. Também mostramos o algoritmo de Cantor para somar
pontos na variedade Jacobiana, importante para efetividade dos crip-
tossistemas, e um algoritmo para atacar o problema do logaritmo discre-
to sobre estes grupos. A intratabilidade deste problema é essencial para
a segurança do criptossistema.
Abstract. In this work we present properties of the hiperelípticas curves
and its Jacobianos, aiming at the implementation of criptossystems of
public key. Also we show the algorithm of Singer to add points in the Ja-
cobiana variety, important for eﬀectiveness of criptossystems, and an al-
gorithm to attack the problem of the discrete logarithms on these groups.
The not tractably of this problem is essential for the security of crip-
tossystems.
1. Introdução
Em 1989 Koblitz [4] introduziu pela primeira vez os criptossistemas hi-
perelípticos, os quais baseiam sua segurança na resolução do problema
do logaritmo discreto sobre o Jacobiano da curva. Introduzimos a teoria
básica de curvas hiperelípticas e seus Jacobianos com o ﬁm de propor
grupos que sirvam para implementar criptossistemas de chave pública.
Fixamos K um corpo perfeito de característica p ≥ 0, K¯ seu fecho al-
gébrico e g um inteiro positivo.
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1.1. Generalidades
As curvas hiperelípticas são uma classe especial de curvas algébricas e
podem ser vistas como uma generalização das curvas elípticas [1].
Deﬁnição 1.1. Uma curva hiperelíptica H sobre K são os zeros no plano
projetivo P2(K¯) de uma equação da forma
Y 2Z2g−1 + h(X/Z)Y Z2g = f(X/Z)Z2g+1 , (1)
onde
(1) f ∈ K[X], mónico e de grau 2g + 1;
(2) h ∈ K[X], h = 0 ou de grau no máximo g;
(3) A curva H é não singular em todo ponto P = (x : y : 1).
O número g é um invariante da curva chamado o gênero, (veja [3, p. 196]).
A condição (3) na deﬁnição acima é equivalente a que o sistema
Y 2 + h(X)Y − f(X) =0,
2Y + h(X) =0,
h(X)�Y − f �(X) =0
não tenha solução em K¯ × K¯. Da equação (1) temos que a curva H
intercepta a reta Z = 0 no ponto
O = (0 : 1 : 0) ,
e assim podemos considerar a H como sendo a união deste ponto com os
zeros (X, Y ) ∈ K¯ × K¯ do polinômio
F = F (X, Y ) := Y 2 + h(X)Y − f(X) . (2)
Se a característica p é maior que dois, então o polinômio da equação
(2) pode ser considerado como F = Y 2 − f(X) fazendo a mudança de
variáveis: Y �→ Y − h(X)/2, com f(X) um polinômio mônico de grau
2g + 1.
Seja L um corpo tal que K ⊆ L ⊆ K¯. O conjunto H(L) de pontos
racionais deH sobre L está formado pelo ponto O e os zeros (x, y) ∈ L×L
[Revista Integración
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do polinômio F em (2). Para K = Fq e L = Fqn, denotamos por nL o
número de pontos racionais de H sobre L; então
nL = qn + 1−
g�
i=1
(αi + α¯i) , (3)
onde os αi, i = 1, . . . , g, são inteiros algébricos tal que |αi| = qn/2. Temos
que
αi = βni , para i = 1, . . . , g, (4)
onde os βi e seus conjugados são raízes de um polinômio com coeﬁcientes
em Z[t] da forma
h(t) = t2g+a1t2g−1+. . .+agtg+qag−1tg−1+q2ag−2tg−2+. . .+qg−1a1t+qg .
(5)
De (3) obtemos a chamada cota de Hasse-Weil para H(L), a saber,
|nL − (qn + 1)| ≤ 2
√qng .
Agora seja Si := #H(Fqi) − (qi + 1). De (3) e (4) aplicados com n = i,
temos
Si = −
g�
j=1
(βni + β¯ni ) , para i ≥ 1 .
Assim por exemplo, da Equação (5), a1 = S1, 2a2 = S2 + S1a1, e em
geral temos as seguintes fórmulas de recorrência utilizando as fórmulas
de Newton (ver [6, Cor. V.1.17]):
iai = Si +
i−1�
j=1
Si−jaj .
Vemos então que o polinômio h(t) em (5) se determina completamente
se conhecemos Si para i = 1, . . . , g. Em particular, com esta informação
podemos calcular #H(Fqi) para i ≥ g + 1.
Sobre H está deﬁnida uma involução σ : H → H deﬁnida por (x, y) �→
(x,−y− h(x)) e σ(O) = O. Este automorﬁsmo será essencial para deter-
minar os divisores reduzidos sobre a o Jacobiano da curva.
Um divisor D sobre H é uma soma formal de pontos de H, D =�
P vP (D)P , onde cada vP (D) é um inteiro e diferente de zero somente
para um número ﬁnito de pontos. O conjunto sup(D) dos pontos P onde
vP (D) �= 0 é chamado de suporte de D. O conjunto de divisores de H
será denotado por Div(H).
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O grau de um divisor D está deﬁnido por deg(D) :=�P vP (D). Para um
corpo L tal que K ⊆ L ⊆ K¯, dizemos que D está deﬁnido sobre L, se para
todo automorﬁsmo τ deH deﬁnido sobre L temos que Dτ = D. Para dois
divisores D1 =
�
P vP (D1)P , D2 =
�
P vP (D2)P ∈ DivL(H), deﬁnimos
mdc(D1, D2) :=
�
P �=O
min{vP (D1), vP (D2)}P −mO ,
com deg(mdc(D1, D2)) = 0. Deﬁnamos
Div0L(H) := DivL(H) ∩Kernel(deg);
este conjunto é um subgrupo de DivL(H).
1.2. Corpo de funções racionais
Os elementos do anel L[H] := L[X, Y ]/(F ), onde (F) é o ideal de L[X, Y ]
gerado por F , podem ser considerados funções polinomiais g : H→ P1(K¯)
com g(P ) = ∞ se e somente se P = O. Sendo F absolutamente irre-
dutível, L[H] é um domínio de integridade, e portanto está deﬁnido seu
corpo quociente L(H); este é chamado o Corpo de Funções Racionais de
H sobre L. Para R ∈ L[X, Y ], denotemos por R¯ a sua classe em L[H].
Podemos identiﬁcar cada constante a ∈ L con a¯ e X com X¯. Seja y := Y¯ .
Então tomando classes, temos que F (X, y) = 0, isto é,
y2 + h(X)y − f(X) = 0 .
Desta forma, cada elemento de L[H] pode ser reduzido de maneira única
para polinômios da forma
A(X) +B(X)y .
Observe que isto signiﬁca que L[H] é um módulo livre de posto dois sobre
L[X]. Finalmente, temos que L(H) = L(X, y), pois [L(H) :L(X)] = 2 e
[L(H) :L(y)] = 2g + 1.
Seja L = K¯. Seja r ∈ K¯(H), P ∈ H, P �= O. Dizemos que r está deﬁnida
em P ou que r é regular em P , se existem funções polinomiais R, S tais
que r = R/S e S(P ) �= 0; neste caso r(P ) := R(P )/S(P ).
No caso de que r não possa ser deﬁnido em P , este ponto é dito um pólo
de r, e deﬁnimos r(P ) := ∞. Se r está deﬁnido em P e r(P ) = 0, P é
chamado de zero de r. Observamos que r �= 0 tem um número ﬁnito de
polos e zeros. Com efeito, os zeros P = (aP , bP ) de r são os zeros de uma
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função polinomial da forma A(X)+B(X)y, onde A,B ∈ K¯[X]. Podemos
supor mdc(A(X), B(X)) = 1, logo
(A(X) +B(X)y)(A(X)−B(X)(y + h(X)))
é uma função polinomial em X e portanto o número de coordenadas aP
para P é ﬁnito. Como A(aP ) + B(aP )bP = 0 e B(aP ) �= 0 (do contrário
(X − aP ) será um divisor de A(X) e B(X)), então b = −A(aP )/B(aP ).
O mesmo raciocínio serve para os pólos.
1.3. Divisores principais
A cada função racional não nula r associamos um divisor de grau zero
sobre H, chamado de divisor principal:
div(r) :=
�
P∈H
vP (r)P ,
onde P ∈ sup(div(r)) se e somente se P é um zero ou P é um polo de
r. Para P ∈ H e r = 0, vP (0) := +∞. Em K¯(H) \ {0} temos que vP
satisfaz as seguintes propriedades:
(1) vP (rr1) = vP (r) + vP (r1);
(2) vP (r + r1) ≥ min{vP (r), vP (r1)} (e temos a igualdade se vP (r) �=
vP (r1)).
Neste caso vP é chamada de valoração ou de ordem em P . Para r =
R/S ∈ K¯(H), r �= 0, vP (r) será por deﬁnição vP (R)− vP (S). Denotamos
o conjunto destes divisores por PK¯(H) e dizemos que dois divisores D1 e
D2 sobreH são linearmente equivalentes, escrevemos D1 ∼ D2, se D1−D2
é um divisor principal.
1.4. Divisores semi-reduzidos
Um divisor de grau zero D =�P �=O vP (D)P−mO, ondem ≥ 0, vP (D) ≥
0 para todo P , é chamado semi-reduzido se:
Para P tal que σ(P ) �= P , se P ∈ sup(D) então σ(P ) �∈ sup(D);
Se σ(P ) = P , comP �= O, vP (D) = 1.
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Lema 1.2. Todo divisor de grau zero é linearmente equivalente a um
divisor semi-reduzido.
Demonstração. Temos
D =
�
P∈H
vP (D)P =
�
P,P �=σ(P )
vP (D)P +
�
P �=O,σ(P )=P
vP (D)P −mO .
Seja P �= σ(P ) e deﬁnamos mP := min{vP (D), vσ(P )(D)}. Logo
vP (D)P + vσ(P )(D)σ(P ) ∼ 2mPO + (max{vP (D), vσ(P )(D)} −mP )R ,
onde R é P ou σ(P ).
Se P = σ(P ), e nP := vp(D) é um inteiro par, temos nPP ∼ nPO; caso
contrário se nP = 2n+ 1, nPP ∼ 2nO + P . �
1.5. Divisores reduzidos
Fixemos D um divisor semi-reduzido,
D =
�
P=σ(P ),P �=O
P +
�
P �=σ(P )
vP (D)P −mO .
D è chamado reduzido se�P �=O vP (D) = m ≤ g, onde g é o gênero de H.
Teorema 1.3. Existe um único divisor reduzido D1 tal que D ∼ D1.
A seguir mostraremos um lema que será de grande utilidade na demons-
tração do teorema acima. Assim, seja D1 um divisor de grau zero, pelo
lema (1.2) podemos supor que D1 ∼ D. Para P ∈ sup(D) \ {O}, P =
(aP , bP ), deﬁnamos
A = A(X) :=
�
P
(X − aP )vP (D) ∈ K¯[X] .
Lema 1.4. Existe um único polinômio B = B(X) ∈ K¯[X] tal que:
(1) deg(B) < deg(A);
(2) Para P ∈ sup(D) \ {O}, B(aP ) = bP ;
(3) B2 +Bh(X)− f(X) ≡ 0 (mod A).
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Além disso, D = div(A,B) := mdc(div(A), div(B − y)). Para r ∈ K¯(H),
observamos que a notação r ≡ 0 (mod A) signiﬁca que r = As onde
vP (s) ≥ 0.
Demonstração. Primeiro mostramos uma versão local do lema. �
Aﬁrmação: Para P ∈ sup(D), P �= O, existe um único polinômio
R = RP (X) tal que
(i) deg(R) < vP (D), (ii) R(aP ) = bP ,
(iii) R2 +Rh(X)− f(X) ≡ 0 (mod (X − aP )vP (D)).
Caso P �= σ(P ). Como vP ((y − bP )/(x − aP )) ≥ 0, y = bP + (X −
aP )A, com único A ∈ K¯(H) tal que vP (A) ≥ 0. Repetindo este processo
por substituções do tipo A = (A − A(P )) + A(P ), obtemos uma única
representação para y do tipo
y = bP + c1(X − aP ) + . . .+ cvP (D)−1(X − aP )vP (D)−1 + (X − aP )vP (D)R1 ,
onde vP (R1) ≥ 0. Logo deﬁnimos
R = RP (X) := bP + c1(X − aP ) + . . .+ cvP (D)−1(X − aP )vP (D)−1 .
Este polinômio claramente satisfaz (i), (ii) e a propriedade (iii) segue
do fato que y ≡ R (mod (X − aP )vP (D)) (observe que v((R − y)/(x −
aP )vP (D) ≥ 0 pois R− y = (x− aP )vP (D))R1).
Caso P = σ(P ). Aqui vP (D) = 1, e temos que R = RP := bP . Para
demonstrar a forma global do teorema, aplicamos o Teorema Chinês dos
Restos em A e os RP , e daí obtemos que existe um único polinômio B =
B(X) tal que deg(B) < deg(A) e B(X) ≡ RP (mod (X−aP )vP (D)). Este
B claramente satisfaz (1) e (2), (3) é devido ao fato de que os fatores de
A são co-primos entre si. A unicidade segue-se da prova. Finalmente
mostramos que D é o mdc dos divisores div(A) e div(B − y).
Seja P = (a, b) tal que P = σ(P ); temos que vP (B − y) ≥ 1 por (2) e
que vP (A) = 2. Para mostrar que de fato vP (B − y) = 1, consideremos a
função
N = N(X) := B2 +Bh(X)− f(X) = (B − y)(B + y + h);
logo (2) implica vP (N) ≥ 1. Aﬁrmamos que vP (N) = 1; para isto bastará
mostrar queN �(a) �= 0. TemosN �(X) = 2BB�+B�h(X)+Bh(X)�−f(X)�.
Logo, avaliando em P , usando (2) e o fato que b = −b − h(a), obtemos
N �(a) = bh�(a)− f �(a) �= 0, pois H é não singular em P . Obtemos assim
que vP (D) = 1.
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Seja P tal que P �= σ(P ). De (3), (R−y)(R+y+h(X)) = R2+Rh(X)−
f(X) = Ar onde vP (r) ≥ 0. Logo vP (B−y) = vP (A)+vP (r), pois P não
é ponto ﬁxo. Portanto, o mdc(A,B−y) =�P �=O vP (D)P−mO = D. �
Observação 1.5. Sejam A e B dois polinômios satisfazendo as condições
(1) e (3) do lema anterior. Então o divisor D := mdc(div(A), div(B− y))
é semi-reduzido.
Demonstração. Seja P = (aP , bP ) ∈ sup(div(A)). Para P �= σ(P ) e de
(3) temos que vP (B−y) = vP (A)+vP (s) onde vP (s) ≥ 0, logo vP (B−y) ≥
vP (A) e vσ(P )(B − y) = 0. Para P = σ(P ) e da condição (3) segue-se
(B − y)(P ) = 0, logo vP (B − y) ≥ 1. Aﬁrmamos que vP (B − y) = 1.
Dado
N(X) = (B − y)(B + y + h) = B2 +Bh− f,
temos que N(aP ) = 0 e N �(aP ) �= 0, pois P �= O não é ponto singular da
curva. �
Demonstração do Teorema 1.3. Primeiro mostramos a existência de
este tipo de divisores. Podemos supor que D = D0 := D00 − mO é um
divisor semi-reduzido do Lema 1.2 tal que �P �=O vP (D0) ≥ g+ 1, onde g
é o gênero de H. Assim, podemos escolher P1, . . . , Pg+1 do suporte de D
(não necessariamente diferentes) e considerar o divisor semi-reduzido
E = E0 := P1 + . . .+ Pg+1 − (g + 1)O .
Pelo lema anterior, existem polinômios A = A0 e B = B0 tal que
div(B − y) = P1 + . . .+ Pg+1 +Q1 + . . .+Qg − (2g + 1)O.
Seja D = F0 + P1 + . . .+ Pg+1 −mO. Logo
D−div(B−y) = F0−Q1−. . .−Qg−(m−2g−1)O ∼ D1 := D10−(m−1)O ,
sendo que D1 pode ser assumido semi-reduzido. Agora a prova de existên-
cia termina por indução sobre m, pois o grau do novo divisor construído,
no mínimo diminui em 1.
Para mostrar a unicidade destes divisores, escolhemos D1, D2 divisores
reduzidos tal que D ∼ D1 e D ∼ D2. Como deg(D1 − D2) = 0, pelo
Lema 1.2, D1 − D2 ∼ D3, onde D3 é o divisor semi-reduzido obtido da
prova do lema. Seja P ∈ H tal que m := vP (D1) �= n := vP (D2);
considerando D1 − D2 ou D2 − D1, podemos supor que m ≥ 1 e que
algum dos seguintes casos podem ocorrer:
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Seja P tal que P �= σ(P ). De (3), (R−y)(R+y+h(X)) = R2+Rh(X)−
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(1) n = 0 e vσ(P )(D2) = 0;
(2) 1 ≤ n < m;
(3) 1 ≤ vσ(P )(D2) ≤ m.
Logo pela escolha de D3 temos que vP (D3) ≥ 1 para todos os casos
acima. De fato, nos Casos (1) e (2) vP (D3) = (m − n) ≥ 1 e no caso
(3) σ(P ) �= P ; da propriedade P + σ(P ) ∼ 2O e da construção de D3
segue a aﬁrmação. Agora como D3 ∼ 0, existe r ∈ K¯(H) tal que D3 =
div(r); pela deﬁnição de D3, o único polo de r é O e assim r = A(X) +
B(X)y, onde A(X), B(X) ∈ K¯[X]. Para i = 1, 2, 3 escrevamos Di =�
P �=O vP (i)(Di)P − diO, onde di :=
�
P �=O vP (i)(Di). Pela deﬁnição de
divisor reduzido, d1 ≤ g e d2 ≤ g, pelo tanto ﬁca claro que d3 ≤ 2g.
Mostraremos que B(X) = 0. Suponhamos que B(X) �= 0; como
vO(A(X)) �= vO(B(X)y), então vO(r) = min{vO(A(X)), vO(B(X)y}.
Daqui temos que vO(B(X)y) < vO(A(X)), pois do contrário
−2deg(B(X))− (2g + 1) ≥ vO(A(X)) = vO(r) = −d3 ≥ −2g,
o qual é falso. Assim temos,
vO(B(X))− (2g + 1) = vO(r) = −d3
e daí d3 ≥ 2g + 1 + 2deg(B(X)), o que não verdade; portanto r = A(X)
com deg(A(X)) ≥ 1. Tome Q = (a, b) ∈ H tal que A(a) = 0, logo pela
deﬁnição de σ(Q), temos que Q, σ(Q) ∈ sup(D3), o qual é contraditório
com a deﬁnição de D3. Logo concluímos que D1 = D2. �
2. O Jacobiano de H
O Jacobiano J = JH de H é o grupo quociente
Div0/P ,
onde Div0 = Div0H é o grupo de divisores de grau zero sobre H e P = PH
é o subgrupo de divisores principais de Div0.
2.6. Pontos racionais do Jacobiano
Para aplicações criptográﬁcas usando o método Diﬃe-Hellman ou ElGa-
mal, é de interesse o estudo de subgrupos ﬁnitos do Jacobiano da curva
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hiperelíptica escolhida. Em nosso caso, consideraremos subgrupos ﬁnitos
do Jacobiano da curva deﬁnida sobre K = Fq. É um fato que J está
também deﬁnido sobre K. Seja L uma extensão ﬁnita de K e D um divi-
sor deﬁnido sobre L. Pelo Teorema 1.3 existe um único divisor reduzido
D1 =
�
P vP (D1)P tal que D ∼ D1, e pela deniﬁnição de divisor reduzido
temos que �P vP (D1) ≤ g, onde g é o gênero da curva. Assim, existe
um número ﬁnito de possibilidades para obter divisores reduzidos, logo
obtemos um número ﬁnito de elementos do Jacobiano. Seja K := Fq,
L = Fqn e NL := #JL(H). Se sabe que NL pode-se calcular a partir dos
inteiros αi em (3). De fato temos [6, Theorem. V1.15]
NL =
g�
i=1
(1− αi)(1− α¯i) . (6)
Logo, usando que |αi| = qn/2, se obtém:
(qn/2 − 1)2g ≤ NL ≤ (qn/2 + 1)2g .
Exemplo 2.1. Consideremos a curva H deﬁnida pelo polinômio
F (X, Y ) := Y 2 + Y −X3 −X = 0, então para L = Fnq temos que:
NL := #JL(H) =



22n + 2n + 1 se n ≡ 1, 5 (mod 6),
(2n + 2n/2 + 1)2 se n ≡ 2, 4 (mod 6),
(2n − 1)2 se n ≡ 3 (mod 6),
(2n/2 − 1)4 se n ≡ 0 (mod 6).
Seja L = K¯. Pelo Teorema 1.3, a cada classe [D] ∈ JK¯ lhe corresponde
um único divisor reduzido DR. De fato o mapa [D] �→ DR deﬁne um
sistema completo de representantes para os elementos de JK¯(H).
2.7. Soma de Divisores no Jacobiano
Aqui apresentaremos o algoritmo de Koblitz [4], que é uma generalização
dos algoritmos de Cantor [2] para computar eﬁcientemente a soma de
divisores reduzidos no JL(H), o qual só fez para o caso em que a carac-
terística do corpo era diferente de dois e h(X) = 0. A seguir descrevemos
em forma geral estes algoritmos.
Algoritmo 1. Dados dois divisores D1, D2 ∈ JFq(H) semi-
reduzidos, ao aplicar o algoritmo este devolve um divisor D0 semi-
reduzido, equivalente ao divisor D1 +D2.
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Algoritmo 2. Dado um divisor semi-reduzido D0 de grau �0, ao
aplicar o algoritmo, este devolve um divisor D semi-reduzido tal que
D0 ∼ D e � < �0, onde � é o grau de D. Aplicando sucessivamente
este algoritmo achamos um divisor reduzido equivalente a D0.
A seguir os passos a efetuar para cada algoritmo:
Algoritmo 1. Sejam D1 = div(A1, B1) e D2 = div(A2, B2) divisores
semi-reduzidos sobre a curva Y 2 + h(X)Y = f(X) deﬁnidos sobre K,
onde h, f ∈ K[X] e A1, B1, A2, B2 ∈ K[X]. A seguir, descrevemos os
passos formalmente para aplicar este algoritmo.
(1) Usando o algoritmo de Euclides sobre K[X], achamos d1, e1, e2 ∈
K[X] tal que
d1 = mdc(A1, A2) e d1 = e1A1 + e2A2.
(2) Usando outra vez o algoritmo de Euclides, achamos d, c1, c2 ∈ K[X]
tal que
d = mdc(d1, B1 +B2 + h) e d = c1d1 + c2(B1 +B2 + h).
(3) Sejam s1 = c1e1, s2 = c2e2 e s3 = c2; então temos que
d = s1A1 + s2A2 + s3(B1 +B2 + h). (7)
(4) O divisor D� = div(A,B) é o divisor semi-reduzido equivalente a
D1 +D2, tal que
A� = A1A2/d2, (8)
e
B� = s1A1B2 + s2A2B1 + s3(B1B2 + f)d (mod A) . (9)
A seguir, mostramos que o divisor D� acima, é um divisor semi-reduzido
e equivalente a D1 +D2. A prova está dividida em três partes:
• Mostremos que A� e B� são funções polinomiais. Claramente A� é
uma função polinomial, pois d divide A1 e A2; então d2 divide A1A2.
Usando a equação (7), podemos escrever
B� = s1A1B2 + s2A2B1 + s3(B1B2 + f)d
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como sendo
B2(d− s2A2 − s3(B1 +B2 + h)) + s2A2B1 + s3(B1B2 + f)
d =
B2 +
s2A2(B2 − B1)− s3(B22 +B2h)− f
d .
Pela deﬁnição de D2 temos que A2 divide B22 + B2h − f , logo B� é
também uma função polinomial.
• Agora mostramos que D� = div(A�, B�) é um divisor semi-reduzido.
Seja
B� = s1A1B2 + s2A2B1 + s3(B1B2 + f)d + sA
�,
com s ∈ K[X]. Subtraindo y a cada lado temos que
(B� − y) = s1A1B2 + s2A2B1 + s3(B1B2 + f)− ydd + sA
� =
s1A1(B2 − y) + s2A2(B1 − y)− s3(B1 − y)(B2 − y)
d + sA
�,
e como (B�−y)σ(B�−y) = (B�−y)(B�+y+h) = B�2+B�h−f , então
podemos ver que para A� dividir B�2 + B�h − f , é suﬁciente mostrar
que o produto A1A2 divide o produto de
s1A1(B2 − y) + s2A2(B1 − y)− s3(B1 − y)(B2 − y)
com
σ(s1A1(B2 − y) + s2A2(B1 − y)− s3(B1 − y)(B2 − y));
isto é imediato, pois A1 divide B21 +B1h− f = (B1− y)σ(B1− y) e A2
divide B22 +B2h− f = (B2− y)σ(B2− y). Portanto, pela Observação
(1.5) o div(A�, B�) é um divisor semi-reduzido.
• Por último, mostramos que D� ∼ D1 + D2. Seja P = (a, b) ∈ H(L).
Temos dois casos a considerar:
(1) Se P �= σ(P ).
(1.a) Suponhamos que vP (D1) = m1,vσ(P )(D1) = 0, vP (D2) = m2 e
vσ(P )(D2) = 0, onde m1, m2 ≥ 0. Logo, vP (B1 − y) ≥ m1 e
vP (B2 − y) ≥ m2. Se m1 = 0 ou m2 = 0, então vP (d1) = 0,
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implicando que vP (d) = 0 e vP (A�) = m1 +m2. Se m1, m2 ≥ 1,
então temos que (B1 + B2 + h) = 2a + h(a) �= 0, logo vP (d) = 0
e vP (A�) = m1 +m2; da equação (9) segue que
vP (B� − y) ≥ min{m1 +m2, m2 +m1, m1 +m2} = m1 +m2.
Portanto, vP (D�) = m1 +m2.
(1.b) Suponha que vP (D1) = m1 e vσ(P )(D2) = m2, onde m1 ≥ m2 ≥
1. Nós temos que vP (A1) = m1, vP (a2) = m2, vP (D1) = m2,
vP (B1 − y) ≥ m1, vP (B2 − y) = 0 e vσ(P )(B2 − y) ≥ m2. A
última desigualdade implica que vP (B2 + h + y) ≥ m2 e daqui
vP (B1 +B2 + h) ≥ m2 ou (B1 +B2 + h) = 0. Logo, vP (d) = m2
e vP (A�) = m1 −m2. Da equação (9) temos
vP (B� − y) ≥ min{m1 + 0, m2 +m1, m1 + 0} −m2 = m1 −m2.
Portanto vP (D�) = m1 −m2.
(2) Se P = σ(P ).
(2.a) Suponhamos que vP (D1) = 1 e vP (D2) = 1. Então, vP (A1) = 2,
vP (A2) = 2 e vP (d1) = 2. Temos que (B1 + B2 + h)(a) = 2b +
h(a) = 0, logo vP (B1 +B2 + h) ≥ 2 ou (B1 +B2 + h) = 0; então
vP (d) = 2 e vP (A�) = 0. Portanto, vP (D�) = 0.
(2.b) Suponhamos que vP (D1) = 1 e vP (D2) = 0, logo vP (A1) = 2,
vP (A2) = 0. Daqui temos vP (d1) = vP (d) = 0 e vP (A�) = 2.
Como vP (A2) = 0, e da equação (9) temos vP (B� − y) ≥ 1, da
equação (9) podemos dizer que vP (B� − y) ≥ 2 só se vP (s2A2 +
s3(B2−y)) ≥ 1. Se isto acontece, então vP (s2A2+s3(B2+h+y)) ≥
1 (ou s2A2 + s3(B1 + B2 + h) = 0). Isto implica que da equação
(7) vP (d) ≥ 1, contradição. Logo vP (B� − y) = 1, e portanto
vP (D�) = 1.
Exemplo 2.2. Consideremos a curva hiperelíptica H deﬁnida por Y 2 +
(X2+X)Y = X5+X3+1, de gênero 2 sobre o corpo F25 = F2[X]/(X5+
X2 + 1).
(1) Sejam P = (α30, 0), σ(P ) = (α30, α16), Q1 = (0, 1) e Q2 = (1, 1),
onde α é um gerador do subgrupo multiplicativo de F25 . Deﬁnamos
os divisores reduzidos D1 = P +Q1 − 2O e D2 = σ(P ) +Q2 − 2O.
Primeiro achamos os polinômios A1, B1, A2, B2 ∈ F25 [X] tais que
D1 = div(A1, B1) e D2 = div(A2, B2). Então temos que A1 =
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�
P∈sup(D1)(X − aP )vP (D1), logo A1 = X(X + α30). Usando as
condições do lema (1.4), obtemos B1 = αX + 1. Análogamente,
temos que A2 = (X+α30)(X+1) e B2 = α23X+α12. A seguir, apli-
camos o Algoritmo (1) para achar o divisor semi-reduzido equivalente
à soma de D1 e D2. Logo, calculamos d1 = mdc(A1, A2) = X + α30
tal que
d1 = A1 + A2 e d = mdc(d1, B1 +B2 + h) = X + α30,
assim d = d1. Então,
A� = A1A2/d2 = X(X + 1), e B� ≡ 1 (mod A�).
Dos polinômios acima, segue-se
div(A�) = 2Q1 + 2Q2 − 4O
e
div(B� − y) = div(y + 1) = Q1 +Q2 +
3�
i=1
Pi − 5O,
onde Pi �= Q1, Q2. Portanto, D� = div(A�, B�) = Q1 +Q2 − 2O.
(2) Sejam D1 = P + Q1 − 2O e D2 = Q1 + Q2 − 2O. Então D1 =
div(A1, B1) e D2 = div(A2, B2) onde A1 = X(X+α30), B1 = αX+1,
A2 = X(X + 1) e B2 = 1. Logo, como d = d1 = X, obtemos
A� = (X + α30)(X + 1), e B� ≡ α14X + α13 (mod A�) .
Daqui,
div(A�) = 2Q2 + P + σ(P )− 4O
e
div(B� − y) = Q2 + P +
3�
i=1
Pi − 5O, tal que Pi �= Q2, P, σ(P ),
portanto, D� = div(A�, B�) = Q2 + P − 2O.
Algoritmo 2. Seja D� = div(A�, B�) um divisor semi-reduzido; o proce-
dimento a seguir acha um divisor D = div(A,B) reduzido e equivalente a
D� tal que deg(A) < deg(A�). Aplicando sucessivamente este algoritmo,
achamos um divisor reduzido �D = div(�a,�b) equivalente a D� tais que
deg�a ≤ g. Então,
A = (f − hb− b2)/A� (10)
[Revista Integración
44 Alonso Sepúlveda Castellanos
�
P∈sup(D1)(X − aP )vP (D1), logo A1 = X(X + α30). Usando as
condições do lema (1.4), obtemos B1 = αX + 1. Análogamente,
temos que A2 = (X+α30)(X+1) e B2 = α23X+α12. A seguir, apli-
camos o Algoritmo (1) para achar o divisor semi-reduzido equivalente
à soma de D1 e D2. Logo, calculamos d1 = mdc(A1, A2) = X + α30
tal que
d1 = A1 + A2 e d = mdc(d1, B1 +B2 + h) = X + α30,
assim d = d1. Então,
A� = A1A2/d2 = X(X + 1), e B� ≡ 1 (mod A�).
Dos polinômios acima, segue-se
div(A�) = 2Q1 + 2Q2 − 4O
e
div(B� − y) = div(y + 1) = Q1 +Q2 +
3�
i=1
Pi − 5O,
onde Pi �= Q1, Q2. Portanto, D� = div(A�, B�) = Q1 +Q2 − 2O.
(2) Sejam D1 = P + Q1 − 2O e D2 = Q1 + Q2 − 2O. Então D1 =
div(A1, B1) e D2 = div(A2, B2) onde A1 = X(X+α30), B1 = αX+1,
A2 = X(X + 1) e B2 = 1. Logo, como d = d1 = X, obtemos
A� = (X + α30)(X + 1), e B� ≡ α14X + α13 (mod A�) .
Daqui,
div(A�) = 2Q2 + P + σ(P )− 4O
e
div(B� − y) = Q2 + P +
3�
i=1
Pi − 5O, tal que Pi �= Q2, P, σ(P ),
portanto, D� = div(A�, B�) = Q2 + P − 2O.
Algoritmo 2. Seja D� = div(A�, B�) um divisor semi-reduzido; o proce-
dimento a seguir acha um divisor D = div(A,B) reduzido e equivalente a
D� tal que deg(A) < deg(A�). Aplicando sucessivamente este algoritmo,
achamos um divisor reduzido �D = div(�a,�b) equivalente a D� tais que
deg�a ≤ g. Então,
A = (f − hb− b2)/A� (10)
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e
B = (−h−B) (mod A); (11)
se c é o coeﬁciente líder de A, então A = c−1A. A seguir, mostramos que
o Algoritmo (2) devolve um divisor equivalente a D� e de menor grau.
(1) Mostremos que deg(A) ≤ deg(A�). Seja m = deg(A�), e n = deg(B�),
onde m > n e m ≥ g + 1. Logo deg(A) = max{2g + 1, 2n} − m.
Se m = g + 1, então deg(A) = g < deg(A�). Se m > g + 1, então
max{2g + 1, 2n} ≤ 2(m− 1), logo deg(A) ≤ (m− 2) ≤ deg(A�).
(2) D = div(A,B) é um divisor semi-reduzido. De (10) f −B�h−B�2 =
AA�, então passando módulo A a ambos lados e aplicando (11) temos
que
f + (B + h)h− (B + h)2 ≡ 0 (mod A).
Simpliﬁcando ﬁca f − Bh − B2 ≡ 0 (mod A). Portanto A divide
(f−Bh−B2), e aplicando o Lema 1.4 concluímos que D = div(A,B)
é um divisor semi-reduzido.
(3) Escrevamos o divisor D� da seguinte forma:
D� =
�
P �=σ(P )
nPP +
�
P=σ(P )
P −mO.
Pela prova do lema (1.4) podemos escrever
div(A�) =
�
P �=σ(P )
nPP +
�
P �=σ(P )
nPσ(P ) +
�
P=σ(P )
2P − (∗)O ,
div(B� − y) =
�
P �=σ(P )
mPP +
�
P=σ(P )
P +
�
P∈H�
sPP − (∗)O ,
ondemP ≥ nP , sP ≥ 1 eH� = H\(sup(D�)∪{σ(P ) : P ∈ sup(D�)}∪
{O}). Como (B�2 +B�h− f) = (B� − y)(B� + y + h), temos que
div(B�2 +B�h− f) =
�
P �=σ(P )
mPP +
�
P �=σ(P )
mPσ(P )+
�
P=σ(P )
2P +
�
P∈H�
sPP +
�
P∈H�
sPσ(P )− (∗)O ;
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assim, usando a equação (10) temos
div(A) = div(B�2 +B�h− f)− div(A�) =
=
�
P �=σ(P )
tPP +
�
P �=σ(P )
tPσ(P ) +
�
P∈H�
sPP +
�
P∈H�
sPσ(P )− (∗)O ,
onde tP = mP − nP . Como B = −h − B� + sA, onde s ∈ K[X],
para P = (a, b) ∈ sup(div(A)), temos que B(a) = −h(a) − B�(a) +
s(a)A(a) = −h(a)− b. Então
div(B − y) =
�
P �=σ(P )
rPσ(P ) +
�
P∈H�
wPσ(P ) +
�
P∈ �H
zPP − (∗)O ,
onde rP ≥ tP , wP ≥ sP e �H é o conjunto H \ sup(div(B− y)). Logo,
div(A,B) =
�
P �=σ(P )
tPσ(P ) +
�
P∈H�
sPσ(P )− (∗)O
∼ −
�
P �=σ(P )
tPP −
�
P∈H�
sPP − (∗)O
= D − div(B� − y) .
Portanto D ∼ D�. Notemos que o divisor D = div(A,B) é reduzido
se e somente se deg(A) ≤ g, onde g é o gênero da curva.
Exemplo 2.3. Seja a curva H : Y 2 + (X2 + X)Y = X5 + X3 + 1 de
gênero 2 deﬁnida sobre F25. Consideremos o divisor semi-reduzido D� =
(0, 1)+(1, 1)+(α5, α15)−3O. Então D� = div(A�, B�), onde A� = X(X+
1)(X+α5) e B� = α17X2+α17X+1. Agora, calculamos os polinômios A
e B tais que D = div(A,B) é o divisor reduzido equivalente a D�. Então,
A = (X + α28)(X + α29) , eB ≡ α23X + α21 (mod A) .
Logo,
div(A) = (α28, α7) + (α28, α16) + (α29, 0) + (α29, α)− 4O
e,
div(B + y) = (α28, α7) + (α29, 0) +
3�
i=1
Pi − 5O .
Portanto D = div(A,B) = (α28, α7) + (α29, 0)− 2O.
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Exemplo 2.4. Considerando a curva H deﬁnida por
Y 2 +XY = X5 + 5X4 = 6X2 +X + 3,
de gênero 2 sobre o corpo F7, seja o divisor semi-reduzido
D� = div(A�, B�) = div(X7 + 2X6 + 3X5 + 6X3 + 4X + 5,
5X6 + 5X5 + 6X4 + 4X3 + 5X2 + 4).
Achemos o divisor reduzido D equivalente a D�. Aplicando o Algoritmo
(2) a D� obtemos o divisor
D�1 = div(A�1, B�1) = div(x5 + 6x3 + 6x2 + 6x+ 1, 3x4 + 6x2 + 6x+ 1).
Como o grau de A�1 e 5 ≥ g = 2 o gênero da curva, então continuamos
aplicando o algoritmo até ter um divisor reduzido. Assim,
D = div(A,B) = div(x2 + x+ 5, 4x+ 4) .
3. Criptossistemas usando curvas hiperelípticas
A implementação de novos grupos em criptossistemas de chave pública
que baseiam a segurança no problema do logaritmo discreto (por exem-
plo, Diﬃe-Hellman e ElGamal) é cada vez mais importante para lograr
um nível maior de segurança. O Jacobiano de curvas hiperelípticas é
um grupo com as características adequadas para aplicar na criptograﬁa
baseado também na intratabilidade deste problema.
Deﬁnição 3.1. O Problema do logaritmo Discreto sobre o Jacobiano
de Curvas Hiperelípticas JH(Fqn) (HECDLP) é deﬁnido, dados dois di-
visores D1 e D2 sobre Fqn , como o problema de determinar um inteiro
m, se existe, tal que [D2] = m[D1] em JH(Fqn), ou equivalentemente,
mD1 −D2 ∈ PH(Fqn).
Assim, podemos deﬁnir em forma natural o sistema de troca de chaves
Diﬃe-Hellman entre os usuários A e B, sobre o Jacobiano de uma curva
hiperelíptica deﬁnida em um corpo ﬁnito. Os parâmetros públicos são: o
corpo ﬁnito Fnq , a equação da curva hiperelíptica H e um elemento base
D0 ∈ JH(Fqn). A escolhe um inteiro mA, sua chave privada e envia
para B o ponto mAD0; análogamente, B envia mBD0, onde B é sua
chave privada. Logo o segredo compartilhado será o divisor mAmBD0 ∈
JH(Fqn).
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Uma condição importante para a escolha de uma curva hiperelíptica está
relacionada com a diﬁculdade de resolver o problema do logaritmo discreto
sobre seu Jacobiano. Assim, a seguir mostramos o ataque Index-Calculus
para o problema do logaritmo discreto.
3.8. Ataque Index-Calculus para resolver o HECDLP
O Index-Calculus [7] tem sido aplicado satisfatoriamente em vários pro-
blemas criptográﬁcos interessantes, incluindo o DLP para corpos ﬁnitos.
Esta mesma ideia pode ser usada para o DLP no Jacobiano JH(Fqn)
de uma curva hiperelíptica H de gênero g deﬁnida sobre K = Fq. No
que segue, D1 ∈ JH(Fq), D2 ∈ [D1], e queremos determinar m tal que
[D2] = m[D1] ou m = logD1D2. (1) O primeiro passo é computar a es-trutura de JH(Fq) como soma direta de subgrupos cíclicos, e se procurão
representações de D1 e D2 sobre esta soma direta; logo para resolver o
DLP simplesmente aplicamos o Teorema Chinês dos Restos Generalizado.
Para descrever o método, introduzimos algumas deﬁnições.
Deﬁnição 3.2. Seja D = div(A,B) um divisor semi-reduzido sobre H.
Dizemos que D é um divisor primo se o polinômio A é irredutível sobre
Fq, o corpo base de H.
Seja A ∈ K[X] um polinômio irredutítivel e α uma raiz de A. Dizemos
que Y 2+h(X)Y −f(X) é separável (mod A), se Y 2+h(α)Y −f(α) tem
duas raízes distintas em K(α).
Deﬁnição 3.3. O polinômio A é dito separável se A não divide f(X) e
Y 2 + h(X)Y − f(X) é separável (mod A).
Deﬁnição 3.4. O polinômio A é dito ramiﬁcado se A divide f .
Chamamos um primo rP ∈ K(H) separável ou ramiﬁcado respectiva-
mente, se este está sobre A ∈ K(X) que é separável ou ramiﬁcado. Para
D ∈ JH(Fq) tal que D = div(A,B), podemos escrever este como a soma
de divisores primos da forma Di = div(Ai, Bi), onde os Ai são fatores
primos de A. Seja t um inteiro chamado a cota de smoothness.
Deﬁnição 3.5. Um divisor é dito t-smooth se todos seus divisores primos
são de grau menor ou igual a t.
Quando t = 1, um divisor 1-smooth será um divisor para o qual o poli-
nômio A é completamente separável sobre Fq.
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Seja S = {P1, . . . , Pn} a base fator onde Pi = div(Ai, Bi) são todos os
divisores primos ramiﬁcados e separáveis tal que deg(Ai) ≤ t para algum
t ∈ Z. Se Ai é sepáravel, então unicamente um dos divisores primos sobre
Ai, div(Ai, Bi) ou div(Ai,−Bi − h), está em S.
O primeiro passo do algoritmo é achar m > n, t-smooth divisores princi-
pais tal que se tenha a relação �j αjPj ∼ O. Se S gera JH(Fq), então a
aplicação
φ : Zn → JH(Fq) onde φ(α1, . . . , αn) �→
�
j
αjPj
é um homomorﬁsmo sobrejetivo, logo JH(Fq) ∼= Zn/Ker(φ). Cada relação
é um elemento α�i = (αi1, . . . , αin) ∈ Ker(φ), e se o conjunto de m relações
forma um sistema completo de geradores do Ker(φ), então
JH(Fq) ∼= Z/d1Z⊕ . . .⊕ Z/dnZ
tal que (d1, . . . , dn) são os elementos da forma normal de Smith (SNF) da
matriz relação A = (α�1 . . . α�m) onde os αi estão escritos como colunas.
Geradores Xi de cada subgrupo Z/diZ podem ser calculados achando as
matrizes T = (Tij) e Q = (Qij) tal que T−1AQ = SNF (A), e fazemos
Xi =
�n
j=1 TijPj .
O segundo passo do algoritmo é achar representações de D1 e D2 em
Z/d1Z ⊕ . . . ⊕ Z/dnZ. Se D1 e D2 podem ser fatorados sobre S como
D1 ∼
� riPi e D2 ∼ � siPi, então podemos escolher D1 = � r�iXi
e D2 =
� s�iXi onde (r�1, . . . , r�n) = P−1(r1, . . . , rn)T e (s�1, . . . , s�n) =
P−1(s1, . . . , sn)T . Assim, obtemos as representações de D1 = (r�1, . . . , r�n)
eD2 = (s�1, . . . , s�n) em Z/d1Z⊕. . .⊕Z/dnZ, logo o DLP pode ser resolvido
usando o Teorema Chinês dos Restos generalizado para achar m ∈ Z
tal que as congruências r�i ≡ ms�i (mod di), onde 1 ≤ i ≤ n, sejam
simultaneamente satisfeitas.
(2) O segundo método melhora o primeiro quando #JH(Fq) é conhecido.
Como acima, seja S = {P1, . . . , Pn} a base fator com todos os divisores
primos de grau menor o igual que t. As relações são achadas por tentativas
para fatorar divisores da forma rD1+sD2 sobre S. Cada divisor t-smooth
leva a uma relação da forma riD1 + siD2 ∼ Qi =
�
j αijPj . Quando
tem sido achados n+1 relações diferentes, aplicamos o módulo #JH(Fq)
para encontrar uma combinação linear não trivial da forma �n+1i=1 γiα�i =
(0, . . . , 0), o qual implica que �n+1i=1 γiQi = 0. Logo,
�n+1
i=1 γi(riD1 +
siD2) = 0 e logD1D2 = −(
� γiri)/(� γisi) (mod #JH(Fq)).
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