Abstract: Driver perception, decision, and control behaviors are easily affected by traffic conditions and driving style, showing the tendency of randomness and personalization. Brake intention and intensity are integrated and control-oriented parameters that are crucial to the development of an intelligent braking system. In this paper, a composite machine learning approach was proposed to predict driver brake intention and intensity with a proper prediction horizon. Various driving data were collected from Controller Area Network (CAN) bus under a real driving condition, which mainly contained urban and rural road types. ReliefF and RReliefF (they don't have abbreviations) algorithms were employed as feature subset selection methods and applied in a prepossessing step before the training. The rank importance of selected predictors exhibited different trends or even negative trends when predicting brake intention and intensity. A soft clustering algorithm, Fuzzy C-means, was adopted to label the brake intention into categories, namely slight, medium, intensive, and emergency braking. Data sets with misplaced labels were used for training of an ensemble machine learning method, random forest. It was validated that brake intention could be accurately predicted 0.5 s ahead. An open-loop nonlinear autoregressive with external input (NARX) network was capable of learning the long-term dependencies in comparison to the static neural network and was suggested for online recognition and prediction of brake intensity 1 s in advance. As system redundancy and fault tolerance, a close-loop NARX network could be adopted for brake intensity prediction in the case of possible sensor failure and loss of CAN message.
Introduction
The intelligent driver assistance system (i-DAS) plays an important role in improving vehicle efficiency, avoiding accidents, and alleviating road congestion. It is a typical human-machine cooperative enhanced intelligent system that is a strong aid to the driver [1] . The i-DAS can be mixed and enhanced through bidirectional information exchange of human-machine intelligence. State monitoring, intention recognition, and driving behavior modeling are essential to human-machine cooperative control [2] .
Regenerative braking has become a research focal point of electrified vehicles, since it can recover energy during the routine braking process, thus effectively overcoming range anxiety [3] . However, the variations and state fluctuations among drivers and driving scenarios bring great challenges to the development of the intelligent braking system, which is safety critical. Additionally, the concerns regarding battery health and motor efficiency are integrated into the establishment of a braking control strategy, which makes the algorithm more complicated and computationally intensive. Brake intention indicated the driver's response to the surrounding traffic conditions, which is closely related to the external environment, such as the distance between the preceding vehicle, the road curvature and slope, the traffic light, and the pedestrian. However, the above factors are not directly associated with the braking action and present discontinuity during the prediction of brake intention and intensity. Therefore, if external factors are considered comprehensively, the classification and prediction of brake intention and intensity will be disturbed. Nevertheless, most of the existing studies have paid particular attention to the accuracy of the proposed model for brake intention and intensity recognition, which was generally capable of online estimation or one-step prediction at most. However, the investigations on multi-step or long term prediction of brake intention and intensity are essential to the development of an intelligent braking system to enhance brake safety and efficiency, and the related studies are scarce.
This paper is organized as follows. The experimental data collection method is introduced in Section 2. Then, the brake intention and intensity prediction framework is presented in Section 3. In Section 4, unsupervised and supervised machine learning methods, namely fuzzy C-means (FCM) and random forest (RF), respectively, are coupled and employed to train the brake intention prediction model. In Section 5, a dynamic recurrent neural network, nonlinear auto-regression with exogenous input (NARX) featured with feedback and embedded memory is adopted to predict brake intensity. Lastly, conclusions are summarized in Section 6.
Experimental Data Collection

Test Vehicle and Its Braking System
The test vehicle used in this study is a forward wheel drive (FWD) Electric Vehicle (EV) (model T15EV) made by Chery automobile co. LTD, China. Figure 1 presents the block diagram of its electro-hydraulic composite braking system. The electronic vacuum booster, pressure accumulator, and pedal simulator are not related to this study, hence they are not depicted. T mfl and T mfr refer to the regenerative braking torque of the front left and right wheels, respectively. Correspondingly, T hfl , T hfr , T hrl , and T hrr represent the hydraulic braking (frictional) torque of four wheels. Signals from sensors, actuators, and state observers contain brake pedal displacement, vehicle velocity, road adhesion coefficient, master cylinder pressure, etc., and the messages transferred via CAN bus, including State of Charge (SOC) from the battery management system (BMS), motor torque, and speed from the motor control unit (MCU), are sent to the vehicle control unit (VCU). According to the information collected, the VCU calculates the regenerative and hydraulic (frictional) braking torque and sends the required torque signals to the MCU and the hydraulic control unit (HCU), respectively. 
Data Collection
It is noted that the brake pedal displacement and its gradient, the vehicle velocity and acceleration, and wheel cylinder pressure were widely used in previous studies [20, 23] for brake intention and intensity recognition. In order to reflect the parameters that potentially affect the prediction performance of brake intention and intensity, master cylinder pressure (MCP), battery current and voltage, motor speed and torque, etc., are selected for model training, which will dynamically vary during the braking process of an electrified vehicle. The signals as predictors used for model training are listed in Table 1 . STD represents the standard deviation of the predictor during the preceding 3 s. As shown in Figure 2a , the cyclic test route started and ended at Nanjing University of Aeronautics and Astronautics (marked by A) and passed by four different universities located in Nanjing (marked by B, C, D, and E, respectively). The test route mainly contains urban and rural road types. Highways were intentionally avoided as much as possible since the driving condition was smoother in urban and rural conditions, where braking maneuvers seldom occurred. The overall distance and the average velocity of the test route are around 29 km/h and 60 km, respectively. The required signals listed in Table 1 were collected at a sample frequency of 10Hz from a control area networks (CAN) bus using CANcaseXL (Vector co., Ltd., Germany). A total of 75411 data sets were collected. In Figure 2b , it can be seen that the velocity and MCP profiles present no periodic acceleration or deceleration compared with standard driving conditions, which reflects the fluctuation of vehicle speed and braking intensity with different degrees of road congestion under real driving conditions. Figure 3 presents the systematic framework of brake intention and intensity prediction using a hybrid machine learning approach. The main idea is to build a brake intention and intensity prediction model through a composite machine learning approach and then explore and verify its feasibility of producing a prediction horizon before the instant when a driver intends to brake under various drive scenarios with different brake intensities.
Hybrid Machine Learning Framework
Various parameters from sensors, actuators, state observers, and the CAN bus can be obtained to analyze the driver's braking maneuvers. Brake intention is usually classified by a series of thresholds of MCPs for a rule-based strategy of regenerative braking, which is robust and reliable. However, pre-calibration of MCP thresholds are necessary for such a strategy, which are not able to deal with different driving styles and driving scenarios, hence it is suboptimal and less helpful for developing a personalized braking system [19] . Besides, MCP is an important control-oriented parameter that is useful and efficient in EBD, ABS, ESP, etc., [8, 9] . Therefore, MCP is initially fed to FCM for offline training and brake intention labeling. Then, the MCP data sets four of its own labels, representing slight, medium, intensive, and emergency braking. After this, 14 kinds of predictors as data sets, including MCP, velocity, acceleration, batter current, etc., and 4 labels from FCM as target values are used for offline training of the RF model, which follows the concept of sensor fusion. Moreover, the ReliefF algorithm for rank importance analysis of predictors is integrated and the predictors that have less weight are removed in order to simplify the training model and save the computational time. During the training, the target values (as labels) and input data sets are intentionally preprocessed to have a time gap, so as to form a prediction horizon and achieve the prediction effect on brake intention. A similar method was also adopted in a previous study [26] . Finally, the trained RF model can be employed for online prediction of brake intention within a prediction horizon.
On the other hand, brake intensity is usually recognized as a discrete state which is treated as a threshold value using MCP, as mentioned [previously. With consideration of the natural continuity of brake intensity during normal braking maneuvers, especially under urban and rural road conditions, NARX, as a dynamic recurrent neural network with feedback and memory ability, is adopted to predict brake intensity. Similarly, 14 kinds of predictors were collected as data sets for offline training of the NARX model and the RReliefF algorithm is adopted to remove the predictors with low weight. Since NARX is efficient in prediction of sequential or time-varying patterns, particular attention was paid to the effective prediction horizon of the brake intensity that can be predicted with acceptable accuracy. Besides, system redundancy and fault tolerance are important features bound by intelligent braking control. Since MCP is a critical signal related to braking safety, the proposed NARX model can also play the role of a virtual sensor for online prediction of MCP in the case of sensor failure. Therefore, even if the ground-truth signal of MCP is missing, the braking intention and intensity prediction model can still work properly.
The algorithms are implemented in a computer with the MATLAB 2017b platform. The processor of the computer is an Intel Core i5 CPU, which supports four cores and eight threads for parallel computing, while the RAM equipped is a 16G unit. 
Brake Intension Prediction
FCM-Based Brake Intention Labeling
Fuzzy C-means Clustering Algorithm
The FCM algorithm is adopted in this study to label the brake intention. FCM is an unsupervised machine learning algorithm that does not need training labels before clustering, only the number of clusters. The FCM algorithm is different from K-means, GMM, and other hard clustering algorithms. It is a soft clustering algorithm that allows each sample to belong to multiple clusters with varying degrees of membership, and hence more objectively reflects the clustering results.
FCM is based on the minimization of the following objective function [27] :
where n is the number of data sets; c is the number of clusters; m is fuzzy partition matrix exponent for controlling the degree of fuzzy overlap, which refers to how fuzzy the boundaries between clusters are; d ij is the distance between data set x i to the center of cluster c j ; u ij is the degree of membership of x i in the c j . FCM performs the following steps during clustering [27] :
(1) Randomly initialize the cluster membership values, u ij .
(2) Calculate the cluster centers:
(3) Update u ij according to the following:
Repeat steps 2-4 until J m improves by less than a specified minimum threshold or until after a specified maximum number of iterations.
MCP is chosen as the sole input of FCM and the clustering number is set to 4, on behalf of slight, medium, intensive and emergency brake intensions.
Brake Intention Labeling Results
As shown in Figure 4 , the range of MCP is 0-0.22 MPa, which refers to slight braking and accounts for 73.88% of the total data sets, indicating that no braking control should be adopted for the vehicle. The vehicle may drive on a bumpy road and that the slight braking is caused by the loosening of the brake pedal. The range of MCP is 0.22-0.87 MPa, which represents moderate braking and accounts for 17.98% of the total data sets. The distance between the vehicle and the forward vehicle is considered to be long enough. Riding comfort and energy recovery efficiency can be given priority during braking control. In comparison, when the range of MCP moves to 0.87-2.92 MPa, which accounts for 7.56% of the total data sets, it is considered that the distance between the forward vehicle is almost within an absolute safety distance. The driver's desired declaration is dominant during braking control. Lastly, emergency braking is labeled when MCP exceeds 2.92MPa. However, such scenarios only account for 0.58% of the data sets. In these moments, ABS, AEB, and other emergency control systems should be involved for safety control. Figure 5 randomly captures a window of probabilities of 20 data sets. The green, blue, black, and red circles represent the probabilities of slight, medium, intensive, and emergency brake, respectively. The sum of the four probabilities in each group equals to 1. It can be found that the probabilities of groups 200-204, 205-208, and 219-220, belonging to slight braking, are 1, hence the other three circles on the X-axis overlap. Among them, special attention should be paid to data set 216, which belongs to intensive and emergency braking with probabilities of 41.58% and 45.55%, respectively. The probabilities of the two brake intentions are close and the emergency braking label is set with consideration of driving safety. Actually, those close probabilities of two clusters are rare and probably occur at the threshold of each cluster, but do not pose a threat to the safety and stability of the vehicle. 
ReliefF Rank Importance Analysis
One of the primary intentions in this study is to explore the available signals (predictors) via CAN bus that may potentially affect the brake intention prediction result. However, those predictors as listed in Table 1 may involve feature interaction and are less appropriate as qualified predictors. The ReliefF algorithm has been widely recognized as a feature subset selection method that is applied in a prepossessing step before the model is learned [28] . Therefore, the rank importance of each predictor is analyzed using the ReliefF algorithm before the training of the brake intention prediction model.
ReliefF randomly selects a sample S from sample sets Q and then searches for j of its nearest neighbors from the same class, namely hitting the NH j , and also j of its nearest neighbors from each of the different classes, missing NM j . Feature weight W[X] for all features X is updated depending on the values of S, NH j , and NM j using the formula listed as follows [29] : (4) where m refers to the interaction number, P(C) stands for the probability of C class, Class(S) is the class of sample S, diff(X, S, NM(C) j ) represents the distance between sample S and NM(C) j related to feature X.
The rank importance of each predictor is shown in Figure 6 . It can be found that MCP, mean and transient velocity, and mean and transient acceleration have higher rank importance weight than others. Since the motor speed and torque directly influence vehicle velocity and acceleration, their weights are also high. Meanwhile, the battery current and voltage tend to be changed during regenerative braking, hence they present relative high rank importance weight. However, the gradient of the battery current and voltage show less weight. To conclude, battery current gradient, voltage gradient, and STD of acceleration are removed during RF training. 
RF Based Brake Intention Prediction
Random Forest Classification Algorithm
RF is employed in this study to predict the brake intention. RF is a supervised machine learning algorithm that needs predefined labels as target inputs. The main steps of the RF algorithm are as follows [30] :
(1) The bootstrap sampling method is used to get n of training samples from the original training samples. (2) Each training sample is trained to generate a single decision tree, and the features of the decision tree are randomly selected. The splitting rule of the decision trees is according to the CART (Classification and Regression Tree) algorithm and the minimum principle of the Gini coefficient. The Gini coefficient can be expressed as follow:
where P k is the probability of occurrence of category k.
(3) Each decision tree is trained to generate a prediction result according to the randomly selected characteristics of the sample, which reduces the effects of overfitting and improves generalization. (4) All of the predicted results of the decision tree are gathered to determine the final predicted results by voting.
Additionally, Support Vector Machine (SVM), K nearest neighbors (KNN), decision tree, and AdaBoost Trees are widely used in classification problems and their performance on brake intention prediction are compared with RF. Table 2 shows the comparison of different classification algorithms applied in this study. In general, the accuracy of the RF algorithm yields the best performance with an accuracy of 97.3%, which is obviously higher than the other four algorithms. The accuracies of the decision tree and AdaBoost Trees are 94.8% and 94.1%, respectively. KNN obtains the lowest accuracy and SVM needs the longest training time.
The KNN algorithm mainly relies on the limited neighboring samples rather than the method of identifying the class domain to determine the training sets, and the output is not interpretable. Due to the unequal number and imbalance of samples in each training set for brake intention prediction, the accuracy of KNN performs the worst. When dealing with multi-classification problems, SVM needs to construct multiple combinations of binary-class SVMs, which is time consuming and inefficient. AdaBoost Trees and RF are typical ensemble learning algorithms that can improve the generalization ability of the model in comparison to a simple decision tree. Meanwhile, an ensemble learning algorithm can avoid multiple training classifiers in classification in comparison to SVM, which saves memory and training time, and simplifies the training model. The main difference between AdaBoost Trees and RF is the sampling method. The former adopts the boosting sampling method, which is in serial, and every sampling process depends on the last one, hence is time consuming. The boosting sampling method is also weighted and the training sets with various weights may affect the classification results. RF employs the bagging sampling method, which is randomized, independent, and in parallel. The correlation between each decision tree tends to be low and the overfitting problem can be avoided. Therefore, the RF algorithm is employed to predict brake intention. 
Performance Analysis of Brake Intention Prediction
The performance analysis of brake intention recognition can be divided into two categories. One is to investigate how many times successful and unsuccessful brake intention recognitions can be obtained among all the data sets, which can be expressed as a confusion matrix. The other is to verify how long the prediction horizon can predict the brake intention with acceptable accuracy. It is known that a longer predictive horizon for brake intention is helpful to establish a corresponding control strategy under different driving scenarios, but this doubtlessly sacrifices the prediction accuracy. Therefore, there is a time gap that is treated as the prediction horizon between the label given by FCM and the predictors. In other words, the target values that feed the RF model for training exist in a future moment, so as to achieve brake intention prediction, rather than brake intention recognition [26] . In order to ensure accuracy, different prediction horizons of the RF model for braking intention prediction are analyzed using the confusion matrix, as shown in Figure 7 , where 1, 2, 3, and 4 represent slight, medium, intensive, and emergency braking, respectively. Since there are large numbers of data sets, the overall prediction accuracy tends to be extremely high and the incorrect prediction cannot be clearly distinguished. In total 1900 samples, which are generally equal to the data sets available during standard driving cycles [23] , are randomly selected for verification, including 1493 slight samples, 300 medium samples, 89 intensity samples, and 18 emergency samples. Figure 7a shows the RF predicted results presented by the confusion matrix, with a prediction horizon of 0.5 s. The overall prediction accuracy is 96.5%. Specifically, there are 1493 and 1465 data sets with actual and predicted values of slight braking, respectively, which indicates an accuracy of 98.1%. Similarly, the prediction of medium, intensive, and emergency braking intention can achieve accuracies of 93.3%, 80.9%, and 88.9%, respectively. Among the 57 groups of incorrect predictions, the brake intention levels are close. For instance, 2 emergency braking classes are incorrectly predicted to be intensive braking, among 18 in total. Therefore, this has a small impact on braking safety. Figure 7b shows the confusion matrix of the prediction results when the prediction horizon is 1 s. Among 1900 samples, 1767 samples have correct prediction results, with an overall accuracy of 92.5%. However, among the error predictions, there are two or three possible outcomes between the predicted and the actual brake intentions, which will have a negative impact on the safety of the vehicle. For instance, there will be a safety hazard if emergency braking is incorrectly predicted to be medium braking or if intensive braking is incorrectly predicted to be slight braking. Therefore, when the brake intention is predicted based on the FCM-RF coupled hybrid machine learning algorithm, the prediction horizon can be selected as 0.5 s.
Brake Intensity Prediction
RReliefF-Based Rank Importance Analysis
The predictors as shown in Table 1 are also applied for brake intensity prediction. Unlike brake intention, the brake intensity is usually considered to be continuous in real driving conditions, hence hits and misses that applied in Relief cannot be used. As an update, RReliefF introduces a kind of probability that can be modelled with the relative distance between the predicted values of two samples, which can be computed as follows [29] : Figure 8 presents the rank importance analysis results of 14 different predictors, which exhibit certain differences in comparison to the rank importance of predictors used for brake intention prediction, as shown in Figure 6 . Specifically, MCP obtains the highest weight, which is reasonable since it directly reflects the intensity of the driver who pressed on brake pedal. It is also noted that the weight of the battery current, the current gradient, and voltage gradient are negative, which may have a negative impact on the prediction performance of brake intensity. The predictors that indicate the transient kinetics of the vehicle have relatively higher weights, such as the STD of velocity, acceleration, and STD of acceleration. The influence of battery current gradient, motor speed and torque, and SOC are positive and consistent with the trend of brake intensity when regenerative braking is triggered. However, their contribution of brake intensity prediction is inconspicuous. In order to save computational time and simplify the model, those predictors with very small weights are omitted. Figure 8 . Rank importance analysis of each predictor during brake intensity prediction using RReliefF.
NARX Network-Based Brake Intensity Prediction
NARX Network
Static neural networks (SNN) have been successfully applied to deal with time series prediction and nonlinear modeling tasks, including brake intensity estimation. However, multi-step prediction of brake intensity is difficult to realize using SNN, which is attributed to the well-known long-term dependencies [31] , which means that the desired output of a system at time T depends on inputs presented at times t (t<T). Especially, when using a gradient-decent training algorithm, such as backpropagation, a problem called the vanishing gradient is essential to the occurrence of long-term dependencies [32] . Since the braking maneuvers are strongly related to driver's braking style and driving scenario, brake intensity is supposed to be influenced by the historical actions taken by the driver, hence exhibiting long-term dependencies. Therefore, NARX, as a dynamic recurrent neural network (DRNN) with feedback and memory functions, is applied in this study for brake intensity prediction. Particular attention is paid to its learning ability regarding long-term dependencies and its sensitivity to the vanishing gradient, even when using the gradient-decent training algorithm.
The defining equation for the NARX model is presented as follows [33] :
where u(t) and y(t) refer to the input and output of the network at time t; n u and n y represent the input and output memory orders, respectively. The function f is a nonlinear function that can be approximated by a multilayer perceptron (MLP) and the resulting connectionist architecture is then formed by a NARX recurrent neural network. Figure 9 illustrates the structure diagram of the proposed NARX network, where d = n u = n y . The neural network is composed of three layers: the input layer, hidden layer, and output layer [34] . The number of hidden layers of the neural network is 1 in this paper. The activation function f 1 is a tansig function, which calculates the output H k of the hidden layer neuron using the following formula [34] :
where w ij denotes the connection weight between the input node i and the jth node of hidden layer; l is the number of neurons in the hidden layer; b j is the connection weight for the bias term.
The activation function f 2 is a purline function that calculates the output y k using the following formula [34] :
where w jk refers to the connection weight between the jth node of the hidden layer and output node k. In order to evaluate the training results of the NARX network, two evaluation indices-the mean square error (MSE) and correlation coefficient (R)-were adopted. MSE indicates the error between the training output value and the expected target value, which is computed by:
R reflects the correlation between the training output value and the expected target value, which can be computed by:
where N is the number of total training sets, X(t) refers to the expected output values, and Y(t) is the actual training output values.
Performance Analysis of Brake Intensity Prediction
In order to evaluate the impact of the training algorithm on prediction performance for open-loop NARX, various backpropagation algorithms, including the scaled conjugate gradient (SCG), one-step secant (OSS), quasi-Newton (QN), gradient descent with momentum (GDM), Levenberg-Marquardt (LM), and Bayesian regularization (BR) methods were adopted and compared. The prediction performance of the brake intensity of the selected training algorithm is shown in Table 3 . It can be seen that BR yields the lowest MSE and R among different algorithms but sacrifices training time. LM is the most suitable training algorithm with high accuracy and correlation and low training time. The LM algorithm is a combination of gradient descent and Gauss-Newton methods. The LM algorithm takes advantages of an approximation form of the Hessian matrix in the following Newton-like update [35] :
where e(w) is the error vector, which is used to compute error function E(w); J(w) refers to the Jacobian matrix of e(w) and J(w) T is its transpose form; J(w)(w) T stands for approximated Hessian matrix; I is the identity matrix; µ is the learning constant, which is adjusted based on the error in each iteration to find the minimum E(w). The influences of input and output memory orders and number of neurons on the performance of brake intensity recognition using NARX networks are prohibited in Figure 10 . It can be found that MSE and R decrease and increase with memory order of 2, respectively. A further increase the memeory order will not contribute to the improvement of prediction performance. Although the embedded memory of the NARX network has a strong impact on its dynamical behavior and is essential to improving its learning ability, the computational time will sharply increase with the increase of its memory order and its number is set to 5. In other words, data within 0.5 s should be encapsulated in the neural network because the sampling frequency is 10 HZ. In order to avoid overfitting or underfitting, the influnence of the neuron number is analyzed. It can be seen that overfitting tends to occur when the number of neurons exceeds 100. When the number of neurons increases from 10 to 80, no apparent variation of MSE and R can be found. With consideration of model simplicity, the number of neuron is set as 20. Figure 11b presents the brake intensity recognition results using the close-loop NARX network with 5 memory orders and 20 neurons within 1000 randomly selected samples; the close-loop NARX network has 5 memory orders, meaning data should be encapsulated in the neural network within 0.5 s. In general, the error between the predicted value and the target value is almost 0 and the error exceeds 0.1 only when the braking intensity changes suddenly. Although a small portion of the predicted brake intensity is negative, those predicted MCPs are all near zero MPa can be recognized as a glide or acceleration state and will not affect the energy management system and brake control system. Therefore, the NARX network can be utilized as a powerful brake intensity recognition model with high accuracy. As a typical Dynamic Recurrent Neural Networks (DRNN) the configuration of the NARX network will influence its prediction performance. The NARX network can be generally trained in open-loop and close-loop modes, as shown in Figure 9 [36] . The performance comparison of brake intensity prediction using open-loop and close-loop NARX networks is shown in Figure 12 . Both open-loop and close-loop NARX networks employ the LM training algorithm. Additionally, the performance of a typical SNN-the LM backpropagation (LMBP) neural network-is given as the baseline. Particular attention was paid to the performance variation, along with the increase of prediction horizon among the three models. In general, the open-loop NARX network obtains better prediction performance in comparison to the close-loop NARX network and Artificial Neural Networks with Levenberg-Marquardt Backpropagation (LMBP) training algorithm. It can be found that the prediction performance was barely influenced, along with the increase of the prediction horizon for the open-loop NARX network. Figure 13 presents randomly selected brake intensity prediction results using the open-loop NARX network with 10 prediction horizon steps, which equal to 1 s. It can be found that the predicted MCPs are quite close to real ones. Since the open-loop NARX network follows a direct prediction strategy, the output layer is composed of measurable data of the system's output (refer to MCP), which increases the complexity of the prediction model, but more accurate results are achieved [37] . On the other hand, the prediction performance of the close-loop NARX network and LMBP apparently deteriorated with the increase of the prediction horizon. The close-loop NARX network follows a recursive prediction strategy and estimated values as feedback are included in the output layer. In other words, MCP has to be intensively treated as an unmeasurable signal if the close-loop NARX network is adopted. The errors in the estimated MCPs are accumulated and transferred to the next prediction step as internal feedback, which inevitably deteriorates the accuracy of the brake intensity prediction performance. It is interesting that the prediction performance of the close-loop NARX network is still better than LMBP, although they employ the same training algorithm. Such differences become more apparent when the prediction horizon exceeds 7 s. This behavior can be intuitively explained because the output memories of a NARX network emerge as jump-ahead connections in the time-unfolded network, which is often accompanied with backpropagation through the time algorithm. Such jump-ahead connections effectively shorten the paths for propagating gradient information, thus reducing the sensitivity of the network to long-term dependencies [38] .
In conclusion, the open-loop NARX network becomes the first choice to predict brake intensity, since it can be directly indicated by MCP, which is a measurable signal. Nevertheless, with consideration of the system redundancy and fault tolerance of the braking system, the close-loop NARX network can be employed in case of possible CAN message dropout or MCP sensor failure.
Conclusions
In this paper, a novel composite machine learning approach is proposed for control-oriented prediction of driver brake intention and intensity. Fuzzy C-means clustering and random forest classification algorithms are coupled as a hybrid machine learning method to predict brake intention. A dynamic recurrent neural network, the NARX network with feedback and embedded memory, is applied to predict brake intensity. The conclusions are obtained as follows.
(1) Apart from the commonly used parameters in existing studies, various kinds of parameters that may potentially affect the performance of brake intention and intensity prediction are obtained from a FWD EV under real driving conditions. The rank importance of the selected predictors exhibit different trends or even negative trends when predicting brake intention and intensity, which indicates that ReliefF and RReliefF algorithms are qualified feature subset selection methods and can be applied in a prepossessing step before the model training.
(2) To deal with the randomness of the driver's brake intention, which is affected by driving style and traffic conditions, FCM, as a soft clustering algorithm, is effective in recognizing different brake intention levels. Compared with SVN, KNN, decision tree, and AdaBoost trees, RF yields the best performance, and the prediction accuracies with a prediction horizon of 0.5 s are 98.12%, 93.33%, 80.90%, and 88.89% for slight, medium, intensive, and emergency braking, respectively. Further increases of the prediction time may deteriorate the prediction performance and be harmful to braking safety.
(3) In comparison to static neural networks, the open-loop NARX network is capable of learning long-term dependency and may become the first option for online recognition and prediction of brake intensity under real driving conditions if the master cylinder pressure is measurable. The prediction horizon can achieve at least 1 s prediction with extremely high accuracy. Meanwhile, with consideration of system redundancy and fault tolerance for an intelligent braking system, the close-loop NARX network can be considered in case of possible sensor failure or lost CAN message. 
