INTRODUCTION

A. Background
Sleep is an important part that plays a significant role in every brain development. Human spend about one-third of their lives asleep [1] . The occurrence of sleepiness problem is high and has serious effect on people's physical health.
According to National Highway Traffic Safety Administration, falling asleep while driving causes at least 100,000 automobile crashes annually in the United States [2] . Chih and Sheng [3] reported that sleep diseases such as insomnia and obstructive sleep apnea have a negative impact on human life quality. Approximately 33% of the world's population suffers from insomnia symptoms. Mora et at. [4] also reported that discriminating human sleep stages is very significant for diagnosis and treatment of sleep disorders such as apnea, insomnia and narcolepsy.
U.S. Government work not protected by U.S. copyright 181 sites on the head of a subject [7] . Therefore, the improvement of automated methods is valuable in sleep level analysis; and examining EEG is a common design recognition process. 
B. Related Work
B. EEG Dataset
The dataset used in this work is a publicly available dataset from PhysioNet website [9] . The EEG Sleep-EDF database is a collection of 61 males and females for almost Table I shows the number of 60 seconds of wake, stagel, stage2, stage3 and stage4 for each subject annotated in the dataset throughout 24 hours. 
E. Entropy
The entropy measures an uncertain outcome by using a mathematical equation. It is mathematically given by:
Standard deviation calculates the distribution of a set of data. The mathematical representation is expressed as:
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The Support Vector Machine (SVM) is commonly used as a very powerful and flexible tool for the classification of real-world data. Theoretically, it is superior machine learning methodology that can guarantee a good accuracy in classification [5] . SVMs are binary classifiers, in which the 183 objective is to locate a separating hyper-plane in the space between the two classes by mapping the data into a higher dimensional space. The mechanism that defines this mapping process is called the kernel function [12] . For multi-class classification SVM, a "one-against-all" approach combined with linear kernel function was used in this work.
It constructs k SVM models where k is the number of classes. Each classifier is trained to separate one class from the rest k-l classes [13] . In this study, five SVM classifiers were created using the 'multisvm' function, containing the 'svmtrain' and 'svmclassify' functions in MATLAB.
V . RESULTS AND DISCUSSION
The proposed technique has been implemented using TP is true positives, TN is true negatives, FP is false positives, and FN is false negatives [14] . The overall performance of our work is concluded in Table IV . 
