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Abstract
Spreading waves of invasive species
A. Ramanantoanina
Department of Mathematical Sciences,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Dissertation: PhD
April 2014
Invasive species are well known to harm economy as well as ecological assets
and impair ecosystems functioning around the world. Timely control and man-
agement of new incursions of invasive species necessitate predictive tools that
can anticipate areas that are susceptible to the invasion as well as the rate
of the species spread. Early models predicted that a single species invading
a homogeneous landscape advances its range at a constant rate which is de-
termined by the population's growth and dispersal rate. Although this result
has been successfully used in numerous cases, it leaves unanswered dierent
patterns of range expansion that have been observed in nature. The purpose
of this thesis was to model and investigate dierent factors that can inuence
the spread of a species, with an emphasis on the rate of spread.
First, we investigated the inuence of an initial population with mixed dis-
persal abilities. In a rst case, we assumed that all individuals have the same
dispersal ability with the exception of few individuals which are signicantly
better dispersers. In a second case, we assumed that the dispersal abilities
in the initial population are log-normally distributed. A system of integrod-
ierence equations was used to model the spatiotemporal dynamics of the
population. We found that the dispersal abilities were spatially sorted. The
instantaneous rate of spread was found to be fully determined by the growth
and dispersal abilities of the population at the advancing edge of the invasion.
ii
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The results therefore suggest that data collected from the core of the invasion
may underestimate the spread of the population. Finally, our results sug-
gest that the three patterns of range expansions presented by Shigesada and
Kawasaki in 1997 can be alternatively explained by the mixture of individuals
with dierent dispersal abilities in the initial population.
Second, we studied the inuence of environmental heterogeneity on the spread
of a population using integrodierence model in which growth and dispersal
parameters are functions of habitat quality. Two environmental structures were
considered. The rst structure consists of a fragmented environment in which
the habitat quality is given by step functions. This environment was used
to investigate the inuence of landscape fragmentation on the rate of spread.
In the second environment structure, the habitat quality varies sinusoidally
in space. This case was used to examine the inuence of the amplitude of
environmental variations. Lower and upper bounds of the asymptotic rate of
spread was derived and veried using numerical simulations. In the case of
fragmented environment, we further investigated the proportion of favourable
habitat that is optimal for the spread of the population. The results suggest
that the presence of unfavourable habitats can act to accelerate the spread of
a population. Finally, an increase in the variability of the growth or dispersal
processes can accelerate or decelerate the spread of a population depended on
whether growth and dispersal parameters oscillate in or out of phase.
Lastly, we investigated how two density-dependent dispersal behaviours, namely
prey evasion (PE) and predator pursuit (PP), shape the dynamics of a predator-
prey system. PE portrays the tendency of prey avoiding predators by dispers-
ing into adjacent patches with fewer predators, while PP describes the ten-
dency of predators to pursue the prey by moving into patches with more prey.
We used a spatially explicit metapopulation model to capture the dynamics of
the species. Local populations were modelled based on the Beddington preda-
tion model, and dierent locations were linked by dispersal which incorporate
PE and PP. Exhaustive numerical simulations were used to investigate the
eects of PE and PP on the spatial synchrony, the persistence of metapopu-
lation as well as the rate of spread. Results show that both PE and PP can
alter spatial synchrony although PP has a weaker desynchronising eect than
PE. The predator-prey system without PE and PP expanded in circular waves.
The eect of PE can push prey to distribute in a circular ring front, whereas
the eect of PP can change the circular waves to anisotropic expansions. The
eects of PE and PP further enhanced the population size, broke down spa-
tial synchrony and promoted the persistence of populations. Finally, weak PE
and PP can accelerate the spread of prey while strong and disproportionate
intensities slow down the range expansion.
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Uittreksel
Versprei golwe van indringerspesies
(Spreading waves of invasive species)
A. Ramanantoanina
Department van Wiskundige Wetenskappe,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Proefskrif: PhD
April 2014
Indringerspesies is alom bekend om beide ekonomiese en ekologiese sisteme
te benadeel en die funksionering van ekosisteme regoor die wêreld negatief te
beïnvloed. Gepaste monitering en bestuur van nuwe aanvalle van indringerspe-
sies vereis gereedskap wat kan voorspel watter areas is vatbaar vir indringers
sowel as die tempo van die verspreiding van spesies. Vroeë modelle het voor-
spel dat 'n enkele spesie wat 'n homogeniese landskap binne treë versprei teen
'n konstante tempo wat bepaal word deur die spesie bevolking se groeikoers
en verspreidings tempo. Alhoewel hierdie resultaat suksesvol gebruik was in
menigte gevalle, laat dit verskillende patrone van reeks uitbreiding wat waar-
geneem word in die natuur steeds onbeantwoord. Die doel van hierdie tesis
was om die verskillende faktore wat die verspreiding van 'n spesie beïnvloed
te modelleer en te ondersoek, met die klem op die tempo van verspreiding.
Eerstens, het ons die invloed van 'n oorspronklike bevolking met gemengde ver-
spreidings vermoëns ondersoek. In 'n eerste geval, het ons aanvaar dat alle in-
dividue dieselfde verspreidings vermoëns besit met die uitsondering van enkele
individue wat aansienlik beter versprei. In 'n tweede geval, het ons aanvaar dat
die verspreidings vermoëns in die aanvanklike bevolking log-normaal versprei
. 'n Stelsel van integro-verskil vergelykings was gebruik om die tydruimtelike
iv
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dinamika van die bevolking te modelleer. Ons het gevind dat die verspreiding
vermoëns ruimtelik gesorteer was. Die oombliklike tempo van verspreiding was
gevind om ten volle bepaal te word deur die groei en verspreiding vermoëns
van die bevolking op die bevorderings rand van die inval. Die resultate dui dus
daarop dat data wat versamel is vanuit die kern van die inval kan die versprei-
ding van die bevolking onderskat. Ten slotte, ons resultate dui daarop dat die
drie patrone van reeks uitbreidings aangebied deur Shigesada en Kawasaki in
1997 kan alternatiewelik verduidelik word deur die mengsel van individue met
verskillende verspreiding vermoëns in die oorspronklike bevolking.
Tweedens, het ons die invloed van heterogeniteit van die omgewing op die ver-
spreiding van 'n bevolking bestudeer deur 'n integro-verskil model te gebruik
waarin groei en verspreiding veranderlikes funksies is van habitat kwaliteit.
Twee omgewings strukture was oorweeg. Die eerste struktuur het bestaan uit
'n gefragmenteerde omgewing waar die habitat kwaliteit deurgegee word as
trap funksies. Hierdie omgewing was gebruik om die invloed van die landskap
versnippering op die tempo van verspreiding te ondersoek. In die tweede struk-
tuur omgewing, het die habitat kwaliteit sinusoïdaal gewissel in die ruimte.
Hierdie saak was gebruik om die invloed van die amplitude van die omgew-
ing variasies te ondersoek. Onderste en boonste grense van die asimptotiese
tempo van verspreiding was afgelei en geverieer deur gebruik te maak van
numeriese simulasies. In die geval van 'n gefragmenteerde omgewing, het ons
verdere ondersoek ingestel oor die verhouding van gunstigde habitat wat op-
timaal is vir die verspreiding van die bevolking. Die resultate dui daarop dat
die teenwoordigheid van ongunstige habitatte kan optree om die verspreiding
van 'n bevolking te versnel. Ten slotte, 'n toename in die wisselvalligheid van
die groei of verspreiding prosesse kan die verspreiding van 'n bevolking versnel
of vertraag afhangende of die groei en verspreiding parameters ossilleer binne
of buite fase.
Laastens, het ons ondersoek hoe twee digtheids-afhanklike verspreidings gedrag,
naamlik prooi ontduiking (PE) en roofdier strewe (PP), die dinamika van 'n
roofdier -prooi stelsel vorm. PE beeld die neiging van die prooi om die roofdiere
te vermy deur te versprei na aangrensende gebiede met minder roofdiere, terwyl
PP beskryf die neiging van roofdiere om prooi na te streef deur te beweeg na
gebiede met meer prooi. Ons het 'n ruimtelik eksplisiete meta populasie model
gebruik om die dinamika van die spesies vas te vang. Plaaslike bevolkings was
gemodelleer deur middel van die Beddington roofdiere model, en verskillende
plekke was verbind deur verspreiding wat beide PE en PP inkorporeer. Vele
numeriese simulasies was gebruik om die gevolge van PE en PP op die ruimte-
like sinkronie, die voortbestaan van die meta populasie sowel as die tempo van
verspreiding te ondersoek. Resultate toon dat beide PE en PP die ruimtelike
sinkronie kan verander hoewel PP het 'n swakker desinkronie eek as PE. Die
roofdier -prooi stelsel sonder PE en PP het uitgebrei in sirkelvormige golwe.
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Die eek van PE kan prooi forseer om te versprei in 'n ring, waar die eek
van PP die sirkelvormige golwe kan verander na anisotrope uitbreidings. Die
gevolge van die PE en PP verder versterk die grootte van die bevolking, breek
die ruimtelike sinkronie en bevorder die voortbestaan van bevolkings. Ten
slotte, swak PE en PP kan die verspreiding van die prooi versnel, terwyl sterk
en oneweredige sterkte vertraag die uitbreidings reeks.
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Chapter 1
Introduction
The applications of theoretical ecology range from the understanding of the
natural world to explaining ecological phenomena and predicting the future
behaviour of populations. In particular the spread of invasive organisms such
as infectious diseases poses major worldwide problems in terms of ecology,
health and economic impacts (the latter, estimated into the billions of dollars)
(With, 2002; Pimentel et al., 2005). Examples of invasive species are diverse,
including mammals such as muskrats (Ondatra zibethica) in Europe, and birds
such as the European starling (Stumus vulgaris) and house nch (Carpodacus
mexicanus) in the USA (reviewed by Shigesada and Kawasaki (1997)). Insect
invasions are also well documented as they often generate extensive agricultural
damages (Liebhold and Tobin, 2008).
The invasion process is often divided into a series of stages. Common stages of
invasions are identied as the transportation (from the species native range),
introduction, establishment and the spread into an exotic location (Hastings,
1996; Blackburn et al., 2009). All stages of the invasion are important and have
been the subject of numerous investigations (Blackburn et al., 2009; Davis,
2009). The goals of such investigations include the identication of potential
invaders and susceptible regions, the estimation of the progress of the invasion
and the prediction of its ecological impact (Andow et al., 1990; Shigesada and
Kawasaki, 1997). In particular, understanding the spread of invasive species
has always been one of the main issues in Ecology.
The understanding of the spread of invasive species is of twofold interest. On
the one hand, the term "invasive species" commonly refers to a group which,
when introduced into a new environment, is likely to become environmen-
tal, ecological or economic pests, or on occasion human health impairment
(see for example Savidge (1987); Seward et al. (2004); Blackburn et al. (2009)
and references therein). The comprehension of their spread, both in terms of
1
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rate and manner, is crucial for timely management as it can unravel dierent
mechanisms and factors that aect the dynamics of species' geographical range
(expansion or retraction) (Liebhold and Tobin, 2008; Sattenspiel, 2012). On
the other hand, populations' spread has been speculated to play a role in shap-
ing native and invasive species distributions and community compositions, and
inuence a population's persistence (Levine and Murrell, 2003; Zalewski and
Ulrich, 2006; Flinn et al., 2010).
A population's spread starts at individual level by each organism's need to dis-
perse in order to promote their survival. From this rather instinctive motive
of individuals' dispersal however emerged complex collective eects. Namely
the population's spread and geographic range remain a major debate as dif-
ferent patterns of range dynamics have been observed in nature. For instance,
Shigesada and Kawasaki (1997) reported three patterns of range expansion.
The rst type of pattern consists of a linear range expansion during which the
population expands its range at a constant rate. The second type of pattern
is characterised by a break of slope in the range versus time curve. Namely
the invasion starts with a linear slow expansion followed by another linear ex-
pansion which occurs at a faster rate. The third pattern involves continuously
increasing rate of spread, that is continuously accelerating range expansions.
The rate and direction of a population's spread rely on two components,
namely the growth of local populations and the dispersal of individuals (Clark
et al., 2001; Coulson and Godfray, 2007). Dispersal plays an important role
on the population's spread as it allows individuals to locate new habitats and
occupy the extent of the available environment. Dierent types of dispersal
have been identied, namely secular migrations, diusions and long-distance
dispersals (Pielou, 1979). Secular migrations involve slow migration accompa-
nied by adaptation, sometimes speciation, and can yield range expansion or
range shift over long time intervals (thousands or millions of years). Diusion
is concerned with individual movements based on random walk, yielding a nor-
mal distribution of the dispersal distance during a given period of time (Pielou,
1969; Lewis, 1997). There are however empirical evidences of fat-tailed dis-
tributions of dispersal distance (Hengeveld, 1989; Veit and Lewis, 1996; Clark
et al., 1998). Such movements are the subjects of long distance dispersals.
As opposed to secular migrations, diusion and long distance dispersals take
place as the population grows.
Fields and laboratory observations have shown that a multitude of processes,
ranging from species-based mechanisms to environment-based phenomena, can
inuence the two last types of dispersals. Immediate causes include crowding
and the availability of food in the local habitat. In some cases, active disper-
sal was observed to be density-dependent, that is, the magnitude of disper-
sal depends on the local population size for example when competition in a
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crowded area forces individuals to emigrate (positive density-dependence) or
when crowding eects impair dispersal abilities (negative density-dependence)
(See Ims and Andreassen (2005); Matthysen (2005) and Nowicki and Vrabec
(2011)). Range expansions are also particularly noticeable when juveniles leave
their natal sites and do not return (Savidge, 1974; Gaines and Bertness, 1993).
Environmental conditions also contribute to dierent dispersal behaviours as
individuals in quest for more favourable habitats may emigrate (Pärn et al.,
2012).
In addition to dispersal, the spread of a population is also highly correlated
to the population growth (Veit and Lewis, 1996; Neubert and Caswell, 2000).
Indeed, the oldest branch of Mathematical Ecology focuses on the increase
and decline of populations, as all populations uctuate in size (Malthus, 1798;
Pielou, 1977). Population growth is clearly linked to the surrounding envi-
ronments, including the population size itself. For instance, as the population
grows, the population size is bound to eventually exceed the available resource
and thereby induces a lower birth rate or higher mortality rate (Coulson and
Godfray, 2007). Furthermore, there are also evidences of populations which
grow slower when the population density is low. This phenomenon is com-
monly known as the Allee eect (Allee and Bowen, 1932; Veit and Lewis,
1996).
Mathematical and computational modelling have been powerful approaches for
predicting species' range dynamics. Theoretical studies of ecological spread
started with the seminal works of Skellam (1951). In his studies, Skellam
(1951) used reaction-diusion models based partial dierential equations (PDE),
which had initially been developed by Fisher (1937) (see also Kolmogorov et al.
(1991)) for the spread of an advantageous allele in a population, in order to
investigate the spread of muskrats in Europe. Early spread models, which in-
corporated the movements of individuals in reaction-diusion models using a
constant diusion term and described the growth dynamics of the population
using the most simple growth functions, lead to a robust and well known pre-
diction of a constant rate of spread in the long term. As more eld data have
become available, more versatile models have also been developed from the
Skellam's initial case to investigate the eects of dierent assumptions such
as density-dependent diusion (Sanchez-Garduno and Maini, 1994; Sanchez-
Garduno et al., 1997), spatially varying growth and diusion (Shigesada et al.,
1986; Kinezaki et al., 2006), density-dependent growth functions such as Allee
eects (Lewis and Kareiva, 1993) and interactions with other species (Dunbar,
1983, 1984; Shigesada and Kawasaki, 1997; Hosono, 1998). An early review
presented by Holmes et al. (1994) showed that reaction-diusion models in the
PDE framework could successfully depict numerous features of ecological phe-
nomena and interactions. Traditional reaction-diusion models however suer
from one major limitation, as their uses are inherently conned to populations
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for which demographic processes and individuals movements can continuously
occur in time and space, and individuals possess normally-distributed dispersal
distances over a xed period of time (Skellam, 1951; Holmes et al., 1994).
Another line of spread models explicitly incorporates the distribution of dis-
persal distance to describe individuals' movement in the system. These classes
of models have the advantage that the distribution of dispersal distance over
a given period of time (also known as the dispersal kernel) is not necessarily
a normal distribution (Kot et al., 1996). Furthermore, dispersal kernel mod-
els are available in the literature in continuous (Mollison, 1977) as well as
in discrete-time (Kot et al., 1996). Like reaction-diusion models, dispersal
kernels models were used in population genetics (Weinberger, 1982) prior to
their applications to population ecology. In discrete-time dispersal kernel mod-
els (known as integrodierence equations), population growth is assumed to
occur during a sedentary stage whereas individual movements take place dur-
ing the dispersal stage. The models are therefore suitable for organisms with
non-overlapping generations and separated growth and dispersal stages. Clas-
sic examples of such populations include annual plants and seasonal insects
(Liebhold and Tobin, 2008). Depending on the shape of the dispersal kernel,
integrodierence models have yielded dierent range expansion patterns and
have led to an attribution of the accelerating nature of range expansion to
considerable long-distance dispersal (Kot et al., 1996). Like reaction-diusion
models, dispersal kernel models have been extended to incorporate density-
dependent dispersal (Veit and Lewis, 1996; Lutscher, 2008), spatially varying
dispersal kernels (Kawasaki and Shigesada, 2007; Weinberger et al., 2008),
Allee eects (Wang et al., 2002) and biotic interactions (Hosono, 1998; Li and
Li, 2012).
A third line of models for spatial spread consists of stochastic and spatially
explicit models (that is models that use geographical space to incorporate
habitat features). Rapid advances in computer technology have allowed for
extensive use of spatially explicit models for ecological spread. These are par-
ticularly powerful when incorporating demographic stochasticity as well as
dierent landscape features such as dispersal barriers (Dunning Jr. et al.,
1995). Although the complexity of the resulting models often does not allow
mathematical investigations, computational experiments have led to momen-
tous highlights for instance on the role of long-distance dispersal (Pearson and
Dawson, 2005). Recent uses of spatially explicit models suggest the evolution
of dispersal strategies as an alternative explanation of the accelerating nature
of range expansion (Phillips et al., 2008; Travis et al., 2009).
Although giant strides have been made with mathematical and computational
models for the spread of invasive species, the theory of spatial spread is not
complete. First, major contributions to the understanding of the rate of spread
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tend to ignore details on the initial population or the propagule pressure. The
propagule pressure, also known as introduction eort, is a composite mea-
sure of the initial population and commonly includes the number of individ-
uals released in an alien environment and the number of releases (Lockwood
et al., 2005). There are signicant empirical and theoretical evidences that
propagule pressure promotes the success of species' establishment in the novel
environment (Lockwood et al., 2005; Mikheyev et al., 2008; Simberlo, 2009;
Gertzen et al., 2011). Speculations also have emerged that propagule pressure
inuences to the rate of spread of a population (Wilson et al., 2007). However,
there has been a lack of theoretical investigations into the role of the propagule
pressure to the dynamics of invasive species beyond a successful establishment.
This issue will be approached in the third chapter of this thesis. Namely, we
will construct a model in which the initial population consists of individuals
with dierent dispersal abilities. We further assume the dispersal abilities are
determined by inherited traits of an asexual species (Jenkins et al., 2007; Ta-
lavera et al., 2012). We consider dierent distributions of the dispersal abilities
in the initial popualation and investigate their eects on the rate of spread.
Secondly, the spread of invasive species in heterogeneous environments has
not been fully investigated. Spread models in a periodic environment were
pioneered by Shigesada et al. (1986) in the PDE framework. Spatial spread
in heterogeneous environments has since known great progresses. While some
works focus on the investigation of the spread of organisms with dierent as-
sumptions (Shigesada et al., 1986; Kawasaki and Shigesada, 2007), others made
previous results more clear for applied and theoretical purposes (Weinberger
et al., 2008). In the fourth chapter of this thesis, integro-dierence equations
(IDE) are used to investigate the spread of a population in a heterogeneous
environment. In addition to the assumptions in earlier models that the pop-
ulation growth and dispersal kernels vary with the environment, we consider
that, depending on the local habitat quality, a part of the population remains
sedentary during the dispersal phase. Fragmented as well as sinusoidally vary-
ing environments are considered. While the fragmented environment is re-
lated to the geographical locations of favourable and unfavourable habitats,
the sinusoidally varing environment emphasizes the dierence between habitat
qualities. In both context, we derive approximations of the asymptotic rate of
spread.
Finally this thesis contributes to the understanding of the role of inter-specic
interactions on the range expansions. Classic models that consider inter-
specic often do not emphasize dispersal behaviours that result from species
interactions (Dunbar, 1983, 1984; Hosono, 1998). Species interactions however
have been observed to inuence individual dispersal behaviours (Madsen and
Shine, 1996; Morse, 2006; Weng et al., 2007). In the fth chapter of this thesis,
we construct a model in which interactions between prey and predator species
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are not limited to growth functions but also aect individuals movements in
either species. We highlight the importance of dispersal behaviours in the
spatiotemporal distribution of the spreading species as well as their rate of
spread.
The remainder of this thesis is organised as follows. In the second chapter,
we provide a review of existing mathematical spread models. In the third
chapter, investigate the spread of a population from a mixed initial propagule.
In the fourth chapter, we study the spread of a population in heterogeneous
environments. The fth chapter is devoted to the spatio-temporal dynamics of
a predator-prey system with density-dependent dispersal behaviours, namely
prey evasion and predator pursuit. In the last chapter, we discuss the models
presented in Chapters 3, 4 and 5 with an emphasis on possible extensions of
the models.
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Chapter 2
Spread models for invasive species
The study of the spread of invasive species can be traced back to the work
of Skellam (1951). It has ever since made great theoretical progresses, mainly
through dierent assumptions on the growth and dispersal processes. In this
chapter, we review major developments in the study of spread of invasive
species. A summary of the rates of spread derived from dierent models is
provided in Table 2.1 and a summary of modelling frameworks is presented in
Table 2.2.
2.1 Single species growth models
Dierent investigations have demonstrated a correlation between the popula-
tion growth rate and the rate of spread (Veit and Lewis, 1996; Neubert and
Caswell, 2000). Population growth is usually modelled in discrete or contin-
uous time frameworks depending on whether the species under investigation
has non-overlapping generations.
The earliest growth model was due to Malthus (1798). The model suggests
that the rate of change in the population growth is proportional to the popu-





where u(t) is the population size at time t and r ≥ 0 is the intrinsic growth
rate. The Malthusian model yields an exponentially increasing population size
7
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u(t) = u0e
rt,
where u0 > 0 is the initial population size. For species with non-overlapping
generations, the exponential growth is modelled by the dierence equation




which grows exponentially whenever r is larger than 1. The Malthusian growth
assumes that the population grows without external inuence and is most
accurate for a short time interval.
For longer time interval, demographic processes are subject to dierent exter-
nal factors such as the availability of resource. These growth constraints were
modelled by Verhulst in the 19th century by introducing a term that slows
the population growth as the population size increases (Verhulst, 1838). A
model resulting from such correction is commonly known as a logistic model.









The number K ≥ 0, referred to as the carrying capacity of the environment,
depicts the maximal population size that the environment can support. A
discrete logistic growth was due to Ricker (1954) and is phrased as




The Ricker model describes an overcompensatory growth, that is the popula-
tion growth is exponentially constrained by the environment when the popu-
lation size is large. A less dramatic decline of reproduction at high population
size was introduced by (Beverton and Holt, 1957) and takes the form
u(t+ 1) =
ru(t)
1 + (r − 1)u(t)/K
. (2.1.5)
Typically, the population size increases below the carrying capacity and de-
creases above it. However, it is worth to note that the carrying capacity
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consists of a dierent concept from the equilibrium of a population. In partic-
ular, the carrying capacity of an environment may change over time (Meyer
and Ausubel, 1999).
The per-capita growth rate can also be altered by low population size due to
dierent mechanisms such as a reduced mating probability or less collective
defence (Boukal and Berec, 2002; Kramer et al., 2009). More clearly, there are
evidences that the population size and the per-capita growth rate are positively
correlated. This phenomenon is commonly known as the Allee eect after the
observation by its namesake (Allee, 1931). Numerous models have been used
to depict the dynamic of a population subject to Allee eect (Boukal and
Berec, 2002), including the model by Lewis and Kareiva (1993)
du
dt






where α is a threshold density under which the population growth rate is
negative (See also Gruntfest et al. (1997)).
2.2 Spread models for single species
In addition to the population growth, the spread of a population also relies on
dispersal processes which allow individuals to move from their birth place into
new locations. Dispersal can be of diusive nature and happens gradually in
the extent of the environment (Okubu, 1988), or feature long distance jumps
and yields more patchily distributed population (Mollison, 1977). Dispersal
processes, combined with growth models form the core of spread models for
invasive species.
2.2.1 Partial dierential equations
Partial dierential equations (PDE) are commonly used to model the spread of
a population with a diusive dispersal. In one dimensional habitats, classical







where u(x, t) is the population size at location x and time t, D and g indicate
the diusion rate and the population growth respectively. In the Skellam
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(1951) model, the population undergoes Malthusian growth, whereas in the
Fisher (1937) model, a logistic population growth is used. Both models lead




The derivation of rate of spread relies on the linearisation of Eq. 2.2.1 when the
population size is low, and the prediction of the rate of spread (Eq. 2.2.2) holds
when the maximal growth rate is associated to low population size (g(u) ≤
g′(0)u).
In the presence of Allee eects, that is the population growth is reduced at low
density (Eq. 2.1.6) (Allee, 1931; Allee and Bowen, 1932; Kramer et al., 2009),
Lewis and Kareiva (1993) showed that a successful invasion occurs only if the
Allee eect is less than half the carrying capacity (α < K/2). In this case the




Similar to the population growth, dispersal can also be inuenced by the pop-
ulation size (Krebs et al., 1973; Bengtsson et al., 1994)( See also Matthy-
sen (2005); Denno and Peterson (1995) for evidence of density-dependent dis-
persals.) Density-dependent dispersal was introduced by Gurney and Nisbet
(1975) to regulate population size along with density dependent growth rates.
Sanchez-Garduno and Maini (1994) later showed that the spread of a popula-












The existence of a travelling wave solution has been established for dierent
classes of diusion functions both when D(u) > 0 or non-degenerate (Hadeler,
1981) and when D(0) = 0 or degenerate case (Sanchez-Garduno et al., 1997).
In the latter case, dierent shape of travelling waves were observed, namely
sharp-type or front-type, depending on whether D′(0) vanishes or not.
2.2.2 Dispersal kernel models
One major pitfall of the PDE models discussed above is their limitation to
neighbouring dispersal. The models assume that the distance an individual
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achieves during a dispersal stage follows a Gaussian distribution. This lim-
itation can be overcome by the use of integrodierence or integrodierential
equations which feature a probability function to model dispersal distances
(Hui et al., 2011). Such function, commonly referred to as dispersal kernel or
redistribution kernel, gives the probability density function for the location x
to which an individual at y disperses during the dispersal phase. In addition to
their ability to incorporate dierent dispersal kernels, integrodierence mod-
els are also commonly used to model a population which undergo growth and
dispersal phase in separate stages (Lutscher and Petrovskii, 2008).
Let k(x, y) denote the dispersal kernel and u(x, t) the population size at time
t. The population size at location x after the growth and dispersal stages is
given by
u(x, t+ 1) =
∫
k(x, y)g(y, u(y, t))dy. (2.2.5)
In a homogeneous landscape, that is g(x, u) = g(u) and k(x, y) = k(|x −
y|), Mollison (1991) gathered conditions, commonly referred to as the linear
conjecture, under which non-linear models such as Eq. 2.2.5 result into the
same rate of spread as their linear approximation, here given by
u(x, t+ 1) =
∫
k(|x− y|)g′(0)u(y, t)dy. (2.2.6)
The linear conjecture holds whenever (i) the non-linear model is bounded by
its linearisation and (ii) individuals only have inuence on nearby locations.
The rst condition is veried for example when the growth rate is highest
in newly discovered habitats, that is g(u) ≤ g′(0)u (Mollison, 1991). The
second condition is the case for instance when there is no long-distance density
dependence. The Ricker (1954) and the Beverton and Holt (1957) models,
which are logistic models, are common examples of such growth functions.
When the linear conjecture holds, Kot et al. (1996) thoroughly investigated
the IDE 2.2.5 and found that the rate of spread is highly inuenced by the
shape of the dispersal kernel k, more particularly by its moments. The authors
established that
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for some s > 0 (k is exponentially bounded), the population governed





ln [g′(0)M(s)] , (2.2.8)
where I is the interval in which the moment generating function is de-
ned.
In particular, when only a part of the population migrates during the
dispersal phase, the population can be modelled by
u(x, t+ 1) =
∫
dk(x, y)g(u(t, y)dy + (1− d)g(u(t, x)) (2.2.9)






ln [g′(0)(dM(s) + (1− d))]
and increases with the dispersal probability d Lutscher (2008).





are nite for all n (k is heavy-tailed), the population expands at polyno-
mially increasing rate;
 If the dispersal kernel has innite moments (k is fat-tailed), the popula-
tion expands at exponentially increasing rate.
Although the linear conjecture does not hold for species exhibiting Allee eect
and no explicit formula have not been derived for the rate of spread for IDE
models in this case, Wang et al. (2002) established necessary and sucient
conditions for the success of an invasion and it is speculated that the presence
of Allee eect has the potential to reduce the rate of spread (Kot et al., 1996).
Similar to PDEmodels, IDE models have been extended to incorporate density-
dependent dispersals. Veit and Lewis (1996) introduced density-dependent
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 2. SPREAD MODELS FOR INVASIVE SPECIES 13
dispersal in the IDE framework to model the invasion of house nch. Lutscher
(2008) established a framework for more general cases of IDE.
u(x, t+ 1) =
∫
k(x, y)D[g(u(y, t)]g(u(y, t))dy + (1−D[g(u(x, t))])g(u(x, t)).
(2.2.10)
In Eq. 2.2.10, an individual will emigrate from its location with probability
D(u) and will remain with probability 1 − D(u). It is worth noting that
the growth and dispersal processes occur separate in time, so that the post-
reproduction dispersal rate is given by D(g(u)). The resulting rate of spread
however remains an open problem as the linear conjecture does not hold for
density-dependent IDE.
2.2.3 Stratied diusion
Diusive and long distance dispersals can occur simultaneously. The joint dis-
persal pattern is termed stratied diusion (Hengeveld, 1989). While the long
distance aspect of a stratied diusion allows the formation of new colonies
ahead of the population front, the diusive dispersal drives the range expan-
sion of individual colonies. Eventually, dierent colonies coalesce and form a
large block of invaded region.
Shigesada et al. (1995) modelled stratied diusions by assuming that indi-
vidual colonies expand their ranges at a constant rate c (Skellam (1951)), and
new colonies establish at a rate λ(r) from a colony of radius r. The authors





where ρ(r, t) is the distribution of colony size at time t; in other words ρ(r, t)dr
gives the number of colonies with radius between r and r+dr. The distribution








ρ(r, 0) = δ(r)
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which depicts the number of newly formed colonies (with radius r = 0) at time
t.
The model yields an initial slow range expansion, which is determined by the
diusion of the initial population, followed by an accelerating range expansion
(Andow et al., 1993; Shigesada et al., 1995). The acceleration of the later
phase of the invasion depends on the colonisation rate λ(r).
2.2.4 Metapopulation models
The concept of mepatopulation nds its origin from Levins (1969). Levins
(1969) compared a metapopulation to a population of local populations which
grow in discrete patches and can be unstable. The "birth" of a local popula-
tion consists of the colonisation (or re-colonisation) of an unnocupied patch,
whereas the "death" process corresponds to the extinction of the local popu-
lation. As opposed to the PDE and dispersal kernel models, metapopulation
models often assume that space is discrete. Metapopulation models are fre-
quently used to investigate the eects of local dynamics population and mi-
gration among patches on the regional dynamics, namely the persistence of
the overall population (Hanski, 1998). Levins'occupancy model however can
be used to study the spread of a population.
Levins'model simplies the local population dynamics and considers only whether




= κP (1− P )− εP (2.2.13)
where κ and ε denote the colonisation and extinction rates respectively. As-








Clearly the model depicts the logistic dynamics of species occupancy and pre-
dicts an increasing rate of spread when the occupancy is low. The rate of spread
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decreases as the occupancy approaches the equilibrium value P̂ = 1− ε
κ
. The
model further predicts that the available environment can be fully occupied at
equilibrium only when ε = 0, that is the local populations do not go extinct
(Hui et al., 2011).
2.3 Environmental heterogeneity
The spread models presented in the previous sections were constructed on ho-
mogeneous landscapes in which growth and dispersal functions do not depend
explicitly on the quality of the habitats. Skellam (1973) however noted that
the dispersal of the population can be inuenced by external factors such as
the distribution of food or attracting and repelling substances. A review by
With (2002) pointed that both demographic and dispersal processes can be
aected by environmental heterogeneity (See also Hastings et al. (2005)).
Dierent mathematical models have been used to elucidate the role of land-
scape features and to estimate the spread of a species in a heterogeneous
environment. The use of PDE models to investigate the eects of environmen-
tal heterogeneity was pioneered by Shigesada et al. (1986) (See also Beresty-
cki et al. (2005)). The one-dimensional landscape consisted of alternating
"favourable" and "unfavourable" patches with dierent growth and dispersal











+ r(x)u(1− u) (2.3.1)
where
D(x) = D1 if x is a favourable habitat and D2 otherwise, (2.3.2)
and
r(x) = r1 if x is a favourable habitat and r2 otherwise. (2.3.3)
The model was later extended by Kinezaki et al. (2006) to study the invasion
of sinusoidally varying environments. From both models, it was shown that al-
though the range expansion accelerates or decelerates depending on the habitat
quality at the front location, the average rate of spread can be approximated
by
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c = 2
√
< r >A< D >H (2.3.4)
where < r >A and < D >H denote the arithmetic mean of the growth rate
and the harmonic mean of the dispersal rate respectively.
Spatial heterogeneities have also been implemented in IDE frameworks. Kawasaki
and Shigesada (2007) established the rate of spread of a population following
an IDE model with Laplace dispersal kernel and periodically varying growth
rates. Weinberger et al. (2008) and Dewhirst and Lutscher (2009) extended the
model to include spatial heterogeneity in the dispersal kernel. The population
density in the next generation arises mathematically as
u(x, t+ 1) =
∫
k(x, y)g(u, y)dy. (2.3.5)
For a Ricker (1954) growth, g is given by
g(u, y) = uer(y)u(1−u)
where r is the same as in Eq. 2.3.3. The spatial dependence of the dispersal
kernel was reected in its variance, which varies with the quality of the ori-
gin of dispersal events. Dewhirst and Lutscher (2009) showed that when the
habitat consists of alternating "favourable" and "unfavourable" patches, the
population spreads if the spatial average of the growth rate satises
per1 + (1− p)er2 > 1
where p is the proportion of "favourable" habitats. In this case, the rate of





(per1M1(s) + (1− p)er2M2(s)) (2.3.6)
if the dispersal kernels in favourable and unfavourable patches admit mo-
ment generating function M1 and M2 respectively on the interval I. Although
no theoretical proof has been completed, numerical simulations suggest that
this result is still valid when the environment is formed by randomly tally-
ing favourable and unfavourable patches of length p and 1 − p respectively
(Kawasaki and Shigesada, 2007; Dewhirst and Lutscher, 2009).
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2.4 Biotic interactions
The models that we have presented so far assume that invading organisms are
isolated in the region and do not interact with other species. Dierent elds
data however have demonstrated that interspecic interactions can, not only
promote local extinctions and shape the species distribution (Bengtsson, 1989;
Okubo et al., 1989), but also inuence the rate of the spread (Ferrer et al.,
1991; Fraser and Gilliam, 1992).













+ g2(u1, u2). (2.4.2)
For competing species, Okubo et al. (1989) used the relations
g1(u1, u2) = u1(r1 − µ11u1 − µ12u2) (2.4.3)
g2(u1, u2) = u2(r2 − µ21u1 − µ22u2). (2.4.4)
In a region that is occupied by a resident species u1, the success of an invasion
by a competitor u2 is fully determined by its competitive strength (Shigesada
and Kawasaki, 1997; Hosono, 1998). Namely if r1µ21 < r2µ11, the invading









The expression of the rate of spread indicates that the rate of spread of the
invading species is negatively inuenced by its native competitor. Such phe-
nomenon has been observed in nature for the example in the case of European
starling as reported by Ferrer et al. (1991).
For a predator-prey interaction, the growth functions are given by




g2(u1, u2) = −µ22u2 + µ21u1u2. (2.4.7)
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In a region that is homogeneously inhabited by the prey population (u1), the
success of the predator invasion has been thoroughly examined by (Dunbar,
1983, 1984). It was established that the predator spreads at rate
c2 = 2
√
D2(µ21K − µ22). (2.4.8)
The last formula indicates that the predator species can successfully invade
the region when K >
µ22
µ21
. Furthermore, the rate of spread of the predator
species increases with the prey carrying capacity.
2.5 Spatially explicit models
Spatially explicit models (SEM) have become important tools for ecological
modelling due to the rapid development of computer technology. A model
is said to be spatially explicit when it uses landscape map that describe the
habitat feature in addition to population simulator (Dunning Jr. et al., 1995).
SEM can be individual-based or population-based.
Individual-based models (IBM) consider discrete individuals as the building
blocks for modelling ecological phenomena. The concept of "individuals" does
not necessarily describe specic organisms, but also a population unit such as
ant colonies (Berec, 2002). Each individual has at least one feature and acts
under biologically relevant rules. The primary feature of individuals consists of
their spatial location, but individuals can also dier in age, sex, body size, and
other growth and dispersal relevant traits (Berec, 2002; Phillips et al., 2008;
Travis et al., 2009). Recent uses of IBM for the spread of invasive species have
suggested the evolution of dispersal strategies as an alternative explanation of
the accelerating nature of range expansions (Travis and Dytham, 2002; Phillips
et al., 2010).
For population-based SEM, space is considered as a tessellation of cells contain-
ing a population and connected by dispersal processes. Although hexagonal
cells have been considered in some studies, square grid cells are commonly used
because it permits easier switch between dierent spatial scale and implemen-
tation of GIS rasters (Birch et al., 2007). Demographic processes (such as re-
production and mortality) occur within individual cells and can be dependent
of the cell's type. Each cell is assumed to be homogeneous and is characterised
by specic demographic properties (See for example Hassell et al. (1991); Tay-
lor and Hall (2012)). Dispersal on the other hand involves immigration and
emigration processes and thus rely on the status of other neighbouring cells
(Dunning Jr. et al., 1995).
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Both classes of SEM allow the implementation of dicult landscape features
such as dispersal barrier and habitat boundaries or hostile habitat (Dunning Jr.
et al., 1995). However population-based models are more suitable for hetero-
geneous landscape specially if the extent of the landscape as well as the popu-
lation size are large (Hassell et al., 1991). On the other hand, IBM are recom-
mended when the population is rare as it permits the integration of stochastic
demographic and dispersal events (Travis and Dytham, 2002; Phillips et al.,
2010).
SEM allow the implementation of numerous details, including habitat hetero-
geneity and stochasticity, individual characteristics and demographic stochas-
ticity (Pearson and Dawson, 2005). Due to the amount of details included
in the models, SEM can be complicated and deriving theoretical insight are
often equally complex if not impossible. However, the use of SEM cannot be
undermined as simulations have shed light on dierent ecological phenomena,
for example the role of long-distance dispersal in fragmented habitats (Pear-
son and Dawson, 2005), and provided alternative explanations accelerating
invasions (Phillips et al., 2010).
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Table 2.2: Frameworks of spread models.
Population Time Space Modelling framework References
Continuous Continuous Continuous PDE Fisher (1937); Skellam
(1951); Holmes et al.
(1994)
Continuous Continuous Discrete System of ODE Li et al. (2005); Ra-
manantoanina et al.
(2011)
Continuous Discrete Discrete System of dierence
equations
Hassell et al. (1991)
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Chapter 3
Propagule pressure and the spread
of a mixed population
3.1 Introduction
The ability to estimate the rate of spread of an invasive species is important for
the success of its management and control (Mack et al., 2000). Early theories
suggested that the velocity at which a species expands its range depends on
the population growth and dispersal rates (Skellam, 1951). Models based on
partial dierential equations, such as the reaction-diusion (RD) model that
assume a normal distribution of species' dispersal distances (i.e. dispersal ker-
nel), have yielded a widely-used formula which depicts a constant asymptotic
rate of spread (c = 2
√
rD, where r and D denote the intrinsic growth and
diusion rates respectively) (Fisher, 1937; Skellam, 1951). However, a grow-
ing body of evidence suggests that the rate of spread of species may not be
constants (Cohen and Carlton, 1998). Shigesada and Kawasaki (1997) pre-
sented three patterns of range expansions, namely linear expansion with a
constant rate of spread; bi-phase expansion which has a break between linear
expansions, with the second phase expansion having a higher rate; accelerating
expansion with a continuously increasing rate of spread.
To fully comprehend the accelerating nature of range expansion, dierent dis-
persal strategies have been incorporated into RD models. In particular, fat-
tailed dispersal kernels (i.e. movements with a substantial portion of long-
distance dispersal) have been shown to be capable of boosting up the range
expansion and are, thus, an appropriate mechanism for explaining the accel-
erating range expansion (Kot et al., 1996). However, this explanation suers
from two pitfalls (Phillips et al., 2008). First, the rate of spread predicted from
a fat-tailed dispersal kernel can increase to innity, an obvious exaggeration of
22
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the reality. Second, the parameters of fat-tailed dispersal kernels are dicult
to estimate due to the rarity of observed long-distance dispersal events (Hast-
ings et al., 2005) and often require a substantial amount of recapturing records
(Hui et al., 2012). Shigesada et al. (1995) tackled the conundrum of bipha-
sic and accelerating range expansion patterns by using a combined dispersal
kernel (a probability of p to move a short distance and a probability of 1− p
to move a long distance) (See also Shigesada and Kawasaki (1997) and Clark
et al. (1998)). This combined dispersal kernel can lead to a budding pattern
of stratied range expansion, with the expansion speeding up when the buds
of founding populations merge into a super-colony. However, little evidence
exists for this combined, stratied dispersal kernel in nature.
Two recent breakthroughs in invasion biology suggest new alternative concepts
that could explain the range expansion that accelerates to a limited speed.
First, propagule pressure (i.e, introduction eort, which incorporates the fre-
quency of releases and the number of individuals released into a non-native
region) has been identied as one key factor of invasion success (Lockwood
et al., 2005; Colautti et al., 2006; Simberlo, 2009). Studies further show
that the initial propagules often consist of a suite of individuals with dier-
ent selective performance (Korsu and Huusko, 2009). Therefore, instead of
assuming identical individuals in the initial population, it is more reasonable
to conceptualize the initial population as a group of individuals with inher-
ent dierences. Indeed, assuming only one dispersal ability in the population
often leads to an underestimation of the rate of spread in animals (Skalski
and Gilliam, 2000). Second, during the range expansion, individuals will be
sorted spatially according to their dispersal abilities (Phillips et al. (2010);
Shine et al. (2011) and references therein) so that individuals with stronger
dispersal abilities will be more likely to locate at the advancing range front
(e.g. Cane toad (Bufo marinus) in Australia, Phillips et al. (2007); Indian
myna (Acridotheres tristis) in South Africa, Berthouly-Salazar et al. (2012);
Bush cricket Simmons and Thomas (2004)). The range expansion could, thus,
be accelerating due to a dynamic dispersal kernel driven by this process of
spatial sorting for stronger dispersers at the range front. It is necessary to in-
corporate both propagule admixture and spatial sorting into spreading models
and to examine how these two factors aect the dynamic forms of dispersal
kernels and the velocity of range expansion.
Here, we present a mathematical model that incorporates dierent dispersal
abilities of individuals in the initial propagules. Unlike the eect of propagule
pressure on the success of establishment (Mikheyev et al., 2008; Gertzen et al.,
2011), its eect on the rate of spread has not been thoroughly investigated. We
examine how the variation of dispersal ability in the initial propagule shape
the range expansion and the rate of spread.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 3. PROPAGULE PRESSURE AND THE SPREAD OF A MIXED
POPULATION 24
3.2 The model
The model has two parts. In the rst part, we present a spread model for the
spread of a mixed population. In the second part, we describe the distribution
of dispersal abilities in the initial propagule.
3.2.1 Reproduction and dispersal
We consider the invasion of a one-dimensional habitat by an mixed popula-
tion which consists of n groups of individuals with dierent dispersal abilities.
Each group of individuals undergoes two separated phases: reproduction and
dispersal. Let, ui(x, t), i = 1, . . . , n denote the population size of group i at
location x and time t.
The dispersal of type i individuals is modelled by the dispersal kernel ki(x, y)
(i.e. the probability that an a type i individual moves from location y to
x during a time step (Kot et al., 1996)). We assume that the habitat is
homogeneous; that is, the dispersal kernel ki, i = 1, . . . , n depends only on the
distance between the locations (z = |x − y|). The dispersal kernel ki can be
identied by its variance
d2i = Var(ki).



















Hereafter, d2i will be referred to as the dispersal ability of type i individuals.
We assumed that the dispersal ability of an individual is determined by an in-
herited trait of an asexual population (See, for example, Jenkins et al. (2007);
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Talavera et al. (2012)). The reproduction phase of the individuals with disper-
sal ability d2i is depicted by a non-negative function gi(u1, . . . , un) satisfying
gi(u1, . . . , un) = 0 whenever ui = 0, (3.2.2a)
and





(0, . . . , 0). (3.2.2c)
In what follows, we assume that there is no trade o between growth and
dispersal ability. More precisely, we assume that individuals with dierent
dispersal abilities are equally reproductive, that is R1 = R2 = . . . = Rn = R.
Eq. 3.2.2a indicates that only individuals with dispersal ability d2i can have
ospring with the same dispersal ability. Eq. 3.2.2b and Eq. 3.2.2c imply that
individuals are more productive when the population density is low (there is
no Allee eect). Examples of such growth functions include the Ricker (1954)
model
gi(u1, . . . , un) = uie
r−u/K , r ≥ 0 (3.2.3a)
and the Beverton and Holt (1957) model
gi(u1, . . . , un) =
Rui





ui is the total population. Note that for the Ricker model
3.2.3a, R = er.
Given the population size ui(x, t) at time t, the population size at time t + 1
is depicted by
ui(x, t+ 1) =
∫
ki(x− y)gi(u1(y, t), . . . , un(y, t))dy, 1 ≤ i ≤ n. (3.2.4)
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When there is no trade o, an equation generating the total population




ki(x− y)gi(u1(y, t), . . . , un(y, t))dy
can be derived. For the Ricker model for instance, we deduce that




When the total population u(y, t) is non-zero, we can write









K(x, y; t) =
n∑
i=1






The total population is governed by
u(x, t+ 1) =
∫
K(x, y; t)g(u(y, t))dy. (3.2.7)
It is worth noting that pi is the proportion of the total population at location
x which have dispersal kernel ki (when u(x, t) > 0). K(x, y; t) is referred to
as the expected kernel at location y and time t. Eq. 3.2.7 is similar to an
integrodierence model (Kot et al., 1996) with dispersal kernel K. Evidently,
the expected dispersal kernel K depends not only on the dispersal distances
but also on the starting location and time of the dispersal event and time (i.e.
it is a dynamic dispersal kernel; Phillips et al. (2008)).
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3.2.2 The initial propagule
Let the initial propagule consist of U0 individuals with dierent dispersal abili-
ties. Hereafter, U0 will be referred to as the propagule size. We considered two
specic scenarios of probability distribution of dispersal abilities in the initial
propagule.
First, we assumed that the population consists of individuals with two dierent






2). The majority of the initial propag-
ule are individuals with dispersal ability d21, and there is only a small fraction of
individuals with dispersal ability d22. In this case, the initial condition (u1(x, 0)
and u2(x, 0)) of the model Eq. 3.2.4 satises
{
u1(0, 0) + u2(0, 0) = U0 and u2(0, 0) u1(0, 0),
u1(x, 0) = u2(x, 0) = 0 for x 6= 0.
(3.2.8)
The second scenario assumes a population with many more dispersal abilities in
the initial propagule. Motivated by the growing evidence that species' relative
abundances follow a log-normal distribution (Limpert et al., 2001; May and
McLean, 2007), we generated dispersal abilities in the the initial propagule as
follows.
 For each individual in the initial propagule, a dispersal ability d2 was
drawn from the continuous log-normal distribution lnN(µ, σ). Hereafter,
σ will be referred to as the propagule diversity. The parameter eµ gives
the median dispersal ability of the initial propagule.
 Individuals with closely similar dispersal abilities were grouped together.
Namely, we divided the population into n groups where the group i
consisted of individuals with dispersal ability between (i − 1)δ and iδ,
for some δ > 0. The number of groups n is the smallest integer such that
the maximal dispersal ability is bounded by nδ.
 A unique dispersal ability was assigned to all individuals in a group,
namely, individuals in the group i were given the dispersal ability
d2i = (i− 1)δ +
δ
2
, i = 1, . . . , n.
The initial condition ui(x, 0), i = 1, . . . , n of the model Eq. 3.2.4 is therefore
given by
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Number of individuals with dispersal ability d2i if x = 0
0 otherwise.
(3.2.9)
A list and description of the parameters are provided in Table 3.1.
Variable / Parameter Description
R Intrinsic growth rate
K Carrying capacity
U0 Propagule size: size of the total population at t = 0
σ Propagule diversity
d2i Dispersal ability of type-i individuals
ki Dispersal kernel of type-i individuals
ui(x, t) Size of the type-i population at location x and time
t
u(x, t) Size of the total population at location x and time
t
pi(x, t) Proportion of type-i population at location x and
time t
d2(x, t) Mean dispersal ability at location x at time t
x∗(t) Location of the front of the invasion at time t
Table 3.1: Description of parameters and variables for the spread of a mixed
population.
3.2.3 Tests
Model 3.2.4 was solved using Fast Fourier Transform (FFT) routines from the
SciPy library in Python.
To visualise the dynamics of dierent groups in the population with many
dispersal abilities, the population was classied into three categories according
to individuals' dispersal ability. An individual with dispersal ability d2i was
classied as







Intermediate disperser if d21 +
d2n−d21
3
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The shape of the expected dispersal kernel (Eq. 3.2.5) was investigated along
with the mean dispersal ability of the population at location x and time t.




d2i pi(x, t). (3.2.11)
The instantaneous rate of spread from time t to time t + 1 and the average
rate of spread were computed respectively as
cI(t) = x










{x, u(x, t) > u∗} . (3.2.14)





3.3.1 Spread of a population with two dispersal abilities
When the initial propagule was as described in Eq. 3.2.8, Fig. 3.1a shows that
at the beginning of the invasion, the sub-population with dispersal ability d22
remained low in number. At this stage of the invasion, the total population,
like the initial propagule, consisted in majority of individuals with dispersal
ability d21. The individuals with dispersal ability d
2
2 however did not go extinct
and eventually reached the front of the invasion (Fig. 3.1a, t = 10 and t = 20).
After attaining the front of the invasion, individuals with dispersal ability
d22 increased in number and a spatial sorting of the dispersal abilities was
observed. Namely, the front of the invasion was occupied by individuals with
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the stronger dispersal ability d22 whereas the core of the invasion was dominated
by individuals with dispersal ability d21 (Fig. 3.1a, t = 30 and t = 40).
(a) Population dynamics. (b) Range expansion.
Figure 3.1: Spread of a population with two dispersal abilities, with Gaussian
dispersal kernels and Ricker growth. Parameter values are R = e0.75, d21 =
1, d22 = 5. (a) Population size at dierent time with the initial populations
u1(0, 0) = 0.99 and u2(0, 0) = 0.01. The colors red, green and black correspond
to the sub-populations with dispersal ability d21, d
2
2 and the total population
respectively. (b) Population range at dierent generations when the initial
propagule are u1(0, 0) = 0.99 and u2(0, 0) = 0.01 (solid line) and u1(0, 0) =
0.999 and u2(0, 0) = 0.001 (dashed line).
A break of slope was observed during the population's range expansion (Fig. 3.1b).
The invasion consisted of a slow initial expansion followed by a linear expan-
sion at faster rate. Furthermore, we observed that the time at which the
increase in the rate of spread was shortened by increasing the fraction of the
initial population with dispersal ability d22. However, the slope of the popula-
tion range, that is the rate of spread was not aected by the distribution of
dispersal abilities in the initial propagule (Fig. 3.1b).
Asymptotic rate of spread
The asymptotic rate of spread, that is the rate of spread in the later phase of
the invasion, was heuristically derived as follows. First, we note that behind
the front of the invasion (dened in Eq. 3.2.14) the population densities are
small (ui ≤ u∗ < 1), and the model Eq. 3.2.4 can be approximated by
ui(x, t+ 1) =
∫
Rki(x− y)ui(y, t)dy, i = 1, 2. (3.3.1)
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Previous results (Kot et al., 1996) have shown that when the initial population
ui(x, 0) has compact support, the solution of Eq. 3.3.1 tends to a travelling
wave solution of the form
ui(x, t) = e
−λi(x−cit), i = 1, 2 (3.3.2)























Recall that we are interested in the spread of the total population u = u1 +u2.
Using Eq. 3.3.2, we have
u(x, t) = e−λ1(x−c1t) + e−λ2(x−c2t). (3.3.4)
One can show for Gaussian and Laplace kernels that
λ2 < λ1 and λ1c1 = λ2c2. (3.3.5)
The derivation of Eq.3.3.5 is presented at the end of this section. From Eq.3.3.5
and Eq. 3.3.4, we have
u(x, t) = e−λ1(x−c1t) + e−λ2(x−c2t)
= eλ2c2t(e−λ1x + e−λ2x).
We conclude that at the front wave,
u(x, t) ∝ e−λ2(x−c2t) as x tend to +∞. (3.3.6)
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Eq. 3.3.6 indicates the total population u(x, t) of the linearised model (Eq. 3.3.1)
spreads at rate bounded by c2. Therefore the rate of spread of the total pop-












holds for monotonically increasing growth function (Weinberger, 1982; Kot,
1992). An approximation of c can be obtained following the line of (Lutscher,
2007) as follows. Using the expansion









where γ2 represents kurtosis of the dispersal kernel k2, then the expansion
log(1 + x) = x for |x| < 1
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Figure 3.2: Theoretical and computed rate of spread when two dispersal abil-
ities are present in the population. Blue triangle: with the initial values
(0.9, 0.1). Magenta triangle: with initial values (0.99, 0.01). Solid lines: Esti-
mation from Eq. 3.3.10a (left) and Eq. 3.3.10b (right). d1 = 1, R = e
0.75, e1
and e2














Intensive numerical simulations suggest that while Eq. 3.3.10a t well with the
asymptotic rates of spread obtained with Gaussian dispersal kernels, Eq. 3.3.10b
provides an upper bound of the rate of spread from Laplace dispersal kernels
(Fig. 3.2).
Establishing the relations 3.3.5 for Gaussian and Laplace kernels





and let λi satisfy
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ci = f(di, λi).
We know from Eq. 3.3.3 that
∂
∂λ
f(di, λi) = 0.
For Gaussian kernels,







































Given that 0 < d21 < d
2
2, we deduce for Gaussian kernels that
λ2 < λ1 and λ1c1 = λ2c2.













Stellenbosch University  http://scholar.sun.ac.za

























log(2R)− log(2− d2iλ2i )
)
= 0 for i = 1, 2. (3.3.11)









Along the curve ∂
∂λ












Since λ and d are strictly positive, we have
(d2λ2(d))′ = 0.






is constant, and λ(d) is a decreasing function of d.
Since d1 < d2, λ(d1) = λ1 and λ(d2) = λ2 we conclude that
λ2 < λ1 and λ1c1 = λ2c2
for Laplace kernels.
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3.3.2 Spread of a population with many dispersal
abilities
To understand the more general case where n dispersal abilities were present in
the initial propagule, we investigated the occurrence of spatial sorting and the
evolution of dispersal kernel then we studied the instantaneous and asymptotic
rate of spread.
Spatial sorting and the expected dispersal kernel
We run intensive numerical simulations to study the dynamics of the popula-
tion when many dispersal abilities are present in the initial propagule. Namely
we have used dierent combinations of σ ∈ (0, 0.5) and 10 ≤ U0 ≤ 1000.
When many dispersal abilities were present in the population, slow dispersers
abounded at the beginning of the invasion and fast dispersers remained low
in number. Eventually , fast dispersers reached the invasion front, leaving
the slow dispersers behind (see for example Fig. 3.3c). As this process was
repeated at each generation, a gradient of dispersal abilities formed in the in-
vaded region. This phenomena is commonly known as spatial sorting. Namely,
at dierent generations, slow dispersers abounded at the core of the invasion
whereas faster dispersers occupied the invasion front.
Spatial sorting was also detected using the mean dispersal abilities (Eq. 3.2.11)
which was found to vary along the direction of range expansion at each gen-
eration (Fig. 3.4, Top). Habitats that were invaded at the early stage of the
invasion remained with low mean dispersal ability. Newly occupied habitats
on the other hand were characterised by a larger mean dispersal ability. Exten-
sive numerical simulations suggest that spatial sorting was more pronounced
at large propagule size (U0) and high propagule diversity (σ). As the mean
dispersal ability varied with generation and location, it was also the case for
the expected dispersal kernel. We observed that the dispersal kernel at the
core of the invasion was narrower than that at the front (Fig. 3.4, Bottom).
In other words, populations from the front were more likely to travel longer
distance compared to populations from the origin. Furthermore, the expected
dispersal kernel was found to be close to the dispersal kernel associated to the
mean dispersal ability, that is the expected dispersal kernel (Eq. 3.2.5) can be
approximated by
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(a) Initial propagule. (b) Performance of the initial propagule.
(c) Invasion.
Figure 3.3: A propagating population resulting from Eq. 3.2.4 with Ricker
growth (Eq. 3.2.3a) and Gaussian dispersal kernel (Eq. 3.2.1a). Parameters
were chosen as follows: R = e0.75, µ = .5, σ = 0.25, U0 = 100 and K = 500. (a)
Distribution of dispersal abilities in the initial propagule.(b) Classication of
the initial propagule as slow, intermediate and fast dispersers (Eq. 3.2.10). (c)
Population size at dierent time. The colors red, green and blue correspond
respectively to slow, intermediate and fast dispersers whereas black lines rep-
resent the total population.
and
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Figure 3.4: Evolution of dispersal ability and dispersal kernels. Top: Mean
dispersal ability. During the invasion, dispersal ability at the front is higher
than the dispersal ability at the core of the invasion. The region in blue in-
dicates habitats that have not been invaded at each generation. Bottom:
The expected dispersal kernel at the core of the invasion (in black) is nar-
rower than at the front (blue). In both cases, the expected dispersal kernel
(Eq. 3.2.5)(full circles) can be approximated by the kernel with mean dispersal
ability (Eq. 3.3.12) (solid line). Figures in the left and the right were obtained
using Gaussian and Lapalce dispersal kernels respectively.
when Gaussian and Laplace kernels were used respectively, where d2(y, t) is
the mean dispersal ability (as dened in Eq. 3.2.11) at the location y at time
t.
Accelerating range expansion
We observed two distinct phases during the spread of the mixed population
from Eq. 3.2.4. The rst phase consisted of an accelerating range expansion.
During this phase the instantaneous rate of spread (Eq. 3.2.12) increased with
generations. In the example shown in Fig. 3.5, the rate of spread increased
for almost 40 generations. After the accelerating phase, we observed that the
population continued to expand its range but at a constant rate, that is a
linear range expansion, signaling the end of spatial sorting..
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Figure 3.5: Rate of spread of a mixted population with R = e0.75, µ = .5, σ =
0.25, U0 = 100. Diamonds: Instantaneous rate of spread (Eq. 3.2.12). Circle:
Average rate of spread (Eq. 3.2.13). Solid black line: Asymptotic rate of
spread (Eq. 3.3.10a). Solid red line: Rate of spread of the frontal population
(Eq. 3.3.13). The dashed line shows the asymptotic rate of spread predicted
by a single population.
The instantaneous rate of spread depicts the rate at which the population ex-
pands its range at a given generation (t). Numerical simulations suggested
that the instantaneous rate of spread can be determined by the dispersal abil-
ity of the frontal population (Fig. 3.5). Namely, the rate of spread can be
approximated by the rate of spread of a single species with dispersal kernel
Kapprox(x
∗(t), y) and rate of spread
c∗(t) =
√
2 log(R)d2(x∗(t), t) (3.3.13)
where d2(x∗(t), t) is the mean dispersal ability at the front x∗(t) of the invasion
at time t. Furthermore, both the instantaneous and average rate of spread






which was obtained with similar methods as for the model with two dispersal
abilities, where d2n is the maximal dispersal ability in the population.
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Median rate of spread
At this stage, we recall that the dispersal rates of the individuals were drawn
from a log-normal distribution logN(µ, σ). As a consequence, the maximal
dispersal level d2n is a random number. Consider the random variable DU0
consisting of the maximal dispersal rate of an individual in an initial propagule
of size U0. The aim of this section is to nd the median value of DU0 , thus,
equivalently, the median rate of spread.
The cumulative distribution function of the r.v. DU0 is given by
F (x, U0) = P (DU0 ≤ x) = (Φ(x))
U0 (3.3.15)














Let d̃2n denote the median value of DU0 . d̃
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For Gaussian kernels, the median rate of spread of the invasion governed by
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Figure 3.6: Median of the asymptotic rate of spread for R = e0.75. The
theoretical median of the rate of spread was derived in Eq. 3.3.18 and the
computed median rate of spread was obtained from 15 simulations for each set
of parameter values. Top: eµ = e1. Bottom: eµ = e2.5. Left: Theoretical
rate of spread. Right: Computed rate of spread.
A parameter plane showing the median rates of spread is given in Fig. 3.6.
Lower rates of spread were observed when either the propagule size or propag-
ule diversity was low. It is worth noting that as the diversity parameter be-
comes smaller (that is there a less dispersal dierential in the population and
the individuals have the same dispersal rate D), the rate of spread is equal to
that obtained with the RD model (c = 2
√
rD). The rate of spread increases
with the propagule size and diversity.
The median rate of spread (Eq. 3.3.18 with Eq. 3.3.17) was tested by solving
Eq. 3.2.4 numerically for dierent propagule size (U0) and propagule diversity
(σ). For each pair (U0, σ) the rate of spread was computed as the median rate
of spread from 15 simulations. Fig. 3.6 shows that the predicted rate of spread
agreed with the median rate of spread obtained from numerical simulations
for dierent values of µ.
We found that as σ tends to 0, the rate of spread becomes independent of
the propagule size. Indeed, this case corresponds to an initial propagule with
single dispersal ability. Furthermore, we found that increasing the propagule
size and the propagule diversity both result to faster spread of the population.
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3.4 Discussion
The role of propagule pressure in the introduction and establishment success
has a rich background in the literature (Simmons and Thomas, 2004; Lockwood
et al., 2005). In this work, we went further and investigated the contribution
of propagule pressure in the actual rate of spread and the shape of the range
expansion pattern. Two properties of the propagule were incorporated in the
models, namely the propagule size (i.e. number of individuals in the propag-
ule) and the propagule dispersal diversity (i.e. distribution of the dispersal
rates of the individuals in the propagule). Dierent dispersal abilities were in-
corporated in our model using a system of integrodierence equations (IDE).
IDEs have been used to model the invasion of species with non-overlapping
generations such as insects (Miller and Tenhumberg, 2010) and plants (Allen
et al., 1996; Neubert and Caswell, 2000). IDEs are particularly powerful due
to their exibility to incorporate dierent dispersal kernels.
Most studies that investigate the eects of propagule pressure consider only
two aspects, namely the number of release of non-native species and the num-
ber of individuals released (Korsu and Huusko, 2009; Gertzen et al., 2011).
Recent studies, however, have speculated that the dierence in performance
of the individual propagules can aect the success and the rate of invasion
by providing better adapted individuals (Geller et al., 2008; Simberlo, 2009;
Lawrence and Cordell, 2010). In particular, dierent dispersal abilities have
been observed in the propagule of dierent species (Rabinowitz, 1978; Morse
and Schmitt, 1985; Korsu and Huusko, 2009).
We considered two distributions of dispersal abilities in the initial propagule.
In the rst case, we examined the importance of a small number of individuals
with stronger dispersal ability in the initial propagule. A linear range expan-
sion was observed during the initial phase of the invasion, which was followed
by another linear expansion with higher rate of spread. The expression of the
asymptotic rate of spread (Eq. 3.3.9) shows that the long-term range expan-
sion is determined by the dispersal ability of the fast dispersers, however rare
they were in the initial propagule. this phenomenon is expected when the fast
dispersers do not go extinct, for example as result of demographic stochasticity
which are important in population at low density (Lande, 1993; Allen, 2003).
Furthermore, the time at which the break of slope in the population range was
observed depends on the number of fast individuals in the initial propagule as
well as the threshold of detection of the population.
In the second case, we considered the case where the dispersal ability of the
initial propagule are log-normally distributed. Unlike most models that incor-
porate dierent dispersal abilities (see for example Murrell et al. (2002); Travis
and Dytham (2002); Phillips et al. (2008) and Béchinou et al. (2012)), our
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model does not take into account the possible mutation of dispersal-relevant
traits. Dispersal abilities have been observed to be subject to spatial selec-
tion pressure during range expansion (Shine et al., 2011; Berthouly-Salazar
et al., 2012). More clearly, the expanding edge is inhabited by individuals
with a higher dispersal ability than the core population. Our results suggest
that even when evolutionary processes are not taken into account, the dierent
dispersal in the original propagule can lead to a spatial sorting of dispersal abil-
ity. Furthermore, spatial sorting was more apparent for more heterogeneous
propagules. We found that the frontal population was less heterogeneous and
consisted of fast dispersers, compared the population at the core of the in-
vasion where all dispersal abilities were present, as predicted by competition
models in which dominant species win and limit weaker individuals' invasion
(Allen et al., 1996; Shigesada and Kawasaki, 1997).
The spatial sorting of dispersal ability was reected in the mean dispersal
rate of the population. At the beginning of the invasion, individuals with
better dispersal abilities are low in number as their growth is limited by the
individuals with weaker dispersal abilities. However, fast dispersers do not
go extinct as they are as competitive as the slow dispersers. As individuals
with better dispersal ability reach the front of the invasion, they can grow in
number in the open space without any competition against the slow dispersers.
The mean dispersal ability at the frontal population therefore increases. This
process occurs at every generation during range expansion and results into an
increasing dispersal ability on the expanding edge. The increasing dispersal
rate in turn yields an increasing rate of spread, that is an acceleration of
the range expansion. Numerical simulations suggested that the rate of spread
between two generations can be approximated using the dispersal ability of the
frontal population only. This result is consistent to the ndings of Bouin et al.
(2012). This result suggests that (1) empirical quantications of the dispersal
ability, such as the mean dispersal rate for all individuals are only accurate for
a short period of time and may underestimate the long-term rate of spread of
the population (dashed line in Fig. 3.5) and (2) empirical predictions based on
dispersal abilities obtained from the core population can depreciate the real
rate of spread.
The rate of spread, however, is bounded as the dispersal rates are bounded.
After the initial acceleration, the population expands at constant rate. A
close formula for the asymptotic rate of spread was derived for the constant
asymptotic rate of range expansion (Eq. 3.3.18 and 3.3.17). First, it is worth
recalling that the rate of spread was obtained with the assumption that the
dispersal ability of the propagule is log-normally distributed. This assump-
tion was used due to dierent evidences that species-abundance relationships
follow a log-normal distribution (Preston, 1962; Magurran, 1988; Bell, 2000;
Limpert et al., 2001). The rate of spread, however, can be derived for dierent
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propagule distributions simply by using the corresponding cumulative proba-
bility function in Eq. 3.3.16. For instance, for a normally distributed initial



























Second, the obtained rate of spread is similar to the approximation for RD
model (c = 2
√
rD). Moreover, the RD result is obtained when a common
dispersal rate is shared by all individuals, by letting σ tend to 0. Finally,
the expression Eq. 3.3.17) suggests that the rate of spread increases with the
propagule pressure. This results is in line with the speculation that increasing
the propagule size can improve the species spread by providing better suited
individuals for invasion (Wilson et al., 2007; Simberlo, 2009). Furthermore,
our results are consistent with the ndings of (Skalski and Gilliam, 2000) and
(Yamamura, 2002) who explored dierent models to elucidate the important
of the dispersal ability in a population.
To conclude, our results suggest that the variety of dispersal abilities in the
initial propagules plays an important role in shaping the range versus time
pattern during a population's spread. A biphasic invasion, which consists of
two linear range expansions with dierent rates, resulted from a propagule
with two dispersal levels. When the initial propagule was more heterogeneous,
the invasion started at a slow rate and then accelerated until a maximal rate
of spread was attained. In addition, our results emphasize the importance of
census time and locations when estimating the parameters of reaction-dispersal
models.
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Spread in heterogeneous landscape
4.1 Introduction
Environmental conditions may inuence the invasion process at dierent stages.
In particular, the rate of spread was found to be environmentally dependent for
dierent species (With, 2002). A number of empirical investigations have spec-
ulated that the spatial heterogeneity of the landscape can inuence the rate of
spread of invasive species (Hastings et al., 2005, and references therein). In-
deed, spatial heterogeneity can inuence demographic as well as dispersal pro-
cesses which are the keys to determining the spread of the population (With,
2002; Hui et al., 2012).
The theory of invasion in heterogeneous environments has a rich background in
the continuous time framework (using PDEs). Namely, two implementations
of spatial heterogeneity have been investigated theoretically. Shigesada et al.
(1986) rst proposed the spatial heterogeneity by alternating homogeneously
favourable and unfavourable patches on an innite one-dimensional environ-
ment. The growth rate and diusion coecient were given by periodic step
functions of the locations. Another environment structure was investigated
by Kinezaki et al. (2006) by allowing the growth and dispersal parameters
to vary sinusoidally in space in response to a sinusoidally distributed habitat
quality. In both models, a population introduced at a local point propagated
into periodic travelling waves. Estimations of the rate of spread were derived
as c = 2
√
〈r(x)〉A 〈D(x)〉H when the period of environmental change was suf-
ciently small, where 〈r(x)〉A and 〈D(x)〉H denote the spatial arithmetic mean
of the growth rate and spatial harmonic mean of the diusion coecient re-
spectively. The rst model put an emphasis on the inuence of the sizes of
favourable and unfavourable patches on the rate of spread of the population.
45
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The later model on the other hand elucidated the role of the amplitude and
wave length of the growth and dispersal parameters.
In this work, we investigate how a population with non-overlapping genera-
tions expands its range under the inuence of environmental heterogeneity.
integrodierence equations are commonly used to model spatiotemporal dy-
namics of such populations (Kot et al., 1996). The spatial arrangement of
habitats have also attracted interest in this context. While some authors
constructed more general and robust mathematical formulae of the asymp-
totic rate of spread (Weinberger et al., 2008), others investigated dierent as-
sumptions on the spatial heterogeneity and their inuence on the population's
spread (Kawasaki and Shigesada, 2007; Dewhirst and Lutscher, 2009).
Kawasaki and Shigesada (2007) rst proposed the patchy environments which
consists of alternating favourable and unfavourable patches. The model was
built with exponentially damping (Laplace) dispersal kernel. It was assumed
that the spatial heterogeneity aects only the growth processes and did not
inuence the dispersal kernel. One important outcome of this work suggests
that the presence of unfavourable patches can decrease the rate of spread
dramatically. However, the population can always spread when the favourable
habitats are wide enough regardless of the quality and sizes of unfavourable
patches. Dewhirst and Lutscher (2009) later investigated a more general case
for the same environment structure. Namely, in addition to location-dependent
growth, they considered that individual dispersal behaviours are also aected
by the environment for example when individuals from unfavourable locations
may disperse far in an attempt to nd more favourable habitats. Such dispersal
behaviours were incorporated in the model by allowing the variance of the
dispersal kernels to vary in space. Similar to the work of Shigesada et al.
(1986), their approach also put an emphasis on the availability of favourable
habitats, that is the proportion of favourable habitats in the environment
rather than the actual sizes of the patches. A minimal proportion of favourable
habitat to ensure a successful invasion as well as the asymptotic rate of spread
were derived.
In this work, two environment structures are considered, namely the alter-
nating favourable and unfavourable patches and the sinusoidally varying en-
vironment which were used by Shigesada et al. (1986) and Kinezaki et al.
(2006) respectively in the PDE framework. In addition to location-dependent
population growth, individual dispersal behaviours are aected by the envi-
ronment in two ways. First, the dispersal distance of migrating individuals are
aected by the habitat quality of their locations, for example when individu-
als from unfavourable locations may disperse far in an attempt to nd more
favourable habitats. Second, we assume that depending on the quality of the
local habitat, only a fraction of the local population emigrates while the other
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individuals remain sedentary. Such dispersal behaviour are incorporated by
using location-dependent dispersal probability.
We rst focus on the spread of a population in a patchy environment. This
environment structure is used to study the eects environment fragmentations
on the rate of spread. We conduct numerical simulations to investigate the
instantaneous rate of spread, and derive an estimation of the asymptotic rate
of spread. The asymptotic rate of spread is also tested for randomly gener-
ated (non-periodic) patchy environments. Then we discuss the proportion of
favourable habitat which is optimal to the spread of invasive species. The op-
timal favourable habitat is illustrated as a function of the growth and dispersal
parameters in favourable and unfavourable patches.
The sinusoidally varying environments are used in this work to emphasize the
eects of the amplitude of growth and dispersal oscillations on the spread of
a population. As for the patchy environment, we use numerical simulations to
investigate the instantaneous rate of spread and nd an approximation of the
asymptotic rate of spread.
4.2 Model formulation
In this section, we model the spatiotemporal dynamics of a population in a
heterogeneous environment, then develop the spatial dependence of the growth
and dispersal processes.
4.2.1 Modelling the spatiotemporal dynamics of the
population
We consider a population which undergoes growth and dispersal stages sep-
arated in time. Such spatiotemporal dynamics of population are commonly
modelled using integrodierence equations (IDE). In the simplest scenario
which consists of a homogeneous environment, that is the growth and dis-
persal processes do not depend on the location, IDE models take the form
u(x, t+ 1) =
∫
k(|x− y|)g(u(y, t))dy
where u(x, t) denotes the population size at location x and time t. The function
g models the growth of the population, and the dispersal kernel k gives the
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probability distribution that an individual from a location y disperses to a
location x.
In this work we analyse the IDE model with spatial heterogeneity, that is the
growth and dispersal processes depend explicitly on the quality of the local
habitat.
The spatial dependence of the growth process is described by a non-negative
function g(u, x) satisfying
g(u, x) ≤ gu(0, x)u (4.2.1)
for all (u, x) where u denotes the population size and gu(0, x) =
∂g
∂u
(u = 0, x) is
the intrinsic growth rate. In what follows, the intrinsic growth rate is denoted
by R(x) = gu(0, x). A commonly used growth function is the Ricker (1954)
model given by
g(u(x, t), x) = u(x, t)er(x)−u(x,t), (4.2.2)
and we have R(x) = er(x).
The dependence of the dispersal process on the spatial heterogeneity can mani-
fest in dierent ways (Fahrig, 2007; Lutscher, 2008). First, the distance eected
by an individual during a dispersal event can be inuenced by the habitat qual-
ity (Klaassen et al., 2006; Fahrig, 2007). In this case, the spatial dependence
of the dispersal process is reected in the dispersal kernel. More clearly, the
dispersal kernel does not only depend on the distance from the source and tar-
get location during a dispersal event, but also depends explicitly on the origin
of the dispersal. In this case, the dispersal process is described by
û(x, t) =
∫
k(|x− y|, y)u(y, t)dy. (4.2.3)
It is worth noting that the second variable of the dispersal kernel models the
origin of the dispersal event. We assume that the nature of the dispersal kernel
is the same at dierent locations, only the parameters of the kernels vary in
space. For example, if Gaussian kernels are used, the dispersal kernels are
given by
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Similarly, for Laplace kernels the dispersal kernels are given by







Secondly, spatial heterogeneity can also inuence the proportion of the local
population that emigrates from the patch or the dispersal probability. This
phenomenon has been observed for example in European starling and was
referred to as the good-stay, bad-disperse rule (Hui et al., 2012). In this case,




d(y)k(|x− y|) + (1− d(y))δ(x− y)
]
u(y, t)dy. (4.2.5)
Here d(x) gives the proportion of the local population that emigrates from the
location x, and therefore 1−d(x) gives the proportion of the population which
remains sedentary.
Taking into account the spatial heterogeneity of the growth process (Eq. 4.2.1),
the dispersal probability (Eq. 4.2.5) and the dispersal kernel (Eq. 4.2.3), we
consider the following reaction-dispersal model
u(x, t+ 1) =
∫ [







1 if x = y
0 Otherwise.
4.2.2 Modelling the spatial dependence of the growth
and dispersal parameters
Two kinds of spatial heterogeneity structures were considered in this work. In
the rst case, we assume that the environment is periodically fragmented. In
this case the habitat consists of alternating "favourable" and "unfavourable"
patches with lengths L1 and L2 respectively (Shigesada and Kawasaki, 1997).
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The habitat is then periodic with a period L = L1 + L2 with a proportion
p = L1/L favourable patches. The intrinsic growth rate is modelled by
R(x) =
{
R1 in favourable habitats
R2 in unfavourable habitats.
(4.2.7a)
Naturally, R1 and R2 are non-negative and we assume that the population
can grow in the favourable habitats, that is R1 > 1. For the Ricker model
(Eq. 4.2.2), we use R(x) = er(x) with
r(x) =
{
r1 in favourable habitats
r2 in unfavourable habitats
(4.2.7b)
with r2 < r1 and 0 < r1.
Similarly the dispersal parameters d and σ2 are respectively given by
d(x) =
{
d1 in favourable habitats
d2 in unfavourable habitats
(4.2.7c)
with 0 ≤ d1, d2 ≤ 1, and
σ2(y) =
{
σ21 if y is a favourable habitat
σ22 otherwise.
(4.2.7d)
The second type of heterogeneity consists of a sinusoidally varying environment
with wave-length L. We assume that the growth and dispersal processes vary
with habitat quality, so that parameters R, d and σ2 are respectively given by
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The parameters Rm > 0, dm ≥ 0 and σ2m ≥ 0 denote the spatial mean of
growth, dispersal probability and variance of the dispersal kernels respectively.
On the other hand, |Ra|, |da| and |σa| denote the amplitude of the processes.
It is worth to note that the parameters Ra, da and σa can take negative values.
Furthermore, the growth and dispersal probability (resp. dispersal kernel)
oscillate in or out of phase, depending on whether Rada > 0 or Rada < 0 (resp.
Raσa > 0 or Raσa < 0). Out of phase oscillations indicate trade-o between
the two underlying processes.
The parameters are chosen such that R, d and σ2 are non-negative. Therefore,
the mean and amplitude of R, d and σ2 satisfy Rm−|Ra| ≥ 0, dm−|da| ≥ 0 and
σ2m − |σa| ≥ 0. Furthermore, the dispersal probability d satises 0 ≤ d(y) ≤ 1
for all y, that is dm + |da| ≤ 1.
A list of the parameters in this Section and the rest of this Chapter is given
in Table 4.1.
Variable / Parameter Description
u(x, t) Population size at location x and time t
k Dispersal kernel
σ2 Variance of the dispersal kernel k (function of the
location x)
σ21 Value of σ
2 in favourable habitats
σ22 Value of σ
2 in unfavourable habitats
σ2m Mean of σ
2 in sinusoidally varying habitats
σa Amplitude of σ
2 in sinusoidally varying habitats
d dispersal probability (function of the location x)
d1 dispersal probability from favourable habitats
d2 dispersal probability from unfavourable habitats
dm Mean dispersal probability in sinusoidally varying
habitats
da Amplitude of the dispersal probability in sinu-
soidally varying habitats
R Intrinsic growth rate (function of the location x)
R1 Growth rate in favourable habitats
R2 Growth rate in unfavourable habitats
Rm Mean growth rate in sinusoidally varying habitats
Ra Amplitude of the growth rate in sinusoidally vary-
ing habitats
L Period (wave length) of habitat variation
Table 4.1: Description of parameters and variables.
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4.2.3 Quantities of interests
In the numerical simulations, the range of a population at time t is given by
x∗(t) = max{x, u(x, t) ≥ u∗} (4.2.9)
for a threshold of detection u∗, and the corresponding instantaneous and av-
erage rate of spread are given by
cI(t) = x






for t > 0.
The time lag before the species range expansion is dened as the rst time
when the population was detected after its introduction:
T (u∗) = min{t > 0, x∗(t) > 0}. (4.2.12)
4.3 Results
4.3.1 Time lags in a periodically fragmented
environment
To examine whether a population can expand its range in a periodically frag-
mented environment, we carried out numerical simulations of Eq. 4.2.6, where
the spatial dependence of the growth and dispersal processes are as in Eq. 4.2.7,
for various sets of parameter values.
We observed that when the population did not go extinct, it expanded its
range in both directions from the introduction location. The population range
was inuenced by dierent parameters. In some cases, a time lag was observed
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before the population's range expansion, often when the population was in-
troduced in an unfavourable patch. Fig. 4.1b shows the range of a population
which only started to expand after nine generations. We investigated the
length of the time lags for various sets of parameter values. In this section, the
populations were introduced only in unfavourable patches as time lags were
observed more often in this case.
(a) (b)
Figure 4.1: (a) Population density in a periodically fragmented landscape.
The initial population was introduced in a good patch. (b) The population
range when the initial population was introduced in a good patch (solid line)
and in a bad patch (dashed line). In both gures, parameter values were as
follows: patches width L1 = 2 and L2 = 8, growth rates R1 = e
1 and R2 = 1,




2 = 1. The
threshold of detection was set to u∗ = 0.005.
Fig.4.2a shows a parameter plane of the time lag as a function of the initial
population size (u0) and the threshold of detection (u
∗). The time lag decreased
with the size of the initial population and increased with the threshold of
detection. Persistent time lags were noticed even for low threshold of detection
when the initial population size was very low. On the other hand, the time
lags were short or absent when a large population was introduced and the
threshold of detection was low.
The time lag was also observed to vary with the growth rate (R2) and em-
igration rate (d2) from unfavourable patches. Fig. 4.2b shows the time lag
was shortened by increasing growth and emigration rates. The time lags were
longer when unfavourable patches were characterised by declining population
size (R2 < 1). However, time lags were still noticed when the population was
able to grow in unfavourable patches (R2 > 1) and were more pronounced
when only a small proportion of the population migrates.
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Fig. 4.2c shows the eects of the width of unfavourable patches (L2) and the
variance of the dispersal kernels (σ22) on the time lags. The time lags were
lengthened by the width of unfavourable patches. The variance of the disper-
sal kernel on the other hand had negative eects on the time lags. Moreover,
the time lags were less aected by the dispersal kernel when the width of un-
favourable patches were small. In particular in Fig. 4.2c, no time lags observed
when the habitats consisted entirely of favourable patches (L2 = 0.).
(a) (b) (c)
Figure 4.2: Parameter plans showing the time lag before the range expansion of
populations introduced in unfavourable patches. Unless mentioned otherwise,
the parameter values are L1,2 = 5, R1 = e
1 and R2 = e
−0.5, d1,2 = 1, σ
2
1,2 = 1,
u∗ = 0.005 and u0 = 0.25. (a) Time lag as a function of the initial population
size (u0) and the threshold of detection (u
∗).u0 runs from 0.001 to 1 at a step
of 0.02 and u∗ runs from 0.005 to 0.25 at a step of 0.005. (b) Time lag as
a function of the growth rate (R2) and emigration rates (d2) in unfavourable
patches. R2 runs from e
−1 to e1 at a step of 0.04 and d2 runs from 0.02 to 1 at
a step of 0.02. (c) Time lag as a function of the width of unfavourable patches
(L2) and the variance of dispersal kernels (σ
2
2). L2 runs from 0 to 25 with a
step of 1 and σ22 runs from 0.25 to 3 at a step of 0.125.
4.3.2 Spread in a periodically fragmented environment
Population size and instantaneous rate of spread
Intensive numerical simulations suggested a similarity between the range dy-
namics of a propagating population that was introduced in a good and bad
patch (see for example Fig. 4.1b). Therefore the population ranges and rate
of spread in the remainder of this chapter were computed for populations in-
troduced in a favourable patch.
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First we investigated the eects of changing period L of environment variation
and the width of the patches, that is L1, L2. To this end, we undertook
numerical simulations for various period of the landscape L and set the width of
favourable and unfavourable patches respectively to L1 = pL and L2 = (1−p)L
for some p between 0 and 1. We recall that p corresponds to the proportion
of good habitat in the environment. We observed that the population size
oscillated with the environment. Furthermore, for a xed proportion of good
habitat p, the oscillations of the population size were more pronounced, with
larger amplitude and longer wave length, for longer period of the environmental
variation L (Fig. 4.3, left). More precisely, the wave length of the population
size matched the period of environmental variations.
The period of the environmental variations also aected the rate of spread of
the population. When the period of the environment was short, we observed
that the instantaneous rate of spread uctuated with small amplitude. As
the period environmental variations increase, the uctuations of the rate of
spread became more evident with greater amplitude (Fig. 4.3, middle). On
the other hand, the time averaged rate of spread was less aected by the
period of the environmental variations. Less uctuations were observed in the
temporal dynamics of the average rates of spread. Moreover, we observed that
the average rate of spread tend to the same value for populations invading
environments with dierent period propagate when the same proportion of
good habitats were available.
These observations also manifested in the range dynamics of the populations.
Namely, consecutive accelerations and decelerations of the population's range
expansion were observed, specially for long period of the environmental varia-
tions. In a broader view however, we observed that the trend of range expan-
sions remained the same for populations propagating in environment with dif-
ferent period but sharing a common proportion of favourable habitats (Fig. 4.3,
right). To see this eect in a wider perspective, we calculated the asymptotic
rate of spread.
Asymptotic rate of spread
The asymptotic rate of spread is derived hereafter. The main results are given
in Eq.4.3.7 and Eq.4.3.12.
First, we assume that the population is small at the front of the invasion and
consider the linearisation
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Figure 4.3: Eects of changing the environment period when the parameter
values are given by: growth rates R1 = e
1 and R2 = 1, dispersal probabilities




2 = 1. The proportion of
good habitat is p = 0.5. The colors red, green and blue correspond to the
environment period L = 1, L = 5 and L = 10 respectively. Left: Population
size after 50 generations. Middle: Rate of spread as a function of time. Right:
Population range as a function of time.
u(x, t+ 1) =
∫
[d(y)k(x− y, y) + (1− d(y))δ(x− y)]R(y)u(y, t)dy. (4.3.1)
We recall that
g(u, x) ≤ R(x)u,
so that the range of the population governed by the model (Eq. 4.2.6) is
bounded by that of its linearisation (Eq.4.3.1).
In what follows, we use heuristic methods to nd an approximation of the
rate of spread of the population governed by Eq. 4.3.1. Motivated by the
periodicity of the growth and dispersal parameters on one hand, and numerical
observations on the other hand, we assume that when the population does not
eventually become extinct, it evolves into a travelling periodic wave (Kinezaki
et al., 2006). In other words, there exists a number t∗ > 0 such that
u(x+ L, t+ t∗) = u(x, t).
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Here, we seek solutions of the form
u(x, t) = e−λ(x−c(λ)t)v(x) (4.3.3)
for some λ > 0, where v is periodic in the space variable (x) with the same
period as the habitat (v(x+ L) = v(x)) and v(x) ≥ 0. Inserting Eq.4.3.3 into






d(y)k(x− y − nL, y)eλ(x−y−nL)R(y)v(y)dy
+ (1− d(x))R(x)v(x).
For exponentially bounded dispersal kernel, we invert the order of the summa-











For L suciently small, we use the approximation
+∞∑
n=−∞
k(x− y − nL, y)eλ(x−y−nL) ≈ 1
L
M(λ, y)
when x and y are xed, where M(λ, y) is the moment generating function of










M(λ, y)d(y)R(y)v(y)dy + (1− d(x))R(x)v(x)
for 0 ≤ x ≤ L. In particular, consider x and x such that
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v(x) ≤ v(x) ≤ v(x). (4.3.4)





M(λ, y)d(y)R(y)v(y)dy + (1− d(x))R(x)v(x).































M(λ, y)d(y)R(y)dy + min
0≤x≤L
(1− d(x))R(x) ≤ eλc(λ). (4.3.5a)





M(λ, y)d(y)R(y)dy + max
0≤x≤L
(1− d(x))R(x). (4.3.5b)
Recall that the population from the original model (Eq. 4.2.6) does not spread
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from the linearised model is an upper bound of the speed of the original popula-
tion, where I is the interval on which the moment generating functionsM(., y)












In the remainder of this chapter, we study the rate of spread given by the
minimal wave seed in Eq. 4.3.6 holds. Using Eq. 4.3.5, we deduce lower and
upper bounds of the the asymptotic rate of spread c.
Main result 1:
The asymptotic rate of spread c satises
min
λ∈I

































In particular, when the dispersal probability d ≡ 1, we have c1 = c2 and we







pR1M1(λ) + (1− p)R2M2(λ)
)
(4.3.8)
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where M1 and M2 design the moment generating functions of the dispersal
kernel from favourable and unfavourable patches respectively.





the expansion of the moment generating functions
M(λ, y) ≈ 1 + 1
2
σ2(y)λ2

















































In particular, for periodically fragmented landscapes (that is the growth and
dispersal parameters given in Eq. 4.2.7), we have
Rmin = pd1R1 + (1− p)d2R2 + min
0≤y≤L
(1− d(y))R(y), (4.3.10a)






2pd1R1σ21 + 2(1− p)d2R2σ22. (4.3.10c)
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1 ≤ Rmin ≤ Rmax ≤ e, (4.3.11)











where Rmin, Rmax and c are dened in Eq. 4.3.10 for periodically fragmented
environment, and in Eq. 4.3.9 in general.
It is worth noting that the expressions of the asymptotic average rate of spread
does not depend explicitly on the period of environmental variations (L) or
the width of favourable and unfavourable patches (L1 and L2) but only on
the proportion of favourable habitats (p = L1/L). This is consistent with
speculations from numerical simulations that the average rate of spread is not
aected by the period of environmental variations.
The inequalities in Eq. 4.3.12 with Eq. 4.3.10 were veried with rates of spread
computed from numerical simulations for various sets of parameter values.
Furthermore, Fig. 4.4 suggests that the lower bound in Eq. 4.3.12 provides an
approximation of the rate of spread obtained from the numerical simulations
for dierent range of growth rate, dispersal probability and dispersal kernel.
Therefore, in what follows we investigate the eects of the growth and dispersal
parameters on the lower bound of the rate of spread
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Figure 4.4: Rate of spread from Eq. 4.3.12 (solid lines) and from numerical
simulations with 50 generations (open circles). Left: Rate of spread as a
function of the proportion of good habitats. The parameters are (1) R1 =
e1, R2 = 1, d1,2 = 0.75 and σ
2
1,2 = 0.25, (2) R1 = e
1, R2 = 1, d1,2 = 0.75 and
σ21,2 = 1, (3) R1 = e
1, R2 = 1, d1 = 0.75, d2 = 1 and σ
2
1,2 = 2. Middle: Rate
of spread as a function of the intrinsic growth in unfavourable patches. Right:






Clearly, the rate of spread increases with the growth rates (R1 and R2) and
the variance of the dispersal kernels (σ21 and σ
2
2). The dependences of the rate
of spread on the dispersal probabilities (d1 and d2) however are less evident
due to the term min{(1− d1)R1, (1− d2)R2} which appears in Eq. 4.3.10a.
To elucidate the eects of the location-dependent dispersal probability, we
constructed a contour plot of the rate of spread as a function of d1 and d2 for
dierent proportion of favourable habitat p (Fig. 4.5). Firstly, we noticed that
the rate of spread increased with the dispersal probabilities whenever d1 = d2.
The slowest rate of spread was associated to the minimal dispersal probabilities
(d1 = d2 = 0), and the largest rates of spread were observed when the dispersal
probabilities were both at their maximal values (d1 = d2 = 1). Secondly, when
d1 ≤ d2, d2 had negative inuence on the rate of spread whereas d1 yielded
faster range expansion. Thirdly, when d1 > d2, emigrations from both type
of habitats (favourable and unfavourable) can act to decelerate or accelerate
the range expansion. On one hand, when d1 was small the rate of spread
decreased with d2. When d1 was suciently large however, the rate of spread
was improved by d2. On the other hand, the rate of spread increased with d1
when d1 was smaller than a threshold value beyond which the rate of spread
became a decreasing function of d1. Furthermore, we noticed that the higher
the values of p and d2, the higher the threshold at which d1 produced negative
eects on the rate of spread. As more favourable habitats became available
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(larger values of p), the rate of spread increased with d1 regardless of the values
of d2.
Figure 4.5: Rate of spread as a function of the dispersal probabilities. From
left to right, p = 0.25, 0.5 and 0.75. Other parameters are R1 = e
1, R2 = 1,
σ21,2 = 1.
4.3.3 Optimal proportion of favourable habitats
To investigate the proportion of favourable habitats that is optimal for the
spread of an invasive species, we x the growth and dispersal parameters
(R1,2, d1,2 and σ
2
1,2) and consider the rate of spread as a function of the pro-











1 + (1− p)d2R2σ22).
Since c and c
2
2
assume their respective maximum at the same proportion of
favourable habitat p, we study the maxima of c
2
2
. Dierentiating Eq. 4.3.14
with respect to p yields
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Figure 4.6: Optimal proportion of favourable habitats when R1 = e
1, d1 =
0.5, d2 = 1 and σ
2
1 = 1. The white region indicates parameter values where the











(d1R1 − d2R2)c2(p) + (d1R1σ21 − d2R2σ22)m logR(p)
)
(4.3.15)
One can see that when d1R1 − d2R2 > 0 and d1R1σ21 − d2R2σ22 > 0, the
rate of spread increases with the proportion of favourable habitat p and the
optimal rate of spread is attained when p = 1, that is when the environment
is homogeneously favourable. On the other hand, when d1R1 − d2R2 < 0 and
d1R1σ
2
1 − d2R2σ22 < 0, we have (c2(p))′ < 0. In this case the rate of spread
decreases with the proportion of favourable habitats and the maximal rate of
spread is achieved when p = 0, that is when the environment consists entirely
of unfavourable habitat. It is worth noting however that the population can
spread in the later case only if the population can grow even in unfavourable
habitats (R2 > 1). Unfortunately, exact values of the optimal proportion of
favourable habitats could not be derived for two cases, the rst when d1R1 −
d2R2 < 0 and d1R1σ
2
1 − d2R2σ22 > 0, and the second when d1R1 − d2R2 > 0
and d1R1σ
2
1 − d2R2σ22 < 0. Nonetheless, numerical results suggest that that
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4.3.4 Spread in a randomly fragmented environment
Since the expression of the rate of spread (Eq. 4.3.12) depends on the propor-
tion of favourable habitats p rather than the actual width of the patches, we
investigated the importance of the spatial arrangement of the favourable and
unfavourable patches, that is level of fragmentation, when the proportion of
favourable habitat is xed.
To this end, we considered that the habitat consisted of a random succession
of patches of length 0.1. The level of landscape fragmentation is modelled by
its spatial autocorrelation I. Spatial autocorrelation near 1 indicates low level
of fragmentation, that is favourable patches are likely to be grouped together
and similarly for unfavourable patches. Highly fragmented landscapes on the
other hand are determined by spatial autocorrelation near 0. To generate
landscapes with spatial autocorrelation I and proportion of favourable habitat
p, we modied the algorithm for autocorrelated data presented by Fang and
Tacher (2003). Examples of the resulting habitats are shown in Fig. 4.7a for
a proportion of favourable habitats p = 0.75.
(a) Randomly generated landscapes. (b) Propagating population.
Figure 4.7: (a) Examples of non-periodic landscapes generated with prescribed
spatial autocorrelation (I) and proportion of favourable habitat is p = 0.75.
Green and red represents favourable and unfavourable patches respectively.
(b) A population propagating in a non-periodic landscape. The quality of
local habitats are shown at the bottom of the gure. Parameters are as in
Fig. 4.3.
Snapshots of the propagating population are shown in Fig. 4.7b for the same
parameter values as in Fig. 4.3 and level of fragmentation I = 0.75. Unlike
the population invading a periodically fragmented landscape, the population
densities in randomly fragmented landscapes were observed to uctuate in
space, with irregular amplitude and no apparent spatial cycles. The temporal
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(a) Instantaneous rate of spread. (b) Asymptotic rate of spread.
Figure 4.8: (a) Rate of spread in non-periodic landscapes. Open circles indicate
the rate of spread from 15 dierent habitat with a prescribed fragmentation
level I, p = 0.75. For comparison, the rate of spread obtained from periodic
landscape is plotted in solid line. (b) Mean asymptotic rate of spread from
15 simulations as a function of the proportion of favourable habitat p and
fragmentation level I after 50 generations. In both gures, the parameters
values are: Growth rates: r1 = 1 and r2 = 0.75, Emigration rates: d1 = 0.75
and d2 = 1, Dispersal rates: σ
2
1 = 1 and σ
2
2 = 0.5.
dynamics of the rate of spread however were similar for the periodic and ran-
domly fragmented landscapes (Fig. 4.8a). In particular the rate of spread in
randomly fragmented landscapes also converged to a constant value.
To elucidate the eect of the spatial arrangement favourable and unfavourable
patches more accurately, we conducted exhaustive numerical simulation with
dierent growth and dispersal parameter values (that is R1,2, d1,2, σ
2
1,2). For
each set of parameter values, the landscapes were characterised the proportion
of favourable habitat and fragmentation level. We run 15 simulations of the
model for each pair (p, I) and collected the asymptotic rate of spread at the end
of each simulation. The mean of the rates of spread from the 15 simulations are
shown in Fig. 4.8b for dierent values of the proportion of favourable habitats p
and level of fragmentation I. We observed that the mean of the rates of spread
increased with the proportion of favourable habitats but was not aected by
the level of habitat fragmentation.
4.3.5 Spread in a sinusoidally varying environment
To elucidate the eects of sinusoidally varying environments on the spread of
a population, we carried out numerical simulations on the model Eq. 4.2.6
with the growth and dispersal parameters as dened in Eq. 4.2.8 for dierent
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Figure 4.9: A population propagating in a sinusoidally varying environment.
sets of parameter values. We observed that when the population did not go
extinct after some generations, it evolved into a periodic travelling wave and
the population size oscillated in synchrony with the environment (Fig. 4.9).
Like for the case of fragmented environments, we start with the numerical in-
vestigations of the instantaneous rate of spread then move on with the asymp-
totic rate of spread.
When investigating the inuence of the amplitude of the growth and dispersal
parameters on the instantaneous rate of spread, we considered three cases:






, σ2(x) = 1, d(x) = 0.75,






, d(x) = 0.75,







We note that the three cases consist of evaluating the pure inuence of the
oscillations of the growth, dispersal kernel and dispersal probability respec-
tively. The results are summarized in Fig. 4.10. When only the growth rate
oscillated in space (Fig. 4.10, left rows), the population size also oscillated with
the same wavelength. Furthermore, the oscillations became more pronounced
as we increased |Ra|. The oscillations in the growth rate also yielded uctu-
ations in time of the rate of spread. Similar to the population density, the
uctuations in the rate of spread were more noticed for greater amplitude |Ra|
of the growth rate.
Similar behaviours were observed when only the dispersal kernels (Fig. 4.10,
middle rows) or the dispersal probability (Fig. 4.10, right rows) was allowed
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to oscillate in space. Namely, the population size oscillated in space with
amplitude increasing with |σa| and |da|. The instantaneous rate of spread in
turn uctuated in time, with amplitude growing with the amplitudes of the
dispersal parameters. However, it is worth noting that the oscillations of the
population size were in phase with the growth rate and out of phase with the
dispersal parameters, namely the dispersal kernel and dispersal probability.
Figure 4.10: Top gures: Population size after 50 generations. Bottom gures:
Instantaneous (dots) and average (solid lines) rate of spread. Left: The case
where R(x) = 2 + Ra sin (2πx/L) , σ
2(x) = 1, d(x) = 0.75. The colors red,
green and blue correspond to Ra = 0, 1 and 2 respectively. Middle: The case
where R(x) = 2, σ2(x) = 1 + σa sin (2πx/L) , d(x) = 0.75. The colors red,
green and blue correspond to σa = 0, 0.25 and 0.5 respectively. Right: The
case where R(x) = 2, σ2(x) = 1, d(x) = 0.75 + da sin (2πx/L) with da = 0
(red), da = 0.125 (green) and da = 0.25 (blue).
Despite the persistent uctuations of the rate of spread, we observed that the
average rate of spread had more stable behaviour and seemed to converged to
a constant value as the number of generations increased (Fig. 4.10). We nu-
merically calculated the average rate of spread for exhaustive set of parameter
values. The results are summarised in Fig. 4.11.
Firstly, Fig. 4.11c suggests that the higher the mean dispersal probability (dm),
the faster the spread of the population. Secondly, increasing the amplitude
of the dispersal ability (|da|) can act to accelerate of decelerate the range
expansion. Namely we found that increasing amplitude of the dispersal ability
|da| accelerated the spread of the population when the growth rate and the
dispersal probability oscillate in the same phase (that is Rada > 0 - Shown in
Fig. 4.11c). When the growth rate and the dispersal probability oscillated in
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(a) (b) (c)
Figure 4.11: Parameter plans showing the asymptotic rate of spread in si-
nusoidally varying environments as function of (a) the mean and amplitude
of the growth rate, (b) the mean and amplitude of the dispersal kernel and
(c) the mean and amplitude of the dispersal probability. When not shown in
the gure, the parameter values are Rm = e, Ra = 2, dm = 0.75, da = 0 and
σ2m = 2, σa = 0.
anti-phase (Rada < 0), the rate of spread was depreciated by increasing |da|.
Finally, we observed that the rate of spread was more sensitive to the mean
dispersal probability dm than its amplitude da.
Similar eects were observed when the dispersal kernel oscillated in space
(Fig. 4.11b). Namely increasing the mean dispersal kernel σ2m yielded faster
rate of spread. Higher amplitude of the dispersal kernel (|σa|) on the other hand
had positive or negative eects on the rate of spread depending on whether
the oscillations of the dispersal kernel were in phase with that of the growth
rate (|Raσa > 0|) or out of phase (|Raσa < 0|).
We calculated the average rate of spread and found that in the long term,







when R > 1 where the average growth rate R and the average rate of spread
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To elucidate the importance of environmental variations on the rate of spread
of invasive species, we presented an IDE model in which both growth and
dispersal processes are assumed to vary along with the environment. Two
main environmental structures were considered, namely a patchy or fragmented
environment and a sinusoidally varying environment. The rst environment
detail was aimed to depict the importance of environment fragmentations and
the second put an emphasis on the amplitude of environmental variations on
the rate of spread.
The asymptotic rate of spread
There have been dierent models that address the spread of a species in a
spatially varying environment. In the case of continuous models, namely us-
ing PDEs, Shigesada et al. (1986) and Kinezaki et al. (2006) showed that the
asymptotic rate of spread in a periodic environment may depend only space-
average growth and dispersal rate. In this work, we derived an approximation
of the asymptotic rate of spread in the framework of integrodierence equa-
tions. Lower and upper bounds of the rate of spread are given in Eq. 4.3.7, and
the nal approximation, which depends explicitly on the growth and disper-
sal parameters, is presented in Eq. 4.3.12. First, Eq. 4.3.7 is consistent with
the results obtained by Kawasaki and Shigesada (2007) for the case where
only the growth rate is spatially varying and the results derived by Dewhirst
and Lutscher (2009) where both the growth rate and the dispersal kernel are
location-dependent but the dispersal probability is homogeneously equal to
one (in other words, all individuals migrate during the dispersal phase).
Second, although we considered in this model that part of local populations
may remain sedentary during the dispersal phase depending on the quality
of the local habitats, Eq. 4.3.12 suggests that the sedentary individuals also
contribute to the spread of the population. The approximation advocates that
the population will eventually become extinct whenever the averaged growth
rate (Eq. 4.3.9a) is less than one. The expression of the average growth rate
suggests that the sedentary populations contributes to the survival and growth
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of local populations, hence to the spread of the overall population (Further
discussed later).
Third, the derived rate of spread (Eq. 4.3.12) depends on the spatially averaged
growth rate (Eq. 4.3.9a) and a "spatially averaged rate of spread" (Eq. 4.3.9c)
rather than the harmonic mean of the dispersal rate as for PDE based models
(Shigesada et al., 1986; Kinezaki et al., 2006). We speculate that this is due to
the more explicit implementations of the dispersal distance in dispersal kernel
models compared to the dispersal rate in their PDE counter part.
Fourth, the approximations obtained in this work were derived for small period
of environmental variation. Numerical simulations (run for L ≤ 10) however
suggested that the approximations were reasonably accurate for longer period.
Similar observations were made by Kawasaki and Shigesada (2007) in the case
of Laplace dispersal kernels. Furthermore, one can also use a dimensionless
model (see for example the work of Dewhirst and Lutscher (2009)) and assume
that L = 1.
Finally, the approximation Eq. 4.3.12 was derived for periodically varying en-
vironments with suciently small period. Numerical simulations show that
the approximation agree with rate of spread computed on randomly generated
landscapes (Fig. 4.7b). This is due to the fact that the approximation does
not depend explicitly on the period of environmental variations but rather on
the availability of favourable habitats in the overall landscape.
Dispersal behaviours and the rate of spread
It is well known that the spread of a population is the result of an interplay be-
tween growth and individuals movements. Most spread models, in particular
models in heterogeneous environments, have focused on dierent growth re-
sponses and the dispersal distance ((Kawasaki and Shigesada, 2007; Dewhirst
and Lutscher, 2009)). The inuence of dispersal probability in turn have re-
ceived only little attention. Indeed, in a homogeneous environment, the higher
the dispersal probability, the faster the spread of the population (Lutscher,
2008). In this work we investigated the eects of location-dependent dispersal
behaviours.
Unlike the case of homogeneous environment, we found that spatially vary-
ing dispersal probability can have both negative and positive eects on the
spread of a population (Fig. 4.5). When only a small proportion of the envi-
ronments is favourable for the population's growth (Fig. 4.5 - left), the rate
of spread was improved by small dispersal probability from favourable patches
but decelerated by the emigrations from unfavourable patches. Indeed when
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the proportion of favourable habitats is small, the local populations in the
majority of the environment are open to extinction due to the low quality
of the habitats. The populations from the rare favourable habitats therefore
act to rescue the population from extinction and to advance the population's
range. However, such rescue is benecial to the range expansion only when
the dispersal probabilities from the favourable as well as unfavourable habitats
are balanced, namely both moderate or both high. Indeed, when only small
proportion of the habitat is favourable for the growth, low emigration from
such patches may not suce to rescue unfavourable patches from extinction
and push the range expansion. High emigration from favourable patches alone
on the other hand can lead to a decline in the local "rescuer" populations
and yield a slower spread. As the proportion of favourable habitats becomes
higher (Fig. 4.5 - right), higher dispersal probability from the favourable and
unfavourable patches can push the population's front without depleting local
populations. Therefore high dispersal probabilities act to accelerate the spread
of the population when a large proportion of the habitat is favourable for the
population's growth.
Location-dependent dispersal probabilities also inuenced the rate of spread
in the sinusoidally varying environments (Fig. 4.11c). First, the rate of spread
increased with the mean dispersal probability. This behaviour is consistent
with the results obtained when the dispersal probability does not depend on
the location (Lutscher, 2008). Second, increasing the amplitude of the vari-
ability of the dispersal probability can accelerate or decelerate the spread of
the population depending on the population's growth. When the dispersal
probability oscillated in the same phase as the growth rate, our results suggest
that the higher the amplitude of dispersal probability, the faster the spread
of the population. In this case, increasing the amplitude of the growth rate
and dispersal probability improves the spread at the maxima of the growth
and dispersal probability in a manner outweighing the slow spread at the less
favourable locations, hence imposing an acceleration of the spread. Deceler-
ating eects on the other hand were observed when the dispersal probability
and the growth rate oscillated in anti-phase because the slow spread around
the minimal dispersal probability can act to limit the overall spread of the
population.
Optimal proportion of favourable habitats
As we have seen previously, the proportion of favourable habitats also inu-
ences the rate of spread even when the growth and dispersal parameters are the







. While the rst ratio compares the dispersal distance ef-
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fectuated by individuals from unfavourable and favourable habitats during one
dispersal phase, the second one is concerned with the size of the populations
dispersing from each type of patches.
In a broad view, the optimal proportion of favourable habitats decreased with
the ratios (Fig. 4.6). Indeed, when the growth and dispersal probability pa-




increase in the dispersal distance eectuated by individuals from unfavourable
patches, or a decrease in the dispersal distance of individuals from favourable
habitats. In both cases, the presence of unfavourable patches becomes more
benecial for the spread of the population, thereby reducing the proportion




suggests that individuals from unfavourable patches become
more active in the dispersal process and reduces the proportion of favourable
habitats required for optimal spread.
It is worth to note that homogeneously favourable environments are optimal
for the spread whenever the populations from such habitats are more motile





even when the individuals are less prone to disperse to farther distances (that is
σ21 < σ
2
2). The extreme opposite case consists of homogeneously unfavourable





1. In the latter case however, it is required that the population
can grow even in the "unfavourable" habitats (R1 > R2 > 1), otherwise the
population will eventually become extinct. A good balance of favourable and
unfavourable habitats is necessary in order to maximaze the rate of spread
when the growth rate and local rate of spread are not correlated (Fig. 4.6).
This can occur for instance when there is a trade-o between growth and
dispersal.
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Predation is one of the most fundamental interspecic interactions in ecology.
Early theories regarding the predator-prey systems often implicitly assume
well-mixed homogeneous populations in space, namely the mean-eld assump-
tion (Rosenzweig and MacArthur, 1963; Beddington et al., 1975; Berryman,
1992) and thus violate the reality that the spatial distribution of species is
rarely homogeneous (Kokubun et al., 2008) but spatially autocorrelated (Fortin
and Dale, 2005; Hui et al., 2010). Furthermore, the conventional non-spatial
models do not allow the implementation of dierent survival strategies that
can lead to the spatial heterogeneity of species distribution. As such, the
spatial predation models have been developed to mainly examine the eect
of spatially explicit processes on the dynamics and viability of populations,
such as models using partial dierential equations, coupled ordinary dieren-
tial equations, integrodierence equations and lattice models (Neubert et al.,
1995; Murray, 2002; Petrovskii and Li, 2005).
One important process that can substantially aect the spatiotemporal dynam-
ics is dispersal (as species'behaviour strategy; (Lonsdale, 1993)). Living organ-
isms often display a variety of behaviour strategies in nature to enhance their
survival (e.g. seeking refuge and forming swarms for anti-predation; (Siegfried
and Underhill, 1975; Lindén, 2007; Weng et al., 2007)), where dierent dis-
1The results from this chapter has appeared in the journal of Ecological Modelling 2011.
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persal (or movement) behaviours are bound to arise from the optimization of
species evolutionary tness. Consequently, dierent ways of capturing prey
have been observed in predators. While some predators sit and wait for their
prey at hidden places (e.g crab spiders; Morse (2006)), others actively change
their hunting ground according to prey density (e.g. python Madsen and Shine
(1996)). In contrast, prey can also improve its survival rate by actively avoid-
ing encountering potential predators (e.g. white sharks; Weng et al. (2007)).
Beside aecting its own survival, dispersal behaviours can also potentially af-
fect the invasiveness and spread of non-native species (Holway and Suarez,
1999; Rehage and Sih, 2004). However, it is still unclear how species dispersal
behaviours aect the speed and spatial patterns of species range expansion,
especially in a predator-prey system.
Depending on the causes and the modes dispersal, the spatial patterns exhib-
ited can vary from spatial synchrony (i.e. the dynamics of populations at dif-
ferent localities coincide) to a spatial chaos (Li et al., 2005). While the spatial
heterogeneity of species distribution enhances the survival by providing refuge
and thus promoting rescue eect (Allen et al., 1993; Bommarco et al., 2007),
spatial synchrony tends to be detrimental to the persistence of metapopulation
(Matter, 2001). Studies of this kind mainly focus on (i) the eect of predator's
dispersal behaviour (that depends on prey density) on the dynamics of the sys-
tem (Chakraborty et al., 2007; El Abdllaoui et al., 2007; Ainseba et al., 2008;
Tao, 2010) and (ii) the eects of prey refuge and density-dependent mortality
on species persistence (Gonzalez-Olivares and Ramos-Jiliberto, 2003; Forrester
and Steele, 2004). An emerging question from invasion biology is how such
dispersal behaviours aect the rate of spread of non-native species in novel
environments (Okubu, 1988; Shigesada and Kawasaki, 1997; Sutherland et al.,
2002). Closely relevant to the monitoring and control of invasive species, it
is only recently that this question has started to receive attention (Tsyganov
et al., 2004).
We here explore the eects of two density-dependent dispersal behaviours,
namely prey evasion (PE) and predator pursuit (PP), on the spatiotemporal
dynamics of a predator-prey using a discrete metapopulation model. Prey
evasion (PE) describes the behaviour of predator avoidance in prey - that is,
animals often avoid encountering their predators by actively eeing to places
with lower predator density. Predator-pursuit (PP), on the other hand, por-
trays the tendency of predators to pursue prey by moving from their current
location to high-prey density areas Tsyganov et al. (2004). The eects of PE
and PP have been investigated in a semi-discrete framework (Li et al., 2005),
showing that these dispersal behaviours can alter the spatial synchrony in a
predator-prey system and promote population persistence.
Our model is based on the model published by Beddington et al. (1975) and
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adapted to incorporate PE and PP. A similar model was used by McCann
et al. (2000) for building a three-patch model to investigate the outbreak
of populations in a discrete system. Our metapopulation model consists of
predator-prey systems in dierent habitat patches which are spatially linked
by nonlinear density-dependent dispersals. We focus on the eects of PE and
PP on the metapopulation persistence and the rate of spread when a species
expand, both of which are of crucial importance for controlling the spread of
invasive species and conserving endangered species.
5.2 Models
5.2.1 Dispersal-reproduction model
We assume a dispersal-growth model, that is , the model consists of two phases.
During the dispersal phase, a fraction of prey and predators move from their
location to more suitable surrounding patches according to density-dependent
dispersals, namely dispersal due to random walk, PE and PP. During the
growth phase, populations within a patch undergo growth and experience pre-
dation. In the following, we let Ni,t and Pi,t denote the density of the prey and
predator populations in the patch i at time t respectively.
The dispersal phase includes three components: random-walk, PE and PP.
Firstly, individuals undergo random-walk which leads to individuals diusing
from crowded patches to less-crowded adjacent patches. We assumed that
the patches were homogeneous and that the prey and predators had the same
sighting range so that individuals can compare equal amount of neighbouring
patches. The net number of prey individuals RW (Ni,t) gained by patch i
















where ζi designates the set of patches surrounding the patche i, and ]ζi is the
number of patches surrounding the patch i. We used the Moore neighbourhood
which consists of all patches sharing and edge or corners with the patch. The
random walk of the predator species was dened analogously.
Secondly, the movement of individuals between cells (patches) can also be
aected by the dispersal behaviours (i.e PE and PP). We modied the form of
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PE and PP previously presented by McCann et al. (2000) and Li et al. (2005)
to ensure the solutions are positive, and derived the following revised forms
for the net number of prey gained in patch i (PEi) due to the eect of PE (i.e







max(0, Pj,t − Pi,t)
Pj,t + Pi,t)
Nj,t −





Similarly, we can dene the net number of predators gained in patch i due to
the eect of PP (i.e. the number of predators following prey from neighbouring
patch to patch i minus the number of predators following prey from patch i















Let ν and β denote the intensity of PE and PP respectively, µ and α the
maximum dispersal rate of the prey and predators, and Ñi,t and P̃i,t the post-
dispersal prey and predator population densities of patch i at time t. We thus
have the population dynamics for the dispersal phase:
Ñi,t = Ni,t +
µ
1 + ν
(RW (Ni,t) + νPEi)
P̃i,t = Pi,t +
α
1 + β
(RW (Pi,t) + βPPi)
(5.2.4)
The coecients of the dispersal behaviours of the prey were chosen such that (i)
when the PE intensity ν is negligible, in the absence of predators for instance,
the dispersal of prey is driven completely by random walk with a dispersal
rate µ, (ii) where ν is large, the dispersal of prey is dominated by PE with
the same dispersal rate µ. The coecients of the dispersal of predators were
dened analogously.
The reproduction phase includes population growth and predation (Bedding-









Pi,t+1 = cP̃i,t(1− e−aP̃i,t)
(5.2.5)
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Figure 5.1: A step of the two-patch model. Fluxes are shown for N1,t > N2,t
and P1,t < P2,t in the illustration.
with positive initial distribution Ni,0 ≥ 0, Pi,0 ≥ 0, i = 0, 1, . . . n, where b is
the intrinsic growth rate of prey, K is the carrying capacity of prey per patch,
a is the predator's attach rate and c is the eciency of conversion of prey
into predators. The population ow is show in Fig. 5.1 when N1,t > N2,t and
P1,t < P2,t. In the gure, PE and PP occur from the rst patch to the second
one. A summary of the parameters and variables used in this model is given in
Table 5.1. It is worth to noting that with positive initial population density,
the solution to the above model remains positive and is bounded for all time
t.
5.2.2 Numerical simulations
In most cases in the simulation, we used the same set of parameters (b =
0.5, c = 1, a = 0.5, K = 15, µ = 0.75 and α = 0.75) and only changed the
intensity of PE and PP (i.e. ν and β). to investigate their eects on the
spatiotemporal dynamics of the predator-prey system. Both the prey and
the predators were initially located in the centre of the lattice, leaving other
patches empty. Reective boundaries were used (i.e. individuals which move
out of the lattice will be located back to their pre-dispersal locations). We
studied the eects of dierent levels of PE and PP on the metapopulation per-
sistence, the spatiotemporal dynamics of the predator-prey metapopulation,
specically spatial synchrony and the rate of spread.
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Variable / Parameter Description
Ni,t Prey population size before migration in patch i
at time t
Ñi,t Prey population size after migration in patch i at
time t
Pi,t Predator population size before migration in patch
i at time t
P̃i,t Predator population size after migration in patch
i at time t
PEi Prey evasion between a patch i and its neighbours
ν Intensity of PE
PPi Predator pursuit between a patch i and its neigh-
bours
β Intensity of PP
µ Maximum migration rate of preys
α Maximum migration rate of predators
a Predators attack rate
c Conversion eciency of preys into predators
K Prey's carrying capacity per patch
b Prey's intrinsic growth rate
ζi Set of neighbours of a patch i
]ζi Number of neighbours of a patch i
Table 5.1: Description of parameters and variables for the spread of a predator-
prey metapopulation.
To investigate the eects of PE and PP on the persistence of the metapopu-
lation, we started by exploring the eects of PE and PP on the stability of
a two-patch model. We then undertook extensive numerical simulations to
investigate the eects of PE and PP on the persistence of the metapopulation
on a large lattice. The persistence of the metapopulation was measured by the
mean population density over the occupied patches. Non-symmetric steady
states which may arise in large lattices were not captured in the study.
Spatial synchrony depicts the coincidence in the temporal uctuations in lo-
cal population size and can be measured using the method based on change
described by Buonaccorsi et al. (2001). For two patches i and j, the level of





where Aij is the number of times that the population size in the patches i and
j uctuate in the same direction. The level of synchrony for the lattice was
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then dened as the mean synchrony of all pairs of patches in the lattice.
To calculate the rate of spread, we adopted the method used by Kawasaki
and Shigesada (2007) for a discrete-time one-dimensional model to the two-






(R(τ)−R(τ − 1)) = R(t)−R(0)
t
, t > 0 (5.2.7)
where R(t) is the approximate radius occupied by the species at time t. Here,
occupied patch refers to a patch with a population size higher than a threshold
of detection σ. If we denote the area occupied by the species, that is also the







The two-patch model has three steady states, including a trivial steady state
(N1 = 0, N2 = 0, P1 = 0, P2 = 0), a semi-trivial steady state (K,K, 0, 0) and a














The trivial steady state is stable regardless of the parameter values. The sta-
bility region of the non-trivial steady state became largest in the parameter
plane when there was no PE and PP in the system (See Fig. 5.2). the popula-
tion started to oscillate for high prey carrying capacity (K), and the predators
became instinct for low prey carrying capacity and prey intrinsic growth rate
(b). The stability region of the non-trivial steady state shrank for high prey
intrinsic growth rate, driving the system to oscillate. The asymptotic mean
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Figure 5.2: Stability switch of the two patch-model. The non-trivial steady
state is stable in the region in red and unstable otherwise. (a) When there
is no prey evasion (PE) or predator pursuit (PP). (b) Strong PE (ν = 30)
but no PP. (c) Strong PP (β = 30) but no PE. (d) Strong PE and PP with
ν = β = 30.
population size of the prey is shown in Fig. 5.3 for K = 4 and b = 0.5, repre-
senting a stable non-trivial steady-state (Fig. 5.2). The mean population size
is low when PE and PP are small, and strong PE and PP lead to high pop-
ulation size. However, the eect of PP on the mean population size is much
less than the eect of PE.
5.3.2 Spatial distribution and rate of spread
Spatial distributions of the prey after 120 time steps are presented in Fig. 5.4
under dierent intensities of PE and PP. When PE and PP were weak, the
prey population expanded in circular waves and distributed evenly over the
occupied patches. This uniform distribution of the population was gradually
deteriorated as we increased the intensities of PE and PP either independently
or simultaneously. When the intensity of PE was disproportionately higher
than the intensity of PP, the prey population propagated in circular waves
and accumulated in a circular ring front. When PP was stronger than PE,
directional (anisotropic) expansions of the prey appeared and gave rise to
a heterogeneous but symmetric distribution of the population. When both
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Figure 5.3: A parameter plane showing the mean prey population size as a
function of density-dependent prey evasion (PE) and predator pursuit (PP).
Parameter values are set as K = 4, b = 0.5, a = 0.5, µ = 0.75, α = 0.75. PE
and PP are increased in steps of 1 from 0 to 30.
PE and PP were strong, the circular ring front associated with a strong PE
became thinner and the directional expansion associated with a strong PP
became more isotropic.
The spatial synchrony of the prey is presented as a function of the intensities
of PE and PP in Fig. 5.5, showing an asynchronous behaviour of the popula-
tions in the lattice. Highly synchronised dynamics was observed for weak PE
and PP. Both PE and PP had a desynchronizing eect on the spatial dynam-
ics. Furthermore, the level of synchrony was more sensitive to PE than PP.
The spatial synchrony remained with the increase of PP intensity (β) only,
whereas the synchrony declined with the increase of PE intensity (ν). The
least synchrony was reached for strong PE and PP simultaneously.
The rate of spread of the prey and predators were calculated according to the
radius at the 120 time step with a threshold of detection of 0.01 (Fig. 5.6).
The rate of spread for prey was correlated with the rate of spread of predators.
The range expansion became faster with the increase of PE intensity but only
when the PE intensity was below a certain threshold (ν∗(β)), beyond which the
rate of spread started to decline with the PE intensity ν. Similarly, the rate of
spread was an increasing function of the PP intensity when β < β∗(ν), beyond
which the rate of spread became a decreasing function of the PP intensity.
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Figure 5.4: Spatial distribution of the prey population after 120 generations
on a 250×250 lattice. Parameter values are set as b = 0.5, c = 1, a = 0.5, K =
15, µ = 0.75, α = 0.75. In the patterns, red refers to high population size and
dark blue reects low population size.
Figure 5.5: A parameter plan showing the level of spatial synchrony of the
prey population as a function of prey evasion and predator pursuit, calculated
on a 20 × 20 lattice. Parameter values are set K = 4, b = 0.5, a = 0.5, µ =
0.75, α = 0.75. PE and PP are increased from 0 to 30 in steps of 1.
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Figure 5.6: A parameter plan showing the rate of species spread as a function of
prey evasion and predator pursuit, calculated on a 250×250 lattice. Parameter
values are set as K = 15, b = 0.5, a = 0.5, µ = 0.75, α = 0.75. PE and PP
are increased from 0 to 30 in steps of 1. (a) Rate of prey spread. (b) Rate of
predator spread.
5.4 Discussion
5.4.1 Dispersal behaviour and spatial distribution
Spatial synchrony in population dynamics is mainly caused by three factors
- (i) spatial autocorrelation inherent in the environment (Moran, 1953; Gao
et al., 2007), (ii) interspecic density regulation through predation and par-
asitism (Ims and Andreassen, 2000; Gonzalez-Olivares and Ramos-Jiliberto,
2003) and (iii) density-dependent dispersal (Jansen, 2001). For a predator-
prey system in particular, even a small dispersal rate can lead to synchrony if
the environment is homogeneous (Jansen, 2001). In contrast, we studied the
eect of two density-dependent dispersals (PE and PP) on the spatial syn-
chrony of the predator-prey systems. The spatial synchrony reached peaks
when the dispersals were only motivated by random walk and reduced when-
ever PE and PP were present. This is consistent with the results from a
two-patch semi-discrete model (Li et al., 2005). Moreover, PP alone has a less
desynchronizing eect than PE. When PE is strong, however, prey can move
to 'refuge' patches with low predator densities and thus grow in abundance
before being detected by predators. This allows the growth of prey in 'refuge'
patches while the remaining prey in the original patch is being depleted by
predators, inducing a spatial asynchrony between refuge and original patches.
Moreover, the decline of synchrony caused by the density-dependent disper-
sal was more severe in predator-prey systems than in single-species systems
(Münkemüller and Johst, 2008).
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Numerical simulation on the 250×250 lattices further conrmed that density-
dependent dispersal is a force of asynchrony: an even spatial distribution of
the prey population was observed when the patches are connected only via
density-dependent random walk (Fig. 5.4), consistent with Nguyen-Huu et al.
(2006) results. The prey with strong PE is mainly driven by fear of predators
and thus takes minimal-eort evasion strategy (Oshanin et al., 2009). This
potentially explains the high concentration of prey in the range front for prey
when there is high PE intensity (the red ring front in Fig. 5.4). In contrast,
predators with a strong PP ability can quickly move into patches with a high
prey density and deplete the local prey while the prey population in other
patches expands, giving rise to the anisotropic expansion (Fig. 5.4). When PE
and PP are both strong, the minimal-eort evasion of prey is interfered with
by the anisotropic expansion, leading to strong asynchrony and spatial chaos
(Li et al., 2005).
5.4.2 Dispersal behaviour and the rate of spread
Elucidating the eect of biotic interactions on the spread of invasive species is
important for mitigating the detrimental impact of biological invasions on the
recipient ecosystem (Petit et al., 2008). The rate of spread has been shown
to be more sensitive to long distance dispersal (Lewis, 1997; Shigesada and
Kawasaki, 1997). Predation, on the other hand, has been speculated to be
able to slow down the expansion of a prey species (Owen and Lewis, 2001).
Our results suggest (i) that the velocity of range expansion for predators is
closely tied with the velocity of prey range expansion (Fig. 5.6) and (ii) the
rate of spread of both species is an increasing function of weak PE and PP
but a decreasing function of strong PE and PP. The results are consistent
with the results from Tsyganov et al. (2004) for a continuous one-dimensional
model with weak PE and PP. When PE becomes more dominant (compared
to PP and random walk), however, the prey avoid mainly predator-crowded
areas. This implies a lack of prey for the predators and slows down the range
expansion of the species. This further reduces the movement of the prey once
the prey passed the area occupied by the predators, and slows down the range
expansion (Fig. 5.6). On the other hand, when the PP is strong, pursuiting
success of predators is improved, which increases the chance of encountering
prey. This will promote predation success and suppress the prey population
from rapid range expansion. Therefore, density-dependent dispersal behaviour
is indeed a factor that can change the speed of range expansion (Owen and
Lewis, 2001; Petrovskii and Li, 2005).
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5.4.3 Dispersal behaviour and metapopulation
persistence
The idea that dispersal between dierent patches may favour the persistence
of metapopulations has its origin in the 1990s. Predator-prey systems, where
in particular non-spatial models tend to be unstable or lead to population
extinction (Taylor, 1990) have been shown to be able to persist spatially even
if local populations in dierent patches uctuate (Wilson et al., 1993). In our
case, the coexistence of the prey and predators was strongly mediated by the
density-dependent dispersal behaviours of PE and PP. The stability diagram
in Fig. 5.2 shows that, for the two patch model, the prey and predators can
stably coexist when the carrying capacity of the prey is low and when the PE
and PP are weak. This stable coexistence was disturbed by the introduction of
density-dependent dispersal behaviours (PE and PP). For instance, an increase
in the PE intensity could lead to the extinction of predators when the prey
carrying capacity is low. This is because PE can aect the prey population by
providing local refuges and thus induces lack of prey for the predators.
Beside their eects on the asymptotic behaviour of the population dynamics,
PE and PP can also inuence the population size. Low population size can be
expected when the patches are connected only by random-walk. Although prey
does not go extinct in the system, small prey population was indeed observed
when only PP was present in the model. This is expected since the pursuit
of predators can bring the system to a spatially evenly distribution in the
absence of PE and PP. However, the mean population increased whenever PE
was present in the model. The evasiveness of the prey does not only save local
prey populations from predation, but also promotes rescue eect between prey
populations. Furthermore, an increase in the population size is also associated
with a decrease in the level of spatial synchrony (Figs. 5.3 and 5.5)., consistent
with the idea that spatial synchrony reduces the persistence of the population
(Lloyd and May, 1999; Matter, 2001).
Overall, our ndings suggest that the two density-dependent dispersal be-
haviours, PE and PP, can provoke asynchronous dynamics even in the absence
of environmental heterogeneity, and thus both can improve the metapopula-
tion persistence. Specically, PE has a stronger desynchronizing eect on the
dynamics than PP. Furthermore, weak density-dependent dispersal behaviours
promote the spread of the prey and predator. However, when one of the two
density-dependent dispersal PE and PP is strong, the range expansion will slow
down. The results provide theoretical clues for reducing the rate of spread of
problematic invasive species by choosing appropriate biological agents that
can provoke strong density-dependent dispersal of either the agent or targeted
species.
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After the establishment of a viable population of an exotic species, the next
stage of the invasion process is the spread across the available environment
(Blackburn et al., 2009). Forecasting regions that are susceptible to the inva-
sion as well as predicting the rate of spread therefore become crucial as any
delay in response to the spread of an invasive species may render its control
or eradication less successful if not impossible.
Theoretical investigations of the range expansion and rate of spread of an
invasive species have made great progresses since the works of Fisher (1937)
and Skellam (1951). While some works focus on providing estimates of the rate
of spread, others made previous results more clear for applied and theoretical
purposes (Mollison, 1991; Kot et al., 1996; Weinberger et al., 2002; Hui et al.,
2011). Several investigations, both empirical and theoretical, have pointed out
a positive correlation between the rate of spread on the one hand, and the
population's growth and dispersal on the other hand.
The focus of Chapter 3 is on the role of propagule pressure on the spread
of an invasive species. Propagule pressure, also known as introduction eort,
describes the number of individuals released at the introduction (propagule
size) and the number of releases (propagule number) (Lockwood et al., 2005).
Dierent observations have reported that the propagule pressure can promote
not only the establishment of an invasive species in a novel area, but also the
rate of the subsequent range expansion or rate of spread (Lockwood et al.,
2005; Colautti et al., 2006; Wilson et al., 2007; Simberlo, 2009). Indeed, a
large propagule is less vulnerable to demographic stochasticity and is more
likely to establish in the novel area (Lande, 1993; Allen, 2003). Furthermore,
more individuals in the initial propagule can improve the chance of having
individuals with higher reproductive rate or stronger dispersal ability. Ignoring
the number as well as the properties of individuals in the initial propagule can
87
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lead to an underestimation of the population's rate of spread. The importance
of the propagule pressure however has not been theoretically investigated.
This issue was approached in this chapter by considering a dierent measure
of the propagule pressure. We considered not only the propagule size, but also
a propagule composition which consists of individuals with dierent dispersal
abilities in the initial propagules. For a given propagule size, three cases of
propagule composition can occur. First, the individuals in the initial propagule
have the same dispersal ability. In the second case, the initial propagules
consist of most individuals sharing common dispersal ability, and the rest
of individuals being signicantly better dispersers. In the third case, many
dispersal abilities are present in the initial population. The rst case is the
focus of most models for studying the spread of a single species and has been
investigated in continuous - and discrete - time using PDE and IDE respectively
(Fisher, 1937; Skellam, 1951; Kot et al., 1996). The second and third cases
were investigated in this chapter using a system of IDE in which each equation
depicts the spread of individuals with a given dispersal ability (Eq. 3.2.4).
Overall, each case of propagule composition leads to a dierent pattern of range
expansion. As previously shown by dierent models (Skellam, 1951; Kot et al.,
1996), the rst case of propagule composition yields a linear range expansion,
that is the type 1 pattern according to the classication by Shigesada et al.
(1995). From the second and third cases of propagule composition, we obtained
the type 2 and type 3 range expansion patterns respectively, that is a biphasic
and a continuously accelerating range expansion.
The increase in the rate of spread was observed from our model until a maximal
rate, which corresponds to the maximal dispersal ability in the initial popu-
lation, was reached. Once the maximal rate of spread was reached, the range
expansion became linear with a constant asymptotic rate of spread. In the
case of log-normally distributed initial population, we derived an expression
of the asymptotic rate of spread (Eq. 3.3.18) and found that it increases with
the propagule size as well as the propagule diversity (Fig. 3.6). Although log-
normal distributions were used to model the distribution of dispersal abilities
in the initial propagule, the rate of spread associated to other distributions
can be obtained simply by using the corresponding cumulative probability
function in Eq. 3.3.16. It is worth noting however that the use of log-normal
distributions in this work to model the initial propagule was founded on the
growing evidence that species-abundance relationships follow the same distri-
bution (Limpert et al., 2001; May and McLean, 2007).
Indeed, when there is no trade-o between reproduction and dispersal ability,
individuals with weaker dispersal abilities are bound to occupy the core of the
invaded range, leaving individuals with stronger dispersal abilities to occupy
the front of the invasion and lead the range expansion (Fig. 3.3c). Such spa-
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tial sorting of dispersal abilities, which has been observed in dierent taxa
(Simmons and Thomas, 2004; Phillips et al., 2007; Berthouly-Salazar et al.,
2012), is associated with a dynamic dispersal kernel (Fig. 3.4) and yields an
accelerating range expansion in a mixed population, as speculated by (Phillips
et al., 2008). From our model however, the rate of spread does not increase
indenitely as the dispersal abilities are bounded from the initial propagule.
The spatial sorting of dispersal abilities and accelerating range expansions may
also be linked to the evolution of dispersal related traits which occur at much
faster paces than usual (Hughes et al., 2007; Shine et al., 2011). Our models
do not take into account possible mutations of dispersal abilities. However, we
suspect that incorporating evolutionary processes in the model will amplify the
acceleration of the population's spread, and transform the asymptotic linear
range expansion obtained from the current model into an accelerating invasion
(Bouin et al., 2012) specially in the absence of demographic responses such as
Allee eect which can reduce the rate of spread despite the strong dispersal
abilities of the frontal population (Lewis and Kareiva, 1993). Evolutionary
trade-os between reproduction and dispersal also need to be considered in
this case as potential advantages resulting from increased dispersal abilities
may be balanced if not outweighed by reduced reproductive processes (Hughes
et al., 2003; Shine et al., 2011).
In addition to the initial population, spatial variations of the environment can
also inuence the spread of an invasive species (With, 2002). Such inuences
are the focus Chapter 4. The impacts of spatial heterogeneity is unavoidable
because the quality of local habitats aect both demographic processes and
individual movements (With and King, 2001; With, 2002). The invasion of
heterogeneous environments by continuously moving and reproducing species
have been investigated by Shigesada et al. (1986) and Kinezaki et al. (2006)
using PDEs. In this case the rate of spread was determined by the spatial av-
erages of the growth and dispersal rates. In this chapter, we studied the spread
of a population modelled by IDEs. IDEs are commonly used to model the spa-
tiotemporal dynamics of populations with non-overlapping generations. They
are also usually preferred to PDEs due to their exibility to incorporate dier-
ent dispersal kernels (Kot et al., 1996). In addition to spatially varying growth
rate, we considered the spatial-dependence of two aspects of the dispersal pro-
cess. The rst consists of the dispersal kernel which models the probability
distribution of the dispersal distance eectuated by individuals during the dis-
persal stage. The dispersal kernel is inuenced by the local habitat for example
when individuals from low quality habitats disperse farther in a quest of more
favourable habitats. Spatially varying dispersal kernels have been investigated
for particular environment structure by Kawasaki and Shigesada (2007) and
Dewhirst and Lutscher (2009). The second aspect of the dispersal process is
the dispersal probability. Dispersal probability can depend on the local habitat
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for example when individuals prefer staying in favourable habitats Hui et al.
(2012).
In homogeneous environments, population growth, dispersal distance (disper-
sal kernel) and the dispersal probability all inuence the spread of a population
in a positive manner (Skellam, 1951; Kot et al., 1996; Lutscher, 2008). Previous
studies have shown that population growth and dispersal distance also improve
the spread of invasive species in heterogeneous environments (Kawasaki and
Shigesada, 2007; Dewhirst and Lutscher, 2009). This work highlights the im-
pacts of spatially varying dispersal probability. Overall, our results suggest
that spatially varying dispersal probability can yield faster or slower spread
depending on the availability of favourable habitat (Fig. 4.5). When only a
small proportion of the environment is favourable for the growth of the popula-
tion, lower dispersal from the favourable habitats lead to faster overall spread
of the species. Indeed, in metapopulation dynamics, dispersal can reduce the
probability of local extinctions (Gotelli, 1991). High dispersal probability from
favourable habitats however could depress the overall population as the dis-
persing individuals are likely to land in unfavourable habitats. Lower dispersal
probability on the other hand can lead to faster spread as the sedentary popu-
lation acts as reservoir and allow the populations in favourable patches to grow
and rescue unfavourable patches from extinction. As the amount of favourable
habitats increases however, the spread of the population benets from disper-
sal as the dispersing individuals push the front of the invasion without leading
the population to extinction. In a sinusoidally varying environment, increasing
variability in the dispersal probability was found to benet the spread when
the dispersal probability oscillate in phase with the population growth. In a
sinusoidally varying environment, increasing variability in the dispersal prob-
ability was found to benet the spread when the dispersal probability oscillate
in phase with the population growth.
The impacts of the dispersal probability is linked with the availability of
favourable habitats. For fragmented environment, the asymptotic rate of
spread depends on the availability, or proportion, of favourable habitats in the
landscape rather than the actual sizes of the patches (Eq. 4.3.12). This depen-
dence on the proportion of favourable habitats was observed in periodically
as well as in randomly generated landscape (Fig. 4.8b). We investigated the
relation between the rate of spread and the favourable habitats and found that
the optimal proportion of favourable habitats decreases with the ratio of the
growth of population emigrating from favourable and unfavourable patches as
well as the ratio of their dispersal distance (namely the variances of the disper-
sal kernels) (Fig. 4.6). Homogeneous environments are optimal for the spread
when the population growth and local spread are correlated. Otherwise, a
good balance of favourable and unfavourable habitats is necessary (Fig. 4.6).
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In this work, we assumed that the distribution of the dispersal distance (dis-
persal kernel) is only aected by the origin of the dispersal event. However,
the dispersal distance may also be aected by the environmental heterogene-
ity. Indeed migrating individuals may explore and settle in favourable habitats
that are on their dispersal path (Schliehe-Diecks et al., 2012), or may adopt di-
rected dispersal when the quality of potential dispersal target sites are known
(Bossenbroek et al., 2001). Such behaviour may inuence the distribution of
dispersal distance.
In its current form, the model incorporates two type of habitats, namely
favourable and unfavourable habitats. Populations in favourable habitats are
accompanied with fast growth rate when the population size is small. Un-
favourable habitats on other hands resemble to sink patches where the pop-
ulation size always declines. A variant of the spatially varying growth can
allow for an Allee eect in the entire region, or in unfavourable habitats only.
Dewhirst and Lutscher (2009) have provided some insights on the role of Allee
eects when the dispersal probability is not spatially varying. The combined
eects of an Allee eect and dispersal probability, which can also model resi-
dence time favourable and unfavourable habitats, is still unknown.
Chapter 5 investigates the spread of a predator-prey system with density-
dependent dispersal behaviour. The spatiotemporal dynamics of predator-
prey systems have been investigated in dierent framework (Dunbar, 1983,
1984; Owen and Lewis, 2001). It has been suggested that while the rate of
spread of a predator species increases with the availability of a prey population,
predation can slow down the expansion of its prey. It is worth to note that these
speculations were based on density-independent behaviours. Living organisms
however often display density-dependent strategies in order to improve their
survival. In particular, dierent ways of capturing prey or avoiding predators
have been observed in dierent predators and prey respectively (Madsen and
Shine, 1996; Morse, 2006; Weng et al., 2007). The inuence of such behaviours
were investigated in this thesis. Namely, we used a metapopulation model to
explore the eects of prey evasion and predator pursuit. Prey evasion (PE)
describes the predator-avoiding dispersal of prey - that is, prey often avoid
encountering their predators by eeing to places with lower predator density.
Predator-pursuit (PP), on the other hand, portrays the tendency of predators
to pursue prey by moving from their current location to high-prey density areas
(Tsyganov et al., 2004; Li et al., 2005). The local populations were described
by the predation model introduced by Beddington et al. (1975) (Eq. 5.2.5).
The dierent patches on the other hand were linked by PE, PP in addition to
random walk (Eq. 5.2.4, Fig. 5.1). The density-dependent behaviours aected
dierent aspects of the spatiotemporal dynamics of both species.
First, The density-dependent dispersal aected the persistence of the popula-
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tions. In other words, the dispersal behaviours inuenced the success of the
invasion. Dispersal has been known to favour the persistence of a metapopu-
lation even when local populations uctuate and may appear to be extinct at
some generations (Taylor, 1990; Wilson et al., 1993). In this study however,
the coexistence of the prey and predators was only promoted by the density-
dependent dispersal behaviours when PE and PP are weak. The persistence
of the mepatopulation was deteriorated by density-dependent dispersal for ex-
ample when PE was intensied.
Second, when the population persists, the spatial distributions of both species,
in particular the front of the invasion, were strongly inuenced by PE and PP
(Fig. 5.4). The populations were evenly distributed in space when the patches
are connected only by density-dependent random walk. Such distribution have
been predicted also previously (Nguyen-Huu et al. (2006)). When PE is in-
tensied, the front of the invasion was circular. However the population was
oddly distributed with a high population density at the edge of the invasion.
On the other hand, anisotropic expansion were observed when PP was strong
compared to PE. Indeed, in this case the predators can quickly move into
patches with a high prey density and deplete the local prey while the prey
population in other patches expands. Cancelling eects were observed when
PE and PP where equally strong.
Finally, PE and PP also aected the rate of spread of the prey and predators
species. The rate at which the prey and predator spread were found to be
closely tied (Fig. 5.6). Indeed in this model, as the prey tries to evade the
predators, the latter engages in a pursuit of the prey which yields the cor-
relations between the rate of spread of the species. Both density-dependent
behaviours were found to accelerate the spread of both species when they
occur both at low intensity. A decrease in the rate of spread however were
observed when PE and PP were both strong. This eect has also been specu-
lated by Tsyganov et al. (2004) for a continuous one-dimensional model with
weak PE and PP. When PE becomes signicantly dominant (compared to PP
and random walk), however, the dispersal of the prey are mainly due to avoid
predator-crowded areas. This slows the spread of the predators due to a lack of
prey. The spread of the prey is also slowed down once the prey passed the area
occupied by the predators. In other words, signicantly stronger PE can act to
decelerate the spread of the predator as well as the prey even though predation
did not necessarily take place due to the highly evasive prey strategy. On the
other hand, when the PP is strong, pursuiting success of predators is improved,
which increases the chance of encountering prey. This will promote spread of
the predators while limiting the expansion of the prey population. This re-
sult is consistent with the speculation from density-independent dispersal that
predation can slow down the spread of a prey population.
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Overall, this thesis provides a possible explanation to the patterns of range
expansion reported by Shigesada et al. (1995) (Chapter 3). The importance
of varying dispersal probability is also highlighted whether it is due to envi-
ronmental heterogeneity (Chapter 4) or density-dependent dispersal strategies
(Chapter 5). In particular, the current work points out that while the spread
of an invasive species is positively correlated with the dispersal distance, the
inuence of dispersal probability in heterogeneous environment depends on the
availability of favourable habitats. Finally, this study also advises the impor-
tance of census locations when collecting data to estimate dispersal parameters.
The rate of spread of the population was determined by the frontal population
and can be underestimated by the population at the core of the invasion. Pos-
sible extensions and challenges from the current works are discussed, including,
the role of evolutionary changes in range expansion patterns, as well as the
interference between Allee eect and dispersal probability in heterogeneous
environments.
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