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Of late, numerical simulation has become an indispensable tool in the marine renew-
able energy sector to study the impacts of tidal energy extraction on the surrounding
environment. One of the methods used in modelling the presence of a tidal stream
device in numerical model is to employ the actuator disc approach. This method char-
acterises a turbine as a simple disc of similar dimensions to the rotor and is also utilised
to approximate the forces exerted to the flow.
Nonetheless, as most actuator studies are limited to simulating a very small scale disc
(e.g. rotor diameter of 0.1 meter), there is a notable research gap in understanding
the actuator disc’s capability for representing a full size tidal turbine (e.g. 16-20 meter
rotor diameter) within a regional scale tidal model. Moreover, as simulation outputs are
sensitive to the experience and knowledge of the users, it is also crucial that validation
studies are conducted to help understand various numerical parameters involved in the
computation.
In light of this, the objectives of this doctoral research are threefold: (a) to comprehend
the advantages and disadvantages of conducting hydrodynamic tidal resources analysis
using two distinct free-to-use software, namely Telemac3D and Delft3D, and select
one suitable software tool for further simulations. In this case, Telemac3D was chosen;
(b) to examine the influence of selected numerical parameters on the predicted wake
characteristics due to the implementation of a full size actuator disc within a small
idealised channel; (c) to gain insight into the validity and robustness of the actuator
disc approach in a regional scale simulation using the experience acquired from the
previous two objectives.
The area of interest in this work is the Inner Sound of the Pentland Firth, Orkney
Waters, for which both Telemac3D and Delft3D were applied. The models were cal-
ibrated and validated with measured tidal levels and current speeds. Although both
hydrodynamic models performed equally in predicting tidal parameters, further para-
metric analyses and device modelling were undertaken only with Telemac3D, due to
its capability to perform robust parallel computing when unstructured mesh is imple-
mented in the computational domain.
The sensitivity studies performed on the actuator disc within an idealised channel
v
illustrated flow behaviours that agreed with published literature. Consequently, this
lends credence to the use of actuator disc approach as a means of representing tidal
turbines within a regional scale simulation.
This study illustrated that the accuracy of a full scale actuator disc is highly influenced
by the technique used in defining the disc’s swept area within the model code. The
results of the analyses are presented graphically, accompanied by a relevant statistical
dataset to enable ease of reference by stakeholders.
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Abstract
In recent years, the actuator disc approach which employs the Reynolds-Averaged
Navier-Stokes (RANS) solvers has been extensively applied in wind and tidal energy
field to estimate the wake of a horizontal axis turbine. This method is simpler to admin-
ister and requires moderate computational resources in modelling a tidal turbines rotor.
Nonetheless, the use of actuator disc approximation in predicting the performance
of tidal devices has been limited to studies involving an extremely small disc (e.g.
rotor diameter of 0.1 meter). The drawback of a small scale actuator disc model is the
overestimation of essential parameters such as the mesh density and the resolution of
the vertical layers, making them impractical to be replicated in a regional scale model.
Hence, this study aims to explore the methodology on implementation of the Three-
Dimensional (3D) actuator disc-RANS model in an ocean scale simulation. Addition-
ally, this study also aspires to examine the sensitivity of the applied momentum source
term and its validity in representing full-size tidal devices. Nonetheless, before the
effectiveness of an actuator disc in a regional model can be tested, tidal flow models
for the area of interest needed to be set up first. This was essential for two reasons: (a) to
ensure accurate hydrodynamic flow conditions at the deployment site were replicated,
(b) to give confidence in the outputs produced by the regional scale actuator disc
simulations, since in-situ turbine measurement data from a real deployment site were
difficult to source.
This research was undertaken in two stages; in the first stage, a numerical model which
can simulate the tidal flow conditions of the deployment sites was constructed, and, in
the second stage, the actuator disc method which is capable of modelling an array of
real scale-sized tidal turbines rotors has been implemented.
In the first stage, tidal flow simulations of the Pentland Firth and Orkney Waters
(PFOW) were conducted using two distinct open-source software – Telemac3D, which
is a finite element based numerical model, and Delft3D, which is a finite difference
based model. Detailed methodologies in developing a 3D tidal flow model for the
PFOW using both numerical models were presented, where their functionality, as well
as limitations were explored. In the calibration and validation processes, both models
demonstrated excellent comparison against the measured data. However, Telemac3D
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was selected for further modelling of the actuator disc considering the model’s ca-
pability to perform parallel computing, together with its flexibility to combine both
structured and unstructured mesh.
In the second stage, to examine the actuator disc’s accuracy in modelling a full size
tidal device, the momentum source term was initially applied in an idealised channel
study, where the presence of a 20-meter diameter turbine was simulated for both
single and array configurations. The following parameters were investigated: (i) size
of the unstructured mesh utilised in the computational domain, (ii) variation in disc’s
thickness, (iii) resolution of the imposed structured grid to represent turbine’s enclo-
sure, (iv) variation in the vertical layers, and (v) influence of hydrostatic and non-
hydrostatic formulations on the models’ outputs. It is to be noted that the turbine’s
support structures have not been included in the modelling.
The predicted velocities and computed turbulence intensities from the models were
compared against laboratory measurement data sourced from literature, where excel-
lent agreement between the model outputs and the data from literature was observed.
In essence, these studies highlighted the efficiency and robustness of the applied mo-
mentum source term in replicating the wake profiles and turbulence characteristics
downstream of the disc, hence providing credence in implementing the actuator disc
method for a regional scale application.
Subsequently, the validated actuator disc method was applied to the Inner Sound region
of the Pentland Firth to simulate arrays of up to 32 tidal turbine rotors. The wake
development, flow interactions with the rotor arrays, and flow recovery at the Inner
Sound region have been successfully mapped. Also, this study highlighted the impor-
tance of employing optimal numerical margins, specifically for the structured grid and
horizontal planes, as both parameters were relevant in defining the disc’s swept area. As
published materials on the implementation of actuator disc approach within a regional
scale model is still scarce, it was aspired that this work could provide some evidence,
guidance and examples of suggested best practice in effort to fill the research gap in
modelling tidal turbine arrays using the actuator disc approach.
viii
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Chapter 1
Introduction
Over recent years, electricity generation from renewable technologies has been aggres-
sively promoted by governments around the world partly due to the Intergovernmental
Panel on Climate Change (IPCC)’s reports [1] on the unprecedented climate change
observed over the decades to millennia. For perspective, with burgeoning global popu-
lation, energy consumption worldwide in 2014 was recorded at 9500 million tonnes of
oil equivalent (Mtoe) - more than double the 1973 figure at 4600 Mtoe [2].
While onshore wind has typically provided the largest growth in alternative energy over
the last few decades, marine technologies (i.e. wave and tidal) are now quickly emerg-
ing as one of the viable options in meeting the world’s energy demands. Nonetheless,
the wave and tidal energy sector is still at an early stage of its development, presenting
plenty of challenges to industries, researchers as well as regulators.
Specifically, Scotland is well placed to exploit its ocean energy potential to the fullest
and deliver a sustainable, world-leading renewable energy industry. Studies have in-
dicated that renewable resources from wind, wave and tidal on the Scottish Waters,
especially near the Islands of the Western Isles, as well as Orkney and Shetland are
considerable. Hence, it is no surprise that Scotland is expected to play a significant
role in meeting the 2020 renewable targets set by both the UK and Scottish govern-
ments [3, 4]. Table 1.1 highlights the ambitious targets set by the Scottish government
to reduce its dependency on conventional energy.
Interestingly, while the Scottish government is making enormous strides to reduce
dependency from the North Sea’s oil, and is well on its way to achieve longer term
de-carbonisation objectives, UK still lags behind. Latest reports indicated that the
UK is one of only three member states (besides Denmark and Poland) to become
more dependent on imported energy in the last decade [8–10], while the European
Union (EU) is making good progress towards the goal of using 20% of final energy
consumption from renewable sources by 2020. To emphasize, the UK’s figure is just
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Table 1.1: Scotland’s and UK’s renewable targets.
Scottish targets
• 100% of electricity demand from renewables by 2020
• Achieved its target of 50% electricity demand equivalent from renewables by
2015 [5]
• Emission reduction target of 80% by 2050
• Interim target of 42% by 2020
• Under the newly presented Scottish Energy Strategy [6]
◦ 50% renewable energy target by 2030
◦ Reducing greenhouse gas emissions by 66% by 2032
UK targets
• 15% of total energy from renewables by 2020
• Currently at 8.2% [7]
• 27% of total energy from renewables by 2030
• Emission reduction target 80% by 2050
8.2 per cent based on a 2017 report [7].
As of 2014, the share of renewables reached 16% of the gross final energy consumption
of the EU. With the UK legally bound to provide for 15% of its energy needs—including
30% of its electricity, 12% of its heat, and 10% of its transport fuel—from renewable
sources by 2020, this highlight the importance of Scotland to help push the figure
forward to achieve the outlined targets. It has been disclosed that renewables are the
single largest contributor to electricity generation in Scotland—higher than both nu-
clear generation (33%) and fossil fuel generation (28%), and made up approximately
26% of total UK renewable generation in 2015 [11].
The Pentland Firth and Orkney Waters (PFOW), which is located between the Orkney
Islands and the northern tip of Scottish mainland, is known to has a significant propor-
tion of UK’s extractable tidal resource. This region is well known for the high speed
of its tidal currents, and has consequently attracted significant attention as a possible
site for the deployment of tidal energy converters. Two locations with the highest tidal
stream velocities are at the Outer Sound, which is between the islands of Stroma and
Swona, and also the Inner Sound, a channel between Stroma islands and the Scottish
mainland.
Figure 1.1, published by Shields et al. [12], displays the mean spring velocity contour
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of the PFOW regions, with current speed higher than 2.26 m/s was observed within the
Outer Sound area. Additionally, the Inner Sound’s mean spring velocity was recorded
to be between 1.76-2.00 m/s. In particular, current speeds within these regions are
highly influenced by local ocean topography, coastline, and also narrow constrictions
(e.g. straits between two oceans), which consequently have an impact on the flows’
direction [12, 13].
Figure 1.1: Tidal current regime of the Pentland Firth and Orkney Waters illustrating
the mean spring velocity. Figure sourced from [12].
Commercial exploitation of tidal energy resource is currently under way in the Inner
Sound by MeyGen Ltd, with plans to deploy a demonstration array of 1 MW rated tidal
turbines. More importantly, this would signal the beginning of a staged development
process, where the end target is to employ turbine arrays that could generate up to
398 MW of electricity in its foreseeable future [14]. Although the locations for arrays
deployment are device specific, a number of generalised assumptions were introduced
to provide a guideline when assessing potential sites. Such assumptions include [12,
15]:
• 22 m shipping clearance
• slope gradients of less than 0.5o
• limited or no sediment deposition
• more than 1km away from nationally designated protected areas
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• current speeds that exceed a typical device cut-in speed for more than 50% of the
time
Figure 1.2: Potential development sites at the Pentland Firth and Orkney Waters
based on specific sets of assumptions. Figure sourced from [12].
Figure 1.2 illustrates potential development sites at the PFOW based on the stated as-
sumptions, which complements the mean spring velocity contour previously observed
in Figure 1.1. Equally important, the influence of flow turbulence/eddies within the
deployment areas should also be considered to avoid extreme loading on the turbines’
blades and structures that may shorten their operational lives.
In recent years, numerical modelling has proven to be an indispensable tool in as-
sessing possible impact of marine energy converters before their deployment. Several
studies (e.g. [16–18]) have attempted to include tidal stream converters at various
locations using a wide range of numerical models. Nonetheless, due to constraints on
spatial mesh resolutions [19], it has proven to be a challenge for many researchers to
accurately model individual turbines within the flow. Generally, there are four common
approaches to represent a 3D tidal turbine in a numerical model; by using (a) actuator
disc approach (b) Blade element method (BEM) method (c) actuator line approach (d)
fully resolved model.
This research project seeks to address the challenges and constraints involved in simu-
lating full size tidal devices within an ocean scale model by employing the 3D actuator
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disc approach for the PFOW regions. The objectives of this study are elaborated in the
subsequent sections.
1.1 Research objectives
This doctoral research attempts to provide detailed methodology in simulating a full
size tidal stream devices via the actuator disc approach within a regional scale model.
The chosen location for implementing the turbines was Inner Sound region of the
Pentland Firth, which is the largest planned tidal stream project in the world [20].
Actuator disc approach is favoured due to its generality and simplicity. More impor-
tantly, this method can be used to represent any generic tidal turbine since the blades
are not being characterised in the model, hence reducing the model’s complexity.
Nonetheless, the application of actuator disc for modelling tidal stream devices has
been focused mainly on a very small domain, where the input of essential parameters
are often exaggerated.
As the implementation of this approach on a full size tidal turbine is yet to be fully
explored, this work made an attempt to model a full scale rotor using the actuator
disc approximation within an ocean scale numerical flow model. This research aims to
answer the following questions:
• What are the optimal numerical settings to be used in a regional scale simulation
to ensure accurate hydrodynamic conditions at the deployment site are replicated?
• Are there any differences, if any, in the outputs’ produced by two distinct mod-
elling suites for similar input conditions?
• What are the critical numerical parameters involved in simulating full size actua-
tor disc model?
• What are the best modelling practices to be adopted in the implementation of
actuator disc momentum source term?
Additionally, this study also aims to examine the sensitivity of the applied momentum
source term and its validity in representing full-size tidal devices. Nonetheless, before
the effectiveness of an actuator disc in a regional model can be tested, tidal flow models
for the area of interest needed to be set up first. In order to achieve the aims outlined
above, this research project is divided into the following tasks:
• Explore and determine which open-source software is most suitable in conducting
3D tidal flow simulations at the area of interest. This is essential so that hydrody-
namics condition observed at the sites can be properly reproduced.
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• Perform detailed parametric analyses on the numerical models to assess the sen-
sitivity of input parameters. Correspondingly, this will also ensure the models’
robustness.
• Conduct inter-comparison study for the selected numerical models to compre-
hend the advantages and limitations of each software in setting up a regional
scale flow model.
• Set up a small-idealised channel domain to try out the actuator disc momentum
source term, and examine its accuracy by comparing the model’s outputs against
published literature. This includes assessment of uncertainty in model’s outputs,
sensitivity to model tuning parameters and development of a robust approach for
model calibration.
• Adopt similar methodology as used in the idealised channel study to investigate
the accuracy and sensitivity of the applied actuator disc momentum source term
within an ocean scale simulation.
1.2 Contribution to knowledge
The need for this research project arises due to the scarcity of Computational Fluid
Dynamics (CFD) studies concerning the implementation of actuator disc momentum
sink term to model a full size tidal stream device.
The innovative part of this thesis is that this is the first study that concentrates on
the development of methodology for modelling 3D tidal turbine arrays using full scale
actuator disc approach at a real deployment site (i.e. the Inner Sound regions, Pentland
Firth).
In recent years, several studies have utilised the actuator disc method in investigating
various flow characteristics in the presence of tidal devices (e.g. [21–25]). However,
these research works were primarily concentrated on validating a very small-scale actu-
ator disc model, where a 0.1 meter diameter disc was commonly employed, against ex-
perimental results from the flume configuration. To some extent, this can be attributed
to the lack of field data from any deployment sites that can be used for calibrating and
validating a full scale turbine model.
For this very reason, the purpose of this project is to bridge the said research gap by
providing detailed methodology in the application of a full size actuator disc approach
to simulate the wake and flow effects in a regional scale domain. The most significant
original contributions to knowledge of this work are summarised as follows:
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• Detailed methodology in setting up 3D tidal flow models for the Pentland Firth re-
gions using two distinct modelling suites were presented (i.e. by using Telemac3D
and Delft3D), highlighting previously unspecified limitations and constraints be-
tween the two commonly used numerical models.
• The physical, numerical and general parameters employed in the simulations
were thoroughly explored and discussed, since the input required for a 3D hy-
drodynamics model differs remarkably from one used in Two-Dimensional (2D)
model.
• A methodology for implementing the actuator disc momentum source term to
replicate the presence of full size tidal turbines in an idealised channel was pre-
sented and proven to be effective upon benchmarking against published experi-
mental dataset.
• The use of structured grid at deployment’s locations was pivotal to accurately
define the turbine’s features/swept area. Notably, the relationship between struc-
tured grid density and vertical resolution was demonstrated to have a significant
impact on the predicted wake characteristics within the idealised channel.
• The use of non-slip boundary condition for the channel’s bed, which was com-
monly utilised in small scale simulations, was not feasible to be implemented in
a full size idealised channel domain since it required a very fine mesh near the
bottom to satisfy the wall function.
• For the idealised channel set up, while flow retardation characteristics behind the
simulated disc was successfully replicated, the model failed to resolve properly
the bottom turbulence mixing in the near wake regions. Nonetheless, the model’s
outputs significantly improved when the non-hydrostatic solver was introduced.
• Employing similar methodology as used in the idealised channel study, an adapted
momentum source term was applied into a regional scale domain, specifically
at the Inner Sound of the Pentland Firth to imitate the presence of tidal stream
devices in the area.
• Detailed parametric analyses for several key variables utilised in the regional
scale simulation were presented. Outputs from this study were shown to be able to
reproduce the wake characteristics as well as flow interactions as anticipated from
the models, highlighting the robustness of the applied actuator disc momentum
source term.
It is expected the knowledge gained in this work will serve as a guideline for simulating
a 3D actuator disc model within an ocean scale domain. Chiefly, it highlights several
good modelling practices that could be helpful for early stage researchers who are
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interested in implementing this approach to model full size tidal stream devices.
1.3 Thesis outline
This thesis comprises of 8 Chapters and 3 Appendices. The current chapter introduces
the context of this research work and outlines the scope and objectives of the study.
Chapter 2 gives a brief overview on the current status of marine renewable energy,
particularly in the UK. Literature relating to innovations in tidal technologies are dis-
cussed, with update on tidal energy projects worldwide are shown. Furthermore, a
wide range of physical and numerical modelling methodologies employed to study the
technologies is also highlighted, hence setting the background of this doctoral work.
Chapter 3 and 4 provides an overview of the simulation of tidal current flow at poten-
tial tidal energy sites in the PFOW using two commonly used hydrodynamic software
packages, namely Telemac3D and Delft3D. The governing equations as solved by the
models are briefly introduced followed by an extended description of the models’ set
up and calibration exercises performed. Detailed parametric analyses conducted on
various input parameters are also presented. In particular, this inter-comparison study
highlights the advantages and limitations of both modelling suites, where numerical
outputs are validated against the International Hydrographic Organization (IHO) tidal
gauges and Acoustic Doppler and Current Profiler (ADCP) measurements data.
Chapter 5 and 6 outlines the methodology in implementing the actuator disc approach
via RANS momentum source term for a 20-meter diameter turbine in an idealised
channel. Validity of the applied actuator disc source term in predicting the wake decay
and flow interactions for both single and multiple turbines configurations are thor-
oughly explored. Detailed parametric analyses to determine the optimum grid interval
for the turbine’s enclosure, as well as a mesh dependency study are carried out to
ensure robustness of the models. More significantly, model outputs are compared with
published data from literature to give credence to numerical simulations.
The work presented in Chapter 7 translates the knowledge and experiences gained
from the foregoing chapters into the simulation of a real size tidal turbine at a com-
mercial deployment site within the Inner Sound region of the PFOW. Notably, the
methodology and model set up in this chapter also follows the guidelines provided
by European Marine Energy Centre (EMEC) [26] in an effort to provide realistic
working and hydrodynamic conditions experienced by the devices in operation. The
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robustness, as well as sensitivity of the applied momentum source term in representing
a full size tidal turbine for a 3D ocean scale model is properly inspected. Criteria
used in deciding the deployment locations of the turbines are also presented, along
with detailed configurations for the actuator disc models. Particularly, some of the
constraints faced in this research work are also discussed.
Chapter 8 summarises the main findings from each chapter that influences the body
of work as a whole. These include limitations and constraints of the numerical models
used, variations and inaccuracies observed in the output dataset against the measured
data and literature, as well as examples of suggested best practice in an effort to bridge
the research gap for ocean scale actuator disc simulations. Recommendations for future
work which would further deepen and widen knowledge and improve confidence in





The UK Government has estimated that the combined wave & tidal stream energy
has the potential to deliver around 20% of the UK’s current electricity needs, which
equates to an installed capacity of around 30 – 50GW [27]. More significantly, it has
been widely accepted that the UK has 50% of Europe’s tidal energy [28] and 35% of
its wave energy [29].
Among the locations identified for harnessing marine energy are the Solent and Isle of
Wight, Scottish Highlands and Islands and Wales, as well as Cornwall [30]. What is
more, it has been noted that this sector can deliver industrial benefit to Britain ranging
from engineering design and construction, through university-industry research col-
laboration, and also shipping ports. Additionally, tourism industry and professional
services are also expected to be influenced by the growth of marine energy sector.
Scotland has some of the best tidal and wave power resources in the world, with The
Crown Estate directly involved in ground-breaking projects such as the MeyGen tidal
power development in the Pentland Firth. This £10 million investment is the first
commercial scale tidal stream array in the world, and now part of the Crown Estate
Scotland portfolio [31]. Detailed maps illustrating the potential sites for all known
current and pipeline wave and tidal projects across the UK, which are compiled by




































Figure 2.1: Stages involved in the development of marine energy conversion device.
Figure adapted from [34].
Figure 2.1 highlights the steps involved in the development of devices to generate
electricity from waves or tidal currents. It generally started with research and de-
velopment stage, which is mostly driven by the technology push from the industries
and academics. The demonstration and deployment steps, meanwhile, are primarily
governed by the market pull. According to the 2011 report by Carbon Trust [34],
leading developers are installing full-scale prototypes and working towards their first
deployment of devices in an array. Nonetheless, in the last couple of years, great strides
have been made by a number of players in the industry towards commercialisation of
the marine technology, especially for tidal stream devices.
At present, tidal stream energy extraction technology can be said to be more ma-
ture than wave technologies [35], which is reflected by the number of tidal stream
technology developers at full-scale demonstration stage. Notably, tidal devices are
approaching a convergence of design, with the horizontal axis turbine concept accounts
for close to 76% of the total tidal devices’ development worldwide [36]. While a
number of very different wave devices are currently under development or already
on full scale demonstration at the sea, not much design convergence has taken place.
A comprehensive list of all tidal developers, along with their respective device type
are available on the EMEC’s webpage [37]. Overall, there are more than 90 companies
worldwide who have invested in the development of tidal stream technology. Figure 2.2
displays the distribution of tidal energy developers according to countries and regions.
As expected, the EU accounts for more than 61% of the tidal energy companies.
Additionally, quite a large number of companies are also coming from countries such





















































































































































Figure 2.2: Distribution of tidal energy developers worldwide. Sourced from [37]. Note
that the UK was counted as one of the EU’s countries in this chart.
as the USA, Australia and Canada. On the other hand, there are only a handful of tidal
developers in the Asian region due to its nascent stage of development on that part of
the world.
Some of the world-leading innovations and important achievements from key tidal
energy players are highlighted as follows:
• Based in Orkney, EMEC is the world’s leading wave and tidal energy test and
demonstration centre. This company is also spearheading efforts in developing
international standards for marine energy, as well as building global network of
test centres across the Americas, Asia, and Europe [38]
• Atlantis Resources Ltd [39] is the owner and developer of the world’s first com-
mercial scale tidal array at the PFOW in Scotland. The company is a global
developer of renewable energy projects with more than 1,000 MW in various
stages of development around the world.
• A subsidiary of DP Energy, Fair Head Tidal [40] is developing one of the world’s
first commercial-scale tidal energy generation projects on the North Antrim coast
in Northern Ireland. It is estimated that their array system of tidal turbines is
capable of generating a total of 100 MW power – enough to power 70,000 homes.
• A leading tidal engineering company, Nova Innovation Ltd [41] has successfully
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delivered the world’s first offshore tidal energy array in the Bluemull Sound and
exporting power to the Shetland grid. Recently, it has been reported that Nova
Innovation is working with renewable energy organization YnNi Llyn to explore
the development of a tidal energy project off north Wales coast [42].
• Oceanflow Energy Ltd [43] is the developer of Evopod - a semi-submerged,
floating, tethered energy capture device. Additionally, this company has also
patented a semi-submerged platform design that can be configured for single,
twin or multiple turbines, since this design could allow for the tidal stream energy
to be captured even in areas of very harsh wave environments.
• QED Naval Ltd [44] specialises in developing concepts for the marine renewables
industry, with its platforms designed to be capable of hosting any of the tidal tur-
bines on the market today. Notably, the foundation structure can be installed and
maintained in a single offshore operation, hence reducing the overall operational
cost.
• Scotrenewables Tidal Power Ltd [45] is an Orkney based company, and developer
of a 2 MW turbine known as SR2000. To date, this is the largest and one of the
most powerful tidal turbines in the world, with each unit capable of delivering a
reliable generation for almost 1,000 homes.
• Minesto [46] is a spin-off company from the Swedish aerospace manufacturer
Saab. While the majority of tidal energy technologies are large horizontal axis
structures, Minesto have developed and patented a kite-like device called Deep
Green. As this moment, Deep Green is the only proven technology to operate
cost-efficiently in low-velocity tidal and ocean currents.
As previously mentioned, UK is currently leading the world in the development of tidal
arrays for both large and community scale. Deployment sites for some of these arrays
throughout the Scottish and UK waters are illustrated in Figure 2.3. Furthermore, the
development of marine technologies also bring together myriad of institutions, from
universities to Government agencies, along with industrial and enterprise partnerships,
which will be the vehicle for commercialising UK’s world leading research, specifi-
cally in understanding of how multiple tidal energy devices interact in the water.
At the centre of these achievements is the EMEC, a world renowned test and research
centre focusing on wave and tidal power development based in the Orkney Islands,
UK. As of 2017, a total of 27 devices from 17 companies from 9 countries had been
tested there [38], along with 100s R&D projects they have been involved in. Notably,
half of the companies testing new technologies at the EMEC are UK-based, while the
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Figure 2.3: Planned development of tidal arrays for both large and community scale
from across the UK, along with the networks of innovation and collaboration between
relevant institutions and authorities. Adapted from [47].
rest are coming from abroad.
2.2 Harnessing energy from the tides
Tidal power uses the tides created by the gravitational effect of the sun and the moon
on the earth causing cyclical movement of the seas, whereas wave power is created
by the wind blowing over the sea. Due to its predictability, tidal power is seen as a
more reliable source of renewable energy than some alternatives, such as wind or solar
power, since tide movements can be calculated more reliably than weather. The UK is
dominated by semi-diurnal regime, which consists of two high tides and two low tides
each day.
Tidal energy is produced through the use of tidal energy generators. These large un-
derwater turbines are placed in areas with high tidal movements, and are designed to
capture the kinetic motion of the ebbing and surging of ocean tides in order to produce
electricity. Tidal power has great potential for future power and electricity generation
because of the massive size of the oceans.
Currently, there are two different ways for harnessing energy from the tides:
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• exploiting the change in height of water as the tide flows and ebbs (tidal range).
• extracting energy directly from the flowing current (tidal stream).
2.2.1 Tidal range
Figure 2.4: Tidal range resources worldwide, exemplified using world map of M2 tidal
amplitude. Sourced from [48].
Tidal range technologies harvest the potential energy created by the difference in
head between ebb tide and flood tide. Such resources exist in locations where due
to geological and ecological conditions, large water masses flow into compounded
areas or bays and estuaries. Figure 2.4 displays tidal range resources that is available
worldwide.
The first tidal barrage was completed in the Rance River in north-western France
(Brittany) in 1966, but due to plans for greater use of nuclear energy, the further pursuit
of tidal energy was abandoned. Between 1966 and 2011, several small tidal plants were
built in Canada, China [49], Iran [50, 51] and Russia, where tidal energy resource is
abundant [52].
As of 2016, it has been estimated that over 500 MW of tidal range projects have been
installed around the world to date [38]. Interestingly, there is not yet a commercial
project in the UK, although a number of industry organisations have expressed their
interests in building commercial tidal lagoon and tidal barrage schemes [53].
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Early in 2016, the UK Government commissioned an independent review into the
feasibility and practicality of tidal lagoon energy in the UK, led by Charles Hendry.
This review was initiated following proposals for tidal lagoon projects, in particular
a proposal by the company Tidal Lagoon Power (TLP) for a tidal lagoon project in
Swansea Bay. The review was primarily intended to assess [54]:
(a) whether tidal lagoons could play a cost effective role as part of the UK energy
mix
(b) potential scale of opportunity in the UK and internationally, including supply
chain opportunities
(c) a range of possible structures for financing tidal lagoons
(d) different sizes of projects as the first of a kind
(e) whether a competitive framework could be put in place for the delivery of tidal
lagoon projects.
The review’s outcome was published in December 2016 [55], and it has been concluded
that "tidal lagoons can play a cost effective part of the UK’s energy mix". However,
the report also cautioned that tidal lagoons projects are about "very long-term, cheap
indigenous power, the creation of an industry and the economic regeneration that it can
bring in its wake", and most probably would not be the most cost effective solution in
the shorter term.
Significantly, the Hendry’s report made over 30 recommendations that will facilitate
a tidal lagoon programme to take off in the UK. Subsequently, this review also high-
lighted the appeal of tidal lagoons as a source of constant, or as near as possible to
constant power, which aligns with the Government’s energy policy that is focused on
ensuring secure, affordable, and low-carbon energy.
Elsewhere, the subject of tidal range technology, both existing and potential turbine
designs have been widely discussed, and among others, published in [56–60]. Although
tidal range projects are currently few and far between, the leading countries in terms
of operational output are France and South Korea. Despite vast potential energy in
tidal range around the world, many limiting factors, such as cost and accessibility
impede the efforts to commercially harvest this energy. Table 2.1 outlines some of
tidal range projects that are currently in operation, while Table 2.2 highlights various
sites worldwide that have the potential to be developed effectively.
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Table 2.1: Brief overview of existing tidal range projects worldwide. Adapted from [56].
Location Builtyear Capacity / Output Turbine cycle
La Rance, France 1961–
1967
24 turbines with 10MW power






10 turbines with combined



















the smallest power plant with a
capacity of only 1.5MW
n/a
Table 2.2: Potential tidal range locations worldwide. Sourced from [61].
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2.2.2 Tidal stream
Tidal streams (or currents) are the ocean water mass response to tidal range, and are
generated by horizontal movements of water. The fast sea currents are often magnified
by topographical features, such as headlands, inlets and straits, or by the shape of the
seabed when water is forced through narrow constrictions. Tidal current flows result
from the rise and fall of the tide; although these flows can be slightly influenced by
short-term weather fluctuations, their timing and magnitude are largely predictable and
generally insensitive to impacts by climate change.
The tidal stream devices (also known as Tidal Energy Converters (TEC)), which utilise
these currents, are broadly similar to submerged wind turbines and are used to exploit
the kinetic energy in tidal currents. Due to the higher density of water, this means
that the blades can be smaller and turn more slowly, but they still deliver a significant
amount of power. To increase the flow and power output from the turbine, concentrators
may be used around the blades to streamline and concentrate the flow towards the ro-
tors. In general, there are six main types of TEC designs that have been predominantly
researched, developed and deployed [62], as highlighted in Figure 2.5. Additionally,
Table 2.3 provides a short overview of the companies involved in developing the TECs.
Nonetheless, placing turbines in tidal streams is a very complex task, due to the sheer
size of the machines which would disrupt the tidal current they are trying to harness.
Besides, the environmental impact due to the deployment of TEC could also be severe,
depending on the size of the turbine and the location of the tidal stream. Conversely,
the simplest scenario for determining the hydrodynamic forces acting on the TEC is
to look at the effects of a uniform tidal current. Then again, in reality, the currents
throughout the water column is commonly characterised by a high shear in the velocity
profile, turbulence and surface waves and these all need to be taken into account in
determining the loads on any particular device.
Work on the effects of highly shearing profiles and levels of turbulence have been
considered by Zangiabadi et al. [70] and Mason-Jones et al. [71]. Particularly, key
variables affecting the flow field around tidal turbines have been provided by Myers
and Bahaj [69], as displayed in Figure 2.6. This figure provides a clear indication of
the primary flow characteristics of the tidal current, where the scale of the variations in
the bottom topography has a compelling effect on the shape of the flow profile across
the water depth.
Additionally, while greater velocity shear is induced with increased seabed drags,
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(a) Horizontal axis turbine [63].
(b) Vertical axis turbine [64]. (c) Ocillating hydrofoil [65].
(d) Enclosed tips (venturi) [66]. (e) Archimedis screw [67].
(f) Tidal kite [46]
Figure 2.5: Example of main tidal turbine designs that has been used/tested at
research or deployment sites.
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Table 2.3: Brief overview of existing tidal turbine developers with their respective
technologies. Adapted from [62, 68].
Tidal energy device Developer (Country base) / Technology
Horizontal axis turbine
Similar mechanism to wind
turbines
Hammerfest Strom (Norway) / Tidal Stream
Turbine
Marine Current Turbines (UK) / Seagen &
Seaflow
Ocean Flow Energy (UK) / Evopod
Nautricity Ltd (UK) / CoRMaT
Ocean Renewable Power Company (ORPC)
(USA) / OCGen & TidGen Power System
Vertical axis turbine
Similar to above but mounted
vertically
New Energy Corp (Canada) / EnCurrent Vertical
Axis Hydro Turbine
Blue Energy (Canada) / Davis Turbine
GCK Technology (USA) / Gorlov Turbine
Oscillating hydrofoil design
Hydrofoil attached to an
oscillating arm moved by
tidal currents drives
hydraulic fluid to generate
electricity
Pulse Tidal (UK) / Pulse Stream
The Engineering Business (UK) / Stingray
EEL Energy (France) / EEL Energy
Integrated Power Technology Corporation (USA)
/ TURBOFOIL
Venturi effect
Tidal flow is concentrated in
a funnel-like device to drive a
turbine
Hydro Green Energy (USA) / Hydrokinetic
Turbine
Tidal Energy Pty Ltd (Australia) / DHV Turbine
Lunar Energy (UK) / Rotech Tidal Turbine (LTT)




this device draws power from
the tidal stream as the water
moves up/through the spiral
turning the turbines.
Flumill (Norway) / Flumill Power Tower
Jupiter Hydro Inc (Canada) / not available
Tidal kite
A tidal kite is tethered to the
sea bed and carries a turbine
below the wing. The kite
‘flies’ in the tidal stream,
swooping in a figure-of-eight
shape to increase the speed
of the water flowing through
the turbine
Minesto (Sweden) / Deep Green
Seapower scrl (Italy) / GEM
SeaCurrent (Netherlands) / SeaCurrent TidalKite
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Figure 2.6: Variables affecting the flow field around tidal turbines. Sourced from [69].
sea surface gravity waves result in an oscillatory motion under the water surface.
For instance, if particles are considered to be suspended through the water column,
they would move in an orbital fashion with the magnitude of the oscillations slowly
weakening the further they travel from the water surface. The motion will then finally
halt at a depth of approximately half the wavelength of the wave [72].
In addition to the categories of devices identified in Figure 2.5, there is also a range
of methods to fix the converter to the seabed. A short overview of the existing tidal
turbine foundations are given in Table 2.4. For details regarding status of tidal energy
development, device category, foundation type and energy capacity of the farms, please
refer to this documentation [73].
However, it is worth noticing that despite various tidal turbine designs or projects
reported in some state-of-the-art research papers, a large percentage of these projects
were only at the design stage when the papers were published [75]. Some projects do
not have further developments during the several years after the first announcement,
such as the Anglesey Skerries tidal stream array project.
This project was given planning permission by the Welsh Government back in 2013,
before it was shelved by developer Marine Current Turbines/Siemens. Although the
company was bought by Atlantis in 2014, sparking hopes the scheme would now
progress to development, the project was officially cancelled in 2016 when the parent
company returned the "Agreement for Lease" for the seabed to the Crown Estate.
An overview of tidal energy developers whose technologies are at an advanced status of
developments and are aiming to the deployment of single device or at development of
pre-commercial or small commercial arrays has been comprehensively summarised by









































































































































































































































































































































































































































































































































































































































































































































































































Magagna and Uihlein [36]. Additionally, 4C Offshore, which is a consultancy company
targeting the offshore energy markets, provides an up to date project status for any tidal
farm development in the world on their webpage [76].
2.3 Tidal turbine representation
There are various levels of detail in which a TEC/tidal rotor can be idealised in a nu-
merical model, ranging from a simple model to detailed modelling technique. Nonethe-
less, the objectives of hydrodynamic modelling at the turbine scale can be categorised
as follows [77]:
(a) to validate the design and performance of a particular type of turbine
(b) to understand fundamental effects of local flow conditions, such as blockage,
sheared flow, turbulence and waves
(c) to develop a simplified, lower-order model of turbines for larger scale (ar-
ray/site scale) modelling
To address the concern stated in the first category, a turbine with detailed design is
commonly used in high-fidelity computer simulation. Moreover, to predict the per-
formance of a full size rotor quantitatively requires the model to be able to capture
"dynamic stall", which is caused by massive separation of flow from the surface of
turbine flow [78]. This can only be achieved by using Large Eddy Simulation (LES),
since this model could resolve large eddies that are present in; (i) wake of turbine
blades (ii) boundary layer attached to the blades. However, only recently have such
LES model become feasible in terms of computational cost, albeit still only at relatively
low Reynolds numbers [79, 80].
Next, in order to understand fundamental effects of local flow conditions such as
blockage, sheared flow etc., both detailed and simplified turbine model can be used
to examine the effects qualitatively. To emphasize, the importance of blockage on the
flow passage has been thoroughly studied in [81–83]. More often than not, the effects
observed for that particular turbine model are more or less universal and could be
presumed to apply for many different types of actual turbines as well. As for the third
category, which is to develop a simplified turbines model for arrays simulation, the
main challenge is to replicate the wake mixing from the devices while at the same time
maintaining the model’s simplicity [77].
In general, there are three computational low-order models commonly used to repre-
sent tidal rotor:
2.3. Tidal turbine representation 25
(a) actuator disc approach
(b) blade-element method
(c) actuator line method
A review of these approaches has been extensively compiled in [77, 84, 85]. In par-
ticular, the selection of the most appropriate approach depends on the aim of each
study. For instance, a BEM model is suitable for the design and optimization of turbine
blades, while an actuator line model is suitable for investigating the time-dependent
dynamics of turbine wakes and tip vortices [86]. Specifically, Olczak et al. [87] has
prescribed detailed overview on the capabilities and typical applications of turbine
wake modelling approaches, as shown in Figure 2.7.
Figure 2.7: Summary of capabilities and typical applications of turbine wake mod-
elling approaches. Sourced from [87].
2.3.1 Actuator disc approach
Actuator disc model, often embedded in either LES or RANS simulations, is the least
accurate and most cost-efficient turbine model that can be used in CFD simulations.
First proposed by Rankine and Froude in the late 19th century, the basic idea of the
theory is to represent the real turbine rotor with an equal area disk. Its main assump-
tions [89, 90], considering an ideal rotor as the one shown in Figure 2.8, are:
1. The disc is infinitely thin which means it is permeable for the fluid to pass
through
2. Inviscid (thus not rotational), incompressible and isotropic flow
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Figure 2.8: Illustration of an actuator disc diagram. Sourced from [88].
3. Thrust and velocity are uniformly distributed on the disc
4. Far up - and downstream pressure is the ambient pressure
5. Thrust loading and velocity are uniform over disc
The thrust (Tr) and the kinetic power extracted (Pw) are derived from the mass conser-
vation law and the momentum balance, which gives:




ṁ(U21 −U24 ) (2.2)
where ṁ is the mass flow rate. With disc’s area denoted as A, ρ is the fluid’s density,





Substituting Equation 2.3 into Equations 2.1 and 2.2, the expressions for thrust and










Defining Cp as power non-dimensionalised by available power through disc area, and













This theory has been the foundation for initial approaches of modelling tidal stream
devices by researchers in the early days. For example, an actuator disc in a flow of
constant cross-section, bounded by parallel channel walls and a constant free surface
profile was considered by Garrett and Cummins [91]. On the other hand, Whelan et
al. [92] examined the flow field around an actuator disc in an open channel flow with
non-uniform free surface. Nevertheless, the momentum actuator disc theory presented
in those studies can only be applied to unbounded flows and ignores wake mixing.
A more advanced method was derived by Houlsby et al. [93], whereby hydro-kinetic
devices in free surface flows are no longer subject to the Betz limit. The summary of
that approached are highlighted here.
One-dimensional channel containing an actuator disc with associated downstream mix-
ing is displayed in Figure 2.9. The upstream conditions are assumed to be uniform with
constant velocity u, and depth h, while the flow is inviscid. The channel, or centre-to-
centre spacing between adjacent turbines, has a constant width b. At sections 1, 4 and 5
in Figure 2.9, it is assumed that the pressure is hydrostatic and the flow is uniform. At
section 4, the velocity ub4 = β4u denotes the bypass flow velocity, while ut2 = α2u and
ut4 = α4u define the turbine flow velocity at sections 2 and 4 respectively. Additionally,
T is the horizontal thrust force applied to the fluid from the turbine. B = A/(hb) is a
dimensionless blockage ratio, where A and hb are the actuator disc’s occupied area and
cross-section respectively.
Following Whelan et al. [92], applying continuity, energy and momentum conservation
selectively between stations 1 and 4 leads to a quartic equation describing the bypass
velocity:
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Figure 2.9: Illustration of the linear momentum actuator disc theory in an open









4 − (2−2B+Fr2) x β 24








where Fr = u/
√
gh is the upstream Froude number. Assuming that the upstream Froude
number is known and the turbine is defined by a blockage ratio and the velocity
coefficient α4, Equation 2.8 can be solved for β4. To solve for the remaining velocity












Alternatively, the blockage ratio and an induction factor a = 1 - α2 can be used to
define the turbine, in which case Equations 2.8 and 2.9 are solved concurrently for
β4 and α4. Generally, any three independent parameters are sufficient to define the
flow field provided that the bypass flow does not become critical (where the relevant
physical root of Equation 2.8 becomes complex [93]). Next, the turbine’s power and
thrust can be determined in terms of a power coefficient Cp and a thrust coefficient CT .
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Since the flow is not uniform with depth at section 4, it is assumed that downstream
mixing will occur. When momentum conservation is applied in the horizontal direction
between sections 1 and 5, it leads to:
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This is a cubic expression that can be solved for the downstream depth change ∆h =
h−h5. Significantly for zero Froude number, the relative depth change tends to the so-
lutions ∆h/h−→ 0, 1, and 2, with the former being the physically admissible solution.


















Combining Equation 2.14 with Equation 2.11, the following expression is obtained for







Finally, a measure of efficiency, η defined as the ratio of power extracted by the tidal
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Equation 2.16 is valid for small but finite Froude number and downstream depth change
(so that Fr2(1−∆h/h)−1  1), which is often realistic for tidal flows. Additionally,
Vennel [94] also discusses on how turbines in tidal farms can produce enough power
to meet a stricter definition of what it means to exceed the Betz limit.
2.3.2 Blade element method
An increasingly popular method for representing tidal turbines is to employ a CFD-
embedded Blade element method (BEM) model (e.g. [95, 96]). In the blade element
theory, the blade is assumed to be divided into N segments as shown in Figure 2.10.
Two key assumptions made are:
1. There are no aerodynamic interactions between the different blade elements
2. The forces on the blade elements are only determined by the lift and drag coeffi-
cients
Figure 2.10: Schematic of blade elements. Sourced from [97].
BEM theory uses a one-dimensional momentum equation and predicts the performance
of the turbine at a number of blade elements along the turbine radius. It is computation-
ally efficient and can accurately predict the performance of a turbine across a range of
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tip speed ratios, blade types, pitch angles, and inflow conditions [98]. Additionally, the
prediction of turbine performance and wake mixing can be improved by incorporating
the BEM approach into the actuator disc CFD to account for the effect of non-uniform
loading (in both stream-wise and circumferential directions) [99, 100].
In BEM theory, the device is modelled by applying force data to the flow based on
actual rotor characteristics. Using tabulated blade coefficient data, both linear momen-
tum extraction as well as angular momentum effects can be reproduced. The discrete
blade forces at a given radial location are evenly distributed over a rotor revolution,
resulting in a set of concentric annuli acting essentially as separate actuator rings.
Due to the smearing of the blade forces across one revolution, discrete blade effects
(such as tip vortices) are not captured in this approach [101]. Further, information
gained from a BEM analysis consists of power, thrust and torque data for the tidal
device. Computational times are very quick, of the order of fractions of seconds, and as
such use of this type of analysis is commonplace at the preliminary design stage [102].
2.3.3 Actuator line method
Another recent model is the so-called actuator-line model, which is also based on
the blade-element method. Furthermore, this model also relies on an actuator disc to
extract momentum from the flow. Nonetheless, while the actuator disc method works
by having a disc with uniformly distributed load, the rotor blades in actuator line
approach are now characterised as a span wise sections with airfoil characteristics.
Detailed information about the actuator line method is provided by Mikkelsen [78]
and Troldborg [103]. Additionally, numerical investigation using both actuator disc
and actuator line method for wind turbine models has been conducted by Martinez and
Leonardi [104], and also Keck [105]. Comparatively, Churchfield et al. [106] used a
high-fidelity 3D model of turbines represented as rotating actuator lines to study wake
propagation and power production in a small array.
To highlight, key differences between actuator disc and actuator line model are as
follows:
• Actuator line model requires airfoil look-up tables (i.e. an airfoil file containing
a list of lift and drag coefficients versus angle of attack)
• Unlike the actuator disc approach, actuator line method provides the information
along the blade radius, hence allowing computation of the turbine’s thrust and
torque
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• Actuator line method is also able to capture root and tip-vortices near the rotor as
they are convected further downstream
2.4 Device chosen for analysis
In the current literature, the large majority of numerical investigations of wake inter-
actions and characteristics have been conducted using either actuator disc or actuator
line approaches [107]. Nonetheless, most of these studies have been limited for (a)
idealised channel problems [13, 108] (b) modelling of single and multiple rows of
turbines at actual sites, albeit using a 2D depth-averaged model (e.g. [109]).
Although it is widely acknowledged that higher resolution models such as fully-resolved
blade can give a detailed or more accurate picture of wake interactions occurring within
an array, they are usually limited to simplified cases. Indeed, the computational power
needed to run such models limits their use to small spatial and temporal domains of
simple bathymetries and geometries in which only basic forcing can be imposed [25].
Hence, the overachieving aim of this project is to answer the following two questions
commonly associated with regional scale numerical modelling of tidal stream power
generation [77]:
1. What is the best numerical modelling approach that should be used to develop a
regional scale numerical model?
2. How can tidal energy extraction be represented in this model?
The first of these questions typically centres on a choice between a 2D shallow water
model and a more computationally intensive 3D model, while the second problem of
how to model tidal energy extraction in a regional scale model is usually approached
by introducing a momentum sink. Since 2D tidal hydrodynamics modelling had been
extensively researched in the past decades, it is only logical to move into 3D numerical
model for examining the flow interactions. In addition, resolving all individual turbines
to simulate directly the interaction between turbines is not only computationally more
expensive, but also time consuming.
Considering the success in regional modelling so far (i.e. from literature) has been
limited to 2D models, along with constraints on computational resources available to
the author, the actuator disc approach was chosen to be used in this study as a means
to simulate the presence of tidal stream devices in the numerical domain. To gain
thorough understanding of the sensitivity and robustness of a full size 3D-actuator
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disc model, the momentum source term was first implemented in an idealised channel.
Subsequently, detailed analyses of various input parameters were conducted for the
regional scale actuator disc model.

Chapter 3
Numerical Modelling of the Pentland
Firth Region Using Telemac3D
This chapter gives an overview of the simulation of tidal current flow at potential
tidal energy sites in the Pentland Firth in Scotland using Telemac3D1. The motivation
behind this work is to investigate the influence of input parameters on the output
parameters, as the majority of past research has mainly focused on using the 2D version
of Telemac depth-averaged flow models for this region. An extended description of the
model set up, along with the detailed parametric analysis on various input parameters
is presented.
IHO tidal gauges and Acoustic Doppler and Current Profiler (ADCP) measurements
were used in calibrating model output to ensure the robustness of the models. Further,
extensive parametric studies on the impact of varying drag coefficients, roughness
formulae and turbulence models has been conducted and reported. The results of the
analyses are presented graphically, accompanied by relevant statistical dataset to facil-
itate data interpretation.
3.1 Introduction
Studies have estimated that 25% of Europe’s tidal energy is located in the Scottish
waters [110], where most of this resource is concentrated in the Pentland Firth (Figure
3.1). Tidal current speed up to 5 m/s has been observed surging through the firth [111],
marking this area as one of the best sites for tidal stream power generation in the world.
Due to the enormous potential for generating clean and predictable tidal stream energy,
the PFOW has become the focal point in the marine renewable energy research.
1. Part of the contents from this chapter had been presented at two international conferences, and was
also used in writing up a manuscript for journal publication. Please refer to Appendix B for details.
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Figure 3.1: Map of the North of Scotland and Orkney Waters showing the location of
study area (Pentland Firth), including the position of the ADCPs and IHO tidal stations.
Between 2008 and 2010, the Crown Estate has leased several sites in the PFOW for
tidal energy deployments to industries such as ScottishPower, Renewables, SSE, Mey-
Gen and Marine Current Turbine for commercial scale developments [112]. MeyGen is
currently working on the world’s first and largest tidal energy farm in the Inner Sound
[113], while in Shetland, Nova Innovation Ltd is currently developing the world’s
first community scale array of five 100KW devices [114]. Furthermore, Orkney based
Scotrenewables Tidal Power is well on track to build and test the world’s largest
floating tidal turbine, with 2MW output capacity [114].
The Pentland Firth is a 10 km wide strait that separates the Orkney archipelago and
the Scottish mainland. The region is dominated by semi-diurnal tides, with primary
M2 and secondary S2 tides propagating from the Atlantic Ocean on the west to the
North Sea on the east. Davies et al. [115] have elaborated that the exceptional tidal
current observed in the region can be attributed to the large differences in the tidal
amplitude observed in the west and east of the channel. In addition, this area is also
notable for being extremely turbulent and thus presents great challenges in obtaining
field measurement data.
Direct measurement poses several limitations that are inherent in a hydrodynamic
study. Wide spatial and long temporal data is very hard to collect since the measure-
ment exercises are exceptionally expensive and time consuming. Therefore, accurate
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and robust numerical modelling is essential in validating theoretical and analytical
approaches for marine energy research. Furthermore, as PFOW is one of the most com-
plex regions where strong tidal currents exist, the need to understand and characterise
the depth-wise tidal flow behaviour becomes an important element in tidal resource
prediction.
Although field measurements have been undertaken by developers, this does not cover
the entire PFOW region, and the alternative is to employ a sophisticated numerical
model for resource estimation. When a model is used for the resource prediction, the
model has to be properly calibrated and validated before any longer term prediction can
be performed. The objective of the calibration exercise is to select appropriate input
parameters that would yield numerical output that is comparable to the measurement
data. More importantly, model calibration for any 3D simulations is a laborious process
as several additional input parameters need to be considered in comparison to 2D
models, and one such exercise is presented here.
Several numerical models, both 2D depth-averaged and 3D models, have been utilised
for hydrodynamics, morphodynamics and resource assessment studies in the Pentland
Firth. Chatzirodou and Karunarathna [116] employed a 3D model to study the impacts
of tidal energy extraction on sea bed morphology using the open source Delft3D
software, where they found that locations favoured for tidal energy extraction (i.e. the
Inner Sound channel) lie in proximity to highly sensitive sand and gravel deposits.
Baston et al. [117] also utilised the Delft3D model to analyse the sensitivity of the
algebraic and k-epsilon turbulence closure models, and concluded that although the
models were able to satisfactorily reproduce the shape of the vertical current profile,
further validation was required to provide a more ‘statistically accurate’ assessment on
the vertical variation of current at the testing sites.
Venugopal and Nemalidinne [118] on the other hand used the commercial software,
MIKE 21 and MIKE 3 to perform a 3D hydrodynamics simulation of combined wave
and tidal flow in this area, where the coupled model yielded high correlation coeffi-
cients, and were able to provide a good match with ADCP measurements at different
depths, despite using default values for most of the flow parameters. Easton et al. [119]
also explored the flow dynamics at this location using the MIKE 21 2D hydrodynamics
model. Using the quadratic friction law to calculate the energy dissipation, Easton et
al. demonstrated that the mean rate of energy dissipation over two consecutive spring-
neap tidal cycles in this region to be close to 5.24 GW, which agrees well with the 5.62
GW net energy flux calculated across the boundaries of the Pentland Firth.
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Another 3D model, Stanford Unstructured Non-hydrostatic Terrain-following Adap-
tive Navier-Stokes Simulator (SUNTANS) was employed by Baston and Harris [120]
in investigating the complex flow characteristic at the Pentland Firth, although the
scope of this study was limited to the sensitivity analysis of the bottom friction co-
efficient. Furthermore, a discontinuous Galerkin, depth-averaged ADCIRC numerical
model was applied by Adcock et al. [111] to explore the maximum extractable power
for tidal stream resources, in which the actuator disc concept was used to model the
effects of turbines on the flow.
Bowyer and Marchi [121] meanwhile constructed a depth-averaged model of the Prince-
ton Ocean Model (POM) to inspect the influence of TEC and wind on the residual
flows in the channel, and concluded that the installation of large scale TECs in arrays
may influence the residual circulation and possibly increase tracer (i.e. sediments or
particles) deposits within the channel. Finally, Telemac2D was used by Ortiz et al.
[122] to present an approach in estimating the resources in the Pentland Firth, where
their results demonstrated how an oversized tidal farm may produce less power due
to reduced incoming current velocities. The study by Ortiz et al. further highlights
the need to comprehend the overall effects of tidal arrays and the inherent momentum
sinks, rather than just relying on the energy potential calculated from an undisturbed
site evaluation.
From literature, it appears that the influence of 3D input parameters such as bottom
frictions, turbulence, eddy, and boundary forcing on the numerical models are yet to
be thoroughly explored, discussed, and understood, especially for Telemac3D. More-
over, most of the studies conducted in this region were completed using 2D depth
averaged models, where the velocity across the water column cannot be accurately
predicted. Although 3D models require more computational power to run, they are
able to provide additional insights on the flow characteristic that is not possible with
the 2D models, such as the turbulence component in the vertical direction, which is
important to account for fluid mixing behind the turbines and dissipation of energy
from the flow.
Hence, the purpose of this research is neither to examine the available resources in
PFOW region nor to reproduce a resource map, as extensive studies on this subject
have been conducted before, but to inspect how the values of selected model input
parameters affect the results. Furthermore, since the accuracy of any numerical model
is greatly dependent on open boundary conditions, input parameters and the numerical
scheme, this study focuses on applying appropriate methodology in investigating the
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critical parameters which are known to influence the output of 3D flow models.
The novelties of this study can then be summarised as follows; Firstly, the suitability of
several input parameters for the Telemac3D model is explored, become to the author’s
knowledge, no detailed 3D studies are yet to be conducted in this region using this soft-
ware. Secondly, the predicted output from two distinct numerical models – Telemac3D
[123, 124] which is a finite element based numerical model, and Delft3D [125], which
is a finite difference based model employing only the structured grid – are investigated
and analysed. Overview of the numerical modelling conducted using Delft3D model
will be presented in the subsequent chapter.
Emphasis on the technique in constructing a 3D hydrodynamics model for the PFOW
using Telemac3D is presented and elaborated in the following section. Apart from
conducting the parametric study, the aim of this chapter is to comprehend the limita-
tions and shortcomings of the chosen numerical software. What is more, this research
work (comprising of both Chapter 3 and Chapter 4) also presents the preliminary
analysis of the efficiency for both Telemac3D and Delft3D models to produce accurate
3D flow characteristics, as the next progression of this study would involve inserting
tidal turbines into the numerical models. It is hoped that this work could be used as a
guideline for developing a 3D tidal model for this region by utilising the methodology
presented.
3.2 Model description
Telemac3D is a finite element model that solves the Navier Stokes equations with a free
surface, along with the advection-diffusion equations of salinity, temperature and other
parameters. This model was developed by the National Hydraulic and Environment
Laboratory (LHNE), a research and development unit under the Electricite de France
(EDF) and has been made open source since July 2010. The numerical scheme is also
comprised of the wind stress, heat exchange with the atmosphere, density and Coriolis







































+ v∆(V )+Fy (3.3)
where U , V and W are the three-dimensional components of the velocity, v is the tracer
diffusion coefficient, Fx and Fy are the source terms of the process being modelled
(e.g. sediment, wind, Coriolis force etc.), Zs is the free surface elevation, and g is the
acceleration due to gravity. The vertical velocity is then derived from the continuity
equation, and the hydrostatic pressure is given as:






where Patm is the atmospheric pressure, ρo is the reference density, z is the vertical
space component, and ∆ρ is the variation of density around the reference density. The
second term on the right hand-side takes into account the buoyancy effects due to
temperature and salinity. In addition, Telemac3D also solves the advection-diffusion












= v∆(T )+Q (3.5)
In this equation, T is passive or active tracer (e.g. salinity and temperature), and Q is
the tracer source or sink. Telemac3D offers the choice of using either the hydrostatic
or non-hydrostatic pressure code. Hydrostatic pressure code simplifies the vertical
velocity (W ) assumption, ignoring the diffusion, advection and other terms. Thus, the
pressure at a point is the sum of weight of the water column and the atmospheric
pressure at the surface. Conversely, the non-hydrostatic option solves the vertical ve-
locity equation with the additional gravity term, and is more computationally intensive.
Elaboration on theoretical aspects of Telemac3D can be found in these articles [126–
129].
Telemac3D uses the same unstructured mesh as the 2D model in the horizontal di-
rection. Grids composing of triangular facets of diverse sizes and forms enable ac-
curate representation of complex topography within the resolution of the elements.
More importantly, the non-structured mesh offers unparalleled flexibility against the
structured grid, in which the grid density can be effortlessly controlled to adapt to
specific applications and geometries.
A more refined mesh geometry is usually applied in areas of special interest (e.g.
complex coastlines, river channels and embankments), while the low resolution grid
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is used in locations where details are not demanded. This is essential in maximising
the computational efficiency. In addition, variable thickness can also be applied in
the vertical direction of the whole computational domain, depending on the required
grid resolution. Several options for vertical layer mesh transformation are available
in Telemac3D. In this study, the terrain following sigma (σ) transformation is imple-
mented.















































Figure 3.2: Process map for the development of a Telemac3D model.
Figure 3.2 illustrates the development procedure for generating a Telemac3D model.
The pre-processing was performed using the Blue Kenue [130] and Fudaa PrePro
(Fudaa) [131] software, which are both open source. Blue Kenue is an advanced pre
and pro-processing tool developed by the National Research Council Canada for data
preparation, analysis and visualisation for numerical modelling. Fudaa on the other
hand is a tool for preparing a flow study (i.e. the steering file) developed by the Institute
for Maritime and Inland Waterways (CETMEF) France.
Telemac3D requires three input files; the geometry file which contains the information
of the model mesh, the boundary condition file which describes the boundary condition
of the domain, and finally the steering file that describes the simulation configuration.
The first two files can be generated by using Blue Kenue, while the latter is created
using Fudaa.
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The geometry file contains all the data about the geometry, including the number of
points and elements in the grids, in addition to the bathymetric data for each point
in the mesh. The boundary condition file on the other hand describes the domain’s
boundary, in which time varying values (e.g. velocity, water depth and flow rate) can
be specified. The liquid or solid (default) boundaries of the model must also be defined
during pre-processing. Conversely, the steering file contains a list of keywords that are
crucial for executing the simulation.
It is imperative to highlight that the Telemac3D uses a library that is distinctive from
Telemac2D in generating the steering file, which contains the selections of compu-
tational options (physical, numerical and general parameters). More importantly, the
geometry and boundary conditions file generated from the Blue Kenue are requested
upon the creation of a new steering file.
Consequently, once the simulation is completed, the results (in selafin format) can be
viewed and extracted by using either the Blue Kenue, Fudaa Pre-Pro or Quickplot
tool (from the Delft3D software). Selafin is the standard internal format used by the
Telemac system and can be read by the previously mentioned post-processing tools.
Blue Kenue reads the result file and can generate a vector map of the domain as well as
temporal series. Additionally, it is also capable of extracting elements based on printed
output variables. Nonetheless, from experience, model with longer simulation period
(e.g. one month or more) would produce very large output file since it contains the
model’s information on both the horizontal and the vertical layer nodes. Invariably,
this have caused Blue Kenue to crash when attempting to extract the variables.
In general, the use of the Delft3D Quickplot tool offers a slightly better experience
for the post-processing, though it is not without a flaw. The tool’s drawback is also
apparent when procuring the variables from a large output file, more so when the
file contains thousands of time steps, as the variables can only be acquired for a
certain number of time step each time. Else, the maximum variable size allowed by
the program could be exceeded causing the program to stop and crash. Hence, the
post-processing of the models could be a time consuming process due to the limitation
of the tools mentioned. Alternatively, users with programming knowledge can use the
Python script to assess and acquire the variables stored in the selafin file.
The geometry used in the Telemac3D domain was acquired from the World Vector
Shoreline database, available from the shoreline toolbox in the Delft Dashboard [125].
Alternatively, the GEOphysical DAta System - Next Generation (GEODAS-NG) coast-
line extractor from the National Oceanic and Atmospheric Administration (NOAA)
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can be utilised in procuring the geometry for the domain. The geometry acquired using
the GEODAS-NG tool uses Cartesian coordinate, and thus requires conversion to the
Universal Transverse Mercator (UTM) coordinate system as Fudaa can only accept the
latter coordinate system. In contrast, the shoreline extracted from the Delft Dashboard
is readily available in the UTM system when the appropriate study zone is selected
beforehand, along with the World Geodetic System 1984 (WGS 84) ellipsoid datum.
Upon importing the geometry into the Blue Kenue, it is imperative that the geometry
lines are resampled before the mesh is generated. Figure 3.3a shows an example of
the original geometry extracted from the Delft Dashboard, which clearly shows unbal-
anced spreading of the nodes along the line. Alternatively, Figure 3.3b demonstrates
an evenly distributed points after the resampling procedure had been conducted. The
purpose of resampling the lines is to allow smooth distribution of the geometry points,
which is vital in producing a uniform and consistent mesh distribution for the domain.
Resampling exercise is also intended in reducing the possibility of having too many
points around the nodes. Apart from that, resampling also helps to produce nearly
constant areas in the adjacent triangles.
(a) Original geometry points upon importing into
the Blue Kenue.
(b) Evenly distributed points after the resam-
pling procedure.
Figure 3.3: Comparison of nodes distribution illustrating the impact of resampling
procedure on a model’s geometry.
In the process of resampling, it is possible that the profile of the coastline be altered,
and attention must be paid in this regard to keep its shape as close to the original
profile as possible. Telemac3D system requires that the maximum number of points
or elements around a node in the mesh to be less than 10. Three resampling methods
are offered in Blue Kenue; the maximum distance method ensures that the distance
between points do not exceed the intended value; the equal distance option allow the
lines to be redrawn with equal distance between each point; and finally the segment
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count method will either increase or decrease the number of vertices on the lines based
on the value specified by the user.
(a) Mesh created using the original geometry.
(b) Mesh generated upon resampling procedure.
Figure 3.4: Comparison of mesh growth illustrating the impact of resampling proce-
dure on model’s domain.
In this study, the lines are resampled so that the maximum distance between points
is set at 200 m, as illustrated in Figure 3.3b. Figure 3.4a then demonstrates how the
original geometry created an unbalanced spreading of the mesh in the domain. In
contrast, uniform mesh distribution was observed using the altered line, as evident
in Figure 3.4b. However, it is crucial that the resampling exercise is carefully adminis-
tered. Proper care should be taken so that the newly created points on the corrected line
maintain the shape of the original geometry. Figure 3.5 demonstrates how the newly
created line using the equal distance value of 400 m was slightly smoothed by the
resampling process, causing it to somewhat distorted from the original points and thus
effecting the geometry’s accuracy.
To create the domain’s grid, the mesh density around the Pentland Firth channel was
set to a minimum distance of 200 m, while the default edge length for the rest of the
domain was assigned to 3000 m. The edge growth ratio, which is the parameter that
defines the maximum ratio between the lengths of edges at a given node, was set to the
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Figure 3.5: Illustration on how improper resampling approach may alter the object’s
contour. The nodes shown here are from the original geometry to highlight changes
caused by the resampling process on the geometry’s profiles.
default value of 1.22. Furthermore, in an attempt to improve numerical accuracy and to
establish a fixed node within the mesh, three hard points (50 m edge length) were used
as the monitoring points at the ADCPs location.
Figure 3.6 shows the computational domain that was generated for use with the Telemac3D
model. The domain contains 285,747 nodes (inclusive of nodes in the vertical layers)
and 497,230 elements, with 10 equidistant sigma layers in the vertical direction, which
was sufficient to represent the approximate depth where measurements were available.
Additionally, the time step was set to 10 seconds, which was estimated using the known
information (i.e. smallest mesh size, and the highest mean velocity in the study area)
to meet the Courant–Friedrichs–Lewy (CFL) stability criterion.
For Telemac3D simulation, two sets of bathymetric data with distinctive resolution
were inspected. The first was General Bathymetric Chart of the Oceans 2008 (GEBCO
08), a continuous terrain model for ocean and land bathymetry with a spatial resolution
of 30 arc-seconds. This database can be extracted by using either the GEBCO Grid
Display Software [132] or from the Bathymetry’s toolbox in the Delft Dashboard,
both of which are available for free. The second set of the bathymetric data utilised
2. A lower edge growth ratio value will provide a more refined mesh generation, hence substantially
increasing the number of nodes within the computational domain.
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Figure 3.6: Computational domain used for the Telemac3D models. (A) Mesh with
the interpolated bathymetry. Numeric 1 till 5 corresponds to the liquid boundaries in
the domain. (B) View of the coarser mesh resolution outside of the Pentland Firth,
and the 200 m mesh density in the study area. (C) Hard point with 50 m resolution at
a monitoring station (ADCP location).
in this study was provided by the EPSRC-funded TeraWatt consortium [133], with a
higher spatial resolution of 20 meters where the measurements were available. This
bathymetric database were then combined and interpolated with the GEBCO 08 data
to provide a comprehensive coverage of the PFOW region.
Open boundaries with prescribed depth (H) were applied to the liquid segment on the
five sides of the domain (Figure 3.6), where the prescribed depth with free tracer (i.e.
input from temperature and salinity are not considered) was used to supply the forcing
required to drive the flow through the domain. The tidal harmonic database was derived
from the Oregon State University (OSU) TOPEX/Poseidon Global Inverse solution -
version 7 (TPXO7), with a spatial resolution of 0.25o x 0.25o. The database acquired
is for the sea surface elevation, and consists of the following harmonic database; eight
primary (M2, S2, N2, K2, K1, O1, P1, Q1), two long period (Mf, Mm) and 3 non-linear
(M4, MS4, MN4) constituents.
While the majority of hydrodynamic modelling for the PFOW region extended their
numerical domain to include the continental shelf (e.g. [111, 134, 135]), studies con-
ducted by Rahman and Venugopal [136], as well as Gunn and Stock-Williams [137]
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have shown that the use of a smaller domain is equally plausible, provided that the
open boundaries were set to be far away from the area of interest. This is necessary
in order to reduce their influence on the solution and to minimise numerical instability
that might develop at the boundaries. As such, due to limited computing resources
available to the author, the numerical domain employed in the present study did not
cover the Scottish continental shelf.
In preparing the steering file, the time step used in the simulation should be carefully






where Uc denotes the characteristic wave speed of the system (m/s), ∆t is the time
step in seconds, and ∆x,∆y is the minimal value of the grid spacing in either direction.
CFL condition is an essential parameter of stability for both finite volume and finite
difference methods, and it is directly influenced by the size of the meshing and the
assigned model time step. For Telemac models, the CFL number is suggested to be
less than two to achieve acceptable model validity [138, 139]. The accuracy of the
numerical model may be affected in the presence of high CFL number, since the time
taken for the fluid to travel across any given grid would be faster than the allocated
time step.
For the initial boundary conditions, both the TPXO7 satellite altimetry and constant
elevation options have been put to the test and demonstrated that the pair are suitable
for this application. Brief overview of these two tested options are given in Appendix A
(refer to Figure A.1 and Table A.1). The model simulation spin up time was set to
three days before the intended comparison against the measured data to allow for the
computation to achieve numerical stability, and the simulation period was set to 35
days. ’Tidal flat’ keyword was also activated in this study to take into account the area
that are periodically wet and dry during high and low tide respectively. The choice
of the numerical and physical parameters used in the models will be presented and
discussed in Section 3.5.
Meteorological input (e.g. wave and wind), along with density and temperature varia-
tion were not applied as their influence on the model output was expected to be lower
than the astronomical forcing. Although a coupled model (with tidal and wave input)
was needed to improve the model’s accuracy, they are not considered in present study.
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Furthermore, since the computational domain generated for Telemac3D models was
not large enough for the Coriolis force to influence the computation, the (default)
models were run without the Coriolis effect. In addition to that, the default hydrostatic
code was applied for all models as no substantial differences were observed when using
the more computationally demanding non-hydrostatic version. The U and V horizontal
velocity components, along with the water elevation were set as the 3D output variables
for the Telemac3D model.
3.4 Model calibration
In situ measurement data are critical for all numerical modelling in order to give cre-
dence to the model output. Acoustic Doppler Current Profiler (ADCP) data supplied by
the TeraWatt project are used to validate the numerical models at three sites. Nonethe-
less, any errors or uncertainties that may present in the ADCP data are not known to
the author, and it is assumed that the provided measurement data has undergone quality
control procedure. ADCP data is very useful for 3D hydrodynamics modelling as it
supplies data on flow velocities throughout the water column. The locations of these
devices at the PFOW are given in Figure 3.1. The acquired data offered a measurement
time step of every 10 minutes at 4 m intervals through the water column, with the
deepest measurement approximately 5 m above the ocean floor. Details of the field
data are given in Table 3.1.
Table 3.1: Details of the ADCP measurement data supplied by the TeraWatt project.
ADCP Coordinate Depth Measurement data
Site 1 58o 43’ 34.00" N 3o 14’ 11.01" W 82 m 14/9/2001 - 16/10/2001
Site 2 58o 43’ 1.02" N 3o 5’ 9.02" W 80 m 19/9/2001 - 20/10/2001
Site 3 58o 40’ 13.02" N 2o 58’ 35.03" W 71 m 15/9/2001 - 14/10/2001
Water surface elevation measurement can be obtained via tidal gauges. Delft3D Dash-
board software incorporates a worldwide tide stations database, together with the sta-
tions’ astronomical components within the software’s tide station toolbox. It is worth
to note that the measurement data available from the tide stations include both astro-
nomical and meteorological input, while the general models utilised in this study only
consider the astronomical input.
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The first step in validating the numerical model is to compare the predicted water
surface elevation with the available IHO tidal gauges database in the computational
domain. This procedure was performed to check the suitability of the chosen boundary
conditions in simulating the hydrodynamics of the study. The comparison of the water
surface elevation between the Telemac3D model and measured data was conducted
at two tidal gauges; Scrabster IHO and Wick IHO. Figure 3.7 produced from the
Telemac3D model shows an excellent comparison of the water elevation between the
model output and the two tidal gauges. The comparisons shown here covered a full
spring tidal cycle from 16/09/01-26/09/01, and demonstrated that the open boundary
with the prescribed water level forcing is highly suitable for the hydrodynamics appli-
cation in this computational domain.
3.5 Parametric study on Telemac3D model
Several sets of performance indices were utilised in comparing the measured data
with the numerical models. Pearson’s Correlation Coefficient (r), is a measure of the
strength of the linear relationship between two data sets (Equations 3.7-3.8). An r
value closer to 1.0 indicates a strong relationship between variables. The difference
between predicted and observed values can be evaluated using Root Mean Square Error
(RMSE), where a smaller value indicates good model performance (Equation 3.9). In
addition to this, Scatter Index (SI), which is the root mean square difference between




























The general set up for the Telemac3D model used in this study was as follows: the law
of bottom friction was set to the Chézy formulation; the coefficient for both horizontal
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Figure 3.7: Comparison of the water surface elevation between the predicted and the
measured data for Telemac3D model.
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and vertical diffusion of velocities were set to the default value of 1.0x10−6 m2s-1;
the Coriolis force was not included in the model unless stated otherwise; the time step
for the output file was set at 10 min interval; and the mixing length model using the
Prandtl’s theory and the constant viscosity (default option) were set as the vertical and
horizontal turbulence models respectively. The results were then compared at three
different depths; near the water surface (7 m), at the middle of the water column (39
m) and close to the ocean floor (65 m - 71 m).
3.5.1 Bottom roughness
Bottom friction has proven to be an important and sensitive parameter in tidal mod-
elling, where it is often used to fine-tune models so that they give water levels and
velocity vectors in agreement with relatively sparse spatial observations. Notably, re-
searchers (e.g. [111, 134]) have found that no single value of the drag coefficient
produces results in agreement with field data due to the fact that the bed shear will
vary throughout the numerical domain because of spatially varying bottom features.
However, a single value of the drag coefficient is often applied uniformly through-
out the domain in a compromise between matching the tidal phase and matching the
current magnitude at the PFOW.
In oceanographic modelling, the bed shear-stress, τb can be represented using a quadratic
drag law as follows:
τb = ρCdU
2 (3.11)
where ρ is the density of seawater and U is the depth-averaged velocity. Effects of bed
roughness uncertainty on tidal stream power estimates have been examined by Kreit-
mar [140], where it was found that the power available for extraction can be increased
by the introduction of uncertainty. Furthermore, Soulsby [141] has shown that there are
eight different Cd models that can be derived from fitting experimental data to either a
power law relationship (Equation 3.12), or a logarithmic law (Equation 3.13).
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Where ẑ is the relative roughness, β is equivalent to 4| cos t
′ |3/2, κ is von Karman’s
constant and B = (δ/2h)− log(δ/2h), where δ and h are the boundary layer thickness
and mean water depth respectively. Table 3.2 lists these two commonly used emperical
formulae for estimating Cd, along with values of parameters α , β , B, and κ obtained
from experimental and numerical data, where it can then be fitted to the eight Cd
models mentioned by Soulsby.
Table 3.2: Bed roughness coefficient, Cd formulae from relative roughness ẑ as













Deep water κ = 0.4
Boundary-layer thickness, δ B = (δ/2h)− log(δ/2h)
Colebrook-White κ = 0.45
z0 = (ks/30)+(ν/9u∗) B = 0.71
Full-depth logarithmic κ = 0.4
Velocity profile B = 1
Several drag coefficients values have been suggested for the Pentland Firth model by
previous studies and are summarised in Table 3.3. Nevertheless, the optimal roughness
value for the study area using Telemac3D models was found to be 0.005 (as shown
by Rahman and Venugopal [136, 142]), which is consistent with the one proposed by
Easton et al. [119] who used the MIKE 21 model.
Figures 3.8 and 3.9 show the comparison of several roughness values as proposed in the
literature against the measured ADCP data, for both the U and V-velocity components
at the three sites. These figures display the results obtained during the spring tide from
16 - 21/09/2001 for Site 1 and Site 3, and 21 - 26/09/2001 for Site 2 since the available
field data for this location starts from 19 September 2001. Figure 3.10 meanwhile
displays the scatter plots and performance indices (obtained from the same data as
presented in Figures 3.8 and 3.9) for the three bed friction coefficients inspected in this
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Salter (based on the paper by Campbell
et al. [143])
n/a 0.0086
Baston et al. [117] Delft3D 0.0025
Chatzirodou and Karunarathna [116] Delft3D Chézy 50
Rahman and Venugopal [136, 142] Telemac3D 0.005
Easton et al. [119] MIKE 21 0.005
study. It can be seen from the performance indices in Figures 3.10 that Cd = 0.005
consistently produced the highest r values, the lowest RMSE and SI outputs amongst
the tested roughness values, indicating great correlation between the predicted and
measured values.
Nonetheless, although the predicted velocity using Chézy 44 (corresponds to Cd =
0.005) yielded excellent comparison against the measurement data for the three moni-
toring points, random scatters were apparent for Site 1 as displayed in Figures 3.8 and
Figures 3.9. Further inspection reveals that this was caused by the random fluctuation
in the V-velocity component at this site. Also this could be due to the fact that the
predominant flow is in U-component direction.
Complex turbulence and large eddy circulation, due to the uneven bed structure in this
region, could have been attributed as possible causes of this phenomenon, in which the
hydrostatic solver utilised in this study may not have been able to sufficiently resolve
the turbulence fluctuations. These results are essentially similar to the one produced
by Venugopal and Nemalidinne [118] who used the MIKE 3 model, where high and
erratic V-velocity fluctuations were also demonstrated by the ADCP data at Site 1.
3.5.2 Bathymetric input
The accuracy of a tidal model can also be influenced by the quality of the bathymetry
input [144]. Bathymetry data provides the depths and topography of the underwater
terrain, and the term resolution is used to describe the level of its details. Obtaining
detailed bathymetry and topographical information can be potentially very expensive,
although a number of free databases are available. A comparative study between two
different sets of bathymetric data was conducted to examine the impact they may have
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on the numerical model. The results are illustrated by Figure A.2 in Appendix A.
The first bathymetry was from the GEBCO 08 with a spatial resolution of 30 arc-
seconds, and the second was a high 20-m-resolution dataset supplied by the TeraWatt
project. Interestingly, no noticeable differences (in terms of the predicted velocity) are
observed between the two bathymetric data at the three monitoring stations. However,
it is worth highlighting that detailed bathymetry is crucial when turbines are incorpo-
rated in the simulation as it may influence the hydrodynamics in the region where the
devices are deployed.
3.5.3 Coriolis force
The Coriolis force, which is caused by the rotation of the earth, deflects tidal movement
to the right in the northern hemisphere that causes a counter-clockwise rotation. In the
southern hemisphere, this deflection is to the left. This effect, however, is very small in
tidal basins and does not exist for motion along the equator. When the Coriolis terms
are of the same magnitude as the gravitational terms, a geostrophical equilibrium is
reached, and resulting in a Kelvin wave [145]. Kelvin wave cause the range of tide
being greater on the right side of an estuary than on the left in the northern hemisphere.
Notably, such characteristic is observed for the tidal wave in the North Sea. It also
accounts for the tendency of the system to form an amphidromic point (refer to the
dark blue areas where the lines come together in Figure 2.4). At this point, the vertical
amplitude of the tide is (almost) zero.
In the model, the Coriolis force, f can be calculated through the following formula:
f = 2ω sin(λ ) (3.14)
where λ is the Earth’s rotational velocity equal to 7.27x10−5 rad/s and λ is the average
latitude of the model. The influence of the Coriolis on the Telemac3D model was
investigated by applying the Coriolis coefficient of 1.24x10−5 to the model (using
58.7o as the average latitude). Figure A.3 in Appendix A shows the scatter plots for
the Telemac3D models (with and without the Coriolis effects) using the roughness
value of 0.005 (i.e. Chézy 44). The performance indices for both models display very
close similarity between one another, which is to be expected since the computational
domain generated for the Telemac3D models are not large enough for the Coriolis
force to have a notable influence on the computation.
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3.5.4 Comparison of bottom roughness formulation
Two of the most commonly used formulation for the bottom roughness, Chézy and
Manning were examined to inspect their influence on the numerical model. Bottom
friction is associated to the drag coefficient and is a critical parameter in flow modelling
as it has an effect on the predicted amplitude. The bed shear stress for the three






where τb(3D), Cd , ρ , |
−→
Ub| are, respectively, the bed shear stress, drag coefficient, wa-
ter density, and horizontal velocity component. The drag coefficient, along with the















where g, d, n and Ks refer to the gravitational acceleration, water depth, Manning
roughness coefficient and Nikuradse roughness length. A constant Chézy and Manning
roughness value of 44 (m1/2s−1) and 0.047 (m−1/3s), in which both corresponded to
Cd = 0.005 were utilised in this comparison. From Figure A.4 in Appendix A, it can
be deduced that both roughness formulae produced identical numerical output, and
demonstrated that either bed friction law can be employed for the Telemad3D tidal
flow model in this region.
3.5.5 Nikuradse roughness formula
The pioneering work on understanding the effect of roughness on pressure drop was
done by Nikuradse [146] who carried out experiments on fluid flow in smooth and
rough pipes. His study demonstrated that the characteristics of the friction factor were
different for laminar and turbulent flow. In the laminar region, the roughness was
shown to have very little influence, however in the turbulent region, roughness played
a major role. In numerical modelling, Nikuradse roughness has been used in some of
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the flow models (e.g. MIKE 3) and the influence of this parameter has also been tested
with Telemac3D.
Three models with distinct roughness values were inspected using the Nikuradse for-
mula, and presented in Figure 3.11. Friction coefficient of 0.001 (very smooth e.g.
mud), 0.1, and 1.0 (very coarse and grainy e.g. sand) using the Nikuradse formula were
simulated, which produced scatter plots that were rather poor. The models severely
underestimated the current speed at Site 1 and Site 3, a RMSE value as high as 1.49 was
observed at Site 1. Reasonable performance indices, however, were observed at Site 2
though the models again under predicted the current speed near the sea bed. Overall,
the use of Nikuradse roughness formula for the bed friction resulted in substantial
velocity reduction against the ADCP data.
These results seem to infer that the general numerical, physical or general parameters
applied to the models are not compatible with the Nikuradse roughness option. In
contrast with the Chézy and Manning bed friction, Nikuradse formula assumes a log-
arithmic profile near the bottom, and thus some refinement are needed for the vertical
layers. Since this work employed the equidistant layer, it then seems plausible that the
law of bottom friction using the Nikuradse formula is not compatible with the model.
Models applying the equidistant layer are more suited for the Strickler-based formula,
such as Manning and Chézy; therefore these two roughness formulae are more suited
for this application as supported by the previously shown scatter plots in Figure A.4 in
Appendix A.
3.5.6 Turbulence closure models
Telemac3D offers four options in defining the Horizontal Turbulence Model (HTM),
namely constant viscosity, the k-epsilon (k− ε) model, Smagorinsky and also the k-
omega (k−ω) model. Two of the turbulence models, the constant viscosity and the
Smagorinsky were applied to the Telemac3D models to assess their influence on the
flow. The constant viscosity (default option in Telemac3D system) is the simplest
turbulence model, and prescribes constant turbulent viscosities (both in the vertical
and horizontal direction) throughout the domain. The Smagorinsky model on the other
hand is recommended for simulations that involve highly non-linear flow [147–149].
In both cases, the coefficient for both horizontal and vertical diffusion of velocities
were set to their default value of 1x10−6 m2s-1, while the vertical turbulence model was
set using the default option of Prandtl’s mixing length theory. Figure 3.12 displays the
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scatter plots of the two horizontal turbulence models utilised in the simulation, where
no apparent differences are displayed by the performance indices. This highlighted the
nature of the flow at the PFOW, which is highly turbulent and non-linear since the use
of Smagorinsky model matched the measured data well.
Next, the influence of the viscosity coefficients was investigated, where the selected
coefficient values were expected to have some influence on the eddies and recircu-
lation. These parameters are used to control the size and shape of the recirculation
of eddies, where small size eddies can be dissipated using a small coefficient, while
large sized recirculation can be reduced using a higher coefficient value [126]. Three
values (ν = 1x10−6 m2s-1 (default), ν = 0.01 m2s-1, ν = 1 m2s-1), for the coefficient
for horizontal diffusion of velocities were selected, and applied for the model using the
constant viscosity as illustrated by Figure 3.13.
Nonetheless, the performance indices in Figure 3.13 suggest that the models are un-
affected by the value of the horizontal viscosity coefficients, which is somewhat un-
expected. To corroborate this findings, several more coefficient values (ν = 1x10−8,
1x10−4 an 1x10−3) were also tested at Site 2 (refer to Figure A.5 in Appendix A).
Nevertheless, like before, no noticeable differences were observed. This result seem
to imply that the three coefficient values utilised in the models may have greatly
dissipated the eddies to be smaller than a two mesh cell, and thus prompting the
turbulence to have little to no influence on the computation [126].
3.5.7 Vertical turbulence model
There are four models to choose from upon selecting the mixing length as the Vertical
Turbulence Model (VTM); the Prandtl model (default value) is suited for barotropic
simulation such as tidal flows [150]; Nezu and Nakagawa; and also Quentin and Tsa-
nis models, which offer a good representation of wind drift [151]. All four mixing
length models were investigated in this study, and the results are shown in Figure 3.14
and Figure 3.15. Figure 3.14 shows the scatter plots and performance indices for the
four mixing length models that were coupled together with constant viscosity as the
horizontal turbulence model.
Figure 3.15 meanwhile displays the results using the Smagorinsky turbulence model
in the horizontal direction. It is interesting to see that the four mixing length models
compare well against each other, and the difference between the models are almost
negligible. Furthermore, the use of either the constant viscosity or the Smagorinsky
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































option as the horizontal turbulence model shows no noticeable influence on the output,
which agrees well with previous finding in section 3.5.6.
3.6 Discussion
Since the majority of numerical models employed for hydrodynamics and resource
assessment studies at the PFOW were conducted using 2D depth-averaged models,
there is a gap that needs to be addressed to further understand the characteristic of 3D
models, more so at an area with a highly turbulent flow like the Pentland Firth. Thus,
in this chapter, appropriate methods in developing a 3D tidal flow model for the PFOW
using Telemac3D numerical model were examined carefully. Great care was taken to
ensure the robustness of the models, and the predicted values were validated against
the observed data to give confidence to the model.
The physical, numerical and general parameters utilised in the numerical model were
elaborated in detail, since the input required for a 3D model differs remarkably from
the 2D model. The parametric study was conducted to examine the influence of key
simulation parameters on the numerical output, and the performance indices were
utilised in comparing the predicted and measured data.
Of the three tested bed friction values for Telemac3D models, Cd = 0.005 produced the
best results and can be parameterised by using both Chézy and Manning formulation.
The use of Nikuradse formulation as the bottom friction was not suitable in this study
since it required highly refined vertical layers, especially near the sea bottom. These
findings also demonstrated that the model output was unaffected when varying the
values of the horizontal diffusion of velocities, indicating the presence of a highly
turbulent flow in the area of interest. Additionally, four distinct mixing length models
were investigated using Telemac3D, and the difference between the models were found
to be negligible.
Furthermore, the influence of k−ε and k−ω turbulence models on the model’s output
was not highlighted in current study since very rarely has an ocean-scale hydrody-
namics model utilised these two turbulence options. Both models comprise a couple
of equations solving the balance equations for k (turbulent energy) and ε (turbulent
dissipation) / ω (specific rate of dissipation of kinetic energy), hence requiring a finer
domain mesh than the tested constant viscosity and Smagorinsky models to ensure
numerical stability. Consequently, Telemac3D models with basic turbulence schemes
(i.e. using constant viscosity/Smagorinsky and the Prandtl mixing length model) were











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































therefore employed in preference to the k−ε and k−ω turbulence schemes, which are
both more complex and also computationally expensive.
Moreover, the choice of eddy viscosity parameter imposed on the model were perhaps
quite low to have a meaningful impact on the simulation output. In retrospect, higher
viscosity coefficients values should have been tested, which can be approximated using
an equation proposed by Borthwick and Barber [152]:
ν = 5.9H|U |
√
Cd (3.19)
where H is the total water depth, U is the depth-averaged velocity vector, and Cd
is the dimensionless bed drag coefficient. To highlight, Equation 3.19 was used by
Bonar [153] to find suitable eddy viscosity coefficient for his depth-averaged DG-
ADCIRC model. Subsequently, a sensitivity analysis was also performed by Bonar to
ensure that his results were not sensitive to the chosen ν value.
The next chapter will introduce tidal flow modelling using another commonly used
numerical tool - Delft3D software.

Chapter 4
Numerical Modelling of the Pentland
Firth Region Using Delft3D
This chapter provides a brief overview of the hydrodynamics simulations conducted for
the Pentland Firth region using another commonly used numerical model - Delft3D1.
Moreover, the objective of this research offers a continuation from the work discussed
in Chapter 3 - to investigate the influence of input parameters on a 3D hydrodynamics
simulation, albeit using a different numerical model.
Extensive parametric study on critical numerical parameters has been conducted and
discussed in the following sections. Furthermore, ADCP measurements supplied by the
TeraWatt project were again used in calibrating model output to ensure the robustness
of the models. The results of the analyses are presented graphically, accompanied by
relevant statistical dataset to facilitate data interpretation.
At the end of this chapter, the predicted output from two distinct numerical models –
Telemac3D which is a finite element based numerical model, and Delft3D, which is a
finite difference based model employing only the structured grid – are compared and
analysed. Equally important, the influence of the chosen parameters on both flow mod-
els are explored, to see which of the two software is more adaptable and able to produce
accurate numerical output upon comparison with the measurement data. Finally, a few
modelling constraints encountered in this research work are also discussed.
1. Part of the contents from this chapter had been presented at two international conferences, and was
also used in writing up a manuscript for journal publication. Please refer to Appendix B for details.
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4.1 Model description
Delft3D is a finite difference modelling suite developed by the Deltares, and consists
of the flow, morphology, water quality and wave modules [25]. It applies the shallow
water and Boussinesq assumptions to solve the Navier-Stokes equations, for both two
and three dimensions. The numerical scheme then solves the continuity equation, mo-
mentum equations, the advection-diffusion transport equations, and turbulence model.
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where SD3D is the term due to water discharge or withdrawal, precipitation and evapo-
ration per unit area, ζ is the water level, d is the water depth in relation to a reference
level (and the term (ζ +d) refers to the total water depth,h), f is the Coriolis parameter,
U and V are the horizontal velocity components, w is the vertical velocity component
for sigma coordinate, Fx,R and Fy,R are the horizontal Reynolds stresses, vv refers to
the eddy viscosity in vertical direction, Px and Py are the horizontal pressure term from
Boussinesq assumption, Mx and My are the source or sink terms, and ρ0 is the reference
density.
4.2 Model set up
A three-dimensional Delft3D flow model, with the Universal Transverse Mercator
(UTM) coordinate system was constructed using the Delft Dashboard (DDB). It con-
sists of structured computational grids that covered the whole Orkney Islands in the
north of Scotland, as shown in Figure 4.1, from 1o 24’ W - 4o 34’ W and 58o 18’ N - 59o
37’ N. Delft3D offers the choice of both σ (sigma) and the Z-coordinate for generating
the vertical layers in the 3D model. The σ layer is known for providing accurate
representation of the bathymetry, and uses less computational resources because it is a
terrain following model. On the contrary, the Z coordinate varies in space and generates
a staircase layer boundary. Figure 4.2 illustrates how the σ and Z coordinate layers are
represented in the numerical model.
4.2. Model set up 71
Figure 4.1: Computational domain and open boundary segments produced for the
use in Delft3D model.
(a) Sigma layer (b) Z coordinate layer
Figure 4.2: Illustration of the σ and Z coordinate vertical layers in a numerical model.
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The option of using either σ or Z layer grids is problem dependent. The terrain fol-
lowing σ layer was employed in this study since it is more suitable in modelling the
physical processes near the bottom boundary layer [154]. Nonetheless, the distribution
of the σ layer for the Delft3D model differs to Telemac3D. Vertical distribution of
the Delft3D layers begin at the water surface, while for Telemac3D it starts from the
ocean floor (refer to Figure A.6 in Appendix A). Next, as with the Telemac3D model,
the TPXO7 database and GEBCO 08 were applied as the boundary conditions and
bathymetry for the computational domain.
Domain decomposition, which allows for local grid refinement in both horizontal and
vertical direction, was applied to increase the resolution at the area of interest and also
to enhance the simulation accuracy. Using this method, domains can have independent
vertical grid refinement, which is not possible when using nesting. Moreover, nesting
technique is a one way coupling, in which there is no interaction between the domains.
Nine domains were created for this work, with the largest grid resolution at 3000 m
spacing for the outer domain that acts as the open boundary for the model. Although
not apparent from Figure 4.1, two additional domains were assigned at each of the
three monitoring points to allow for finer grid resolution at the measurement area.
The mesh resolution was then reduced to 1000 m grid for the domain that covered
the Orkney Islands. The grid was further decreased to 200 m spacing specifically for
the domain that covered the Pentland Firth. As for the monitoring stations, where the
Acoustic Doppler Current Profiler (ADCP) is located, a more refined mesh resolution
of 22 m was employed so that the flow propagation near the point of interests can be
properly captured. It is also strongly recommended to employ a maximum horizontal
refinement of 1 to 5 to allow gradual transition between resolutions and avert abrupt
velocity change, which may cause instability in the model.
Furthermore, since Delft3D uses a structured grid, the monitoring points will be at the
centre of the cell. This requires the use of multiple domains to ensure smooth grid
transitions and fine mesh density are achieved at the monitoring locations so that the
distance between monitoring and measurement points is not too great. Nevertheless,
the use of multiple domain decomposition in Delft3D should be approached with
caution. Aside from the suggested odd number grid refinement, users are also rec-
ommended not to place the domain boundary in a steep area to avoid potential errors
caused by the large differences in depth at the adjacent cells.
Since the use of domain decomposition requires all the domain to be connected, it
proves to be a hindrance especially with the presence of complex geometries and
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countless islands in the computational domain. Hence, an appropriate mesh density
needs to be meticulously selected so that it embraces the small islands that may exist
in the domain, and more crucially the grid should also be able to characterize those ge-
ometries accurately. For the purpose of this study, 10 σ layers were applied specifically
to the grid that covers the Pentland Firth, while the 3000 m and 1000 m grid spacing
that covers the outer domain were set to one layer (i.e. a combination of 2D outer
model with a 3D high resolution model). This approach was implemented to optimise
the computational resources.
The Delft3D model was run with a time step of 0.1 min to satisfy the CFL condition,
which should not exceed a value of ten [155]. Similar to the Telemac3D model, only
astronomic forcing was included in this simulation, and default physical and numerical
parameters were applied. Threshold depth was set to 0.2 m, above which the grid cell
is set as wet during calculation, and k-epsilon was chosen to model the 3D turbulence.
As with the Telemac3D, the simulation period was set to 35 days and the models were
run without the Coriolis effect. The outputs extracted from the model were the water
elevation and the U and V -horizontal velocity components.
4.3 Model calibration
As displayed in Figure 4.1, the Delft3D domain consists of four open boundaries:
North, East, South, and West. The influence of the boundary forcing on Delft3D com-
putational domain for this region has been investigated by Rahman and Venugopal
[136, 142], and the use of water level forcing at all open boundaries has been proposed
for the flow model at the Pentland Firth. In-situ measurement data is critical for all
numerical modelling in order to give credence to the model output. Acoustic Doppler
Current Profiler (ADCP) data supplied by the EPSRC Terawatt project [133] were once
again used to validate the numerical models at three sites.
Nonetheless, any errors or uncertainties that may be present in the ADCP data are
not known to the authors, and it is assumed that the provided measurement data has
undergone quality control procedure. ADCP data is very useful for 3D hydrodynamics
modelling as it supplies data on flow velocities throughout the water column. The
locations of these devices at the Pentland Firth are already shown in Figure 3.1. The
acquired data offered a measurement time step of every 10 min at 4 m intervals through
the water column, with the deepest measurement approximately 5 m above the ocean
floor. For details of the field data, please refer to Table 3.1 in Chapter 3.
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Following similar procedure as discussed in previous chapter, the predicted water sur-
face elevation is compared with the available tidal gauge database in the computational
domain. This was done to check the suitability of the chosen boundary conditions in
simulating the hydrodynamics of the study. The simulations were run for 35 day, and
for clarity, the comparisons shown here covered a full spring tidal cycle, starting from
16 September 2001 till 26 September 2001.
Table 4.1: Two distincts boundary conditions applied to the Delft3D model.
Mix BC Water Level BC
West : Current West : Water Level
North : Water Level North : Water Level
East : Water Level East : Water Level
South : Water Level South : Water Level
For Delft3D calibration, following the procedure set by Rahman and Venugopal [136,
142], two different models were created as part of the calibration process to inspect the
influence of the boundary on the computational domain, as summarised in Table 4.1.
The first model (denoted as Mix BC) employed a mixture of current and water level
forcing for the boundaries, in which the current boundary condition was set for only
the west segment. On the other hand, the second model (denoted as Water Level BC)
on the other hand used water level for all four open boundaries.
The water elevations from the Delft3D models were compared with the tidal gauges
at Wick IHO and Sule Skerry IHO and are represented in Figure 4.3. As evident from
this figure, the predicted water surface elevation using the mix boundary (Mix BC)
shows poor correlation against the tidal gauges at both locations, indicating that this
boundary condition is ill-suited for this application and region. Two possible reasons
may contribute to this observation. Firstly, it could be due to the inability of the current
data from the tidal global model to be accurately resolved in the area of study due to
the huge interval (i.e. 3000m) between the nodes along the open boundary. Although
refining the grid density of the outer domain may improve the numerical output of the
Mix BC model, it is not within the scope of the present study.
Secondly, currents may also be affected by waves and other oceanography processes.
Since the present study did not consider the influence of waves, it might be plausible
that the poor result shown by the Mix BC model was caused by the absence of wave
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Figure 4.3: Comparison of the water surface elevation between the predicted and the
measured data for Delft3D models.
76 Numerical Modelling of the Pentland Firth Region Using Delft3D
propagation at the open boundaries. On the other hand, the Water Level BC model
displayed an excellent match with the measured data at the two sites since water
elevation is highly predictable. The influence of the selected boundaries on the model’s
hydrodynamics will be discussed in Section 4.4.2.
4.4 Parametric Study on Delft3D model
For the Delft3D model set up, WGS 84 / UTM zone 30N was set as the coordinate
system and GEBCO 08 bathymetry was employed. The roughness formula was set
to the Chézy formulation unless stated otherwise, and default values were utilised for
both the horizontal and vertical viscosity and diffusivity. Next, the history time step of
10 min was applied while the meteorological input was not considered.
The results were then compared at three different depths, the same as for the Telemac3D
model, e.g. near the water surface (7 m), at the middle of the water column (39 m) and
close to the ocean floor (65 m-71 m). The parametric study of the turbulence closure
model was not performed since it had been studied by Baston et al. [117].
4.4.1 Bottom roughness
Table 4.2: Variable roughness coefficient applied to the Delft3D model.
Site U velocity Cd V velocity Cd
1 Chézy 50 0.0039 Chézy 20 0.0245
2 Chézy 60 0.0027 Chézy 55 0.0032
3 Chézy 60 0.0027 Chézy 50 0.0039
Under the physical parameters tab in the Delft3D Dashboard, several options for the
roughness formula are available, which are the Manning, White-Colebrook, Chézy and
Zo. Nonetheless, Chézy was selected as the default roughness formula and applied to
the Delft3D models in this study. The formulation of the bottom friction in Delft3D is
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where −→τ d3d , −→ub , C3d , and
−→
U are the bed shear stress, magnitude of the horizontal ve-
locity in the first layer just above the bed, 3D Chézy coefficient and velocity of current
far enough from the wall respectively. Apart from the bed friction values employed
previously for the Telemac3D models, an additional roughness coefficient, shown here
in Table 4.2, was tested to examine its influence on the output since Delft3D allows
for variable roughness coefficient to be applied for the U and V-velocity components
(i.e. different drag values can be applied in both x and y directions). Model with Water
Level BC (from Table 4.1) was used in this set up.
Figures 4.4 and 4.5 illustrate the U and V-velocity components of the applied roughness
values when compared against the measured data, while Table 4.3 presents the perfor-
mance indices of the bed friction values (obtained from the same data) tested on the
Delft3D model. At Site 1, high RMSE value and very low correlation coefficient can
be seen from performance indices, though high V-velocity fluctuation was attributed
to the poor results. Site 2 nonetheless showed a better comparison where high r values
were observed at all depths. Overall, it can then be concluded that Cd = 0.0086 (Chézy
34) is the optimal bed friction value to be applied for the Delft3D flow model for this
study area, based on the calculated performance indices.
However, it is compelling to see that this result appears to contradict the values pro-
posed by both Baston et al. [117] and Chatzirodou and Karunarathna [116], where
lower bed friction coefficients of Cd = 0.0025 and constant Chézy value of 50 were
applied respectively in each of their studies using the same numerical software. These
differences could be due to the size of the domain and also the mesh resolution that
were utilised in their models. For instance, Baston et al. employed a shelf-scale domain
that was significantly larger than the one used in this study, along with a finer grid
density (2km x 2km) for the outer region.
4.4.2 Boundary forcing
Most flow models would apply either the Water Level or Current, or the combination
of both as the boundary forcing. In addition to that, the reflection coefficient, alpha,
should be chosen so that they are sufficiently large enough to damp the short waves
introduced at the start of the simulation. An alpha value of 1000 was applied to reduce
reflections at the open boundaries, and the wave from propagating back into the domain
as a disturbance. The influence of boundary forcing on the domain was examined
using two models (Mix BC and Water Level BC) with distinctive open boundaries
as presented in Table 4.1. Additionally, scatter plots for the comparison between the
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two types of boundary forcing are shown in Figure 4.6.
The validation process demonstrated that Water Level BC model showed excellent
agreement between the predicted and observed water surface, and thus considered as
the suitable boundary forcing for this model. Nonetheless, the performance indices
calculated in Table 4.4 have generated some interesting observations for the current
speed using the two models (with Cd = 0.0086). At Site 1 and Site 3, Mix BC model
showed slightly better agreement with r, RMSE and SI values compared to Water Level
BC model for the three depths. Then for Site 2, the r values for both models are very
close to one another, while the RMSE and SI for Water Level BC model are slightly
better than Mix BC model.
The results seem to imply that there is not much difference between the two models
when direct velocity comparisons are conducted. However, as noticed from the cali-
bration procedure in Section 4.3, the Water Level boundary forcing showed the best
fit against tidal gauges, and thus is best suited for hydrodynamics modelling in this
region. All things considered, it is evident from this analysis that proper calibration
and validation are essential in producing a flow model that is both robust and also
accurate.
4.4.3 Coriolis force
The Coriolis effect in Delft3D model can easily be activated by inserting the latitude
of the domain in the Dashboard, and the influence of the force on the model using the
roughness value of 0.0086 is highlighted in Figure A.7 in Appendix A. Although some
small differences in performance indices were spotted at Site 3, it can generally be
concluded that the impact of the Coriolis force is too small on the domain used.
4.4.4 Comparison of bottom roughness formulation
As with the Telemac3D, two of the most commonly used formulations for the bottom
roughness, Chézy and Manning were examined to inspect their influence on the numer-
ical model. Constant Chézy and Manning roughness values of 34 (m(1/2)/s) and 0.06
(m−1/3s) respectively, of which both corresponded to Cd = 0.0086, were utilised for
this comparison. The results for this comparison are presented in Figures 4.7 and 4.8
respectively. Interestingly, statistical analysis conducted on these two models shows
contrasting output between the two numerical output, where the computed perfor-
mance indices for the Manning formula were found to be considerably lower than
the Chézy, as demonstrated in Table 4.5.



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The Chézy model outperformed the Manning’s at all sites and depths, where large
scatter was apparent for the Manning output. The reason for this observation is not very
clear to the author. In an effort to prove that the result is not due to the miscalculation or
error in modelling, another set of performance indices for the model using the variable
roughness values (as shown in Table 4.2) are presented in Table 4.6. Despite using a
different bed coefficient, once again the same occurrence was noticed for the model
utilising the Manning formula. It could be speculated that the Manning roughness
formula is not suitable to be used in this location under the current setting. Extensive
calibration is therefore highly recommended before the Manning roughness formula is
applied to the Delft3D flow model for this region.
4.5 Discussions
Appropriate methods in developing a 3D tidal flow model for the PFOW using both
Telemac3D and Delft3D numerical models (in Chapters 3 and 4 respectively), were
thoroughly examined since they were not described in detail by previous studies. Great
care was taken to ensure the robustness of the models, and the predicted values were
validated against the observed data to give confidence to the model. Physical, numer-
ical and general parameters utilised in the models were elaborated in detail, since the
input required for a 3D model differs remarkably from the 2D model. The parametric
study was conducted to examine the influence of key simulation parameters on the
numerical output, and the performance indices were utilised in comparing the predicted
and measured data.
As presented in the previous and current chapter, results from both Telemac3D and
Delft3D models demonstrate that the physical and numerical parameters used for the
simulations worked well. The use of unstructured mesh for the Telemac3D offers an
excellent tool for users to accurately model the domain geometries. Delft3D on the
other hand offers an easy to use interface to create and run a model. However, there are
some inherent limitations with the current release of Delft3D Dashboard (e.g. choice
of unstructured mesh). Currently the option of Flexible Mesh is yet to be made open
source in Delft3D, and thus users are resigned to using a structured mesh for their
model.
Structured mesh posed a problem in representing geometry with complex coastlines
along with the presence of islands in the domain. Nonetheless, since the area of interest
in this study is significantly deep, and the models are run without the waves input, the
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shoreline may have little to no influence on the predicted model output. Besides, the
option for physical, numerical and general parameters offered in the Dashboard are also
not as extensive as the Telemac3D module. Nonetheless, data extraction for Delft3D
model is fairly easy and fast, since the use of monitoring points eliminate the need to
store data for all the points in the domain.
Of the three tested bed friction values for Telemac3D models, Cd = 0.005 produced the
best results and can be parameterised by using both Chézy and Manning formulation.
The use of Nikuradse formulation as the bottom friction was not suitable in this study
since it required highly refined vertical layers, especially near the sea bottom. The
findings also demonstrated that the model output was unaffected when varying the
values of the horizontal diffusion of velocities, indicating the presence of a highly
turbulent flow in the area of interest. Additionally, four distinct mixing length models
were investigated on Telemac3D, and the difference between the models were found
to be negligible.
Correspondingly, the use of Water Level BC as the boundary forcing in Delft3D pro-
duced the best agreement with the observed data. Of all the roughness values tested on
Delft3D model, Cd = 0.0086 produced the best agreement with the measured data in
this study. Moreover, the observed difference in the Cd values from the literature could
be attributed to the choice of boundary conditions and the grid size, which may have
an influence on the numerical model. Excellent correlation between the predicted and
measured data was observed when Chézy formula was applied. Conversely, models
utilising Manning formulation displayed a highly scattered plot, suggesting that it was
not suitable to be adopted in this study.
Not surprisingly, since the drag coefficient definition (or mathematical meaning of the
coefficient) employed in both models are non-identical, the best results for Telemac3D
and Delft3D were obtained using two distinct Cd values. Moreover, other parameters
that could contribute to the observed Cd variations include choice of spatial resolution
and bathymetry data used by the numerical model, as well as how the domain mesh was
constructed (e.g. unstructured mesh in Telemac3D and structured mesh in Delft3D).
In essence, it can be inferred that each of the numerical models is unique and non-
identical and that thorough calibration and validation is required to ensure the validity
of the numerical output.
Nevertheless, the discrepancies between simulated and observed data may also have
been contributed by the quality of the measurement data employed in this project. As
previously mentioned, any errors or uncertainties that may present in the ADCP data
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were not known, and the data were used as it were in calibrating the models. Only
at the very end of this research project had it been highlighted to the author that the
field data were actually clipped and incomplete. Some uncertainty in the reliability of
the field results, due to reported "knock-down" of the mooring lines during the fastest
flood and ebb currents, was briefly mentioned in [134, 156]. Consequently, this could
potentially affect the accuracy and validity of the calibration exercises performed in
Chapters 3 and 4, since the observed data provided by the TeraWatt consortium were
actually synthesized between the observed and ’corrected’ values.
In retrospect, there are several aspects of modelling practice that perhaps could have
been done differently, either to improve the model’s accuracy or speed up the compu-
tation run-time. These include (but not limited to):
• increasing the interval between nodes along the domain boundary to match the
resolution of the TPXO’s model used, consequently reducing the number of non-
essential elements in the numerical domain.
• extending the domain to cover the northern Scottish continental shelf to examine
the effect of open ocean to the dynamics inside the firth.
• broadening the sensitivity analysis to include the whole domain rather than the
small area for which data are available. This is due to the fact that those three
points (i.e. the ADCP locations) along the channel are unable to tell everything
that is happening in the area (e.g. presence of eddies, bathymetry features etc).
• possible use of harmonic analysis to detect and evaluate errors associated with
the observed tidal data. Additionally, this technique can also be used to determine
tidal constituents representative of that exact location, which can then be applied
for future prediction. However, it is worth to highlight that the quality of tidal
constituents derived from this method is highly dependent on the length of the
measurement record [157].
Moving forward, Telemac3D is chosen as the preferred modelling tools in the imple-
mentation of tidal turbines in this region. This commitment was made upon consider-
ation of three critical factors from the modelling perspective, which are:
• ease of setting up a 3D numerical model, which include but are not limited to
domain construction, choices of numerical parameters/settings available from
the model, and access to the additional programming subroutines in order to
implement changes to the basic hydrodynamics model.
• the amount of support available from the modelling community/users of the cho-
sen software in regards to modifying the subroutines.
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• ability to run the simulations using parallel computing, which is not possible
using the current version of Delft3D [158].
Subsequent chapters will focus on the implementation of a full size actuator disc using
Telemac3D, where the influence of selected numerical parameters on the predicted
wake characteristics will be thoroughly investigated and discussed.
Chapter 5
Implementation of the Actuator Disc
Approach in an Idealised Channel.
Part I: Single Turbine Study
This chapter outlines the methodology in implementing the actuator disc approach via
RANS momentum source term for a 20-m diameter turbine in an idealised channel1. To
date, only few studies have examined the execution of the actuator disc approximation
for a full size turbine. Small scale models have fewer constraints than large scale
models because the range of time-scales and length-scales is smaller. In particular,
applying a very dense mesh is possible at small scale but hardly feasible for large scale
applications.
Thus, detailed parametric analyses to determine the optimum size of the structured grid
cells that represent the turbine, as well as the ideal unstructured mesh size upstream
and downstream of the turbine are conducted. It is to be noted that the turbine’s support
structures have not been included in the simulation due to the complexity in defining
their respective parameters. The results of this study are illustrated using two plots - the
models’ predicted velocity and the corresponding turbulence level. More significantly,
the model output parameters are also compared with published data from the literature
to properly validate the applied actuator disc source term, as well as to give confidence
to the numerical model.
1. Part of the contents from this chapter had been presented at two international conferences, and was
also used in writing up a manuscript for journal publication. Please refer to Appendix B for details.
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5.1 Introduction
Flow perturbation due to the deployment of tidal current devices has been extensively
studied and discussed in the recent past as it is expected to have an influence on
the power capture and may also alter the physical environment [116, 159, 160]. The
analytical and computational studies are often validated with small scale experiments
before using them for large scale implementations. In the current literature, most of the
3D numerical studies of wake characteristics have been executed using CFD models. In
these models, the tidal device is represented either as a complete structure with blades,
or as an actuator disc.
Often, the outputs from these numerical models were compared with results from
experiments conducted in a flume, where porous discs are commonly employed to
simulate the effects of a turbine on a fluid flow. Despite the assumption that the actu-
ator disc approach may not accurately produce the vortices from the rotating blades,
the concept seems to be able to accurately compute the wake decay as well as the
turbulence intensity [21, 23].
Although the actuator disc approximation has been widely used in predicting the per-
formance of tidal stream devices, its implementation so far has been restricted to
studies involving an extremely small actuator disc, e.g. rotor diameter of 0.1 m. The
drawback of a small scale turbine model includes overestimation of essential parame-
ters such as the mesh density and also the resolution of the vertical layers, making them
impractical to be replicated in a large scale model. As the application of the actuator
disc approximation for a full size turbine is yet to be tested, this work made an attempt
to model a full scale rotor by the actuator disc method within an ocean scale numerical
flow model.
Contrary to fully meshed rotating turbines, the simplicity of the actuator disk concept
permits it for ocean scale modelling [77]. This method does not demand detailed
discretisation of the turbine structure as required for high fidelity simulations, and does
not need the use of a computer cluster to run. Several recent studies have utilised the
actuator disc method in investigating various flow characteristics in the presence of
tidal devices. Sun et al. [21] used the commercial CFD software package FLUENT to
simulate tidal energy extraction for both two and three dimensional models by applying
a retarding force on the flow. This study found that free surface variations may have an
influence on the wake and turbine performance. Daly et al. [22] examined the methods
of defining the inflow velocity boundary condition using ANSYS CFX, and showed
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that the 1/8th power law profile was superior than others in replicating the wake region.
The same software was also used by Harrison et al. [23] in comparing the wake
characteristics of the RANS model against the experimental data measured behind
a disc with various porosities, where a detailed methodology on the implementation
of the momentum sink was presented. With the aid of ANSYS CFX, the actuator disc
approach was used by Lartiga and Crawford [24] in correcting the wall interference for
their tunnel testing facilities. On the other hand, Roc et al. [25] proposed an adaption
of the actuator disc method by applying appropriate turbulence correction terms to
improve near wake performance for the Regional Ocean Modeling System (ROMS)
model. A more recent study by Nguyen et al. [161] also demonstrated the need to adapt
turbulence models when modelling a tidal turbine with an actuator disc to account for
the near wake losses due to unsteady flow downstream of the disc.
With the exception of Roc et al. [25], all of these CFD studies were conducted in a
small scale domain, where a 0.1 m diameter disc was commonly employed. As the im-
plementation of the momentum sink for a full scale turbine has not been undertaken in
the past, the purpose of this study is to demonstrate that the simulation of wake effects
from a full scale actuator disc using a tidal flow model is possible. The experimental
data published in [23] is used for validation and comparison purposes. In contrast with
other studies where the model dimensions matched the size of the flume experiment,
here the results of the scaled experiment is compared to the full scale model output.
Further, the model-experiment comparison is done by using dimensionless variables.
This chapter presents detailed sensitivity analysis conducted on the disc/turbine/device
enclosure and their influence on the wake profiles behind the turbine. The actuator disc
is implemented using Telemac3D [124], where the effects of a 20 m diameter turbine
is modelled and validated with data from literature. It is hoped that the knowledge
from this study can be used in the implementation of tidal devices via the actuator disc
approach for a realistic regional scale simulation.
5.2 Theory of the RANS actuator disc
Actuator disc model can be implemented using the RANS equations by inserting a
momentum sink term in the region where the turbine is to be located. It then works
by mimicking the effects of a turbine on the surrounding regions without the need
to implement detailed features of a turbine. This method is adapted from the wind
energy industry [107] where it has been widely used to model wind turbines. The
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implementation of the RANS actuator disc approach on several distinct numerical
models has been elaborated and discussed in [21, 23, 99], where the approximated
forces exerted by the disc to the surrounding flow are applied as source terms in the




























where Ui(i= u,v,w) is the fluid velocity component averaged over time t, P is the mean
pressure, ρ is the fluid density, µ is the dynamic viscosity, u′ is an instantaneous veloc-
ity fluctuation in time during the time step ∂ t, xi(i = x,y,z) is the spatial geometrical
scale, −ρu′iu′j is the Reynolds stresses that must be solved using a turbulence model,
gi is the component of the gravitational acceleration, and Si is an added source term
for the ith (where i = x,y or z) momentum equations. In this study, the k−ε turbulence


















(a) Front view from inlet
(y-z axis) 












Figure 5.1: Schematic diagram for the simple channel study illustrating the position
of the actuator disc. Note that D corresponds to the diameter of the disc.
The momentum source term is imposed at the turbine location by discretising the
RANS equation using a finite volume approach [23, 99]. The standard RANS momen-
tum equation will apply to the overall flow domain, while the additional source term,
Si is added using equation (5.3) at the specified disc location, as shown in Figure 5.1:








where ∆xt is the thickness of the disc and K the resistance coefficient. Moreover, the
actuator disc concept implies that the turbine is represented by applying a constant
resistance to the incoming flow, which causes a thrust to act on the disc. In theory, this
thrust should be close to the one acting on the turbine being simulated. The relationship
between the resistance coefficient, K, thrust coefficient, CT , open area ratio, θ , and










The maximum value attainable for CT , called the Betz limit, occurs at a = 1/3 and thus
yields a value of Ct,max = 0.89. From equation (5.4), the value of K for Ct,max can then
be calculated, which equals to 2.
5.2.1 Limitations of the actuator disc approach
Although the RANS actuator disc concept has been successfully employed as a means
for imitating a tidal energy converter, the method is not without flaws. Some of the lim-
iting aspects of this approach have been highlighted by [23, 77, 164],and summarised
below:
• The overall turbine structure is not being represented and thus affecting the tur-
bulence in the near wake region, known to be 2–5 rotor diameters downstream of
the turbines.
• Kinematics of turbulence, such as vortices trailing from the edges of a blade
cannot be replicated and thus they must be properly parameterised.
• Energy extraction due to mechanical motion of the turbine rotor cannot be re-
produced; instead the energy removed from the disc will be converted into small
scale turbulence eddies behind the disc. However, the influence of swirl on the
far region is assumed to be minimal.
• This concept cannot be used to investigate the performance of a turbine (e.g.
maximum power produced) since it does not include the blades.
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Since most swirls and vortical components of a real tidal device would have dissipated
beyond the near wake, the actuator disc should exhibit similar flow characteristics
in the far wake region of the device, which reflects the principal assumption of the
actuator disc approach. Furthermore, since RANS simulations only show the mean
flow characteristic, this method is ill suited for applications that requires detail of the
flow behind the disc as it cannot account for the physical phenomena caused by the
rotating blades.
However, for studies that focus on a simplified model to explore the interaction be-
tween turbines in arrays, the actuator disc model is favoured since it can reproduce the
wake mixing which generally occurs in the far wake region. Previous studies conducted
by Whelan et al. [83] and Belloni and Willden [163] have verified that turbulence due
to the blades has negligible influence on the flow far downstream.
5.3 Benchmarking and data validation
In order to validate the models produced in this study, a comparative study has been
conducted against data from the physical scale set up published by Harrison et al.
[23, 165]. Additional details of the experimental set up are presented by Myers and
Bahaj [164]. The experimental work in [164] was focused on examining the wake
structure and its recovery in the downstream region by using a scale mesh disc rotor.
Furthermore, the flume set up was designed to respect both the Froude and Reynolds
number, as well as to exhibit fully turbulent flow.
Similar experimental set up was also used by Harrison et al. [23] to validate their
simulations using ANSYS CFX. Their numerical model utilised the RANS solver to
analyse the characteristic of the wake of an actuator disc model, which was used as the
principal reference in this study. Highlights of the experimental and numerical scale
study from [23] are as follows:
• Flume dimensions were: 21 m long, 1.35 m wide and tank depth of 0.3 m.
• A perforated disc with diameter of 0.1m was used, where the porosity ranged
from 0.48 to 0.35 (corresponding to coefficient of thrust, CT = 0.61 to 0.97).
• The flow speed was approximately set to 0.3 m/s, with mean U velocity compo-
nent of 0.25 m/s.
• The vertical velocity profile was developed to closely match the 1/7th power law,
with uniform velocity near the open surface.
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• An Acoustic Doppler velocimeter was employed to measure downstream fluid
velocities, starting from 3 to 20-disc diameters in the longitudinal direction, as
well as up to 4-disc diameters along the lateral axis.
5.4 Methodology
5.4.1 Actuator disc representation in Telemac3D
Table 5.1: List of Telemac3D subroutines used in this study and their corresponding
functions.
Telemac 3D subroutines Function
CONDIM To set the initial condition for the model’s depth and
velocity profile
VEL_PROF_Z To specify the vertical velocity profile at the channel
inlet
KEPCL3 and KEPINI To be used with k-epsilon turbulence model
TRISOU To implement the source terms for the momentum
equations
Apart from hydrodynamic simulations of flows in three-dimensional space, Telemac3D
software also allows the user to program specific functions that is beyond the code’s
standard structure. Every installation comes with a comprehensive library of program-
ming subroutines for executing additional processes, which the user can modify to
suit the objectives of any particular simulation. Table 5.1 summarises the adopted and
modified subroutines used in this study. In Telemac3D, the momentum source term
is implemented by modifying and activating the ‘HYDROLIENNE’ keyword in the
TRISOU subroutine.
Since the actuator disc employs the same geometry as the swept area of the turbine and
requires a reduction in momentum of the passing fluid, it is crucial that the calculation
of the forces is appropriately appended into the discretised RANS equations. A sample
of the programming code used in this study is available in Appendix C (page 230).
The principal methodology for executing the approach in Telemac3D is summarised
as follows:
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(a) The turbine arrangement and the overall dimensions of the domain used in
this study is highlighted in Figure 5.1, where the disc is located 250 m from
the channel inlet. Additionally, its z and y axis centrelines are fixed at 30 m
mid-depth and 70 m from the side wall.
(b) The use of structured grid at the turbine position is essential as it will allow
for a better representation of the turbine shape, as well as maintaining the
distance between nodes for refinement purposes. Figure 5.2 provides the graph-
ical information on the dimensions and pertinent parameters concerning the
implementation of the structured grid in the domain. The size of the structured
grid, (i.e. lx = 26 m, ly = 40 m and lz = 60 m) are deliberately set to be larger
than the turbine diameter (D = 20 m) and its width (∆xt = 2 m) to allow for
numerical tolerance upon the execution of the momentum sink in the TRISOU
subroutine.
The grid element spacings within this structured grid are denoted by ∆x, ∆y
and ∆z in the x, y and z directions respectively. For the simulations, lx, ly and
lz are kept constant, but the dimensions of ∆x, ∆y and ∆z have been varied and
their impact on the wake characteristics have been investigated and the results























































Figure 5.2: Graphical illustration of the structured grid properties (i.e. turbine
enclosure) used in the implementation of the actuator disc. Note that these figures
are not drawn to scale
(c) The location of the disc (i.e. the turbine) in the domain is specified by four
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nodes in the horizontal plane (see Figure 5.2, denoted as 1, 2, 3 and 4, which
will act as the enclosure for the turbine. Position of each nodes is represented
by a pair of x and y coordinate. The distance between y(4) and y(1) refers to
the turbine diameter, D, while the distance between x(1) and x(2) corresponds
to the disc thickness, ∆xt .
(d) Although several mesh transformation options are available in the Telemac3D
module, the σ coordinate system is chosen to represent the depth due to its
simplicity, as shown in Figure 5.3a. In fact, the interval between the vertical
planes, ∆z as well as the mesh density in the y direction, ∆y must be carefully
selected since the intersections between the z and y axis nodes will determine
the accuracy of the disc frame. Coarser resolution in both y and z directions
will result in a limited number of nodes being available within the disc swept
area, as shown in Figure 5.3b. Figure 5.3c meanwhile portrays unbalanced
concentration of the nodes when one dimension uses a very fine grid resolu-
tion compared to the other. Section 5.5.4 will elaborate further on this subject
matter.
(e) Once the optimal resolution for both ∆z and ∆y has been established, the mo-
mentum source term [see equation 5.3] is applied into the model through the
existing nodes within the 10 m radius from the disc centre (refer to Figure 5.3b).
For this purpose, equations 5.6 and 5.7 are employed to locate all the relevant








Where r is the turbine radius, Yi refers to the node in the y direction within the
turbine enclosure, Yc is the turbine centreline in the y direction (70 m), Z(l)i is
the vertical plane in the z direction where i = 24 σ layers, and Zc is the depth
where the turbine centre/hub is located (i.e. 30 m).








































































































































































































































































5.4.2 Model set up for single disc
For a realistic modelling condition of a full size turbine, this study refers to a report by
the EMEC [26] to get an idea for the generic characteristics of a tidal energy device.
A 20-m diameter disc is used in this study since it is a reasonable size for a standard
horizontal axis turbine in operation. Moreover, the deployment of tidal devices at any
particular location is site and depth dependent, where depths between 40 m to 80 m
are often quoted.
For this numerical study, the flow at the free surface and the channel depth is set to 3
m/s and 60 m respectively to resemble the general condition of the Pentland Firth area
[166]. The disc z axis centreline is positioned at the mid depth (i.e. 30 m) to allow for a
sufficient bottom clearance to minimize turbulence and shear loading from the bottom
boundary layer. Also, the actuator disc is placed 250 m from the channel inlet to ensure
that the flow is fully developed upon reaching the turbine area.
The resistance coefficient, K is one of the most important variables in simulating
the actuator disc since it characterises the thrust exerted by the turbine on the flow.
Changing the value of K will invariably influence the wake downstream of the disc.
The relationship between CT and K has been shown previously using equation (5.4). In
this study, K is set to a constant value of 2, which corresponds to CT = 0.89. This value
was chosen since it replicates the measured resistance coefficient employed in [23].
Additionally, the disc thickness (∆xt) was set to 4 m.
As mentioned previously, structured grid was imposed at the location of the turbine to
give an accurate illustration of the disc’s features. Conversely, unstructured mesh was
used in the surrounding area with a maximum edge length of 10 m, while the edge
growth ratio was set to 1.1 for a smoother mesh distribution. Figure 5.4 displays both
the unstructured mesh used in the computational domain, and also the location of the
structured grid where the turbine is housed.
The number of mesh elements varies significantly depending on the value of ∆x, ∆y and
∆z chosen for different models, ranging from 70,000 to more than 900,000 cells. The
model was run for 1500 seconds, at which point the results indicated that a steady state
had been achieved (refer to Figure A.8 in Appendix A for details). The time step used
for the simulation was 0.5 seconds, and met the CFL criterion. The simulations have
been computed on an i7-3770 quad core computer with 16GB memory. Depending on
test cases, it took between 3-5 hours for each simulations to be completed.
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Figure 5.4: Geometry of the computational domain mesh used in the single actuator
disc study. The extraction points for the model’s outputs are denoted by the red nodes.
5.4.3 Boundary condition
A constant volume flowrate, Q of 21840 m3/s was imposed at the channel inlet, where
Q is equal to the surface area of the inlet (60 m x 140 m) multiplied by the mean flow
velocity (2.6 m/s). Next, the downstream boundary was set to equal the channel water
depth of 60 m to enable flow continuity. The Initial condition was set to ‘PARTICU-
LAR’ (an option available in Telemac3D for defining the initial condition), where the
initial depth of 60 m was specified in the CONDIM subroutine. Next, a commonly used
method of defining inflow velocities is to use a power-law (1/nth) profile. Although it
is possible to use any value for n to approximate the flow conditions, a comparison of
several values for n was considered to be beyond the scope of this study.
Thus the vertical velocity profile in the domain was imposed using one of the most
commonly used power laws, 1/7th, so as to be similar to a full scale tidal site [167].
In addition, the Chézy formulation with a friction coefficient of 44 was applied to
the bottom to reduce the flow velocity as well as to increase the shear near the bed.
This value was chosen as it has been used previously in [142] to represent the bottom
roughness in the PFOW region. Furthermore, a wide range of friction coefficient values
have been examined by Rahman and Venugopal [168], and their influence on the
model’s output are found to be negligible. Also, both hydrostatic and non-hydrostatic
codes were tested in this study, and their findings are discussed in Section 5.6.
The boundary condition on the bottom was set to a Neumann condition, which is a slip
boundary condition. An attempt to implement a non-slip condition, where the bottom
velocities can be set to 0 was not possible in this study since the model would require
a very fine mesh near the bottom level to satisfy the wall function. Wall function, y+
is a non-dimensional distance used to describe the ratio between the turbulent and
laminar influences in a grid cell, as well as to indicate the mesh refinement for near
5.4. Methodology 103
wall region in a flow model [169]. The rationale behind the wall function is to reduce
computational time and also to increase both numerical stability and convergence
speed when resolving the boundary layers.
However, because of the strong gradients of the flow and turbulence variables that exist
in the viscous layer, highly refined grids are needed near the bottom [170]. Small scale
models are known to be using a no slip wall at the bed (refer to [21–23]) since it is still
computationally feasible to satisfy the y+ requirement. Nonetheless, the flow details in
the boundary layer were not of specific interest in this study. Further, the use of a very
fine vertical resolution (e.g. 50 planes or more) for modelling a full size turbine is both
impractical and not computationally feasible without the use of a computer cluster.
5.4.4 Turbulence input
Different values of stream-wise Turbulence Intensities (TI), have been reported in the
literature for both in-situ measurements and flume experiments, which ranges from 3%
to 25% [69, 164, 171–173]. TI is defined as the ratio of the turbulent fluctuations of
the velocity fluctuation components to the mean stream-wise velocity of each sample,
u, and is one of the most common metrics utilised to quantify turbulence [174]. This
parameter provides a quantification of the magnitude of the turbulent fluctuations and
is considered to be a dominant driver of the fatigue loads on tidal turbine blades [175].
To properly validate the numerical simulations, the imposed turbulence intensity on the
models should be as close to the one used by Harrison et al. [23] in their experimental
work. Using an online tool [176] to extract the published data from [23], the measured
turbulence intensities rate at the domain inlet can be approximated to vary from 5% -
15%. Nevertheless, with the largest intensity happened primarily near the flume’s bed
due to the bottom shear stress, the average intensity from the channel study can then
be estimated to be just about 5%.
With the value of TI is now known, the k− ε turbulence model can be adopted to
define the turbulence at the channel inlet, where the turbulent kinetic energy, k and
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TI is the turbulence intensity rate of 5%, U refers to the velocity across the water
column that follows the 1/7th power law, Cµ is a dimensionless constant, equal to 0.09,
and ls is the turbulence length scale. In the study, the value of ls was set to 20 m,
which corresponded to one third of the channel depth as suggested by Rahman and
Venugopal [168] and Blackmore et al. [177]. Table 5.2 summarises the inputs and
values of the parameters adopted in the single actuator disc simulations.
Table 5.2: Default values of the numerical parameters employed in the simulation of
a single actuator disc.
Numerical parameters Input / Values
Law of bottom friction and Cd value Chézy 44
Turbulence model k-epsilon
Hydrostatic assumption True
Initial condition ’PARTICULAR’ where the initial eleva-
tion is equal to 60 m
Vertical resolutions 24 σ layers
Bottom boundary condition Slip condition
Boundary forcing Inlet: prescribed flowrate,
Q = 21840 m3/s
Outlet: prescribed depth, H = 60 m
Resistance coefficient, K 2 (corresponding to CT = 0.89)
5.5 Models’ sensitivity and validation
5.5.1 Validation metric
An appropriate metric needs to be chosen for the model-data comparisons. As this
study employs a full size turbine for the model, a dimensionless metric is needed for
the validation against physical scale data. All parameters are made dimensionless by
dividing them by a characteristic homogeneous quantity. A commonly used method
employed to characterize the wake recovery is the rotor velocity deficit, Ude f [see
equation 5.10].
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Uw refers to the wake velocity at any point downstream of the disc, while U∞ is the
unperturbed flow velocity. In this study, U∞ corresponds to 3 m/s as defined by the
maximum velocity of the incoming stream into the channel. Next, TI has been chosen







where k is the turbulent kinetic energy from the flow. To examine the accuracy of the
3D models, focus will be placed on the modelled velocity reduction as well as the
turbulence characteristics along the actuator disc centreline. The centreline is defined
as the horizontal line that passes through the turbine centre along the x orientation of
the flow direction.
For this study, the z and y disc centreline axes are located at 30 m mid-depth, and
at 70 m mid-channel width respectively. Furthermore, to facilitate data extraction and
for comparison purposes, hard points were applied into the geometry mesh during
pre-processing stage to establish the positions of the fixed nodes within the domain.
The implementation of hard points along the x centreline orientation for the desired
longitudinal distances (in terms of turbine diameter, D) is illustrated in Figure 5.4.
5.5.2 Mesh dependency
Because of the approximations and averaging used in the RANS equations, the size as
well as the number of cells in any given CFD domain can directly affect the results of
a numerical model. A larger number of cells may result in a more accurate solution
to a problem for a given set of boundary conditions and solver settings. However,
increasing mesh density also requires greater processing time. In order to verify the
robustness of the unstructured mesh used in the model, four meshes with varying
resolutions were tested (i.e. the dimension of the edge length of the unstructured mesh);
Case 1 = 1 m, Case 2 = 2 m, Case 3 = 5 m and Case 4 = 10 m. The refinement zone
starts at 5D (where D is the rotor diameter) upstream of the disc and continues up to
25D downstream from the disc location. This region was selected since it covers the
location of all hard points that will be used in extracting data for comparisons with
published literature.
The mesh refinement zone as well as the fixed nodes that are used in validating the
model are outlined in Figure 5.4. To properly compare against the published data, the



















































































































































































































































































































































































































































































































































































































































108 Part I: Single Turbine Study
model’s outputs will be extracted from five locations within computational domains,
specifically at the 4D, 7D, 11D, 15D and 20D downstream distances from the turbine
centreline (refer to Figure 5.4 for details of the chosen nodes). Elsewhere, the default
edge length of 10 m was applied. For this mesh dependency test, the structured grid
at the turbine area was constructed using elements of size ∆x,∆y = 2 m for all models,
while the disc thickness, ∆xt was set to 4 m. Also, the model was run using only the
hydrostatic assumption.
Table 5.3 highlights the models used in the grid dependency study, where four refine-
ments values were tested. The most refined model (Case 1) consists of the highest
number of elements at 925,536, while the model which has the lowest resolution (Case
4) is comprised of the least number of elements at about 70,000. The velocity data
were then extracted at five distinct nodes (refer to Figure 5.4) and the outputs are listed
in Table 5.3. In general, the results indicate that as the mesh density is becoming more
refined, the corresponding velocity however is decreasing in value.
This finding is supported by Figure 5.5 which compares the models’ velocity reduction
(top plots) and TI (bottom graphs) against the laboratory measurement data from [23].
Overall, the results show that all models are able to replicate wake profiles similar
to the one displayed by the experimental values for flows progressing through a disc.
Interestingly, although a higher resolution domain was expected to give a better corre-
lation against the experimental data, contradictory results were obtained.
Notably, the 1 m grid refinement seems to overestimate the velocity reduction by al-
most 10% in the near wake, before declining slowly in the far wake regions. Likewise,
these scenarios are also reflected in the observation of TI, where the 1 m model appears
to amplify the turbulence below the disc centreline in the 4D and 7D locations. This
could be due to the fact that a higher resolution model contains a substantial number
of points within the computational domains, which signifies that the cells are more
sensitive to the flow characteristics in the surrounding region. Alternatively, it is also
plausible that the Courant number for Case 1 model is rather large, causing it to be
unstable. This implies that the flows are moving through two or more cells at each
time step, affecting convergence negatively.
On the other hand, the 2 m mesh refinement (Case 2) agrees well with the measurement
data, although a slightly higher velocity is observed in the far wake regions. Mean-
while, models with resolution of 5 m and 10 m are shown to be less accurate in the
TI prediction in comparison with experimental data, where both models significantly
underestimate the TI in the 4D and 7D regions. These results illustrate that the coarser
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resolution models failed to properly represent the flow-rotor interactions, indicating
that the models’ output (i.e. velocity, and k for computing the TI) is susceptible to
changes in mesh density.
Moreover, the use of a very fine mesh alongside the hydrostatic assumption may not
necessarily provide superior numerical output as demonstrated by the 1 m mesh density
test. While decreasing the simulation time step may help improve the outputs for Case
1, it may not be feasible or realistic for an ocean scale implementation. Consequently,
as the simulation results for the 2 m mesh (Case 2) closely matched with the measure-
ment, along with an acceptable simulation time step, it has been implemented as the
optimal mesh generation for the following simulations.
5.5.3 Influence of disc thickness
Structured grid was employed to define the area of the actuator disc for two key rea-
sons; First, to aid in identifying the nodes for momentum sink implementation. Second,
to improve the accuracy of the approximated turbine forces by correctly asserting the
physical shape of the disc. In this section, the influence of the turbine grid resolution
(i.e. ∆x and ∆y) on the wake characteristics of a full scale actuator disc is explored.
For this test, a 2 m by 2 m (∆x and ∆y) structured grid is embedded into the unstructured
mesh domain where the turbine is located. The models are then run using three different
turbine thickness values, ∆xt = 2 m, 4 m and 8 m. For clarification, when ∆xt is set to
4 m, the flow will have to pass through two ∆x grid cells (each cell interval is 2 m
as displayed in Figure 5.2 in the x direction where the momentum source terms will
determine the forces exerted by the turbine). Figure 5.6 illustrates the comparison of
the measurement data for the above three values of ∆xt .
Interestingly, the results show that thickness of the actuator disc has negligible influ-
ences on both the downstream wake, as well as the turbulence intensities. Although not
shown here, a similar observation is also apparent when the density of the structured
grid (i.e. ∆x and ∆y) is changed to other than 2 m resolution (e.g. 4 m refinement -
which is presented in the subsequent section.). Therefore, it can be deduced that under
current numerical setting, the downstream wakes and turbulences behind the turbine
are independent of the actuator disc thickness for the tested domain.





















































































































































































































































































































































































5.5. Models’ sensitivity and validation 111
5.5.4 Resolution of structured grid
Interaction between the resistance loss coefficient (K / ∆xt) and resolution of the struc-
tured grids (∆x and ∆y) at the actuator disc location is explored here. As previously
mentioned, K is the constant resistance coefficient which corresponds to the experi-
mental values of CT . As the flow progresses through the turbine swept area, it expands
and accelerates around the edge or ’width’ of the disc. In the numerical model, the flow
passing through the width or thickness of the turbine literally means that it is travelling
across specific nodes in the x direction as defined by the enclosure of the disc. For
a very fine mesh with constant ∆xt , the source term will be applied to a larger set of
nodes when compared to a coarser grid.
To examine the relationship between the nodes and their impact on the wake char-
acteristic, four structured grids with various densities are created and examined. The
lowest resolution of ∆x and ∆y tested is 4 m, while the most refined is set to 0.5 m.
Figure 5.7 highlights the disparity between the four models using a constant ∆xt of 4
m. Even though ∆xt was found to have no impact on the results as demonstrated in
Section 5.5.3, the 4 m thickness was selected as this would be close to the projected
thickness of a turbine in operation.
Model with the highest grid density (0.5 m) appears to overestimate the velocity re-
duction behind the disc by almost 20% in the near wake region, and continues to do so
further downstream with a larger velocity deficit compared to other models. The same
trend can also be observed for the model with 1 m grid, although the extent of velocity
deficit is less pronounced as the flow started to reach homogeneity. In contrast, models
utilising the 2 m and 4 m grids seem to be able to simulate the flow-rotor interaction
appropriately and compare well with the experimental data.
Moreover, the 1 m grid produces greater velocity deficit in the near wake region,
and this is reflected accordingly in the turbulence plots, where the intensities are less
profound behind the disc due to wake mixing. A variation of TI up to 5% is seen for
the case of 4D regions, then slowly recovers before matching other models at 15D
downstream. However, a different trend is noticed for the 4 m grid model, as it shows
some discrepancies for the TI in the near region, although it is not as dominant as the
0.5 m model.
The results presented in Figure 5.7 offer interesting insights for discussions. A less
accurate output is expected from a coarser grid due to a limited (albeit uniformly
scattered) number of nodes within the turbine enclosure as illustrated by Figure 5.3b.
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Conversely, one would have thought that the simulation output could probably be
improved by using a very fine mesh, although it appears that this is not always the
case based on the results attained. As the density of ∆x and ∆y increases, the nodes that
render the turbine swept area, as well as the turbine width, will also increase propor-
tionally, as illustrated in Figure 5.3c. This figure clearly shows uneven distribution of
the nodes at the face of the actuator disc for a higher density model, where they are
concentrated prominently at the mid quarter of the disc.
Since increasing the mesh density only applies in the x and y direction, the top and
bottom edges are devoid of nodes. As a result, the implementation of the momentum
term would only be directed at the centre of the turbine, which consequently will cause
inaccuracy in the approximation of the turbine force, as evidenced from the plots in
Figure 5.7. To solve this, it is recommended that the vertical resolution should also be
increased when employing a (very) fine mesh so that uniform node distribution can be
achieved.
Nonetheless, increasing the vertical density while using a very fine grid will undoubt-
edly increase the computational overhead, especially when running a large scale simu-
lation. Thus, finding an optimal ratio between the mesh density and vertical resolution
is crucial so that the implementation of the actuator disc can correctly approximate the
thrust exerted by a tidal turbine. Based upon the results presented in this case study, ∆x
= 2 m and ∆y = 2 m have been chosen as the optimal structured grid density since they
provide numerical accuracy and also computational balance needed for implementing
the actuator disc.
5.5.5 Grid resolution in the y-direction
To recap, grid resolution in the y direction, ∆y refers to the meshes that are perpendic-
ular to the actuator disc surface swept area, as exhibited in Figure 5.2. It is anticipated
that models with coarser ∆y will perform poorly when compared with a more refined
density, since the thrust force will only be computed at a larger nodes interval. In order
to inspect this hypothesis, four ∆y grids (2 m, 2.5 m, 5 m and 10 m) are tested, while ∆x
and ∆xt are both maintained at 2 m and 4 m cell interval respectively. This hypothesis
is substantiated and illustrated by the velocity plots in Figure 5.8, where the 10 m
grid somewhat underestimated the velocity deficit in the near wake region. Conversely,
other ∆y models show good comparison against the laboratory measurements.
Furthermore, because the coarser model (∆y = 10 m) contains a significantly smaller
number of nodes, the model was unable to properly approximate the thrust on the






















































































































































































































































































































































































5.5. Models’ sensitivity and validation 115
flow, resulting in distinctly lower turbulence intensities between 4D to 7D downstream
regions. The other models, however, show a relatively similar characteristic for both
Ude f and TI. In essence, since the size of the disc adopted in this study is 20 m, ∆y
value of 10 m or more might not be suitable to accurately model the actuator disc since
the number of nodes available is not sufficient for approximating both the forces as
well as the size of the swept area. To conclude, based on the results observed, ∆y = 2
m can be accepted as the optimal spacing in the y direction, and confirmed the remarks
made previously in Section 5.5.4.
5.5.6 Sensitivity of the vertical resolution
To investigate the influence of vertical resolution, four σ layers are considered; 24 σ
(default value), 18 σ , 15 σ and 10 σ . Table 5.4 provides the information of the models
used in this study, where the largest (6.66 m) and smallest vertical interval (2.61 m)
correspond to 10 σ and 24 σ layers respectively. Further, based on the findings in
Sections 5.5.4 and 5.5.5, ∆x and ∆y were set to 2 m for all models. Additionally, ∆xt
was set to 4 m. The simulated results are presented in Figure 5.9, where the model
employing 10 σ layers has underestimated the TI as anticipated, since it has the least
number of nodes to properly characterise the turbine swept area.
However, it is quite interesting to see the same model was able to reproduce the
velocity wake that matched the measurement results. One possible reason for this
observation could be due to the hydrostatic assumption used in the model. Nonetheless,
the poor turbulence correlation observed for the 10 σ layers should be approached with
caution. It shows that the region between 4D and 11D downstream of the disc is highly
turbulence, and the flow fluctuations cannot be accurately reproduced using planes
with large vertical intervals.
To get around this issue, instead of sigma layers, it is possible to utilise other types of
mesh transformation for the distribution of vertical planes, such as by fixing planes at
desired depths. With this option, the height of the vertical planes can be appropriately
adapted to capture the influence of the disc on the flow. In brief, finding the optimal ∆z
values is crucial to achieve balance between computational efficiency and numerical
accuracy - more so for simulations involving a very large domain. It is also important
to realise, however, that both Ude f and TI must be properly validated before coming to
any conclusions, because the results in this section have clearly demonstrated how the
computed TIs may not necessarily reflect the characteristics of the predicted velocity.





































































































































































































































































































































































































5.6. Non-hydrostatic models for single turbine study 117
5.6 Non-hydrostatic models for single turbine study
The influence of hydrostatic and non-hydrostatic assumptions on the numerical models
have been investigated to ensure the robustness of the numerical models. The hydro-
static pressure equation assumes that the vertical accelerations are negligible, and is
accurate when the ratio of the vertical to horizontal length scale is large. Conversely,
the non-hydrostatic option employs the full incompressible Navier Stokes equations
and is suitable for investigating small scale phenomena, albeit computationally more
intensive. Similar with the 3D flow equations shown previously in Chapter 4 (Equa-
tions 3.1 - 3.3), the non-hydrostatic assumption adopted in this section is computed by














+ v∆(W )+Fz (5.12)
where W and Fz are the three-dimensional component of the velocity and sink term
in the vertical direction respectively. Figure 5.10 demonstrates the principal difference
between the two solvers using a resistance coefficient, K of 2 (corresponding to CT =
0.86). The top plots reveal results of the predicted velocity reduction behind the disc
at five distinct locations in terms of the turbine diameter, D. The plots at the bottom
meanwhile depict the computed turbulence intensities from the models along the same
downstream locations.
For the velocity plots, both hydrostatic and non-hydrostatic models demonstrate an
almost indistinguishable output from one another for all the locations observed. Ad-
ditionally, both models also show excellent agreement when compared against the
experimental data, where flow characteristics behind the discs are accurately repli-
cated. Despite that, slight differences can still be seen near the bottom half of the
channel, where the hydrostatic model somewhat shows a closer agreement with the
measurement points than the model using the non-hydrostatic approximations.
At the 4D and 7D regions, the distinction between the two models happens at about 0 <
y/D < 1. Further downstream, however, discrepancies seem to develop slightly further
upwards across the water column, with the point of divergence between the two models
occurring in the region 0 < y/D < 1.5. In general, some variations between the two
solvers are to be expected to some extent, since their mathematical formulations are
inherently different. Another reason for this disagreement could also be attributed to
the imposed parametric values (e.g. velocities and intensities) on the models, as they




































































































































































































































































































































































5.6. Non-hydrostatic models for single turbine study 119
were just an approximation from the one used in the physical scale set up.
As for the computed turbulence intensity, TI, the non-hydrostatic model illustrates
excellent agreement with the measured data, in which the turbulence mixing from the
near till far wake regions are accurately resolved. On the contrary, the model utilising
hydrostatic solver shows notable differences when compared with the experimental
data, and can be clearly seen from the 4D to 15D plots in Figure 5.10. Reasonable
TI agreement with the measured data is observed for the hydrostatic model at 4D
downstream of the disc between 1.5 < y/D < 3, before it gradually deviates from the
data points as it gets nearer to the channel bed. A similar trend also occurs further
downstream, where the variations in TIs between the two models are becoming more
apparent.
At the 15D location, the hydrostatic model displays an intensity variation of up to
10% against both the experimental data and non-hydrostatic model. Moreover, at this
location (15D), the computed TI from the hydrostatic solver only matched the ex-
perimental data near the water surface (y/D > 2.5), while the largest TI variation was
observed very near to the bottom. Interestingly, far downstream at 20D, the two models
illustrate an almost indistinguishable turbulence characteristic as the flow eventually
recovers and reach homogeneity. The comparisons between these two models offer
interesting insight on the choice of solvers to be used in the present study. The output
by the non-hydrostatic model displays close agreement with the measurement data
for both the predicted velocity and computed turbulence intensities, as evidence from
Figure 5.10. This is to be expected since the non-hydrostatic assumptions accounts for
the gravitational acceleration as well as the vertical velocity component, hence is more
accurate.
Whereas the flow characteristics obtained using the hydrostatic pressure approximation
only match the measured data for the predicted velocity reduction behind the disc,
while the turbulence components greatly vary. This happens because the turbulence in
the flow may not have been fully resolved because the non-slip criterion could not be
implemented on the channel bed. The non-slip criterion requires the use of a highly
refined mesh to resolve the size of the smallest eddy in the flow as it begins to tran-
sition from laminar to turbulence regime. And since the hydrostatic code ignores the
advection and diffusion terms, the rotational properties of the fluid cannot be properly
dissipated and thus influencing the turbulence characteristic in the wake regions.
Indeed, as the highest turbulence intensity zone is observed in the immediate vicinity
behind the disc (4-7D) and then slowly dissipated further downstream, the hydrostatic
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model can only reproduce the expected intensities in the far wake regions, as shown
by the 20D downstream plot. Based upon the findings presented in this section, it
can be concluded that the non-hydrostatic model performs substantially better that the
hydrostatic mode in replicating the flow behaviour behind the disc. Due to this reason,
the models presented onwards in this chapter were run using the the non-hydrostatic
assumption.
5.6.1 Influence of bottom friction
As previously mentioned in Section 5.4.3, the model’s bottom boundary is enforced
using a slip condition. The application of the no-slip condition in modelling a full size
turbine is just not reasonable since the model would require a highly refined vertical
mesh (e.g. 50 planes or more), especially near the bottom to satisfy the wall function.
In contrast, the use of slip condition requires the implementation of bottom friction
for the domain bed. Bottom friction offers resistance to momentum of flow as well as
increasing the shear near the bed. Moreover, the bottom or side-wall friction reflects
the continuity of the constraint at the fluid-solid interface. Therefore, this parameter
is crucial in any numerical simulation to represent hydrodynamic characteristics of
current propagation.
The bed stress can be parameterised using the quadratic friction law as shown in
Equation 5.13. Specifically, the drag coefficient is in this study is represented by the





To examine the influence of the drag coefficient on the actuator disc model, a wide
range of friction coefficient values have been examined: Chézy coefficient = 34, 44, 63,
and 85 m1/2s−1 which correspond to Cd = 0.0086, 0.0051, 0.0025 and 0.0014. These Cd
values were selected since they have been previously employed in the hydrodynamics
modelling of the Pentland Firth region (refer to these articles [117],[119],[143],[142]
and [178]).
Figure 5.11 displays the comparison plots between the four drag coefficients and their
influence on the predicted velocity (top plots) and turbulence intensity (bottom plots) of
the models. Interestingly, varying the values of the bottom friction has an almost indis-
tinguishable impact for the velocity deficit around the near wake region, as shown by





















































































































































































































































































































































































































































122 Part I: Single Turbine Study
the 4D and 7D plots. However, as the flow progresses further downstream, noticeable
velocity differences can be observed between the four friction values. The largest bed
friction values (i.e. Chézy 34) displays the most distinctive characteristics, influencing
the water column up till y/D of 0.25, as well as retarding 60% of the flow speed at
20D downstream of the disc. In addition, the output from the model using the largest
friction coefficient value also no longer conforms with the flow characteristic observed
from the experimental data.
As evidenced from the 15D and 20D plots, the model (Chézy 34) slightly underes-
timated the predicted velocity near the surface (y/D > 2.5), whereas near the bottom
(at y/D < 1), it showed substantial divergence from the measured data points. Model
utilising Chézy 44 meanwhile shows a reasonable consistency on the flow behaviour at
all the extraction points. On the other hand, models using the smallest drag coefficient
(i.e. Chézy 63 and 85) illustrate an almost identical characteristic, where both models
somewhat overestimate the flow retardation, as shown by the plots from 11D to 20D.
This overestimation happens since small drag will exert less shear resistance on the
flow, and thus cause the fluid to move at a much faster rate. Correspondingly, the pre-
dicted velocity using the two lowest friction values (i.e. Chézy 63 and 85) demonstrate
substantial differences when compared with the experimental data.
In contrast, the computed TI for all four friction values precisely match the turbulence
behaviour of the published data across the water column, albeit small disagreements
near the bed are exhibited by the models, as illustrated by the bottom plots in Fig-
ure 5.11. Moreover, this dissimilarity is more pronounced at an increasing distance
further downstream from the disc, where the largest divergence is shown by model
using Ć 34. At 4D and 7D locations, the dissimilarity between the four tested drag
coefficients is not that apparent since the flow in the immediate vicinity downstream
of the disc is highly turbulent. This turbulent region observed in the near wake induced
intense vortices, eddy and mixing, and thus reduced the impact of the imposed bed
frictions. Nonetheless, as the wake begins to recover further downstream of the disc,
the turbulence caused by the presence of the device would dissipate, while the influence
of the mixing due to the bed frictions is expected to be more pronounced.
From Figure 5.11, it can be seen that the use of a large drag coefficient (Cd = 0.0086 /
Chézy 34) value induce a huge amount turbulence that persists far downstream of the
disc at 20D, where the effects of the mixing is shown to linger as high as y/D = 1.25
across the water column. Conversely, since models using Chézy 63 and 85 represent
a smoother bottom surface, the TI variations from these two models are significantly
5.6. Non-hydrostatic models for single turbine study 123
less notable when compared with the measured data. However, the two models utilising
minimal drag coefficient (i.e. Chézy 63 and 85) are unable to correctly characterise the
turbulence for the transitioning flow between the first and second vertical layer (from
bottom). This observation is clearly presented in the TI plots in Figure 5.11, from 4D
till 15D locations, where there is a sharp change in turbulence intensities values from
a very smooth flow in the first layer, to intense mixing in subsequent layer.
Nonetheless, as the wake recovers to reach homogeneity at 20D region, the differences
in TI values between the two layers reduces dramatically. Uniquely, model using Chézy
44 shows reasonable flow characteristic for both Ude f and TI when compared with the
experimental data and the other bed friction values. Due to this reason, the default
friction coefficient values for subsequent simulations are imposed using Chézy 44. In
essence, this exercise establishes that the model has successfully modelled and repli-
cated what is expected upon the implementation of distinct bed friction coefficients;
higher Cd increases the resistance to the flow momentum, and thus notably reducing
the flow velocity. Consequently, high Cd value also imposes a larger shear stress on the
flow, and thus inducing more turbulence and mixing into the model.
5.6.2 Influence of structured grid sizes for turbine’s enclosure
The location (or the enclosure) of the disc is explicitly defined using the structured grid
since it is crucial to properly assert the physical shape of the disc into the numerical
model so that the turbine’s thrust force can be reasonably approximated. Further, the
use of structured grid at the turbine’s position also facilitates in identifying the corre-
sponding nodes in the horizontal and vertical direction for the implementation of the
momentum source term. The interaction between the resistance loss coefficient (K /
∆xt) and the resolution of the structured grids, ∆x and ∆y at the actuator disc location
is explored here. In this exercise, K (which corresponds to the experimental value of
CT ) and ∆xt (disc thickness) are both set to 2 and 4 m respectively. Note that ∆xt is set
to 4 m since the largest ∆y examined here is 4 m.
As discussed in Section 5.5.4, for a high density mesh with constant ∆xt , the source
term will be administered to a larger set of nodes (within the defined enclosure volume)
when compared to a coarser grid. To explore the relationship between the nodes density
and their influence on the wake characteristic, four structured grids with distinct den-
sity were once again employed. The most refined ∆x and ∆y was set to 0.5 m, while the
coarsest grid inspected was 4 m. Figure 5.12 illustrates the results of these simulations,
where excellent agreement against the experimental data is observed regardless of













































































































































































































































































































































































5.6. Non-hydrostatic models for single turbine study 125
the grids’ resolution. All models exhibit indistinguishable velocity outputs from one
another, starting from 4D extraction point until 20D position. A similar trend can also
be seen in the TI plots, where the turbulence characteristics were accurately replicated
by the models.
Nonetheless, slight variations between the grid sizes for the near wake turbulence are
quite notable and require closer examination. From the 4D TI plot, it is clear that the
2 m grid size model produced the closest turbulence characteristic to the measurement
data, while the others show slight TI underestimation around the disc’s centreline. The
same trend persists until the 7D extraction point, though the variation between the
models was noticeably reduced. Then at 11D, the coarsest grid density (4 m) displayed
substantial overestimation in the predicted turbulence, while the other three models
conformed with the experimental data points. Finally, further downstream at 15D and
20D, all models exhibited an almost identical flow profile and compared well with the
measured data.
The small differences observed in the TI plots in Figure 5.12 could be due to the
inability of the coarser grid to sufficiently produce the thrust onto the flow to mimic the
presence of an actuator disc. As the density of ∆x and ∆y decreases, the nodes that ren-
der the turbine swept area, as well as the turbine width will also reduce proportionally.
As a result, the implementation of momentum term would only be directed at larger
nodes interval within the turbine swept area, resulting in an inaccurate approximation
of the turbine thrust. Conversely, the implementation of a highly refined mesh (0.5 m)
is not without drawback. For instance, for a fixed number of vertical layers, higher res-
olution grid density will cause uneven distribution of nodes at the face of the actuator
disc (refer to Figure 5.3c), because the increased density only applies in the x and y
direction.
Because of this, the top and bottom edges are devoid of nodes since the nodes will be
concentrated prominently at the mid quarter of the disc, and thus may cause inaccuracy
in the approximation of the turbine force. Although this can be easily countered by
decreasing that the vertical distance, ∆z (i.e. increasing the number of vertical layers),
the trade-off involves substantial increase in computational efforts, especially when
running a large scale simulation. Thus, finding an optimal ratio for the mesh density
and vertical resolution is crucial so that the implementation of the actuator disc can
correctly approximate the thrust exerted by a turbine. Based upon the presented find-
ings, ∆x and ∆y = 2 m has been chosen as the optimal structured grid density since it
provides both numerical accuracy and computational balance needed for implementing
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the actuator disc in this idealised channel study.
5.6.3 Influence of the imposed turbulence intensity
The effects of ambient turbulence intensity on the turbine wake have been shown to be
significant in [179], where the shape of wake, length and strength largely depend on the
upstream turbulence. Increasing the ambient turbulence intensity increases the mixing
in the wake due to increased velocity fluctuations. Eventually, this results in higher
momentum fluid entering the wake region, causing faster flow recovery to the free
stream velocity [164]. To provide closure for the transport equations of the turbulent
kinetic energy, k and turbulence dissipation, ε , it is necessary to provide the numerical
domain with boundary and inlet values.
As previously elaborated in Section 5.4.4, the default inlet values for the turbulent
kinetic energy can be calculated using Equation 5.8 by adopting the mean turbulence
intensity similar to the one used in the experimental set up in [23, 165], which was
approximated to be around 5%. Subsequently, the inlet values for turbulence dissipa-
tion can then be evaluated using Equation 5.9. To inspect the validity and accuracy of
the imposed k− ε values at the inlet of the numerical domain, three turbulence values
are employed; TI = 5% (default), TI = 10%, and TI = 15%. From this exercise, it
can then be explored whether the shape of the wake profile behind the actuator disc
is appropriately reproduced in response to each of the imposed turbulence intensity
values.
In essence, the actuator disc models used in this study were able to accurately replicate
the wake characteristic based upon the free-stream turbulence input, as shown by the
Ude f plots in Figure 5.13. Imposing higher turbulence (i.e. 10% and 15%) into the
model increases the velocity in the bypass region, which in turn increases the rate of far
wake re-energisation. This translates into a faster recovery of the wake, as evidenced by
the near wake plots of 4D and 7D. At 4D behind the disc, TI = 5% displays centreline
velocity reduction of almost 40%, whereas velocity deficit for TI = 10% and 15%
are just about 20% and 25% respectively. Overall, from the Ude f plots presented in
Figure 5.13, the fastest wake recovery is shown by model using the largest TI (i.e.
15%), followed by 10% and finally 5%. At 11D location, although models using TI
= 10% and TI =15% already indicate that the wake has fully recovered, the velocity
deficit remains around 20% where both models exhibit similar velocity profiles.
Conversely, using a much lower TI (default value of 5%) shows that the flow requires
more than 20D behind the turbine to fully regain homogeneity. More importantly, the
























































































































































































































































































































































































































































128 Part I: Single Turbine Study
turbulence intensity plots in Figure 5.13 are able to corroborate all these findings. The
greatest turbulence region, with turbulence intensities of almost 20%, is observed at
turbine centreline of the 4D plot. This is due to the intense mixing and vertical motions
in the flow in the immediate vicinity behind the disc. Moreover, the influence of the
flow mixing is still visible up until 11D region, before showing sign of recovering at
15D downstream of the disc. Moreover, the applied actuator disc source term has also
successfully demonstrated its capability in replicating the turbulent profile from the
10% and 15% turbulence input.
Higher TI input causes strong velocity fluctuations as the flow passes through the
actuator disc, causing greater turbulence at the edges of the disc, and is clearly depicted
in all the plots. Interesting, although the three models illustrate notable dissimilarity in
intensities at the bypass region, the turbulence characteristics at the turbine’s centreline
location are comparable to one another, as evidenced from the 4D and 7D plots. In
brief, the findings from this study have highlighted the capability of the numerical
model to accurately replicate the anticipated wake characteristics for various turbu-
lence inputs, and verify the robustness of the actuator disc approach undertaken in this
research work. Not only that, the use of TI = 5% as the default value for the mean
turbulence intensities is justifiable because it has exhibited excellent agreement with
experimental data for both Ude f and TI.
5.6.4 Validity of the resistance coefficient
Among the parameters required in the implementation of the actuator disc, the resis-
tance coefficient, K is probably the most pivotal numerical input of all. This parameter
imitates the production of the thrust force from by the physical device due to the
incoming flow, which is essential in reducing the flow momentum bypassing the sim-
ulated disc. For comparison purposes, the estimated value of K used in the numerical
model must be proportionate to the thrust coefficient value used in the experimental
set up. This is important to ensure that the momentum source terms can be properly
administered into the finite element model, so that the forces experienced by the porous
disc in the experiment can be accurately replicated.
To examine the robustness and sensitivity of the actuator disc to changes of resistance
coefficient, the following thrust coefficient values are tested; CT = 0.61, CT = 0.86
(default), and CT = 0.98. The corresponding K values for these CT s are then computed
using equation (5.4), which are comparable to K = 0.93, K = 2 (default), and K = 3
respectively. Note that these three thrust coefficient values are selected since they were
























































































































































































































































































































































































































































130 Part I: Single Turbine Study
also employed in the study conducted by Harrison et al. [23] to examine the wake
characteristic due to variation of the disc porosity (i.e. changing the thrust force acting
on the disc).
Figure 5.14 shows the comparison results for the three tested K values, in which the
experimental data points used in the plots are from the CT = 0.86 porous disc set
up. In theory, lower CT means faster flow passing through the disc (i.e. less thrust
force exerted by the disc), hence lower velocity deficit when compared with a higher
CT value. From the velocity plots presented in Figure 5.14, it can be seen that this
phenomenon has been successfully reproduced by the model. The smallest velocity
deficit (30%) is shown by the model imposed with CT = 0.61 at 4D downstream of the
disc, while the largest deficit (~40%) is recorded by the CT = 0.98 model.
This behaviour continues to persist up to a distance of 20D behind the disc, albeit with
decreasing velocity retardation as the flow recovers to match the free-stream velocity.
In addition to this, the output from the models replicating CT = 0.86 and CT = 0.98
also display an almost analogous velocity profiles. This is to be expected since the
magnitude of the thrust force imposed on both models are very close to one another.
Nonetheless, while the shape of wake profile from the three models perfectly follows
the measurement data, the model-experiment comparison invites further examination.
At 4D location, both CT = 0.86 and CT = 0.98 models closely matched the data point,
which should be anticipated since the measurement data points are from a rather similar
CT value.
Further downstream from 7D to 20D, however, the closest predicted velocity to the
experimental data is shown by the model with minimal thrust force (CT = 0.61), while
the output from the other two models demonstrate slight velocity overestimation. This
dissimilarity may be attributed to the mean turbulence intensity imposed on the model,
which is just an approximation based upon the information gathered from the work in
conducted in [23], and thus might slightly influence the model output. The TI plots
in Figure 5.14 further corroborate the Ude f results observed before. Lower CT means
slower fluid bypassing the disc, hence less turbulences behind the disc as illustrated
by the CT = 0.61 model. Similarly, higher CT (0.98) enhances the blockage effect
experienced by the disc, thus the bypass flow through the turbine contains more energy
in general. This in turn translates into a highly turbulent region behind the disc due to
the trailing vortices from the disc edges, as well as intense flow mixing.
Each of the tested resistance coefficients manages to reproduce the expected turbulence
characteristic in the wake, where the discrepancy between the models can be clearly
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seen in the 4D and 7D TI plots. At 4D location, K value of 0.91 (CT = 0.61) registers
a very low turbulence regime, at just about 10%. Conversely, both K = 2 (CT = 0.86)
and K = 3 (CT = 0.98) exhibit a higher turbulence profile at around 18% and 20%
respectively. Beyond 7D behind the disc, distinction between the models’ turbulence
profile are less prominent as the turbulence begins to dissolve, prompting the flow to
reach equilibrium. In essence, the three resistance coefficient values tested in this study
are able to simulate a range of CT s, where the replicated flow characteristic downstream
of the actuator disc demonstrated excellent agreement with experimental data.
Downstream Distance (D)














































Figure 5.15: Comparison of three thrust coefficient values along the longitudinal
distance for single actuator disc study using the non-hydrostatic assumption. The
experimental data used in the plots are from the work published by Harrison et al.[23].
To further understand the models’ performance against the measurement data, the
downstream centreline velocity deficits for all three models are plotted and displayed
in Figure 5.15. This plot clearly illustrates the capability of the numerical model in
replicating the wake region, via the actuator disc approach, in which interchangeable
trends as observed from published literature are clearly manifested. Equally important,
the tested rate of change of resistance over the disc thickness, K/∆xt also signifies
the anticipated thrust impact on the flow. A higher CT value (i.e. K = 3) caused more
132 Part I: Single Turbine Study
thrust force to be introduced, hence resulted in higher velocity deficit in the immediate
vicinity behind the disc. Comparatively, a lower CT (i.e. K = 0.93) resulted in smaller
velocity deficit, as evidenced from Figure 5.15.
Nonetheless, the predicted velocity displays a notable underestimation when compared
with the published literature, especially in the near wake region. This is to be expected
since the K values are only an approximation, based upon the CT measured experi-
mentally. The flow converging points were also slightly different between the models
and data points. Figure 5.15 shows that the flow from the experimental set up began
to converge past the 14D location, whereas the predicted flow still shows sign of wake
recovery at that particular position. Once again, this could be attributed to the estimated
mean turbulence intensity rate imposed in the numerical model which was about 5%.
As wake recovery is largely driven by free stream turbulence [22], imposing a slightly
higher TI rate should push the converging point further upstream.
5.7 Discussion
A study to examine the validity of the RANS actuator disc approach in simulating a
full scale tidal turbine has been presented by comparing the predicted velocities and
computed turbulence intensities against laboratory measurement data sourced from
literature. Numerical simulations were conducted using Telemac3D, and a detailed
methodology in the implementation of the momentum source term was introduced and
elaborated upon.The parameters investigated in this study include: the influence of (i)
unstructured mesh sizes used in the computational domain, (ii) change in the turbine
thickness (∆xt), (iii) variation in the structured grid resolutions (∆x and ∆y) used to
represent the turbine’s enclosure, (iv) resolution of vertical layers (∆z), and (v) the
effect of hydrostatic and non-hydrostatic formulations on model output parameters.
The findings highlighted that the numerical model was highly sensitive to the mesh
refinement upstream and downstream of the turbine, where the low resolution model
had failed to properly represent the flow-device interactions. Besides, altering the disc’s
thickness (∆xt) was found to have negligible impact on the downstream wakes and
turbulence mixing, which was somewhat unexpected. Additionally, model accuracy
was shown to be very susceptible to changes in the grid density of the turbine enclosure
(i.e. the structured grid). However, poor correlation against the published data was
shown by model imposed with the highest grid resolution (i.e. ∆x,∆y = 0.5 m), where
it produced the greatest velocity deficit. This was attributed to the uneven distribution
5.7. Discussion 133
of nodes across the disc swept area, causing the computed source term to be applied
predominantly at the mid section of the turbine surface.
In particular, the relationship between vertical resolution (∆z) and grid density in y-
direction (∆y) in representing the the disc’s features was thoroughly investigated. First,
it has been demonstrated that the optimal structured grid density was obtained using
∆x,∆y = 2 m, where its outputs compared well against the experimental data. Further-
more, the study on the impact of vertical resolutions (∆z) on the flow characteristics
indicated that appropriate adjustment on both the horizontal and vertical planes must
be performed to accomplish the optimal ratio between the nodes resolution in both
z and y orientation. In fact, refining the structured grid density without taking into
consideration the positioning of the nodes across the disc swept would certainly have
caused the applied thrust force to be inaccurate. Specifically, this study has highlighted
the importance of finding a balance between computational efficiency and numerical
accuracy.
Uniquely, the impact of the hydrostatic and non-hydrostatic pressure assumptions on
the predicted output were also examined, where both models exhibit nearly indis-
tinguishable flow retardation characteristics behind the simulated disc. However, for
the turbulence characteristics, only the non-hydrostatic model was able to accurately
match the experimental result, while the hydrostatic solver failed to properly resolve
the bottom turbulence mixing in the wake regions between 4D and 15D downstream
positions. These observations might have been caused by three factors: (a) the applied
slip criterion for the bottom boundary condition could not resolve the turbulence prop-
erties near the channel bed. (b) due to the inherent limitations of the hydrostatic solver
itself, which neglects the vertical velocity components. (c) the ratio of the vertical to
horizontal length scale used for the computational domain might not be large enough
to warrant the hydrostatic solver effectively to determine the required properties.
To summarise, this study provided a preliminary demonstration of the applicability of
the RANS actuator disc approach for a full size tidal device in a simple channel. The
efficacy and robustness of the applied momentum source term have been thoroughly
examined, and highlighted the model’s capability to accurately replicate the wake
profiles and turbulence characteristics downstream of the disc upon validation against
the published experimental data. Naturally, the next step of this research work will look
at the simulations of several full size tidal turbines in an array to observe the model’s
accuracy in replicating the flow interactions involved.

Chapter 6
Implementation of the Actuator Disc
Approach in an Idealised Channel.
Part II: Multiple Turbines and Flow
Interactions
This chapter explores the validity of the actuator disc method in imitating the interac-
tions of multiple tidal turbines using the 3D-RANS finite element model - Telemac3D1.
More importantly, the work undertaken here is a continuation of the previous study in
Chapter 5, where the implementation of a single actuator disc in an idealised channel
was discussed. In particular, this chapter also employs comparable methodology in the
application of actuator disc momentum source term and construction of the computa-
tional domain as demonstrated in Chapter 5.
Detailed set up on the arrays arrangement is presented and elaborated. The flow interac-
tions between multiple turbines are examined, specifically for the two and three turbine
set ups that are arranged into a single row array and a two row array. Mesh dependency
study has also been carried out to ensure robustness of the models. Findings from this
study are primarily represented using two plots - the models’ predicted velocity in both
lateral and longitudinal distances and also the contour of the simulated flow/turbulence.
Also, in an effort to thoroughly validate the applied actuator disc source term in the
numerical model, the models’ output parameters have been compared with published
data from the literature.
1. Part of the contents from this chapter had been presented at two international conferences, and was
also used in writing up a manuscript for journal publication. Please refer to Appendix B for details.
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6.1 Benchmarking and Data Validation
Data from experimental investigations are often required to validate the output pa-
rameters from any numerical models. In this study, the models are compared with
published data from the two-row array interaction study conducted by Myers and
Bahaj in [69]. For reference, similar experimental rig was also used by Harrison et
al. in [23, 165] to study the wake characteristics of a single actuator disc. Highlights
from the experimental work by Myers and Bahaj are as follows:
• The experiment was performed in a flume with the following dimensions: 21
meter long, 1.35 meter wide and tank depth of 0.3 meter.
• The wake structure and its recovery in the downstream region was produced
using perforated disc with diameter and thickness of 0.1 meter and 0.001 meter
respectively, where the disc porosities (ratio of open to close area) were kept
constant at 0.48.
• The measured disc thrust coefficients, CT varies from 0.91 - 1.08 depending on
lateral separations.
• Additionally, the vertical velocity profile in the flume was developed to closely
match the 1/7th power law, where the maximum flow speed was observed at 0.3
m/s.
• Flume’s turbulence intensity was in the range of 6% to 8% and is isotropic
in nature. It is worth mentioning that this is a relatively low level of ambient
turbulence intensity compared with field measurements taken at real sites, where
an intensity as high as 30% had been reported in [180].
6.2 Model set up for array study
The methodology in setting up the actuator discs to be used for arrays configuration
in a simple channel follows closely with the guidelines described in Section 5.4.1 in
Chapter 5, and are summarised as follows:
(a) The configurations of the numerical domain used in this study are given in both
Figures 6.1 and 6.2, where the channel length, width and depth was set to 1400
meter, 250 meter, and 60 meter respectively. More importantly, the dimension
of this domain was properly scaled up so that it would have a blockage ratio
that is close with the one employed by Myers and Bahaj in [69].
(b) The first row (which contains two turbines) were positioned 250 meter from
the channel inlet, where its z and y axes centreline were fixed at 30 meter mid
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Figure 6.1: Geometry of the computational domain mesh used in the multiple actuator

































































Figure 6.2: Schematic diagram for the simple channel study illustrating the arrange-
ment of the actuator discs in their respective rows. Note that D corresponds to the
diameter of the disc.
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depth and 100 meter from the side wall (refer to Figure 6.2). The second row
(consisting of one turbine), meanwhile, was located 3D downstream from the
middle spacing of the front row as shown in Figure 6.1. Figure 6.3 illustrates
the position of the turbine centreline adopted in this work for both single and
two-row configurations.
(c) Similar with the single turbine study, structured grid was specifically used to
define the enclosure of the turbine (i.e. turbine location) as this would facilitate
in maintaining the turbine’s features, while unstructured grid (with maximum
edge length of 10 meter) was enforced elsewhere on the domain.
(d) The size of the structured grid were deliberately set to be larger than the turbine
diameter, D (where D = 20 meter) and its width (∆xt = 4 meter) to allow for
numerical tolerance upon the execution of the momentum sink. Illustration
on the implementation of structured grid as the turbine enclosure is given in
Figure 5.2 in Chapter 5.
(e) Equally important, the vertical mesh resolution, ∆z employed in this work was
also represented by 24 σ layers, which is identical to the one used previously










Figure 6.3: Illustration on the position of the turbine centreline adopted in this work.
(a) Single row arrangement. (b) Two rows configuration.
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The inlet of the computational domain shown in Figure 6.1 was imposed using a
constant volume flow rate, Q = 39000 m3/s, while the outlet was set to using water
depth of 60 meter. Note that higher flow rate was imposed in this study to account for
the increase in computational domain width (250 meter vs 140 meter previously). In an
open flow, velocity at a certain point above the channel bed can be conveyed in terms










where U is the stream wise velocity of 3 m/s, d is the channel depth (i.e. 60 meter), and
Uy is the velocity at point y above the seabed. In this study, the value of np is set to 7.
The turbulence at the inlet boundary was imposed using the k− ε model, in which
the turbulent kinetic energy, k and energy dissipation, ε were approximated using
Equations 5.8 and 5.9 respectively. Also, both hydrostatic and non-hydrostatic codes
were tested in this study, and their findings are discussed in Section 6.4. In particular,
apart from the inlet boundary condition, similar numerical parameters as summarised
in Table 5.2 were also employed in modelling the turbines and flow interactions within
the idealised channel.
6.3 Models’ sensitivity and validation
6.3.1 Mesh dependency test for single row configuration
Since the models’ variables and parameters are approximated by the RANS equations,
the size as well as the number of cells in any given CFD domain can directly affect
the results of a numerical model. Accurate solution may be achieved by increasing the
mesh density, although the drawback involves greater processing time and increase in
computational requirement. To verify the robustness of the mesh used in the model,
three domains with varying unstructured mesh resolutions were examined; 2 meter, 5
meter and 10 meter. The refinement zone begins at 10D from the channel inlet, till
40D downstream, as illustrated in Figure 6.1. The single row configurations are given
as follows:
• The front row consists of two turbines.
• Separation distance between the turbine is set at 1.5D.
• The turbines are positioned 250 meter from the inlet.
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2 meter 889,008 1.650 2.482 11 hours
5 meter 232,080 1.754 2.542 7 hours
10 meter 176,592 1.814 2.578 5 hours
In addition, rotor velocity deficit, Ude f was used to characterise the wake recovery
of the actuator disc (refer to Equation 5.10). Pertinent model outputs for the three
refinement values are given in Table 6.1 From the table, it can be seen that the predicted
velocity increases as the mesh density decreases, which corroborates previous findings
in Section 5.5.2 in Chapter 5. The highest velocity variation (~9%) is observed in
the near wake region (4D behind the disc) where the impact of turbulence is more
pronounced due to vortices and wake mixing. Conversely, further downstream, only
small velocity disparity of about 4% is observed as the flow begins to converge. These
observations are corroborated by Figure 6.4a which displays the mid-depth lateral
centreline velocity deficit of the three refinement values at 3D downstream position
from the disc. Figure 6.4b on the other hand shows the velocity deficit across the
longitudinal distances for similar disc set up.
From these two plots, it can be clearly seen that the velocity drop due to the presence
of both discs can be modelled using the actuator disc approach, where the appropriate
trend and expected velocity reduction are reasonably replicated by the applied source
term. Additionally, although Figure 6.4a exhibits no apparent differences between
the cell resolutions, a model utilising the 2 meter mesh refinement seems to perform
marginally better in the near wake than the coarser models. A better presentation on
the influence of the mesh resolution on the predicted velocity drop behind the discs is
given in Figure 6.4b. In the near wake region (3D to 4D downstream distances), the
velocity differences between the models are almost negligible.
Further downstream, however, the models’ resolutions display immense influence on
the flow wake, particularly in the regions between 5D to 15D downstream of the disc.
Out of the three resolutions examined in this study, the 2 meter model exhibits the
closest agreement with experimental result, while the coarser models (5 meter and 10
meter) significantly overestimate the velocity drop in the wake region. Finally, at 25D
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Velocity deficit
























Downstream mesh = 2m
Downstream mesh = 5m
Downstream mesh = 10m
Experiment**
(a) Mid-depth lateral centreline velocity deficit at 3D downstream position.
Downstream distance (D)



















Downstream mesh = 2m
Downstream mesh = 5m
Downstream mesh = 10m
Experiment**
(b) Longitudinal centreline at increasing downstream distance.
Figure 6.4: Lateral and longitudinal centreline velocity deficits observed from the
mesh dependency study for the dual actuator disc arrangements. The turbines are
set at 1.5D apart and the outputs shown are from y/d = 0.5 (mid-channel depth).
The experimental data used in the plots are from the work published by Myers and
Bahaj [69].
142 Part II: Multiple Turbines and Flow Interactions
downstream of the turbine, distinction between the models begin to disappear as the
wake dissipates and the flow reaches homogeneity. Based on the results presented,
model employing the 2 meter unstructured mesh refinement is used in the following
simulations.
6.3.2 Velocity contours of lateral spacing for single row configu-
ration
Following the experimental work conducted by Myers and Bahaj [69], three lateral
turbine separations are simulated using the following intervals; 0.5D, 1.0D and 1.5D.
Lateral separation is defined as the gap between the turbine’s innermost edges, as
illustrated in Figure 6.2. The velocity contour for each of the separation distances is
shown in Figure 6.5, with reference to the mid-channel depth of the z plane slices (i.e.
at 30 meter depth). For the shortest disc gap (0.5D), the flow immediately converges as
soon it passes the discs (<3D behind the turbine) and forms a narrow wake that persists
up to 48D downstream, as displayed by Figure 6.5(a). Conversely, Myers and Bahaj
had reported that the flow from their 0.5D test only merged in the region of about 4D
downstream of the fences.
Meanwhile for the 1.0D spacing, the individual wake from the turbine merges close to
7D downstream of the discs, as evidenced from Figure 6.5(b). The wake for the 1.0D
separation also shows quicker recovery compared to the 0.5D spacing, where it fully
dissipates before reaching 42D longitudinal distance. Finally, full wake separation is
produced by the model with furthest disc span (1.5D) as illustrated in Figure 6.5(c).
The model with 1.5D spacing clearly shows how the individual wake from each turbine
is distinctly formed and does not merge until the flows reaches homogeneity near 25D
region downstream of the two discs.
Figure 6.6 further highlights the influence of the disc inter-space on the flow passing
through the devices. Plots of the velocity reduction across the lateral distance at 3D
behind the disc is presented in Figure 6.6a, where the 1.5D spacing accurately produced
the wake behaviour as observed from the experiment. However, the velocity drop
between the turbine inter-space behaves quite differently from the published data.
The measurement results demonstrate that at 3D downstream of the disc, the velocity
between the turbine gap has been reduced by almost 20%, signifying that the flow has
already begun to merge.
The predicted velocity, however, illustrates that the wake of the individual turbine is
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Velocity deficit































(a) Mid-depth lateral centreline velocity deficit at 3D downstream position.
Downstream distance (D)


























(b) Longitudinal centreline at increasing downstream distance.
Figure 6.6: Lateral and longitudinal centreline velocity deficits observed for various
lateral separations used in the dual actuator disc arrangements. The outputs shown
are from y/d = 0.5 (mid-channel depth). The experimental data used in the plots are
from the work published by Myers and Bahaj [69].
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yet to converge at that particular distance. Similar discrepancy is also shown by 0.5D
model (closest gap). While the flow passing the turbine outer edges shows accurate
correlation with the measurement data, the opposite is exhibited by the progressing
flow between the turbine inner space. At 3D downstream of the disc, the 0.5D model
shows a deficit of about 10%, indicating that the wake is just beginning to merge.
Conversely, the experimental result displays a flow deficit of almost 40%, suggesting
that the turbine wake has fully converged at this point.
Next, Figure 6.6b illustrates the velocity deficit for the three models along the longi-
tudinal centreline downstream of the turbines. Once again, the model with the largest
disc proximity (1.5D) gives the best comparison against the measurement data, while
the other two models severely underestimate the velocity reduction in the region less
than 10D downstream of the disc. Moreover, the model with 1.0D spacing experiences
short flow acceleration at 3 < D < 5, before the wakes from the two turbines merge at
5D downstream. On the other hand, flow for the 0.5D model quickly merges right after
passing through the disc, as indicated by the positive velocity deficit in the near wake
region.
Furthermore, it can also be observed from Figure 6.6b that the wakes for both 1.0D
and 0.5D models are still recovering past 25D positions. Two remarks can be made
upon this observation. First, models utilising the 0.5D and 1.0D spacing cannot accu-
rately replicate the near wake characteristics since the increased ambient turbulence
intensity aids the wake recovery, hence preventing wakes from merging until further
downstream. Secondly, assuming that staggered array configuration is used, putting the
upstream turbines too close to each other will cause huge flow retardation between the
inter-space of the discs. This in turn will cause longer wake recovery, which ultimately
may affect the performance of downstream turbine(s).
6.3.3 Configuration of two rows array
In this section, the inter-space between the first row turbines was set to 1.5D, while
the single disc in the second row was located 3D downstream from the middle spacing
of the front row. The influence of upstream turbines on the wake formation due from
the downstream disc is highlighted in Figure 6.7, where velocity reduction across the
lateral distance is plotted for several downstream locations. Once again, results from
the models portray excellent conformity against the experimental set up in [69].
Crucially, the presence of a downstream turbine has a noticeable impact on the up-
stream wake, where it causes slight velocity reduction of about 5%. This observation
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is also corroborated by the turbulent energy contour shown in Figure 6.8 for both two
and three discs arrangement. In particular, the addition of a single device in the second
row has visibly reduced the fluid kinetic energy that passes through the edges of the
front row turbines, as demonstrated by Figure 6.8(b). Nonetheless, the influence of
the downstream disc on the upstream wake is becoming less apparent in the region
between 7D and 9D, as evidenced from Figure 6.7.
Further clarification on the impact of adding additional row in the arrays is provided by
Figure 6.9. As expected, the presence of the downstream device causes the upstream
wake to converge and expand further downstream, as demonstrated by the 25D down-
stream plot in Figure 6.7 as well as the contour plot in Figure 6.9(b). Furthermore,
the use of 1.5D spacing (as per experimental set up) apparently helps to accelerate the
flow passing through the downstream disc due to the localised duct-effect (i.e. blockage
effects)[85, 163], and is clearly indicated by both contour plots in Figure 6.8(b) and
Figure 6.9(b).







Figure 6.10: Turbines’ inter-space for a more realistic arrays configuration.
In most experimental set up, the arrangement of the porous discs will be constrained by
the size of the physical flume, meaning that the spacing between the turbines is relative
to the width and length of the channel. This is unavoidable since certain properties
must be conserved to ensure the experiment behaves in a realistic manner, and is
usually parameterised by two dimensionless variables – the Froude number and the
Reynolds number. The Froude number is used when gravitation forces are predominant
in the channel flow, whereas the Reynolds number is adopted when viscous forces are
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predominant in the channel flow.
Since it is almost impossible to make Froude number and Reynolds number identical in
model and prototype, the use of these dimensionless parameters should be judged on a
case by case basis. Moreover, discrepancy between the model and full scale Reynolds
number is generally acceptable so long as both the model and full scale Reynolds
numbers lie within the same turbulence classification, and the Froude similarity is
maintained [181].
To examine a case of a more realistic turbine inter-space, an arrangement used by
Christian and Vennell [182], as illustrated by Figure 6.10, is simulated. The lateral
and longitudinal distance between the turbines are set to 3D and 6D respectively,
which is doubled than the gap used previously (refer to Section 6.3.3). Figure 6.11
displays the velocity contour plot for both single and two rows arrangements of this
new arrays layout. The larger lateral spacing (3D) in the first row shows similar wake
recovery region as previously demonstrated by the close turbine proximity (1.5D),
where individual wake from each turbine can be clearly seen in Figure 6.11(a).
Nonetheless, the dissimilarity between longitudinal distance of 3D and 6D are very
apparent. Shorter lengthwise gap caused the upstream wake to merge with downstream
turbine, hence forcing the flow to reach homogeneity further downstream (see Fig-
ure 6.9(b)) as a result of momentum conservation. Conversely, when using a much
larger longitudinal spacing (i.e. 6D), the wake convergence happens at a much shorter
distance since downstream turbine does not interfere (i.e. does not merge) with the
upstream wakes as demonstrated by Figure 6.11(b).
In addition, Figure 6.12 presents a better wake convergence comparison (y-slices ve-
locity contour) between the two-tested longitudinal distance at the downstream de-
vice position. The model with 3D length-wise gap shows an extended wake region
(Figure 6.12(a)), where the flow only showing sign of homogeneity approaching the
44D region. On the contrary, the 6D spacing (Figure 6.12(b)) accurately illustrates a
much shorter wake region, in which the flow fully recovers as it reaches the 34D point.
Faster wake convergence is desirable for two reasons. First, it allows more power to be
extracted from the downstream turbine due to a higher stream-wise velocity caused by
the non-merging upstream wake. Secondly, as more power per turbine can be removed
from the flow, the number of devices in the arrays can also be reduced, hence presenting
a more attractive economics value for the developers.
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6.4 Non-hydrostatic models for multiple turbines set
up
6.4.1 Two row arrays configuration
Now that the wake characteristics from the hydrostatic models have been successfully
simulated and validated, this section will then examine the outputs produced using the
non-hydrostatic solvers in modelling the flow interactions of the devices in the first
row with a downstream disc. A similar array arrangement as discussed in Section 6.3.3
is once again used for the simulation, in which the lateral distance between the first
row turbines is fixed at 1.5D, while the single disc in the second row is located 3D
downstream from the middle spacing of the front row. Figure 6.13 illustrates the com-
parison plots between the non-hydrostatic models and experimental data for several
lateral velocity profiles (at 5D, 7D, 9D and 25D positions relative to the upstream
row), where the effects of inserting a downstream disc can be clearly seen.
Similar to what was observed from the hydrostatic model, at 5D downstream, the
centreline velocity of the upstream wakes is slightly accelerated by the presence of
the downstream disc, and this is matched perfectly by the actuator disc model. How-
ever, the three-disc model shows quite a dramatic overestimation of about 15% when
compared with the experimental data, signifying that the model predicted a faster
moving flow in the area directly behind the actuator fence. Next, at 7D downstream,
the generated wake due to the presence of downstream disc agreed closely with the
measured data, except for the upstream flow profile. At this location, the centreline
wake acceleration shown by the measurement data for three-disc set up it is no longer
apparent to the numerical model.
This trend is also apparent further at 9D location, where the presence of downstream
device no longer has significant influence on the upstream centreline wake velocity and
is correctly predicted by the numerical model. Nevertheless, from the 9D plot, it can
be seen that the actuator disc model for the three-disc arrangement overestimates the
downstream wake velocity by about 5%. Furthermore, the persistence of the wake gen-
erated by the two row arrays is more pronounced further downstream, as highlighted by
the 25D plot. Because the wake from the upstream and downstream devices eventually
merged to form a single wake that is wider and longer, the recovery distance will also
be extended before it reaches ambient velocity.
This observation agrees with findings in [183], which also showed an expanded overall
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156 Part II: Multiple Turbines and Flow Interactions
wake region due to mixing with the wake of adjacent turbines. In general, the nu-
merical model manages to reasonably replicate this flow characteristic, in which the
simulated wake from the two-disc arrangement already showing sign of flow recovery
at 25 downstream. Despite the good agreement observed with the measured data, the
simulated three-disc arrays still shows signs of slightly larger velocity deficit (about
5% more) than the experimental set up.
Another obvious disparity that can be observed from the plots in Figure 6.13 is for
the near wall velocity data, specifically between -2 < D < -4. This imbalance shown
by the experimental data is clearly visible from the 5D plot, and can be seen grad-
ually increasing until far downstream at 25D region. Nonetheless, this is a common
phenomenon for any wide circulating flumes, and is attributed to a non-uniform lateral
flow distribution [23, 69, 164].
Moreover, the effect of a downstream disc on the wakes formed by the upstream
discs can be better presented using the horizontal contour plots in Figure 6.14. The
wake from the two-turbine arrangement (i.e. single row) displays full recovery upon
reaching 26 longitudinal distance, as shown by Figure 6.14(a). Conversely, for a similar
configuration using the hydrostatic solvers, the recovery distance was slightly longer
by about 2D length. As for the three discs arrangement (Figure 6.14(b)), once again
the hydrostatic model demonstrated a slightly longer recovery distance than the non-
hydrostatic model (40D vs 30D).
Nevertheless, both hydrostatic and non-hydrostatic models are able to characterise the
localised duct-effect [34] experienced by the downstream device due to enhanced flows
through the gap. The blockage effect causes the solitary device to experience acceler-
ated flows as it intercepts faster moving fluids induced by adjacent discs, meaning
more energy is captured from the flow compared with the upstream devices [184].
This observation is accurately replicated by the numerical model, as demonstrated
by the magnified turbulence kinetic energy plots in Figures 6.14(a1) and (a2). By
comparison with the single row arrangement, the presence of the downstream device
visibly reduces the kinetic energy from the flow that passes through the edges of the
front row turbines, while at the same time increasing the turbulent kinetic energy of
the flow bypassing the single disc in subsequent row.
All things considered, the non-hydrostatic models examined in this section demon-
strate an almost indistinguishable outputs from the default hydrostatic models, which
ratifies findings from the single turbine study. Not only that, both models have also
illustrated excellent numerical output which matched closely with the experimental
6.5. Discussion 157
results, and give credence to the applied source term in this study.
6.5 Discussion
A preliminary study to examine the effectiveness of the RANS actuator disc approach
for simulating flow interactions within a small tidal arrays has been presented, where
the modelled output was validated with experimental data from literature. The main
findings from this chapter are summarized as follows:
• It has been demonstrated that the applied actuator disc source term was suf-
ficiently accurate to simulate the complex interactions between multiple tidal
devices, where the wake characteristics from a physical scale set up have been
accurately replicated for both two and three disc arrangements.
• As with the single turbine set up discussed previously in Chapter 5, it has been
illustrated that the model’s outputs were highly susceptible to changes in the
density of the mesh. The use of coarser unstructured meshes within the array’s
deployment region tended to underestimate the predicted velocity drop behind the
disc. This could be due to the approximations and averaging used in the RANS
equations, where the size as well as the number of cells in any given CFD domain
can directly affect the outputs of a numerical model.
• Further, a diminishing flow return has also been successfully exhibited by the up-
stream turbines upon the addition of a downstream device. This confirms findings
from literature, where the presence of downstream turbine is known to have an
influence on both the flow condition as well as the wake formation experienced
by the upstream devices [77].
• Similarly, the model has also been able to reproduce the blockage effect experi-
enced by the downstream disc, where an increase in the turbulent energy around
the edges of the device was accurately simulated.
• While both hydrostatic and non-hydrostatic assumptions have been tested, the
lateral velocity outputs from the two models were found to be rather comparable
to one another. Similar occurrence was also observed in the single turbine study,
although it has been confirmed that the influence of non-hydrostatic solvers was
more prominent in solving the turbulent properties close to the channel bed.
• In general, although the outputs from the models have demonstrated excellent
comparison against the experimental data, some small variations can still be seen
from plots. However, this is to be anticipated since some of the input parameters
for the numerical models (e.g. turbulent levels) were approximated based on
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the results presented in the published literature. Consequently, some margin of
uncertainty and inaccuracy was introduced into the model.
• Furthermore, there are also some limitation for any numerical model to reproduce
the exact characteristic of the flow within any experimental flume. For instance,
the non-uniform lateral flow distribution observed from the published data is
recognised as one of the inherent characteristics of a wide circulating flume is,
hence was not feasible be emulated by the numerical model used in current study.
In brief, the studies conducted in Chapters 5 and 6 have provided evidence on the
capability and robustness of the applied momentum source term in simulating the
presence of tidal turbines using the actuator disc approach in an idealised channel.
Naturally, the step would involve implementing the (adapted) momentum source term
into an ocean scale model and examining the sensitivity of the numerical parameters
involved. However, based upon the findings documented for the small channel studies,
two concluding remarks can be made.
While it has been presented that the model outputs are susceptible to changes in mesh
sizes used in the domain, it remains to be seen whether such a refined unstructured grid
density (~2 meter) can be used in a regional scale simulation. Identically, the size of
structured grid to be employed as enclosure for the actuator discs are also of interest
in this research. Although implementing a 2 meter grid in this simple channel study
was possible considering the scale of the domain involved, questions remain whether
similar grid size can still be employed in a substantially large ocean scale domain.
Chapter 7
Implementation of the Actuator Disc
Approach in a Regional Scale Model
The work presented here translates the knowledge and experiences gained from con-
ducting the small scale actuator disc studies as elaborated in Chapters 5 and 6 into the
simulation of an actual size tidal turbine at a commercial deployment site within the
Inner Sound region of the PFOW. More importantly, the methodology and model set
up in this chapter also follows the guidelines provided by EMEC [26] in an effort to
provide realistic working and hydrodynamic conditions experienced by the devices in
operation.
The primary aim of this chapter is to examine the robustness, as well as the sensitivity
of the applied momentum source term in representing a 16 meter rotor diameter tidal
turbine in a 3D ocean scale model. Criteria used in deciding the deployment locations
of the turbines are presented, along with the detailed set up for the actuator disc models.
Besides, some of the constraints faced in this research work are also discussed.
To facilitate data interpretation, the models’ outputs are presented as velocity contours,
plots of velocity deficit, as well as graphs of normalised velocity in lateral direction.
Since published material on the implementation of actuator disc approach within a
regional scale model is still scarce, it is hoped that this study could provide some
evidence, guidance and examples of suggested best practice in effort to fill the research
gap.
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7.1 Study area
At the time of writing, the MeyGen tidal turbine array, planned for the Inner Sound
region in the PFOW is likely to be the first commercial tidal energy array to be in-
stalled anywhere in the world. With current speeds up to 6 m/s recorded during spring
tide, the MeyGen project is espected to extract up to 400 MW of energy resources
available in the region [113]. With imminent deployment of tidal turbines and marine
energy devices in general at the location, various studies have examined the potential
environmental impact upon the deployment of large numbers of tidal devices - be it
on ecological, socio-economics or sediment transport [12, 19, 159, 185, 186]. Conse-
quently, it is also imperative to look at how the tidal turbines are represented in such
models, which is the aim of this study.
Figure 7.1: The Crown Estate’s Inner Sound lease area as published in the
Environmental Impact Assessment Scoping Report for the MeyGen Tidal Energy
Project [14].
Deployment location for tidal devices examined in this study (i.e. in the Inner Sound)
was estimated based upon the following criteria:
(a) Firstly from the Environmental Impact Assessment Scoping Report for the
MeyGen Tidal Energy Project, where the updated Inner Sound lease area from
The Crown Estate is shown in Figure 7.1.
(b) Instead of conducting numerical simulations for the whole tidal farm as planned
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by the MeyGen, the purpose of this study is to demonstrate the methodology in
representing a full size tidal turbine in 3D model within a very small array. As
such, only small footprint within the Inner Sound domain is required to repre-
sent the turbines. Figure 7.2 illustrates the mean velocity contours of the Inner
Sound region from Telemac3D model, from which the highest mean velocity
is found to occur just south of the Stroma island. In particular, this observation
agrees with the proposed location for tidal stream energy extraction in the
Inner Sound as reported in [16, 187, 188]. For this reason, the turbines will be
implemented at the location with highest velocity as displayed in Figure 7.2.
(c) Apart from fast current flow, local topography also plays significant role in
deciding the exact deployment of the devices. From the guideline provided by
EMEC [26], a minimum of 5 meter top and bottom (or 25% of the water depth,
whichever is greater) clearance for the capture area is recommended for the
following reasons:
• to allow for recreational activities
• to minimize turbulence and wave loading effects on the TECs
• to minimise damage from floating, as well as damaging materials that are
moved along the seabed by the currents
• to reduce shear loading from the bottom boundary layer on the TECs
Alternatively, Nova Innovation Ltd has recommended that the minimum clear-
ance of the turbine from Mean Low Water Springs (MLWS) to be 15 meter
[189]. Hence, it becomes clear that finding a spot with suitable water depth
is crucial in getting an accurate representation of the devices across water
column.
More significantly, the chosen location must be able to accommodate the proposed
tidal turbine design by MeyGen, as displayed in Figure 7.3. According to the diagram,
the radius of the proposed turbine design is between 8 - 10 meter, with minimum top
clearance of 8 meter. The height of the hub from the seabed meanwhile is between
13.5 - 16 meter. Moreover, since the average depth in the Inner Sound is about 30
meter, shown by both the sea floor elevation contours and the z-direction slicing of the
bathymetry at the area of interest in Figure 7.4, it can then be approximated that the
hub of the turbine will be located at the center of the water column (~15 meter depth).
Using this information, the subsequent task is to find the optimal location that satisfy
the deployment criteria (i.e. currents speed and topography), as well as the proposed
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Figure 7.2: Mean velocity contour of the Pentland Firth and Orkney Waters produced
using Telemac3D model. The inset displays a closer view of the predicted mean
velocity in the Inner Sound region.
Figure 7.3: Dimension of the proposed tidal turbine design by MeyGen [190] to be
deployed in the Inner Sound of the Pentland Firth. This turbine diagram is developed
by way of collaboration between MeyGen and turbine technology developers - Atlantis
Resources Limited (ARL) and Andritz Hydro Hammerfest (AHH). This diagram was
reproduced from the MeyGen webpage [191].
7.1. Study area 163
(a) Elevation contour for the PFOW using bathymetric dataset supplied by the
TeraWatt consortium [133].
(b) Bathymetric slicing (z-direction) for the line shown above. Water depth for the Inner Sound
region is depicted by the elevation contour in the upper left hand corner.
Figure 7.4: Sea floor elevation contours and bathymetric slicing across the Pentland
Firth and Orkney Waters.
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tidal turbine design (i.e. suitable depth to fit the devices with enough top and bottom
clearance). More importantly, based on the information available, it is decided that the
size of the tidal turbines to be simulated in this study is 16 meter in diameter, instead
of the commonly cited 20 meter dimension in literature (e.g. [192]).
The rationale behind this decision is as follows: firstly, with an average water depth of
30 meter at the Inner Sound region, simulating a turbine with 20 meter rotor diameter
implies that the top and bottom clearance of the device’s capture area to be 5 meter or
less. Combined with a highly uneven and complex topography in the area [193], it is
highly possible that simulating a device of this size (i.e. 20 meter) can contribute to
numerical instability due to how the actuator disc and vertical layers are defined in the
model.
Section 7.2 provides details of the actuator disc representation and mesh transforma-
tion. Additionally, a small bottom clearance margin may also have an adverse effect on
the numerical outputs due to the influence of the bottom boundary layer. Consequently,
this might cause the computation of the wake characteristics of the model, which is
the main focus of this chapter, to be rendered as fruitless. Above all, the chosen rotor
diameter (i.e. 16 meter) to be used in this study is well within the range of the proposed
dimension for the MeyGen devices, as illustrated in Figure 7.3.
To narrow down the exact deployment sites to be used in the model that matched
the previously discussed requirement, bathymetric slicing was performed at several
areas across the region with highest mean velocity as shown in Figure 7.5. In total,
five positions were investigated in finding the optimal spots with suitable depth for
implementing several 16 meter diameter tidal devices. For ease of illustration, three
lines were employed in the bathymetric plots. The single vertical line (i.e. south to
north alignment) was used to display the topography’s cross section at each of the
selected sites.
Conversely, the two horizontal lines (i.e. east to west alignment) was utilised to denote
localities that falls within the minimum 30 meter depth requirement. Using Figure 7.2
as guide, which shows the mean velocity contour in the area of interest, Positions 1, 4
and 5 can then be eliminated from potential deployment sites to be used in the model
since they demonstrated the lowest average velocity (i.e. about 1.4 m/s) among the five
spots inspected.
In deciding between Positions 2 and 3, it is essential to properly examine the bathymetry
gradient at each locations. From experience, it is recommended to avoid implementing






Figure 7.5: Bathymetric slicing performed at several locations across the Inner Sound
region to find the optimal location for implementing the actuator disc.
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an actuator disc at a locality with steep topography gradient since it may contribute to a
number of problems. First, it limits where a disc can be placed, especially if the device
swept area is located too close to the bank of the channel. This in turn may potentially
induce numerical instability into the applied source term, more so if the actuator disc’s
swept area accidentally touches/crosses the channel edge. Secondly, the sharp gradient
that is adjacent to one of the turbine’s edges will most likely accelerate the flow passing
through the device, albeit unevenly, hence influencing the numerical outputs.
For these reasons, Position 3 was chosen as the optimal spot for implementing the
actuator disc in this study since it demonstrates a slightly better gradient distribution
on both sides of the Inner Sound banks, as exemplified by Figure 7.5c, when compared
with Position 2. For reference, Position 3 can accommodate a maximum of 11 tidal
turbines in each rows, using the staggered configuration as suggested by Christian and
Vennell [182].
7.2 Model set up
Figure 7.6: (A) Computational domain of the PFOW used in the application of the
actuator disc source term. (B) Close up view of the location for deployment of
turbines within the Inner Sound. (C) Arrangement of the imposed structured grid
(three rows) within the numerical domain. Mesh integration between the structured
and unstructured grid is illustrated by the inset in diagram (C). For ease of illustration,
the colour of the mesh within the inset is changed to black.
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Figure 7.7: Configuration of tidal devices within the structured grid that are used in
the regional scale study. The red square represents the centre of the disc/turbine hub.
Figure 7.6 illustrates the numerical domain developed for implementing the actuator
disc source term in this study, containing 27,100 nodes for a single mesh plane. Addi-
tionally, a close up view of the location for turbine deployments within the Inner Sound
region is clearly depicted in Figure 7.6(B), which is based on the bathymetric slicing
and topography analysis conducted in Section 7.1. Using the staggered turbine layout
as exhibited by Figure 6.10 in Chapter 6, a total of 32 turbines can be simulated within
the prepared numerical boundary - 11 turbines in rows 1 and 3, and 10 turbines in row
2 respectively.
Figure 7.7, which is an extension from Figure 7.6(C), is then used to exemplify the
arrangement of the 32 turbines within the structured grid area. The hub of the turbines
(or the discs’ centrelines in the momentum source application), are clearly shown in
the diagram by red coloured squares. Moreover, from this figure, approximate locations
for the single, two, and three turbines set up, which will be utilised in analysing the
wake characteristics of the devices involved in this study, can be clearly identified.
As previously discussed in Chapters 5 and 6, the momentum source term utilised in
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simulating the presence of tidal devices was implemented by modifying the TRISOU
subroutine from Telemac3D (version 7) directory. A sample of the code adapted for
use in this study is available in Appendix C (page 238). The simulation period of the
models was set to 35 days, and were mostly run on The University of Edinburgh’s
Linux Computers Cluster (VLX), using 10 parallel processors. The computation time
(i.e. time taken for the model to complete the task) ranged between 25 to 30 days,
which depended on the case being studied, as well as computational load of the VLX
system.
Additionally, outputs from the models were saved at 10-minute intervals. Numerical
parameters used in the steering file to model the presence of tidal turbines are sum-
marised in Table 7.1, which was based upon the outputs from the parametric studies
conducted in Chapters 3. Nonetheless, there are a few discrepancies in the numerical
set up between the hydrodynamic models of the PFOW conducted in Chapters 3,
and present model. A few of the notable differences between the two models are
highlighted as follows:
(a) Previously, tidal harmonic database TPXO version 7 was used in calibrating
and validating the hydrodynamic models. However, the present study utilised
TPXO8, which is the latest version available from the provider (refer to [194]).
Interestingly, although the latest TPXO model combines a basic global solution
(TPXO8, obtained at 1/6o resolution) and high resolution local solutions (1/30o
resolution where data are available), the comparison between the two tidal
harmonic database revealed almost identical outputs, as demonstrated by the
scatter plots and statistical analysis in Figure A.9 and Table A.2 respectively in
Appendix A.
(b) As displayed in Figure 7.6(C), three rows of structured grid were imposed in
the numerical domain for facilitating the implementation and computation of
the momentum source term. The size of the structured grid, ∆x,∆y, was set to
4 meter each. Significantly, the use of a grid size smaller than 4 meter is just
not feasible due to the combination of computational constraint, as well as the
time available for the author to complete this project. In fact, the sole reason for
constructing only three rows of structured grid, instead of covering the whole
area of interest with the same grid element, was to reduce the number of un-
necessary nodes in the domain to speed up the computation process. Likewise,
since the aim of this research is to explore the methodology and validity of
representing 3D actuator disc approach in a regional scale model, the author
7.2. Model set up 169
is impartial in looking at a full size tidal farm that contains hundreds of tidal
devices. As such, only three rows of structured grid were imposed within the
numerical domain to study the wake characteristics, as well as flow interactions
due to the presence of tidal devices from the actuator disc simulation.
(c) In particular, since the smallest grid size used in the present study was 4 meter,
the model time step was consequently set to 2 seconds to satisfy the CFL
criterion. In fact, this time step was significantly smaller than the one employed
in previous hydrodynamic models (i.e. 10 seconds).
(d) Besides, 10 σ layers were imposed on all of the models developed and used
in the parametric study in Chapter 3. Conversely, to improve accuracy of the
source term computation, it is imperative that sufficient number of nodes are
made available across the disc swept area, as highlighted by Figure 5.3 in
Chapter 5. Due to this reason, instead of using the default σ layers, 13 hor-
izontal planes were manually fixed at the pertinent depths to properly define
the shape of the disc. Details of this mesh transformation will be discussed in
the following section.
Table 7.1: Numerical parameters adopted in the simulation of the actuator disc within
a regional scale model.
Numerical parameters Input / Values
Time step 2 seconds
Simulation start date 12/09/2011
Simulation period 35 days (1,512,000 seconds)
Graphic printout period (10 minutes interval) 300 seconds
Law of the bottom friction and friction coefficient Chezy (44)
Initial condition TPXO Satellite Altimetry
Option for liquid boundaries Thompson method
Tidal database TPXO 8
Horizontal turbulence model Smagorinsky
Vertical turbulence model Constant viscosity
Number of horizontal levels 13
Mesh transformation Horizontal fixed planes
Coriolis input No
Hydrostatic assumption Yes
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Figure 7.8: Configuration of the model’s vertical layers for defining the turbine swept
area used in the source code. Horizontal fixed planes option is preferred against
the commonly used σ layers as it gives greater flexibility in arranging the planes’
intersection across the disc capture area.
This section provides an overview of the implementation of the momentum source term
into the model. As mentioned before, 13 horizontal planes were fixed at specific depths
to define the vertical mesh transformation. This option was adopted instead of the
commonly used σ layers as it allows greater flexibility in characterising the swept area
of the disc. Detailed arrangement of the fixed planes and their corresponding depths is
portrayed in Figure 7.8, where the hypothetical turbine hub was placed at a depth of
15 meter (i.e. close to the centre of water column at deployment region).
In total, the swept area of the actuator disc was represented by seven horizontal planes
in the z-direction, and four ∆y intervals (i.e. with ∆y equal to 4 meter) in the y-direction
that act as an enclosure for the 16 meter rotor diameter turbine used in this study. ∆z
between the planes that crossed the disc swept area was set to be about 2.66 meter,
while slightly larger intervals were used for the remaining planes (i.e. layers positioned
above and below the disc’s edges).
Moreover, although the were only seven horizontal planes employed in representing the
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disc swept area in present study, it should be sufficient to provide an even distribution
of nodes across the actuator disc, as illustrated by the intersecting lines of ∆y and ∆z
in Figure 7.8. In comparison, the small scale actuator disc study in Chapter 5 had nine
intersecting planes. However, in deciding the optimal combination between ∆z and ∆y,
two crucial parameters need to be taken under consideration:
(a) As previously discussed and demonstrated in Chapter 5, increasing the number
of horizontal planes itself would not necessarily contribute to a better rep-
resentation of tidal turbine in the model. Instead, both ∆z and ∆y must be
examined to avoid having uneven nodes distribution across the disc swept area
(as exemplified by Figure 5.3c). In particular, adding more planes in attempt to
decrease the interval in the z-direction was just not feasible in this study, since
it would require the enclosure of the disc (i.e. ∆x and ∆y) to be smaller than the
default 4 meter grid size employed in present study.
(b) Ultimately, it all depends upon the computational resources available, since
increasing the number of horizontal planes, as well as refining the mesh of
turbine enclosure will undoubtedly contribute to longer calculation time. To
highlight, the regional scale domain used in this study (Figure 7.6) contains
352,300 nodes and 615,432 elements for the 13-fixed depth mesh transforma-
tion planes.
With regard to simulating tidal turbines, the two parameters of interest are the power
and thrust (drag) produced by the turbine. Power, Pw as well as thrust, Tr may be









where A is the device swept area, U is the incoming flow velocity, ρ is the water
density, Cp and CT are the power and thrust coefficient respectively. Both Cp and CT
are influenced by parameters such as the blade pitch, yaw and tip speed ratio. On the
other hand, since the actuator disc approach approximates the thrust forces exerted by
the device onto the flow over a disc with the same rotor diameter, detailed analysis of
those design factors are not relevant in the present study. Moreover, in an attempt to
reduce the complexity of numerical computation, the turbine being simulated in this
project was assumed to have fixed orientation, with its hub facing towards the western
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side of the PFOW.
Following Equation 5.3, the computation of the actuator disc momentum source term
requires two important parameters, namely the the resistance coefficient (K) and disc
thickness (∆xt). For the small scale idealised channel study discussed in Chapters 5
and 6, a constant (approximated) value of K was utilised to match the experimental
data/set up from literature. Nonetheless, for a regional scale study, it was essential that
operational characteristic of the simulated tidal turbine be as close as possible to the
one in operation.
This relates to the relationship between CT and flow velocity, where for any generic
turbine design, the thrust coefficient is influenced by the minimum working velocity (or
cut-in velocity, Ucut−in) and maximum working flow speed (or rated velocity, Urated).
Following the procedure established by Bahaj et al. [195] and Plew and Stevens [196],
the thrust coefficient could then be parametrised as:
CT (U) =

0 if U ≤Ucut−in






where U is the velocity of the incoming flow, and CT = 0.8 (using design value
as suggested by Bahaj et al. [195], which corresponds to K = 1.53). Additionally,
the values of Ucut−in and Urated employed in this study were set to 1 m/s and 2.5
m/s respectively, approximated upon published values from commercial devices in
operation (refer to [171, 192, 197, 198]). Meanwhile, the default actuator disc thickness
was consigned to 8 meter, based upon the results from Section 5.5.3 that indicated ∆xt
had very little influence on the wake characteristic.
Bearing this in mind, although it was possible to use a smaller ∆xt value (i.e. 4 meter,
because it was the smallest ∆x interval employed in this study), it might be prudent to
include as many nodes as possible (while maintaining a reasonable width of disc) in
the computation of the momentum source term to avoid potential numerical uncertainty
and vulnerability. All in all, information on the domain’s mesh and actuator disc set up
for this work is underlined in Table 7.2, while the influence of ∆xt on a regional scale
model will be examined in the following section.
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Table 7.2: Information on the domain’s mesh and actuator disc set up employed in
the simulation of a full size tidal turbine in the regional scale model.
Numerical parameters Input / Values
Node counts 352,300
Element counts 615,432
Resistance coefficient, K 1.53
Size of structured grid (∆x,∆y) 4 meter
Actuator disc diameter, D 16 meter
Disc thickness (∆xt) 8 meter
Disc z-centreline (e.g. turbine centre) 15 meter
Turbine design/alignment Fixed orientation
7.2.2 Limitations of current study
Several limiting aspects associated with the use of actuator disc methods have been pre-
sented and discussed in Section 5.2.1. Nonetheless, while the idealised channel study in
Chapters 5 and 6 had data from published literature that were used in the comparative
studies, very few research articles are available concerning the implementation of the
disc within a regional scale model. For this reason, the following restricting factors
have been identified:
(a) Since in-situ measurement data from an operational tidal turbine are not avail-
able, it proved to be a challenge to examine properly and validate the accuracy
of the applied actuator disc source term. Hence, the results presented in this
chapter should be approached with respectful uncertainty.
(b) Accordingly, sound judgement based on the experience gained when conduct-
ing the idealised channel study is critical in evaluating the numerical outputs.
For instance, the plotted velocity deficit contour from the models can only be
examined by visual inspection to ensure that the wake produced by the actuator
disc followed the expected behaviour as reported in literature (e.g. distance
taken for the wake to recover or the flow characteristics due to the interactions
between upstream and downstream devices).
(c) Unlike the idealised channel study where k− ε model was applied, this study
utilised Smagorinsky and constant viscosity for the turbulent models since they
were able to improve substantially the models’ calculation time. Nevertheless,
because these models have no turbulence component (k) as one of the outputs,
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the computation of turbulence intensity (TI) using Equation 5.11 is no longer
valid. More significantly, the applied turbulent option caused the model’s tur-
bulent viscosity to be imposed (rather than being modelled when using k− ε
model) and constant in space (even in the wakes of the turbines). This might
present complications in analysing the overall impact of the actuator disc in a
regional model since this method strongly depends on turbulent viscosity.
Nonetheless, in an attempt to characterise the turbulence level, the TI was computed
following its very basic interpretation - ratio of the Root Mean Square (RMS), or stan-
dard deviation, of turbulent velocity fluctuations at a particular location over a specific
period of time to the average of the velocity at the same location over same time period.
The following statistical approach was employed in computing the turbulent intensity
in the x-direction [199–201]:









i = ui−u (7.5)












The sample size N used in this analysis corresponds to the velocity data points from
15 September 2001 until 20 September 2001 (i.e. N = 720), which coincide with the
spring tide period. u meanwhile is the mean longitudinal velocity for each horizontal
plane. The TI can then be calculated by dividing urmse, which is the standard deviation
of the random velocity fluctuation, with the mean velocity at each respective layers.
Velocity fluctuation component u
′
i used in the computation of the turbulent strength
corresponds to the difference between velocity component (ui) and the mean velocity
(u) of the chosen sample size. Larger urmse implies a stronger turbulence regime within
the flow, and vice versa.
However, the computed TI using Equation 7.7 needs to be approached with caution.
Any formula that employs turbulent fluctuation components is only feasible to be
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implemented if the fluctuating motions can be resolved (e.g. when using LES or Direct
Numerical Simulation (DNS) models). Consequently, since the velocities computed in
Telemac3D were already time-averaged because it solves the RANS equations, Equa-
tion 7.7 may not be able to provide the best representation of the turbulent attributes
from this actuator disc study.
To check this hypothesis, Figure A.10 in Appendix A is used to examine the com-
puted TI from 4D till 20D downstream distances for the single disc arrangement.
As evidenced from the plots, abnormally high values of TI were obtained from the
model outputs, ranging from 400% - 1000%, which clearly contradicted the reported
turbulence values between 3% to 25% from literatures (e.g. [179, 202–205]).
In brief, as Equation 7.7 is ill-suited to be used on a RANS-based model (such as
Telemac3D) to help quantify the turbulence level, only the velocity deficit plots will be
presented in this study to help analyse the wake characteristics caused by the imple-
mentation of the actuator disc momentum source term in the regional scale simulation.
7.3 Velocity contour at the deployment location
Before examining the overall impact of implementing tidal devices in the Inner Sound,
it is sensible to look at the hydrodynamic condition at the area of interest. Current
pattern at the deployment region for the whole simulation period (i.e. 35 days) can be
examined using the depth-averaged velocity rose for the selected nodes, as illustrated
in Figure 7.9. Looking at the plotted velocity roses, the flood flow enters the Inner
Sound from the north west, and subsequently follows a rather curved path propagating
through north east of the Stroma island. Conversely, during the ebb tide, the flows
enter the Inner Sound from the north east and pass through the channel towards north
westerly direction.
According to the tidal rose plots, the current speed ratio between spring and neap tides
in the Pentland Firth is about 2:1. This ratio agrees with the one mentioned by Easton
et al. [188], and is further validated using the time series plots of the U and V velocity
components at the deployment area (refer to Figure 7.10). From this figure, it is evident
that at spring tide, the maximum value of the U-velocity component at mid-depth of
node 6390 (which is very close to the deployment area) is just about 4 m/s, while
during neap tide the speed is almost halved, as indicated by the computed urmse.
Nonetheless, since this study excluded meteorological input (such as wave induced
currents and wind forcing) which may have greater influence during the weaker neap
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(a) Selected nodes for plotting tidal current
rose.
(b) Node A
(c) Node B (d) Node C
(e) Node D (f) Node E
Figure 7.9: Depth-averaged velocity tidal rose for the Inner Sound region illustrating
the variation and current direction for the nodes shown in (a).
tide, the mentioned spring-neap tide ratio may possibly be inaccurate. Moreover, since
tidal asymmetry in the PFOW forces the currents to be non bi-directional, there is
a clear misalignment between the flood and ebb direction in the region [206]. All
in all, since the observations in Figures 7.9 and 7.10 matched well with the general
pattern of currents in the PFOW as reported in literatures (e.g. [187, 207]), they gave
confidence to the numerical model to move forward with computation of the actuator
disc momentum source term.





























































Inner Sound : U velocity component






































































Inner Sound : V velocity component







(b) V velocity component
Figure 7.10: Time series plot at the deployment area at mid-depth (15 meter) for node
6390 (20 meter upstream from the location used in the single turbine study - refer to
Figure 7.7).
Overall configurations of the simulated tidal turbines in this study are summarised
in Table 7.3. Please note, however, that this table does not provide details on the
modelling parameters employed for individual set up (e.g. variation in disc thickness
and resolution of the vertical layers). Such set up will be presented in the subsequent
section that discusses the sensitivity study for selected turbine arrangements. To exam-
ine velocity contour at the area of interest, the output from the actuator disc models
were compared with a base model (i.e. model without turbine(s)).
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Table 7.3: Turbine arrangement that was simulated in this study using the default
numerical parameters.
Turbine configuration Structured grid / row set up
Single turbine Row 1
Two turbines Row 1
Three turbines Row 1 & 2
Eleven turbines Row 1
Twenty one turbines Row 1 & 2
Thirty two turbines Row 1, 2 & 3
From this exercise, not only velocity deficit (Ude f ) caused by the presence of tidal
devices can be analysed, but more significantly, the validity of the actuator disc source
term employed in representing those devices can also be inspected. Some indicators
that could be used in checking the soundness of the simulated models include the length
of the wake being produced (i.e. wake from a single row turbines should be shorter than
the one produced by three rows of turbines), as well as the extent of velocity reduction
in the immediate vicinity downstream of the devices.
The screen shot of the velocity contours shown in this section corresponds to the spring
tide that occurred on 18 September 2001. These velocity contours were used as a
reference point in checking the accuracy as well as the feasibility of the momentum
source code applied in the regional scale actuator disc model. More significantly, the
model must be able to produce similar flow attributes as observed in the idealised
channel study, such as the wake formation and flow interactions. Figure 7.11a displays
the velocity difference caused by the presence of a single tidal turbine at the area
of interest, where the expected flow characteristics upstream and downstream of the
device were satisfactorily produced.
Firstly, the thrust exerted by the disc caused the upstream flow to slow down (between
0.1 - 0.2 m/s) when approaching the disc, before the flow accelerated up to 0.4 m/s
when passing through the disc. Appropriate velocity reduction in the immediate vicin-
ity behind the turbine can also be seen, where it shows greatest flow reduction of about
0.6 m/s. Finally, further downstream of the disc, the value of velocity difference slowly
diminished, from 0.3 m/s to 0.1 m/s before the flow completely recovered about 420
meter from device position.
Additionally, comparison between two ∆xt values (default 8 meter vs 4 meter) demon-
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strates that the size of disc thickness employed in the source term has a notable influ-
ence on the numerical outputs. As shown in Figure 7.11b, the largest velocity differ-
ence (of about 0.25 m/s) occurred directly behind the disc. Nonetheless, as the flow
travels further downstream of the device, the discrepancy between the two tested ∆xt
seems to be dramatically reduced. To further understand this observation, a sensitivity
study on ∆xt has been conducted and discussed in Section 7.4.2.
(a) Velocity difference due to the presence of a single turbine (using
default ∆xt = 8 meter).
(b) Comparison of velocity difference between ∆xt = 8 meter and 4
meter.
Figure 7.11: Velocity contours showing the impact of a single turbine configuration
on the flow in Inner Sound.
In addition, similar flow features are also evident for the two turbines configuration
as shown in Figure 7.12. Interestingly, the wake formation between the two simulated
turbines shows slight dissimilarities, with the bottom disc having a longer wake that
curved upwards at the end. However, it is not of immediate concern since this occur-
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Figure 7.12: Velocity contours showing the impact of two turbines configuration on
the flow in Inner Sound.
rence could be attributed to the complex geometry of the Inner Sound area. Bathymetry
is known to have a huge influence in dictating the direction, as well the speed of the
currents. While the turbines are laterally positioned up to 3D from each other, the
wake formation observed in Figure 7.12 seems to persist for more than 300 meter
downstream of the turbine, at which point the bathymetry may have drastically changed
from where the turbines are located.
This observation is further exemplified using the 11-turbine configuration as displayed
in Figure 7.13a, where the collective wake formation path from all the devices are head-
ing towards the north easterly direction. This also signifies the distance required before
the flow completely recovered, as the wake advancing pass the island of Stroma. Fig-
ures 7.13b and 7.13c then provide better perspectives on the velocity deficit recorded
for the 11 turbines within the first row, where a few remarks can be made.
For example, the wake generated from the top three turbines in Figure 7.13b is isolated
from the remaining eight devices, indicating that they faced an upstream velocity
that is (a) slower, hence the shorter wake, and (b) coming at an angle, hence the
upward curved path. As previously discussed, point (a) could be credited to the local
topography that is somewhat shallow (refer to Figure 7.5). Nonetheless, point (b) seems
to slightly contradict the plotted velocity rose in Figure 7.9, which indicates that the
flow direction at the selected nodes across the deployment area is perpendicular to the
disc (i.e. facing the incoming flow).
However, it is also plausible that these individual nodes (used in plotting the tidal
rose) are not portraying the general hydrodynamic condition surrounding the area of
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(a) Wake influence due to the presence of 11 devices.
(b) Velocity difference due to the presence of 11 devices.
(c) Close up view of the 11 turbines arrangement highlighting the
velocity deficit in the wake.
Figure 7.13: Velocity contours showing the impact of 11-turbine configuration on the
flow in Inner Sound.
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Figure 7.14: Velocity contours showing the impact of three-turbine arrangement on
the flow in Inner Sound.
interest. Finally, the wake characteristics are unique and vary from one disc to another.
For instance, the close up view in Figures 7.13c highlights how the wake formation,
as well as the velocity reduction directly behind the discs varies in length and value.
In contrast to the middle disc, the one at the bottom exhibits a slightly longer wake
formation, with Ude f of 0.7 m/s immediately behind the turbine.
Next, Figure 7.14 illustrates numerical output for the three turbine arrangement. The
lateral distance between the upstream turbine was set to 3D, while the downstream
turbine was positioned at 7D behind the front row devices. The output from the three-
disc configuration is essential in inspecting the accuracy of the actuator disc’ approach
in modelling the interaction between upstream and downstream devices. As previously
discussed in Chapter 6, the presence of a downstream turbine is known to have an
influence on both the flow condition as well as the wake formation experienced by the
upstream devices.
From the velocity difference shown by the contour plot in Figure 7.14, it can be
concluded that the output from the regional scale model demonstrates similar flow
characteristics as previously observed in the idealised channel study. As the wake from
the upstream and downstream devices eventually merged, the flow recovery for the
three-disc arrangement also becomes more pronounced further downstream, forming a
single wake that is wider and longer.
In comparison, wake formation from the two disc arrangement persists up to only 300
meter downstream, while for the three turbine arrangement, the wake is yet to reach the
ambient velocity even after 700 meter from the upstream turbines. More importantly,
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(a) Wake influence due to the presence of 21 devices.
(b) Velocity difference due to the presence of 21 devices.
(c) Close up view of the 21 turbines arrangement highlighting the
velocity deficit in the wake.
Figure 7.15: Velocity contours showing the impact of 21 turbines configuration on the
flow in Inner Sound.
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(a) Wake influence due to the presence of 32 devices.
(b) Velocity difference due to the presence of 32 devices.
(c) Close up view showing higher velocity reduction behind the
turbines in the third row.
Figure 7.16: Velocity contours showing the impact of 32 turbines configuration on the
flow in Inner Sound.
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the blockage effect which caused the downstream device to experience greater Ude f
than the front row devices, has also been appropriately simulated. From Figure 7.14,
the downstream turbine experiences a velocity deficit of up to about 0.7 m/s, while the
Ude f for the upstream turbines is almost 0.5 m/s.
Since the validity of the actuator disc in simulating the flow and device interactions for
three turbines set up at the regional scale have been established, next is to look at the
velocity contour for the 21 (two rows) and 32 (three rows) arrangements. Figures 7.15a
and 7.16a demonstrate the extent of the wake formation generated from the 21 and 32
turbines arrangement respectively. As more devices were added to the tidal farm, the
wake region from the 32-disc configuration exhibits greater overall deficit coverage
than the 21 disc configuration, which the models had properly predicted.
Moreover, both configurations also exhibit similar flow behaviour as previously ob-
served for the 11 device set up, in which several of the discs that are located close to
the Stroma island displays shorter wake formation. Consequently, it can be suggested
that the incoming flows towards the deployment area were greatly influenced by the
seabed features (i.e. steep channel slopes near Stroma island.), causing the uneven
wake development as displayed in Figures 7.15b and 7.16b.
Significantly, the choice of both lateral and downstream spacing used in this study was
also justified, since the wake developed by upstream devices did not interfere with
the downstream devices. This means that more power could be extracted from the
downstream turbine due to a higher stream-wise velocity caused by the non-merging
upstream wake. Furthermore, Figure 7.16c also confirms that turbines in the last row
of any array configuration will experience the highest Ude f .
In brief, the applied actuator disc momentum source term has successfully demon-
strated its capability in simulating the presence of tidal turbines within a regional scale
model by generating the appropriate wake and flow characteristics to be expected
from the devices. The next section will then explore the sensitivity of actuator disc
parameters to further comprehend their influence on the numerical outputs.
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7.4 Models’ sensitivity and validation
To further examine the sensitivity of the regional scale actuator disc models, focus
will be placed on the models’ predicted velocity reduction along the water column.
Similar to the idealised channel study, hard points were applied into the geometry
mesh during pre-processing stage to establish positions of the fixed nodes within the
domain. These nodes are imposed at various turbines’ downstream distances and are
essential in facilitating data extraction from the numerical model.
To support models’ analyses, wake behaviours across the water columns for several
downstream distances were plotted, with x and y axes of the plots corresponding to
the velocity reduction due to the momentum source term and water depth respectively.
Specifically, longitudinal velocity data from the 18th of September 2001 (time - 00:00)
were employed to characterise the downstream velocity deficit experienced by the
devices. This date was chosen since it signified the period where the highest (modelled)
velocity was recorded as displayed in Figure 7.10. Additionally, a brief comparison
of the model’s velocity outputs for different time steps is shown in Figure A.11 in
Appendix A, highlighting the capability of the applied momentum source term to
reproduce appropriate wake characteristics depending on the flow conditions.
7.4.1 Single turbine set up
Figure 7.17 shows the flow characteristics over the water depth, due to the presence of
a single turbine in the Inner Sound, where the top plots display the predicted velocity
deficit from 4D till 20D downstream of the device. These plotting positions (i.e. 4D to
20D downstream of the disc) were initially established as the default data extraction
locations to maintain consistency with the charted results from the idealised channel
studies in previous chapters. The outputs from the actuator disc models were plotted
together with results from a model that disregarded the momentum source term (i.e.
model with no turbine, represented by the (+) red markers) to help provide some
evidence on the efficacy of the applied actuator disc source term.
From Figure 7.17a, the model without the actuator disc (i.e. no turbine plots) clearly
exhibits that the highest current velocity at the deployment location was about 4 m/s
(close to the water surface), then gradually decreased to 3.5 m/s at the middle of the
water column (~15 meter depth), before plummeting further to just about 1 m/s close
to the seabed. As shown in the 4D plot, the greatest velocity reduction (of about 0.5
m/s) due to existence of the actuator disc happens near the turbine centreline at the





























































































































































































































































































































































































































































































188 Actuator Disc Approach in a Regional Scale Model
middle of the water column, while the top and bottom edges of the disc (at depths of
about 7 meter and 23 meter respectively) demonstrate very small velocity deviation.
Moreover, velocity profiles from the actuator disc model at 7D and 11D downstream
positions also exhibit minuscule divergence from the no turbine model, indicating that
the energy from the flow is nearly recovered at these points. Finally, by the time the
flow reaches the 15D position, the wake has completely recovered to attain its ambient
velocity, as evidenced from the graph.
Several remarks can be made following the results presented in this figure. Firstly,
although outputs for both small and regional scale models demonstrated that the flow
has or nearly recovered by the time it reached 15D downstream of the disc, wake
profiles between the two models prior to the mentioned distance were in stark contrast.
As a case in point, for similar downstream distances, the plotted velocity reduction for
the regional scale actuator disc model illustrates a much smaller deviation from the
original velocity profile (i.e no turbine model) when compared against the small scale
idealised channel model.
For example, at 4D location in the idealised channel actuator disc model, the largest
velocity deficit at the disc centreline was discovered to be about 1.2 m/s (refer to
Figure 5.5), which was more than double the value observed in Figure 7.17. Besides,
the 7D and 11D downstream plots from the small scale study also demonstrated a more
apparent velocity variation due to the applied momentum source term, contrary to the
regional scale results. Significantly, the disparity observed in the current profiles across
the water column between the two models can be attributed to rate of wake recovery
experienced by the actuator discs.
Since the velocity profile at the deployment region in current study is much higher than
the one used in the simple channel (i.e. ~4 m/s compared to ~3 m/s respectively), it
increases the rate of far wake re-energisation [164, 208]. Consequently, this translates
into a much smaller velocity deficit as depicted in Figure 7.17. Nonetheless, since
the purpose of this study is to validate the effectiveness of the applied actuator disc
momentum source term, the minuscule velocity variation observed from the 4D - 20D
plots may not be ideal for conducting a thorough sensitivity study.
Due to this reason, in anticipation of seeing a much greater velocity reduction at a
shorter downstream distance (i.e. from 1D till 5D positions), Figure 7.17b was sub-
sequently plotted to facilitate data comparison. The plots show that the model has
successfully produces appropriate wake profiles as expected from the actuator disc,
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where the greatest centreline velocity reduction of about 0.8 m/s was observed in the
1D graphs. The flow then exhibits rapid recovery towards the ambient velocity, as
evidenced from 2D - 5D graphs, where the model’s velocity deficit steadily declined
further downstream from the disc.
All in all, Figure 7.17 demonstrates that the implemented momentum source term was
able to successfully predict the wake profiles due to the presence of a tidal turbine
(in the form of a disc) in a regional scale simulation. Moreover, since this figure also
corroborates the findings presented in Section 7.3 (i.e. plots of velocity contours) on
the validity of the actuator disc set up, it gave further confidence in the models’ outputs
for conducting the sensitivity analysis. From here onwards, the top plots will displays
the velocity deficit experienced by the disc at a shorter downstream distances (i.e. 1D
- 5D), while the bottom plots are used for illustrating the wake profiles across longer
downstream distance (i.e. 4D - 20D).
7.4.2 Influence of disc thickness
In this sensitivity exercise, three actuator disc thicknesses were tested; ∆xt = 4 meter, 8
meter, and 12 meter. Meanwhile, the structured grid interval ∆x and ∆y, was maintained
using the default density of 4 meter by 4 meter. For example, when simulating a disc
with thickness of 12 meter, the flow will progress through three ∆x grid intervals/cells
that act as width of the device being modelled. Comparison plots for the three ∆xt
examined in this study are displayed in Figure 7.18. All models, regardless of the ∆xt ,
show orderly wake profiles where the greatest reduction is observed at 1D downstream
of the disc, before the flow gradually showed sign of recovery as it progressed further
away from the disc.
However, from Figure 7.18a, it can be seen that ∆xt has a greater impact on the
implemented momentum source term at a shorter downstream distances. From 1D
till 4D downstream positions, the actuator disc model with disc thickness of 4 meter
demonstrates the largest velocity deviation when compared with the other two models.
Conversely, the smallest velocity variation is shown by ∆xt = 12 meter, followed by
∆xt = 8 meter. Additionally, it can also be seen from the plots that wake profile devi-
ation between ∆xt = 8 meter and 12 meter models are almost indistinguishable from
one another, beginning from the 1D position until they finally reached the ambiance
velocity.
Nonetheless, the influence of changing ∆xt is no longer apparent after the 7D down-
stream positions, as highlighted by the 7D graph. This implies that the disc thickness
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parameter could very well be sensitive when subjected to highly turbulent regimes such
as the regions immediately behind the disc. As the turbulent levels/intensity gradually
decrease further from the disc, distinctions between flow profiles observed for the
three tested ∆xt also slowly diminished. More significantly, the results presented in
Figure 7.18 are consistent with the trend observed from the idealised channel study
(refer to Figure 5.6), where the largest velocity deviation was caused by model utilising
the smallest disc thickness.
Notwithstanding, these observations calls for another investigation on the importance
of this parameter (i.e. ∆xt) on the 3D actuator disc model. In the small scale study, the
best results against the published data were obtained using a model that was imposed
with the largest disc thickness, although the outputs from the inspected models were
very close to one another. However, since the plots examined in that study were for far
wake distances, the shape of its near wake profiles are not known. Correspondingly,
without in situ measurement data, it is almost impossible to ratify which of the ∆xt
values is the most suitable to be employed in a regional scale actuator disc simulation.
To put it differently, near wake profiles are especially crucial when conducting resource
assessment studies, or investigating the performance of a turbine. Regardless, since
the focus of this study is on examining the sensitivity of a regional scale actuator
disc approach, as well as the flow interactions between devices within a small array,
less emphasis is placed on validating the near wake characteristics (between 1D - 5D
downstream distances). As illustrated by the 7D plot in Figure 7.18b, although there
are still slight velocity variations between the three tested ∆xt , the distinctions between
the models are no longer apparent at this location.
Besides, since the downstream turbines in this study will be placed at about 7D down-
stream from the upstream devices, it means that the choice of an actuator disc thickness
employed in the momentum source term has a very small impact on the outcome of
wake produced by discs in subsequent rows. Hence, in the following sections, default
∆xt = 8 meter was employed as a compromise for the applied source term, since the grid
intervals imposed using ∆xt = 4 meter may possibly be too small to ensure numerical
stability, while setting ∆xt to 12 meter could be considered as too substantial for an
actual turbine width in operation.
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7.4.3 Two or three-turbine configuration
This section examines the validity of regional scale actuator disc in predicting flow
interactions between the upstream and downstream devices for both two and three-
disc configurations. The centreline gap between the two upstream devices was set to
4D, while the single downstream disc was located 7D behind the upstream devices in a
staggered configurations as previously illustrated in Figure 6.10. Further, plots for the
idealised channel study from Chapter 6 (refer to Figure 6.7) were used as the baseline
in scrutinising the outputs from this ocean scale-three turbines set up. Comparison
of lateral mid-channel depth velocity reduction between the two and three-turbine
configurations in an array at four increasing downstream distances (5D, 9D, 15D and
25D) is demonstrated in Figure 7.19.
To better inspect the lateral velocity deficit, the normalised velocity (with U∞ set to
4 m/s) was used in the x axis, while lateral offset in terms of turbine diameter (D)
was utilised in the y axis. Influence of the downstream turbine in the array set up is
already apparent in the 5D plot, where subtle velocity differences can be seen between
the two and three turbines set up. Besides, the applied source term seems sufficient to
correctly produce the anticipated flow behaviour from the disc’s interactions, where
the presence of downstream device has caused the speed of wake propagation from
upstream devices to be slightly diminished.
However, these reductions observed for the regional scale model are extremely small,
to the point they are almost negligible. While the velocity deficit between two and
three-discs configurations in the idealised channel study was shown to be at about 5%,
the variation for this large scale study was observed to be less than 3%. Additionally,
while the wake from three turbine set up was clearly detectable at 5D downstream
distance for the channel study, wake profile from the same device configuration in this
study is yet to develop at this position.
These differences could be explained as follows; Firstly, the array configurations (i.e.
lateral and downstream distances) employed in plotting Figure 6.7 are smaller than
used in this study, hence explaining why the wake from the three turbine set up is
not visible from the 5D plot in Figure 7.19. Secondly, the smaller velocity reduction
observed for this large scale study could also be attributed to a faster flow current
experienced by the disc, which increases the rate of wake recovery.
Moreover, the model outputs for the 5D plot also indicate the asymmetrical nature
of the flow at this location, where the top turbine (y axis centreline lateral offset





























































































































































































































































194 Actuator Disc Approach in a Regional Scale Model
between 2D and 3D) experiencing slightly faster current than the other device. In fact,
this observation further complements the initial actuator disc assessment carried out
in Section 7.3 that analysed the velocity flow contours generated from the devices’
interaction in the small arrays. Next, for the three device arrangement at 9D position,
the flow behind third disc undergoes a velocity reduction of approximately 25%, while
the wake deficit experienced by the upstream devices is about 10%.
Further downstream at 15D location, although the wake from the three turbine set up
is still visible from the plots, it bears close resemblance to the two turbine configura-
tion, indicating close wake recovery rate for both arrangements at this point. Finally,
disparities between the two models are no longer distinguishable by the 25D down-
stream distance, which implies that the flow has completely recovered and achieved
the ambient velocity at this position.
To sum up, flow interactions due to the presence of two and three devices in a regional
scale study have been successfully demonstrated, where the existence of a downstream
disc has a noticeable impact on the general wake formation, albeit the difference
is rather imperceptible. Notably, using the current array configuration, wake inter-
ference between the upstream and downstream devices has been greatly minimised.
As a result, the downstream device will experience higher incoming flow velocity,
hence producing more power per device within the arrays. Henceforth, this turbine’s
configuration/spacing has proven to be reliable and could be used for any array-related
research in future.
7.4.4 Sensitivity of the vertical resolution
The sensitivity of the applied vertical resolution for the ocean scale model is explored
in this section. The source code was appropriately altered to update the position of
vertical layers to be used in current simulation, where the number of horizontal planes
were reduced from 13 to just 9 layers. Graphical information for the modified hori-
zontal planes is displayed in Figure 7.20, with the position of each fixed plane and its
corresponding depth is clearly portrayed. In contrast with the default 13-layer model
where the disc swept area was represented by seven planes, the model used here only
has three horizontal planes that intersected with the disc’s features.
From the figure, it can be seen that the disc is practically confined within layers four
and six, while another solitary plane is fixed at the centre of the disc. Furthermore,
reducing the number of model’s layers also translates into a significantly smaller node

























Figure 7.20: Graphical information exhibiting the modified horizontal planes (9 planes
instead of the default 13 layers) used in the numerical model. The corresponding
planes that crossed the disc surface area are clearly displayed. Note that this figure
is not drawn to scale.

















































































































































































































































































































































































7.4. Models’ sensitivity and validation 197
counts within the domain. For instance, the model utilising the 9 horizontal planes
comprised 243,900 nodes - about 100,000 less than the default 13-layer domain. This
in turn improved the model computation time because of the reduced load on the
processing unit. Nevertheless, other parameters such as structured grid density, resis-
tance coefficient of the disc, hub/centreline depth etc. are maintained using the default
parameters presented in Section 7.2.
The comparison between the two models (9 vs default 13 layers) for a single turbine
set up is illustrated in Figure 7.21, where outputs from the model using 9 vertical
layers consistently matched the velocity profile shown by the default model at all
downstream distances. Although this observation seems to be in accordance with the
findings presented in the idealised channel study (Section 5.5.6), it still comes as
a surprise considering the substantially larger margin imposed between the vertical
planes across the disc swept area.
As demonstrated in both Figures 7.20 and 7.21, for the 9-layer model, horizontal planes
positioned on the top and bottom of the disc’s edges were set to be at the same depth
as used in the 13-layer model. This signifies that the spacing between the three inter-
sected layers across the actuator disc features is about 8 meter apart, which is a very
substantial margin for depicting a 16 diameter circular disc. As a result, the number
of nodes that are available within the disc swept area for computing the momentum
source term are also greatly reduced, as aptly represented by the intersecting y and z
planes in Figure 7.20. Nonetheless, as shown by the plots in Figure 7.21, even under
this circumstance (i.e. less nodes across disc swept area), the applied actuator disc
momentum source term has proven to be very resilient and robust in imitating the
force exerted by the device on the flow.
With this in mind, however, it is still imperative to approach the results presented in
Figure 7.21 with caution. As demonstrated by Figure 5.9 in the idealised channel study,
the impact of varying vertical layers was more evident on the turbulent intensity plots
rather than the wake profile graphs. For that reason, assuming that turbulent profiles
for the regional scale study are also sensitive to the changes in vertical resolution, it is
imperative to avoid using horizontal interval that is too wide when defining the disc’s
surface area/features. This aspect will be considered in a future study, where it is hoped
that the TI from the actuator disc can be properly calculated and analysed.
Figure 7.22 is then plotted to further understand the impact of varying the vertical
resolution on the flow interactions for the 3-turbine configuration. The results shown
are for the lateral velocity reduction experienced by the device at mid-channel depth for
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7.4. Models’ sensitivity and validation 199
three distinct models - 2 and 3-disc configurations using 13 planes, and 3-disc config-
uration using 9 planes. Interestingly, although both models demonstrate similar lateral
wake profiles from 5D till 25D downstream distances, very small velocity variations
are detected between the 9 and 13-layer models. These discrepancies (between 3% to
5% at most) seem to vary from one position to another, and are not that obvious from
the plotted wake profiles across the water depth in Figure 7.21.
To better illustrate the influence of the vertical profiles on the model outputs, flow
contours of the mean velocity difference between the two distinct horizontal planes for
the single and three disc arrangements are generated. Figure 7.23 provides a clearer
graphical information on the disparity observed between the models, where it can now
be firmly concluded that the vertical resolution used in defining the disc features does
have an influence on the model’s outputs. Both Figures 7.23a and 7.23b, for the single
and three turbine set up respectively, display a slightly smaller average current velocity
of about 0.1 m/s from model using the 9 vertical planes. Crucially, this observation also
confirms the findings on lateral wake characteristics shown previously in Figure 7.21.
(a) Single turbine set up. (b) Three turbines set up.
Figure 7.23: Comparison of the mean velocity difference for two distincts horizontal
planes (9 vs default 13 layers) for the single and three turbine configurations.
In short, this particular study has demonstrated that the model’s vertical resolution
does have an influence on the outputs for a regional scale simulation, although its im-
pression on the wake profile characteristics (both laterally and longitudinally) is rather
minuscule. Nevertheless, the results shown in this section are also rather inconclusive.
For instance, although the tested model with smaller number of vertical layers has
consistently followed the wake profiles trend shown by the default model set up, its
velocity deficit seems to vary from one downstream position to another. However, this
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could probably be due to the inherent limitations of the RANS model which provides
an averaged-numerical output during the stipulated time step.
Additionally, although it is evident from this study that the 9-layer model could yield
an excellent agreement against the predicted wake velocity from that using the default
horizontal planes, similar observations cannot be confidently applied to its turbulence
profiles. Since the idealised channel studies in Chapters 5 and 6 have demonstrated that
the impact of varying the vertical layers was more evident on the computed turbulent
intensity rather than on the predicted wake profiles, this highlights the importance of
finding optimal/suitable margins for the horizontal planes used specifically in defining
the actuator disc swept area.
7.5 Models’ sensitivity and validation: 2 meter struc-
tured grid
Influence of ∆x and ∆y used in the ocean scale model is scrutinised in this section.
As previously discussed, increasing the grid density for the disc enclosure may help
provide more accurate model outputs, since this will increase the number of nodes
available to refine the actuator disc’s swept area features. However, depending on
the vertical resolution of any particular 3D model, increasing the grid density will
also undoubtedly increase the required processing power and a computation time.
Considering these two obvious constraints, only one other structured grid size can be
tested within the current research frame - the 2 meter structured grid size (which will
be referred to as ∆2m henceforth).
At the time of models’ simulation, this is the smallest structured grid size that could
be used on the numerical domain using the default parameters as given in Section 7.2.
The models were run on the VLX cluster using 10 parallel processors. Nonetheless,
since the simulation for the ∆2m model requires huge computational resources and
is extremely time consuming, its running period was set to 14 days instead of 35 days
employed previously for the 4 meter structured grid size models (which will be referred
to as ∆4m henceforth). For reference, it took about 30 days in average to finish the
model’s computation, highlighting the limitation to prolong the simulation time.
Comparison between the two domains/mesh sizes is presented in Table 7.4, and just
like before, results shown on the plots were extracted during spring tide period. To en-
sure model’s stability, the time step used for the ∆2m model was reduced by 1 second.
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Additionally, it also used similar actuator disc set up as discussed in Section 7.2.1,
albeit ∆x and ∆y intervals that are now twice as smaller as before. Consequently, node
counts for the ∆2m domain also increased substantially by more than 350,000 than the
one used previously for ∆4m studies.
Table 7.4: Comparison of simulation parameters and domain properties between the





Time step 2 second 1 second
Graphic printout period 10 minutes 10 minutes




Node counts 352,300 549,432
Element count 615,432 979,368
7.5.1 4 meter vs 2 meter grid density
Figure 7.24 examines the relationship between the two tested grid densities and their
influence on the predicted wake. This figure used the outputs from the three turbines
configuration from both ∆4m and ∆2m models, with ∆xt set to 8 meter. Interestingly,
both models only show subtle and almost indistinguishable differences on the plot-
ted wake profiles at shorter downstream distances (Figure 7.24a), although the ∆2m
model seems to demonstrate a slightly lower reduction in the plotted velocity. Further
downstream, pass the 11D position, discrepancies in the generated wake profiles are
no longer noticeable once the wake fully recovers as shown in Figure 7.24b.
These results are consistent with the one observed in the small channel study, where
both 4 meter and 2 meter structured grid models displayed nearly identical outputs.
This proves that there is very little to differentiate between ∆4m and ∆2m outputs,
provided that the models’ numerical parameters (e.g. vertical resolution) are consistent
to one another. Next, Figure 7.25 is plotted to inspect the lateral mid-channel depth
velocity reduction for both grid sizes.
From the graphs, ∆2m model can be seen to have a slightly lower velocity deficit than
the 4 meter grid size at all downstream positions, which is consistent with the flow
profiles exemplified in Figure 7.24. Besides, the normalised velocity variation between















































































































































































































































































































































































































































































































































































































































































































































204 Actuator Disc Approach in a Regional Scale Model
the two models are also rather small, at about 0.025 (~0.1 m/s), and is uniform from
the near until far wake distances.
Nevertheless, the outputs observed from these two figures seem to contradict the find-
ings from the idealised channel study (refer to Figure 5.7), where the use of a smaller
structured grid density had caused more energy to be extracted from the flow. Indeed,
this resulted in a significant overestimation of the predicted velocity reduction of the
models. Besides, this finding was attributed to the considerable number of node counts
available within the disc swept area when a highly refined grid density was employed,
causing the applied source term to be very receptive to changes in current velocity.
Hence, it is rather unexpected when the largest velocity reduction in this regional scale
model is caused by the ∆2m model instead of ∆4m. More significantly, without TI
plots, no definite basis can be provided to explain this disparity observed between the
small and large scale studies. On the positive side, implementing such a small grid size
(e.g. 2 meter or lower) in order to define the turbine enclosure is probably not suited
for the regional scale actuator disc approach for two reasons.
First, the purpose of this method is to speed up the process of approximating the flow
and array interactions, where the the focus area is mostly in the far wake region, and
not at the exact location of the devices. Secondly, utilising a highly refined domain
mesh when running any 3D regional scale model would certainly require access to the
computer clusters. Even so, the resources needed to handle such computational load
would be rather extreme and impractical to say the least.
Thus, from the results presented here, ∆4m model has demonstrated to be the optimal
grid size in implementing the actuator disc within a regional scale simulation, where
it was able to replicate the anticipated wake characteristics. Equally important, this
grid density has also been proven to be computationally efficient in both small and
large scale studies. With that in mind, based on the presented results (from previous
and current studies), it is recommended to use the ∆4m as the baseline grid size in the
application of actuator disc source term for regional scale modelling.
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(b) ∆x = 2 meter.
Figure 7.26: Graphical illustration of the disc thickness and their corresponding grid
sizes for both 4 meter and 2 meter structured grid density.
For this test, the ∆2m model was then run using three distinct turbine thickness values
- ∆xt = 4 meter, 8 meter and 12 meter. For clarification, when ∆xt is set to 8 meter,
the flow will have to pass through four ∆x grid cells (each cell interval is 2 meter in
the x direction where the momentum source terms will determine the forces exerted by
the turbine). Figure 7.26 provides graphical illustration of the disc thicknesses and their
corresponding grid sizes for both 4 meter and 2 meter structured grid density. Next, the
comparison plots of the three tested ∆xt are illustrated in Figure 7.27. Interestingly, the
results show that the thickness of the actuator disc used on ∆2m model has an almost
negligible impact on the formation of downstream wake, albeit ∆xt = 4 meter showing
minuscule overestimation at 1D till 3D distances.
Nonetheless, the findings from both ∆4m and ∆2m disc thickness studies offer inter-
esting insights for discussions. While the three ∆xt values tested on the ∆2m model
demonstrate an almost identical output that is consistent across the downstream dis-
tances, the ∆4m model exhibits varying velocity outputs for similar ∆xt values. As
shown in Figure 7.18, the greatest variation on ∆4m model was caused by disc thick-
ness of 4 meter, while outputs from model using ∆xt equal to 8 meter and 12 meter
displayed an almost identical plots as observed on ∆2m model.
This distinction shown by ∆xt = 4 meter for both ∆4m and ∆2m models could perhaps
be elaborated using Figure 7.26. For the 4 meter structured grid domain, only a single
grid cell is involved when ∆xt is set to 4 meter. On the other hand, the 2 meter structured
































































































































































































































































































































































































































grid domain requires two cell intervals for similar ∆xt value. Hence, this proves that
the resistance loss coefficient (K / ∆xt) and structured grid density (∆x,∆y) are two
parameters that are interdependent in imitating the force experience by tidal turbine.
From the results presented here, it can be deduced that the value of ∆xt applied in
the programming code must at least be twice the size of ∆x employed at the actuator
disc locations to ensure that the disc’s thickness would cover a minimum of two cell
sizes in computing the momentum source term. This is crucial to make certain that the
flow crosses at least two mesh cells to correctly represent the pressure drop created by
the actuator disc. To conclude, the sensitivity analyses conducted for both small and
large scale actuator disc studies have shown that the results in the far wake are fairly
independent of the applied turbine thickness as long as the flow crosses at least two
mesh/grid cells (i.e. ∆x intervals that constitute the width of an actuator disc).
7.6 Discussion
A study to examine the sensitivity of parameters involved in the implementation of
the RANS actuator disc approach in a 3D regional scale model has been discussed
and presented. The actuator discs were implemented at an actual deployment site
within the Inner Sound region of the PFOW following the methodology introduced in
previous chapters. Guidelines provided by EMEC was also followed in setting up a 16
meter in diameter actuator disc model to provide realistic working and hydrodynamic
conditions experienced by tidal devices in operation.
Notable limitations in this study include the absence of any in situ measurement data
to be used for comparison purposes; hence the wake profiles and flow characteristics
from published literature for the idealised channel study were utilised as the baseline
in analysing outputs from the regional scale model. Additionally, since the use of
k−ε model requires more computational power and processing time, a combination of
Smagorinsky and constant viscosity turbulent models was instead used. Consequently,
the turbulent characteristics (in terms of its intensity) could not be computed and
presented as the chosen models have no turbulence components.
An examination of the generated velocity difference contours for a number of tur-
bines/arrays configurations highlighted the robustness of the applied momentum source
code using the TRISOU subroutine, where appropriate wake characteristics and flow
interactions have been successfully reproduced. Further, a comparison between two
distinct ∆xt illustrated that the size of disc thickness employed in the source have
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an obvious influence on the numerical outputs. Not only that, the presented velocity
contours also confirmed the asymmetrical nature of the tidal currents observed in the
PFOW [193] due to the complex topography in the area. Whereas the present study
only scrutinised the flow conditions during spring tide period, it was safe to assume
that the model should also be able to properly imitate the forces exerted by the device
on the flow during neap tide.
In general, the plotted velocity reductions from the regional scale actuator disc model
illustrated a much smaller deviation from the original velocity profile (i.e no turbine
model) when compared against the small scale idealised channel model. While the
largest velocity reduction observed in the small scale study was about 1.2 m/s, the
greatest flow deficit shown by the regional scale model was only close to 0.5 m/s.
Nonetheless, this could be due to the fact that the regional scale actuator disc model
was experiencing a much larger free-stream velocity, hence increasing its rate of far
wake re-energisation.
Comparison of the velocity deficit for three ∆xt values showed that there was noticeable
impact when varying the turbine width, proving the initial observation from the plot-
ted velocity contours. Nonetheless, its influence was only apparent in the near wake
regions (1D-5D downstream distances), chiefly by model imposed with the smallest
thickness possible (i.e. ∆xt = 4 meter). Next, although it was anticipated that resolution
of the vertical layers would have an affect on the numerical outputs, its impression on
the wake profile characteristics (both laterally and longitudinally) was rather minus-
cule. More significantly, without TI plots to corroborate these findings, the presented
results were rather inconclusive.
It has also been demonstrated that using a smaller structured grid density (i.e. 2 meter
grid) for the disc enclosure resulted in smaller reduction in current flow (~0.1 m/s),
although this contradicted the findings from the idealised channel study. Nonetheless,
the sensitivity study conducted on ∆2m model for the influence of ∆xt has highlighted
that the applied disc thickness in the momentum source term should cover a minimum
of two ∆x grid intervals to ensure that pressure drop created by the actuator disc is
properly accounted. In fact, even with access to computer cluster, it was suggested that
the optimal structured grid density (∆x,∆y) for implementing the actuator disc to be 4
meter, with the device width (∆xt) set to 8 meter. Employing grid density smaller than
4 meter not only would require extreme computational power, but also inducing longer
simulation time.
Chapter 8
Summary and Suggestions for Future
Work
The research project described in this thesis is primarily aimed at exploring the method-
ology on implementation of the 3D actuator disc-RANS model for an ocean scale
simulation. Of particular interest was the robustness, as well as the sensitivity of the
applied momentum source term and its validity in representing a full-size tidal turbine.
To achieve the intended objectives, the outputs from this work were grouped into three
classes - (a) hydrodynamic analyses of the PFOW region using two distinct and free-
to-use software, namely Telemac3D and Delft3D; (b) small idealised channel studies
to explore the sensitivity of the actuator disc momentum source term; (c) regional
scale actuator disc simulations to inspect the validity and robustness of the applied
momentum source term.
This chapter summarises the key findings of this research study, and suggests future
work to be undertaken which would further deepen and widen knowledge and improve
confidence in these findings.
8.1 Hydrodynamic simulations of the Pentland Firth
Appropriate methods in developing a 3D tidal flow model for the PFOW region using
two commonly used hydrodynamic software, namely Telemac3D and Delft3D, were
thoroughly highlighted since they were not described in detail in any previous studies.
Great care was taken to ensure the robustness of the models, and the predicted values
were validated against the observed data supplied by the TeraWatt project to give
confidence to the model.
However, it is imperative to highlight that this field data suffered from ‘knock-down’
at times of peak current speed, which caused some uncertainty regarding the reliability
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of the dataset. At the time of writing, new sources of data for the Pentland Firth and
Orkney Waters, specifically for the Inner Sound region, have recently become available
and were discussed in the following documents [134, 187].
Results from both Telemac3D and Delft3D models demonstrated that the physical
and numerical parameters used for the simulations worked well. Among the tested
bed friction values for Telemac3D models, Cd = 0.005 produced the best results.
Conversely, Cd = 0.0086 provided the best agreement with the measured data for
Delft3D models. The observed difference in the Cd values from the two models, as
well as from the literature could be attributed to several factors, such as:
• choice of boundary conditions and the grid size.
• option of spatial resolution and bathymetry data employed by the model.
• choice of numerical approach - (i.e. unstructured mesh in Telemac3D (finite
element model) and structured grid in Delft3D (finite difference approach)).
Constructing a proper tidal flow model for the Pentland Firth region was crucial as it
provided preliminary analyses of the efficiency of both numerical models to produce
accurate 3D flow characteristics. Furthermore, this study also prescribed the ground-
work for the next stage of this research, which involved inserting tidal devices into the
numerical models. For this purpose, Telemac3D was chosen as the preferred modelling
tools in the implementation of tidal turbines in this region due to the model’s capability
to perform parallel computing, as well as its flexibility to employ both structured and
unstructured mesh in its numerical domain.
8.2 Actuator disc approach in an idealised channel
The efficiency and robustness of the applied actuator disc momentum source code in
representing a 20-meter diameter tidal turbine in a small idealised channel, for both
single and multiple-turbine configurations, had been examined using the Telemac3D
numerical model. Further, simulation outputs were compared against published exper-
imental data from a small-scale flume in order to provide confidence in the numer-
ical models. The non-dimensional parameters employed in the comparison of wake
characteristics were the velocity deficit and turbulence intensity, and both had been
successfully replicated by the actuator disc model across the lateral and longitudinal
distances.
Both hydrostatic and non-hydrostatic assumptions were tested, and it was shown that
the hydrostatic model failed to resolve the turbulence in the bottom third of the channel.
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Nonetheless, overall influence of the non-hydrostatic model on the flow profiles was
found to be rather marginal. One key difference in the implementation of a large scale
actuator disc model was the inability to use the no-slip condition for the bottom wall,
which required a highly refined vertical mesh, predominantly near the bottom to satisfy
the wall function.
For the structured grid used in defining the enclosure of the actuator disc, coarser grid
sizes were shown to be unable to accurately approximate the thrust force experienced
by the disc. In particular, the study also illustrated the importance of finding a balance
between computational efficiency and numerical accuracy by employing an optimal
ratio between the nodes resolution in both lateral and longitudinal directions. Apart
from that, the impact of the value of resistance coefficient, K in imitating the thrust
force exerted by the physical device had also been positively reproduced by the model.
In like manner, excellent results were also obtained for the simulation of turbines’
interaction in a small array, where the wake recovery profiles shown by the actuator
disc model matched the characteristics observed experimentally. Two sets of arrays
configurations were tested; the first involved a single row set up with only two turbines,
while the other was for two rows arrangement, with a single-staggered device located
3D downstream of the upstream pairs. For the single row set up with largest disc
separation, the lateral and longitudinal velocity deficits shown by the model reasonably
matched the experimental data. On the other hand, noticeable discrepancies in the near
wake region were observed for models using a smaller disc inter-space, highlighting
some limitation of the 3D-RANS actuator disc model in simulating complex processes
in the immediate proximity of the devices.
Next, the inclusion of a downstream turbine (in staggered position) in the array further
demonstrated that capability and efficacy of the applied momentum source term. The
models were able to accurately reproduce the wake profile that was comparable with
published data, although a marginally slower flow across the longitudinal distance
was exhibited by the actuator disc model. More importantly, interaction between the
upstream and downstream discs was also satisfactorily simulated, in which the block-
age effect experienced by the downstream disc, as well as the diminishing return of
upstream wake profiles, were clearly manifested.
To emphasise, the findings from this research work clearly demonstrated the capability
of the administered actuator disc momentum source term to successfully reproduce the
wake characteristics and interactions between single and multiple turbines arrangement
as shown by the experimental data, albeit with slight discrepancies in the predicted
212 Summary and Suggestions for Future Work
velocity downstream of the disc. Nevertheless, the discrepancies observed in this study
were to be expected for the following reasons:
• the comparisons were made between two contrasting scales – very small porous
disc (0.1 meter in diameter) from the published experimental set up, and a 20-
meter diameter disc for the numerical simulation.
• some of the model input parameters (e.g. inlet turbulent levels) adopted in this
study were only an approximation based on the published flume set up.
All things considered, this study had provided clear understanding into the simulation
of a full-size turbine via the actuator disc, where key numerical parameters involved in
implementation of the source term were investigated and analysed. More importantly,
this study also served as an important baseline in setting up the regional scale actuator
disc model undertook in subsequent research work.
8.3 Actuator disc approach in a regional scale model
Using interchangeable methodology that was employed in setting up the idealised
channel model, a modified actuator disc momentum source term was implemented
into a regional scale simulation using the Telemac3D numerical model. The chosen
location for the deployment of tidal turbines in this study was the Inner Sound region
of the Pentland Firth, which is a commercial site for installations of tidal energy
array. Notably, based on the guideline provided by EMEC and turbine design by the
developers, actuator disc with a diameter of 16 meter was simulated in this study.
Four main constraints encountered in this study were; (a) the absence of measurement
data for calibration and comparison purposes (b) inability to apply the k− ε turbulent
model since it requires tremendous computational power and extended simulation time
(c) inability to compute and analyse the turbulence intensity levels due to the choice of
turbulent models (d) extremely long computational time. Each simulations took over
a month to finish, hence limiting the amount of parameters that could be examined in
current study.
The default structured grid size employed to define the disc’s enclosure was set to
4 meter, while the maximum number of turbines simulated was 32; 11 turbines in
row 1 and 3, and 10 turbines in row 2 using staggered configuration. The turbine was
assumed to be in a fixed position with no yaw capability. Additionally, the default
device width/thickness was set to 8 meter. Using commonly used design values from
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literature, the turbine’s thrust coefficient was set to 0.8, while values of 1 m/s and 2.5
m/s were adopted for the device’s cut-in and rated velocity respectively.
In the absence of in-situ measurement data, the task at hand was to ensure the validity
and accuracy of the implemented momentum source term, and by extension - results
produced from the numerical models. To achieve this, contour plots illustrating the
difference in velocity caused by the actuator disc model were generated, along with
plots of velocity deficit, as well as graphs of normalised velocity in lateral directions.
In general, the plotted velocity reduction for the regional scale actuator disc model
illustrated a much smaller variation when compared against the small scale idealised
channel model. While the largest velocity reduction observed in the small scale study
was about 1.2 m/s, the greatest flow deficit shown by the regional scale model was
only close to 0.5 m/s. Nevertheless, since current flow at the real deployment site is
known to be highly turbulent and fast moving, this could have had an influence in
increasing the rate of far wake re-energisation. Interestingly, although resolution of the
vertical layers was predicted to have an impact on the outputs of numerical models, its
impression on the wake profile characteristics (both laterally and longitudinally) was
rather negligible.
Additionally, a comparison on the velocity deficit for three disc thickness values demon-
strated that the turbine width had an apparent impact, corroborating the preliminary
analysis from the plotted velocity contour. Nonetheless, its influence was only apparent
in the near wake regions, chiefly by model imposed with the smallest thickness possible
(i.e. 4 meter). Moreover, a brief overview on the comparison between 4 meter and 2
meter structured grid sizes was also provided in this study. However, the results seemed
to contradict the findings from the idealised channel study, where the use of a smaller
grid size for the disc’s enclosure in a regional model had caused higher velocity deficit.
To emphasise, without the turbulent intensity plots to corroborate these findings, no
definite basis could be provided to explain this disparity observed between the small
and large scale studies.
This research work had highlighted that the applied disc thickness in the momentum
source term should cover a minimum of two cell intervals to ensure that pressure drop
created by the actuator disc was properly accounted. Besides, it was also recommended
that the optimal structured grid density for implementing the actuator disc to be 4
meter, with the device width set to 8 meter to ensure numerical stability. Smaller grid
size may be used at the expense of extreme computational power, as well as longer
simulation time.
214 Summary and Suggestions for Future Work
All in all, this study had demonstrated the efficacy and robustness of the applied
actuator disc momentum source term in representing full-size tidal turbines at a real
deployment site, where crucial numerical parameters were inspected analysed. Since
published material on the implementation of actuator disc approach within a regional
scale model is still scarce, it was aspired that this study could provide some evidence,
guidance and examples of suggested best practice in effort to fill the research gap.
8.4 Suggestions for further work
• The actuator disc approach used in this regional scale simulations was set to be
at a fixed orientation, facing towards the west. Yaw capability should be intro-
duced in the next simulations to imitate a realistic turbine working conditions for
maximising power extraction.
• Actuator disc is known as one of the simplest models available to represent a
tidal turbine. However, the model’s accuracy can be improved by integrating a
few additional parameters into the momentum source term to compensate for its
limitations. Two of the parameters that can be considered to improve the realism
of the actuator disc model include:
◦ adding a turbulence source into the model by accounting for the turbulence
generated by the turbine [177].
◦ considering the force from the supporting structures as well as the effects of
surface fouling.
• Future work should also look at the inter-comparison actuator disc study be-
tween unstructured (i.e. Telemac3D) and structured (e.g. Delft3D) grid models.
Although Delft3D is currently limited to structured grid domain, it is hopeful that
the unstructured mesh version will be made public (i.e. open source) soon.
• As demonstrated in Chapter 7, the use of turbulent models other than the k− ε
has posed several limitations in the analysis of the numerical outputs, notably the
computation of the turbulent intensities. For this reason, it is imperative to look
into the use of the k−ε models to help clarify some of the indeterminate findings.
• Since the analyses from the regional scale simulation solely focused on the model’s
outputs during the spring tide period, it would be interesting to see how they
compare with the outputs during the neap spring tide. Further investigation into
this is warranted.
Appendix A
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TPXO Altimetry
Constant elevation
Figure A.1: Influence of the initial boundary conditions on the numerical model at Site
2.
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7m TPXO Altimetry 0.961 0.272
0.163
Constant elevation 0.962 0.270 0.166
39m TPXO Altimetry 0.971 0.234
0.153
Constant elevation 0.972 0.243 0.163
71m TPXO Altimetry 0.958 0.328
0.270
Constant elevation 0.960 0.298 0.251
Measured speed (m/s)
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for TCM Constant Viscosity
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Figure A.5: Comparison of several additional viscosity coefficients values applied to
Telemac3D models.
























Telemac3D sigma layerDelft3D sigma layer
Figure A.6: Comparison between horizontal planes defined in Delft3D and
Telemac3D.



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure A.8: Numerical outputs (refer to the Y axes) for the single actuator disc study
in an idealised channel, illustrating that the model’s steady state had been obtained
for the selected simulation period. The outputs were extracted from the mid-depth
node (i.e. layer 12) at the domain outlet.
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Comparison of TPXO models used for
boundary forcing at Site 2 : 71m
TPXO 7
TPXO 8
Figure A.9: Comparison between two tidal harmonic database (i.e. two different
TPXO version) on the numerical model at Site 2.
Table A.2: Performance indices for the comparison of TPXO models used in the










7m TPXO 7 0.961 0.272
0.163
TPXO 8 0.952 0.302 0.186
39m TPXO 7 0.971 0.234
0.153
TPXO 8 0.964 0.264 0.178
71m TPXO 7 0.958 0.328
0.270
TPXO 8 0.956 0.307 0.259












































































































































































































































































































































































































































































































































Five conference papers had been published from this research work. Details of the
published articles are listed below:
(a) Anas Rahman and Vengatesan Venugopal, ’On the Validation of Three-Dimensional
Actuator Disc Approach for a Full Size Turbine’, 3rd Asian Wave and Tidal
Energy Conference (AWTEC), Singapore, 2016.
(b) Anas Rahman, Vengatesan Venugopal and David Ingram, ’Numerical Mod-
elling of Full Scale Tidal Turbines and Flow Interactions Using a 3-Dimensional
Actuator Disc Approach’, 3rd Asian Wave and Tidal Energy Conference (AWTEC),
Singapore, 2016.
(c) Anas Rahman and Vengatesan Venugopal, ’On The Validation of Three-Dimensional
Hydrodynamic Models for The Pentland Firth Region’, International Confer-
ence on Offshore Renewable Energy (CORE), Glasgow, Scotland, 2016.
(d) Anas Rahman and Vengatesan Venugopal, ’On The Challenges in Representing
a Large Size Tidal Turbine Using the Actuator Disc Approach’, International
Conference on Offshore Renewable Energy (CORE), Glasgow, Scotland, 2016.
(e) Anas Rahman and Vengatesan Venugopal, ’Inter-Comparison of 3D Tidal Flow
Models Applied To Orkney Islands and Pentland Firth’, 11th European Wave
and Tidal Energy Conference (EWTEC), Nantes, France, 2015.
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228 Published Research Articles
Further, two manuscripts had been submitted for possible journal publications, and
their status are as follows:
(a) Publication A
• Manuscript title : Parametric Analysis of Three Dimensional Flow Mod-
els Applied to Tidal Energy Sites in Scotland
• Submitted to : Estuarine, Coastal and Shelf Science (ECSS)
• Status : Accepted for publication
(b) Publication B
• Manuscript title : On the accuracy of three-dimensional actuator disc
approach for a large size tidal turbine in simple channel
• Submitted to : Renewable and Sustainable Energy Reviews
• Status : With editor
Appendix C
Fortran Subroutines
Sample of FORTRAN subroutines adopted in the implementation of actuator disc
method to represent tidal turbines for both small scale (i.e. idealised channel) as well
as regional scale models are given here.
Subroutines for the idealised channel study: Page 230
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