Abstract. This paper constructs multirate time discretizations for hyperbolic conservation laws that allow different timesteps to be used in different parts of the spatial domain. The proposed family of discretizations is second order accurate in time and has conservation and linear and nonlinear stability properties under local CFL conditions. Multirate timestepping avoids the necessity to take small global timesteps (restricted by the largest value of the Courant number on the grid) and therefore results in more efficient algorithms. Numerical results obtained for the advection and Burgers equations confirm the theoretical findings.
Multirate Explicit Adams Methods. Consider the explicit k-step
Adams method for the solution of y ′ = f (y):
β i f y n−i .
(1.1)
In this paper we propose multirate Adams methods to integrate a partitioned system of ordinary differential equations:
Here y represents the slow components of the system and z represents the fast components.
In what follows we denote by h the integration timestep for the fast components and by H = mh the integration timestep for the slow components. There are m fast steps for each slow step. This means that the slow method updates the slow variables every m timesteps, while the fast method updates the components every timestep.
Let n = M · m be a multiple of m and consider that we have advanced the system to the time t = t 0 + (n − m) = t 0 + (M − 1)m. The slow variables y i are available for i = n − m, n − 2m, n − 3m, · · · , while the fast variables are available for all 0 ≤ i ≤ n − m. Our goal is to advance the system from the time t = t 0 + (M − 1)m to the time t = t 0 + M m taking one step of length mh for the slow variables and m steps of length h for the fast variables.
We propose the following multirate version of the Adams method. For the slow variables:
For the fast variables we take m small steps:
Remark 1. Inside the slow grid (and away from the fast-slow boundary) f depends only on y and (1.2) is the k-step Adams method applied with a step size of mh. Similarly, inside the fast grid (and away from the fast-slow boundary) g depends only on z and (1.3) are m consecutive steps the Adams method applied with the small stepsize h. thus for hyperbolic problems with finite stencil space discretiations the method . is truly multirate.
Remark 2. The computational process is a fastest first strategy. One first solves for the fast components (1.3), then uses them to compute the fluxes in (1.2).
Remark 3. The one-leg couterpart of the method (1.2)-(1.3) reads:
(1.5)
We next investigate the conservation, order of accuracy, and SSP properties of ( 1.2) 
( 1.6) A comparison of the slow method (1.2) with the fast method (1.6) reveals that the same fluxes are used for both the slow and the fast components, and therefore the method is conservative. Proof. Consider the following Taylor expansion:
where all the differentials above are evaluated at time n, e.g., f y = f y y n , z n etc. For second order derivatives we use the multilinear notation.
For the slow numerical solution (1.2) we have that
Using the order three conditions for the single rate method
we have that the Taylor series of the slow numerical solution reads
The Taylor series of the exact slow solution about t n reads:
We see that the Taylor series of the numerical solution matches the Taylor series of the exact solution up to and including the O(h 2 ) terms. The multirate method is second order for any m is the base method is second order.
When the base method is consistent of order three the coefficients of the O(h 3 ) terms that involve only y or only z derivatives match the coefficients of the exact solution for any m. However, the coefficients of the O(h 3 ) terms that involve both derivatives in y and in z is different than the exact term m 3 h 3 /6 if m 1. The error coefficient of this term increases with the square of the step size ration m.
A similar Taylor series argument can be made for the fast variable z, with the only difference being that the roles of f and g are interchanged:
Remark 4. We can therefore consider second order methods of the form (1.2)-(1.3) with any number of stages. The AB2 method uses the smallest number of steps (k = 2) and will be the focus of the remaining part of rthis paper. In principle one can consider more stages if needed for better stability. 
The slow solution y n and the fast solutions z n−m+p for all p = 1, · · · , m intermediate steps need to be solved together, as they are all coupled in the large nonlinear system (1.7)-(1.8 Proof. Hundsdorfer et al. (2003) have shown that the single rate Adams methods (1.1) of order 2,3,4 are SSP when an appropriate initialization is used. We need to extend this to the multirate version.
Consider a time step n ≥ 2m. We have that
We formally write the method (1.2)-(1.3) as a fast method as follows
2. Examples. In applications we are mainly interested in k = 2 and k = 3, combined with a small number of substeps (2 ≤ m ≤ 10). the number of substeps is given by the grid refinement ratio.
Consider first the case with k = 2 (second order Adams) and m = 2 (two fast substeps). The method (1.2)-(1.3) reads:
y n = y n−2 + 3h 2 f y n−2 , z n−1 + f y n−2 , z n−2 − h 2 f y n−4 , z n−2 + f y n−4 , z n−3 z n−1 = z n−2 + 3h 2 g y n−2 , z n−2 − h 2 g y n−4 , z n−3 z n = z n−1 + 3h 2 g y n−2 , z n−1 − h 2 g y n−4 , z n−2
For the case with k = 2 (second order Adams) and m = 3 (three fast substeps) the method (1.2)-(1.3) reads:
