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Abstrakt
V rámci  projektu Lissom je vyvíjen rekonfigurovatelný zpětný překladač,  jehož cílem je umožnit  
zpětný  překlad  programů,  určených  pro  více  různých  platforem,  do  několika  různých  vyšších 
programovacích jazyků. V době počátku řešení této práce v něm nejsou implementovány techniky 
využívající informace získané dynamickou analýzou zpětně překládaného programu. Využitím těchto 
technik je však možné výsledky zpětného překladače výrazně zlepšit. Návrh těchto technik je hlavní  
náplní této diplomové práce. V rámci tohoto textu je popsáno zpětné inženýrství a zpětný překladač  
projektu  Lissom.  Jsou  zde  obecně  popsány  existující  techniky  dynamické  analýzy,  jako  je 
instrumentace  a  emulace.  Poté  jsou  zde  uvedeny  konkrétní  informace,  které  lze  získat  během 
dynamické analýzy, a navrženy metody jejich využití ve zpětném překladači.
Abstract
As a part of the Lissom project, a retargetable decompiler is being developed. Its main purpose is to  
decompile  programs  for  a  particular  microprocessor  architecture  into  a  high-level  programming 
language. In present, methods of dynamic code analysis are not used during decompilation. However,  
we can  significantly improve the decompilation results by using these methods. Design of dynamic-
analysis  methods  is  the  main  task  of  this  thesis.  In  this  thesis,  reverse  engineering  and Lissom 
decompiler are described. Furthermore, general dynamic analysis methods, such as instrumentation 
and emulation, are described. The information we can obtain by using dynamic analysis and its usage  
during decompilation is proposed.
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1 Úvod
Překladače,  neboli  kompilátory,  provádějí  překlad  programů  z  jejich  reprezentace  ve  vyšším 
programovacím jazyce (tj. zdrojového kódu) do spustitelného (strojového) kódu. Jsou vyvíjeny téměř 
od  počátku  existence  výpočetních  systémů  a  dnes  dosahují  velmi  vysoké  úrovně.  Existuje  jich 
poměrně  velké  množství.  Zpětné  překladače,  neboli  dekompilátory,  provádějí  přesně  opačnou 
činnost, a to převod programu ze strojového kódu zpět do vyššího programovacího jazyka.  Tento 
proces se nazývá zpětný překlad, nebo též dekompilace (z angl.  decompilation). Zpětný překlad je 
také důležitou disciplínou tzv. zpětného inženýrství.
Ačkoli jsou zpětné překladače vyvíjeny také poměrně dlouhou dobu, nedosahují takové úrovně 
jako  překladače.  Výsledky  zpětného  překladu  často  nejsou  dokonalé  a  už  vůbec  ne  shodné 
s původním  zdrojovým  kódem.  Je  to  dáno  především  tím,  že  strojový  kód,  vygenerovaný 
překladačem, slouží pouze pro přímé vykonávání na procesoru, pro který je určen. Jedná se o prostou 
posloupnost  strojových  instrukcí,  ze  kterých  často  nejsou  patrné  původní  konstrukce  vyššího 
programovacího  jazyka,  jako  například strukturované datové  typy.  Právě znalost  strukturovaných 
typů hraje důležitou roli  při  analýze programů. Spustitelné programy také často bývají  překladači  
optimalizovány.  Tyto  optimalizace  výrazně  urychlují  běh  programů.  Na  druhou stranu způsobují 
velice  významné  odlišnosti  struktury  zdrojového  programu  od  struktury  výsledného  programu 
(obecně přeskládáním a vypuštěním příkazů), což zpětný překlad ještě více znesnadňuje. 
Proto je v současné době snaha stále vyvíjet nové a dokonalejší metody a techniky zpětného 
překladu. Jejich cílem je zrekonstruovat ze strojového kódu co nejvíce informací, pomocí nichž lze  
vyprodukovat zdrojový kód co nejvíce podobný tomu původnímu.
Tato  diplomová  práce  vzniká  jako  součást  výzkumného  projektu  Lissom probíhajícího  na 
Fakultě  informačních  technologií  VUT  v  Brně.  V  rámci  projektu  Lissom  je  vyvíjen 
rekonfigurovatelný  zpětný  překladač.  Ten však  v  současné  době  neprodukuje  dostatečně  kvalitní 
výsledky,  neboť v něm nejsou využity všechny dostupné metody a možnosti  pro jejich zlepšení a  
optimalizaci.  Jedná  se,  mimo  jiné,  o  možnosti  využití  informací  z  dynamické  analýzy  zpětně 
překládaného programu, tj. informací získaných za běhu programu. 
Cílem  této  práce  je  navrhnout  a  implementovat  takovéto  metody.  Informace  získané  při  
dynamické analýze mohou být využity jak pro přímou analýzu člověkem, tak pro automatizované 
využití ve zpětném překladači, na což se práce zaměřuje nejvíce.
Důležitou  úlohou  zpětného  překladače  projektu  Lissom  je  analýza  škodlivého  kódu  (tzv. 
malwaru).  Zpětný  překlad  a  analýza  škodlivého  kódu  je  mnohem obtížnější  než  zpětný  překlad 
běžných programů, neboť škodlivý kód velmi často chrání sám sebe různými technikami skrývání, 
jako je např.  obfuskace kódu, šifrování  a polymorfismus.  Tyto  techniky využívají  rovněž některé  
komerční  aplikace.  V  těchto  případech  je  statická  analýza  kódu  velice  problematická,  nebo  i  
nemožná. Dynamická analýza zde může výrazně pomoci a někdy je to také vůbec jediná možnost  
analýzy.
Následující kapitola se zabývá zpětným inženýrstvím a zpětnými překladači obecně. Ve třetí  
kapitole  je  popsán  zpětný  překladač  projektu  Lissom  a  jeho  struktura.  Jsou  zde  uvedeny  jeho 
současné  výstupy a  motivace  a  možnosti  k  jejich  zlepšení.  V kapitole  4  jsou  popsány techniky 
dynamické analýzy spustitelného kódu, jako jsou emulace a instrumentace. Uvedeno bude několik 
vybraných existujících nástrojů pro dynamickou analýzu.  Důkladněji  zde bude především popsán 
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instrumentační nástroj Pin, který je použit pro implementaci dynamické analýzy na architektuře Intel 
x86. V kapitole 5 budou navrženy metody, využívající informace z dynamické analýzy, které zlepší 
kvalitu výsledného kódu. Podstatná část kapitoly bude věnována návrhu dynamické typové analýzy,  
jejímž  cílem je  rekunstrukce strukturovaných datových typů.  Jedná se  o  nejkomplikovanější  část 
dynamické  analýzy,  jejíž  přínos  je  velmi  významný.  Šestá  kapitola  popisuje  implementaci  
navržených metod. Je zde popsána struktura a funkčnost nástroje pro dynamickou analýzu, který v 
rámci této práce vznikl. V poslední, sedmé kapitole, budou zhodnoceny výsledky dynamické analýzy 
a její přínos ke zlepšení výsledků zpětného překladu. 
Tato  práce  využívá  některé  části  z  bakalářské  práce  autora  [1].  Některé  informace  čerpá 
z diplomové  práce  Ing.  Jakuba  Křoustka  [2],  která  se  zabývá  návrhem  a  implementací 
rekonfigurovatelného zpětného překladače projektu Lissom.
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2 Zpětné inženýrství
Zpětné inženýrství  (též  reverzní  inženýrství,  angl.  reverse  engineering)  je  proces,  jehož cílem je 
pochopit a získat znalosti ze zkoumaného objektu. V případě „normálního“ inženýrství se snažíme 
navrhnout, a dle návrhu vyrobit nějaký produkt. Naopak v případě reverzního inženýrství produkt 
máme k dispozici a snažíme se zjistit jeho fungování, vnitřní strukturu, původní návrh nebo účel. Dle 
získaných informací  je možné zkoumaný produkt i  replikovat.  V reverzním inženýrství jsou tedy 
do jisté míry využívány postupy opačné normálnímu inženýrství.
Zpětné inženýrství jako takové se netýká pouze výpočetní techniky a informačních technologií. 
Zahrnuje celou řadu lidských odvětví a rozvinulo se společně s průmyslovou revolucí, kdy docházelo 
k rozvoji techniky a množství nových vynálezů. V této době se rozmohly snahy pochopit fungování a 
strukturu věcí, které vyrobil někdo jiný.
Studium reverzního inženýrství je inspirováno [2]. Více o zpětném inženýrství, se zaměřením 
na informační technologie, je možné nalézt například v [3].
2.1 Využití i zneužití zpětného inženýrství
Způsobů využití technik zpětného inženýrství je mnoho. Na základě získaných informací je možné 
zkoumaný  objekt zpětně  vytvořit  nebo  jej  modifikovat,  taktéž  zjistit  jeho  vlastnosti,  případné 
nedostatky i kritické chyby, zjistit jeho nebezpečnost či škodlivost, ohodnotit jeho kvalitu. Často je 
ale také reverzní inženýrství zneužíváno. Některé případy použití reverzního inženýrství mohou být i 
nelegální.
V  dnešní době je  velkou snahou padělat  a  napodobovat  proprietární  či  značkové produkty 
především z oblasti elektroniky. Často jsou ale také napodobovány zbraně a vojenské technologie. 
Mnoho z nás se již zcela jistě setkalo s nějakým produktem, jehož funkčnost nebo vzhled byly velice 
podobné originálnímu produktu od výrobce, držícího výhradní práva (např. patent nebo ochrannou 
známku) k jeho výrobě. Přitom tento produkt originální nebyl, často tento fakt doprovázela jeho nižší  
cena. Reverzním inženýrstvím v tomto smyslu je velice proslulá například Čína, která produkuje a 
prodává velké množství napodobených produktů. Technika, kdy nějaký produkt je vyvíjen a vyráběn 
na základě reverzního inženýrství originálu, se nazývá Metoda čínské zdi (volně přeloženo z angl. 
Chinese wall method, též  Clean room technique [4]). Snahou této metody rovněž je, aby výsledný 
produkt neporušoval patentová nebo autorská práva, respektive bylo je možné nějakým způsobem 
obejít.
Velmi důležitou oblastí, kde je reverzní inženýrství také zneužíváno, je vojenství. Je logické,  
že pokud je jedna strana v technologické převaze, snaží se ji druhá strana dohnat tím, že se pokusí  
napodobit technologie svého protivníka. Zařízení, informace a zbraně jsou za tímto účelem získávány 
pomocí špionáže, vojáky na bitevním poli, případně jsou takto zkoumány vraky.
Důležitou „přírodní“ disciplínou zpětného inženýrství je genetika. Snahou je zde pochopit a 
případně modifikovat genetický kód člověka nebo rostlin. Užitkem může být zvýšení odolnosti rostlin 
proti škůdcům, nebo léčení dědičných nemocí člověka. I zde se ale vyskytuje prostor pro zneužití.
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2.2 Zpětné inženýrství v oblasti IT
Zpětné  inženýrství  se  značně  rozšířilo  v  oblasti  informačních  technologií,  a  to  s  rozšiřováním 
výpočetní  techniky a  informačních  technologií  samotných.  Předmětem zkoumání  zde  nejsou  jen 
softwarové  produkty  a  programy,  ale  též  hardware  a  integrované  obvody.  Další  disciplínou 
reverzního  inženýrství  v  této  oblasti  je  naříklad  kryptoanalýza,  jenž  se  zabývá  prolamováním 
šifrovacích algoritmů a hesel. Pro tuto práci však bude klíčová analýza softwaru.
Důvodů pro zkoumání programů je mnoho, ať už se jedná o jejich testování při vývoji, snahu 
o obnovení  ztraceného zdrojového kódu, snahu pochopit princip a fungování programů, verifikaci a 
zjišťování chyb v programu, hledání nebezpečného a útočného kódu, nebo také dnes velmi oblíbené 
hackování, modifikaci programů, kopírování programů, odstraňování ochran (angl. cracking) atd.
Velmi důležitým prostředkem zpětného inženýrství v oblasti software je zpětný překlad, tedy 
získání zdrojového kódu z programu samotného. Porozumět samotnému strojovému kódu by bylo pro 
člověka zcela nemožné. Proto, aby bylo možné pochopit strukturu a fungování programu, je nutné mít  
k  dispozici pro člověka čitelnou reprezentaci  programu. Je třeba ale poznamenat,  že ani samotná 
dostupnost zdrojového kódu není výhrou, ten totiž bývá předmětem dalšího zkoumání.
Tak jako v softwarovém inženýrství se nalézají postupy sloužící k vývoji softwaru, v reverzním 
inženýrstní existují podobné postupy, ale v opačném pořadí, k jeho zpětnému pochopení. Jednotlivé 
kroky softwarového a reverzního inženýrství jsou zobrazeny v obrázku 2.1.
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Obr. 2.1: Jednotlivé metody reverzního inženýrství [2]
Mezi nejdůležitější  nástroje, sloužící k pochopení struktury a fungování programů a získání 
zdrojových  kódů, patří  debugger,  disassembler,  a  dekompilátor.  Tyto programy budou podrobněji 
popsány v následujících podkapitolách.
2.2.1 Ladicí nástroj (debugger)
V průběhu vývoje softwaru je nutné software průběžně testovat a ladit, tedy hledat a opravovat v něm 
chyby a zkoumat, zda dělá skutečně to, co dělat má. Při odlaďování a testování programu se používá 
speciální  nástroj zvaný debugger.  Programy jsou příliš složité na to,  aby člověk pouze pohledem 
do zdrojového kódu dokázal nalézt chybu. 
Debugger je program, který umožňuje programátorovi přímo vidět, co jeho aplikace vykonává. 
Debugger  dokáže zobrazovat  stav programu přímo za běhu pomocí  hodnot  a  stavů proměnných,  
registrů  procesoru,  zásobníku a  případně  dalších.  Děje  se  tak  pomocí  dvou základních  metod  – 
krokování a breakpointu (česky též někdy jako zarážka). Krokování dává programátorovi možnost  
pohybovat se programem instrukci za instrukcí a vidět přímo tok programu. Instrukce mohou být 
buďto přímo příkazy programovacího jazyka, ve kterém je program psán (např.: Pascal, C, …) nebo 
instrukce na nejnižší úrovni interpretačního prostředku (např.: bytecode v jazyce Java nebo assembler 
pro procesory u kompilovaných programů). Breakpoint je funkce, která při splnění určitých podmínek 
zastaví na zvoleném místě  běh programu.  Podmínkou může být například zpracovávání označené 
instrukce či hodnota některé proměnné v určitém místě programu.
Debuggery bývají často zabudovány ve  vývojových prostředích pro  vývoj  softwaru.  Jejich 
součásti jsou editor zdrojového kódu a případně editor uživatelského rozhraní, překladač a zmiňovaný 
debugger.  Tyto debuggery jsou vyvíjené společně s tímto prostředím a jejich překladačem a jsou 
využívány  pro  testování  programů  vyvíjených  v  těchto  prostředích.  Jako  příklad  takovéhoto 
debuggeru lze uvést debugger vývojového prostředí Delphi nebo C++ Builder od firmy Borland a 
Microsoft  Visual  Studio  Debugger,  jenž  je  součástí  každé  verze  vývojového  prostředí  Visual 
Studio .NET. Qt Creator (a některá další prostředí) naopak využívá propojení s nativním debuggerem 
v systému, typicky GDB v linuxových systémech [5].
Příklady  některých  známých  debuggerů:  GDB  a  jeho  grafická  nádstavba  DDD,  Turbo 
Debugger, WinDbg, SoftICE, OllyDbg.
2.2.2 Zpětný assembler (disassembler)
Disassembler je program, který dokáže převést strojový kód do jazyka symbolických instrukcí. Jeho 
činnost je tedy opačná vůči assembleru, který jazyk symbolických instrukcí překládá do strojového 
kódu.  Disassemblery  se  používají  jako  nástroj  pro  zpětný  překlad  programů.  Jeho  výstup  je  pro 
člověka čitelnější než samotný strojový kód, nicméně stále je hůře pochopitelný a analyzovatelný než 
zdrojový kód ve vyšším programovacím jazyce.  Dá se tedy říci, že disassembler provádí jen část  
z procesu  zpětného  překladu.  Disassemblery  nacházejí  využití  např.  jako  součást  zpětných 
překladačů, které jazyk symbolických instrukcí dále převádějí  do vyššího jazyka.  Využívány jsou 
rovněž v debuggerech.
Při  překladu  do  strojového  kódu  překladače  odstraňují  názvy  proměnných,  uživatelské 
komentáře a jména návěští. Je to dáno snahou optimalizovat výsledný kód a také faktem, že procesor 
nepotřebuje  znát tyto údaje pro vykonávání programu. Disassemblerem vytvořený kód je tak proto 
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velice strohý. Některé jednodušší disassemblery názvy proměnných nebo návěští negenerují vůbec a  
u všech instrukcí skoku nebo přístupu do paměti generují relativní nebo absolutní adresy.  Některé 
dokonalejší  disassemblery  však  tento  nedostatek  kompenzují  vytvářením  vlastních,  automaticky 
generovaných  názvů  proměnných  nebo  návěští,  které  si  uživatel  zapamatuje  lépe  než  čísla 
paměťových adres.
Proces  převodu  ze  strojového  kódu  do  jazyka  symbolických  instrukcí  je  silně  závislý 
na architektuře procesoru a na typu instrukční  sady.  Ty se od  sebe dosti  liší  a  je značně obtížné 
vytvořit  disassembler,  který by umožňoval  práci  s  instrukčními  sadami  více  procesorů.  Samotný 
převod není triviální, k jeho realizaci je využito mnoho různých metod a algoritmů.
Existuje  mnoho  komerčních  i  volně  šiřitelných  disassemblerů.  Nutno  také  poznamenat, 
že někdy zároveň s vývojem assemblerů je souběžně k nim vytvářen disassembler, který pracuje se  
stejnou  instrukční sadou a  jeho  výsledý  kód  používá  stejnou  syntaxi  jako  kód  překládaný 
assemblerem (příklad: assembler NASM a disassembler NDISASM). Disassembler je také obvykle  
vygenerován zároveň při  automatickém generování  assembleru z popisu architektury a instrukční 
sady procesoru.
Příklady  některých  známých  disassemblerů:  IDA  Pro,  BDASM,  BORG,  Lida,  XDASM, 
Bastard, obj2asm, WDASM.
2.2.3 Zpětný překladač (dekompilátor)
Zpětný překlad (dekompilace) je programová transformace, která má za cíl obnovit zdrojový kód, 
napsaný ve vyšším programovacím jazyku, ze zkompilovaného binárního souboru, který je většinou 
reprezentován strojovým či virtuálním kódem. 
Velkou výhodou dekompilátorů je, že poskytnutý kód ve vyšším programovacím jazyce je pro 
člověka  mnohem  čitelnější  než  jazyk  symbolických  instrukcí.  Daní  za  tuto  výhodu  je 
několikanásobně větší složitost a tedy i horší dostupnost dekompilátorů.
Proces dekompilace je složen z několika stěžejních fází:
• Analýza formátu binárního souboru – Především se jedná o zjištění identifikační hlavičky 
souboru či jen jeho názvu. 
• Převod ze strojového kódu do jazyka  symbolických instrukcí  – Proces popsaný v minulé 
podkapitole. 
• Sémantická  analýza  symbolických  instrukcí  –  Pomocí  pokročilých  metod  se  zjišťují 
závislosti a vztahy mezi jednotlivými symbolickými instrukcemi. 
• Transformace do instrukcí vyššího jazyka – Symbolické instrukce se shlukují do instrukcí 
vyššího jazyka. Při transformaci se využívají diagramy toku dat. 
• Kontrola celistvosti kódu – Závěrečná fáze transformace, která slouží převážně jako kontrola 
vygenerovaného kódu.
 
Jak je z jednotlivých částí vidět, disassemblery často bývají součástí dekompilátorů.
Příklady  některých  existujících  dekompilátorů:  DCC,  Boomerang,  RECdecompiler,  Hex-
RaysDecompiler.
Nyní bude vhodné vysvětlit pojem „běžného“ a obecného dekompilátoru a jejich rozdíl. Běžný 
dekompilátor je takový, který je od začátku navrhován pro dekompilaci jednoho konkrétního typu 
strojového kódu, daného instrukční sadou a architekturou procesoru. Jeho hlavní nevýhodou je to,  
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že ačkoli  je  věnováno  značné  úsilí  do  jeho  vývoje  a  vytvoření  dekompilačních  metod, 
znovupoužitelnost  je  téměř  nulová.  To proto,  že  jej  nelze  použít  (ani  případně  modifikovat)  pro 
dekompilaci  strojového  kódu  s  jinou  instrukční  sadou.  Běžné  dekompilátory  se  vyznačují  tím,  
že metody analýzy konkrétní instrukční sady jsou v nich natvrdo zakódovány (angl. hardcoded).
Tento značný nedostatek se snaží řešit myšlenka obecných dekompilátorů. Ty jsou navrhovány 
tak, aby je bylo možné použít pro jakoukoli instrukční sadu a architekturu procesoru. Druhým cílem 
obecného dekompilátoru je možnost dekompilovat do libovolného vyššího jazyka. Řešením může být 
rozdělení  do  modulů,  kdy  jsou  jednotlivé  etapy  dekompilace  implementovány  v samostatných 
modulech. Při změně instrukční sady nebo výstupního jazyka se pouze vymění příslušný modul, ne 
celý dekompilátor. Ještě lepším řešením je tzv. rekonfigurovatelný dekompilátor, jehož vstupem je 
kromě  souboru  se  strojovým  kódem  zároveň  popis  cílové  platformy  (specifikace  architektury 
procesoru a sémantiky instrukční sady, operačního systému, volacích konvencí atd).
Architektura procesoru a sémantika instrukcí je popsána v tzv. jazyce pro popis architektur 
(ADL – Architecture Description Language) [6]. Tyto jazyky slouží především k návrhu procesorů a 
obsahují  např.  definici  struktury procesoru, jeho behaviorální  popis a popis instrukční sady.  Více 
informací o těchto jazycích a tvorbě obecného dekompilátoru je k nalezení v [2], kapitola 3.
Funkční a použitelné obecné dekompilátory v současné době téměř neexistují. Jedním z pokusů 
o vytvoření obecného dekompilátoru byl  The PILER System, ten však nikdy nebyl dokončen. Další 
obecný dekompilátor je vyvíjen v rámci projektu Lissom. Tomuto dekompilátoru se bude věnovat 
celá následující kapitola.
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3 Zpětný překladač projektu Lissom
Lissom  je  projekt  probíhající  na  Fakultě  informačních  technologií  VUT  v  Brně.  Náplní  tohoto 
projektu  je  vývoj  procesorů  s  aplikačně  specifickými  instrukčními  sadami  (ASIP  –  application-
specific  instruction set processors) a programování aplikací pro ně. V rámci projektu byl vytvořen 
jazyk ISAC sloužící pro popis architektur a instrukčních sad procesorů. Na základě popisu procesorů  
v tomto jazyce jsou pro ně pomocí vyvíjených nástrojů automaticky vygenerovány nástroje pro vývoj  
aplikací jako assembler, disassembler, simulátor, případně také překladač jazyka C. Více o projektu  
Lissom v [7].
Důležitou  součástí  tohoto  projektu,  významnou  z  hlediska  této  práce,  je  vývoj  obecného, 
rekonfigurovatelného  zpětného  překladače.  Jeho  účelem  je  získat  zdrojový  kód  ve  vyšším 
programovacím jazyce ze spustitelného souboru v některém z možných formátech (ELF, PE, Mach-
O...) a s určitou instrukční sadou, popsanou jazykem ISAC.
Během několika posledních let se značně rozšířila mobilní zařízení a používá je stále více lidí. 
Zároveň jsou tato zařízení využívána k uchovávání citlivých a osobních informací. Tato skutečnost  
vede k tomu, že se čím dál více rozšiřuje škodlivý software (malware) zaměřený na tyto platformy. 
To  se  dnes  stává  vážným bezpečnostním problémem.  Ačkoli  pro  oblast  osobních  počítačů  bylo  
vyvinuto mnoho prostředků a technik pro detekci a zneškodnění škodlivého softwaru, u mobilních 
zařízení tomu  tak  není.  Existuje  mnoho  různých typů  mobilních  zařízení  s  různými  procesory a 
instrukčními sadami, v současné době však neexistují obecné, platformově nezávislé prostředky pro 
analýzu škodlivého softwaru cíleného na tato zařízení. 
Takovýmto  prostředkem  se  má  stát  zpětný  překladač  projektu  Lissom.  Jeho  hlavním 
zaměřením je zpětný překlad softwaru právě pro zmíněná mobilní zařízení (chytré telefony, tablety,  
kapesní konzole). Tato zažízení jsou postavena především na architekturách MIPS a ARM. Proto byl  
zpětný  překladač  od  počátku  vývoje  optimalizován  pro  analýzu  softwaru  určeného  pro  tyto 
architektury.  Nicméně  v pozdější  fázi  jeho  vývoje  byla  implementována  také  podpora  pro 
architekturu Intel x86, na které se v době psaní této práce nadále pracuje. I analýza softwaru určeného 
pro osobní počítače je totiž stále aktuální.
Využitím  zpětného  překladače  nebude  pouze  analýza škodlivého  kódu,  ale  též  testování 
překladačů a optimalizace kódu, rekonstrukce zdrojového kódu a migrace kódu na jinou platformu.
Zpětný překladač se skládá z více částí. Na obrázku 3.1 je zobrazena jeho struktura, vstupy a 
výstupy.  Uvedené  informace o  struktuře  a  prostředcích  zpětného  překladače  projektu  Lissom 
vycházejí především z dokumentu [8].
Vstupem zpětného překladače je binární spustitelný soubor v jakémkoli formátu (ELF, PE...).  
Je tedy třeba jej  převést  do jednotného,  vnitřního formátu,  aby bylo  možné  jej  dále zpracovávat.  
Tento vnitřní formát, navržený v rámci projektu Lissom, se nazývá LOFF. Samotný zpětný překladač 
se  skládá ze  tří  hlavních  částí:  přední  části  (front-end),  prostřední,  nebo také  optimalizační  části 
(middle-end) a zadní části (back-end). V každé z těchto částí probíhá určitá fáze zpětného překladu a 
kód programu je mezi  nimi  předáván ve vnitřní  reprezentaci  LLVM IR. Vstupem přední  části  je 
navíc,  mimo  jiné,  popis  procesoru  a  jeho  instrukční  sady v  jazyce  ISAC,  z  něhož  jsou  získány 
informace důležité pro převod instrukcí programu do vnitřní reprezentace. Výstupem zadní části je  
pak výsledný zdrojový kód ve vyšším programovacím jazyce. V současnosti je podporován výstup do 
dvou jazyků: jakyk podobný jazyku Python a jazyk C. 
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V podkapitole  3.1  budou popsány některé  prostředky,  jenž  zpětný  překladač  využívá.  Jeho 
jednotlivé části a celý průběh zpětného překladu, včetně předzpracování spustitelného souboru, budou 
podrobněji  popsány  v  podkapitole  3.2.  V podkapitole  3.3  pak  budou  uvedeny  některé  současné 
výsledky zpětného překladu a budou zde diskutovány jejich nedostatky.
3.1 Použité prostředky
Zde  bude  blíže  popsána  vnitřní  reprezentace  kódu  ve  zpětném  překladači  (LLVM  IR),  vstupní 
objektový formát (LOFF) a jazyk pro popis architektury procesorů (ISAC) .
3.1.1 Systém LLVM a LLVM IR
Zpětný překladač projektu Lissom využívá funkcí překladového systému LLVM. Jedná se o projekt,  
poskytující funkce a technologie ke generování a optimalizaci kódu. Více informací v [9].
Vnitřní  kód  zpětného  překladače  je  reprezentován  v  LLVM  IR  (LLVM  intermediate  
representation). Jedná se o nízkoúrovňový kód sestávající se z jednoduchých, tříadresných instrukcí. 
Hlavními vlastnostmi LLVM IR jsou především:
• Instrukční sada LLVM IR je typu RISC a je univerzální a zcela nezávislá na instrukční sadě 
konkrétního procesoru. Tvoří ji instrukce běžné pro naprostou většinu existujících procesorů 
(aritmetické, logické,  řídicí,  pro  práci  s  pamětí)  a  je  tedy  možné  instrukci  konkrétního 
procesoru namapovat na jednu nebo více instrukcí LLVM IR. Každá instrukce má obvykle tři 
operandy: cíl a dva zdroje.
• Pro jakékoli přiřazení hodnoty je použita speciální pomocná proměnná, do níž je přiřazena 
hodnota právě jednou. Tento způsob se nazývá SSA form (Static Single Assignment). Některé 
optimalizace v této formě reprezentace jsou snadnější a rychlejší [10].
• Je použit typový systém nezávislý na konkrétním programovacím jazyce.Základní typy jsou 
integer (s uvedeným počtem bitů) a čísla v plovoucí řádové čárce.
LLVM IR může  být  uložen ve třech  formách:  v textové či  binární  formě v souboru,  nebo 
binární  formě v paměti.  Mezi  jednotlivými  částmi  zpětného překladače je LLVM IR předáván v  
souborech v textové formě. Zde je uveden zkrácený příklad textové reprezentace kódu LLVM IR:
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Obr. 3.1: Struktura zpětného překladače projektu Lissom a jeho vstupy a výstupy [8]
define i32 @factorial ( i32 %n ) {
entry:
  %0 = icmpeq i32 %n, 0
  br i1 %0, label %bb2, label %bb1
bb1:
  %1 = add i32 %n, -1
  %2 = icmpeq i32 %1, 0
  br i1 %2, label %factorial.exit, label %bb1.i
bb1.i:
  %3 = add i32 %n, -2
  %4 = call i32 @factorial (i32 %3)
  %5 = mul i32 %4, %1
  br label %factorial.exit
...
Příklad 3.2: Ukázka kódu LLVM IR [8]
3.1.2 Objektový formát LOFF
Spustitelné soubory,  objektové soubory,  nebo programové knihovny neobsahují holý strojový kód 
programu,  ale  jsou  strukturovány.  Spustitelné soubory se  skládají  z  hlavičky a  několika různých 
sekcí.  V  hlavičce  jsou  uvedeny základní  informace  o  programu  a  seznam sekcí,  jejich  umístění  
v paměti a případně další informace. Sekce se zpravidla dělí na kódové, datové a ostatní. Kódové  
sekce  vždy  obsahují  strojový  kód  programu,  datové  sekce  pak  obsahují  globální  proměnné  a 
konstantní data programu. Ostatní sekce mohou obsahovat další dodatečné informace k programu, 
například ladicí informace. Objektové soubory jsou přeložené moduly (zdrojové soubory) programu a 
jsou určené ke spojení do výsledného spustitelného souboru linkerem.
Existuje několik různých formátů spustitelných a objektových souborů.  Nejznámější  z nich 
jsou PE (Portable Executable), využívaný v systémech Microsoftu, a ELF (Executable and Linkable  
Format),  používaný v unixových systémech.  Existují  i  další,  proprietární  formáty,  jako Symbian 
E32Image, Apple Mach-O, Android DEX. 
Vzhledem k tomu, že těchto formátů je mnoho a každý z nich má odlišnou strukturu, bylo by 
jejich zpracování ve zpětném překladači obtížné. Jako vstupní formát je proto nutno použít jednotný 
formát, do kterého jsou existující formáty zkonvertovány.
V  rámci  projektu  Lissom  byl  pro  tyto  účely  navržen  formát  spustitelných  a  objektových 
souborů LOFF (Lissom object  file format). Ten musí s ohledem na univerzálnost splňovat některé 
důležité vlastnosti. Zejména se jedná o nezávislost na  šířce slova instrukce, způsobu uložení čísel 
(little/big endian), charakteru instrukční sady, a na způsobu uložení a druhu paměti a přístupu do ní.
Formát  LOFF  je  ryze  textový  a  veškerá  fyzická  data  ze  sekcí  jsou  uložena  ve  dvojkové 
soustavě (ascii znaky 0 a 1), každé slovo na jednom řádku. Je tedy snadno čitelný pomocí textového  
editoru. Formát je koncipován jako volný a snadno rozšiřitelný.
Každý soubor se  skládá z hlavičky,  obsahující  základní  informace,  jako počet  bitů  a bajtů  
ve slově  a  endianitu.  Za  hlavičkou  následují  hlavičky  jednotlivých  sekcí.  Každá  hlavička  sekce 
obsahuje jméno sekce, adresu v paměti, příznaky, velikost sekce v bajtech a další informace. Největší  
část  souboru pak tvoří  samotná  fyzická  data  sekcí.  Podrobnější  informace  o  tomto  formátu  jsou 
k nalezení v [11].
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AgT62kG9y7 //magic string 
32 // word bit-size
4 // bytes per word
0 // byte order, 0-little, 1-big
2011.01.28:10:02:00 // timestamp
3
XLS // flags
1 // is entry point set?
143654976 // byte address of entry point
26 // section count
5
.text // *** section header *** - name
0 // is address absolute?
143654976 // section address
1
T // section flags
58120 // section data size in bytes
0 // count of relocations 
// section data
00000111111111111011110111100100
00101000000000001111110111110101
11111101000000000010010001110000
Příklad 3.1: Obsah LOFF souboru
3.1.3 Jazyk ISAC a extrakce sémantiky
ISAC je jazyk pro popis architektury procesorů, vyvíjený v rámci projektu Lissom. Vychází z jakyka 
LISA. Více informací v [12]. Model procesoru se skládá z popisu zdrojů procesoru (registrů, paměti) 
a  popisu  instrukcí  (kódování  a  chování  instrukce).  Pro  zpětný  překladač  je  důležitá  část  popisu 
instrukcí. Popis jedné instrukce v jazyce ISAC je uveden v příkladu:
RESOURCES { // HW resources
  PC REGISTER bit[32] pc;   // program counter
  REGISTER bit[32]regs[16]; // register file
  RAM bit[32] memory{SIZE(0x10000); ENDIAN(LITTLE) FLAGS(R, W, X);};
}
OPERATION reg REPRESENTS regs
  { /* textual and binary description of registers */ }
OPERATION op_add { // instruction description
  INSTANCE reg ALIAS{rd, rs, rt};
  ASSEMBLER { "ADD" rd "=" rs "," rt };
  CODING { 0b0001 rd rs rt };
  // instruction behavior
  BEHAVIOR {regs[rd] = regs[rs] + regs[rt]; };
}
Příklad 3.3: Popis zdrojů a  instrukce v jazyce ISAC [8]
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Sekce ASSEMBLER a CODING popisuje kódování instrukce v jazyce symbolických instrukcí 
a binární formě. Sekce BEHAVIOR pak popisuje sémantiku instrukce formou příkazů v jazyce C.
Pro zpětný překladač je  důležitá sekce CODING a BEHAVIOR. Z kódu v jazyce C v sekci 
BEHAVIOR je vygenerována pro každou instrukci procesoru sekvence instrukcí LLVM IR popisující 
chování (sémantiku) instrukce, pomocí nástroje semantics extractor, který je také vyvíjen v Lissomu. 
Definice kódování a sémantiky instrukcí jsou pak uloženy do souboru, který je načítán v přední části  
zpětného překladače a slouží pro generátor LLVM IR kódu.
3.2 Struktura zpětného překladače
Struktura ného překladače projektu Lissom již byla nastíněna a zobrazena v obrázku 3.1 na začátku 
kapitoly  3.  V  předchozí  podkapitole  byly  popsány  důležité  prostředky,  které  jsou  ve  zpětném 
překladači použity. Zde budou jeho jednotlivé části detailněji popsány.
3.2.1 Předzpracování spustitelného souboru
Ještě  před vstupem do přední části zpětného překladače musí být spustitelný soubor předzpracován 
Předzpracování se skládá z analýzy a převodů souboru. Analýza spočívá ve zjištění formátu souboru, 
instrukční sady a detekci použitého překladače.  K tomuto účelu slouží nástroj fileinfo.
V některých případech může být spustitelný soubor zabalen (za účelem jeho komprese nebo 
ochrany proti zpětnému překladu). Tuto činnost provádí tzv. packer. Velmi rozšířeným packerem je 
UPX (the Ultimate Packer for eXecutables) [13]. Ten přímo podporuje i rozbalení souborů. 
Pokud je soubor zabalen, je detekován použitý packer a dle možností je soubor automaticky 
rozbalen. V případech, kdy je soubor ručně modifikován, nebo je použit packer bez přímé podpory 
pro rozbalení, to bohužel možné není. Soubor je nutno rozbalit ručně za použití speciálních nástrojů. 
Detekce  použitého  překladače  probíhá  za  pomoci  signatur.  Jedná  se  především o  několik 
prvních bajtů na vstupním bodu programu nebo instrukcí na začátku funkcí. Ty bývají u každého 
překladače individuální  a  překladač lze  pomocí  nich rozpoznat.  Každý překladač používá vlastní 
způsoby optimalizací, ABI (viz dále), či mangling (obalení názvů funkcí předponami nebo příponami 
na základě počtu a typů parametrů). Proto informace o použitém překladači může pomoci při zpětném 
překladu. Více se touto problematikou zabývá práce [14].
Spustitelný program je nakonec nutno převést z formátu ELF, PE, případně jiného, do  formátu 
LOFF. Převod do LOFF provádí univerzální konvertor bintran, založený na zásuvných modulech 
(plug-inech).  To znamená,  že  jádro konvertoru je  doplněno o plug-iny nebo knihovny realizující 
načítání a převod konkrétního formátu. Spustitelný soubor je načten, převeden do vnitřní reprezentace 
a následně uložen ve formátu LOFF. V současné době je možné načítat formáty ELF, PE, Mach-O, 
E32Image a DEX. Podrobnosti o konverzi formátů je možné nalézt v [8].
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3.2.2 Přední část
Je to část zpětného překladače, do které vstupuje program určený ke zpětnému překladu. Její hlavní 
úlohou je převod strojového kódu programu do vnitřní reprezentace LLVM IR. Tato část má také tyto 
další vstupy:
• Informace o programu (instrukční sada, použitý překladač)
• Definice sémantiky instrukcí procesoru
• Signatury staticky linkovaného kódu
• Definice  ABI (application binary interface –  obsahuje  popis  volacích konvencí,  způsob 
uložení datových typů atd.) 
• Typové informace (typy funkcí ze standardních knihoven a jejich parametrů)
• Ladicí informace (v případě, že se nacházejí mimo soustitelný soubor)
• Informace z dynamické analýzy (součást této práce) 
Výstupem je pak soubor s LLVM IR v textové reprezentaci.
Jádrem přední části je dekodér, provádějící převod instrukcí procesoru do instrukcí LLVM IR. 
Jeho funkce je velice podobná disassembleru, s tím rozdílem, že výstupem nejsou instrukce procesoru 
v jazyce  symbolických instrukcí,  ale sekvence instrukcí  LLVM IR. Z každé instrukce strojového 
kódu je vytvořen základní blok instrukcí LLVM IR. Dekodér k převodu vyžaduje definici kódování a 
sémantiky instrukcí procesoru.
Přední  část  dále  provádí  základní  analýzu toku řízení  a  analýzu toku dat.  Jsou detekována 
volání funkcí a jednotlivé parametry funkcí a jejich typy. Také jsou rozpoznávány lokální proměnné  
na zásobníku a globální proměnné v datových sekcích. Celkově je kód připravován a vylepšován pro 
následující části zpětného překladače. 
Programy jsou obvykle překládány společně se standardními knihovnami, obsahující základní 
funkce pro vstup/výstup,  práci  s  řetězci,  matematické funkce a další.  Příkladem může být  známá 
funkce  printf().  Pokud je program staticky slinkován s knihovnami,  kód knihoven se fyzicky 
nachází uvnitř programu. Obvykle ale nechceme, aby kód knihoven byl zpětně překládán, zbytečně 
by se tím komplikovala analýza výsledného kódu a taktéž by to bylo časově náročné.
 Toto zajišťuje analýza staticky linkovaného kódu v přední části, která staticky linkovaný kód 
detekuje  pomocí  jeho  signatur.  Signatury  jsou  získávány  ze  statických  knihoven,  použitých  při 
linkování programů. Kdykoli je staticky linkovaný kód v programu detekován, jsou místo instrukcí  
LLVM IR z tohoto kódu generovány deklarace rozpoznaných staticky linkovaných funkcí. 
Tato diplomová práce se zabývá využitím informací z dynamické analýzy, které jsou v nejvyšší 
míře zpracovávány právě v přední části. Velmi významnou úlohou přední části je statická analýza  
strukturovaných datových typů (polí a struktur). Ta je v době psaní této práce ve vývoji a podrobně je 
o  ní  psáno  v  práci  [15].  Velkou  část  této  práce  tvoří  implementace  dynamické  analýzy 
strukturovaných typů. Jejím cílem je vyšší přesnost než u statické analýzy.
V  přední  části  probíhá  analýza  dodatečných informací,  například  ladicích  informací  [1]. 
Veškeré  dodatečné  informace  z  ladicích  informací  (a  nově  také  některé  informace  z  dynamické 
analýzy) jsou zapsány do výsledného souboru s kódem LLVM IR ve formě metadat. Následující části  
zpětného překladače tyto informace dále využijí pro vygenerování kvalitnějšího kódu.
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3.2.3 Optimalizační část
Jedná se o prostřední část zpětného překladače a její hlavní úlohou je optimalizace vnitřního kódu 
vyprodukovaného přední částí a jeho příprava pro vygenerování výsledného kódu ve vyšším jazyce. 
Tato část využívá některé optimalizační funkce a prostředky systému LLVM.
Výstupem  přední  části  je  kód  na  velmi  nízké  úrovni.  Každá  instrukce  strojového  kódu 
programu je v něm převedena izolovaně na základní  blok instrukcí  LLVM IR. V tomto kódu se 
nachází velké množství zbytečných instrukcí a kód není nijak strukturovaný. Chybí v něm jakékoli 
řídicí konstrukce vyšších jazyků, jako cykly a podmíněné výrazy. 
Optimalizační část provádí optimalizace kódu a eliminuje tyto nedostatky. Mnohé optimalizace 
jsou velmi podobné těm, které provádějí překladače. Jedná se především o:
• Eliminaci zbytečného nebo mrtvého kódu. Cílem je odstranit kód, který není  za žádných 
podmínek dosažitelný,  nebo  který  nevykonává  žádnou užitečnou funkci. Často instrukce 
procesoru  vykonávají více  než  jednu  činnost.  Například  instrukce  součtu  také  nastavuje 
příznaky. Pokud ale tyto příznaky nejsou následně v kódu využity, je možné instrukce pro 
jejich nastavení (v kódu LLVM IR) odstranit.
• Kopírování proměnných. Tato optimalizace slouží opět k eliminaci nepotřebných instrukcí, a 
to instrukcí načítání a ukládání hodnot z/do paměti a registrů. Několik těchto instrukcí je 
nahrazeno  jednodušším  výrazem.  Jde  zde  především  o  redukci  dočasných  pomocných 
proměnných používaných pro načtení nebo uložení hodnot z/do paměti a registrů.
• Vyhledání  idiomů,  neboli  častých  programových  konstrukcí.  Některé  instrukce  nebo 
posloupnosti  instrukcí,  provádějící  nějakou známou  činnost  mohou  být  nahrazeny jinými 
instrukcemi. Například použití instrukce provádějící  xor registru se sebou samým, sloužící 
k  vynulování  registru, může být nahrazeno přiřazením nuly do registru. Což je ve vyšším 
jazyce mnohem čitelnější.
Podmínkou všech optimalizačních metod je ekvivalence původního a optimalizovaného kódu. 
Při optimalizaci tedy nesmí dojít ke ztrátě informace.
3.2.4 Zadní část
Zadní část je koncová část zpětného překladače. Její hlavní úlohou je vygenerování kódu ve vyšším 
programovacím jazyce. Vstupem je optimalizovaný kód LLVM IR, který je zde přeložen do vnitřního 
kódu zadní části (BIR – back-end IR). 
Součástí zadní části je analýza toku řízení.  Jejím úkolem je vyhledat  v kódu obvyklé řídící  
konstrukce jako  podmíněný příkaz (if –  else),  cykly (for,  while) nebo vícenásobné větvení 
(switch –  case).  V  kódu  jsou  identifikovány  hlavičky  a  těla  cyklů,  cílové  základní  bloky 
podmíněných skoků. Zároveň je snaha co nejvíce se vyhnout použití příkazu goto, aby byl výsledný 
kód co  nejsrozumitelnější.  Je  nutné,  aby vzniklé  řídicí  konstrukce  nebyly  závislé  na  konkrétním 
programovacím jazyce, ale byly zcela obecné, tedy společné pro všechny běžné programovací jazyky.  
Výsledkem analýzy toku řízení je graf toku řízení (CFG – control flow graph).
Nad vnitřním kódem jsou také provedeny další optimalizace. Jedná se například o konverzi 
globálních  proměnných  na  lokální,  propagaci  konstant,  kopírování  proměnných,  zjednodušení 
aritmetických výrazů, překlad cyklu while na for a další.
16
V rámci  zadní  části  dochází  k  přejmenování  proměnných  na  uživatelsky  čitelnější  názvy.  
V případě, že jsou dostupné ladicí informace, jsou proměnné pojmenovány dle názvů v původním 
zdrojovém kódu. V opačném případě jsou použity automatické názvy dle zvoleného generátoru nebo 
sady jmen (například názvy ovoce).
Generátor  výstupního  kódu  nakonec  vygeneruje  z  vnitřního  kódu  příkazy  vyššího 
programovacího jazyka. V současné době je jedním z výstupních jazyků zadní části jazyk podobný 
Pythonu (nazvaný Python'). Jedná se o netypovaný, blokově strukturovaný jazyk. Místo závorek se 
pro  oddělení  bloků  používá  odsazení  bílými  znaky.  Konstrukce,  neexistující  v  jazyce  Python,  
například příkazy goto nebo switch, jsou nahrazeny konstrukcemi jazyka C. Hlavním zaměřením 
tohoto jazyka je čitelnost kódu pro analýzu člověkem. Druhým z podporovaných jazyků je jazyk C. 
Mimo to je zde možnost přidat podporu i pro jiné výstupní jazyky.
Zde jsou uvedeny ukázky výstupního kódu zadní části v jazyce Python' a C. Jako příklad byl  
použit program provádějící výpočet faktoriálu. Ten byl přeložen překladačem gcc bez optimalizací do 
formátu elf pro architekturu MIPS.
#include <stdio.h>
#include <stdlib.h>
int factorial(int n) {
if (n == 0)
return 1;
return n*factorial(n-1);
}
int main(int argc,char *argv[]) {
int x = rand();
int res = factorial(x);
printf("factorial(%d) = %d\n", x, res);
return res;
}
Příklad 3.4: Původní zdrojový kód programu v jazyce C
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# From module:   factorial.c
# Address range: 0x8900368 - 0x89003da
# Line range:    6 - 10
def factorial(n):
    if n != 0:
        # 0x8900398
        x = factorial(n - 1) * n
        # branch -> 0x89003c0
    else:
        x = 1
    # 0x89003c0
    return x
# From module:   factorial.c
# Address range: 0x89003dc - 0x8900442
# Line range:    12 - 17
def main(argc, argv):
    res = 0
    x = 0
    x = rand() # 0x89003f4
    res = factorial(x) # 0x8900404
    printf("factorial(%d) = %d\n", x, res)
    return res
Příklad 3.5: Výstup zadní části s použitím ladicích informací – jazyk Python'
#include <stdint.h>
#include <stdio.h>
#include <stdlib.h>
int32_t function_8900368(int32_t apple);
int32_t function_8900368(int32_t apple) {
    // 0x8900368
    int32_t banana;
    if (apple != 0) {
        // 0x8900398
        banana = function_8900368(apple - 1) * apple;
        // branch -> 0x89003c0
    } else {
        banana = 1;
    }
    // 0x89003c0
    return banana;
}
int main(int lemon, char **plum) {
    int32_t orange = rand(); // 0x89003f4
    int32_t melon = function_8900368(orange); // 0x8900404
    printf("factorial(%d) = %d\n", orange, melon);
    return melon;
}
Příklad 3.6: Výstup zadní části bez použití ladicích informací – jazyk C
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3.3 Současné výsledky zpětného překladu
V této podkapitole budou demonstrovány současné nedostatky statické analýzy použité ve zpětném 
překladači, a to v několika různých oblastech. V každé zmíněné oblasti bude uveden jeden příklad  
jednoduchého zdrojového a výsledného zpětně přeloženého kódu, zatíženého popsanými nedostatky.  
Cílem této práce je řešení těchto problémů použitím metod dynamické analýzy.
3.3.1 Analýza toku řízení
Cílem analýzy toku řízení je rozpoznání jednotlivých funkcí v kódu a rozpoznání vyšších řídicích 
konstrukcí, jako jsou podmíněné příkazy a cykly. Statická analýza však v této oblasti není vždy zcela 
přesná. Následující příklad ukazuje problém s detekcí funkcí v jednoduchém programu.
int funkce(int a, int b)
{
int sum = a + b;
printf("Soucet je %d\n",sum);
return sum;
}
int main(void)
{
  int x = rand();
  int y = 5;
  int z = funkce(x,y);
  return z;
}
Příklad 3.7: Zdrojový kód jednoduchého testovacího programu
def function_401010(a):
    global jambul
    global lychee
    # 0x401010
    function_40104d(0)
    lychee = jambul + lychee
    function_4010c0("Soucet je %d\n")
    function_40104d(90630176)
    jambul = function_4010f0(result, 90630176)
    lychee = 5
    jambul = function_401010(lynchee)
    result = jambul
    return result
Příklad 3.8: Výsledný kód programu přeloženého překladačem Open Watcom
Zdrojový kód uvedený v příkladu 3.7 byl zkompilován překladačem Open Watcom verze 1.91 
na  systému  MS Windows  do  formátu  PE,  architektura  Intel  x86.  Ze  spustitelného souboru  byly 
odstraněny ladicí  informace  a  následně byl  zpětně přeložen.  Zpětný překladač neměl  k dispozici  
1 Překladač Open Watcom 1.9 dostupný online na http://www.openwatcom.org/index.php/Download
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žádné dodatečné informace o adresách začátků funkcí a musel využít heuristickou detekci funkcí. Ta 
však nebyla  v tomto případě úspěšná – viz příklad 3.8. Zpětný překladač nerozeznal konec první 
funkce a  začátek druhé funkce a kód obou funkcí  je  spojený do jedné funkce.  V tomto  případě 
nastává možnost využít informace z dynamické analýzy. Pokud by bylo možno za běhu programu 
sledovat  volání  funkcí  a adresy volaných funkcí,  bude mít  zpětný překladač informaci  o začátků  
všech funkcí a bude moci vyprodukovat přesnější výstup.
3.3.2 Analýza datových typů
Rozpoznání strukturovaných datových typů (polí a struktur) není v rámci procesu zpětného překladu 
jednoduchým  úkolem.  Rekonstrukce  těchto  typů  je  velmi  důležitá  a  potřebná  práce  zpětného 
překladače. Výstup zpětného překladače, který neprovádí analýzu strukturovaných typů, je totiž dosti 
neuspokojivý, jak lze vidět na následujícím jednoduchém příkladu.
struct s
{
   int b;
   char c;
   float f;
   float e[4];
};
int main(void)
{
   struct s *x = malloc(sizeof(struct s));
   x->b = rand();
   x->c = (char) rand();
   x->f = rand();
   int i;
   for (i=0; i<4; i++)
      x->e[i] = rand();
   return 0;
}
Příklad 3.9: Zdrojový kód jednoduchého testovacího programu
def main(argc, argv):
    mem = malloc(28) # 0x4013a1
    *mem = rand()
    mem[4] = rand()
    mem[8] = rand()
    # branch -> 0x4013e1
    for i in range(0, 4):
        # 0x4013e1
        *(mem + 12 + 4 * i) = rand()
        # loop 0x4013e1 end
    # 0x401405
    return 0
Příklad 3.10: Výsledný kód z příkladu 3.9
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Zdrojový  kód  programu  v  příkladu  3.9  obsahuje  strukturovaný  datový  typ  struct s. 
Program byl přeložen překladačem gcc s vypnutím optimalizací (-O0) do formátu PE na architektuře 
Intel  x86.  Následně byl  zpětně přeložen.  Ve výsledném kódu v příkladu 3.10 je vidět,  že  zpětný 
překladač nerozeznal tento strukturovaný datový typ. Veškeré přístupy ke složkám tohoto typu jsou 
uvedeny jako počet  bajtů  od počáteční  adresy dané složky.  To je  při  následné analýze výsledků 
zpětného překladu nepřijatelné.
Kromě statické analýzy, která je v době psaní práce taktéž vyvíjená a která by takto jednoduchý 
strukturovaný typ bez problému rozpoznala, se nabízí možnost implementovat dynamickou analýzu 
strukturovaných typů.  Hlavní  přínosy dynamické  analýzy v oblasti  rozpoznávání  strukturovaných 
datových typů a přístupů k nim a výhody oproti  statické analýze budou popsány dále, především 
v kapitole 5.3. 
3.3.3 Analýza parametrů funkcí
Součástí zpětného překladu je analýza parametrů funkcí. Při analýze zpětně přeloženého kódu hraje  
velkou roli znalost toho, s jakými parametry jsou v programu volány některé kritické funkce (např. 
pro práci se soubory, pro manipulaci se systémovými registry MS Windows atd). Konkrétní hodnoty 
parametrů však nelze vždy určit pomocí statické analýzy – buď jsou parametry vypočítány za běhu  
programu, nebo statická analýza selže.
V příkladu 3.11 je uveden fragment zpětně přeloženého kódu náhodného škodlivého softwaru 
(malwaru), který obsahuje funkci provádějící modifikaci systémových registrů MS Windows. Funkce 
RegCreateKeyExW vytváří nebo otevírá položku registru s názvem zadaným jako druhý parametr. 
Funkce RegSetValueExW pak zadává hodnotu proměnné, jejíž název je dám druhým parametrem. 
Oba parametry jsou známy až za běhu programu, přičemž toto znesnadňuje analýzu tohoto kódu.  
Konkrétní  hodnoty  parametrů  použitých  za  běhu  programu  je  možné  zjistit  pomocí  dynamické 
analýzy. Více je k tomuto problému psáno dále, například v kapitole 5.2.2.
def function_1002415(melon2):
    global durian
    global jackfruit
    # 0x1002415
    jackfruit = 0
    if RegCreateKeyExW(HKEY_CURRENT_USER, melon2, 0, NULL, 0,        
            983103, NULL, NULL, NULL) == 0:
        jackfruit = function_10023f8(NULL, pear2, 32)
        jackfruit = RegSetValueExW(0, jackfruit, NULL, 4, NULL, 4)
        RegCloseKey(0)
        result = jackfruit
        return result
Příklad 3.11: Fragment zpětně přeloženého kódu škodlivého programu
4 Metody dynamické analýzy
Existují dvě základní metody analýzy spustitelných programů – statická a dynamická analýza. Při  
statické  analýze  je  zkoumán  program jako  takový,  předmětem  zkoumání  je  pouze  jeho  fyzická 
reprezentace. Jedná se buď přímo o binární, spustitelný soubor, případně zdrojový kód ve vyšším 
programovacím  jazyce  či  v  jazyce  symbolických  instrukcí.  Důležité  je,  že  program  není  nijak  
spouštěn nebo interpretován. Proto veškeré informace o chování programu musí být odvozeny právě 
z analýzy kódu a případně také z dodatečných informací uložených ve spustitelném souboru. 
Hlavní nevýhodou statické analýzy je její omezenost. Prostým pohledem do kódu programu 
(v případě složitějších programů) není člověk ihned schopen posoudit, co daný program provádí, jak 
reaguje  na  určitý  vstup,  zda  je  v  programu  nějaká  chyba  a  podobně.  Při  důkladném  a  časově 
náročném studiu kódu má  již  člověk jasnější  představu o chování  programu,  nicméně  stále  není 
schopen například vyhodnotit výsledky některých systémových volání či vstupních operací, závislých 
na konkrétním běhu programu. 
Při  analýze  programu  na  nižší  úrovni  je  pochopení  jeho  funkce  a  chování  ještě  mnohem 
složitější. Jsou zde navíc i některé závažné problémy. Například není možno vždy zjistit cílové adresy 
nepřímých skoků či volání, neboť ty jsou známy až za běhu programu. V případech, kdy je strojový 
kód programu nějakým způsoben chráněn (šifrování, sebemodifikace), je skutečně vykonávaný kód 
znám až poté,  co je  za  běhu programu vygenerován.  Statická analýza je  zde zcela nepoužitelná.  
Z těchto důvodů je nutno použít také dynamickou analýzu.
Dynamická analýza je klíčový pojem z hlediska této práce. Jedná se o analýzu programu jeho 
spuštěním.  Veškeré informace o programu jsou získávány za jeho běhu.  Z hlediska vyšší  úrovně 
pohledu je člověk s chováním programu obeznámen ihned poté, co program spustí.  Okamžitě má 
informace o tom co program provádí, jak reaguje na určitý vstup a jaký je jeho výstup. Je také možné 
snáze a rychleji zjistit, zda se v programu nachází nějaká chyba. Ta se projeví chováním programu 
v rozporu s jeho specifikací, očekávaným chováním nebo chybným ukončením.
Z hlediska analýzy programu na nižší úrovni je taktéž známo mnohem více informací. Jedná se 
například o dříve uvedené cíle nepřímých skoků a volání, ale také informace o tom, které části kódu 
byly provedeny, kolikrát byla zavolána určitá funkce a s jakými parametry atd. Na nejnižší úrovni pak  
jsou známy konkrétní hodnoty registrů nebo obsah paměti v určitém bodě vykonávání, a konečně 
v případě dynamicky generovaného nebo modifikovaného kódu je znám skutečně vykonávaný kód.
V této kapitole bude dynamická analýza studována podrobně. V následující podkapitole budou 
uvedeny nevýhody a problémy s ní spojené a nástiny jejich řešení. Poté budou podrobněji popsány 
nejdůležitější metody dynamické analýzy – instrumentace a emulace. V závěru budou také podrobněji 
popsány některé  důležité  existující  nástroje  pro dynamickou analýzu – Valgrind,  Qemu,  Codasip 
Simulator  a také instrumentační  nástroj  Pin,  jenž je  použit  jako hlavní  implementační  prostředek  
v rámci této práce.
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4.1 Problémy dynamické analýzy
I když bylo výše zmíněno mnoho přínosů a výhod dynamické analýzy nad statickou analýzou, na 
druhou stranu má dynamická analýza i neméně nevýhod. 
Hlavní nevýhodou je samotná nutnost spustit analyzovaný program. Toto může být v některých 
případech  problematické.  Analyzujeme-li program  určený  pro  nějakou  platformu  na zařízení 
postaveném na jiné platformě, není možné jej spustit přímo. Je nutné mít k dispozici prostředí, které 
ve všech směrech napodobí chování dané platformy. Nejšastěji se jedná o tzv. emulátor. Tento nástroj 
bude blíže popsán později.
Další problém nastává v případě, kdy analyzujeme škodlivý software (malware). Při dynamické 
analýze škodlivého programu je obvykle cílem analyzovat jeho škodlivé chování. Jeho spuštěním je 
však  možno  poškodit  systém,  na  kterém je  analýza  prováděna.  Proto  je  nutno  spustit  škodlivý 
program v nějakém izolovaném nebo chráněném prostředí.
Druhou nevýhodou dynamické analýzy je ovlivnitelnost spuštěného programu jeho analýzou. 
Dynamickou analýzu je možno provádět pouze za pomocí speciálních prostředků nebo metod. Ty 
mohou přímo zasahovat do běhu programu, modifikovat samotný program, nebo prostředí, ve kterém 
běží.  Častým požadavkem je  používat  co nejvíce  transparentní metody dynamické  analýzy,  tedy 
takové, které co nejméně ovlivňují běh a chování programu.
Třetí důležitou nevýhodou dynamické analýzy je nutnost a zároveň nemožnost  kompletního 
pokrytí kódu zkoumaného programu. Při jednom spuštění programu je totiž obvykle vykonána pouze 
malá část jeho kódu. To, která část programu se vykoná, závisí na jeho vstupu a případně dalších  
vnějších podmínkách.  Pokud je nutné provést  analýzu,  která vyžaduje  provedení  veškerého kódu 
programu, je nutné použít takový vstup, který zajistí co nejvyšší pokrytí kódu. Toto je však prakticky 
nemožné. Proto je nutné program spustit opakovaně, vždy s jiným vstupem, a postupně tak pokrývat 
různé části kódu.
K  vytvoření  vstupů  se  využívají  různé  techniky.  Nejjednodušší,  avšak  nejméně  efektivní  
možností je ruční vytvoření několika náhodných vstupů. K některým programům je pak dodáván test  
suite, což je soubor mnoha testovacích případů, zahrnujících právě různé vstupy. Ty slouží například 
k testování  programu  při  jeho  vývoji  nebo  distribuci,  k  odhalování  nefunkčností  nebo  chyb. 
Vlastností testů je právě snaha o co nejvyšší pokrytí kódu, což je pro účely dynamické analýzy možno  
využít.
Existují  také  pokročilé  techniky  k  nalézání  vhodných  vstupů.  Uveďme  například  techniku 
symbolic execution. Ta spočívá v nalezení symbolických větvení v programu (tj. podmíněných skoků 
závisejících přímo na vstupu) a vygenerování symbolických vstupů, pokrývajících všechny možnosti 
těchto větvení.  Tento problém řeší a implementuje nástroj KLEE. Více informací na toto téma je 
k dispozici v [16].
4.2 Instrumentace
Jako instrumentaci nazýváme techniku dynamické analýzy, při níž vkládáme speciální příkazy nebo 
úseky kódu do kódu programu. Jejich účelem je zaznamenávat určité události v rámci běhu programu 
nebo stav vykonávání programu. Tento vkládaný kód nazveme „trasovací kód“ (z angl. trace – stopa, 
stopovat).
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Nejjednodušším a zároveň nejznámějším příkladem instrumentace je vkládání ladicích výpisů 
do zdrojového kódu programu. Programátor během vývoje například vloží volání funkce  printf 
s výpisem stavu některých proměnných do části kódu programu, kde dochází k pádu programu. Tímto 
ověří, zda dané proměnné nabývají očekávaných hodnot. Jedná se tedy o nejjednodušší způsob ladění 
(debugování) programu.
Existuje několik úrovní i způsobů instrumentace. Při instrumentaci je většinou nutné nějakým 
způsobem  modifikovat  analyzovaný  program,  což  obnáší  právě  vložení  trasovacího  kódu. 
Instrumentace může probíhat na těchto úrovních:
• Instrumentace  zdrojového  kódu –  Programátor  ručně  vkládá  trasovací  kód  přímo 
do zdrojového kódu.  S tímto  způsobem souvisí  tzv.  aspektově orientované programování 
(aspect-oriented programming) [17]. Jedná se o paradigma, jehož cílem je oddělit určitou 
funkcionalitu, vyskytující se napříč všemi moduly a neoddělitelnou tradičním modulárním 
způsobem  programování.  Příkladem  takovéto  funkcionality  je  právě  trasovací  kód, 
vyskytující se v mnoha různých částech kódu a modulech.
• Instrumentace během kompilace – Kompilátor automaticky vkládá trasovací kód.
• Instrumentace binárního kódu – Modifikace spustitelného programu.
• Instrumentace za běhu (dynamická instrumentace) – Modifikace kódu přímo za jeho běhu 
(just-in-time). Tento způsob je z hlediska této práce významný. Využívá jej několik nástrojů, 
jako Valgrind a Pin. Více bude uvedeno v rámci popisu těchto nástrojů.
• Instrumentace  s  hardwarovou podporou –  Samotný  kód  programu  není  modifikován. 
S využitím  hardwarových  prostředků  je  program  za  běhu  přerušován  voláním  externích 
trasovacích funkcí.
Na vyšší úrovni abstrakce provádí trasovací kód nejčastěji ladicí výpisy do ladicí konzole nebo 
záznam vybraných důležitých událostí do logu. Na nižší úrovni pak zaznamenává volání jednotlivých 
funkcí,  hodnoty  proměnných  nebo  parametrů  apod.  Na  nejnižší  úrovni  se  pak  jedná  o  záznam 
jednotlivých prováděných instrukcí,  hodnot registrů v určitém bodu vykonávání,  stav celé paměti 
nebo její části.
Instrumentace má mnoho využití, zde jsou uvedeny nejdůležitější z nich [18]:
• Ladění programu, hledání chyb. Tento způsob využití již byl zmíněn. Předmětem je ziskání 
hodnot proměnných a posloupnosti vykovávání kódu (na úrovni volání funkcí, vyhodnocení 
podmíněných  skoků)  za  účelem  zjištění  posloupnosti  nebo  stavu  programu  vedoucích 
k chybě.  Speciálním  případem je  vkládání  asercí  (makro  assert jazyka  C).  Aserce  je 
podmínka,  která  během korektního běhu programu musí  vždy platit.  Při  jejímž nesplnění 
dojde k ukončení programu, provázeného chybovou hláškou.
• Ověřování a verifikace. Zde je cílem ověřit, zda se program chová skutečně tak jak má a 
jsou  splněny dané  předpoklady.  Příkladem je  záznam významných  událostí  (uzamčení  a  
uvolnění  sdíleného zámku)  včetně  času  jejich  výskytu.  Je  možné  takto  detekovat  souběh 
(race condition), uváznutí (deadlock) a podobné problémy.
• Měření výkonnosti. Cílem je zjistit, ve které části kódu program tráví nejvíce času, a tedy 
kterou část kódu je vhodné optimalozivat. Mnohdy platí, že ve velmi malé části kódu (cca  
10%)  tráví  program naprostou  většinu  času  (cca  90%)  -  tzv.  Paretovo  pravidlo.  Během 
dynamické analýzy je možno zaznamenávat, kolikrát byla volána každá funkce programu, a 
případně také kolik celkového času procesoru bylo stráveno vykonáváním konkrétní funkce.  
Je tak možné snadno zjistit úzká místa v programu, která jsou vhodná k optimalizaci.
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• Sledování chování programu. Jedná se o získávání obecných informací o tom, co program 
provádí. Obvykle jsou takto analyzovány neznámé programy (bez zdrojového kódu) a cílem 
je zjistit více o jejich chování (např. volání knihovních funkcí). Tato analýza se tedy provádí 
při zpětném inženýrství. Metody analýzy chování programu jsou součástí náplně této práce.
Metody využití instrumentace při zpětném inženýrství, sloužící k vylepšení výsledků zpětného 
překladače projektu Lissom, budou podrobněji zkoumány v rámci kapitoly 5.
4.3 Emulace
Emulace (z angl.  emulation) je napodobování chování jednoho systému jiným systémem. Může se 
jednat  o  napodobování  funkce  hardwarových  prostředků  (procesoru,  periferních  zařízení)  nebo 
softwarových funkcí  (např.  služby operačního systému).  Emulátor je nástroj  (typicky softwarový,  
případně také hardwarový), provádějící emulaci. 
V praxi je jako emulátor nejčastěji označován program, který umožňuje běh softwaru na jiné  
platformě (hardwaru, operačním systému), než pro kterou byl původně určen. Jako příklad uveďme 
emulátory herních konzolí, které umožňují běh her určených pro tyto konzole na osobním počítači. 
Hlavním přínosem a důvodem použití emulace je právě možnost spouštět programy na aktuálně 
dostupné  a  používané  platformě,  nezávisle  na  tom,  pro  kterou  platformu  jsou  určeny.  V mnoha 
případech totiž  může  být  daná  platforma  nedostupná.  V případě  herní  konzole  nemusíme  danou 
konzoli vlastnit. Pokud potřebujeme spustit program, určený pro starší a tedy aktuálně již nedostupný 
hardware či operační  systém,  je jedinou možností  právě využití  emulátoru.  Emulátory jsou hojně 
využívány  také  při  vývoji  softwaru.  Například  aplikaci  pro  mobilní  zařízení  je  možno  vyvíjet  a 
zároveň i  testovat  a  ladit  na  osobním počítači.  Emulace  je  také využitelná pro účely dynamické 
analýzy, což je hlavní důvod jejího studia v této práci.
Emulace  může  probíhat  na  několika  úrovních.  Nejkomplikovanější  je  emulace  kompletní 
platformy,  zahrnující  emulaci  procesoru,  paměťového  subsystému,  zobrazovacího  a  zvukového 
zařízení a dalších periferních zařízení. Emulovány však mohou být jednotlivá hardwarová zařízení  
(např. virtuální optická mechanika), či chování určitých softwarových prostředků. Na nejnižší úrovni 
se pak jedná například o emulaci speciálních instrukcí procesoru, které nejsou v použitém procesoru 
implementovány. V minulosti se především jednalo o operace v plovoucí řádové čárce.
Dále bude studium zaměřeno na emulaci činnosti procesoru, jenž bude z pohledu dynamické 
analýzy klíčová.  Předmětem je  zde provádění  instrukcí  strojového kódu programu.  Uveďme dvě 
základní techniky emulace činnosti procesoru:
1. Přímá  interpretace  instrukcí. Emulátor  zde  zastupuje  kompletní  činnost  procesoru,  což 
zahrnuje načtení a dekódování instrukce, její provedení, práci s registry a pamětí, modifikaci 
příznaků. Takovéto emulátory jsou nazývány též simulátory.
2. Dynamický  překlad instrukcí. Emulátor  během vykonávání  programu převádí  instrukce 
tohoto  programu  do  instrukcí  proveditelných  na  procesoru,  na  kterém  emulátor  běží. 
Následně jsou tyto instrukce na procesoru přímo provedeny. Důležité je, aby chování těchto  
instrukcí  bylo  zcela  ekvivalentní  instrukcím  původního  programu.  Dynamický  překlad 
využívá například nástroj QEMU. Pin a Valgrind jej používají pro účely instrumentace. 
Emulace má samozřejmě i mnoho nevýhod:
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• Rychlost emulace. Jakýkoli program obecně běží v emulátoru mnohokrát pomaleji. 
S interpretací i dynamickým překladem je totiž spojená značná režie. Pro praktické 
využití  proto emulace může být  nepoužitelná.  U emulace starších a mnohonásobně 
pomalejších procesorů však toto problém není. Pro účely dynamické analýzy je nízká 
rychlost akceptovatelná.
• Přesnost emulace. Ne vždy je možné napodobit chování nějakého systému naprosto 
přesně. Při vývoji emulátoru nemusí být zcela známy všechny aspekty dané platformy,  
pokud chybí její kompletní specifikace, a/nebo musí být zkoumána s pomocí metod 
zpětného inženýrství.
• Detekovatelnost emulátoru. Proprietární software, určený pro běh pouze na zařízení, 
pro  který  je  určen,  může  být  chráněn  proti  spuštění  na  emulátoru.  Využívá  tedy 
techniky pro detekci emulovaného prostředí.  Stejně tak může být chráněn škodlivý 
program proti jeho dynamické analýze. Ten při detekci emulátoru změní své chování, 
nebo odmítne provést obvyklé operace.
Využití  emulace v oblasti  dynamické analýzy spočívá v možnosti  jednoduše monitorovat a 
zaznamenávat  chování  programu.  Narozdíl  od  instrumentace  není  nutno  jakýmkoli  způsobem 
modifikovat jeho kód. Emulátor plně řídí vykonávání  programu, a může tedy během své činnosti  
provádet libovolné dodatečné operace.
Rovněž hraje emulace důležitou roli při analýze škodlivého softwaru. Škodlivý program, jak 
bylo dříve uvedeno,  není možné z bezpečnostních důvodů spustit přímo pod systémem provádějícím 
analýzu. Škodlivý program je proto spouštěn v izolovaném (sandbox), virtualizovaném, nebo právě 
emulovaném  prostředí.  Jedním  z  nástrojů,  provádějícím  automatizovanou  dynamickou  analýzu 
škodlivých programů za využití emulace, je například TTAnalyze [19].
4.4 Nástroje pro dynamickou analýzu
V této  podkapitole  budou  podrovněji  popsány některé  vybrané  významné  existující  nástroje  pro 
dynamickou analýzu.
4.4.1 Valgrind
Valgrind je framework pro dynamickou instrumentaci binárních programů (DBI – Dynamic Binary 
Instrumentation). Je především využíván pro hledání chyb v programech a profilování. Valgrind je 
možno  provozovat  na  více  architekturách  (x86,  Power  PC,  ARM,  MIPS),  je  však  omezen 
na Linuxové systémy,  případně Mac OS, FreeBSD a Android. Neexistuje verze pro Windows.  Je 
šířen jako open source pod licencí GPL. Informace byly čerpány z webu [20] a dokumentu [21].
Valgrind je tvořen jádrem,  vyžadujícím použití  některého nástroje (plug-inu). Tento nástroj 
provádí konkrétní instrumentaci a jádro pro tento účel poskytuje prostředky. Je tedy možné vyvíjet  
libovolné  nástroje  pro  dynamickou  analýzu  využívající  Valgrindu.  Několik  široce  používaných 
nástrojů je dodáváno s Valgrindem přímo – jedná se především o nástroj  Memcheck.  Jeho hlavní 
úlohou  je  hledání  chyb  týkajících  se  práce  s pamětí  v programu.  Tento  nástroj  je  rovněž  použit 
implicitně při spuštění Valgrindu a zpočátku byl  vůbec Valgrind vyvíjen jako nástroj pro hledání  
chyb práce s pamětí.
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Nástroj Memcheck detekuje nesprávné přístupy do paměti (např. mimo alokovanou oblast),  
použití  neinicializovaných  proměnných,  a  především  problémy  spojené  s  dynamickou  alokací  a  
dealokací paměti. S jeho pomocí je možno odhalit například úniky paměti (memory leaks) způsobené 
neuvolněním paměti. Nástroj Cachegrind poskytuje profilování vyrovnávací paměti (cache). Nástroj 
Helgrind detekuje problémy ve vícevláknových aplikacích způsobené špatnou synchronizací vláken.
Valgrind pracuje na principu dynamické rekompilace binárního kódu. Instrukce analyzovaného 
programu jsou nejprve převedeny do vnitřní reprezentace, což je platformově nezávislý kód funkčně 
ekvivalentní původnímu. Nad tímto kódem je provedena instrumentace – do kódu je vkládán nový 
kód, provádějící operace nutné k dynamické analýze. Konkrétní instrumentaci provádí právě použitý 
nástroj.  Modifikovaný vnitřní  kód je  poté  převeden do  kódu v  původní  instrukční  sadě  a  ten je  
vykonán. Valgrind zcela řídí běh analyzovaného programu a za jeho běhu překládá právě vykonávaný 
blok instrukcí. Podobný princip využívá i nástroj PIN, v jehož kontextu bude popsán podrobněji.
Důležitou vlastností Valgrindu, odlišující jej od jiných podobných nástrojů, je podpora shadow 
values [22].  Jedná  se  o  schopnost  udržovat  ke  každému  registru  a  ke  každé  hodnotě  v  paměti  
dodatečnou informaci. Tato schopnost výrazně podporuje obecně vytváření nástrojů sloužících pro 
detekci chyb. V rámci nástroje Memcheck jsou takto uchovávány např. informace o tom, zda daná  
hodnota byla  inicializovaná nebo ne.  Dalším příkladem využití  je  sledování  hodnot pocházejících 
z vnějších nedůvěryhodných zdrojů (tainted values).
4.4.2 QEMU
QEMU je emulátor a virtualizační nástroj [23]. Poskytuje emulaci mnoha hardwarových platforem 
(x86,  PowerPC,  Sparc,  ARM  a  jiné)  včetně  mnoha  běžných  periferních  zařízení.  QEMU  tedy 
umožňuje emulaci kompletního virtuálního počítače a provoz operačního systému s uživatelskými  
programy.
QEMU  využívá  pro  emulaci  dynamický  překlad  instrukcí  emulovaného  kódu  do  vnitřní 
reprezentace a z ní pak do instrukcí architektury, na které QEMU běží. Tyto instrukce jsou poté přímo 
provedeny. Princip je tedy obdobný jako v případě nástrojů Valgrind. Existuje také možnost QEMU 
využít  jako  samotný  virtualizační  nástroj,  kdy  k  dynamickému  překladu  nedochází  a  kód  je 
vykonáván přímo na procesoru.
Pod Linuxovými  systémy je možno QEMU využít  i  pro spouštění  samostatných programů 
určeného  pro  jiný  procesor.  V tomto  případě  dochází  pouze  k  emulaci  kódu  programu,  veškerá  
systémová volání jsou překládána a provedena přímo v operačním systému.
Ačkoli dynamická analýza není primárním určením QEMU, lze jej pro tyto účely využít. Běh 
emulovaného programu je řízen QEMU, lze tedy vykonávat jakékoli dodatečné operace při provádění 
jednotlivých  instrukcí  nebo  bloků  instrukcí  programu.  Případně  je  možné  během  dynamického 
překladu  kód  instrumentovat.  Existuje  mnoho  využití  modifikovaných  verzí  QEMU  za  účelem 
dynamické analýzy,  například TTAnalyze  [19]  nebo Howard [24].  Rovněž existují  implementace 
instrumentačního rozhraní (API) v rámci QEMU [25]. Tímto způsobem je možno vyvíjet uživatelské 
nástroje pro dynamickou analýzu, podobně jako v případě Valgrindu.
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4.4.3 Codasip Simulátor
V rámci  projektu Lissom je  vyvíjen  Codasip® framework [26].  Jedná se o integrované vývojové 
prostředí pro návrh a vývoj procesorů s aplikačně specifickými instrukčními sadami a aplikací pro ně.  
Součástí  tohoto  prostředí  je  automatické  generování  vývojových  nástrojů  pro  daný  procesor  – 
assembler, dissasembler, překladač jazyka C a především simulátor.
V  současné  době  jsou  velmi  rozšířená  zařízení  využívajících  procesory  s  aplikačně 
specifickými instrukčními sadami. Jedná se například o multimediální zařízení zpracovávající video a  
zvuk nebo síťová zařízení. Procesory těchto zařízení a jejich instrukční sady jsou specializované pro  
jejich konkrétní aplikaci, převším z důvodu rychlosti a nízké spotřeby. Společně s rozšířením těchto  
zařízení nastala potřeba vyvíjet pro ně nové procesory.  Jejich vývoj by měl být rychlý a ne příliš  
drahý.  Nutné je  proto  mít  k  dispozici  vhodný nástroj  pro  testování  a  optimalizaci  jak procesoru 
samotného, tak vyvíjené aplikace. Takovýmto prostředkem je právě simulátor. Informace k tomuto 
simulátoru byly čerpány z [27].
Hlavní  funkcí  simulátoru  generovaného  v  rámci  Codasip  frameworku  je  testování  a  
optimalizace procesoru a aplikací vyvíjených pro něj. Slouží k nalézání chyb a hledání úzkých míst  
z hlediska  rychlosti.  Důležitou  součástí  simulátoru  je  profiler –  nástroj,  jenž  za  běhu  aplikace 
zaznamenává informace z oblasti výkonnosti (např. počet vykonání určité instrukce či typu instrukce, 
počty čtení a zápisů do paměti nebo registrů atd). Profilování může probíhat na různých úrovních.
Simulátor je automaticky generován na základě popisu procesoru v jazyce ISAC. Existují tři 
typy simulátorů  – interpretovaný,  kompilovaný a  translátovaný.  Interpretovaný simulátor  provádí 
přímou  interpretaci  instrukcí  programu.  Je  to  nejpomalejší  typ  simulátoru,  avšak  může  provádět 
libovolný  zadaný  program.  Kompilovaný  simulátor  je  vygenerován  společně  se  simulovaným 
programem. Program je staticky přeložen do kódu v jazyce C, který je přeložen a vykonáván v rámci 
simulace.  Rychlost  simulace je  mnohokrát  vyšší,  neboť není  nutné za běhu provádět  dekódování  
instrukcí  a další  činnosti  spojené s interpretací.  Variantou kompilovaného simulátoru je simulátor 
kompilovaný za běhu.  Ten běží  jako interpretovaný simulátor,  přičemž  za běhu jsou detekovány 
frekventovaně prováděné části kódu, které jsou přeloženy. Narozdíl od statického překladu je možno  
takto simulovat program modifikující svůj kód za běhu. Translátovaný simulátor je staticky překládán 
se simulovaným programem, stejně jako kompilovaný. Liší se od něj tím, že místo každé instrukce  
zvlášť je překládán celý základní blok instrukcí najednou. Tím je dosaženo vyšší rychlosti simulace.  
I zde existuje varianta simulátoru kompilovaného za běhu.
Zde uvedený simulátor  je  možno  uplatnit  i  v  oblasti  dynamické  analýzy.  Samotná  činnost 
profilování  je  činnost  podobná  dynamické  analýze.  Profiler  je  přímou  součástí  simulátoru,  svou 
činnost  vykonává  během  simulace  mikroarchitektury  procesoru,  a  tedy  není  nutné  jakkoli 
modifikovat  analyzovaný  program.  Podobným  způsobem  je  možno  simulátor  využít  i  k  jiné 
dynamické analýze, například zaznamenávání hodnot registrů, volání funkcí atd. Musí být k tomu 
provedena příslušná modifikace simulátoru.
V jazyce ISAC jsou popsány i běžně rozšířené architektury procesorů, jako MIPS, ARM, Intel 
x86. Je tedy možné vygenerovat simulátor i pro tyto architketury a využívat jej k dynamické analýze.
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4.4.4 Pin
Pin  -  A  Dynamic  Binary  Instrumentation  Tool je  instrumentační  nástroj,  vyvíjený  a  dodávaný 
společností Intel®. Více informací je k nalezení na [28], studie tohoto nástroje vychází z dokumentu 
[29].
Pin je vyvíjen jako multiplatformní nástroj jak z hlediska architektury procesoru (podporovány 
jsou  architektury  Intel  x86,  Intel  x86-64  a  Intel  Itanium®),  tak  z  hlediska  operačních  systémů 
(podporovány jsou Linux, Microsoft Windows, Mac OS a Android).
Hlavním cílem Pinu je snadné vytváření  uživatelských instrumentačních nástrojů.  Takovýto 
nástroj se nazývá pintool, a využívá aplikační rozhraní (API – application interface) Pinu. 
Více o kompletním principu a schématu instrumentace pomocí Pinu bude popsáno dále. Bude 
zde také uveden jednoduchý příklad zdrojového kódu pintoolu.
4.4.4.1 Princip funkce  a vnitřní struktura Pinu
Pin provádí instrumentaci pomocí dynamického překladu binárního kódu. Tento proces provádí tzv.  
just-in-time compiler. Narozdíl od emulace je kód v dané instrukční sadě překládán opět do kódu ve 
stejné instrukční sadě, a to přímo, bez využití jakékoli interní reprezentace kódu. Přeložený kód je 
doplněn o dodatečný kód provádějící dynamickou analýzu. 
Instrumentace je prováděna transparentním způsobem. To znamená, že chování programu je 
plně  zachováno.  Původní  kód  programu  zůstává  zcela  nezměněn,  navíc  prováděný  kód  pracuje 
se zcela stejnými hodnotami registrů obsahem a paměti, jako kdyby běžel přímo.
Dynamický překlad,  na  rozdíl  od statického překladu,  se dokáže vypořádat  s  následujícími  
dvěma problémy.  Prvním problémem je nemožnost  rozeznat  kód a data,  jenž se mohou společně 
nacházet v jedné sekci. S tímto přímo souvisí také problém variabilní délky instrukcí na architektuře 
x86, a schopností jednoznačně rozeznat začátek a konec instrukce. Druhým problémem je dynamická 
modifikace a generování kódu. Takovýto kód lze postihnout pouze za běhu programu.
Dynamická analýza pomocí Pinu sestává ze tří aplikací. Jednou z nich je samotný analyzovaný 
program.  Druhou a třetí  je  pak Pin a uživatelský instrumentační  nástroj  – pintool.  Pin je jádrem 
analýzy a řídí ji. Struktura dynamické analýzy a vnitřní struktura Pinu je uvedena na obrázku 4.1.
Hlavní  částí  Pinu je  virtuální  stroj  (Virtual  Machine),  řídicí  běh analyzovaného  programu. 
Jejími součástmi jsou Just-in-time compiler, emulační jednotka a Dispatcher. 
Při  spuštění  analýzy  získá  PIN  kontrolu  nad  analyzovaným  programem  a  začne  provádět 
dynamický  překlad  od  jeho  vstupního  bodu.  Přeložen  je  vždy najednou  sled  několika  instrukcí, 
zakončený instrukcí měnící tok řízení (přímý či nepřímý skok, volání apod.). Tento sled se nazývá 
trace. Dispatcher předává řízení přeloženému kódu. Jakmile je tento kód proveden, je řízení vráceno 
Pinu, který provede dynamický překlad instrukcí, začínajících na cílové adrese provedeného skoku 
nebo volání. Emulační jednotka provádí některé instrukce, jenž není možné přeložit přímo, například 
systémová volání.
Veškerý přeložený kód je ukládán do vyrovnávací  paměti  Code Cache z  důvodu rychlosti. 
Pokud je některý kód vykonáván vícekrát, je brán přímo z této paměti. Kód, který dříve ještě nebyl  
proveden,  včetně dynamicky generováno či  modifikovaného kódu,  je vždy dynamicky překládán.  
Nikdy tedy není přímo vykonán původní fyzický kód analyzovaného programu.
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Pin běží nad operačním systémem jako jakýkoli uživatelský program. Dokáže tedy analyzovat 
pouze uživatelský kód, což je samotný binární program a dynamicky linkované knihovny.
Poslední částí Pinu je jednotka instrumentačního aplikačního rozhraní. Toto rozhraní využívá 
pintool.
4.4.4.2 Dynamická analýza pomocí Pinu
Veškerou  dynamickou  analýzu  zajišťuje  pintool.  Ten  se  skládá  ze  dvou  hlavních  typů  funkcí  – 
instrumentační fuknce a analyzační funkce. 
Instrumentace je založena na vkládání  volání  analyzačních funkcí  do kódu programu.  Tyto 
funkce jsou tedy volány za běhu analyzovaného programu (například vždy před provedením určité 
instrukce)  a  provádějí  libovolnou,  uživatelem  definovanou  akci  (například  zvýšení  počítadla 
provedení dané instrukce). Analyzační funkce mohou být volány s dodatečnými parametry. Mohou to 
být jednak údaje z kontextu programu (aktuální hodnoty registrů), uživatelem definované konstantní 
hodnoty.
Instrumentační funkce jsou volány během dynamického překladu. V těchto funkcích dochází 
k rozhodování,  které  instrukce  či  větší  celky je  potřeba  instrumentovat,  a  k  těmto  instrukcím či 
celkům je vloženo volání analyzační funkce se zadanými parametry.
Instrumentace i analýza může probíhat na několika úrovních. Na nejnižší úrovni se jedná právě 
o  vkládání  volání  k  jednotlivým instrukcím.  Na  vyšší  úrovni  se  pak  jedná  o  celý  sled  instrukcí 
(Trace). Lze ale instrumentovat i větší celky – celé funkce programu (Routine) nebo binární jednotky 
(Image) – program a knihovny.
Níže je uveden příklad zdrojového kódu velmi jednoduchého pintoolu:
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Obr. 4.1: Schéma dynamické analýzy a vnitřní struktura Pinu [29]
FILE *trace;
// Print a memory write record
VOID RecordMemWrite (VOID *ip, VOID *addr, UINT32 size) {
    fprintf(trace, "%p: W %p %d\n", ip, addr, size);
}
// Called for every instruction
VOID Instruction (INS ins, VOID *v) {
    // instruments memory writes
    if (INS_IsMemoryWrite(ins))
        INS_InsertCall(ins, IPOINT_BEFORE, AFUNPTR(RecordMemWrite),
        IARG_INST_PTR, IARG_MEMORYWRITE_EA, IARG_MEMORYWRITE_SIZE,
        IARG_END);
}
int main (int argc, char *argv[]) {
    PIN_Init(argc, argv);
    trace = fopen("trace.out", "w");
    INS_AddInstrumentFunction(Instruction, 0);
    PIN_StartProgram(); //Never returns
    return 0;
}
Příklad 4.1: Zdrojový kód jednoduchého pintoolu
Výše  uvedený  pintool  provádí  záznam všech  zápisů  do  paměti  do  souboru  trace.out. 
Je zaznamenána adresa instrukce provádějící zápis do paměti, adresa paměti a velikost zapsaných dat.
Funkce main() je volána před spuštěním analyzovaného programu. Provádí inicializaci Pinu 
a registraci instrumentačních funkcí. Funkce Pin_StartProgram() spustí program.
Funkce Instruction() je instrumentační funkce, volaná během dynamického překladu pro 
každou  jednotlivou  instrukci.  Je  registrována  funkcí  INS_AddInstrumentFunction(). 
Její sémantika je následující:  „Pokud daná instrukce provádí  zápis do paměti,  vlož volání  funkce  
RecordMemWrite() před tuto instrukci, a to s těmito parametry: adresa dané instrukce, efektivní  
adresa paměti  zápisu a šířka zapsaných dat“.  Pokud bychom potřebovali  nějakou instrumentační 
funkci  volat  pro  každý  sled  instrukcí  (trace),  registrovali  bychom  ji  funkcí 
TRACE_AddInstrumentFunction(),  a  analogicky  volání  analyzační  funkce  pro  tento  sled 
funkcí TRACE_InsertCall(). 
4.4.4.3 Další vlastnosti Pinu
Veškeré náležitosti spojené s vkládáním volání analyzačních funkcí a zajištěním transparence jsou 
zcela v režii Pinu. Pin automaticky zajišťuje například uchování všech registrů. Jak již bylo uvedeno, 
hlavním cílem Pinu je jednoduchost  vytváření  nástrojů pro dynamickou analýzu a vysoká úroveň 
abstrakce.
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Aplikační rozhraní je koncipováno jako nezávislé na konkrétní architektuře či instrukční sadě 
procesoru. Zdrojový kód pintoolu je tak plně přenositelný (za předpokladu, že nevyužívá aspekty 
některé  konkrétní  architektury).  Mnohé  funkce  aplikačního  rozhraní  jsou  založené  na  obecných 
principech všech architektur.  Například v příkladu 4.1 volaná funkce  INS_IsMemoryWrite() 
pouze určuje, zda daná instrukce přistupuje do paměti, a to přímo (např. instrukce  MOV,  STORE) , 
nebo v rámci jejího vedlejšího efektu (např. instrukce PUSH, zapisující na zásobník).
Pomocí Pinu lze do jisté míry (záměrně) modifikovat chování analyzovaného programu. Pin a 
analyzovaný program sdílí společný adresový prostor, proto je možné libovolně modifikovat paměť 
programu. Je také možno měnit obsah registrů v rámci analyzačních funkcí.
Schopností  Pinu  je  také  připojit  se  k  již  běžícímu  procesu  (podobně  jako  debugger)  a  
analyzovat jej, stejně tak je možné se kdykoli odpojit.
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5 Návrh metod pro využití dynamické 
analýzy při zpětném překladu
Obsah této kapitoly je klasifikován jako utajený, viz licenční ujednání.
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6 Implementace
Obsah této kapitoly je klasifikován jako utajený, viz licenční ujednání.
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7 Výsledky a jejich zhodnocení
V této kapitole bude diskutován přínos dynamické analýzy ke zlepšení výsledků zpětného překladu. 
Rovněž  budou  zhodnoceny  její  výsledky,  především  přesnost  a  správnost  získaných  informací. 
Největší část této kapitoly bude věnována analýze strukturovaných datových typů. Poslední část této 
kapitoly  se  zabývá  měřením  výkonnosti  nástroje  z  hlediska  časové  a  paměťové  náročnosti. 
Následující  část  popisuje  přínos  dynamické  analýzy  v  ostatích  oblastech  a  představuje  řešení  
problémů popsaných v kapitole 3.3.
V příkladu 3.7 v kapitole 3.3.1 je uveden zdrojový kód jednoduchého programu, přeloženého 
překladačem Open Watcom a zbaveného ladicích informací. Příklad 3.8 uvádí neúspěšný výsledek 
jeho zpětného překladu, kde jedna z funkcí nebyla správně detekovaná a obě funkce byly sloučeny 
do jedné. Použití  dynamické analýzy umožňuje správnou detekci obou funkcí.  Pokud jsou funkce 
za běhu volané, jejich adresa je pro zpětný překladač dostupná. Následující příklad úvádí srovnání  
výsledků zpětného překladu programu z příkladu 3.7 bez využití a s využitím dynamické analýzy.
def function_401010(a):
  global jambul
  global lychee
  # 0x401010
  function_40104d(0)
  lychee = jambul + lychee
  function_4010c0("Soucet je %d\n")
  function_40104d(90630176)
  jambul = 
    function_4010f0(result, 90630176)
  lychee = 5
  jambul = function_401010(lynchee)
  result = jambul
  return result
def function_401010(a):
  global lychee
  function_40104d(0)
  lychee = a + lychee
  function_4010c0("Soucet je %d\n")
  return lychee
def function_40102d(lulita)
  global blackberry
  function_40104d(0)
  blackberry = function_4010f0(0)
  apple = 5
  blackberry = function_401010(apple)
  result = blackberry
  return result
Výsledek bez dynamické analýzy Výsledek s dynamickou analýzou
Příklad 7.1: Výsledky zpětného překladu kódu z příkladu 3.7
Výsledek s dynamickou analýzou je přesnější a srozumitelnější. Obsahuje dvě různé funkce, 
které se v původním zdrojovém kódu skutečně nacházely.
Dynamická analýza má v této oblasti  ještě jeden přínos – napomáhá správné synchronizaci  
dekodéru instrukcí (viz příklad 5.3). Překladač Open Watcom je jeden z těch, který některé funkce  
zarovnává  a  mezeru  mezi  koncem  předchozí  a  začátkem  nové  funkce  vyplní  nulovými  bajty.  
V případě zde uváděného programu se tento jev vyskytoval  pouze u staticky linkovaných funkcí.  
Ačkoli  by  ve  výsledku  být  neměly,  dynamická  analýza  zde  taktéž  pomohla  se  správným 
dekódováním jejích instrukcí.
Ostatní  případy  a  příklady  přínosů  dynamické  analýzy  již  byly  zmíněny  v  předchozích 
kapitolách (5 a 6) při příležitosti popisu implementace nebo návrhu určitých metod. Nebudou zde 
proto opětovně zmiňovány. Řešení problému popsaného v kapitole 3.3.2 (analýza datových typů) je 
popsáno podrobně v kapitole 7.1.1. Řešení problému z kapitoly 3.3.3 (analýza parametrů funkcí)  již 
bylo znázorněno v příkladu 6.2.
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7.1 Typová analýza
Hlavním cílem a důvodem implementace dynamické typové analýzy je výrazné zlepšení výsledků 
zpětného překladu.  Přínos  zde  má  dva  hlavní  efekty:  1)  Vnitřní  datové  struktury programu jsou 
známy a 2) Ve výsledném kódu mají přístupy k těmto strukturám vysokoúrovňovou podobu.
Souběžně s vývojem dynamické typové analýzy v rámci této diplomové práce byla vyvíjena 
také statická typová analýza, a to v rámci doktorského studia Ing. Petera Matuly. V závěrečné fázi 
této diplomové práce dosáhla statická analýza dostatečné úrovně k jejímu praktickému použití. Je  
proto možné v této kapitole prezentovat a porovnávat její výsledky.
V podkapitole 7.1.1 bude demonstrováno zlepšení podoby výsledného kódu. Bude zde uveden 
rozdíl mezi kódem zcela bez typové analýzy a kódem s typovou analýzou. Poté bude uveden rozdíl  
mezi  výsledkem použití  statické  a  dynamické  analýzy.  Podkapitola  7.1.2  se  věnuje  zhodnocení 
výsledků  a  úspěšnosti  dynamické  typové  analýzy.  Ta  byla  otestována  na  mnoha  jednoduchých, 
složitějších i reálných programech. Pro jednodušší příklady je rovněž uvedeno srovnání se statickou 
analýzou. 
7.1.1 Zlepšení výsledků zpětného překladu
Veškeré výsledky zpětného překladu uvedené v této kapitole jsou ve výstupním jazyce C. Ukázkové 
programy byly přeloženy překladačem gcc verze 4.6.2 bez optimalizací na archikekruře x86 32-bit a 
operačním systému Windows.
V  příkladu  7.2  je  uveden  kód  jednoduchého  ukázkového  programu,  který  pracuje  se 
strukturovaným typem.
int main(void) {
    struct s *x = malloc(sizeof(struct s));
    x->b = rand();
    x->c = (char) rand();
    x->f = rand();
    for (int i=0; i<4; i++)
        x->e[i] = rand();
    return 0;
    }
struct s {
    int b;
    char c;
    float f;
    int e[4]
}
Příklad 7.2: Program s jednoduchým strukturovaným typem a přístupy do něj
V následujících dvou příkladech (7.3 a 7.4) jsou uvedeny výsledky zpětného překladu tohoto 
programu. Výsledek využívající typovou analýzu je mnohem kvalitnější a také čitelnější.
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    int main(int argc, char **argv) {
        int32_t * mem = malloc(28);
        *mem = rand();
        *(int8_t *)(mem + 4) = (int8_t)rand();
        *(float32_t *)(mem + 8) = (float32_t)rand();
        int32_t banana = mem + 12;
        for (uint32_t i = 0; i < 4; i++)
            *(int32_t *)(banana + 4 * i) = rand();
        return 0;
}
Příklad 7.3: Výsledek zpětného překladu bez použití typové analýzy
int main(int argc, char **argv) {
    struct struct_0 * mem = 
        (struct struct_0 *)malloc(28);
    mem->e0 = rand();
    mem->e1 = rand();
    mem->e2 = rand();
    for (uint32_t i = 0; i < 4; i++) {
        mem->e3[i] = rand();
    }
    return 0;
}
struct struct_0 {
    int32_t e0;
    int8_t e1;
    float32_t e2;
    float32_t e3[4];
};
Příklad 7.4: Výsledek zpětného překladu s využitím dynamické typové analýzy
V příkladu 7.5 je uvedena část jednoduchého testovacího programu, využívajícího relativně 
složitý strukturovaný typ. Ukazatel na něj je předáván jako parametr uvedené funkce, fyzicky se daná 
struktura nachází na zásobníku volající funkce. 
struct t {
   int f1;
   int f2;
   int f3;
};
struct s {
   int b;
   char c;
   struct t d[4];
   float f;
   float e[4];
}; 
void print(struct s *x) 
{
   printf("%d %c %f", x->b, x->c, x->f);
   int i;
   for (i=0; i<4; i++) {
     printf("%d %d %d %c", x->d[i].f1, x->d[i].f2, x->d[i].f3, x->e[i]);
   }
}
Příklad 7.5: Složitější strukturovaný typ a funkce pro práci s ním
V příkladech 7.6 a 7.7 je uveden výsledný strukturovaný typ ze statické i dynamické analýzy a 
také v obou případech výsledný kód. Nelze přehlédnout, že obě struktury struct_0 a struct_1 
byly v případě statické analýzy rozpoznány špatně. Toto také vede k nekorektnímu výslednému kódu.  
Dochází zde k přístupu k elementům s indexem 0 – 3 u polí e2 a e3, které mají jen 1, resp. 2 prvky. 
Výsledek z dynamické analýzy je naopak správný, také výsledný kód funkčně odpovídá původnímu.
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struct struct_1 {
    int32_t e0;
    int32_t e1;
};
struct struct_0 {
    int32_t e0;
    int8_t e1;
    struct struct_1 e2[1];
    float64_t e3[2];
    int8_t e4[24];
    float32_t e5;
    float32_t e6[2];
};
int32_t _print(struct struct_0 * apple) {
    printf("%d %c %f", apple->e0, apple->e1, apple->e5);
    // branch -> 0x4013c9
    int32_t chars_printed; // bp+10
    for (uint32_t i = 0; i < 4; i++) {
        float32_t banana = apple->e6[i]; // 0x4013d2
        float64_t lemon = apple->e3[i]; // 0x4013ea
        int32_t plum = apple->e2[i].e1; // 0x401400
        int32_t orange = apple->e2[i].e0; // 0x401416
        chars_printed = printf("%d %d %d %c", orange, plum,
                            (int32_t)lemon, (int8_t)banana);
        // loop 0x4013c9 end
    }
    // 0x40143d
    return chars_printed;
}
Příklad 7.6: Výsledek zpětného překladu s použitím statické typové analýzy
struct struct_1 {
    int32_t e0;
    int32_t e1;
    int32_t e2;
};
struct struct_0 {
    int32_t e0;
    int8_t e1;
    struct struct_1 e2[4];
    float32_t e3;
    float32_t e4[4];
};
int32_t _print(struct struct_0 * apple) {
    printf("%d %c %f", apple->e0, apple->e1, apple->e3);
    // branch -> 0x4013c9
    int32_t chars_printed; // bp+10
    for (uint32_t i = 0; i < 4; i++) {
        float32_t banana = apple->e4[i]; // 0x4013d2
        int32_t lemon = apple->e2[i].e2; // 0x4013ea
        int32_t plum = apple->e2[i].e1; // 0x401400
        int32_t orange = apple->e2[i].e0; // 0x401416
        chars_printed = printf("%d %d %d %c", orange, plum, lemon,
                            (int8_t)banana);
        // loop 0x4013c9 end
    }
    // 0x40143d
    return chars_printed;
}
Příklad 7.7: Výsledek zpětného překladu s použitím dynamické typové analýzy
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Výše  uvedené  příklady  demonstrovaly  nepřesnost  současných  výsledků  statické  analýzy  a 
naopak přesnost analýzy dynamické. Je možno namítnout, že statická analýza je stále ve fázi vývoje a 
tedy její současné výsledky nejsou směrodatné a mohou se do budoucna zlepšit. To je sice pravda, ale  
vždy zde budou existovat případy typů zcela nebo téměř nerozpoznatelných statickou analýzou. Jedná 
se například o obtížné určení typu ukazatele statickou metodou.
7.1.2 Přesnost a úspěšnost typové analýzy
Při vývoji typové analýzy (a nyní také pro její vyhodnocení) byly použity tři typy programů:
1. Programy určené ryze pro vývojové a testovací účely. Jsou velice jednoduché a obsahují vždy 
jeden příklad méně či více složitého strukturovaného typu. Představují tak jeden z řešených 
problémů v oblasti typové analýzy.
2. Programy vytvořené jako projekty v rámci  studia na VUT FIT. Značnou výhodou těchto 
programů je  jejich jednoduchost,  ale  především dobrá znalost  a  „účelovost“ používaných 
datových struktur. Jejich typová analýza je relativně snadná.
3. Reálné  aplikace.  Jejich  analýza  je  skutečným cílem praktického  použití  typové  analýzy.  
Obtíže  zde  spočívají  v  ne  tak  dobrém  povědomí  o  vnitřních  datových  strukturách. 
K některým aplikacím nemusí být zdrojový kód dostupný, nebo jsou příliš složité. Proto je 
zde mnohem obtížnější rozhodnutí správnosti výsledků jejich analýzy. Budoucí vývoj typové 
analýzy se bude zaměřovat především právě na reálné aplikace. 
Název a popis příkladu Výsledek statické analýzy Výsledek dyn. analýzy
struct-local-by-ref
Jednoduchá struktura na zásobníku
předávána dvěma funkcím ukazatelem
Rozpoznány dvě struktury, 
jedna správně, druhá neúplná
Rozpoznáno správně
struct-local-by-ref
Jednoduchá struktura na zásobníku
předávána a vrácena hodnotou
Rozpoznáno pouze předávání 
jednotlivých prvků struktury
Rozpoznáno správně.
Nebyl ale detekován návrat 
struktury hodonotou
complex-malloc
Složitější struktura dynamicky 
alokovaná
Rozpoznáno nesprávně 
(podobný problém jako v 
příkladu 7.2)
Rozpoznáno správně
deep-sasas-malloc
Velmi složitá struktura se zanořenými 
strukturami s poli dynam. alokovaná
Rozpoznáno správně Rozpoznáno správně
array-local-by-ref
Pole int[20] na zásobníku 
předávané funkci ukazatelem
Rozpoznán pouze ukazatel typu 
int ke kterému se přistupuje, ne 
fyzické pole na zásobníku
Rozpoznáno správně
array-struct
Pole 10 jednoduchých struktur 
umístěných v datové sekci
Struktura nerozpoznaná správně 
a nedetekováno pole struktur
Rozpoznáno správně
(společně s neuživatelskými 
proměnnými v datové sekci)
malloc-array
Pole float[20] dynamicky alokované
Pole rozpoznáno jako ukazatel, 
což je v tomto případě přijatelné
Rozpoznáno správně
Tabulka 7.1: Vyhodnocení a srovnání typové analýzy pro testovací příklady
39
Vývoj typové analýzy byl zpočátku soustředěn na analýzu programů přeložených překladačem 
gcc.  Jedná se totiž o široce používaný a snadno dostupný překladač.  Proto do jisté míry analýza  
spoléhá na některé principy používané tímto překladačem. Nicméně byly učiněny snahy o co největší 
obecnost principů v rámci analýzy a tedy o nezávislost na konkrétním překladači. Typová analýza je 
možná, mimo jiné, také nad programy přeloženými překladačem Miscrosoftu (dodávaném v rámci 
vývojového prostředí Microsoft Visual Studio).
V tabulce 7.1 jsou uvedeny a srovnány výsledky pro jednoduché testovací příklady. Všechny 
byly přeloženy překladačem gcc 4.6.2 s úrovní optimalicazí  -O0 pod systémem Windows 32-bit. 
Ve většině  případů je  úspěšnější  dynamická  analýza.  Záměrně  zde  však  nebyly  voleny příklady,  
u kterých nelze typy z důvodu omezení dynamické analýzy určit. Jedná se např. o typy na zásobníku,  
které nejsou předávány žádné funkci, nebo samostatné struktury v datové sekci. Zde statická analýza 
z principu také selhává, nicméně může detekovat pole na zásobníku, což je jedna z jejich předností.
Název a popis příkladu Výsledek dynamické analýzy
IZP-proj3
Operace s číselnými maticemi. Volba operace 
parametrem: sčítání, násobení a další.
Správně rozpoznáno pole pro uložení obsahu matic a 
struktura matice (rozměry + ukazatel na obsah).
Nerozpoznána struktura vrácená hodnotou.
IZP-proj4
České řazení osob podle více klíčů.
Rozpoznány správně všechny typy.
U strukutury s údaji o osobě se nachází dva řetězce 
za sebou, detekován jen jeden velký řetězec.
wordcount
Spočtení výskytu unikátních slov v souboru. 
Používá hashovací tabulku.
Rozpoznány správně všechny struktury použité pro 
tabulku. Položka tabulky detekována jako skupina 
mnoha lineárních seznamů.
ial-c201
Operace s lineárním seznamem.
Správně rozpoznán lineární seznam.
ial-c206
Operace s obousměrným lineárním seznamem.
Správně rozpoznán obousměrný lineární seznam.
ial-c401
Rekurzivní operace s binárním stromem.
Správně rozpoznán binární strom.
ial-c401
Nerekurzivní operace s bin. stromem. Používá 
vlastní strukturu pro zásobník.
Správně rozpoznán binární strom i struktury pro 
emulaci zásobníku.
ppmc_koder
Program pro kontextovou kompresi souborů 
metodou PPMC.
Rozpoznáno pole položek pro uložení kontextu. 
Některé pomocné struktury na zásobníku 
rozpoznány chybně.
ifj
Překladač a interpret jednoduchého 
programovacího jazyka. Nejsložitější z příkladů.
Správně rozpoznáno cca 80% vnitřních struktur, 
10% částečně. Pokrytí kódu bylo poměrně vysoké.
Tabulka 7.2: Vyhodnocení dynamické analýzy pro některé školní projekty
V tabulce 7.2 jsou uvedeny a zhodnoceny výsledky pro projekty vyvinuté v rámci předmětů na 
VUT FIT. Jak již jednou bylo zmíněno, tyto projekty většinou obsahují datové struktury s konkrétním 
demonstrativním účelem. Vyhodnocení správných výsledků je zde velice snadné, neboť k příkladům 
jsou dostupné zdrojové kódy a jsou poměrně jednoduché.
Tabulka  7.3  obsahuje  zhodnocení  typové  analýzy  pro  několik  reálných  aplikací.  Jedná  se 
o poměrně široce používané aplikace a ke všem (vyjma poslední) jsou dostupné zdrojové kódy. 
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Název a popis příkladu Výsledek dynamické analýzy
bzip2
Program pro kompresi souborů. V támci 
analýzy byl komprimován textový soubor 
velikosti 55 kB.
Výsledek obsahuje všechny dynamicky alokované 
struktury použité při kompresi. Struktury obsahují 
všechny položky. Některé ukazatele nebyly detekovány a 
některé velikosti polí nejsou správné. Detekován jeden 
lineární seznam. Vysledky ověřeny se zdrojovými kódy.
make
Pomocný nástroj pro kompilaci programů. 
Byl spuštěn pro překlad tohoto nástroje se 
změnami v jednom zdrojovém souboru.
Nalezeno 23 různých struktur. Některé z nich jsou 
neúplné, nejspíš kvůli chybějícím přístupům v rámci běhu. 
Rozpoznány 3 lineární seznamy a 1 složitější struktura 
nespecifikovaného typů.
graphviz
Program pro vizualizaci grafů. Analyzována 
byla knihovna  gvplugin_dot_layout, 
používaná aplikací dot.
Detekováno 5 dynamicky alokovaných typů a 4 struktury 
na zásobníku. Některé struktury jsou neúplné. Nalezen 
také jeden dvousměrně vázaný lineátní seznam. Pro 
alokaci je použita vlastní funkce zmalloc.
objdump
Program byl použit pro disasemblování 
spustitelného souboru.
Detekováno 7 struktur dynamicky alokovaných a 9 
struktur na zásobníku. Úspěšnost detekce zde pro několik 
struktur byla horší.
sol
Známá hra Soliteire, která je součástí 
operačního systému Windows.
Detekovány 4 dynamicky alokované struktury. Program 
využívá pro alokaci WinApi funkci LocalAlloc. Kvůli 
nedostupným zdrojovým kódům nelze výsledky ověřit.
Tabulka 7.3: Vyhodnocení typové analýzy pro některé reálné aplikace
Typová analýza zde dosahuje poněkud horších výsledků než u jednodušších příkladů, z jisté 
části je to kvůli neúplnému pokrytí kódu a nekompletním přístupům ke strukturám. Některé z aplikací 
používají  pro alokaci  paměti  vlastní  funkce,  které zaobalují  volání  funkce  malloc.  Tyto  funkce 
např.  ověřují  úspěšnost alokace.  Tímto je zneplatněn předpoklad, že každé přímé volání  alokační  
funkce alokuje  bloky stejného typu.  Tento problém je  vyřešen  dvouúrovňovým záznamem místa 
volání  alokační  funkce.  To znamená,  že  je zaznamenána nejen instrukce volající  přímo knihovní 
funkci, ale také instrukce volající funkci o úroveň výše. Poté je možno za alokační funkci považovat 
také funkci obalující volání knihovní funkce. Jedná se o jistou heuristiku, která však neřeší obecné 
případy.  Obecné  řešení  by  bylo  velice  obtížné  nebo  nemožné  z  důvodu  složitosti  a  výkonové 
náročnosti.
7.2 Časová a paměťová náročnost
Samotná funkčnost není jediným faktorem určujícím použitelnost nástroje. Aby nástroj bylo možné 
prakticky využívat, nesmí doba běhu analyzovaného programu přesahovat únosnou mez a nesmí být 
spotřebovaná veškerá dostupná paměť.
 Už samotný běh programu pod Pinem, bez jakékoli uživatelské instrumentace a analýzy, je  
několikanásobně pomalejší. Mnoho režie je spojeno s dynamickým překladem kódu a během takto 
přeloženého kódu. Provádění vložených analyzačních funkcí běh dále zpomaluje. Uvědomme si, že  
pokud  je  instrumentována  každá  (nebo  alespoň  většina)  instrukcí  programu,  připadají  na  jednu 
instrukci programu stovky, nebo i tisíce instrukcí vloženého kódu!
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Typová analýza je nejkomplexnější část nástroje také co se týče časové a paměťové náročnosti. 
Největší  podíl  na  době  běhu  má  pochopitelně  sběr  informací.  Při  provedení  každé  instrukce 
přistupující  do paměti  může  být  vykonáno mnoho náročných akcí  (vyhledání  paměťového bloku,  
záznam přístupu a další). Naopak rozpoznávání typů po skončení běhu programu tolik náročné není, 
neboť je přímo vykonáván kód nástroje.
Bylo provedeno několik měření doby běhu několika vybraných časově náročnějších programů. 
Změřen byl přímý běh programů bez použití Pinu. Poté byl změřen běh programů pod Pinem bez  
jakékoli instrumentace a analýzy, běh nástroje bez typové analýzy (a bez žádných parametrů) a běh 
nástroje s typovou analýzou. Pro typovou analýzu byla také změřena zvlášť doba fáze sběru informací 
a doba fáze rozpoznávání typů.
Měření celkových běhů bylo provedeno standardním příkazem time. Měření jednotlivých fází 
typové analýzy bylo provedeno v režii nástroje pomocí funkce  clock(). Měření bylo provedeno 
pod systémem Microsoft Windows 32-bit na PC s procesorem Intel Core I3 s frekvencí 2,53 GHz a 
pamětí RAM 2,5 GB. Spotřebovaná paměť byla změřena v bězích s povolenou typovou analýzou 
v okamžiku po skončení  běhu programu a  před rozpoznáváním typů.  Paměť  v  té  době obsahuje 
především informace získané z běhu (vzory přístupů), které mohou zabírat i mnoho MB. Množství 
použité paměti je získáno pomocí Správce úloh systému Windows a je tedy jen přibližné.
Zde je popsán seznam testovaných programů a jejich vstupy:
• ifj – překladač a interpret jednoduchého programovacího jazyka, vyvinutý v rámci projektu 
do předmětu IFJ na VUT FIT. Interpretován byl jednoduchý program.
• bzip2 – program pro kompresi souborů. V rámci měření je použit pro kompresi textového 
souboru o velikosti cca 750 kB.
• objdump –  utilita  pro  vypisování  informací  o  objektových  a  spustitelných  souborech.  
Je  součástí  balíku  GNU  binutils.  Program  objdump  byl  spuštěn  s  parametrem  -d pro 
disassemblování exe souboru o velikosti cca 149 kB.
• git – moderní a rozšířený verzovací nástroj. Git byl spuštěn příkazem git status nad 
rozsáhlým repozitářem (stovky zdrojových souborů).
• graphviz – program pro vizualizaci grafů. Byl spuštěn program dot, což je vstupní bod, 
který dále používá mnoho pomocných knihoven. V tomto případě byla analyzována knihovna 
gvplugin_dot_layout.dll,  která  je  jádrem vizualizace.  Vstupem byla  vizualizace 
grafu binárního stromu.
Program Přímý běh Sam. Pin Bez t.a. S t.a. Sběr inf. Rozpoz. Paměť
ifj 0,03 s 1,04 s 2,05 s 2,93 s 2,81 s 0,02 s 17,25 MB
bzip2 0,43 s 1,25 s 2,67 s 13,1 s 10,2 s 1,70 s 177,8 MB
objdump 0,56 s 1,87 s 6,22 s 11,5 s 11,1 s 0,14 s 28,50 MB
git 0,84 s 3,37 s 8,32 s 23,8 s 22,4 s 1,12 s 88,31 MB
graphviz 0,34 s 5,35 s 10,2 s 12,5 s 12,4 s 0,02 s 37,00 MB
Tabulka 7.4: Výsledky měřené časové a paměťové náročnosti Pinu a dynamické analýzy
Časové hodnoty v tabulce představují průměrnou dobu běhu programu pro 5 - 10 opakovaných 
měření. Spotřebovaná paměť byla pro všechna měření vždy stejná.  
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Jak lze z výše uvedených výsledků vyčíst, dynamická analýza je řádově pomalejší než přímý  
běh programu, a to přibližně 5 – 100 krát. Záleží na zvolených požadavcích (provádět či neprovádět  
typovou analýzu), chování programu (např. málo či hodně přístupů do paměti) a dalších faktorech. Je 
vidět, že samotný Pin přidává značnou režii,  nicméně tato režie je poměrně konstantní z hlediska 
počtu „cyklů“, které program provede. Jednou přeložený kód, uložený v code cache, se již poměrně 
rychle vykonává. Běh nejvíce zpomalují právě analyzační funkce, které zejména při typové analýze 
provádí mnoho akcí. Lze to zřetelně vidět např. na programu  bzip2, který při kompresi souboru 
provedl hodně „cyklů“ a přístupů do paměti. 
Obdobná situace je v případě spotřeby paměti. Program bzip2 využívá pro kompresi souborů 
pole o tisících prvcích. Všechny tyto přístupy jsou zaznamenány, což vede k vysoké spotřebě paměti. 
Naopak program  ifj pro běh jednoduchého vstupního programu nevyužíval  příliš  velké datové 
struktury, proto také potřeba paměti nebyla velká.
Z  výsledků  měření  vyplývá,  že  doba  běhu  dynamické  analýzy  je  pro  praktické  použití 
uspokojivá,  nicméně  bylo  by  vhodné  ji  zlepšit.  Jako  součást  budoucího  vývoje  jsou  v  plánu 
optimalizace nástroje. Tyto optimalizace budou spočívat především v urychlení analyzačních funkcí 
volaných při přístupech do paměti. 
Jedou  z  možností  je  např.  zaznamenání  naposledy  přistoupeného  bloku  a  jeho  rychlé 
znovuvyhledání při dalším přístupu z téže instrukce do téhož bloku. Další možností je omezení počtu  
zaznamenaných  offsetů,  ke  kterým  instrukce  přistoupila.  Pokud  některá  instrukce  přistupuje  ke 
každému prvku pole o 10000 prvcích, je z hlediska typové analýzy zbytečné udržovat informaci o 
všech offsetech.  Na druhou stranu je  třeba zamezit  možné  ztrátě  informace,  ke  které  může  dojít 
vypuštěním některých offsetů.
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Obr. 7.1: Graf s vybranými dobami běhu uvedenými v tabulce 7.4
8 Závěr
V této diplomové práci byla provedena studie zpětného inženýrství a zpětného překladače projektu 
Lissom. Bylo zde uvedeno několik ukázek nedostatků jeho výsledků a byly diskutovány možnosti  
jejich vylepšení pomocí dynamické analýzy. 
Důležitou částí práce byla studie existujících metod a nástrojů pro dynamickou analýzu. Dále  
byly uvedeny informace z dynamické analýzy a navrženy metody dynamické analýzy, jež lze využít  
pro  zlepšení  výsledků zpětného překladu.  Zejména  se  jednalo  o  analýzu  škodlivých programů a  
dynamickou analýzu strukturovaných datových typů.
Jádrem práce byla implementace nástroje pro dynamickou analýzu. Nástroj byl implementován 
pomocí instrumentačního frameworku Pin a podporuje architekturu x86 a operační systémy Windows 
a Linux. Některé implementační detaily nástroje zde byly důkladně popsány. 
Nástroj poskytuje mnoho možností dynamické analýzy. Informace z ní jsou využity v různých 
částech zpětného překladače. Lze je také použít pro přímou analýzu člověkem. Výsledky zpětného 
překladu s použitím informací  z dynamické analýzy jsou kvalitnější  a srozumitelnější.  Informace  
o adresách volaných funkcí a cílech nepřímých skoků a volání lze využít pro lepší detekci funkcí a  
analýzu toku řízení. Informace o volaných knihovních funkcích dobře poslouží pro snazší analýzu 
chování  programu.  Společně  s  detekcí  sebemodifikujícího  se  a  dynamicky  generovaného  kódu 
výrazně  pomohou  při  analýze  škodlivých  programů.  Nejdůležitějším  přínosem  této  práce  je 
dynamická analýza strukturovaných datových typů. Znalost vnitřních datových struktur programu je 
pro  jeho  pochopení  mnohdy  klíčová.  Dynamická  analýza  dokáže  (s  určitou  přesností)  detekovat 
složité datové struktury v programech. Výsledek zpětného překladu s použitím typové analýzy pak 
má vyšší úroveň, neboť prosté přístupy do paměti jsou vyjádřeny jako přístupy k položkám datových 
struktur. 
V poslední části této práce byly prezentovány a zhodnoceny přínosy dynamické analýzy ke  
zlepšení  výsledků zpětného překladu.  Zhodnocena  byla  úspěšnost  typové  analýzy a  její  srovnání 
s výsledky statické analýzy. Diskutována byla také výkonnost nástroje z hlediska časové a paměťové 
náročnosti.
Dynamická typová analýza dosahuje nesporně lepších výsledků než statická typová analýza. 
Statická analýza je sice stále ve vývoji a její výsledky se mohou zlepšit, nicméně existují případy typů  
nerozpoznatelných  statickou  analýzou.  Dynamická  analýza  dává  velmi  přesné  a  téměř  správné 
výsledky pro  testovací  a  jednoduché  programy.  Pro  reálné  složité  programy  je  kvalita  výsledků 
analýzy různá. Závisí především na dostatečném pokrytí kódu a na složitosti typů. Běh dynamické 
analýzy  programu  je  řádově  pomalejší  než  přímý  běh  tohoto  programu.  Je  to  dáno  především 
principem dynamické  analýzy.  Doba  běhu sice  v mnoha  případech nepřekročí  únosnou mez,  ale 
existuje zde mnoho možností pro její snížení pomocí různých optimalizací. 
Ačkoli je již nástroj funkční a prakticky použitelný, je předpokládán jeho další vývoj. Jedná se  
především o optimalizaci výkonnosti a vylepšování typové analýzy. Je nutné zlepšení typové analýzy 
reálných programů. Potřebná je také lepší podpora analýzy programů přeložených různými překladači 
a implementovaných v různých jazycích. Nejlépe je podporován překladač gcc a jazyk C. V plánu je  
taktéž  podpora  více  různých (především složitějších  a  kombinovaných)  rekurzivních  typů  a  širší  
možnosti analýzy těchto typů. Cílem je dosažení schopností nástroje MemPick popsaného v [32].
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Lepší  pokrytí  kódu je  nezbytné  pro lepší  výsledky typové  analýzy.  V mnoha  případech je 
dosažitelné pouze více běhy analyzovaného programu s různými vstupy.  Podpora více běhů bude 
součástí dalšího vývoje. Její složitost spočívá v uložení všech nasbíraných informací do souboru a  
sjednocení informací z více běhů.
Do budoucna je počítáno také s podporou jiných architektur. Použity budou jiné prostředky,  
které podporují tyto architektury. Zejména se jedná o emulátor Qemu. Při implementaci dynamické  
analýzy pro jiné architektury bude využita většina stávajících principů.
Další možnou oblastí je zlepšování propojení dynamické analýzy se zpětným překladačem a 
automatizace některých postupů. V současné době jsou některé výstupy dynamické analýzy pouze 
informativní, ve zpětném překladači jsou využity částečně nebo vůbec. Přitom by mohly být využity 
lépe.  Mnoho možností  zde  existuje  především v analýze škodlivého softwaru.  Techniky ochrany 
škodlivého softwaru se neustále zlepšují a proto se stává statická analýza tohoto softwaru prakticky 
nemožná.  Budoucím  vhodným  řešením  je  proto  hybridní  analýza,  tedy  propojení  a  vzájemná 
spolupráce statické a dynamické analýzy.
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Příloha 1: Obsah CD
README.txt Soubor s instrukcemi k použití obsahu CD
Makefile Makefile (soubor pro překlad programů a spuštění testů)
mingw/ Balík MINGW nutný pro překlad a běh programů pod Windows
doc/ Elektronická verze této písemné zprávy
src/ Zdrojové kódy programů a přeložené objektové soubory ostatních modulů
bin/ Zde budou uloženy přeložené programy
tests/ Testovací vstupy a referenční výstupy
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