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In life science researches, we use many animals for studying biology, psychology or for developing new 
therapies or medicines. In these researches, observing the behaviors of the animals is a crucial and hard-
working step to get the data which is needed for answering research questions. Therefore, it’s necessary to 
have a reliably automated behavior recognition system to delegate these works to computers to not only 
eliminate the limitation of human assessments but also make the experiments easier to reproduce. In recent 
years, with the great increasing in computing power and the introducing of effective algorithms, deep 
learning has been successfully applied to many application fields, especially in computer vision. With the 
introduction of deep learning techniques, computers are gradually replacing human in many tasks, such as 
object detection, pose estimation or action recognition. Therefore, in this research, we studied to apply deep 
learning models in solving mouse behavior recognition problems to help to create such reliably automated 
mouse behavior recognition systems. And in order to solve the scarcity of training data for mouse behavior 
recognition problems, we proposed a method that not require a large amount annotated mouse behavior 
data to train deep learning models for mouse behavior recognition tasks. In our method, we utilize pre-
trained deep learning models from human action recognition tasks. In the first step, we fine-tune these pre-
trained models using the largest of the current publicly available mouse behavior datasets to give the models 
some knowledge about recognizing mouse behaviors. Then, we use data which we have annotated from our 
specific swimming mouse behavior recognition tasks to train these models again to get models that could 
solve our specific swimming mouse behavior recognition problems. Because the fine-tuned models after 
the first step have learned the knowledge about mouse behaviors, we do not need a large amount of data to 
train them for our specific tasks in the second step. By applying our proposed method, in a side view 
swimming mouse behavior recognition task, we achieved a prediction accuracy of 92.14%, and in a top 
view swimming mouse behavior recognition task, we achieved a prediction accuracy of 85.38%. 





1.1 Action recognition 
In the beginning of 21st century, we are witnessing great developments of many new technologies, 
especially in computer science. Nowadays, computers can assist human in many tasks, one of them is action 
recognition. For example, in a surveillance system such as a speed violation detection system, the system 
observes cars on the street by using cameras to record the street footage. Then a computer system will 
analyze the footage and determine if there are any speed violation  of the agents on the street, and even can 
detect the location of the action (exactly which agents) on the scene. The cameras of the speed violation 
detection system will record the footage of vehicles on the road. Then the recorded data will send to a 
computer system to analyze and report to police officers if there are any vehicle that violate the limited 
speed. An action recognition system can have observation inputs from many sources. The observation 
inputs may from sensors such as accelerometer, gyroscope, or from recorded footage of one or more 
cameras. In this research, we focus on the action recognition from videos tasks. In these tasks, the 
observation inputs are videos or sequence of images. The computer system will extract important 
information from these inputs, for example the spatial information such as location of objects or agents in 
each scene (image) and the contextual information such as changing of shape and position of objects or 
agents in successive scenes. The illustration of the system is shown in the Figure 1 below. 
 
Figure 1. Action recognition from videos 
1.2 Objective 
In many researches, observing the behaviors of the animals is a crucial step to get the data which is needed 
for answering research questions. But watching and annotating the behaviors of these animals in hours of 
video clips are hard works. Therefore, it’s necessary to have a reliably automated behavior recognition 
system to delegate these works to computers. With a well-performed system, we could not only solve the 
problem of the limitation of human assessments but also make the experiments easier to reproduce. In this 
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research, we study to create high-accuracy systems for mouse behavior recognition using deep learning 
models. 
1.3 Contributions 
In this research, we proposed a method to apply deep learning models to mouse behavior recognition 
problems. Our proposed method can solve the lacking of data in training deep learning models for mouse 
behavior recognition problems. 
We also investigated the two current state-of-the-art deep learning models for human action recognition in 
applying to mouse behavior recognition problems. 
Our proposed method helps to improve behavior recognition accuracy in the largest publicly available 
mouse behavior recognition dataset. 
2. Methods 
To solve complicated problems such as images classification or action recognition from videos, we need to 
build complex models which are able to make sense of complicated data of these problems. Therefore, deep 
learning models which have millions of parameters are outperforming other machine learning methods in 
many application fields. In human action recognition tasks, two of the current state-of-the-art models are 
the I3D model and the R(2+1)D model. In this research, we applied these two models to mouse behavior 
recognition tasks. 
2.1 I3D models 
The I3D model is currently one of the best models for human action recognition tasks. This model was first 
introduced in the paper of J. Carreira and A. Zisserman [1]. It implements an inflated version of the 
inception module architecture [2]. This architecture helps the model go larger but do not exponentially 
increase its number of parameters. The most important features of inception module are the utilization of 
the combined effects of filters of different sizes and pooling kernels all in one layer; and the usage of 1 × 1 
convolutional filters which not only help to reduce the number of parameters but also introduce new 
combinations of features to its next layers. 
The I3D models are derived from Inception-V1 models [2]. To benefit from the 2D architecture, all filters 
and pooling kernels of 2D models were inflated to 3D by endowing them with an additional temporal 
dimension, i.e. N × N filters become N × N × N filters. Then, the weights of 2D filters are repeated N times 
along the temporal dimension to bootstrap parameters from pre-trained 2D models to the 3D models. The 




Figure 2. Architecture of the I3D model and the R(2+1)D model 
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2.2 R(2+1)D models 
The R(2+1)D model was introduced in the paper of D. Tran, et al. [3]. It implements a 3D version of the 
residual module architecture [4]. This architecture allows the model to go deeper by solving the vanishing 
of information when training deep models. The R(2+1)D models are derived from 2D versions [4] by 
replacing each 2D convolutional layer by two 3D convolutional layers, one for 2D image dimensions which 
have filters with size 1 × N × N and one for the time dimension which has filters with size M × 1 × 1. In 
some layers of the R(2+1)D models, to keep the total number of parameter to be the same as the 2D versions, 
the number of filter in these layers are calculated using the formula shown in Figure 2. The detail of the 
architecture of the R(2+1)D model we used in this research is shown in Figure 2. 
2.3 Fusion of two streams 
As discussed in the paper of J. Carreira and A. Zisserman [1], although I3D models can learn motion 
features from RGB input videos, using optical-flow inputs can introduce some recurrent sense to the models 
and significantly improved the performances. The graph in Figure 3 below shows how two streams, RGB 
and optical flow are used to generate the output of the models. 
 
Figure 3. Graph of two-stream fusion 
2.4 Proposed method for applying deep learning models to mouse behavior 
recognition tasks 
To achieve high prediction accuracy, the deep learning models have to learn the actions from thousands of 
minutes of annotated videos. Unfortunately, we do not usually have such extensive annotated datasets 
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available to train these models for our specific experiments. In order to solve the scarcity of training data 
problem, we proposed a method that not require a large amount of training data to apply deep learning 
models to mouse behavior recognition tasks. In our method, we utilize pre-trained deep learning models 
from human action recognition tasks. First, we fine-tune these models using the largest of the current 
publicly available mouse behavior datasets [5]. We use this step to give the models the knowledge about 
mouse behavior recognition tasks. Then, we use data of our specific tasks to train these models again to get 
the models we want. Because the fine-tuned models after the first step have learned knowledge about mouse 
behaviors, we do not need a large amount of data to train them for our specific tasks in the second step. The 
diagram of applying our proposed method is shown in Figure 4 below. 
 
Figure 4. Our proposed method to train deep learning models for mouse behavior recognition tasks 
3. Experiments and results 
3.1 The largest publicly available mouse behavior recognition dataset 
In the research of H. Jhuang, et al. [5], they introduced a problem of neurobehavioral analysis of mouse 
phenotypes by monitoring of mouse behavior over long periods of time. In order to train a computer vision 
system to automatically analyze mouse behaviors, they have created a dataset of example videos of different 
mouse behaviors. To create the dataset, Jhuang and his colleges have recorded over 10 hours of videos of 
single housed mice in their transparent home cages from a perpendicular angle to the side of the cages using 
a consumer grade camera. For creating a various environment for the recorded data, they varied the position 
of light sources and use mice of different size, gender, and coat color. 
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From the recorded videos, they have annotated 8 types of behavior: drinking, eating, grooming, hanging, 
rearing, walking, resting and micro-movements of the head. The description of the behaviors is shown in 
Table 1. 
No. Behavior name Description 
1 drink The mouse drinks water from the water-feed nipple. 
2 eat The mouse eats food from the food-feed door. 
3 groom The mouse grooms its coat. 
4 hang The mouse hangs on the top of the cage. 
5 micro-movement The mouse slightly moves its head around. 
6 rear The mouse rears on the side of the cage. 
7 rest The mouse stays stable or sleeps. There is no movement at all. 
8 walk The mouse walks or runs inside the cage. 
Table 1. Behaviors’ description 
Among totally more than 9,000 annotated short clips, only 4,200 clips that are most unambiguous were 
selected to create a subset called ‘clipped database’. It includes about 285,000 frames and corresponds to 
about 2.5 hours of recorded videos. In this research, in order to properly evaluate the performance of the 
models, we decided to use only this subset to eliminate the ambiguous in the data that even human cannot 
declare. 
We investigated two current state-of-the-art human action recognition deep learning models in applying to 
a mouse behavior recognition task. The two models we investigated are the Two-Stream Inflated 3D 
ConvNets (I3D) [1] and R(2+1)D models [3]. 
Because frames of the dataset come from 12 different videos, we used leave-one-videos-out cross-
validation to properly evaluate the performance of the models. For each video, we used all the frames 
extracted from it as testing data and all the frames extracted from the other videos as train data. We used 
the train data to fine-tune the models and used the fine-tuned models to predict labels for testing data. Then 
we count the total number of true and false prediction and calculate the accuracy. 
No Model Accuracy (%) 
1 MF+SVMHMM [5] 93.0 
2 FV+NN [6] 95.9 
3 I3D 96.9 
4 R(2+1)D 96.3 
Table 2 Comparison of performance of models 
Overall, the two deep learning models we investigated in this research outperform the previous research 
model in the Mouse behavior dataset as shown in Table 2 above. Both models have best performances at 
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fusion ratio of 40% RGB data fine-tuned models and 60% optical-flow data fine-tuned models. The I3D 
model achieves 96.9% of accuracy and the R(2+1)D achieves 96.3% of accuracy. 
3.2 Extend the system for swimming mouse behavior recognition tasks 
The mouse forced swim tests are rodent behavioral tests used to study about antidepressant drugs, 
antidepressant efficacy of new compounds, and experimental manipulations aimed at preventing 
depressive-like states as described in the research of A. Can, et al. [7]. To evaluate the efficiency of our 
method, we annotated two videos from mouse forced swim tests, each video has a length of about 5 minutes. 
The first video was recorded from a side view, for this video we annotated three behaviors: “swim”, 
“struggle” and “float”. The second video was recorded from a top view, and for this video, we annotated 
two behaviors: “mobile” and “immobile”. We showed an example scene of each video in Figure 5. 
 
Figure 5 Example scenes of side view test and top view test 
Because I3D model performed better than R(2+1)D model in the largest publicly available mouse behavior 
recognition dataset, we only use I3D models for these experiments. To initialize parameters of the model, 
we used weights from model-checkpoints that were pre-trained on ImageNet dataset [8]. And to fine-tune 
the models, we used momentum optimizer from the TensorFlow framework with momentum value equal 
to 0.9 and a learning rate start from 1e-3 and decay to 5e-5 after several thousands of iterations. We also 
used dropout in fully connected layers with keep-probability of 36% to reduce the effect of overfitting when 
fine-tuning the models. 
After the first step, we train two I3D models, one on RGB data from “clipped database” and the other on 
optical-flow data from “clipped database”. In the second step, we fine-tuned the two models using RGB 
data and optical-flow data from the swimming mouse behavior data that we have annotated. 
To calculate the prediction accuracies of the models, we separated the data into 10 folds and conducted 10-
fold cross-validation. For the side view data, the models perform well on predicting “swim” and “float” 
behaviors but have some difficulty in predicting “struggle” behaviors. And for the top view data, the models 
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have some problems in distinguishing “mobile” and “immobile” behaviors because in some “immobile” 
samples the water surface is still shaking as a result of the previous “mobile” behavior. So we may need 
more data to help the models understand these cases. 
In the side view swimming mouse behavior recognition task, our method achieved the best performance at 
the fusion ratio of 40% of optical flow data trained models and 60% of RGB data trained models with the 
prediction accuracy of 92.14%. And in the top view swimming mouse behavior recognition task, the best 
performance of our method is 85.38% of prediction accuracy with the fusion ratio of 70% of optical flow 
data trained models and 30% of RGB data trained models. The prediction accuracies of our proposed 
method with different fusion ratios in both tests are shown in Figure 6. 
 
Figure 6. The prediction accuracy of side view test and top view test in different fusion ratios 
4. Conclusions and future works 
In this research, we have studied to apply deep learning models to mouse behavior recognition problems. 
We investigated the performance of I3D model and R(2+1)D model, the two current state of the art deep 
learning models for human action recognition in the largest publicly available mouse behavior recognition 
dataset. The results showed that by applying the deep learning models we can outperform previous 
researches on this problem. We also proposed a method to apply deep learning models to other mouse 
behavior recognition tasks. And we have conducted experiments on two swimming mouse behavior 
recognition tasks. The results showed that by using our proposed method we can solve the scarcity of 
training data problem. 
For the future works, at first we will try to improve the performance of our proposed method on the current 
problems. Then, we will attempt to create a framework to apply deep learning models to general mouse 
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behavior recognition tasks and also for other specific mouse related experiments. And, we will develop our 
method to apply deep learning models to other animal behavior recognition tasks. 
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