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1. Introduction
Structuredmatrices such as centrosymmetric, skew-centrosymmetric, centrohermitian, skew-cen-
trohermitian, persymmetric, skew-persymmetric, perhermitian and skew-perhermitian matrices ap-
pear in many applications in physics and engineering, where it is often important to estimate their
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Table 1
Symmetry definitions and corresponding spectral properties.
Symmetry Definition Element-wise Spectral property
Centrosymmetric JAJ = A ai,j = an−i+1,n−j+1 λ, Jv, A
Skew-centrosymmetric JAJ = −A ai,j = −an−i+1,n−j+1 λ, Jv,−A
Centrohermitian JAJ = A ai,j = a¯n−i+1,n−j+1 λ, Jv, A
Skew-centrohermitian JAJ = −A ai,j = −a¯n−i+1,n−j+1 λ, Jv,−A
Persymmetric JAJ = AT ai,j = an−j+1,n−i+1 λ, Jv, AT
Skew-persymmetric JAJ = −AT ai,j = −an−j+1,n−i+1 λ, Jv,−AT
Perhermitian JAJ = A∗ ai,j = a¯n−j+1,n−i+1 λ, Jv, A∗
Skew-perhermitian JAJ = −A∗ ai,j = −a¯n−j+1,n−i+1 λ, Jv,−A∗
spectrum. We refer to, e.g., [1,4,5,9,11,12,17,20], and references therein for more background. In par-
ticular,such matrices are frequently encountered in the image and signal processing literature.
Let us start with centrohermitian matrices. An n × n centrohermitian matrix A is characterized by
JAJ = A, where J is the exchange or “ﬂip"matrix, which has ones along themain antidiagonal and zeros
everywhere else.Wewill not explicitly indicate its dimensions as this should be clear from the context.
The elements ai,j of A therefore satisfy ai,j = a¯n−i+1,n−j+1, i.e., the matrix A exhibits symmetry with
respect to its center. An n × n skew-centrohermitian matrix A is characterized by JAJ = −A, which
means that its elements satisfy ai,j = −a¯n−i+1,n−j+1.
We list this and the other symmetries in Table 1, which also includes some spectral properties that
will be needed later on. These properties are obtained similarly as the ones that wewill now derive for
centrohermitian matrices. If λ is an eigenvalue of a centrohermitian matrix A, then Av = λv, so that
JAv = λJv, which implies that A(Jv) = λJv. This means that if v is an eigenvector of Awith eigenvalue
λ, then Jv is an eigenvector of Awith eigenvalue λ. Analogously, if the matrix is skew-centrohermitian
and if v is an eigenvector of Awith eigenvalue λ, then Jv is an eigenvector of −Awith eigenvalue λ.
The spectral properties in Table 1 are presented as an eigenvalue-eigenvector-matrix triple corre-
sponding to λ and v satisfying Av = λv. This means, e.g., that a triple such as (λ, Jv,M) indicates that
Av = λv implies thatM(Jv) = λ(Jv).
We note that there aremany relations among these symmetries such as, e.g., the fact that a persym-
metric hermitian matrix is necessarily centrohermitian. Also, one has to be on guard for sometimes
different terminology in the literature. Some authors even refer to a persymmetric matrix as a matrix
that is both persymmetric and symmetric. In addition, when we refer to symmetric matrices, we do
not imply that the matrix is real. Unless specifically stated otherwise, all matrices are complex.
It is our purpose to ﬁnd eigenvalue inclusion regions formatrices with some of the aforementioned
symmetry properties. Onewell-knownway to obtain such regions are the Geršgorin disks, as stated in
the following theorem, forwhichwe ﬁrst need some definitions: the deleted absolute row and column
sums R′i(A) and C′i (A), respectively, of a general complex matrix A are deﬁned as
R′i(A) =
n∑
j=1
j /=i
|aij| and C′i (A) =
n∑
j=1
j /=i
|aji|.
We also deﬁne the following disks:
Γ Ri (A) =
{
z ∈ C : |z − aii| R′i(A)
}
and Γ Cj (A) =
{
z ∈ C : |z − ajj| C′j (A)
}
.
The theorem is then:
Theorem 1.1 [10]. All the eigenvalues of the n × n complex matrix A are located in the union of the n disks
Γ R(A) ≡
n⋃
i=1
Γ Ri (A),
and also in the union of the n disks
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Γ C(A) ≡
n⋃
i=1
Γ Cj (A).
That the theorem holds for both rows and columns stems from the fact that the spectra of A and
AT are identical. However, these disks do not take into account any special eigenvector properties that
may be induced by the structure of the matrix A. For some types of matrices, such as centrosymmetric
matrices, the eigenvalues can be obtained as the eigenvalues of two smaller matrices of roughly half
the size (see, e.g., [4]). Unfortunately, this is not the case for other symmetries. However, as we will
show, the given symmetry can still be exploited to obtain smaller inclusion regions for the eigenvalues
than those obtained in Theorem1.1. These also lead to sufﬁcient nonsingularity conditions by requiring
that zero be excluded from the inclusion region.
We devote the bulk of the exposition of our techniques to centrohermitian matrices. Essentially
the same techniques can then be used to deal with the other aforementioned symmetries, which
we also present, albeit in less detail. The only symmetries in Table 1 that we omit altogether are
centrosymmetry and skew-persymmetry. Centrosymmetricmatriceswere alreadyextensively studied
in the literature (see, e.g., [1,4,5,9,17,20]), and, as was mentioned before, the eigenvalue problem in
this case can be reduced to two problems of roughly half the size. The standard Geršgorin theorem can
then be applied,which usually leads to smaller eigenvalue inclusion regions. The reason for leaving out
skew-persymmetric matrices is that these matrices have only zeros on their antidiagonals, in which
case our inclusion regions simply reduce to Geršgorin disks.
In addition to the Geršgorin set, there exist other inclusion sets for the eigenvalues. One such set is
the Brauer set, as stated in the following theorem:
Theorem 1.2 [2]. All the eigenvalues of the n × n complex matrix A are located in the union of the
(
n
2
)
ovals of Cassini
R(A) ≡
n⋃
i,j=1
i<j
{
z ∈ C : |z − aii||z − ajj| R′i(A)R′j(A)
}
,
and also in the union of the
(
n
2
)
ovals of Cassini
C(A) ≡
n⋃
i,j=1
i<j
{
z ∈ C : |z − aii||z − ajj| C′i (A)C′j (A)
}
.
We will brieﬂy consider corresponding inclusion sets for structured matrices. More complicated
sets canbederived (see, e.g, [3,6–8,14,16,18,19], and references therein), although someof these involve
the union of a very large number of sets.
As is the case for the Geršgorin and Brauer sets, all of our results can be improved by using a similar
matrix S−1AS insteadofA,whichhas the sameeigenvalues, although care shouldbeexercised to ensure
that S−1AS still has the required symmetry. Simple candidates for general matrices are diagonals,
whereas appropriate sums of diagonal and antidiagonalmatrices could be used for structuredmatrices
of the kind we consider here.
Before describing the organization of the paper, we will need a fewmore definitions, in addition to
the definition of R′i(A) and C′i (A). They are listed below:
R′i(A)=
n∑
k=1
k /=i
|aik| =
n∑
k=1
|aik| − |aii|,
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R′ij(A)=
n∑
k=1
k /=j
|aik| =
n∑
k=1
|aik| − |aij| (for i /= j),
R
′′
ij(A)=
n∑
k=1
k /=i,j
|aik| =
n∑
k=1
|aik| − |aii| − |aij| (for i /= j),
C′i (A)=
n∑
k=1
k /=i
|aki| =
n∑
k=1
|aki| − |aii|,
C′ji(A)=
n∑
k=1
k /=j
|aki| =
n∑
k=1
|aki| − |aji| (for i /= j),
C
′′
ji (A)=
n∑
k=1
k /=i,j
|aki| =
n∑
k=1
|aki| − |aii| − |aji| (for i /= j).
We will leave out the dependence on A if there can be no confusion. Furthermore, we also use the
following notation for matrix elements: aTij = aji and a∗ij = a¯ji. The real part of the complex number z
will be denoted by z and its imaginary part by z.
Thepaper is organizedas follows: In Section2wederiveGeršgorin-like eigenvalue inclusion regions
for centrohermitian and skew-centrohermitian matrices, along with corresponding sufﬁcient invert-
ibility conditions, and some additional results. We do the same for perhermitian and skew-perhermi-
tian matrices in Section 3, and for persymmetric matrices in Section 4. In Section 5, we brieﬂy present
Brauer-like inclusion setswith the accompanyingnonsingularity conditions. The paper concludeswith
a summary of the Geršgorin-like inclusion sets and nonsingularity conditions for the different types
of symmetry.
2. Centrohermitian and skew-centrohermitian matrices
We start by deriving inclusion regions for the eigenvalues of a centrohermitian matrix, which can
be considered analogs of the Geršgorin disks in Theorem 1.1. From Table 1 we know that if λ is an
eigenvalue of a centrohermitianmatrix A, then Jv is an eigenvector with eigenvalue λ of A. Wewill use
this fact in the following theorem.
Theorem 2.1. If A ∈ Cn×n and if A is centrohermitian, then the following holds.
(1) When n is even, all the eigenvalues of A are located in the union of the following sets:
ΩR(A) ≡
n⋃
i=1
ΩRi (A),
where
ΩRi (A) =
{
z :
∣∣∣(z − aii)(z − a¯ii) − |ai,n−i+1|2
∣∣∣ (|z − a¯ii| + |ai,n−i+1|) R′′i,n−i+1
}
, (1)
and also in the union of the following sets:
ΩC(A) ≡
n⋃
j=1
ΩCj (A),
where
ΩCj (A) =
{
z :
∣∣∣(z − ajj)(z − a¯jj) − |an−j+1,j|2
∣∣∣ (|z − a¯jj| + |an−j+1,j|) C ′′n−j+1,j
}
.
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(2) When n is odd, all the eigenvalues of A are located in the union of the following sets:
ΩR(A) ≡
n⋃
i=1
i /= n+1
2
ΩRi (A)
⋃
Γ Rn+1
2
(A),
and also in the union of the following sets:
ΩC(A) ≡
n⋃
j=1
j /= n+1
2
ΩCj (A)
⋃
Γ Cn+1
2
(A).
(3) ΩR(A) ⊆ Γ R(A) and ΩC(A) ⊆ Γ C(A).
Proof. We remark that once the row version of the theorem is proved, the column version follows by
considering AT instead of A because the eigenvalues of A and AT are the same. We therefore just prove
the row version of the theorem.
Let us ﬁrst consider the case when n is even. Let λ be an eigenvalue of A with corresponding
eigenvector x, i.e.,Ax = λx. Since x is aneigenvector, it has at least onenonzero component.Deﬁne xρ as
the component of xwith the largest absolute value, so that |xρ | |xi| for all i = 1, 2, . . . , n and xρ /= 0.
In addition, set σ = n − ρ + 1, which also means that ρ = n − σ + 1. We note that ρ /= σ because
n is even. Since A is centrohermitian, Ax = λx implies that A (Jx) = λ (Jx), and because (Jx)ρ = xσ, the
following holds:
λxρ =
n∑
j=1
j /=ρ ,σ
aρjxj + aρρxρ + aρσ xσ , (2)
λxσ =
n∑
j=1
j /=ρ ,σ
a¯ρjxn−j+1 + a¯ρρxσ + a¯ρσ xρ. (3)
These two equations are equivalent to
(λ − aρρ)xρ − aρσ xσ =
n∑
j=1
j /=ρ ,σ
aρjxj ,
−a¯ρσ xρ + (λ − a¯ρρ)xσ =
n∑
j=1
j /=ρ ,σ
a¯ρjxn−j+1,
and, after eliminating xσ , we obtain
(
(λ − aρρ)(λ − a¯ρρ) − |aρσ |2
)
xρ = (λ − a¯ρρ)
n∑
j=1
j /=ρ ,σ
aρjxj + aρσ
n∑
j=1
j /=ρ ,σ
a¯ρjxn−j+1. (4)
Taking the absolute value on each side and using the triangle inequality gives us
∣∣∣(λ − aρρ)(λ − a¯ρρ) − |aρσ |2
∣∣∣ |xρ | |λ − a¯ρρ |
n∑
j=1
j /=ρ ,σ
|aρj||xj| + |aρσ |
n∑
j=1
j /=ρ ,σ
|aρj||xn−j+1|.
Since |xρ | |xi| for all i = 1, 2, . . . , n and xρ /= 0, dividing through by |xρ | gives∣∣∣(λ − aρρ)(λ − a¯ρρ) − |aρσ |2
∣∣∣ (|λ − a¯ρρ | + |aρσ |) R′′ρσ .
We do not knowwhich ρ each eigenvalue corresponds to, so wemust take the union of all such sets to
obtain a region that is guaranteed to contain all eigenvalues. This completes the ﬁrst part of the proof.
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Now assume that n is odd. The proof is exactly as in the even case, except that nowwe also have to
consider ρ = (n + 1)/2, in which case σ = ρ and also aρρ = a¯ρρ , i.e., aρρ is real. Instead of Eqs. (2)
and (3), we now have
λxρ =
n∑
j=1
j /=ρ
aρjxj + aρρxρ ,
λxρ =
n∑
j=1
j /=ρ
a¯ρjxn−j+1 + aρρxρ ,
which is twice the same equation because a¯ρj = an−ρ+1,n−j+1 = aρ ,n−j+1. The rest of the proof then
follows exactly as in the proof of Geršgorin’s theorem in [13]: the ﬁrst equation yields
(λ − aρρ)xρ =
n∑
j=1
j /=ρ
aρjxj 	⇒ |λ − aρρ | R′ρ.
This concludes the proof of the second part of the theorem.
For the last part of the theorem we will prove that for any ρ = 1, 2, . . . , n,ΩRρ(A) lies in the union
of the two Geršgorin disks centered at aρρ and aσσ = a¯ρρ . Pick any ρ , and assume ﬁrst that n is even
and aρσ /= 0. Now assume that there exists a z ∈ ΩRρ(A)with |z − aρρ | > R′ρ , i.e., z lies outsideΓ Rρ (A)
(if there is no such z, then there is nothing to prove). Since R
′′
ρσ = R′ρ − |aρσ |, we have(
R′ρ − |aρσ |
) (|z − a¯ρρ | + |aρσ |) 
∣∣∣(z − aρρ)(z − a¯ρρ) − |aρσ |2
∣∣∣
 |z − aρρ ||z − a¯ρρ | − |aρσ |2
>R′ρ |z − a¯ρρ | − |aρσ |2,
which means that
R′ρ |z − a¯ρρ | + R′ρ |aρσ | − |aρσ ||z − a¯ρρ | − |aρσ |2 > R′ρ |z − a¯ρρ | − |aρσ |2.
Because aρσ /= 0, it follows that |z − a¯ρρ | < R′ρ . But this means that z ∈ ΩRρ(A) and |z − aρρ | > R′ρ
together imply that zmust lie in the Geršgorin disk centered at a¯ρρ and therefore cannot lie outside the
union of both Geršgorin disks. When aρσ = 0,ΩRρ(A) coincides with the Geršgorin disk centerered
at aρρ , which trivially lies in the union of the two disks, and when n is odd, the proof is exactly as
for the even case as long as ρ /= (n + 1)/2. When ρ = (n + 1)/2, the corresponding inclusion set is
precisely the Geršgorin disk centerered at aρρ , which, once again, trivially lies in the union of the two
disks, which coincide because aρρ is real. Because of what we have just shown, the union of allΩ
R
ρ(A)
must lie in the union of all Γ Rρ (A). This concludes the proof. 
Remarks. (1) Although there are n inclusion regions both for the Geršgorin disks as well as for our
regions, only n/2 values need to be computed for R′i,n−i+1 and for R′′i,n−i+1 since R′i,n−i+1 = R′n−i+1,i
and R
′′
i,n−i+1 = R′′n−i+1,i, a consequence of the matrix A being centrohermitian.
(2) The sets ΩR(A) and ΩC(A) are symmetric with respect to the real axis. To see this, consider,
e.g., z ∈ ΩR(A). Then there exists an i for which z ∈ ΩRi (A), i.e., z satisﬁes∣∣∣(z − aii)(z − a¯ii) − |ai,n−i+1|2
∣∣∣ (|z − a¯ii| + |ai,n−i+1|) R′′i,n−i+1.
Taking complex conjugates, and taking into account that aii = a¯n−i+1,n−i+1, R′′i,n−i+1 =
R
′′
n−i+1,i, and |ai,n−i+1| = |an−i+1,i|, we obtain∣∣∣(z¯ − an−i+1,n−i+1)(z¯ − a¯n−i+1,n−i+1) − |an−i+1,i|2
∣∣∣ (|z¯ − a¯n−i+1,n−i+1| + |an−i+1,i|) R′′n−i+1,i ,
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which means that z¯ ∈ ΩRn−i+1(A) ⊆ ΩR(A). This proves that ΩR(A) s symmetric with respect to the
real axis. It can be shown analogously that the same is true for ΩC(A).
(3) An alternative way of bounding the left-hand side in (4) is to write(
(λ − aρρ)(λ − a¯ρρ) − |aρσ |2
)
xρ
= (λ − a¯ρρ)
n∑
j=1
j /=ρ ,σ
aρjxj + aρσ
n∑
j=1
j /=ρ ,σ
a¯ρjxn−j+1
= λ
n∑
j=1
j /=ρ ,σ
aρjxj −
n∑
j=1
j /=ρ ,σ
a¯ρρaρjxj +
n∑
j=1
j /=ρ ,σ
aρσ a¯ρ ,n−j+1xj.
Taking absolute values, using the triangle inequality and dividing through by |xρ | then yields
∣∣∣(λ − aρρ)(λ − a¯ρρ) − |aρσ |2
∣∣∣ |λ|R′′ρσ +
n∑
j=1
j /=ρ ,σ
∣∣a¯ρρaρj − aρσ a¯ρ ,n−j+1∣∣ . (5)
We bounded the left-hand side of (4) differently before because, unlike the alternative way, it leads to
a set that is contained in the Geršgorin set. However, as we will see later, the bound in (5) turns out to
be useful for deriving an invertibility criterion.
(4) When ai,n−i+1 = 0, we have thatΩRi (A) = Γ Ri (A) ∪ {a¯ii} andΩCn−i+1(A) = Γ Cn−i+1(A) ∪ {aii}.
In addition, it is interesting to note that, whereas the diagonal elements of the matrix are always
contained in the Geršgorin disks, the same is not true for our inclusion regions. As an example, take
z = aii: it is not necessarily true that
|ai,n−i+1|2  (|aii − a¯ii| + |ai,n−i+1|) R′′i,n−i+1.
Instead, there are other points that are always included. Consider the two zeros of
(z − aii)(z − a¯ii) − |ai,n−i+1|2 = 0. (6)
They will clearly always lie inΩRi (A) ∩ ΩRn−i+1(A). Both of these sets reduce to those two zeros when
R
′′
i,n−i+1 = R′′n−i+1,i = 0 and, therefore, so does their union in that case. As R′′i,n−i+1 increases, each set
is initially composed of two disjoint leaves (when the two zeros are distinct), that increase in size with
increasing R
′′
i,n−i+1 until R
′′
i,n−i+1 becomes large enough for the leaves to merge into an oval-like shape
(for lack of a better term), reminiscent of - but quite different from-a Cassinian oval. In what follows,
it will be convenient to deﬁne the similarly behaved sets
Ri (A) = ΩRi (A) ∪ ΩRn−i+1(A) (7)
for even n or when n is odd and i /= (n + 1)/2. When n is odd and i = (n + 1)/2, we deﬁne
Rn+1
2
(A) = Γ Rn+1
2
(A). (8)
With these definitions, there are  n
2
 setsRi (A). The following theorem states a property of the-sets
we just deﬁned, parallel to a similar property for Geršgorin disks. Its column version can be proved
analogously.
Theorem 2.2. If the union q of q leaves of -sets, as deﬁned in (7) and (8), with an oval-like 
R
i (A)
representing two leaves, forms a connected region that is disjoint from the remaining 2n − q leaves when
n is even, or the remaining 2n − 1 − q leaves when n is odd, then there are precisely q eigenvalues of A in
the union q.
Proof. Not surprisingly, the proof uses the same kind of continuity arguments as the proof of Theorem
6.1.1 in [13] for Geršgorin disks. Aswasmentioned in the statement of the theorem, an oval-likeRi (A),
where two leaves have merged, is thought of as representing two leaves.
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Fig. 1. The sets Γ R and ΩR for the matrices A1 (left) and A2 (right).
We start by considering the case when n is even and write A = X + M, where X is a matrix, com-
posed of the main diagonal and the main antidiagonal of A. Set A	 = X + 	M. This means that
R
′′
i,n−i+1(A	) = R
′′
i,n−i+1(	M) = 	R
′′
i,n−i+1(M).
Suppose that q leaves form a connected setq. Then from the definition ofΩ
R
i (A), we have, for all 	 ∈[0, 1], that q(	) ≡ q(A	) ⊆ q ≡ q(1). We observe that the region q is disjoint from the com-
plementary regioncq , consisting of the 2n − q remaining leaves, and that none of the complementary
sets cq(	) intersect q.
For each solitary leaf in q, i.e., one that belongs to a 
R
i (A) with only one leaf in q, consider
the eigenvalue μi(A0) which is one of the zeros of a quadratic as in (6). For each pair of leaves (pos-
sibly merged) in q, belonging to the same 
R
j (A) with both leaves in q, consider the eigenvalues
λ
(1)
j (A0) and λ
(2)
j (A0), which are the zeros of a quadratic as in (6). Consider also μi(A	), λ
(1)
j (A	),
and λ
(2)
j (A	), with 	 > 0. The eigenvalues are continuous fuctions of the elements of A, and all
μi(A	), λ
(1)
j (A	), λ
(2)
j (A	) ∈ q(	) ⊆ q for all 	 > 0. Therefore, eachμi(A	), λ(1)j (A	), and λ(2)j (A	)
can be traced to someμi(A1) = μi(A), λ(1)j (A1) = λ(1)j (A), and λ(2)j (A1) = λ(2)j (A) by the continuous
curves
{μi(A	) : 0 	  1} ,
{
λ
(1)
j (A	) : 0 	  1
}
and
{
λ
(2)
j (A	) : 0 	  1
}
.
As a result, for each 	 > 0, there must be at least q eigenvalues of A	 in q(	). There cannot be more
than that, because the remaining 2n − q eigenvalues of A0 start outside q and follow continuous
curves that have to stay in cq and cannot jump the gap between 
c
q and q.
For odd n, there are a fewminor differences: one of the-sets is Γ Rn+1
2
(A), so that there is a total of
2n − 1 leaves, and λ n+1
2
(A0) = a n+1
2
, n+1
2
. The rest of the proof is analogous to the even case. 
Examples. It is always true thatΩR(A) ⊆ Γ R(A), butΩR(A) can vary considerably from being almost
the sameasΓ R(A) to beingmuch smaller.Wehave illustrated thiswith twomatricesA1 andA2, deﬁned
below, the eigenvalue inclusion regions of which can be seen in Fig. 1. The Γ R and ΩR sets are shaded
in light and dark grey, respectively. The eigenvalues appear as white dots. In the case of A2, there are
two disconnected regions, the smaller one representing just one leaf and therefore containing exactly
one eigenvalue of A2
A1 =
⎛
⎜⎜⎝
i 3 − i i 2i
−1 − 2i −2i i −1
−1 −i 2i −1 + 2i
−2i −i 3 + i −i
⎞
⎟⎟⎠ ,
A. Melman / Linear Algebra and its Applications 431 (2009) 633–656 641
A2 =
⎛
⎜⎜⎝
−5 − 3i 3 − i i 2i
−1 − 2i −3i −12 −1
−1 −12 3i −1 + 2i
−2i −i 3 + i −5 + 3i
⎞
⎟⎟⎠ .
The following theorem characterizes the intersection of ΩRρ(A) with the real axis, which is some-
times useful in applications. We denote the intersection of ΩRρ(A) with the real axis by ΩRρ(A) and
we note that ΩRρ(A) = ΩRσ (A) because |z − aρρ | = |z − a¯ρρ | when z is real.
Theorem 2.3. If A ∈ Cn×n is centrohermitian and n is even or n is odd and ρ /= (n + 1)/2, thenΩRρ(A)
is given by the following:
(1) If R′ρ < |aρρ |, then ΩRρ(A) = ∅.
(2) If R′ρ  |aρρ | and 2|aρσ | − R′ρ < |aρρ |, then ΩRρ(A) = [x1, x2], where
x1 = aρρ −
√
R′2ρ −
(aρρ)2 and x2 = aρρ +
√
R′2ρ −
(aρρ)2.
(3) If R′ρ  |aρρ | and 2|aρσ | − R′ρ  |aρρ |, thenΩRρ(A) = [x1, y1] ∪ [x2, y2],where x1 and x2 are
as in case (2) and where
y1 = aρρ −
√(
2|aρσ | − R′ρ
)2 − (aρρ)2 and
y2 = aρρ +
√(
2|aρσ | − R′ρ
)2 − (aρρ)2.
Whenn is oddandρ = (n + 1)/2, thenΩRρ(A) = ∅ if R′ρ < |aρρ |. If R′ρ  |aρρ | thenΩRρ(A)
= [x1, x2], where x1 and x2 are as in case (2).
Proof. We start with n even or n odd and ρ /= (n + 1)/2. When z ∈ ΩRρ(A) ≡ ΩRρ(A) ∩ IR, we have
from the definition of ΩRρ(A) that∣∣∣|z − aρρ |2 − |aρσ |2
∣∣∣ (|z − aρρ | + |aρσ |) R′′ρσ ,
so that∣∣|z − aρρ | − |aρσ |∣∣ · ∣∣|z − aρρ | + |aρσ |∣∣ (|z − aρρ | + |aρσ |) R′′ρσ .
Hence, if aρσ /= 0:∣∣|z − aρρ | − |aρσ |∣∣ R′′ρσ .
This is the same as saying that
−R′′ρσ  |z − aρρ | − |aρσ | R
′′
ρσ ,
or
2|aρσ | − R′ρ  |z − aρρ | R′ρ. (9)
It is worth observing that 2|aρσ | − R′ρ  R′ρ because |aρσ | R′ρ . Clearly, because z is real, it can only
satisfy the right-hand side inequality in (9) if R′ρ  |aρρ |, which proves the ﬁrst case in the statement
of the theorem. If aρσ = 0,ΩRρ(A) = Γ Rρ (A) ∪ {a¯ρρ}, and the same conclusion follows.
Let us now assume that R′ρ  |aρρ | and that aρσ /= 0. The following arguments are illustrated in
Fig. 2, where the outer radius of the disks is R′ρ and the inner radius is 2|aρσ | − R′ρ when it is positive.
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Fig. 2. Intersection with the real axis.
The left-hand side inequality in (9) plays no role as long as 2|aρσ | − R′ρ < |aρρ |, because it is always
true that |z − aρρ | |aρρ | by virtue of z being real. In that case, namelywhen 2|aρσ | − R′ρ < |aρρ |,
the intersection of ΩRρ(A) with the real axis is determined by |z − aρρ | R′ρ . This is a line segment[x1, x2], the endpoints of which are the intersections of the real axis with the circle with center aρρ
and radius R′ρ . These endpoints are easily calculated with Pythagoras’ theorem as
x1 = aρρ −
√
R′2ρ −
(aρρ)2 and x2 = aρρ +
√
R′2ρ −
(aρρ)2.
Once again, if aρσ = 0,ΩRρ(A) = Γ Rρ (A) ∪ {a¯ρρ}, and we reach the same conclusion.
If R′ρ > 0 and 2|aρσ | − R′ρ  |aρρ | (which is only possible when aρσ /= 0), then the disk with
center aρρ and radius 2|aρσ | − R′ρ intersects the real axis at the points y1 and y2 and to satisfy the
condition |z − aρρ | 2|aρσ | − R′ρ , z must satisfy z  y1 or z  y2. In other words, in this case the
intersection of ΩRρ(A) with the real axis is given by the union of the two line segments [x1, y1] and[y2, x2]. Once again, Pythagoras’ theorem makes the calculation of y1 and y2 straightforward:
y1 = aρρ −
√(
2|aρσ | − R′ρ
)2 − (aρρ)2 and
y2 = aρρ +
√(
2|aρσ | − R′ρ
)2 − (aρρ)2.
IfR′ρ = 0, then, in this case,(aρρ) = 0 and theproof follows immediatelywith x1 = x2 = y1 = y2 =aρρ . This completes the proof of case (3) in the statement of the theorem.
When n is odd and ρ = (n + 1)/2,ΩRρ(A) = Γ Rρ (A), whichmeans thatΩRρ(A) is the intersection
with the real axis of a circle with center aρρ and radius R
′
ρ . The exact same arguments as before then
conclude the proof. 
Remark. If all the eigenvalues are real, then the previous theorem means that our inclusion regions
yield the same lower and upper bounds on the spectrumof A as the Geršgorin disks. However, contrary
to theGeršgorindisks, our regionspotentially allow for abetterupperboundon the smallest eigenvalue
and a better lower bound on the largest eigenvalue.
Eigenvalue inclusion sets naturally lead to criteria for invertibility: if zero does not lie in the inclu-
sion set, then the matrix must be invertible. For Geršgorin disks, this leads to the Lévy-Desplanques
theorem,which states that strict diagonal dominance is sufﬁcient for invertibility. The inclusion sets of
Theorem 2.1 for centrohermitian matrices lead to a criterion that turns out to be a direct consequence
of the Lévy-Desplanques theorem. It is stated in the following theorem. The proof does not rely on the
Lévy-Desplanques theorem to illustrate how the criterion follows naturally from our inclusion sets.
Theorem 2.4. Let A ∈ Cn×n be centrohermitian, then A is invertible if
|aii| > R′i OR |ai,n−i+1| > R′i,n−i+1 ∀i = 1, 2, . . . ,
⌈
n
2
⌉
. (10)
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Proof. We ﬁrst consider n even or n odd and i /= (n + 1)/2. Assuming that |aii| and |ai,n−i+1| are not
simultaneously equal to zero (otherwise we cannot satisfy (10)), substituting z = 0 in (1), and taking
the complement of that inequality yields∣∣∣|aii|2 − |ai,n−i+1|2
∣∣∣ > (|aii| + |ai,n−i+1|) R′′i,n−i+1,
which implies
∣∣|aii| − |ai,n−i+1|∣∣ > R′′i,n−i+1.
This inequality is equivalent to
|aii| − |ai,n−i+1| > R′′i,n−i+1 OR |aii| − |ai,n−i+1| < −R
′′
i,n−i+1.
Since R′i = R′′i,n−i+1 + |ai,n−i+1| and R′i,n−i+1 = R′′i,n−i+1 + |aii|, this can be rewritten as
|aii| > R′i OR |ai,n−i+1| > R′i,n−i+1.
The index i need run only to n/2 since R′i = R′n−i+1 and R′i,n−i+1 = R′n−i+1,i because A is centrohe-
rmitian. When n is odd and i = (n + 1)/2, the two statements in (10) are identical and they follow
from the fact that in this case, the inclusion region is just the Geršgorin disk with center a n+1
2
, n+1
2
. This
completes the proof. 
To show that the invertibility criterion in Theorem2.4 follows from the Lévy-Desplanques theorem,
consider, e.g., a case where i = 1 and |a1n| > R′1,n. Then, because of the centrohermitian property of
the matrix, the ﬁrst and last rows can be permuted, making each diagonally dominant. Of course, a
similar result follows for the columns.
The following theorem improves Theorem 2.4.
Theorem 2.5. Let A ∈ Cn×n be centrohermitian with n even, then A is invertible if
∣∣∣|aii|2 − |ai,n−i+1|2
∣∣∣ >
n∑
j=1
j /=i,n−i+1
∣∣a¯iiaij − ai,n−i+1a¯i,n−j+1∣∣ , ∀i = 1, 2, . . . ,
⌊
n
2
⌋
. (11)
When n is odd, the conditions are the same as for the even case, with the addition of
∣∣∣a n+1
2
, n+1
2
∣∣∣ >
R′(n+1)/2.
Proof. When n is even or odd and i /= (n + 1)/2, the proof follows immediately by substitutingλ = 0
in (5) with ρ = i and σ = n − i + 1. Once again, the index i need only run to n/2 because A is
centrohermitian and the quantities on both sides of inequality (11) repeat themselves.
Whenn is oddand i = (n + 1)/2, the criterion follows, onceagain, because in this case the inclusion
region is just the Geršgorin disk with center a n+1
2
, n+1
2
. 
That this theorem is an improvement over Theorem2.4 follows from the ﬁrst paragraph of the proof
of that theorem, together with
n∑
j=1
j /=i,n−i+1
∣∣ai,n−i+1a¯i,n−j+1 − a¯iiaij∣∣  |ai,n−i+1|
n∑
j=1
j /=i,n−i+1
|ai,n−j+1| + |aii|
n∑
j=1
j /=i,n−i+1
|aij|
= (|ai,n−i+1| + |aii|) R′′i,n−i+1.
Example. The following is an example of an invertible centrohermitianmatrix that satisﬁes the criteria
of Theorem 2.5, but not those of Theorem 2.4 (i.e., Lévy-Desplanques):
644 A. Melman / Linear Algebra and its Applications 431 (2009) 633–656
⎛
⎜⎜⎝
2i i i i
1 + i −2i 5i i
−i −5i 2i 1 − i
−i −i −i −2i
⎞
⎟⎟⎠ .
An important special class of centrohermitian matrices are Hermitian Toeplitz matrices. A Toeplitz
matrix T is deﬁned by its ﬁrst row and ﬁrst column and is constant along its diagonals. It is formally
deﬁned by Tij = tj−i for some vector t = (t1−n, . . . , t0, . . . , tn−1) ∈ Cn. Toeplitz matrices are persym-
metric so that a Hermitian Toeplitz matrix T satisﬁes JTJ = TT = T∗ = T , which means that it is also
centrohermitian. Since T is constant along its diagonals, the Geršgorin disks are all concentric, the
center being a real number. This precludes the possibility of obtaining disconnected regions that could
provide more accurate estimates of the eigenvalues. However, theΩRi (T) orΩ
C
i (T) sets do allow such
disconnected regions.
In addition to centrohermitianmatrices,wenowbrieﬂy consider skew-centrohermitianmatrices. A
skew-centrosymmetricmatrixA satisﬁes JAJ = −A and the results oneobtains for this class ofmatrices
are very similar to the oneswe obtained in the centrohermitian case. Theywill be statedwithout proof,
the proof being a straightforward modiﬁcation of the one corresponding to the equivalent result for a
centrohermitian matrix. For a skew-centrohermitian matrix A, Av = λv implies that A(Jv) = −λ(Jv).
This leads to the following:
Theorem 2.6. If A ∈ Cn×n and if A is skew-centrohermitian, then the following holds.
(1) When n is even, all the eigenvalues of A are located in the union of the following sets:
VR(A) ≡
n⋃
i=1
VRi (A),
where
VRi (A) =
{
z :
∣∣∣(z − aii)(z + a¯ii) + |ai,n−i+1|2
∣∣∣ (|z + a¯ii| + |ai,n−i+1|) R′′i,n−i+1
}
,
and also in the union of the following sets:
VC(A) ≡
n⋃
j=1
VCj (A),
where
VCj (A) =
{
z :
∣∣∣(z − ajj)(z + a¯jj) + |an−j+1,j|2
∣∣∣ (|z + a¯jj| + |an−j+1,j|) C ′′n−j+1,j
}
.
(2) When n is odd, all the eigenvalues of A are located in the union of the following sets:
VR(A) ≡
n⋃
i=1
i /= n+1
2
VRi (A)
⋃
Γ Rn+1
2
(A),
and also in the union of the following sets:
VC(A) ≡
n⋃
j=1
j /= n+1
2
VCj (A)
⋃
Γ Cn+1
2
(A).
(3) VR(A) ⊆ Γ R(A) and VC(A) ⊆ Γ C(A). 
In addition, a disconnected region of q leaves of the sets VRi (A) ∪ VRn−i+1(A)must contain exactly q
eigenvalues of A, with a similar result for the columns.
The sets VRi (A) and V
C
j (A) are symmetric with respect to the imaginary axis and the intersec-
tion with that axis can be computed just like the intersection with the real axis was computed for a
centrohermitian matrix.
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The criteria for invertibility of skew-centrohermitianmatrices are the same as the ones we derived
for centrohermitian matrices in theorems 2.4 and 2.5. This completes our basic treatment of centro-
hermitian and skew-centrohermitian matrices.
3. Perhermitian and skew-perhermitian matrices
A perhermitian matrix satisﬁes JAJ = A∗, or its elements satisfy ai,j = a¯n−j+1,n−i+1. For such a
matrix, Ax = λx implies A∗(Jx) = λ(Jx). We also notice that a¯i,n−i+1 = ai,n−i+1, i.e., the elements on
the antidiagonal are real.
Theorem 3.1. If A ∈ Cn×n and if A is perhermitian, then the following holds.
(1) When n is even, all the eigenvalues of A are located in the union of the following sets:

R(A) ≡
n⋃
i=1

Ri (A),
where

Ri (A)
= {z : ∣∣(z − aii)(z − a¯ii) − ai,n−i+1an−i+1,i∣∣
 |z − a¯ii|R′′i,n−i+1 + |ai,n−i+1|R
′′
n−i+1,i
}
,
and also in the union of the following sets:

C(A) ≡
n⋃
j=1

Cj (A),
where

Cj (A)
= {z : ∣∣(z − ajj)(z − a¯jj) − an−j+1,jaj,n−j+1∣∣
 |z − a¯jj|C ′′n−j+1,j + |an−j+1,j|C
′′
j,n−j+1|
}
.
(2) When n is odd, all the eigenvalues of A are located in the union of the following sets:

R(A) ≡
n⋃
i=1
i /= n+1
2

Ri (A)
⋃
Γ Rn+1
2
(A),
and also in the union of the following sets:

C(A) ≡
n⋃
j=1
j /= n+1
2

Cj (A)
⋃
Γ Cn+1
2
(A).
(3) 
R(A) ⊆ Γ R(A) and 
C(A) ⊆ Γ C(A).
Proof. The proof is very similar to the proof for the corresponding result for centrohermitianmatrices
and we only provide the essential parts of it. We assume that n is even.
Let Ax = λx and let xρ be the component of x with the largest absolute value, just like in the
centrohermitian case, and set σ = n − ρ + 1. We have ρ /= σ because n is even. From the spectral
properties of perhermitian matrices, the following must hold:
646 A. Melman / Linear Algebra and its Applications 431 (2009) 633–656
λxρ =
n∑
j=1
j /=ρ ,σ
aρjxj + aρρxρ + aρσ xσ ,
λxσ =
n∑
j=1
j /=ρ ,σ
a∗ρjxn−j+1 + a∗ρρxσ + a∗ρσ xρ.
These two equations are equivalent to
(λ − aρρ)xρ − aρσ xσ =
n∑
j=1
j /=ρ ,σ
aρjxj ,
−a∗ρσ xρ + (λ − a∗ρρ)xσ =
n∑
j=1
j /=ρ ,σ
a∗ρjxn−j+1.
Now, with the perhermitian properties of Awe can write
n∑
j=1
j /=ρ ,σ
a∗ρjxn−j+1 =
n∑
j=1
j /=ρ ,σ
a¯jρxn−j+1 =
n∑
j=1
j /=ρ ,σ
aσ ,n−j+1xn−j+1 =
n∑
j=1
j /=ρ ,σ
aσ jxj.
From this and because the elements on the antidiagonal are real, we obtain
(λ − aρρ)xρ − aρσ xσ =
n∑
j=1
j /=ρ ,σ
aρjxj ,
−aσρxρ + (λ − a¯ρρ)xσ =
n∑
j=1
j /=ρ ,σ
aσ ,jxj.
Eliminating xσ gives
(
(λ − aρρ)(λ − a¯ρρ) − aρσ aσρ) xρ = (λ − a¯ρρ)
n∑
j=1
j /=ρ ,σ
aρjxj + aρσ
n∑
j=1
j /=ρ ,σ
aσ jxj.
As before, taking the absolute value on each side, using the triangle inequality and dividing through
by |xρ | yields∣∣(λ − aρρ)(λ − a¯ρρ) − aρσ aσρ ∣∣ |λ − a¯ρρ |R′′ρσ + |aρσ |R′′σρ.
We do not know which ρ each eigenvalue corresponds to, so we must take the union of all such sets
to obtain a region that is guaranteed to contain all eigenvalues. When n is odd and ρ = (n + 1)/2, we
proceed similarly as for centrohermitian matrices with the added little twist that in this case aρρ is a
real number because, in addition to lying on the main diagonal, it also lies on the main antidiagonal.
The equivalent expressions involving the columns follow immediately by considering AT instead of
A.
Finally, that our inclusion regions lie in the Geršgorin set follows almost exactly as in the centro-
hermitian case. 
As before, a disconnected region of q leaves of the sets 
Ri (A) ∪ 
Rn−i+1(A)must contain exactly q
eigenvalues of A, with a similar result for the columns.
Remark.We note that for any j = 1, 2, . . . , n:
C
′′
n−j+1,j =
n∑
k=1
|akj| − |ajj| − |an−j+1,j| =
n∑
k=1
|an−j+1,n−k+1| − |ajj| − |an−j+1,j| = R′′n−j+1,j.
(12)
A. Melman / Linear Algebra and its Applications 431 (2009) 633–656 647
Fig. 3. The sets 
R(A),
C(A), and 
R(A) ∩ 
C(A) for the matrix B1.
As in the case of a centrohermitian matrix, the diagonal elements aii and a¯ii do not necessarily
lie in 
R(A) or 
C(A). Although more complicated than for centrohermitian matrices, it is fairly
straightforward to compute the intersection of 
R(A) and 
C(A) with the real axis.
Unlike ΩR(A) and ΩC(A),
R(A) and 
C(A) are not symmetric with respect to the real axis, nor
are they symmetric with respect to the imaginary axis. However, 
R(A) ∩ 
C(A) is symmetric with
respect to the real axis. To see this we consider z ∈ 
R(A). For such a z, there exists an i for which
z ∈ 
Ri (A), which means that∣∣(z − aii)(z − a¯ii) − ai,n−i+1an−i+1,i∣∣ |z − a¯ii|R′′i,n−i+1 + |ai,n−i+1|R′′n−i+1,i.
Taking complex conjugates and remembering that ai,n−i+1 and an−i+1,i are real numbers since they
lie on the antidiagonal, we obtain
∣∣(z¯ − a¯ii)(z¯ − aii) − ai,n−i+1an−i+1,i∣∣ |z¯ − aii|R′′i,n−i+1 + |ai,n−i+1|R′′n−i+1,i.
Because aii = a¯n−i+1,n−i+1 and because of (12) this can be rewritten as
∣∣(z¯ − an−i+1,n−i+1)(z¯ − a¯n−i+1,n−i+1) − ai,n−i+1an−i+1,i∣∣
 |z¯ − a¯n−i+1,n−i+1|C ′′i,n−i+1 + |ai,n−i+1|C
′′
n−i+1,i.
This is the same as saying that z¯ ∈ 
Cn−i+1(A) and therefore z¯ ∈ 
C(A). Analogously, one can show
that z ∈ 
C(A) implies that z¯ ∈ 
R(A). Thus, if z lies in the intersection of 
R(A) and 
C(A), then so
will z¯, i.e., the intersection is symmetric with respect to the real axis. In the three ﬁgures appearing in
Fig. 3 we have illustrated this symmetry by showing, from left to right: Γ R(A) and ΠR(A),Γ C(A) and

C(A), and Γ R(A) ∩ Γ C(A) and 
R(A) ∩ 
C(A) for the matrix
B1 =
⎛
⎜⎜⎝
2i 3 − 2i 2 + 2i 4
2 4 + 2i 2 2 − 2i
1 + 2i 1 4 − 2i 3 + 2i
10 1 − 2i 2 −2i
⎞
⎟⎟⎠ .
The lighter and darker shades of grey correspond to the Geršgorin and our sets, respectively. The
white dots are the eigenvalues of B1. The sets 

R(A) and 
C(A) are clearly not symmetric, whereas

R(A) ∩ 
C(A) is. Please note that the axes are scaled differently in each of the three ﬁgures.
Examples. Fig. 4 represents the
R(A) sets for twomatrices B2 and B3, deﬁned below. The Γ
R and
R
sets are shaded in light and dark grey, respectively. The eigenvalues appear as white dots
B2 =
⎛
⎜⎜⎝
−2i 3 1 + 2i 2
2 i 4 1 − 2i
2 + i 2 −i 3
1 2 − i 2 2i
⎞
⎟⎟⎠ ; B3 =
⎛
⎜⎜⎝
−i −4i 1 + 2i 8
1 i 2 1 − 2i
1 + i 4 −i 4i
12 1 − i 1 i
⎞
⎟⎟⎠ .
The following two theorems parallel Theorem 2.4 and Theorem 2.5, and they provide sufﬁcient
conditions for the invertibility of a perhermitian matrix. Theorem 3.3 is better than Theorem 3.2
although it is slightly more complicated.
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Fig. 4. The sets Γ R and 
R for the matrices B2 (left) and B3 (right).
Theorem 3.2. Let A ∈ Cn×n be perhermitian with n even, then A is invertible if for all i = 1, 2, . . . ,  n
2

the following holds:∣∣∣|aii|2 − ai,n−i+1an−i+1,i
∣∣∣
> max
{
|aii|R′′i,n−i+1 + |ai,n−i+1|R
′′
n−i+1,i, |aii|R
′′
n−i+1,i + |an−i+1,i|R
′′
i,n−i+1
}
.
When n is odd, the conditions are the same as for the even case,with the addition of
∣∣∣a n+1
2
, n+1
2
∣∣∣ > R′(n+1)/2.
We remark that, although the left-hand side of the inequality in the previous theorem is invariant
when i is replacedbyn − i + 1, the right-handside isnot, hencewemust take themaximumof the two.
Theorem 3.3. Let A ∈ Cn×n be perhermitian with n even, then A is invertible if for all i = 1, 2, . . . ,
⌊
n
2
⌋
the following holds:∣∣∣|aii|2 − ai,n−i+1an−i+1,i
∣∣∣
> max
⎧⎪⎪⎨
⎪⎪⎩
n∑
j=1
j /=i,n−i+1
∣∣a¯iiaij − ai,n−i+1an−i+1,j∣∣ ,
n∑
j=1
j /=i,n−i+1
∣∣aiian−i+1,j − an−i+1,iai,j∣∣
⎫⎪⎪⎬
⎪⎪⎭ .
When n is odd, the conditions are the same as for the even case,with the addition of
∣∣∣a n+1
2
, n+1
2
∣∣∣ > R′(n+1)/2.
Skew-perhermitianmatricescanbe treatedanalogouslyandtoavoid tedious repetition, the relevant
results will simply be listed in the summary at the end.
4. Persymmetric matrices
A persymmetric matrix satisﬁes JAJ = AT , or its elements satisfy ai,j = an−j+1,n−i+1, and we have
that Ax = λx implies that AT (Jx) = λ(Jx).
The following parallels our results for centrohermitian and perhermitian matrices.
Theorem 4.1. If A ∈ Cn×n and if A is persymmetric, then the following holds.
(1) When n is even, all the eigenvalues of A are located in the union of the following sets:
ΞR(A) ≡
n⋃
i=1
ΞRi (A),
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where
ΞRi (A)
=
{
z :
∣∣∣(z − aii)2 − ai,n−i+1an−i+1,i
∣∣∣ |z − aii|R′′i,n−i+1 + |ai,n−i+1|R′′n−i+1,i
}
,
and also in the union of the following sets:
ΞC(A) ≡
n⋃
j=1
ΞCj (A),
where
ΞCj (A)
=
{
z :
∣∣∣(z − ajj)2 − an−j+1,jaj,n−j+1
∣∣∣ |z − ajj|C ′′n−j+1,j + |an−j+1,j|C ′′j,n−j+1|
}
.
(2) When n is odd, all the eigenvalues of A are located in the union of the following sets:
ΞR(A) ≡
n⋃
i=1
i /= n+1
2
ΞRi (A)
⋃
Γ Rn+1
2
(A),
and also in the union of the following sets:
ΞC(A) ≡
n⋃
j=1
j /= n+1
2
ΞCj (A)
⋃
Γ Cn+1
2
(A).
(3) ΞR(A) ⊆ Γ R(A) and ΞC(A) ⊆ Γ C(A).
Proof. The proof is very similar to the proof for the corresponding result for perhermitian matrices
and, once again, we only provide the essential parts of it. We assume that n is even.
Let Ax = λx and let xρ be the component of x with the largest absolute value, just like in the
perhermitian case, and set σ = n − ρ + 1. We have ρ /= σ because n is even. From the spectral
properties of persymmetric matrices, the following must hold:
λxρ =
n∑
j=1
j /=ρ ,σ
aρjxj + aρρxρ + aρσ xσ ,
λxσ =
n∑
j=1
j /=ρ ,σ
aTρjxn−j+1 + aTρρxσ + aTρσ xρ.
These two equations are equivalent to
(λ − aρρ)xρ − aρσ xσ =
n∑
j=1
j /=ρ ,σ
aρjxj ,
−aTρσ xρ + (λ − aTρρ)xσ =
n∑
j=1
j /=ρ ,σ
aTρjxn−j+1.
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Fig. 5. The sets Γ R and ΞR for the matrices C1 (left) and C2 (right).
Now, with the persymmetric properties of Awe can write
n∑
j=1
j /=ρ ,σ
aTρjxn−j+1 =
n∑
j=1
j /=ρ ,σ
ajρxn−j+1 =
n∑
j=1
j /=ρ ,σ
aσ ,n−j+1xn−j+1 =
n∑
j=1
j /=ρ ,σ
aσ jxj.
From this we obtain
(λ − aρρ)xρ − aρσ xσ =
n∑
j=1
j /=ρ ,σ
aρjxj ,
−aσρxρ + (λ − aρρ)xσ =
n∑
j=1
j /=ρ ,σ
aσ jxj.
Eliminating xσ gives
(
(λ − aρρ)2 − aρσ aσρ
)
xρ = (λ − aρρ)
n∑
j=1
j /=ρ ,σ
aρjxj + aρσ
n∑
j=1
j /=ρ ,σ
aσ jxj.
As before, taking the absolute value on each side, using the triangle inequality and dividing through
by |xρ | yields∣∣∣(λ − aρρ)2 − aρσ aσρ
∣∣∣ |λ − aρρ |R′′ρσ + |aρσ |R′′σρ.
The remainder of the proof follows exactly as in the perhermitian case. 
Once again, a disconnected region of q leaves of the sets ΞRi (A) ∪ ΞRn−i+1(A)must contain exactly
q eigenvalues of A, with a similar result for the columns.
Examples. Fig. 5 represents theΞR(A) sets for twomatrices C1 and C2, deﬁned below. The Γ
R and
R
sets are, once again, shaded in light and dark grey, respectively. The eigenvalues appear as white dots
C1 =
⎛
⎜⎜⎝
2i 3 − 2i 2 + 2i 4
2 4 − 2i 2i 2 + 2i
1 + 2i i 4 − 2i 3 − 2i
1 + i 1 + 2i 2 2i
⎞
⎟⎟⎠ ,
C2 =
⎛
⎜⎜⎝
i 3 1 + 2i 12
2 −i 4i 1 + 2i
2 + i 2 + 2i −i 3
8 + 10i 2 + i 2 i
⎞
⎟⎟⎠ .
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The sequence of events is familiar by now, and the following two theorems provide sufﬁcient
conditions for invertibility of a persymmetric matrix. As before, the second theorem is better than the
ﬁrst one.
Theorem 4.2. Let A ∈ Cn×n be persymmetric with n even, then A is invertible if for all i = 1, 2, . . . ,
⌊
n
2
⌋
the following holds:∣∣∣a2ii − ai,n−i+1an−i+1,i
∣∣∣
> max
{
|aii|R′′i,n−i+1 + |ai,n−i+1|R
′′
n−i+1,i, |aii|R
′′
n−i+1,i + |an−i+1,i|R
′′
i,n−i+1
}
.
When n is odd, the conditions are the same as for the even case,with the addition of
∣∣∣a n+1
2
, n+1
2
∣∣∣ > R′(n+1)/2.
Theorem 4.3. Let A ∈ Cn×n be persymmetric with n even, then A is invertible if for all i = 1, 2, . . . ,
⌊
n
2
⌋
the following holds:∣∣∣a2ii − ai,n−i+1an−i+1,i
∣∣∣
> max
⎧⎪⎪⎨
⎪⎪⎩
n∑
j=1
j /=i,n−i+1
∣∣aiiaij − ai,n−i+1an−i+1,j∣∣ ,
n∑
j=1
j /=i,n−i+1
∣∣aiian−i+1,j − an−i+1,iai,j∣∣
⎫⎪⎪⎬
⎪⎪⎭ .
When n is odd, the conditions are the same as for the even case, with the addition of
∣∣∣a n+1
2
, n+1
2
∣∣∣ > R′(n+1)/2.
An important special class of persymmetric matrices are Toeplitz matrices and similar remarks
apply here as our remarks about such matrices in Section 2.
As was mentioned in the introduction, skew-persymmetric matrices have only zeros on their an-
tidiagonals (because ai,n−i+1 = −ai,n−i+1), which means that the regions we would obtain with our
techniques are just Geršgorin disks.
A summary of the Geršgorin-like sets for the various symmetries, along with the accompanying
nonsingularity conditions follows at the end of the paper, just before the bibliography. To minimize
clutter, we have just listed the results for even n. They are easily amended when n is odd.
The next section deals with Brauer-like inclusion sets.
5. Brauer-like inclusion sets
In this section we derive Brauer-like eigenvalue inclusion sets. Our treatment of these sets will be
relatively brief andwill rely heavily on the same techniques that were used for the Geršgorin-like sets.
In addition, we only state the row versions of these results since the column versions easily follow
from them.
Theorem 5.1. If A ∈ Cn×n and if A is centrohermitian, then the following holds.
(1) When n is even, all the eigenvalues of A are located in the union of the following sets:
R(A) ≡
n⋃
i,j=1
i<j
Rij(A), (13)
where
Rij(A)=
{
z :
∣∣∣(z − aii)(z − a¯ii) − |ai,n−i+1|2
∣∣∣ ∣∣∣(z − ajj)(z − a¯jj) − |aj,n−j+1|2
∣∣∣

(|z − a¯ii| + |ai,n−i+1|) (|z − a¯jj| + |aj,n−j+1|) R′′i,n−i+1R′′j,n−j+1
}
.
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(2) When n is odd, all the eigenvalues of A are located in the union of the following sets:
ΦR(A) ≡
⎛
⎜⎜⎜⎝
n⋃
i,j=1
i,j /= n+1
2
;i<j
Rij(A)
⎞
⎟⎟⎟⎠
⋃
⎛
⎜⎜⎜⎝
n⋃
i=1
i /= n+1
2
˜Ri (A)
⎞
⎟⎟⎟⎠ ,
where
˜Ri (A)=
{
z :
∣∣∣(z − aii)(z − a¯ii) − |ai,n−i+1|2
∣∣∣ ∣∣∣z − a n+1
2
, n+1
2
∣∣∣

(|z − a¯ii| + |ai,n−i+1|) R′′i,n−i+1R′n+1
2
}
.
(3) R(A) ⊆ ΩR(A).
Proof. First assume that n is even. Let λ be an eigenvalue of A with corresponding eigenvector x, i.e.,
Ax = λx. Deﬁne xρ /= 0 as the component of xwith the largest absolute value, so that |xρ | |xi| forall
i = 1, 2, . . . , n, and xρ /= 0. Also, set σ = n − ρ + 1. If x has no nonzero components other than xρ
and xσ , then Ax = λx implies that (aρρ − λ)xρ + aρσ xσ = 0 and aσρxρ + (aσσ − λ)xσ = 0. Since
xρ /= 0, the determinant of this 2 × 2 system must be equal to zero, or
(aρρ − λ)(aσσ − λ) − aσρaρσ = 0.
Because aσσ = a¯ρρ and aσρ = a¯ρσ , λ will then be in R(A), deﬁned in (13).
Now assume that there is at least one other (other than xρ and xσ ) component xμ /= 0 such that|xμ| |xi| for all i = 1, 2, . . . , n, i /= ρ , σ . Deﬁne ν = n − μ + 1. We then eliminate xσ , exactly as in
theproof of Theorem2.1. Taking absolute values andusing the triangle inequality delivers the following
inequality:∣∣∣(λ − aρρ)(λ − a¯ρρ) − |aρσ |2
∣∣∣ |xρ |
 |λ − a¯ρρ |
n∑
j=1
j /=ρ ,σ
|aρj||xj| + |aρσ |
n∑
j=1
j /=ρ ,σ
|aρj||xn−j+1|,
from which it follows that∣∣∣(λ − aρρ)(λ − a¯ρρ) − |aρσ |2
∣∣∣ (|λ − a¯ρρ | + |aρσ |) R′′ρσ |xμ||xρ | . (14)
We obtain analogously that∣∣∣(λ − aμμ)(λ − a¯μμ) − |aμν |2
∣∣∣ |xμ|
 |λ − a¯μμ|
∑
j=1
j /=μ,ν
|aμj||xj| + |aμν |
∑
j=1
j /=μ,ν
|aμj||xn−j+1|,
which yields
∣∣∣(λ − aμμ)(λ − a¯μμ) − |aμν |2
∣∣∣ (|λ − a¯μμ| + |aμν |) R′′μν |xρ ||xμ| . (15)
Multiplying inequalities (14) and (15) to eliminate the unknown ratios |xρ |/|xμ| and |xμ|/|xρ |, we
obtain∣∣∣(λ − aρρ)(λ − a¯ρρ) − |aρσ |2
∣∣∣
∣∣∣(λ − aμμ)(λ − a¯μμ) − |aμν |2
∣∣∣

(|λ − a¯ρρ | + |aρσ |) (|λ − a¯μμ| + |aμν |) R′′ρσ R′′μν.
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When n is odd, the proof is the same as for even n, as long as ρ /= (n + 1)/2 or μ /= (n + 1)/2. If,
e.g., ρ = (n + 1)/2, then inequality (14) becomes
∣∣λ − aρρ ∣∣ R′ρ |xμ||xρ | ,
and the rest of the proof follows as in the case when n is even.
For the last part of the theorem, assume that n is even and that z ∈ R(A). Then there should be an
i /= j such that z ∈ Rij(A). Also, assume that R′′i,n−i+1R′′j,n−j+1 /= 0 and ai,n−i+1aj,n−j+1 /= 0. Then we
have ∣∣∣(z − aii)(λ − a¯ii) − |ai,n−i+1|2
∣∣∣(|z − a¯ii| + |ai,n−i+1|) R′′i,n−i+1
·
∣∣∣(z − ajj)(λ − a¯jj) − |aj,n−j+1|2
∣∣∣(|z − a¯jj| + |aj,n−j+1|) R′′j,n−j+1
 1.
But thismeans that at least one of the factors in the left-hand side of this inequality should be less than
or equal to one,which is equivalent to saying that z should lie in at least one of the setsΩRi (A) orΩ
R
j (A).
Since z was an arbitrary point in R(A), this means that R(A) ⊆ ΩR(A). If R′′i,n−i+1R′′j,n−j+1 = 0 or
ai,n−i+1aj,n−j+1 = 0, the same conclusion follows easily. The casewhen n is odd is treated analogously
and this completes the proof. 
As before, these sets generate criteria for invertibility, and we once again have two theorems, one
involving less work than the other. We state them without proof, as their proofs are straightforward
and almost identical to the proofs of Theorem 2.4 and Theorem 2.5.
Theorem 5.2. Let A ∈ Cn×n be centrohermitian with n even, then A is invertible if
∣∣|aii| − |ai,n−i+1|∣∣ ∣∣|ajj| − |aj,n−j+1|∣∣ > R′′i,n−i+1R′′j,n−j+1,
∀i, j = 1, 2, . . . , n
2
and i /= j.
When n is odd, the conditions are the same as for the even case for all i, j = 1, 2, . . . ,
⌊
n
2
⌋
,with the addition
of
∣∣|aii| − |ai,n−i+1|∣∣ ·
∣∣∣a n+1
2
, n+1
2
∣∣∣ > R′′i,n−i+1R′n+1
2
, ∀i = 1, 2, . . . ,
⌊
n
2
⌋
.
Theorem 5.3. Let A ∈ Cn×n be centrohermitian with n even, then A is invertible if∣∣∣|aii|2 − |ai,n−i+1|2
∣∣∣ ·
∣∣∣|ajj|2 − |aj,n−j+1|2
∣∣∣
>
⎛
⎜⎜⎝
n∑
k=1
k /=i,n−i+1
∣∣a¯iiaik − ai,n−i+1a¯i,n−k+1∣∣
⎞
⎟⎟⎠
⎛
⎜⎜⎝
n∑
k=1
k /=j,n−j+1
∣∣a¯jjajk − aj,n−j+1a¯j,n−k+1∣∣
⎞
⎟⎟⎠ ,
∀i, j = 1, 2, . . . , n
2
and i /= j.
When n is odd, the conditions are the same as for the even case for all i, j = 1, 2, . . . ,
⌊
n
2
⌋
, with the
addition of∣∣∣|aii|2 − |ai,n−i+1|2
∣∣∣ ·
∣∣∣a n+1
2
, n+1
2
∣∣∣
> R′n+1
2
·
n∑
k=1
k /=i,n−i+1
∣∣a¯iiaik − ai,n−i+1a¯i,n−k+1∣∣ , ∀i = 1, 2, . . . ,
⌊
n
2
⌋
.
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Fig. 6. The set R(A), compared to the Geršgorin and Brauer sets.
Fig. 6 shows the Geršgorin set, the Brauer set, and R(A), deﬁned in Theorem 5.1 for the following
centrohermitian matrix:
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
10i 4 4 − i 3 − 2i −3i 0 1 + 2i 16 − i
3 + i 1 − 2i 1 + 2i 1 + i 2 1 − 2i 2 −1 − 2i
1 + 2i 4 3 + i 2 − i 2 1 1 + i −1 − i
−2 + i 3 + i 0 2 + i 1 + i 3 + 3i 4 + i −1 − 1i
−1 + i 4 − i 3 − 3i 1 − i 2 − i 0 3 − i −2 − i
−1 + i 1 − i 1 2 2 + i 3 − i 4 1 − 2i
−1 + 2i 2 1 + 2i 2 1 − i 1 − 2i 1 + 2i 3 − i
16 + i 1 − 2i 0 3i 3 + 2i 4 + i 4 −10i
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The Geršgorin set, Brauer set, and R(A) correspond to the lightest, darker, and darkest shades of
grey, respectively. The eigenvalues of A are represented by the white dots.
Equivalent results can easily be obtained for the other symmetries by repeating the same pattern
as for centrohermitianmatrices.Wewill refrain from doing so in the interest of brevity. The interested
reader should have no difﬁculty deriving them.
The Brauer inclusion set can be improved for irreduciblematrices by taking into account thematrix
sparsity, as in [15]. Although beyond the scope of the present work, it would be interesting to explore
if similar improvements could be obtained for the inclusion sets that were derived in this section.
Conclusion. We have obtained Geršgorin and Brauer-like inclusion sets for the eigenvalues of
structuredmatrices, along with corresponding nonsingularity conditions and some additional results.
These resultsmay be reﬁned in variousways similarly to corresponding results in Chapter 6 of [13] and
as indicated above. Itmay be interesting to investigatewhatmatrix similaritiesmight lead to improved
results in the presence of symmetry. As was mentioned in the introduction, combinations of diagonal
and antidiagonal matrices come to mind for the symmetries we dealt with here. Our techniques can
also be applied to other kinds of symmetry, such as, e.g., when a matrix satisﬁes KAK = AT for some
matrixK forwhichK2 = I orK2 = −I. Finally, specialized results caneasily beobtainedwhenmatrices
combine more than one symmetry, or when they are real, or any combination thereof.
Summary of spectral inclusion sets for even dimension (row version)
Centrohermitian :∣∣∣(z − aii)(z − a¯ii) − |ai,n−i+1|2
∣∣∣ (|z − a¯ii| + |ai,n−i+1|) R′′i,n−i+1,
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Skewcentrohermitian :∣∣∣(z − aii)(z + a¯ii) + |ai,n−i+1|2
∣∣∣ (|z + a¯ii| + |ai,n−i+1|) R′′i,n−i+1,
Perhermitian :∣∣(z − aii)(z − a¯ii) − ai,n−i+1an−i+1,i∣∣ |z − a¯ii|R′′i,n−i+1 + |ai,n−i+1|R′′n−i+1,i,
Skewperhermitian :∣∣(z − aii)(z + a¯ii) − ai,n−i+1an−i+1,i∣∣ |z + a¯ii|R′′i,n−i+1 + |ai,n−i+1|R′′n−i+1,i,
Persymmetric :∣∣∣(z − aii)2 − ai,n−i+1an−i+1,i
∣∣∣ |z − aii|R′′i,n−i+1 + |ai,n−i+1|R′′n−i+1,i.
Summary of nonsingularity conditions for even dimension (row version)
Centrohermitian and Skew-centrohermitian:
∣∣|aii| − |ai,n−i+1|∣∣ > R′′i,n−i+1
or∣∣∣|aii|2 − |ai,n−i+1|2
∣∣∣ >
n∑
j=1
j /=i,n−i+1
∣∣a¯iiaij − ai,n−i+1a¯i,n−j+1∣∣ .
Perhermitian:∣∣∣|aii|2 − ai,n−i+1an−i+1,i
∣∣∣
> max
{
|aii|R′′i,n−i+1 + |ai,n−i+1|R
′′
n−i+1,i, |aii|R
′′
n−i+1,i + |an−i+1,i|R
′′
i,n−i+1
}
or∣∣∣|aii|2 − ai,n−i+1an−i+1,i
∣∣∣
> max
⎧⎪⎪⎨
⎪⎪⎩
n∑
j=1
j /=i,n−i+1
∣∣a¯iiaij − ai,n−i+1an−i+1,j∣∣ ,
n∑
j=1
j /=i,n−i+1
∣∣aiian−i+1,j − an−i+1,iai,j∣∣
⎫⎪⎪⎬
⎪⎪⎭
.
Skew-perhermitian:∣∣∣|aii|2 + ai,n−i+1an−i+1,i
∣∣∣
> max
{
|aii|R′′i,n−i+1 + |ai,n−i+1|R
′′
n−i+1,i, |aii|R
′′
n−i+1,i + |an−i+1,i|R
′′
i,n−i+1
}
or∣∣∣|aii|2 + ai,n−i+1an−i+1,i
∣∣∣
> max
⎧⎪⎪⎨
⎪⎪⎩
n∑
j=1
j /=i,n−i+1
∣∣a¯iiaij + ai,n−i+1an−i+1,j∣∣ ,
n∑
j=1
j /=i,n−i+1
∣∣aiian−i+1,j − an−i+1,iai,j∣∣
⎫⎪⎪⎬
⎪⎪⎭ .
Persymmetric:∣∣∣a2ii − ai,n−i+1an−i+1,i
∣∣∣
> max
{
|aii|R′′i,n−i+1 + |ai,n−i+1|R
′′
n−i+1,i, |aii|R
′′
n−i+1,i + |an−i+1,i|R
′′
i,n−i+1
}
or∣∣∣a2ii − ai,n−i+1an−i+1,i
∣∣∣
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> max
⎧⎪⎪⎨
⎪⎪⎩
n∑
j=1
j /=i,n−i+1
∣∣aiiaij − ai,n−i+1an−i+1,j∣∣ ,
n∑
j=1
j /=i,n−i+1
∣∣aiian−i+1,j − an−i+1,iai,j∣∣
⎫⎪⎪⎬
⎪⎪⎭
.
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