We present submillimeter-and millimeter-wave maps tracing the molecular gas and dust around the edge of the H ii region M8. The molecular material is clumped into cores on the scale of the beam (about 0.1 pc) whose temperatures can be estimated from CO observations. The masses of the clumps, estimated from their continuum fluxes, are consistent with a power-law mass function with index À1:7 AE 0:6, which agrees with determinations for other molecular clouds at similar resolutions, using molecular lines as tracers. The submillimeter clumps are sited at the interface between the H ii region and the background molecular cloud, where they are exposed to the ultraviolet flux of OB stars. The physical parameters of the clumps are compared to published models of molecular clouds undergoing photoevaporation, suggesting that the pressure of the ionized gas exceeds the internal pressure of the clumps and, therefore, that a shock front will be driven into the clumps. The clumps themselves currently appear to be gravitationally unbound, but the compression may be sufficient to induce collapse.
INTRODUCTION
The Lagoon Nebula, M8 (Messier 1781) , lies in the Sagittarius-Carina arm of our galaxy, close to the Sgr 1A subgroup of the OB association Sgr OB1; this subgroup is about 20 Â 10 pc in diameter, elongated along the Galactic plane (Melnik & Efremov 1995) . M8 lies close to a number of H ii regions (such as M20, the Trifid), and to the supernova remnant W28. These signposts of high-mass star formation are separated by about 30 pc (e.g., Lightfoot et al. 1984) , comparable to the separation of subgroups in Sgr OB1 and to the separation of the Orion A and B clouds (e.g., Wall et al. 1996) . For the purposes of this work, the distance to the complex is taken to be 1.7 kpc; an uncertainty of perhaps 0.2 kpc seems reasonable (e.g., van den Ancker et al. 1997; Georgelin & Georgelin 1970a; van Altena & Jones 1972; Humphreys 1978) . Elmegreen et al. (2000) suggest a general hierarchical structure for high-mass star formation: at the largest scale are spiral arms, consisting of giant star-forming condensations ($600 pc in size), separated by 1-2 kpc. These condensations contain several OB associations that may be divided into subgroups (10-20 pc across), separated by tens of parsecs. The hierarchical structure continues down to individual embedded clusters, with sizes of order 0.1 pc. Individual giant molecular clouds have diameters of about 50 pc (Blitz 1993) , commensurate with OB associations, and contain clumpy structure on all scales. Williams, Blitz, & McKee (2000) call these substructures clumps and use the term '' core '' to refer to the cells of gas that form individual stars or stellar systems. On the other hand, Motte, André, & Neri (1998) use '' core '' to denote $0.1 pc structures in the Ophiuchi cloud, containing smaller scale condensations ('' clumps ''), likely to form individual stars.
The structure of a molecular cloud can be characterized as an ensemble of clumps, with a mass spectrum given by dN=dm / m À ; this mass spectrum has been studied over a variety of scales in different molecular line tracers (Blitz 1993) . Molecular line studies with beam sizes e0.1 pc find % 1:5 within the errors (Loren 1989; Blitz 1993; Nozawa et al. 1991; Carr 1987; Stutzki & Gü sten 1990; Lada, Bally, & Stark 1991; Williams & Blitz 1993; Williams, de Geus, & Blitz 1994; Williams, Blitz, & Stark 1995) , over a range of about a decade in beam size and about three decades in mass (a few to a few thousand M ). Studies with resolution 0.1-0.2 pc derive exponents of 1.6-1.7, while those with resolution e0.5 pc tend to find values of 1.3-1.4. More recent studies have used continuum mapping to trace structure with high spatial resolution (d0.03 pc), giving steeper power laws: Motte et al. (1998) found $ 2:5 in small protostellar cores in Oph, flattening to 1.5 at low masses ( 0:5 M ); a similar spectrum was found by Johnstone et al. (2000) . Testi & Sargent (1998) also found a steep mass spectrum ( $ 2:1) in the Serpens cloud core, and fitted a Salpeter law ( ¼ 2:35) to data from Orion B. These studies involve some form of spatial filtering: Testi & Sargent (1998) used aperture synthesis to make their map, which gives good signal-to-noise ratio (S/N) up to about 30 00 , i.e., $6 beamwidths. Motte et al. (1998) used wavelet analysis on their maps to select structures: their value of ¼ 2:5 was derived by removing structures on scales greater than 1 0 (i.e., about 5 beamwidths); with the larger structures included, the exponent reverted to 1.5. This neat division of mass spectra by spatial resolution is, however, inconsistent with the results of Heithausen et al. (1998) , who found ¼ 1:8 over five decades in mass, down to a spatial resolution of $0.02 pc, using 12 CO maps. suggest that this is because the 12 CO lines are largely tracing low-density unbound material, governed by turbulence in the interstellar medium, while the continuum maps show dense bound clumps in which self-gravitation is dominant.
Mapping the relatively distant star-forming region M8 allows us to measure the mass spectrum on large scales, using continuum emission as a tracer; this is complementary to the recent high-resolution continuum studies and, indeed, to large-scale molecular line work. The intention of this paper is to use continuum and CO line maps of the molecular gas around M8 to measure a clump mass spectrum, to characterize the physical conditions of these clumps, and to study their likely future evolution in this highly energetic region.
OBSERVATIONS, DATA REDUCTION, AND CALIBRATION

Submillimeter Continuum Observations
M8 was observed with the Submillimeter Common-User Bolometer Array (SCUBA; Holland et al. 1999 ) on the James Clerk Maxwell Telescope (JCMT) for a total of 16 hours over five nights in 1998 April, in good weather conditions (0:04 225 0:08), at wavelengths of 450 and 850 lm. The observations used scan-mapping mode, in which the bolometer arrays are scanned over the sky at specific position angles (in Nasmyth coordinates) in order to generate fully sampled maps of a strip of sky; a number of these strips make up a map. Each field was mapped six times, each time with a different chop throw: 20 00 , 30 00 , and 65 00 in both right ascension and declination. This combination gives good sensitivity to emission with spatial wavelength greater than 5 00 . The scan maps of M8 were made up of two overlapping fields, eastern and western, each $10 0 square.
The data were reduced with the standard software (SURF; Jenness & Lightfoot 1997) ; this uses the deconvolution technique suggested by Emerson (1995) . The reduction process consisted of flat-fielding, despiking and editing the data to remove excessive noise, extinction correction by linear interpolation between known values of atmospheric extinction (measured every hour or so by telescope skydip), removal of additive offsets between individual bolometer scans by subtracting the median value of the scan, and correction for pointing drifts by linear interpolation between successive pointing checks.
Scan maps of Uranus (using the same mapping protocol as the M8 maps) were used to flux-calibrate the data. The accuracy of the flux calibration is subject to uncertainties in the assumed fluxes of planetary calibrators, the gain of the system, and the opacity of the atmosphere. Adding the various errors in quadrature, the estimated calibration errors are between 8% and 11% for 450 lm data (depending on the assumptions employed) and 6% for 850 lm data (dominated by the uncertainty in the flux of Mars).
The calibrated scans were then rebinned into a series of double-beam maps, each corresponding to a given chop throw. These double-beam maps were then deconvolved by Fourier transforming them, co-adding them in Fourier space, and dividing by the spatial-frequency response of the combination of six chop throws (equivalent to deconvolving the double-beam pattern), then back-transforming into a final single-beam map, calibrated in Jy beam À1 (Figs. 1 and 2). Radio Telescope (MRT) operated by IRAM at Pico Veleta, using the MPIfR 37 channel bolometer array (Kreysa et al. 1998) . The zenith opacity at 1.3 mm varied from 0.13 to 0.45 (corresponding to 1.5-6 mm precipitable water vapor). The mapping parameters were set to suit large-area mapping-a scanning speed of 6 00 s À1 and pixel size of 5 00 Â5 00 -to allow individual maps ($ 8 0 Â $ 4 0 ) to be made in about an hour, in turn allowing frequent calibration. The mapping was carried out in horizontal coordinates, chopping along the scan direction at constant elevation with a 46 00 throw.
Millimeter Continuum Observations
The data were reduced with the NIC software package (Broguière, Neri, & Sievers 1998) , 11 which uses a mapping technique slightly different to that discussed above: while SCUBA is treated as a camera that builds up a fully sampled map of the sky, the MPIfR array is considered to be a set of single-channel bolometers, each of which maps the sky independently. The data were flat-fielded, i.e., corrected for the known gain of the channel relative to the reference channel, and converted to Jy beam À1 . Bad data were edited out, and a baseline (usually second order) was subtracted. Then the data for each bolometer were converted into a double-beam map of the sky in horizontal coordinates, and the doublebeam response was deconvolved using the EKH algorithm (Emerson, Klein, & Haslam 1979) . Finally, all 37 singlebeam maps were regridded and co-added into a single map in equatorial coordinates.
This basic procedure was used iteratively to reduce sky noise (Broguière et al. 1998) : the single-beam map was used to distinguish the parts of the map containing astronomical emission. The sky noise should be correlated across the bolometers, so those parts of the map considered to be free of astronomical emission were used to estimate the sky emission and hence remove that emission from all the channels. The noise-reduced data was then processed into a new single-beam map. Iterating this process led to a greatly improved map (Fig. 3) . 
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As with the SCUBA observations, the flux calibration of the maps was referred to measurements of Uranus, taken about once a night, corrected for beam coupling and for variations in the effective frequency of observation (due to atmospheric opacity). Uncertainties in the calibration arise from integration time smearing of the calibrator, scatter in the gain calibration measurements, uncertainties in the flux models of the calibrators (as above), errors in the atmospheric opacity, and gain variations due to elevation (Greve, Neri, & Sievers 1998) . The overall flux uncertainty is estimated to be 15%.
CO Line Observations
Maps of the J ¼ 3 2 emission from 12 CO, 13 CO, and C 18 O were obtained in 1996 April at the JCMT, using onthe-fly (OTF) mapping and the facility autocorrelation spectrometer, with a resolution of 0.17 km s À1 . The map cell size was 10 00 Â 10 00 , somewhat undersampling the $15 00 beam, and the intensities were calibrated onto the T Ã R scale, using fss ¼ 0:8.
Further OTF maps of the southeastern parts of M8 were obtained in the J ¼ 2 1 transitions of 12 CO, 13 CO, and C 18 O, at the 10 m Heinrich Hertz Telescope (HHT) over three nights in 2000 May, covering the southeastern parts of the region, which were not mapped at the JCMT. The maps were sampled at intervals of 5 00 in right ascension (the scan direction) and 10 00 in declination, fully sampling the $30 00 beam. Additional pointed observations toward clump centers were obtained in C 18 O. Facility instrumentation was used: the 230 GHz receiver fed a filter bank spectrometer with a resolution of 0.34 km s À1 , and data reduction was carried out with GILDAS software, removing fourth-order baselines and treating the spectra as random spatial samples due to the irregularity of OTF mapping. A few spectra were dropped from the 12 CO map because of instrumental problems, and one of the mapping scans had a consistently '' hot '' velocity channel, which was interpolated from its two neighbors. The HHT does not have continuous calibration: a cold load was measured at the start of each night, and subsequent calibrations, using hot and sky loads only, were carried out between scans.
The off-source reference position at the HHT was 2700 00 east of the map origin; the 12 CO emission toward this position was estimated by a series of position-switched integrations with switch throws of ð0 00 ; À1000 00 Þ, ð0 00 ; À2700 00 Þ, and ð2700 00 ; 0 00 Þ in equatorial coordinates. The weighted mean of these observations was taken to be the 12 CO spectrum of the map reference position, with a peak T Ã A of 7 K, line width of 1.4 km s À1 and a slight red wing. (This is, of course, a lower limit to the emission, due to the effect of position switching.) This was added back into the map spectra, which were divided by mb ð¼ 0:8Þ to give values of T mb . Although this is not consistent with the use of T Ã R for the JCMT data, the HHT data had twice the beamwidth, so the use of T mb is probably more accurate for the 2-1 transitions.
DATA ANALYSIS: FROM FLUX TO MASS
Characterizing the Beams
The simplest approximation to the telescope beam is a Gaussian. Although this is generally a good approximation to the main lobe of the telescope power pattern, it does not include the contribution of the error lobes. The beam integral of a Gaussian beam (the '' Gaussian beam integral '') within a circular aperture co-centered with the beam can be calculated analytically, but the true beam integral over a given aperture must be measured from a beam map. Maps of the 450 and 850 lm beams were produced from observations of Uranus: the error beam has power levels about 5% of the peak power at 850 lm and about 10% at 450 lm. A scan map of Uranus (taken 2 weeks before the M8 observations) was used to characterize the MRT beam. This is defined in horizontal coordinates, but the source map is produced by the co-addition of multiple maps with different scan directions due to source rotation. Thus the MRT beam map is not strictly the same as the PSF of the system.
Gaussian profiles fitted to the planet maps overestimate the measured telescope HPBW (even taking into account the size of Uranus in the beam), and the measured peak intensity underestimates the predicted flux of Uranus in the telescope beam. Both effects are much more severe at 450 lm than at 850 lm, and are presumably caused by the error beam, which is far more prominent at 450 lm. Figure 4 shows the beam integrals at all three wavelengths, measured in circular apertures of varying radius, together with Gaussian beam integrals in the same apertures, assuming the Gaussian FWHM fitted to the planet maps. The measured beam integrals in Figure 4 are consistent with previous characterizations of the JCMT beam (Richer 1992; Hobson et al. 1993; Shirley et al. 2000) . The 450 lm beam integral is reduced at certain radii, due to regions of negative power.
The maps were smoothed so as to give resolution equal to that of the broadest main beam, in this case, the 15>2 850 lm beam of the JCMT. This procedure took no account of the error beam but merely attempted to match the main beams at the various wave bands, assuming Gaussian beam profiles. The smoothed Gaussian FWHMs of all the beams agree to about 10%.
Measuring the Clumps
The continuum maps of M8 (Figs. 1, 2, and 3) show a large number of extended clumps superposed on more diffuse emission, a structure that makes aperture photometry impractical, so Gaussian profiles were fitted to the clumps. This implicitly assumes that the intensity distribution of the clump can be well represented by a Gaussian profile. Theoretically, star-forming cores are expected to have a powerlaw density profiles with an index between À3/2 and À2 (e.g., Shu 1977) ; this translates approximately into a powerlaw submillimeter intensity profile (Adams 1991) . Studies of radial intensity profiles in nearby low-mass star-forming regions tend to bear out the notion of power-law brightness distributions for Class 0/I sources but show much flatter profiles for prestellar condensations (e.g., Shirley et al. 2000; Ward-Thompson, Motte, & André 1999) ; the likely intensity structure of submillimeter sources in high-mass star-forming regions is not well known. Since Stutzki & Gü sten (1990) pointed out that fitted Gaussians still give useful estimates of the parameters (such as size) of non-Gaussian structures, and Ladd et al. (1991) found that power-law sources can be fitted fairly well by Gaussian profiles, the assumption of Gaussian structure does not appear to be particularly harmful.
Profile fitting was carried out on the smoothed maps, so Gaussians at different wavelengths should be fitted to similar structure in the map; the procedure included the subtraction of a local background level and is discussed in detail in the Appendix. The Gaussian-fitting procedure was carried out independently on the three maps, producing three lists of fitted Gaussian sources, with the following parameters: the offset from the map reference position, the geometric-mean FWHM of the source, and the integrated flux of the Gaussian. Lists of all detected clumps are available elsewhere (Tothill 1999) . It is difficult to define a detection limit: the brightest clumps are surrounded by imaging artifacts at a level of order 10% of the clump peak, so it is unlikely that clumps fainter than this can be reliably detected, giving limits of about 0.4, 1, and 0.08 Jy beam À1 at 850 lm, 450 lm, and 1.3 mm, respectively. However, in regions without bright emission, clumps with peak brightnesses as low as about 0.1, 0.3 and 0.02 Jy beam À1 (at 850 lm, 450 lm, and 1.3 mm) have been successfully fitted with Gaussians.
For each wavelength, a sample of sources was selected, first by removing Gaussian fits with a fractional error greater than 20% in either FWHM or amplitude: 10 Gaussians out of 67 at 450 lm, two out of 62 at 850 lm, and three out of 37 at 1.3 mm. Clump detections at only one wavelength were rejected, even if the single detection was at high S/N. Cross-referencing by position gave two subsamples of clumps: 17 clumps detected at all wavelengths (the '' 3-d '' sample) and 20 detected at both 450 lm and 850 lm (the '' 2-d '' sample). The whole mapped field is divided into six notional sections: SE, SW, EC, SC, WC, and C; clumps in the two subsamples are assigned numbers within these regions. The two brightest sources in the map, the Hourglass Nebula (M8HG) and M8E, are designated separately inside M8WC and M8SE.
The distributions of 850 lm fluxes in the two samples were compared, using a Kolmogorov-Smirnov (K-S) test (e.g., Press et al. 1986 , x 13.5), a robust method of determining whether or not two distributions are consistent with one another. The K-S test did not exclude the possibility of 3-d and 2-d samples being consistent but did suggest that the 2-d sample tends to consist of fainter clumps than the 3-d sample. K-S tests were also used to check whether the flux distribution of the selected sample was different from that of all Gaussian-fitted fluxes in a given wave band: there is no evidence that the requirement of simultaneous detection has significantly biased the sample toward either high-or lowflux sources.
Since the maps were smoothed to the same resolution, it might be expected that the fitted Gaussians in different maps would have the same size. In fact, a comparison of the fitted areas shows that there is a large scatter in geometric-mean FWHM. If this scatter is interpreted as being due to errors in the Gaussian fitting, it will affect the accuracy of the flux measurements (derived by integrating the Gaussians). The mean-square fractional scatters in fitted area were estimated for all wave bands and found to be larger than expected from the uncertainties estimated by the fitting routine. The excess error could be caused by the routine attempting to fit slightly different map structure to the same Gaussian at different wavelengths or by the attempt to fit a Gaussian profile to a non-Gaussian structure. It was treated as an additional independent error on all flux measurements of 35%, 9%, and 27% at 450 lm, 850 lm, and 1.3 mm. Tables 1 and 2 list the ellipticities, geometric-mean FWHM and fluxes of the clumps in the 3-d and 2-d samples, together with their estimated errors. Table 1 gives the 850 lm data on the clumps, together with their offsets from the reference position in arcseconds and the physical size of the FWHM in parsecs, derived from the 850 lm fits. Table 2 gives the ellipticities, geometric-mean FWHM, and fluxes at 450 lm and 1.3 mm.
CO Line Data
CO spectra toward the clumps were extracted from the maps and analyzed to complement the continuum measurements. From the 3-2 maps, the closest sampled spectrum was used: the maps were taken on a 10 00 grid, so each spectrum was d7 00 away. The spectral lines were characterized by fitting Gaussian profiles, giving the amplitude (peak Asymmetric or double-peaked lines were fitted by the sum of two Gaussians, and one of the components was taken to be associated with the continuum clump. This was usually done by examination of 12 CO and 13 CO spectra-the component that was proportionately stronger in 13 CO was selected. For some clumps, the 12 CO and 13 CO lines had very different shapes, suggesting self-absorption in the 12 CO line, and these spectra were not used. For the 2-1 maps covering the M8SE region, the closest 12 CO spectrum was extracted for each clump, while the 13 CO spectrum was obtained by co-adding all spectra within 5 00 of the clump position to improve S/N. C 18 O spectra used spectra within 10 00 in addition to longer pointed observations. The Gaussian fit parameters for all lines are given in Tables 3 (3-2) and 4 (2-1). Figure 5 shows the integrated intensity of 12 CO 3-2 and 12 CO 2-1 (toward M8SE) superposed on the 850 lm emission. At low levels, the agreement between the two tracers is excellent. Based on the possibility of line contamination discussed in x 3.4.2 below, the low-level emission at 850 lm may be largely composed of molecular line emission, mainly 12 CO. At higher intensities, the maps do not match particularly well-many of the continuum peaks are found just off 12 CO peaks. Similar mismatches between continuum and CO peaks have been seen even in more optically thin isotopomeric transitions by Mitchell et al. (2001) . This could be explained by the 12 CO emission (which traces temperature) being concentrated at the edges of the clumps, while the continuum emission peaks at the center, or by the ratio of CO to dust abundances varying with position, possibly due to freezeout. However, freezeout is expected to be important ( 850 ), and flux (S 850 ) are given, along with the position of the clump and its physical size, both derived from 850 lm data.
only at temperatures below $20 K (Bergin, Langer, & Goldsmith 1995) , somewhat cooler than the clumps in the Lagoon Nebula.
Gas Temperature
The simplest method of estimating a gas temperature is to measure the peak brightness temperature in optically thick 12 CO. However, the unknown filling factor of the beam and the possibility of self-absorption undermine this technique. Also, since 12 CO is optically thick, the line may not be representative of the bulk of the column.
If spectra are available for a clump in two optically thin transitions (e.g., 13 CO and C 18 O), the ratio of the two may be used to estimate the temperature (Myers, Linke, & Benson 1983) . This technique avoids the problems of selfabsorption and unknown filling factor, and, since the transitions are optically thin, the whole gas mass is sampled.
However, it does require the assumption of an abundance ratio between 13 CO and C 18 O, n 13 =n 18 . Myers et al. (1983) use solar abundances, giving n 13 =n 18 ¼ 5:5. Langer & Penzias (1990) measured a gradient in 12 C/ 13 C ratio over the Galactic disk, with 13 C enhanced toward the center of the galaxy, and found that the local interstellar medium 12 C/ 13 C ratio is rather lower than the solar ratio of 89. Adopting a galactocentric distance of 8.3 kpc for M8, the Langer & Penzias (1990) relationship gives a 12 C/ 13 C ratio of $50; with a solar 16 O/ 18 O ratio of 500 (Zinner 1996) , n 13 =n 18 % 10.
The gas excitation temperatures, estimated from 12 CO (T 12 ) and from 13 CO and C 18 O (T 13=18 ), are given in Table 5 , along with the estimated optical depth of the C 18 O transition. M8E and M8SE estimates are based on 2-1 transitions, while all others used 3-2 spectra; T 12 estimates for M8SE1 and 2 are based on 3-2 spectra, but T 13=18 estimates use 2-1. Formal errors in the excitation temperature estimates are derived from the uncertainty in the peak value of the Gaussian fit to the spectral line. All the JCMT on-the-fly maps have a noise of $2 K per channel. This was taken to be the error in the peak T Ã R for all isotopomers of CO 3-2, a conservative estimate, since it takes no account of the multiple channels used to fit a Gaussian to the line. Errors for the HHT 2-1 spectra use results from the fitting algorithm. Most clumps have C 18 O optical depth 18 of order 0.1, giving 13 CO optical depths of order unity, so the optically thin assumption is not strictly true. One effect of this is that increasing the isotopomer ratio n 13 =n 18 from 10 to 20 (as might occur in a photon-dominated region) reduces the derived temperature by an average of only 1.5 K. The good correlation between T 12 and T 13=18 can be used to estimate T 13=18 for clumps with 12 CO spectra but no 13 CO or C 18 O: on the basis of a straight-line fit to the data, they are assumed to have T 13=18 ¼ ð0:55 AE 0:1ÞT 12 . The systematically lower temperatures obtained from the rarer isotopomers may arise from the difference in optical thickness of the transitions. In general, 12 CO emission is expected to trace the surface of the cloud. If the cloud is externally heated, the 12 CO emission will arise from the warmer material at the surface, while 13 CO and C 18 O emission is dominated by the cooler material inside. Since dust emission is optically thin, T 13=18 is likely to be a more accurate estimate of the dust temperature, and is used as the '' adopted temperature '' (T adopt ) in Table 5 .
The errors assigned to the adopted temperatures are half of the confidence interval. Since the analysis uses nonlinear relationships, the errors are not normally distributed, and the derived value need not be in the middle of the confidence interval, so these error values should be treated with caution. In the case of M8C2, the line temperature ratio (within the errors) is consistent with 18 ¼ 0 and thus a very large gas temperature; the maximum temperature was taken to be T 12 . In M8C1 and M8C3, the spectra are consistent with a line ratio less than unity, interpreted as both transitions being optically thick. The average temperature of all clumps measured in 13 CO and C 18 O 3-2 is 27.3 K, with an rms scatter of 8.4 K (excluding the M8HG clump), and the average 12 CO 3-2 temperature of all measured clumps is 50:0 AE 12:3 K, equivalent to an average temperature T 13=18 ¼ 27:5 AE 13:3 K. Values of T 13=18 for the SE clumps measured in CO 2-1 are consistent with these averages.
Gas Density
The column density of C 18 O can be derived from the optical depth of the transition, integrated over the line; divided by the fractional abundance of C 18 O, this yields the column density of H 2 . The abundance was taken to be X ðC 18 O=H 2 Þ % 1:7 Â 10 À7 (e.g., Goldsmith, Bergin, & Lis 1997; White et al. 1999) , although this is highly uncertain. The integrated optical depth was approximated by R line 18 dv % 0 18 Dv 18 ; T adopt was used as the excitation temperature. Maximum and minimum values of the column density were derived from the confidence limits on 0 18 and T adopt (Table 5) .
The volume density of molecular hydrogen nðH 2 Þ was obtained by assuming that the size of the clump along the line of sight is similar to its projected size on the plane of the sky, taken to be the FWHM of the clump at 850 lm. This assumes that the clumps are spherically symmetric, which need not be true. However, for a lack of spherical symmetry to cause a systematic error in the derivation of volume densities, the nonspherical clumps would have to be generally aligned. It was also assumed that there is no significant contribution to the C 18 O emission by molecular gas outside the clump along the line of sight. Minimum and maximum volume densities were derived from the confidence limits on column density and on the FWHM at 850 lm. No account was taken of the additional random error estimated from the scatter in areas, but this error is low for 850 lm estimates. Both column and volume densities of H 2 are given in Table 5 . Free-free emission from the ionized gas may be a significant component of the submillimeter continuum emission. However, large-scale smooth free-free emission is unlikely to contaminate most sources, due to a combination of low spatial frequency suppression by chopping and local background subtraction during the flux measurement. However, electron density enhancements might be associated with clumps in the molecular cloud, giving rise to significant contamination. The possible importance of free-free contamination may be estimated from the model of Lynds & O'Neil (1982) . They postulate four (possibly overlapping) H ii regions: the Hourglass and regions I, II, and III, ionized by (I) Her 36, (II) 9 Sgr, and (III) HD 165052; according to Woodward et al. (1986) , both the Hourglass and the neighboring region (I) are ionized by Her 36.
Observations of the Hourglass Nebula at 5 GHz with the VLA have been used to model the ionized gas (Woodward et al. 1986 ), which coincides with the HG clump in the submillimeter maps to within a few arcseconds. The estimated free-free emission constitutes just 4% of the emission at 450 lm, a quarter of the emission at 850 lm, and three-quarters of the 1.3 mm emission. The deconvolved Gaussian FWHM of the HG clump at 1.3 mm is 16 00 , closer to the size of the compact H ii region than to the size of the 850 lm clump. So, in the case of the Hourglass clump, free-free emission may have a significant effect on the submillimeter fluxes.
The other clumps may be contaminated by emission from regions I, II, and III. Region III is large and diffuse ($2 or 60 pc diameter, n e $ 1 cm À3 ), so it is likely that its free-free emission is removed (as discussed above). Region II, ionized by 9 Sgr (n e $ 100 cm À3 ), is expected to have a diameter of 6.4 pc or $ 13 0 (Lynds & O'Neil 1982) , similar to the diameter of the central cavity in the submillimeter maps. Since 9 Sgr is near the center of the cavity, this suggests that region II can be identified with the cavity bounded by molecular material. The clumps found inside the cavity (M8C) may be behind the H ii region and thus affected by the free-free emission. However, most of the effect of the free-free emission should be removed on a scale of a few arcminutes. Region I, the more diffuse (n e $ 250 cm À3 ) H ii region ionized by Her 36, with an estimated diameter of 2.2 pc or $ 4 0 , corresponds to the bright nebular region around the Hourglass (e.g., Elliot et al. 1984 ) and could affect most of the clumps in M8WC. Emission on this spatial scale will be imaged effectively in the submillimeter but may be removed by local background fitting.
There are a number of optically bright nebular features in the west of the M8 complex, such as the filaments of the Super Hourglass Structure (SHGS; Lada et al. 1976; Elliot et al. 1984) , with increased electron density (Bohuski 1973) . Given their scales of a few arcseconds ($0.1 pc), they should have emission measures of order 10 6 cm À6 pc (similar to that of the Hourglass) and may significantly contaminate the submillimeter fluxes of any clumps with which they coincide. M8C2 and M8WC4, 5, 6 may be affected in this way (see Elliot et al. 1984 for a S ii image), and there is also S ii emission at the edge of M8SC 8 (Lada et al. 1976 ); however, the latter is a very bright clump, so the contamination is unlikely to be serious.
It is possible to estimate the maximum free-free contribution due to the various H ii regions in the Lynds & O'Neil (1982) model (neglecting the effect of structures such as the SHGS). The electron temperature is assumed to be 5000 K for all regions (Bohuski 1973) , somewhat lower than that derived by Woodward et al. (1986) for the Hourglass. The free-free emission should contribute a few times 0.01 Jy beam À1 , which may be important in the faintest clumps, and may even be dominant at 1.3 mm, depending on the extent to which it is filtered out by the imaging process. For most clumps, free-free emission is not a significant problem and has been neglected for all clumps except M8HG.
Spectral Line Contamination
Submillimeter spectral line radiation arising from molecular gas can contribute to the measured continuum flux: estimates of the fraction of continuum emission toward Orion OMC-1 at 1.3 mm that may be attributed to line emission range from 10% to 60% (Sutton et al. 1984; Greaves & White 1991; Oldham et al. 1994 ). Most of the area covered by the submillimeter continuum maps is also covered by the 12 CO 3-2 map, so the line contamination for all passbands was estimated from the 12 CO 3-2 line intensity, multiplied by a correction factor (the ratio between the total intensities of all astronomical lines within the continuum bandpass and the integrated intensity of the 12 CO line), estimated from spectral line surveys. The 1.3 mm band was partially surveyed toward Orion KL by Sutton et al. (1985) , Blake et al. (1986) , and Greaves & White (1991) . Applying a correction to account for the incompleteness with which they sample the 80 GHz bandwidth (assuming uniform line emission over the band), and excluding the broad shock-excited lines of SO and SO 2 seen toward Orion KL, the ratio of total line intensity to 12 CO line intensity Helmich & van Dishoeck (1997) carried out a spectral survey at 1.3 mm toward three sources in W3: IRS4, IRS5, and H 2 O. These sources are much less rich than Orion, with estimated (bandwidth-corrected) intensity ratios of about 3, 3, and 5, respectively.
The spectrum of Orion KL has been surveyed in the 850 lm band by Schilke et al. (1997) : excluding SO and SO 2 and correcting for bandwidth gives Sutton et al. (1995) observed five positions around Orion KL, giving ratios (estimating 12 CO from the C 17 O transition) ranging from 2 to 6. Sutton et al. (1991) conducted a spectral survey of Sgr B2(M), giving Helmich & van Dishoeck (1997) survey toward W3 IRS4, IRS5, and H 2 O also covered 28 GHz of the 850 lm band: the derived intensity ratios are about 2, 2, and 3, respectively.
These surveys tend to concentrate on rich sources of interstellar molecular lines and on relatively rich parts of the spectrum, suggesting that the factors derived here are upper limits. Limited spectral line observations show that the clumps around the Lagoon Nebula are not particularly rich in lines, nor do they show very strong SO or SO 2 emission. In the 850 lm passband, a correction factor of 2-3 seems reasonable and 5 would be an upper limit. In the much wider 1.3 mm band, a correction factor of 3-5 is consistent with the survey data.
The integrated intensity of the 12 CO 6-5 line at 690 GHz and 12 CO 2-1 (230 GHz), and hence the line contribution to the 450 lm and 1.3 mm fluxes, can be estimated from the 12 CO 3-2 line. Serabyn & Weisstein (1995) found that the 12 CO lines toward Orion IRc2 (up to 7-6) have frequencyintegrated intensities R T Ã R d / , but that transitions of other molecules tend to have constant frequency-integrated intensities. The 12 CO 3-2 and 2-1 data for M8 follow the rule for Orion IRc2, but the molecular gas in M8 may not be hot enough for this to extend as far as 12 CO 6-5.
The 12 CO 3-2 integrated intensity map is rather smooth compared to the continuum maps, suggesting that some of the 12 CO emission in spectra toward the clumps will be included in the fitted background, rather than the Gaussian fits. The 12 CO intensity can also be estimated by comparing the value at the clump with the local background. Estimates of the likely spectral line contamination in the various continuum passbands were all extrapolated from the integrated intensity of 12 CO 3-2: 20%-60%, 45%-150%, and 10%-45% at 850 lm, 1.3 mm, and 450 lm, respectively. Despite the large uncertainties, it seems that line contamination is likely to be a significant problem at 1.3 mm, whereas in the SCUBA 450 lm and 850 lm bands, it could be as low as 10% (an insignificant error) or as high as a half. M8SE3, M8C2, M8C3, M8SC7, M8WC4, and M8WC5 have consistently high estimates of line contamination and may even be dominated by line emission.
Dust Emission from H ii Regions
Dust grains survive inside H ii regions and produce their own graybody emission, which could contaminate the submillimeter flux measurements of clumps behind the H ii region. The strongest emission is likely to arise toward M8WC, which, in the Lynds & O'Neil (1982) model, lies behind the largest column of ionized gas. Woodward et al. (1986) found A V % 1 toward the Hourglass, corresponding to 100 % 4 Â 10 À3 at 100 lm (Harvey, Thronson, & Gatley 1980) . Assuming ¼ 2 for bare grains in an H ii region (Draine & Lee 1984; Hobson et al. 1993; Ristorcelli et al. 1996) , the optical depths at 450 lm, 850 lm, and 1.3 mm are 10 À4 , 2 Â 10 À5 , and 10 À5 . Adopting a dust temperature of 60 K (Soifer, Pipher, & Houck 1972) , the estimated submillimeter fluxes in the beam are 0.2 Jy beam À1 , 0.02 Jy beam À1 , and 0.003 Jy beam À1 respectively, small enough to be neglected.
Dust Emission from Photodissociation Regions
If a clump is exposed to UV radiation, the cool clump core is shielded by a warmer layer or photodissociation region (PDR); if the continuum radiation from the thin warm PDR were to constitute a substantial fraction of the flux from the clump, then the analysis of the submillimeter emission would be affected. The temperature structure of the dust in clumps and the PDRs at their surfaces has been modeled by Hollenbach, Takahashi, & Tielens (1991) : the dust in the clump may be considered to be at an '' asymptotic temperature '' T a , except for a thin surface layer at temperature T 0 . The UV flux incident on the clumps in M8 can be estimated by adding the contributions of the two stars presumed to dominate the region: Her 36 (O8 V) and 9 Sgr (O4 V), using published stellar atmosphere models (Kurucz 1979) , and neglecting projection effects in the map.
The estimated PDR temperature T 0 is correlated with the 12 CO gas temperature: M8HG and the clumps in M8WC and M8C have T 0 % T 12 , while the clumps in M8EC, M8SC, M8SW, and M8SE generally have lower T 0 than T 12
No. 1, 2002 LAGOON NEBULA(although they are still correlated). This suggests that clumps in the latter regions are exposed to substantially more UV flux than estimated, presumably from other stars in the cluster NGC 6530, found in front of the eastern part of the complex. The submillimeter emission was estimated by taking T 0 ¼ T 12 , and using the Hollenbach et al. (1991) model to calculate T a from T 0 . For most of the clumps, the PDR flux is 20% of the clump flux, but six clumps have high contamination (>20%): M8EC1, M8SC6, M8SC4, M8C1, M8WC7, and M8C3; this is due to the relatively low column densities of these clumps-six out of the eight lowest estimates of N(H 2 ). The mass of a PDR is largely determined by the UV flux; hence a lower mass clump will be more dominated by PDR emission than a higher mass one. Contamination from hot dust in PDRs is not a grave problem for the clump sample; at around 10%-20% it is more significant than calibration error, but less so than line contamination. The level of contamination in individual beams can be rather higher, so the PDRs may affect the map toward the edge of the clumps, which may in turn affect the Gaussian-fitting process.
Physical Properties of Clumps
Temperature and Emissivity
Ratios of the peak brightnesses of the clumps in the different wave bands can be used to characterize the physical properties of the emitting dust. These ratios are used in preference to ratios of the integrated fluxes because of the large uncertainties in the latter due to errors in the fitted area. Even so, the uncertainties are large enough that it is not possible to derive both T dust and solely from continuum observations. Estimating the dust temperature from CO data, the continuum data can be used to derive an average emissivity index for the whole clump sample. The gas and dust are not expected to be well coupled below volume densities nðH 2 Þ > 10 5 cm À3 (White et al. 1999) , somewhat higher that the typical volume densities of the M8 clumps. Nevertheless, using the estimated gas temperature should be a better approximation than guessing a blanket temperature for the entire region.
Estimates of are given in Table 6 : for the 3-d sample, short (between 450 and 850 lm) and long (between 850 lm and 1.3 mm) were derived; an overall estimate was obtained by fitting a straight line to all three data points and is given together with the estimated error in fit , , and the 2 of the fit. For the 2-d sample, only short is given. The overall average of short and long for both samples is ¼ 1:4 AE 0:3; this is consistent with the average value of fit and with the averages of all the subsamples. The Hourglass clump, M8HG, was excluded from the averages, since it was likely to be highly contaminated by free-free emission; this is supported by low estimates of .
To what extent might the observed value of be affected by the various forms of contamination considered above? Free-free emission may be important in M8HG, but the distributions of short and long for the rest of the 3-d sample are quite consistent with one another. This suggests that free-free emission has a negligible effect on the spectral index. The effect of hot dust, whether in the H ii regions of the complex or in PDRs, is unlikely to be serious, since it is also graybody dust emission. However, the dust in these regions is exposed to high UV fluxes and is presumably composed of bare grains ( % 2). If the aggregated ice-mantled grains expected to make up the clumps has < 2, then the effect of the hot dust will lead to an overestimate of , but the low levels of contamination render this error negligible.
Contamination by spectral lines is potentially more serious. Line emission will appear to have an emissivity index line between 0.5 and 1.5. Of the three clumps considered likely to be dominated by line emission-SE2, C2, and C3-SE2 (in the 3-d sample) has < 1 for all estimates (see Table  6 ); C2 and C3 (in the 2-d sample) both have fairly low estimates ( short % 1). Of the other three clumps that may have high levels of line contamination (SC7, WC4, and WC5), only WC4 has a particularly low value of (<0.6), which, if accurate, could imply very high levels of line contamination. The values of SE2, C2, and C3 suggest that line 1. Thus the true of the dust could be as high as 2, if the line contamination were very high (about half of the flux). Conversely, if the dust has ¼ 1:5, the spectral line contamination could be very low ($10%). Therefore Note.-Indices for clumps at short wavelengths (450 and 850 lm), at long wavelengths (850 lm and 1.3 mm), and fitted to all three wave bands, for 3-d and 2-d samples.
¼ 1:4 AE 0:3 may well be a systematic underestimate. However, this is compatible with previous studies (e.g., White et al. 1999 ) and with some theoretical models of dust emissivity. It is, of course, also possible that the true emissivity index of the dust varies from clump to clump, although there is no evidence for systematic variations in the data presented here.
Mass
The conversion of submillimeter flux to dust mass depends on the submillimeter opacity of the dust in each wave band, which in turn depends on a benchmark opacity at 400 lm ( 400 ) and the wavelength dependence given by . The value of 400 is taken to be 10 cm 2 g À1 for dust alone; this value-higher than the canonical value (Hildebrand 1983) but roughly in line with theoretical models (Ossenkopf & Henning 1994; Krü gel & Siebenmorgen 1994) -is uncertain by at least a factor of 2, but inaccuracy in it leads to systematic errors. The flux and opacity index were corrected for line contamination only: the 12 CO emission in each wave band was taken to be $15% of the continuum emission, using estimates of the 12 CO intensity above the local background. This gives fractional line contamination of 0:3 AE 0:15 at 450 and 850 lm and 0:45 AE 0:15 at 1.3 mm. If the spectral line emission has line ¼ 0:75 AE 0:25, the true of the dust emissivity is estimated to be 1:7 AE 0:5. Hence the dust opacities are 450 ¼ 8:4 cm 2 g À1 , 850 ¼ 2:7 cm 2 g À1 , and 1:3 ¼ 1:3 cm 2 g À1 . The error in produces errors in the assumed opacities at different wavelengths, so that mass estimates from different wavelengths may be systematically different. Assuming a gas-to-dust ratio of 100, the total clump mass is given by 
The mass estimates for each clump, based on the various fluxes, are given in Table 7 , together with the error-weighted average mass estimate. The error in the mass is based on the estimated flux error. The other source of error is uncertainty in the dust temperature, which gives an error in log M of order 0.1. The process of cross-referencing clump detections to allow accurate comparisons between different wave bands has the side effect of removing many clumps from the sample and hence impairing the completeness. Analysis of the mass distribution of clumps therefore used the complete lists of detections at 450 and 850 lm. Rather than averaging the results from the two bands to derive an average mass for each clump (which relies on the cross-referencing of the samples), the two lists were treated as being independent samples of the same underlying distribution of clumps; K-S tests show that the mass distributions in different wave bands are consistent with one another. The sample size is then N ¼ N 450 þ N 850 . All clumps were taken to have a temperature of 27 AE 13 K, since the submillimeter detections could not necessarily be securely identified with a given clump. Figure 6 shows a histogram of the mass distribution of the full clump lists at 450 and 850 lm: if there are DN clumps in each bin of D log M, the histogram ordinate is given by logðDN=DMÞ, where DM is the linear mass interval corresponding to the logarithmic interval D log M. If the clumps follow a mass function dN=dM / M À , the histogram will follow a straight line of gradient À. At high masses (log Me1), the function follows a straight line, consistent with a power-law mass function. The distribution flattens out at lower masses: in the absence of any very clear evidence that this effect is physical, the simplest explanation is that incompleteness becomes a problem below $10 M . It is not possible to estimate the completeness limit directly; it appears from the histogram that the distribution changes gradient at the histogram bin centered on log M=M ¼ 0:8. This was taken to be the completeness limit; power-law functions were fitted to the mass distribution using only detections with derived masses greater than log M=M ¼ 0:8.
K-S tests were used to assess the consistency between the distribution of the clumps and model power-law mass functions; this avoids the undesirable side effects of binning a small sample (Testi & Sargent 1998) . The K-S probability P KS was derived for a grid of possible values of the powerlaw index (Fig. 6 ) and peaks at ¼ 1:66. A 67% confidence interval can be estimated from P KS ðÞ: the limits are the values of for which P KS is 17% of its peak (since the KS test is one-tailed). The limits max and min are 2.06 and 1.15, giving ¼ 1:66 AE 0:45. Model distributions for max and min , and for the fitted value of , are overlaid on the data in Figure 6 .
Uncertainties in the masses may affect the power-law fitting. This possibility was investigated by Monte Carlo resampling: each clump detection was replaced by a random value sampled from a normal distribution, with the mean taken to be the estimated mass, and the standard deviation given by the estimated error. An additional error was applied to take into account the temperature uncertainty, taking the form D log m, normally distributed about zero, with standard deviation equivalent to 13 K. P KS ðÞ was averaged over 1000 simulated clump mass distributions to obtain P KS ðÞ, which, analyzed in the same way as above, gives ¼ 1:69 AE 0:45. So the mass errors do not greatly affect either the fitted value of or even the width of the confidence interval. However, P KS ðÞ is much lower for all than P KS without Monte Carlo resampling, so the unaltered estimates appear to be a better fit to a power law than the average resampled distribution.
DISCUSSION
The Structure of the Lagoon Nebula
The Lagoon Nebula consists of a number of H ii regions in front of a molecular cloud (Lada et al. 1976; Lynds & O'Neil 1982) . The continuum emission maps presented here tend to show the interfaces between H ii regions and molecular cloud (since continuum emission traces dust temperature as well as column density), taking the form of dense clumps surrounded by more tenuous emission. The basic visual morphology of the map is rather variable: the '' rim '' connecting the SE clumps seems to be very sharply bounded on the side facing the interior of the nebula, whereas much of the emission in more central regions seems to have far shallower gradients. Measuring the 850 lm map gives some support to this: in places the SE rim emission falls off to half its peak value in about 10 00 , which would be consistent with the boundary being unresolved. Similarly sharp gradients may be found, e.g., near SC8. Shallower edges occur throughout the central parts of the map, e.g., near C2 and EC2, where it takes $20 00 for the emission to fall by half.
These differences in morphology may be caused by similar structure (molecular gas with a sharp edge where it meets the H ii region and gentler gradients elsewhere) being viewed from a variety of angles. The ionization of the Lagoon Nebula is generally ascribed to 9 Sgr and Her 36, but other OB stars in the Sgr 1A OB association may contribute as well, particularly in the eastern half of the complex. The observed temperatures of 12 CO in the eastern clumps suggest that more UV flux is incident on these clumps than can be accounted for by 9 Sgr, and this excess could be provided by the young cluster NGC 6530. M8SE forms a long loop in this region, linking a number of dense clumps with sharp edges pointing toward the center of the nebula, including the young stellar object M8E, which is the only confirmed locus of ongoing star formation in the complex.
The bulk of M8 is the '' working surface '' of the H ii region of 9 Sgr expanding into the underlying molecular cloud (Dufour 1994) . In the outer parts of the nebula (e.g., south of M8SC), less intense optical emission is seen, probably arising from the '' champagne flow '' of the H ii toward the observer. The sharp-edged structure M8SC may be the southern rim of the crater excavated by 9 Sgr. M8SE follows the line of M8SC, but it appears to be focused on the cluster NGC 6530 rather than on 9 Sgr. This could be explained by both regions being originally part of the same structure in the molecular cloud but now being influenced by the radiation fields from different stars. The less sharp-edged features, such as M8EC and M8C, could be interpreted as clumps embedded in the cloud/H ii region interface, like the rim structures, but seen face-on rather than edge-on. The Hourglass is embedded in the molecular cloud behind the 
H ii region, close enough to the surface for part of it to be optically visible (Woodward et al. 1986) ; this is consistent with its association with M8WC, which appears to be a background structure. M8E, an even younger object, appears to be on the rim.
The Mass Spectrum of the Lagoon Nebula
The estimate above of the slope of the mass spectrum ( ¼ 1:69 AE 0:45) ignores the statistical effect of the sample size (Williams et al. 1994; Elmegreen 1999 ): $150 detections over the two SCUBA bands. The number of independent detections is smaller; this may seem inconsistent with the assertion above (x 3.5.2) that the samples in the two wave bands are independent of one another. However, there are two separate statistical questions being asked; one concerns the estimates of the masses of the set of true clumps comprising the molecular cloud: what power-law best fits these estimates? In this case, the two data sets are independent estimates of the true masses of the real clumps, even if the same clump's mass is estimated twice, at different wavelengths. The second question concerns the relationship of the real clumps to the notional underlying mass distribution from which these real clumps are sampled. In this case, if the same clump is measured twice, it still represents only one sampling of the underlying mass spectrum. Therefore the effective sample size is only $75, giving rise to an additional rms error of 0.4-0.5 in ; the final estimate is ¼ 1:7 AE 0:6. This result is entirely consistent with previous determinations on a similar spatial scale, all of which used molecular line emission as a mass tracer. The recent higher resolution results (Motte et al. 1998; Testi & Sargent 1998; Johnstone et al. 2000; , with their significantly larger exponents, were obtained using continuum mapping. Comparing these results with those of Heithausen et al. (1998) , argue that continuum emission traces a different kind of structure to 12 CO; this argument could perhaps also be applied to studies using 13 CO, whose optical depth can be of order 1 in molecular clumps (see, e.g., Table  5 ). Continuum mapping also collapses the velocity axis of the data, giving a spatial map only, which might make it more difficult to distinguish weak peaks and hence bias the continuum mass spectrum to high masses. This study suggests that continuum-traced mass spectra are fully commensurable with their molecular line counterparts, at least at the spatial resolution of this study (about 0.1 pc). This still allows for a modified version of the argument: continuum mass spectra may trace a form of structure that changes its power-law index on small scales, while 12 CO may trace fully self-similar structure. Elmegreen et al. (2000) note that the masses of open clusters and OB associations are observed to follow power laws with exponents in the range 1.5-2, as opposed to the Salpeter initial mass function's exponent of 2.3. Given that the clumps examined in this work have similar size scales to young embedded clusters, it may be that the smaller exponent at the greater than 0.1 pc scale is linked to the mass spectrum of clusters, as the mass spectrum of the smaller clumps in Motte et al. (1998) and Testi & Sargent (1998) may be related to the initial mass function of stars. This would be fully consistent with the argument that continuum mapping traces the bound material that forms stars, as opposed to the component dominated by turbulence .
Alternatively, the inconsistency may lie in the fact that, in the 12 CO study of the Polaris Flare, the virial masses exceed the estimated masses by an order of magnitude, whereas the continuum studies all concentrate on star-forming regions, in which clumps are often gravitationally bound-in other words, the discrepancy may lie not in the tracer but in different regions having inherently different structure. It would be particularly interesting to derive mass spectra for the M8 complex over a large range of size scales to look for changes in the power-law index. Unfortunately, it is not easy to trace the Lagoon Nebula structure down to the $0.01 pc level (as with Ophiuchi, Serpens, and Orion B) due to its distance; angular resolution of $1 00 would be required, which is achievable only by aperture synthesis.
The Evolution of the Lagoon Nebula
The Lagoon Nebula is clearly a site of recent star formation, and there is ongoing star formation in M8E. The clumps surrounding the H ii region are obvious candidates to be the sites of a further generation of young stars, possibly by compression of the molecular gas by an ionization front (Spitzer 1978; Bertoldi 1989; Bertoldi & McKee 1990) . When the ionizing flux of the OB stars hits a dense clump, it sets up a slow (D-type) ionization front (IF) and drives a shock front ahead of the IF, compressing the molecular gas. At the trailing edge of the IF, the gas recombines and is reionized by the incident flux, shielding the clump and increasing the timescale on which it is photoevaporated (Bertoldi 1989 , and references therein). The interface between H ii region and clump consists of the following layers: the H ii region; the boundary layer, denser but still ionized; the IF; dense shocked gas; the shock front; and finally, the unshocked molecular gas of the original clump structure. The evolution of the molecular clumps was interpreted using the models of Bertoldi (1989) and Bertoldi & McKee (1990) , adapted to the specific circumstances of the Lagoon Nebula (Tothill 1999 ).
Pressure Balance
The estimated internal and external pressures for the clumps in the 3-d and 2-d samples are shown in Figure 7 . Correcting for the fact that the thermal component of the C 18 O line width underestimates the thermal line width of a mean molecule, the internal pressure is given by P int =k ¼ n 0 ð370 2 v þ 0:91TÞ, where P int =k has units of cm À3 K, v is given by the FWHM in km s À1 divided by ð8 ln 2Þ 1=2 , and n 0 is the number density of molecules. If the nonthermal component is dominated by turbulent Alfvén waves, then the internal pressure could be up to 50% higher than this estimate (Myers & Goodman 1988; McKee & Zweibel 1995) .
The external pressure (i.e., the pressure exerted by the shocked gas on the unshocked clump material) is given by ðP ext =kÞ=cm À3 K ¼ 2:45 Â 10 7 ðS 49 =r c R 2 Ã Þ 1=2 , where S 49 is the Lyman flux of the star in units of 10 49 photons s À1 , r c and R Ã are the radius of the clump and the distance from the clump to the star. This is the formula given by Bertoldi & McKee (1990) for an electron temperature of $10 4 K; a temperature of 5000 K will reduce the pressure by $30%. The Lyman fluxes of the two OB stars thought to dominate the region are taken from Panagia (1973) : 8:51 Â 10 49 photons s À1 from 9 Sgr (O4) and 2:24 Â 10 48 photons s À1 from Her 36 (O8).
The total external pressure on the clump is obtained by summing the pressures due to each OB star. This is likely to overestimate the true pressure, because the pressure derived by considering the effect of one OB star does not take account of the attenuating boundary layer set up by the flux of the other star. This will be significant only if the clump receives comparable fluxes from the two stars, in which case the flux will be underestimated by a factor of $2 and the pressure overestimated by $40%. The plotted error bars are based on the uncertainty in the projected distance between star and clump, assumed to be similar to the clump size. No account was taken of projection effects, which will tend to reduce the incipient flux, and hence the external pressure, probably by a factor of about 2. A substantial contribution to the UV flux from other OB stars, particularly in the vicinity of NGC 6530, would increase the external pressure.
These uncertainties suggest that external pressures may be overestimated by factors of up to $4, but, even given this uncertainty, the external pressure is systematically higher than the internal pressure. This lack of equilibrium suggests that the shock front has not penetrated far, consistent with the narrow CO lines toward the clumps.
Clump Mass and Gravitational Stability
The critical Bonnor-Ebert mass M BE is the maximum mass for which a clump is stable to gravitational collapse, equivalent to the Jeans mass with the addition of external pressure, given by
(e.g., Williams et al. 2000) , with v corrected for the effect of the thermal component as above. Figure 8 shows that, for virtually all clumps, M > M BE , implying that the effect of the pressure of the H ii region is enough to make the clumps unstable to gravity. However, M BE depends on the adopted line width of the clump: the C 18 O line width used here has the advantage that, being optically thin, it samples the velocity dispersion throughout the cloud. The 13 CO line width is systematically higher (see Table 3 ) by a factor of d2, which could lead to an underestimate of the Bonnor-Ebert mass by up to an order of magnitude.
Estimates of the masses of the clumps from C 18 O data are systematically higher than the continuum masses by up to an order of magnitude. The abundance of C 18 O may be lower than assumed, because of selective photodissociation or freezeout onto dust grains at low temperatures, but both of these effects would give an underestimate of the true gas mass. The C 18 O measurements were based simply on spectra taken toward the clump positions, without any attempt to remove a spatial background, as was done by Gaussian fitting in the continuum maps, leading to an overestimate of the clump mass, although this is unlikely to be more than a factor of 2. Inaccuracies in the continuum estimates may come from the assumed opacity, temperature, and gas-to-dust ratio. The assumed opacity is 2.5 times higher than the standard value of Hildebrand (1983) , so the clump mass could be underestimated by a factor of $2. Furthermore, the dust temperature was taken to be equal to the gas temperature deduced from CO measurements. If the gas and dust are not well coupled, the dust could be significantly cooler: assuming a dust temperature of 30 K, when it is in fact 20 K, would result in a mass underestimate of a factor of 2 at 450 lm. The assumed gas-to-dust ratio may also be incorrect; this is known only to about a factor of 2 (Hildebrand 1983 ).
Timescales and Evolution
The evolution of the clumps may include three processes: the compression of the molecular gas by the shock front, the photoevaporation of the shocked gas by the ionization front, and the gravitational collapse of the gas to form new stars. The latter two processes are competitive: if the gas is dispersed by the ionization front before it can collapse, no stars will be formed. The future of the clumps therefore depends on the relative timescales of these processes.
The shock-crossing time ( shock ) was evaluated using the results of Bertoldi (1989) and Bertoldi & McKee (1990) , shown in Figure 9 . The error bars take into account estimated errors in the physical quantities (mass and number density of the clump, distance from the ionizing stars). The most likely systematic error (not included in the error bars) arises from the dependence on electron temperature (/ T À0:9 e ), which could increase the timescale by almost a factor of 2. The characteristic timescale for gravitational collapse is given by the free-fall time. More realistic studies of collapse (e.g., Larson 1969; Shu 1977) show that collapse takes longer than ff , but still occurs within $2 ff . The timescale over which the clump is destroyed by photoevaporation is given by evap ¼ M=ðdM=dtÞ, where the rate of mass loss dM=dt is given by the mass flux through the IF, integrated over the whole clump (Bertoldi & McKee 1990) ; evap has the same electron temperature dependence as shock . These timescales are plotted for the clump sample in Figure 9 . In general, ff > shock > evap , suggesting that evaporation will be the dominant process. However, this does not take into account the effect of the external pressure on gravitational collapse. The continuum masses are larger than the Bonnor-Ebert mass for almost all clumps, so the gravitational collapse timescale is shorter than the sound-crossing time inside the clump. The shock-crossing time will be about an order of magnitude shorter than the sound-crossing time (since the shock velocity is comparable to the sound speed in the ionized medium). Since the free-fall timescale depends on the density, the collapse timescale will be altered by the No. 1, 2002 LAGOON NEBULAprogress of the shock through the clump. If the estimates of the clump conditions reflect the unshocked gas, then the free-fall time will be rather shorter in the shocked gas and collapse more likely. It is unclear whether or not this effect will be sufficient, along with the effect of external pressure, to induce star formation before the clumps are photoevaporated. If the clump masses are significantly higher than estimated from continuum emission (as the C 18 O masses are), then the estimated timescales all become quite similar. In this case, given the likely increases in shock-crossing and evaporation times due to electron temperature effects and the effects of external pressure, it is quite likely that the clumps will collapse to form stars. In summary, it appears that the molecular clumps around the H ii region have not yet undergone implosion, and most of the material in the clumps is at low pressure-i.e., upstream of the shock front. By comparison, the '' fingers '' in the Eagle Nebula, M16 (White et al. 1999) appear to be close to pressure equilibrium, suggesting that they may have already undergone compression. The M16 fingers appear to extend further out into the H ii region than their counterparts in M8, suggesting that they are somewhat older.
A serious limit on the accuracy of these prognostications is the fact that the UV flux incident on the clumps is estimated very roughly. It would be preferable to derive the physical characteristics of the ionized gas at the interface directly from radio continuum and optical emission-line data. A further concern is the large discrepancy between the clump masses traced by C 18 O and dust. It may be useful to take account of the gas density, as well as its temperature, to estimate the dust temperature, using models of gas/dust coupling. Once the physical conditions are better known, it should be possible to model the evolution of the clumps with more certainty and to assess whether or not a further generation of stars will form around the Lagoon Nebula.
CONCLUSIONS
The object of this paper is to characterize the clumpy structure of M8 and to relate it to the evolution of the region, using continuum maps at 450 lm, 850 lm, and 1.3 mm wavelengths. The consistency between wave bands is not very good: many detected clumps were rejected because the fitted positions did not agree, and the fitted areas have a large scatter-an effect that feeds directly through to the measured fluxes. Given the calibration stability of current bolometer receivers, these discrepancies pose a greater problem for the interpretation of submillimeter continuum data than the absolute flux calibration. The presence of the telescope error beam may be an important factor in these inconsistencies, together with the contamination of the dust continuum flux by other emission mechanisms. This is likely to be a particular problem with line emission (especially 12 CO) and contamination from PDRs, which have different spatial structure to the clump dust emission. There are possible solutions to these problems: in theory, the error beam can be dealt with by deconvolution; radio continuum imaging should allow free-free contamination to be removed; the effects of spectral line contamination may be removed by mapping the field and then subtracting the line emission directly. In order to account adequately for all the spectral lines in the passband, more spectral surveys are needed, concentrating on less chemically rich regions like M8. There is a large systematic discrepancy between estimated masses from C 18 O spectra and the estimated masses from continuum emission, which underscores the need for better knowledge of the properties of interstellar dust (particularly the opacity), and of the coupling of gas and dust, so as to have fairly accurate estimates of the dust temperature.
Nonetheless, these weaknesses do not cripple the study of the mass function, since they are mainly systematic. Kolmogorov-Smirnov statistics were used to fit a power law to the high-mass end of the clump mass distribution with index ¼ 1:7 AE 0:6, which agrees with the results of spectral-line studies of clump mass spectra on similar spatial scales. This in turn adds weight to the high-resolution continuum studies of nearby star-forming regions that find larger exponents ( > 2) and a break in the mass spectrum (Motte et al. 1998; Testi & Sargent 1998) , in contrast to the 12 CO study of Heithausen et al. (1998) , which finds one power-law spectrum continuing over a very large range of scales. There is clearly more work to be done in understanding the mass spectrum of the interstellar medium; better completeness estimates would be particularly helpful.
It seems that the M8 clumps are still largely unaffected by the shocks driven into them by ionization fronts. Their future is not entirely clear, particularly because of the uncertainty in their mass. Although they seem incapable of spontaneous gravitational collapse, the effects of shock compression and external pressure from the ionized gas may be enough to induce star formation. By looking for chemical diagnostics of shocked and unshocked gas, it might be possible to assess the progress of the shock front through the clumps. Radio and optical data could be used to characterize the ionized layer at the interface between the clumps and the H ii, to give improved estimates of the pressure balance. Together with improved estimates of the mass and density of the clumps, it should then be possible to predict their evolution with more certainty.
