Mobile users always require an excellent user experience which is the top challenge faced by today's mobile device designers and producers. Mobile devices are battery constrained, thus developing energy-saving techniques to extend the battery life is critical in terms of the user experience. Since the discrepancy between the device energy and battery energy consumption is becoming large when the battery is approaching to depleted, the battery energy-savings mechanisms (instead of the previously explored device energy-saving mechanisms) that target at the low battery level are highly desirable. Besides the battery life, mobile users demand a good system responsiveness, which is also an essential component in the user experience.
INTRODUCTION
In recent years, mobile devices have gained unprecedented popularity and become an essential part of people's daily life. Mobile users always have demanding requirements on gaining an excellent user experience which is the top challenge faced by today's mobile device designers and producers. The battery issues, especially the battery life issues, have been among the top complaints of popular smartphones [1] . For example, a user needs his/her mobile platform to perform a critical task at a particular time, but the battery is at low level and unable to make the platform last till that time. And sometimes, the platform even fails to finish the currently running tasks due to the lack of battery energy. Similar situations occur quite frequently in daily life which seriously hurt the user experience. The demands on the battery life of mobile devices have continued to increase. Efficiently extending the battery life without introducing any other side effects are highly desirable in improving the user experience.
There have been intensive studies to explore the energysaving techniques in mobile devices [2] [3] , which mainly target on reducing the device energy consumption. It has been observed that device energy savings do not always equal to battery energy savings and thus, do not always translate to a longer battery life [4] . This is because there is a discrepancy between the energy consumed by the device and the energy consumed in the battery. With the high battery level, that discrepancy is negligible so that the battery is usually treated as a stable source of power supply [5] . But when there is little energy left in the battery, the non-linear discharging behavior becomes more eminent and the discrepancy becomes larger, which cannot be ignored. Simply applying the existing energy-saving techniques in mobile devices with the low battery level could even shrink the battery life. Therefore, in this study, we mainly focus on the low battery phase for the effective battery energy saving.
Besides the battery life, the system responsiveness (i.e. performance) plays an crucial role on the user experience. For example, 47% of the users expect web pages to be loaded within 3 seconds, otherwise, the loading web pages will be abandoned [6] . Aggressively trading the performance for the battery-energy savings can make the response time far beyond the user tolerable limit, leading to a terrible user experience. On the other hand, sacrificing the battery energy to speedup the execution time could significantly hurt the user experience from the battery life perspective. In this paper, we propose a novel concept of Quality of Experiences (QoE) at the low battery level, which efficiently combines the two contrasting factors (i.e, the battery life and the performance) into an integrated metric to quantitatively justify their combined impact on the user experience. We then propose a set of mechanisms to characterize, model, and improve QoE of mobile devices when the battery is approaching to depleted (i.e., there is less than 20% energy remained in the battery).
In order to optimize QoE, the accurate QoE characterization is required. As an interesting observation, the device (e.g., smartphone) users' psychological states change when knowing the battery level is low [7] , which can be reflected in their use behaviors on mobile devices. Most users will sacrifice the entertainment options provided by the smartphone and only maintain the basic functions to save energy, e.g., the leftmost user in Fig.1(a) . They usually have quite high tolerance on the system responsiveness as they are aware that the lowpower mode may have been enabled to maximize the battery life. When the environment changes, for example, users know that the battery charging is available in the very near future (e.g., 1 hour), their psychological states may change in different ways: some users will still conservatively reduce the usage, e.g., the second left user in Fig.1(a) ; while a few are only willing to drop the usage of multiple applications which are less important to them at that specific time, e.g., the second right user in Fig.1(a) . In that case, they could have high tolerance on those unimportant applications, but still maintain the high demands on other applications; moreover, a few users feel confident about the charging availability, and just behave as the battery is fully charged, e.g., the rightmost user in Fig.1(a) . They can barely tolerate the long execution time. In one sentence, users have distinct psychological changes when battery energy drops from high to low, which affects their tolerance limits on the system responsiveness and thus, their preferences on the battery life or the performance. As a contribution of this study, we perform a comprehensive analysis on psychological changes for different users at different environments, which are then introduced into our QoE model for mobile devices at the low battery level.
As another contribution of this work, we explore an on-line QoE model that is able to precisely model QoE given user and environment. Our QoE model consists of a novel battery model which could provide the accurate estimation of the runtime battery energy consumption, and a novel on-line performance model to predict the application execution time. Note that there have been many battery models developed [8] [9] [10] , however, none of them can estimate the energy consumed in the battery on the fly. Our battery model dynamically models the non-linear discharging behavior of the battery and accurately estimates the battery energy (instead of the device energy) consumption.
As the last contribution of this work, we propose a QoE-aware frequency governor which dynamically changes the CPU frequency to maximize QoE in mobile processors at the low battery phase. Our experiment results show that, on average, our proposed QoE-aware governor improves QoE by at least 20% compared with the existing frequency governors (e.g., powersave, performance, ondemand, interactive, and oracleCPU).
To summarize, the contributions of this paper are as follows:
• We propose a new concept of QoE at the low battery level by quantitatively integrating the battery life and performance into a single metric.
• We characterize QoE by capturing various user psychological changes during the low battery phase given user and environment (e.g., the application, the charging availability).
• We develop an on-line QoE model which is composed of a new on-line battery energy consumption model and a new on-line performance model.
• We propose the QoE-aware frequency governor that is user-and environment-dependent to achieve the optimal QoE.
THE QUALITY OF EXPERIENCE (QOE)
QoE is a measurement of the experience on the mobile devices and applications, which are influenced by many factors [11] . To evaluate QoE is by no means an easy task. As Shakespeare once wrote "there are a thousand hamlets in a thousand people's eyes", different people have different perceptions of certain mobile device or application. In the past, the QoE research is mostly a qualitative study based on surveys or questionnaires [12] , which are usually performed on a relatively small group of test users, and can barely provide sufficient information to build a quantitative model for QoE. Recently, tremendous amounts of usage traces of smartphone users are collected for research [13] . By analyzing these data, we could build quantitative models to evaluate QoE while taking various important factors into the consideration.
Note that QoE is different from qualify of service (QoS). QoS is one of the factors that affect QoE and it measures the performance of the underlying infrastructure and system. As shown in Fig. 1(b) , even with the same QoS, the QoE could be different for different users. In our community, there have been multiple studies on exploring the QoS-aware energy saving in mobile devices. For example, Zhu et.al [5] propose the QoSPer-Energy (QPE) metric, which quantifies the tradeoff between QoS and energy consumption, and use it as a guidance to explore the energy-efficient QoS (eQoS) for web browsers in mobile platforms. The QPE metric does not consider the cases that various users have diverse perceptions given the same QoS level, and even the same user may perceive the same QoS differently at different environments. Both these two cases show that even the same QPE can yield different QoE. Therefore, accurately characterizing and modeling QoE given different users and environments is critical for the QoE optimization.
In this study, we conduct the data-driven research to quantitatively evaluate the QoE per each single user at different environments (we consider the environment as the charging availability and the executed applications). A simple model can hardly cover all the factors that affect the QoE. Thus, we focus on two of the most important factors, especially at the low battery level, the battery life and the performance.
CHARACTERIZING THE QOE AT THE LOW BATTERY LEVEL: THE USER BE-HAVIORS CHARACTERIZATION
The user experience is highly relevant to the users' psychological states, well capturing the users' psychology variations provides an efficient approach to characterize QoE. Furthermore, the use traces of the mobile device usually represent the user's psychology, analyzing the user behaviors would lead to the precise QoE characterization. In this section, we focus on the user behaviors characterization at the low battery level.
Classifying the User Types
The user behaviors can be identified from two major aspects: (1) how often the users use their phone? To measure it, we define the total utilization U total , which can be calculated as the amount of the time the device is being actively used T active divided by the amount of time that the device is on T on . Note that T on includes not only T active but also the idle time T idle . Similarly, the utilization of a certain application, e.g. facebook U f acebook , is the amount of the time that the user actively use this application, e.g. T f acebook , divided by T on . (2) which genres (e.g., media, social network) of applications users are using? First, we define the total amount of the time on a certain genre, e.g. T socialnetwork , as the summation of the time on all the applications belonging to this genre. We then name the use vector U V ec as a vector that records the utilizations of all genres to represent the interest of the user.
Example 3.1. The user Joe uses facebook for 15 seconds, video player for 30 seconds, angry bird for 25 seconds and idle for 30 second. Then we have T f acebook = 15, T videoplayer = 30, T angrybird = 25 and T on = 15 + 30 + 25 + 30 = 100. So U f acebook = 15/100 = 15%, U videoplayer = 30/100 = 30% and U angrybird = 25/100 = 25%. The U total = U f acebook +U videoplayer +U angrybird = 70%. Assuming 'socialnetwork', 'media' and 'game' are the only three genres Joe uses, facebook, video player and angry bird belong to 'socialnetwork', 'media' and 'game', respectively. Thus, the utilizations for the genre 'socialnetwork', 'media' and 'game' are 15% , 30% and 25%, respectively. For Joe, the use vector U V ec is [15%, 30%, 25%].
We compare the user behaviors during the high battery and low battery phases. To characterize the user behavior differences between these two phases, we introduce the normalized utilization and correlation coefficient of the use vectors (named as CCUV) for each single user. The normalized utilization is the defined as the U total in the low battery phase normalized to that in the high battery phase. The CCUV is defined as the correlation coefficient of the two use vectors during the high and low battery phases.
Example 3.2. Following the previous example, assume the U total 70% and U V ec [15%, 30%, 25%] are for Joe's behavior at the high battery level. During the low battery level, his U total low becomes 14% and U V ec low becomes [3%, 5%, 6%]. Thus, the normalized utilization for Joe is U total low /U total = 20% and the CCUV is 0.79, which is the correlation coefficient of U V ec low and U V ec.
We investigate the real smartphone usage data, LiveLab [13] , which contains the use traces of 34 users including 24 Rice University students from February 2010 to 2011, and 10 Houston Community College students from September 2010 to Februray 2011. All users are labeled as A00-A12, B00-B11 and D00-D09 in LiveLab. The LiveLab provides many detailed traces, including the application usage, power consumption, charging, WiFi, web browsing, and so on. Fig. 2 shows the applications' utilization for the user 'B11' obtained from LiveLab. As it shows, facebook and SMS are used frequently for 'B11' during both high and low battery levels, moreover, the user significantly reduces the usage of video player to save energy at the low battery level. Fig. 3 shows the CCUV and normalized utilization for each user without and with the charging accessibility, respectively. As indicated by the normalized utilization in Fig. 3(a) , when there is no charging accessibility, most users reduce their active time on devices by more than 50% during the low battery period. This implies that the battery life becomes the dominating factor for QoE. Users will sacrifice other QoE factors (e.g., performance) to extend the battery life. In addition, 80% of the users show high CCUV (e.g, >0.8) in Fig. 3 (a) . This means that users are likely to keep their time allocation to each genre from the high to the low battery stages when charging is not available. Interestingly, users 'D07' and 'A00" have quite low CCUV and low utilization as shown in Fig. 3 (a). This is because the low battery does significantly affect these two users' psychological states. They adopt the very aggressive energy saving strategy, such as stopping all the applications and only using the basic call functions. As can be seen in Fig. 3 (b), the normalized utilization for most users increases substantially from 1 to 2.5 times when the battery is low and charging is accessible in the near future (e.g., 1 hour). The users 'B00' and 'B07' even increase their utilization up to four times. It is obvious that possessing the charging accessibility provides much confidence to users which affects their psychological states, and changes their behaviors.
Note that Figure 3 only shows the averaged results for each user across all the low battery cases he/she encounters during the entire test period, which lasts for months. It provides a statistical view of the user behavior variations from the high to low battery levels, but fails to capture the variations occurring in a short period, especially when the nearby charging is available. For example, a user reduces the usage at one time when he/she can only afford a short-time battery charging, while the same user increases the usage at some other time when a full-time charging is possible. But from the long-term perspective, this user may be considered as increasing the utilization at the low battery level with the charging accessibility, which is misleading with regard to the cases he/she reduces the utilization.
We further collect the total utilization and use vector for each user during the low battery level at the twoweek level, and calculate the fine-grained normalized utilization and CCUV. Since users always reduce usage at the low battery level without charging accessibility, we only study the cases with charging accessibility. We show the results for three typical users in Figure 4 . As Figure 4 (a) shows, for the user 'D09', many dots lie in the area that is to the left of "0.9" at the X-axis, which means 'D09' still conservatively reduces the utilization of all applications most of the time even knowing the charging is available; on the other hand, 'D09' increases the usage dramatically (i.e., 2.5 to 3 times) sometimes, as a results, the averaged utilization is even higher than 1 as shown in Figure 3 . Interestingly, for the user 'A12' in Figure 4 (b), many dots show high utilization but low CCUV with the high battery stage. It suggests that most of the time, 'A12' is willing to sacrifice the time spent of some unimportant applications to reduce the energy consumption. For the user 'D08' in Figure 4 (c), all dots exhibit high utilization and high CCUV, which means the usage of all applications increases.
Based on the above discussions, we classify the users during the low battery stage into three types as follows:
(1) The type I users will be very conservatively reducing the usage of all applications and trying all possible ways to save the energy. It happens for almost all the investigated users when there is no charging accessibility. There are also a few users, like 'D09', shrinking the utilization when charging is accessible. The battery life becomes the dominating factor for type I users, and they usually have high tolerance with the slowdown of the application executions. Thus, The battery-life oriented QoE optimization should be applied for all applications.
(2) The type II users are more aggressive than Type I users, they selectively decrease the usage of a few applications. The important ones are still used while the unimportant ones are infrequently used. Since this type of users moderately decrease the usage, the battery life matters; on the other hand, since the usage on certain applications does not decrease, the system response time play an important role to the user experience as well. In this case, the battery life with the performance need to be well balanced to maximize the QoE.
The type III users will behave the most aggressively to either maintain or increase the usage for all applications. It happens when charging is available and the overhead of charging doesn't matter, e.g. at home. In this case, the QoE should be performance oriented.
Dynamic Transition to Different User Types
As mentioned in Section 3.1, a user may reduce or increase his/her active time on the device when battery becomes low. In other words, such behavior variation is not fixed, which is largely influenced by the environments, e.g., if the user can afford a long-time charge. Therefore, the same user can be classified into one user type at a time, but belongs to another user type at another time. Since different user types require distinct QoE modeling and optimization mechanisms, it is important to understand the transition probability to each user type at the low battery level for every consumer.
For each user, we count the number of times that he/she switches to the three user types, respectively, and calculate the corresponding transition probability in Table 1 . Since the unavailability of charging and reducing usage show quite strong correlation, we always assume the charging is unavailable and initially predict the user as type I once the battery becomes low. When the charging becomes accessible, P 11 is the probability that the user still stays in type I. P 12 and P 13 are the transition probability to type II and III, respectively.
The transition probability can be used to predict the user type for each user whenever the battery becomes low. If the highest transition probability is dominating across the three probability values, it is usually accurate to predict its corresponding type as the user type. For example, P 12 is 0.95 for user 'A09' so that he/she is predicted as type II when charging is available. However, if none of the transition probability is higher than 0.5 for some users (e.g. 'D00'), the type II is predicted since it is moderate between type I and III. Considering that user behavior changes dramatically with the time, a static transition probability may not lead to a good prediction accuracy. In our study, each user runs the logging application to record his/her usage and charging history, which are then used to dynamically update the transition probability. Empirically, we find that recording recent one month's history and updating the transition probability at daily base are sufficient to well capture the behavior changes with negligible overheads. Finally, the trigger of the transition, i.e., the charging accessibility, needs to be predicted. Prior research has found the users usually show very regular charging behaviors [14] . Thus, we predict the charging accessibility based on the hour of the day and the location. The charging data with the time stamp and location is from the LiveLab. We show the charging frequency of 'B08' and 'A04' in Figure 5 (a) and (b). For 'B08', majority charging actions happen at location 3 at around 9AM. For 'A04', he/she always charges his/her phone at location 1 around midnight or at location 2 at around 9AM. For both users, the combination of the hour of the day and the location could accurately predict most of the charging actions (> 90%). Overall, the hour with location based prediction achieves a high accuracy.
THE ON-LINE QOE MODEL AT THE LOW BATTERY LEVEL
Recall there are two major factors to QoE: the battery life and system responsiveness, which are determined by the number of charges (i.e. amount of energy) consumed in the battery and the application execution time, respectively. Thus, accurately modeling them at runtime is the essential step towards the online QoE model. In this section, we propose our online battery charge consumption model 1 and online performance model; we then explore the QoE model at the low battery level based on these two models and meanwhile, the change of the users' psychological states are well captured.
On-line Battery Charge Consumption Model

Background: Battery
The battery discharging process shows complex nonlinear behavior, as illustrated in Figure 6 (a). Each curve in the figure shows the discharging characteristic with a certain C-rate, which implies at what current the battery is discharging. A C-rate of n (e.g., 10C) will deplete the battery in 1 n (e.g., 1 10 ) hour. As Figure 6 (a) shows, the battery voltage drops non-linearly while discharging, and if it drops below a certain cut-off value (e..g, 2.75V), the battery is considered as depleted. With different discharging patterns and conditions, the voltage drop follows different trajectories and various amounts of energy can be drawn from the battery. In this paper, we use the term theoretical capacity to measure the amount of charges that can be drawn from the battery in the ideal case, which is usually in unit of Ah or mAh instead of Joule. As Figure 6 (a) shows, the theoretical capacity is roughly 2000mhA since 0.2C is very close to the ideal case. The term actual capacity is used to measure the actual amount of energy which can be extracted from the battery and the rest is called unusable capacity. As Figure 6(a) shows, the actual capacity with 1C is roughly 1750mhA and 250mhA capacity becomes unusable. This phenomenon is called rate capacity effect, and the higher the C-rate, the lower the actual capacity. The discrepancy between theoretical capacity and actual capacity becomes more prominent at the low battery level because the discharging current (i.e., the C-rate) has to increase to provide enough energy (in Joule) when the voltage drops.
Many battery models have been developed to estimate the battery charge consumption, such as DUAL-FOIL model [8] , the Rakhmotov model [9] , the Peukert's Law [10] , and so on. Note that all these well model the battery non-linear discharging behavior.
The DUALFOIL model is the most powerful and accurate one. It models the battery by solving a series of differential equations, and is able to provide the runtime information about the battery state. Thus, its computation cost is extremely high, and it is usually used in validating other models [9] .
The Rakhmotov Model discretizes the whole discharging period [0, L] into n small intervals for a workload. In the kth interval, the average electrical current I k−1 is assumed as constant. The kth interval is denoted as [t k−1 , t k ] and note that t 0 = 0 and t n = L. The battery charge consumption C in the discharging period [0, L] can be estimated by the following formula:
where
As it shows, the energy consumption in each interval k is simply the product of the current I k−1 and the parameter A(L, t k , t k−1 , β), where β describes the non-linearity of the battery. We define the parameter A(L, t k , t k−1 , β) as A-parameter. As can be seen, the A-parameter is complex and causes relatively high computation costs.
In the Peukert's Law, the battery discharging time T can be estimated by:
where C is the battery charge consumption during T , I is the constant discharge current and p is the Peukert constant (p > 1). As can be seen, the Peukert's law is quite simple and can only be used to calculate the battery charge consumption with constant load current.
On-line Battery Charge Consumption Model
In order to dynamically maximize QoE, it is essential to develop an on-line battery model, which can accurately predict the battery charge consumption in the following time interval ∆t with different machine configurations (e.g. different CPU frequencies) at the low battery level, and meanwhile request light computations.
Recall that both DUALFOIL model and Rakhmotov model induce heavy computations, they cannot be directly used as the on-line battery model. The Peukert's Law is limited to the battery with constant output current, it is not suitable for our battery model since the load current in mobile devices keeps varying. Moreover, most commercial batteries use coulumb counting technique, which simply integrates the current over time to estimate the battery charge consumption. This technique doesn't consider the non-linear behavior, leading to a high bias at the low battery level.
In this study, we integrate the Rakhmotove model and the Peukert's Law and explore a new on-line battery charge consumption model that is accurate and simple. We first simplify the A-parameter in the Rakhmotov model. Denote the time interval length as ∆t = t k − t k−1 . By the mean value theorem for integration and Taylor expansion, we can easily get
and
From Eq.3 and 4, we get
Thus, the A-parameter can be estimated by the first term in the right hand of the equal sign with O(∆t 2 ) error bound. Rakhmotov claims the 10-term summation can provide approximation for the infinity-sum term. So the battery charge consumption C in the interval [t k−1 , t k ] can be expressed as:
Now the computation of the A-parameter is simple enough to be done at run time. However, as defined in the Rakhmotov model, the A-parameter is constant in each discretized interval, which fails to capture the rate capacity effect when the load current varies (caused by the different CPU frequency levels) in the interval. We substitute the battery charge consumption C in the Peukert's Law (Eq.2) by Eq.5, and get our online battery charge consumption model for the interval [t k−1 , t k ] as following:
+1 and I is the current level in this interval. As can be seen, A-parameter becomes a variable depending on the load current.
As Eq.5 shows, the future discharging time (i.e., L − t k−1 ) is needed at runtime to calculate the simplified Aparameter. We obtain it by simply dividing the remaining capacity acquired from the battery pack (calculated by coulumb counting technique) by the averaged current level across previous intervals. This estimation has negligible impact on the accuracy of the model: the Aparameter doesn't change much with different L − t k−1 as it is included in both numerator and denominator of the A-parameter, any bias on it will be partially offset.
Since DUALFOIL provides almost 100% accurate battery charge consumption, which can be hardly measured from the commercial battery, it is then configured as the state-of-the-art 2000mhA li-ion polymer battery, and used to validate our model. We randomly choose ten users' traces from the Livelab, all the sub-traces in the low battery level are selected and concatenated into a new trace. Because our model considers the varying current caused by different CPU frequencies, we validate its accuracy as follows: for each current value I from all traces, we first use it to calculate the Peukert constant p, and then randomly change it to I , which is one of the ten pre-defined values, 1.5I, 1.4I, · · · 0.6I , to simulate the varying current. Given the p and I , our model estimates the battery charge consumption in this interval. The DUALFOIL also uses the I as the input to calculate the battery charge consumption. We compare the results and profile the error rate in Fig.6(b) . As it shows, the average error rate of our model is around 5%, which is accurate enough.
The On-line Performance Model
To accurately predict the delay d in the following interval ∆t, we design the performance model as following
where r is a constant depending on the interval size, f is the frequency, and s ∈ (0, 1]. The s-factor, s, can accurately model both memory/Internet-intensive and computation-intensive applications. Then, we need to dynamically predict the s-factor. Apparently, the sfactor is affected by the memory, cache and the Internet usage. For the memory and cache usage, it is related to the number of CPU cycles cycles, the number of memory references mem, the number of L1 cache accesses L1 and the number of L2 accesses L2. All these numbers could be acquired from hardware counters. The Internet usage IU sage can be acquired by the device monitoring tools provided by many systems, e.g. number of bytes received from the Internet by TrafficStats in Android. Then, we adopt a linear model to estimate the s-factor.
To validate our performance model, we use the MobyBench [15] on the Odroid XU3 development board. The same set of instructions are executed with different frequencies and their execution times are recorded. Comparing with the real execution time and our predicted ones, we observe very low error rate (<4% on average).
Modeling the QoE at the low battery level
Recall that we have categorized three user types in Section 3.1. Different user types have distinct preferences on battery life and performance. By integrating the battery charge consumption C and the delay factors d into one metric, we get the following definition for the QoE.
where γ controls the preference for the delay, and a smaller γ value indicates a lower preference for the delay. Thus, let γ1, γ2, γ3 be the three parameters for type I, II and III, respectively. As more preference is given to the delay from type I to III, we have γ1 < γ2 < γ3.
Considering that type II users selectively reduce the usage on a few unimportant applications, γ1 is then applied in the QoE model for those applications; while γ2 is still used when other important applications are executing. To identify the unimportant applications, the users' utilization history of all applications are recored and compared, and those showing utilization reduction are marked as unimportant.
OPTIMIZING THE QOE AT LOW BAT-TERY LEVEL
The Dynamic Voltage and Frequency Scaling (DVFS) is a common power management technique. The DVFS can effectively reduce the energy consumption during the low battery stage, especially when battery saving mode is enabled. Pandiyan et al. [16] have demonstrated that the processor consumes more than 50% of the energy with reduced screen brightness. Even without dimming the screen, the processor can still consume around 40% of the energy during gaming [17] . Some DVFS governors are used in the state-of-the-art Linux kernel. For example, the powersave (performance) governor always chooses the lowest (highest) frequency; the ondemand governor steps up (down) the frequency with heavy (light) load until the highest (lowest) is reached; The interactive governor is very similar to the ondemand governor, and the major difference is that the interactive governor scales to the highest frequency much faster. In addition, the OracleCPU governor always chooses the most energy efficient frequency point [18] . None of these governors considers the QoE. Figure 7 : The overview of the QoE-aware DVFS system design.
We propose the QoE-aware frequency governor (shown in Fig. 7) to dynamically optimize QoE. In the user space, a performance model, a usage type predictor and a battery charge consumption model are needed. The performance model takes inputs from the Internet usage monitor and the performance counters. The usage type predictor predicts the charging accessibility and the usage type based on the history collected by the user history logger. The battery charge consumption model needs the processor and device power consumption, which can be solved by adding power monitors in the hardware. Given the inputs from these three components, the QoE-aware governor then calculates the optimal frequency.
Our QoE-aware governor is triggered during the low battery stage, i.e., with less than 20% energy in the battery. During the high battery stage, directly using the interactive governor is enough since most users do not worry much about the battery life at that time. When running the QoE-aware governor, the value of some hardware counters and power monitors are collected at the beginning (e.g. the first 10% of the time) of each DVFS interval, meanwhile, the lowest frequency will be applied. Then an optimal frequency can be calculated and applied to the rest of the interval. Now, we explain how the QoE-aware DVFS governor obtains the optimal frequency. Note that the current I in Eq. 6 is for the whole system. We calculate it through the overall device power and voltage. We first denote the CPU dynamic power as aCV 2 cpu f , and P Ot as the other power which includes the processor static power, the power of the memory and display, and so on. We then have the overall power as aCV 2 cpu f + P Ot . Modern mobile devices usually have low supply voltage which changes little with different CPU frequencies. Since the impact of the voltage changing on the energy saving is quite small, it is ignored for simplicity. Also because each DVFS interval is very short, the battery output voltage V sys can be viewed as constant. Assume that the optimal frequency is determined at the time point t k for the interval [t k , t k+1 ]. In other words, the performance counters are monitored and the power data is collected in the interval [t k , t k ]. At the time point t k , the A-parameter and the Peukert's constant p are calculated. Applying our battery model (Eq.6) and per-formance model (Eq.7), the QoE can be expressed as:
(10) To maximize QoE, we just need to minimize the term aCV
, and γ > −1 should be satisfied, otherwise this formula will be monotonically increasing with positive f , which means always choosing the highest frequency. With proper γ, it is easy to find the optimal frequency:
Obviously, the frequency cannot be negative. So, only when 1 −
, f opt can be calculated. If the value of γ is too large so that 1 − s * (γ+1) p < 0, the highest frequency is selected since big γ value indicates high preference in performance.
EVALUATION
Experiment Setup
The experiments are composed of two parts. The first part is lab study. We evaluate our QoE-aware DVFS governor on the benchmarks reconstructed from the LiveLab traces. The second part is the field study. We deploy our system in real smart phones and let the users test it in their everyday life.
In the lab study, we use Keithley 2308 battery simulating DC power supply instead of a real battery since it can provide the real-time battery charge consumption which can be hardly measured from the commercial batteries at runtime. The simulation parameters, e.g. supply voltage, interval impedance, are all calculated by DUALFOIL, which is configured as 2000mhA state-of-the-art Li-ion polymer batteries. We use the Odroid XU3 development board, which is equipped with the Exynos5422 SoC, Mali-T628 GPU and 2G LPDDR3 RAM. The Exynos5422 SoC adopts the ARM BIG.little architecture, which contains an out-of-order quad-core Cortex-A15 cluster and an in-oder quad-core Cortex-A7 cluster. The Cortex-A15 core frequency scales from 800MHz to 2GHz with 100MHz granularity and the Cortex-A7 core frequency scales from 350MHz to 600MHz with 50MHz granularity. The board uses a fan to cool the CPU, which consumes considerable amount of energy but is usually not applied in smartphones. We use a separate power supply for it. We connect the board with a 5-inch touch screen and Android 4.4 is running on the board. The platform is shown in Fig. 8 . During the experiment, the board is configured to be the same with the low battery mode, e.g. the screen brightness is low, data synchronization is turned off, no vibration, etc, except that the CPU frequency is still adjustable.
As Eq.11 shows, f opt calculation requires P Ot which can be acquired by subtracting the CPU power P cpu from the overall device power P de . P cpu is measured and recorded by the integrated monitoring tool on the Odroid XU3 board. To measure P de , we use RIGOL DM3058E multimeter which supports the sampling rate up to 1MHz. The multimeter collects the power data at the real-time and transfers it to the board via a PC. f opt calculation also requires aCV 2 cpu that can be easily inferred by P cpu . Finally, other parameters s, γ, p in Eq.11 are computed at runtime for f opt calculation.
We reconstruct four traces based on the usage trace of four typical users, 'D09', 'A12', 'D08', and 'B08', at the low battery level. The LivaLab data are collected on the iOS and it is not open-source software. We replace the applications in iOS with the equivalents in Android. For each application in the LiveLab, we run it in the board for sufficiently long time under the Powersave governor, e.g. the longest duration of using facebook is 953s, thus we run it for 953s. Meanwhile, the Linux perf tool is used to monitor the progress of the application by dumping the instruction count periodically. HiroMacro auto-touch tool is used to record the user motions, e.g. touch, swipe, etc. Then, we can reconstruct the trace, e.g. if the user 'D09' runs facebook 10 billion instructions according to perf, in the re-constructed trace, the facebook will be executed for 10 billion instructions and stop. The Android monkeyrunner is used as the automation tool to replay the LiveLab trace and the user motions. We run each trace five times and get the average result.
We present the distinct characteristics of the benchmarks in Fig. 9(a) . The percentage of the time that the user is classified into different types across his/her entire test period is shown by left y-axis. As it shows, 'D09' spends around 35% of the time with no charging accessibility, and he/she is considered as type I during that period. When charging is available, he/she belongs to type I, II and III in 5%,10% 50% of the time, respectively. 'A12' spends most of the time in type II Figure 10 : The performance (the higher, the better), battery charge (the lower, the better) and QoE (the higher, the better) results for LiveLab data with different governors. They are normalized to the powersave governor result of each user. Perf-gov is performance governor.
while 'D08' mostly behaves like type III. 'B08' evenly distributes his/her time in no charge availability, type I, II, and III. The right y-axis shows the number of times that the users charge their phone at the low battery level. 'A12' spends majority time in type II while his/her charging frequency is the highest, this implies he/she always carries the charger but just charges for a short amount of time. Fig. 9(b) shows the distribution of the application usage for the four users at the low battery level. 'D09' spends half of his/her time using social network applications. 'A12' is most likely to only use email application. 'D08' only use two genres of applications: message and social network applications. 'B08' has more balanced usage of games, entertainment, social network and message applications.
We performed the detailed investigations on real users to select the appropriate values for the parameters γ1, γ2 and γ3. We set them as 0.5, 1, and 2, respectively, as they could meet our objectives for the three user types and deliver satisfactory results to the real users. By no means, these parameters are the best. With more users using our model and providing more feedbacks, the choice of these parameters can be further refined and our model can perform even better.
Lab Study
To emphasize the importance of considering the battery non-linear behavior, we evaluate two types of QoEaware governors: QoE-awrare-D and QoE-aware-B, their major difference is that the former uses the Device while the later uses the Battery energy consumption to calculate the optimal frequency. We also compare with the ideal case of our QoE-aware-B governor, which can 100% correctly predict the user type. Note that all governors use the same QoE metric in Eq.9 for the comparison. Fig. 10(a) shows the performance of different governors which are normalized to the baseline powersave. The performance-oriented governors, including perf-gov (the performance governor), interactive and ondemand, show better performance results than others. Especially, the perf-gov leads to the best performance result since it always assigns the highest possible frequency. The energy-oriented governors, including powersave and oracleCPU, show the lowest performance results. Our QoE-aware governors are slightly worse than the performance-oriented ones, but outperform the energy-oriented one. The QoE-aware-D outperforms the QoE-aware-B since the device energy consumption is smaller than the real energy consumption in the battery and it always assigns higher frequency. For the user 'D08', our QoE-aware governors achieve high performance close to the performance-oriented governors because type III is predicted for 'D08' most of the time and more preferences are given to performance. Similarly, type I is predicted for 'D09' most of the time and the performance results obtained by our QoE-aware governors are close to the energy-oriented ones.
The battery energy consumption normalized to the baseline powersave governor is shown in Fig. 10(b) . As we expected, the energy-oriented governors outperform the performance-oriented ones. Our QoE-aware-B governor is close to or even better than the oracleCPU for most users because we consider the non-linear behavior of the battery while the oracleCPU only minimizes the device energy consumption. Moreover, the QoE-aware-D consumes more battery energy than QoE-aware-B since it assigns higher frequency as explained before.
The QoE normalized to the baseline powersave governor is shown in Fig. 10(c) . For 'D09', battery life is the major concern in QoE, the energy-oriented governors are better than the performance-oriented ones. The QoE-aware-B outperforms QoE-aware-D and oracleCPU by more than 10%. For 'A12' and 'B08', QoE is balanced between battery charge consumption and performance. Thus, the performance-oriented governors and the energy-oriented ones have similar QoE. The QoE-aware governors show great improvement, especially QoE-aware-B outperforms the best of all other QoE oblivious governors (i.e., interactive for 'A12', oracleCPU for 'B08') by around 20% to 30%. For 'D08', as discussed above, the QoE is performance oriented, thus our QoE-aware-B governor is close to the performanceoriented ones, but 5% improvement over the interactive governor is still observed. The QoE-aware-B and QoEaware-D are close in this case since these two governors often choose the same frequency, which is the highest. For 'A12' and 'D08', the prediction accuracy is high since they spend large amount of the time in only one Figure 11 : The performance (the higher, the better), battery charge consumption (the lower, the better) and QoE (the higher, the better) results for the facebook application with different governors and battery levels. They are normalized to the powersave result with battery level from 15% to 20%. Perf-gov is performance governor.
type. Thus, the QoE-aware-B governor is close to the ideal case. For 'D09' and 'B08', the prediction accuracy is slight lower and there is a small gap between the QoEaware-B and the ideal governor. Overall, QoE-aware-B outperforms QoE-aware-D by 10% as it models the battery behavior better. On average, Comparing with other QoE oblivious governors, at least 20% improvement can be achieved by our QoE-aware-B governor. Fig. 11 further shows the comparison of different governors when running certain application (e.g. Facebook) at low battery level for 'D09' who is type I most of the time. The battery level at the beginning of each execution falls into four regions: 0-5%, 5-10%, 10-15% and 15-20%. As shown in Fig. 11(a) , the battery level has trivial impact on performance for all governors except the QoE-aware-B, which shows obvious performance deduction as the battery approaches depleted. This is because the battery charge consumption increases with lower battery level and lower frequency is assigned in this case. As shown in Fig. 11(b) , the battery charge consumption increases for all governors, except the QoE-aware-B, because the same device energy consumption translates to a higher battery charge consumption with a lower battery energy level. For the QoE, as shown in Fig. 11(c) , all governors except QoEaware-B show decreasing QoE with lower battery level.
Field Study
In the field study, we deploy our QoE-aware governor (without explicitly mention, it means QoE-aware-B governor) in real Android smartphones and let the users test it. Since smartphones usually don't have power sensors, we use the energy model developed by Xu et al. [19] and calibrate it. We recruit 20 users to participate the experiments. Half users are male and the other half are female. Their ages range from 21 to 32 year old. We group them into two groups to test our QoE-aware governor against the oracleCPU and interactive, respectively. For the first (second) group, we let them use oracleCPU (interactive) for two months and our QoEaware governor for two months as a comparison. The order of using the governors is randomized for all the users and they have no prior knowledge about what governor they are using. After the test period, we ask for their feedbacks and satisfaction rating. The rating has 5 levels: 5: much better; 4: better; 3: the same; 2: worse; 1: much worse. The results show that our governor has an average rating of 4.5 and 4.7 against the oracleCPU and interactive, respectively. Comparing with the oracleCPU, which is viewed as too slow for many users, our QoE-aware governor can achieve satisfactory performance. Comparing with the interactive, our QoE-aware governor can effectively extend the battery life as commented by some users.
RELATED WORK
There have been many studies on learning the user behaviors in mobile devices [13] [20] . For instance, Falaki et al. [21] study the smartphone usage of 255 users and they find immense diversity among these users regarding to the application use, network traffic, energy drain etc. There are also many studies on energy saving and performance improvement in mobile platforms. Li et al. [22] introduce the SmartCap tool to infer the frequency cap which guarantees satisfactory performance and also maximizes the energy saving. Qian et al. [23] propose the Application Resource Optimizer to efficiently and accurately analyze the cross-layer interaction and identify the inefficient resource usage for smartphone applications. Martins et al. [24] propose an interface for the power management in mobile devices, called application modes.
As a representative mobile application, web browser and its energy optimization attracts a lot of attentions recently. There are some work analyzing the energy consumption of mobile browsing [25] . Y. Zhu et al. [26] propose web-core architecture for energy-efficient web browsing. By the same authors, the event-based scheduling strategy to optimize the energy-efficient QoS [5] is explored. In this work, the human perception is introduced, e.g., when the execution time speedup cannot be perceived by users, further reducing the execution time will not translate to a better QoS. This concept can be easily combined into our QoE model. Moreover, Nachiappan et al. [3] propose the domain-aware coordinated DVFS policies for frame-based applications (e.g., video chat, interactive games), which can decide the effective DVFS state for each component in the mobile device to achieve high energy efficiency. Their DVFS schemes are orthogonal to our QoE-aware governor.
CONCLUSIONS
In this study, we target at the QoE characterization, modeling, and optimizations on mobile devices with the low battery level. We first introduce QoE at the low battery stage, which quantitatively combines the two major factors, the battery life, and performance, into an integrated metric. We then characterize the QoE by investigating the user psychology change given user and environment when the battery drops to low level, which will then affect the users' preference on battery life or performance. We further explore a QoE model that is composed of a novel on-line battery charge consumption model, and a on-line performance models. Finally, we propose a user-and environment-dependent, QoE-aware frequency governor to dynamically change the CPU frequency for optimal QoE in mobile processors. Our experiment results show that our QoE-aware frequency governor improves the QoE at least 20% when compared with previous frequency governors.
