the real-valued measurements and converts them into a binary symbolic sequence which is sent over the communication channel. For each measurement, only one single bit signal can be sent. The second subsystem (Decoder) receives this symbolic sequence and converts it into a real-valued state estimate. Therefore, the effectiveness of the entire system is defined by the effectiveness of the binary encoding algorithm. This encoding problem was widely studied in the literature. In non-causal setting, some important results can be found in [5] , [6] , [8] , [9] ; see also the bibliography therein. In [5] , [6] , [9] , the encoding was studied in the framework of the sampling theory and Fourier analysis. In [8] , a sequential binary estimator based on stochastic contamination was obtained for continuous processes.
For our particular task, we have restrictions of causality. To satisfy this condition, we suggest a modification of the adaptive delta modulation algorithm introduced by Jayant [10] for voice transmission; see more recent development in [11] and the bibliography therein. The suggested algorithm ensures stable tracking of time variable signals using just one bit for each measurement. The algorithm does not depend on the parameters of the evolution law and the distributions of the underlying process. We obtained the upper estimates of the error for the case of a noiseless transmission.
II. PROBLEM STATEMENT AND THE RESULT
Let be a continuous time state process observed at times , , where is given. Suppose estimates of the current state are required at a distant location, and are to be transmitted via a digital communication channel such that only one bit of data may be sent at each time , i.e., a binary channel. For this task, we consider a system which consists of the encoder, the transmission channel, and the decoder. For each observation , the encoder produces a one-bit symbol which is transmitted via the channel and then received by the decoder; the decoder produces an estimate which depends only on . In other words, the process is supposed to be sampled at times , encoded, transmitted via the channel and then decoded. We assume that the transmission is noiseless.
It is important that, for each sample for each sampling point , only one bit of information can be transmitted. The corresponding algorithm is suggested below.
Let real numbers , , , and be given parameters that are known both to the encoder and the decoder. The algorithm can be described as follows. 2) The encoder computes a sequence and produces a sequence of binary symbols consequently for by the following rule: , and (1) where (2) (3) and where .
3) The binary symbol is transmitted via the channel. 4) The decoder computes the same sequence using the received values by the same rule as the encoder. 5) Finally, the decoder computes estimate of the process as (4) and where , . Note that this algorithm represents a modification of the Jayant's adaptive delta modulation algorithm [10] , [11] , where it was assumed that, in our notations,
The novelty of algorithm (1)-(4) is that it allows three possible values of on each step instead of two, and uses two bit memory instead of one. It was shown in [11] that Jayant's algorithm allows to track benchmark constant processes. We show below that he suggested changes ensure stable tracking processes for variable in time underlying processes. In addition, we were able to estimate the tracking error. Let be given. We consider continuous time processes with a polynomial rate of growth, i.e., such that there exists and such that
In addition, we assume that there are intervals such that (6) for all for all such that . In fact, will be approaching during these time intervals only. Therefore, a good approximation is not feasible if these intervals are too small or have too large gaps between them.
Remark 1: Clearly, (6) holds if is absolutely continuous and . However, we prefer to use condition (6) since it is less restrictive; in particular, (6) holds for some discontinuous on processes .
Theorem 1:
Here and are the constants from (6)
. In addition,
for all . The proof of the theorem is given in Appendix. Let us discuss some implications of Theorem 1. As can be seen, starts to approximate after the time and until (6) . On the other hand, a choice of small may lead to a larger time of proximity recovery after a jump of .
Remark 2: The suggested algorithm is robust with respect to the errors caused by missed or misread signals for the models where the decoder is always aware that a signal was missed or misread, i.e., for the case of the so-called binary erasure channel. Obviously, there are models of channels with noise where these conditions are not satisfied. It could be interesting to find a way to modify an algorithm such that it will be robust with respect to the transmission errors for these models.
III. ILLUSTRATIVE EXAMPLES
In numerical experiments, we compared the performance of the Jayant's encoding algorithm [10] and modified version (1)- (4) . We observed that, in all our experiments, the modified version (1)- (4) ensures faster recovering of the proximity after a jump of the underlying process. This is illustrated in Figs. 1-2 presenting the results of the applications of the Jayant's encoding algorithm [10] and the suggested algorithm (1)- (4) of a discontinuous piecewise continuous process . Figs. 1-2 show the process and the corresponding processes for and for Fig. 1 . Example of a discontinuous input and the corresponding estimate for for Jayant's encoding algorithm [10] and for the suggested algorithm (1)-(4).
Fig. 2. Example of a discontinuous input
and the corresponding estimate for , for Jayant's encoding algorithm [10] and for the suggested algorithm (1)-(4). respectively, . With these sampling rates, transmission of the encoded signals for requires to transmit 50 bits only for and 100 bits only for . For these examples, we used , , and . The algorithm (1)- (4) was applied with . We used MATLAB for these calculations.
IV. DISCUSSION AND FUTURE DEVELOPMENTS
1) The estimates in Theorem 1 represent the upper bounds for the worst case scenario; in practice, one should expect a better performance. A more informative estimate of the algorithm performance could be obtained in the stochastic setting, such as the mean square error given certain probabilistic characteristics of the input. In this setting, optimal selection of the parameter could be investigated. 2) It could be interesting to extend the algorithm on vector processes . 3) The presented algorithm is causal, i.e., it collects current information and does not require the future values of the process. It could be interesting to estimate the loss of the effectiveness caused by the causality restrictions in comparison with the algorithms known in the rate-distortion theory in non-causal setting, where an entire signal is known and has to be encoded, for some given interval (see, e.g., [12, Ch. 13]). 4) In theory, an arbitrarily close causal approximation in -norm can be achieved by binomial processes with a fixed rate of change for general stochastic square integrable processes, including Ito and jump processes [13] . However, an algorithm of this approximation was not obtained therein. It could be interesting to investigate if the algorithm from the present paper can be used to achieve this kind of approximation.
APPENDIX PROOF OF THEOREM 1
To prove statement (i), it suffices to observe that Let us prove statement (ii). For integer numbers , set
Let us prove first that, for any , . By induction, the proof of (iii) follows. This completes the proof of Theorem 1.
