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ABSTRACT
Precipitation events cause disruption around the world and will be altered by climate change.
However, different climate modeling approaches can result in different future precipitation pro-
jections. The corresponding ‘method-uncertainty’ is rarely explicitly calculated in climate impact
studies and major reports, but can substantially change estimated precipitation changes. A compar-
ison across five commonly-used modeling activities shows that for changes in mean precipitation,
less than half the regions analyzed had significant changes between the present climate and 1.5◦C
global warming for the majority of modeling activities. This increases to just over half the regions
for changes between present climate and 2◦C global warming. There is much higher confidence
in changes in maximum 1-day precipitation than in mean precipitation, indicating the robust in-
fluence of thermodynamics in the climate change effect on extremes. We also find that none of
the modeling activities capture the full range of estimates from the other methods in all regions.
Our results serve as an uncertainty map to help interpret which regions require a multi-method
approach. Our analysis highlights the risk of over-reliance on any single modeling activity and
the need for confidence statements in major synthesis reports to reflect this ‘method-uncertainty’.
Considering multiple sources of climate projections should reduce the risks of policymakers being





















Understanding future precipitation changes in a warming world is critical to empower communi-38
ties to make informed decisions around adaptation or climate related policy. Precipitation provides39
drinking water, is relied on for agriculture and used in many sectors of industry, so changes in40
water availability need to be understood to make the most of this limited resource. Droughts cause41
severe strain on people and ecosystems. Storms and extreme rainfall events also cause flooding and42
destruction. Worldwide, flooding affects more people than any other natural disaster (Wallemacq43
and House 2018).44
Unfortunately, given the importance of precipitation for daily life, future changes in precipitation45
are much less certain than temperature changes (Collins et al. 2013; Tebaldi et al. 2011). In this46
study we look at low levels of global warming, in particular 1.5◦C and 2◦C, which are relevant47
to the Paris Agreement and associated policy decisions. A challenge relating to these levels of48
warming is that the signal of precipitation changes can be difficult to distinguish from the noise as49
they are often small relative to internal variability (Hawkins and Sutton 2011), and require larger50
ensemble sizes to detect than temperature trends (Deser et al. 2012). There are non-linear effects in51
the climate system and differences between transient and equilibrium climate response, so changes52
based on higher levels of warming cannot simply be used to estimate impacts for 1.5◦C and 2◦C53
(Good et al. 2016; Mitchell et al. 2016). Furthermore, precipitation events are tightly connected to54
atmospheric and ocean dynamics and changes are seasonally dependent so interpreting changes in55
precipitation and their impacts requires careful analysis.56
The most common approach when investigating future changes of precipitation is to use general57
circulation models (GCMs) which dynamically simulate the physics of the atmosphere and ocean.58
Different GCMs use varying representations of the physics, so model inter-comparison projects59
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(MIPs) are frequently used to provide a range of different possible futures. The MIPs used in this60
study (also referred to as modeling activities) are the Coupled Modeling Intercomparison Project,61
Phase 5 (CMIP5) (Taylor et al. 2012), the Coupled Modeling Intercomparison Project, Phase 662
(CMIP6) (Eyring et al. 2016; O’Neill et al. 2016), the Half a degree Additional warming, Prognosis63
and Projected Impacts project (HAPPI) (Mitchell et al. 2017), the 2018 UK Climate Projections64
(UKCP18) (Murphy et al. 2019) and the High-End cLimate Impacts and eXtremes project (HELIX)65
(Wyser et al. 2017). MIPs provide a common experimental protocol under whichmultiplemodeling66
groups run simulations to produce multi-model ensembles of climate projections. The use of MIPs67
has been a successful approach, and Fig. 1 shows that around half of the impact studies in the68
Intergovernmental Panel on Climate Change (IPCC) Special report on Global Warming of 1.5◦C69
(IPCC 2018) result directly from one of these MIPs.70
In producing their assessment reports, the IPCC strives to compile information across all the71
available literature. However, it relies heavily on using the latest modeling inter-comparison project72
to determine the likelihood of changes in climate. For example in the IPCCFifthAssessment Report73
(AR5), the CMIP5 results were compared with the previous activity (CMIP3) to see how they differ.74
However the keynote plots in the IPCC ‘Atlas of Global and Regional Climate Projections’ were75
solely from the CMIP5 ensemble. In the coming years, there will be a strong focus on analyzing76
the latest results from CMIP6 which will contribute to the IPCC Sixth Assessment Report (AR6).77
CMIP6 has a broad sample of current model diversity with a generally higher model complexity78
than CMIP5, so there are many benefits to using this new resource. However, single MIPs such as79
CMIP5 can under-estimate the possible range of future climate change (Deser et al. 2020). On the80
other hand, GCMs have a range of climate sensitivities to greenhouse-gas forcing (Sherwood et al.81
2014) and CMIP6 is known to have a large proportion of high climate sensitivity models (Zelinka82
et al. 2020), which may overestimate the upper bound of warming (Tokarska et al. 2020). So83
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especially in regions with low confidence in precipitation change, it could be counter-productive84
to disregard the huge resource of previous climate model results and focus on CMIP6 alone.85
Within each MIP, a common experimental design is used. However different experimental86
designs can lead to differing impacts of 1.5◦C warming, related to factors such as the rate of87
global warming and the aerosol forcing relative to greenhouse gas forcing (Seneviratne et al. 2018;88
King et al. 2018). The large CMIP5 and CMIP6 activities use a number of different emissions89
scenarios, so do include a measure of scenario uncertainty. However there are other uncertainties90
relating to experimental design, such as the use of high-resolution cloud or convection resolving91
models compared to models which parameterize these processes, or the inclusion of carbon-cycle92
feedbacks compared to prescribed greenhouse-gas forcing. The differences in climate response93
between transient and equilibrium climate are also difficult to diagnose using traditional scenario-94
based MIPs, which produces another source of experimental design uncertainty that is relevant to95
policy decisions. Our study aims to take the comprehensive approach of analyzing results from96
MIPs which use different modeling approaches. Here we examine uncertainty, not just due to97
different emission pathways in a single MIP, but differing experimental setups in different MIPs.98
There is a risk that relying on a singleMIPmay result in over-confidence in climate projections by99
missing some uncertainty due to experimental design. In addition, considering different emissions100
pathways at lower levels of warming can give different precipitation changes (Mitchell et al.101
2016). On the other hand, comparisons between CMIP3 and CMIP5 high emissions pathways102
show consistent changes in seasonal precipitation (Knutti and Sedláček 2013), which increases the103
confidence in those results. Hence determining agreement in precipitation projections can enhance104
(where they agree) or reduce (where they disagree) our confidence in the individual projections.105
In Fig. 1, only a very small proportion of studies considered a combination of approaches to obtain106
multiple lines of evidence regarding future changes. Combining large multi-model ensembles of107
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simulations with differing experimental design and skill at representing the current climate is108
not straightforward. We note that it is not always clear that improved model skill in the present109
day results in improved future projections (Knutti et al. 2010). However, there is ongoing work110
regarding weighting simulations depending on their representation of relevant climate phenomena111
or relation to other simulations (e.g., Sanderson et al. 2017a; Merrifield et al. 2020; Brunner et al.112
2020). This has the potential to constrain the likely range of future projections for example by113
down-weighting high climate sensitivity models which give poor performance over the historical114
period.115
This study focuses on the agreement across multiple modeling activities, of estimates of precip-116
itation change at specific levels of global warming (e.g. 1.5◦C and 2◦C ). We compare changes in117
yearly mean precipitation and the yearly maximum of daily precipitation (‘extreme precipitation’).118
We use averages over land of updated reference regions created for the IPCC AR6 (Iturbide et al.119
2020, see Fig. S1) to investigate different regional signals. Time-slices of transient simulations are120
used to examine specific levels of global warming. We consider each of the MIPs used in this study121
as providing plausible representations of future climate and do not weight any one higher than the122
others. This is reasonable given their individual use in different analyses of projected precipitation123
change.124
We firstly show the agreement in sign of significant changes to 1.5◦C and 2◦Cwarming across the125
five climate modeling activities. This approach identifies regions where modeling activities agree126
in a significant change, and regions in which the change is more uncertain. The significance is127
determined from the 5-95% confidence intervals of the ‘central estimates’ calculated for each MIP.128
The central estimate is calculated by combining the model estimates within each MIP, taking into129
account the model spread and sampling uncertainty for each model. A combined central estimate130
for results across the MIPs is also calculated.131
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In addition to showing the combined changes and whether the changes are significant, we also132
consider uncertainty in each of the modeling activities’ results and the combined central estimate.133
The magnitude of uncertainty bounds and the extent of overlap between uncertainty estimates is134
explored. Furthermore, to dig deeper into uncertainty due to experimental design, we undertake135
comparisons between changes calculated for different experimental designs or scenarios. This is136
done using two individual models that each have large ensembles of simulations, as well as by137
comparing different scenarios within the CMIP5 and CMIP6 activities.138
This analysis illustrates the potential of combining the agreement across different modeling139
activities with a more detailed examination of experimental design using single model large140
ensembles. This approach provides a fuller picture of the ‘method-uncertainty’ in these climate141
modeling activities. This is something that is difficult to quantify but is essential to address,142
especially in regions where the changes are not as clear as a single modeling activity would143
indicate.144
2. Materials and Methods145
Methods for analyzing results from GCM simulations are presented below. Information about146
the specific climate model data-sets is given in the Appendix.147
a. Climate indices and regions148
For this analysis, we focus on two precipitation indices. We use the annual mean precipitation149
(referred to as ‘mean precipitation’) and the yearly maximum of daily precipitation (referred to as150
‘extreme precipitation’). The mean precipitation is used to indicate whether there is a change in151
the total amount of precipitation over a region. The extreme precipitation index is used to indicate152
whether there will be a change in the magnitude of precipitation in heavy rainfall events or storms.153
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When looking at impacts in specific sectors and local scales, indices that capture seasonality are154
also very useful, but we chose these two indices as they are widely applicable on a global scale.155
When calculating the changes in precipitation between different specific warming levels, we156
focus on the percentage changes, to show the changes relative to the model climatology. This gives157
a normalized metric of changes to reflect that a mean change, for example 0.2 mm/day, in a low158
rainfall area is likely to make a larger impact than the same change in a very high rainfall region.159
The use of relative changes does mean that in the presence of model biases, the same absolute160
change in precipitation will appear as different percentage changes. In addition, in areas of very low161
precipitation, showing percentage changes of relative changes may over-emphasize small changes162
in precipitation. To support these analyses, we additionally show results of absolute changes (in163
mm/day) as supplementary material.164
For analysis of changes, region definitions were used as per (Iturbide et al. 2020). These regions165
were developed as an update to regions used in the IPCC AR5 and the IPCC SREX report, using166
smaller regions in some parts of the world to achieve better climatic consistency within each region.167
A map of these regions is shown in Fig. S1, labeled with the acronyms used for each region. The168
precipitation indices were first averaged over these regions before calculation of changes. Note that169
in the regions analyzed here, averages were calculated over land points only.170
b. Extracting 1.5◦C and 2◦C time-slices171
Transient GCM experiments are designed around simulations of the historical period then con-172
tinuing into the future using scenarios representing different emissions pathways. From these173
simulations, we can then determine the climate state when these scenarios reach different levels of174
global warming. In this study, we use a commonly used approach of selecting time-slices (King175
et al. 2017; James et al. 2017). This approach does have the limitation that climate from a transient176
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climate simulation can differ from simulations stabilized at the same level of warming due to effects177
that lag behind the warming of the atmosphere (e.g. ocean circulation and sea-level rise) (Manabe178
et al. 1991; Held et al. 2010). The alternative is to compute targeted simulations that stabilize at179
each specific level of warming, but this has only been done in a few cases (e.g. Sanderson et al.180
2017b), so using time slices of transient simulations is still a widely used method.181
Firstly, a baseline is chosen as the start of the historical period (e.g. 1861-1900), to calculate182
the pre-industrial reference temperature. Then 21-year time-slices are chosen for the first period183
that has the global mean temperature averaged over the time-slice reaching the specific warming184
levels of 1.5 and 2◦C relative to the baseline. For current climate, time-slices for the warming185
level of 0.9◦C are used to match observed warming to 2010. This is done, rather than taking a186
fixed time period, to keep the warming between the current and 1.5◦C time-slice consistent, and187
thereby accounting for the variation in climate sensitivities between models. We note that this will188
inevitably result in there being different aerosol forcings between models in each of the current,189
1.5◦C and 2◦C warmer worlds. As the historical simulations are not necessarily long enough to190
capture our current climate period (in CMIP5 they finish in 2005), they are extended by future191
scenario simulations where necessary. When more than one future scenario was available, the192
highest emission scenario was used to extend the historical simulation for the current climate193
period. This prevents low climate sensitivity models (which reach 0.9◦C later) from having current194
climate time-slices as far into the future scenarios as would be the case using low emissions195
scenarios. Note, the current climate time-slices are referred to as ‘Hist’ in some figures.196
For CMIP5 and CMIP6, simulations from all future scenarios available are included in the197
analysis to maximize the number of samples. The exception to this is the results for section 3c,198
where the changes calculated using low and high warming scenarios were compared.199
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In this study we aim to keep the methodology of extracting specific levels of warming as200
consistent as possible. However, different experimental designs do mean that the time-slices need201
to be calculated in different ways in some cases. These differences are described in the Appendix202
for each data-set where relevant.203
c. Statistical Analysis204
To estimate the change in a particular variable between two time-slices, all of the years in each205
time-slice for each model are pooled together. Then the ensemble mean response is determined206
based on all years of data for that particular model. The uncertainty range in the mean response is207
determined by randomly re-sampling each distributionwith replacement 1000 times and calculating208
the mean response from each sample. The 5-95th percentile range of the samples then gives the209
sampling uncertainty in the mean change.210
When determining the significance of multi-model changes, for example in the IPCC report, it is211
common practice to use significance tests to determine whether changes are distinguishable from212
natural variability alongside thresholds for the proportion of models agreeing on the sign of the213
change (e.g., Tebaldi et al. 2011). However, these type of approaches do not provide a confidence214
interval around the multi-model change, making it difficult to combine uncertainty estimates of215
different multi-model data-sets together.216
Here, to combine each of themodel estimates into to amulti model summary or ‘central estimate’,217
we use the random-effects meta-analysis method (Cochran 1937; DerSimonian and Laird 1986).218
Thismethodology is commonly used in clinical studies to combine central estimates and uncertainty219
ranges of different studies together and was applied to climate models in Uhe et al. (2019). Such a220
statistical approach takes into account both the sampling uncertainty from random re-sampling (B8)221
and the model spread (f) which is taken as the standard deviation of the central estimates. From222
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these quantities, a a combined central estimate of change and an estimate in the uncertainty in that223
value are derived.224












F8 = (B28 +f2)−1 (3)
where F8 are the weights given to each of the model estimates in the calculation of the central226
estimate. The 5-95% confidence interval is calculated as `±1.6X, assuming normally distributed227
values.228
This calculation of central estimates is applied to combine different model estimates for each of229
the MIPs, and also finally to combine the central estimates of each MIP into an overall ‘Combined230
central estimate’. The changes are referred to as statistically significant if the 5-95% confidence231
interval does not include zero.232
3. Results233
a. Regional changes and agreement234
To evaluate the confidence in large scale patterns of precipitation changes, we use agreement235
between climate modeling activities. Fig. 2 shows the agreement of changes between current236
climate and 1.5◦C or 2◦C, across our five MIPs, for mean and extreme precipitation. Agreement237
here is represented by the number of modeling activities which show a significant change, i.e. the238
5–95% confidence interval not including zero.239
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In Fig. 2, regions are marked with hatching where there are conflicting but significant changes240
from two different MIPs. Encouragingly, this shows that there are only a few regions for mean241
precipitation (North Central-America, Sahara, South Eastern-Africa and southern South-America)242
where two different modeling activities have significant changes with opposite signs, between243
current climate and 1.5◦C . For the changes to 2◦C , this is reduced to just southern South-America.244
CMIP6 is the latest MIP, using current state-of-the-art climate models, and will underpin most of245
the conclusions described in the IPCC AR6. For this reason, we highlight regions where CMIP6246
does not agree in the significance of the changes with the majority of other modeling activities. In247
Fig. 2, bold outlines indicate where CMIP6 gives a different sign or significance in the changes248
to three of the other four modeling activities. This identifies vulnerable regions such as some249
parts of South America or Africa, where using information from CMIP6 alone may misrepresent250
our confidence in the precipitation changes to 1.5◦C of global warming. We note that these are251
not indicating that the using CMIP6 results in a different sign to significant changes given by252
other MIPs, rather it may give a significant change where most other MIPs show only insignificant253
changes, or vice versa. However, this is still an important point as it is relevant to the confidence254
statements produced by the IPCC (or other major reports), which may be considered by decision255
makers regarding climate change planning.256
Fig. 3 shows the percentage changes in mean and extreme precipitation, from the combined257
central estimate of the five modeling activities. To highlight the confident changes, regions where258
the combined central estimate gives a significant change are marked with a bold border in Fig. 3.259
We additionally include the same changes, but calculated in mm/day in Fig. S2. For breakdown by260
modeling activity, Figs S3 and S4 show the changes and the significance of the central estimates261
for each MIP, in percentage change and mm/day respectively.262
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From Figs 2 and 3, we see that the precipitation changes in North America and Eurasia show the263
strongest agreement, especially at the lower warming level of 1.5◦C. For changes in the southern264
hemisphere and some equatorial regions, there is often less agreement. Hence, in these regions,265
the use of a single modeling activity (as most studies have done) risks creating false confidence in266
the changes.267
Changes in extreme precipitation show a large amount of agreement. At 2◦C warming, the268
majority of modeling activities show confident changes in almost all regions (except the Sahara269
and Caribbean regions). This higher confidence in extreme precipitation has been reported pre-270
viously (Allen and Ingram 2002; Fischer et al. 2014; Pendergrass et al. 2015). This is due to271
thermodynamics dominating extreme precipitation changes, while mean precipitation will be more272
strongly influenced by dynamical i.e. atmospheric circulation changes, which have less certainty273
and more disagreement. We also note that there are increases in extreme precipitation in regions274
which show drying changes in the mean precipitation. This increase in extreme precipitation could275
be part of the source of uncertainty in mean precipitation drying, due to the extreme precipitation276
contributing different fractions of the total precipitation in different models.277
The level of agreement between the different modeling activities in the precipitation changes is278
also strongly connected to the strength of the changes. Fig. S5 shows the signal to noise ratio for279
each of the modeling activities, where the noise represents the magnitude of the 5–95% confidence280
intervals. Here we see that the areas which have the highest agreement also have the strongest281
signal to noise ratio. A useful metric to measure of magnitude of changes is the internal variability282
of the system, and Fig. S6 shows normalized changes, representing the amount of the change283
relative to the variability simulated by each model. This highlights that at these small levels of284
global warming, many of the changes are smaller than the year-to-year variability, however can be285
detected confidently by using the large number of samples in these MIPs.286
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In addition to the agreement in the sign of the precipitation changes, it is relevant to understand287
whether the uncertainty range in changes using each modeling activity overlap. For this, we288
consider the changes in mean precipitation between current climate and 1.5◦C warming. Figure289
4 shows the amount of overlap between the confidence interval for each MIP and the confidence290
intervals calculated for the combined central estimate of the other MIPs. In nearly all regions291
there is some overlap between the modeling activities, so it is rare for the central estimates of292
each modeling activity to completely disagree. We note that in Fig. 4, a value of 100% does not293
necessarily indicate perfect agreement. Instead, it can reflect a larger uncertainty range in the294
changes for a given MIP, which encompasses the combined central estimate for the other MIPs.295
Part of this may be due to the nature of the combined central estimate, which can have a smaller296
uncertainty range if the models are in agreement, reflecting the greater number of samples included.297
Figures S7–9 show similar results for extreme precipitation and 2◦C warming.298
We highlight that the HAPPI activity shows more regions where the central estimate disagrees299
with the other modeling activities. This may be partly due to the large initial condition ensem-300
bles within HAPPI resulting in smaller uncertainty bounds, but at the same time not including301
uncertainty in the ocean and sea-ice responses, hence giving overconfident estimates. HAPPI302
and HELIX also exhibit a tendency to give different results in some northern regions, which may303
indicate an influence from the prescribed sea-ice that is used in their atmosphere-only simulations.304
Looking at Fig. 4 and Figs S7–9, there is no activity that agrees with the combined result from the305
other activities in all cases. This finding provides substantial support to the benefit of considering306
a range of modeling activities.307
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b. Partitioning of uncertainty308
When considering the confidence of a particular model result, understanding the source of un-309
certainties can be highly illustrative. We consider three types of uncertainty: sampling uncertainty,310
inter-model uncertainty and experimental design uncertainty (the latter of which is considered in311
detail in section 3c).312
We consider firstly sampling uncertainty within a single model projection, calculated as per313
section 2c. This uncertainty is related to the internal variability in the climate system and the314
number of years of simulation included in the sample. To reduce the uncertainty in a single model315
response, modeling centers generate ensembles of simulations, usually produced by initial condition316
or physics parameter perturbations. We also consider the uncertainty in the central estimates for317
each MIP. We note that the central estimate uncertainty is not an independent quantity, but is318
calculated based on the confidence intervals of each model, as well as the spread of model changes.319
We finally consider the combined central estimate uncertainty.320
Figure 5 shows these different quantities of uncertainty in the combined projections to 1.5◦C321
and 2◦C. Four regions are shown as illustrative examples. With regards to sampling uncertainty322
(i.e. single model uncertainty), HAPPI, which uses large ensembles has a much smaller sampling323
uncertainty than CMIP5 and CMIP6, which mostly have fewer than three historical simulations per324
model (see Tables S1–3 for ensemble sizes). HAPPI simulations also use atmosphere-only models,325
forced by a single set of prescribed sea-surface temperatures, so HAPPI may represent a smaller326
range of possible futures compared to the full spread of coupled ocean-atmosphere models.327
In Fig. 5, the combined central estimate uncertainty is at the lower end of the single MIP central328
estimate uncertainties. This finding is a result of the construction of the central estimate ‘narrowing329
in’ on the most plausible response as more samples are available. We note though, that this is a330
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purely statistical approach to determining the uncertainty range. In terms of ability to model the331
climate system, outlier models may be just as plausible, despite lying outside our central estimate332
uncertainty. Other things that could be considered are model inter-dependencies e.g. different333
models sharing code or components (Knutti et al. 2013).334
We also note that in a commonly pictured view of model uncertainty (Hawkins and Sutton 2009),335
the model uncertainty in a given variable increases over simulated future times. This increasing336
spread is partly because different models have different climate sensitivities and therefore warm at337
different rates. However, as we are examining model projections at specific levels of warming, any338
first order differences due to climate sensitivity will not be included in our uncertainty estimates.339
Lehner et al. (2020) showed that model uncertainty for global mean precipitation also increases340
with global warming, with small differences between CMIP5 and CMIP6, but here we look at341
uncertainty for a few specific regions. In Fig. 5, we show that while the central estimate uncertainty342
does generally increase, there are cases where it stays constant or decreases as global warming343
increases, for example the HAPPI projection of mean precipitation over the Mediterranean or the344
UKCP18 projections of extreme precipitation over western Central Europe. Where the single345
model (sampling) uncertainty does not show substantial changes, we expect the changes in central346
estimate uncertainty to relate to model uncertainty. In other regions shown here, the uncertainty is347
similar or increases as warming rises from 1.5◦C to 2◦C, but this highlights that the use of specific348
levels of warming can constrain the uncertainty.349
c. Differences in experimental design and scenarios350
In addition to the uncertainty at the model or MIP level, there is uncertainty due to the experi-351
mental design of each modeling activity. The previous section considered the uncertainty across352
the MIPs, however this is not the same as the experimental design uncertainty. As each of the353
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MIPs use different models (and different generations of models), it is not possible to formally con-354
nect the multi-MIP spread directly to the experimental design. However, the experimental design355
uncertainty can be related to the choice of scenario and forcing data-sets used to run the future356
projections. The experimental design uncertainties may also involve more structural differences for357
example the use of atmosphere-only compared to coupled ocean-atmosphere models, or the choice358
of using a dynamic carbon cycle with emissions prescribed rather than GHG concentrations.359
To isolate the influence of experimental design on the future projections, one approach is to360
use single model large ensembles. Where these large ensembles have produced simulations using361
multiple modeling protocols, we can compare their responses at specific levels of warming. For362
this analysis we have used the CanESM2 large ensemble (Kirchmeier-Young et al. 2017) using the363
RCP8.5 scenario from CMIP5, and compared it with the CanAM4 (the atmospheric component364
of the CanESM2 model) simulations produced using the HAPPI scenarios. Secondly, we have365
compared the CESM large ensemble (Kay et al. 2015) using the RCP8.5 scenario fromCMIP5, with366
the CESM low warming simulations (LowWarm) using emissions pathways designed to stabilize367
at 1.5 or 2◦C (Sanderson et al. 2017b).368
Figure 6 shows the comparison between the experimental designs over different regions. Differ-369
ences for CanESM2 are shown in the upper panel and differences for CESM are shown in the lower370
panel. The differences shown are for mean precipitation, comparing the percentage changes from371
current climate to 1.5◦C between the two experimental designs. Regions that are outlined in bold372
are where the significance or sign of the change is different between experimental designs. For373
both models, there is a clear difference over the Americas where the stabilized scenario (HAPPI or374
LowWarm) becomes wetter relative to the transient RCP8.5 simulations. Similar differences are375
seen over Asia, although with less consistency. An opposite trend is seen over the Northern and376
Eastern African regions, and parts of Australia.377
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Two factors causing a difference between the stabilized and transient simulations, are the dif-378
ferences in non-greenhouse gases such as anthropogenic aerosols, and the differences in the in379
land-sea contrast driven by the land warming faster than the ocean. Anthropogenic aerosols are380
projected to be significantly reduced by the end of the 21st century which is reflected in the sta-381
bilized scenarios. The transient simulations, however, may pass the 1.5◦C temperature threshold382
before the mid-21st century, and so will have significantly higher modeled aerosol loads. This may383
be reflected in the relatively strong differences in East Asia in Fig. 6, particularly for CESM. We384
note that models with different representations of aerosols will give differing changes, which may385
be a source of model uncertainty in the multi-model analysis, for areas of high aerosol forcing.386
We investigate spatial patterns of changes over the oceans in Fig. S10, which is as per Fig.387
6 but instead showing model grid-cells rather than regional averages. There are strong positive388
precipitation anomalies on the Pacific equator indicating differences in the Pacific Intertropical389
ConvergenceZone between stabilized and transient simulations. This could be related to differences390
in the north-south warming contrast between the experiments. Also in Fig. S10, there is a pattern391
of wetting over the Atlantic Ocean and drying in the north of Africa in the stabilized experiments392
relative to RCP8.5. This may be due to the land-sea contrast from the Sahara region warming393
much faster than the Atlantic Ocean in the transient simulations. In the stabilized experiments, the394
Atlantic Ocean warming may catch up, causing this difference.395
We additionally look into the differences between low and high warming scenarios for the CMIP5396
and CMIP6 ensembles in Fig. 7. These do show some regions where the significance of the change397
is different between scenarios. Differences here are important when considering the implications398
of following a low emissions pathway, and in these bold region (covering large parts of America399
and Africa), careful evaluation of the different scenarios should be performed separately. The400
differences here are smaller than the single model differences in Fig. 6, probably due to differing401
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responses in models within CMIP5 and CMIP6. There are also only a few regions which show402
notable changes which are consistent between CMIP5 and CMIP6, e.g. parts of in central America,403
central Africa and NewZealand. Other regions have small differences or are not consistent between404
CMIP5 and CMIP6.405
Finally, the smaller difference in these scenarios for CMIP5 and CMIP6 in many regions may be406
attributable to the low warming amount of 1.5◦C. The CMIP models are not in equilibrium by the407
time they reach 1.5◦C of global warming, even for the low warming scenarios, so the comparison408
in Fig. 7 does not clearly represent an equilibrium vs transient climate in the same way as in Fig. 6.409
In addition, the differing model responses and the small number of ensemble members makes it410
difficult to identify any signal due to scenario differences for this analysis. Again, this shows the411
value of the single model large ensembles used above.412
4. Discussion and Conclusions413
Uncertainty arising from differences between climate modeling activities is often ignored in414
climate change studies and reports. As these studies form the basis for climate change policy,415
‘method-uncertainty’ is essential for reliable confidence statements of precipitation change.416
This article presents a statistical method to combine projected estimates of change from multiple417
modeling inter-comparison projects. This involves producing a 5-95% confidence interval, which418
is used to determine a statistically significant change. This approach has the advantage that the419
uncertainty range is determined from the sampling uncertainty of each model and the spread across420
different model changes, and does not rely on arbitrary thresholds such as percentage of models421
that agree. We argue that using such a method and evaluating the agreement between modeling422
intercomparison projects and the combined central estimate from a range of different projects gives423
a quantification of the method-uncertainty.424
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This study shows the agreement in precipitation changes between five different modeling activi-425
ties. For mean precipitation, just over half of the regions have a significant change in the majority of426
modeling activities for changes to 2◦C. In contrast, for increases in extreme precipitation there are427
significant changes for the majority of the MIPs almost everywhere by 2◦C warming. Regarding428
the magnitude of possible changes, we also show that there is no single modeling activity which429
captures the full range of changes estimated by the other MIPs in all cases.430
We note that drying is less confidently predicted than the wetting. Drying in mean precipitation431
can occur while the extreme precipitation is increasing, which may obscure some of the signal.432
Another consideration, is that the region definitions themselves may not enable identification of433
drying on smaller spatial scales. The nature of precipitation as a positive quantity also sets an434
upper bound on the possible amount of drying, particularly in already dry regions, which may435
cause the wetting changes to overcome drying over larger regional averages. It is also possible436
that the location of the drying regions is slightly different between models, and calculating a437
multi-model mean results in a loss of signal (e.g., Knutti et al. 2010). Nonetheless, model spread438
and disagreement across modeling activities need to be taken into account when evaluating risks439
associated with these changes. More detailed seasonal level analysis of these regions also will440
supplement these findings.441
Furthermore, it is necessary to understand the sources of uncertainty in each of the modeling442
activities, and the method they use to determine future changes in climate. The CMIP5 and CMIP6443
projects provide a large structural sample by including many coupled ocean-atmosphere models,444
but have limited numbers of simulations per model. The HAPPI project contains a range of445
models and has large ensembles to reduce the sampling uncertainty, but only one representation of446
possible sea-surface temperature change. UKCP18 is dominated by a single model, but one which447
is from the latest generation of models and is higher resolution than most models in the other MIPs,448
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potentially capturing phenomena not resolved by coarser GCMs. Finally HELIX contains two449
high-resolution atmospheric models, and spans a range of possible sea-surface temperature trends450
estimated from different CMIP5 models. These factors contribute to different effective degrees451
of freedom and reliability of each ensemble (e.g., Yokohata et al. 2013), resulting in different452
estimates of uncertainty and ranges of possible future changes.453
To help identify the most likely future changes, increasing the number of models gives a better454
idea of all of the possible climate responses. In this method, including more samples in the central455
estimate reduces the uncertainty by narrowing in on the forced change (where models agree).456
However this does not necessarily remove the possibility of the true changes being outside our457
confidence intervals, where there are outlier models. Unless there are physical reasons to exclude458
a particular outlying model they should still be considered plausible scenarios. We note that the459
multi-model ‘central estimate’ changes, represent the mean change in the metrics considered and460
do not span the full model spread including outliers. For purposes of risk assessments, worst case461
projections based on the full probability distribution of projections (e.g., Sutton 2019; Quinn et al.462
2013), should be used in addition to the ‘central estimate’. This can take into account changes in463
variability and likelihood of particular extreme events occurring, which is important for decision464
making. We note that combining projections of extremes from atmosphere-only and coupled ocean-465
atmosphere model activities could be more problematic, as the SST-forced simulations exhibit a466
smaller range of variability due to sampling a smaller range of possible climate states (Fischer et al.467
2018). So a multi-MIP analysis of extreme weather events may benefit from including a method of468
correcting variability (e.g., Bellprat et al. 2019) or by restricting to similar model configurations469
(e.g. coupled model only).470
In this study, we chose a methodology to produce the multi-model ‘central estimates’, which471
does not account for model skill. Models have different biases and skill in representing historical472
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climate change. SST forced atmospheric models for example generally have lower biases than473
coupled models (He and Soden 2016), and model developers are constantly working to improve474
their model’s performancewhichmay result in differences between generations ofmodels. Because475
of this, it may be desirable to weight models, for example on their representation of different aspects476
of current climate (Sanderson et al. 2017a; Shiogama et al. 2011; Knutti 2010). Including model477
skill in the analysis could give greater (or lower) weighting to outlying results from models that are478
better (or worse) at representing a specific phenomena. The approach of considering all models479
equal is a limitation of our methodology, and exploring this further will add to the conclusions of480
this study.481
In our analyses we consider the projections of each MIP equally plausible when combining their482
estimates. In reality, the projections of specific MIPs are not equal and will have strengths and483
weaknesses. However as it is common practice in the scientific literature to base their conclusions484
on a single MIP, we combine these separate estimates without giving one higher consideration485
than the others. Separate to how realistic the projections are, there are various inter-dependencies486
between the MIPs. These can be due to including models with commonalities (e.g. different487
generations of the same model or different models with shared components) (Knutti et al. 2013).488
In addition, the HAPPI and HELIX projects use SST projections based on output from CMIP5 and489
UKCP18 also includes some results from CMIP5. When combining results from different MIPs,490
adding additional independent data sources should increase the confidence of our projections.491
However, the presence of common information could narrow the uncertainty range in an unrealistic492
way by treating data with similar origins as independent sources. As such, the use of the combined493
central estimate should be used to complement an evaluation of differentMIPs rather than replacing494
such an analysis. A future refinement of the methodology used here could take into account factors495
such as the inter-dependence of the MIPs, skill of models within the MIPs and abilities of the496
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MIPs to sample a wide range of plausible future states. We expect that such weighting of MIPs497
would modify the overall confidence ranges produced by this analysis, however the details of this498
weighting is beyond the scope of this work.499
Another limitation of combining results from different modeling activities is that the results500
may be harder to interpret. The combined results do not have the same specificity regarding501
the experimental design as results that are, for example, reflecting the trajectory of a single future502
scenario. The combined central estimates presented here reflect possible changes to 1.5◦C and 2◦C,503
but if there are differences important for policy reasons such as between transient and stabilized504
climates (e.g., Zappa et al. 2020; King et al. 2020), this may necessitate considering a smaller505
number of simulations that are relevant to the specific question at hand.506
Use of single model large ensembles also has the potential to disentangle the uncertainty due to507
differences in model responses and experimental design. In Fig. 6, we use two large ensembles to508
show differences in precipitation response between transient and stabilized climate scenarios. As509
more of these ensembles become available (e.g., Deser et al. 2020) they will be a valuable tool for510
comparing results across MIPs with consistent model structures.511
This study emphasizes that analyzing precipitation changes using a singleMIP does not fully take512
advantage of previous modeling work. The IPCC AR6 is likely to focus on results from CMIP6 at513
the expense of previous activities, however this may over-estimate the confidence in precipitation514
changes. Furthermore, in some cases, using CMIP6 on its own gives different changes compared to515
other methods used here. Combining information from different modeling activities will improve516
our understanding of confidence in the changes and where the uncertainty lies, and should be517
adopted when formulating climate policy.518
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The Coupled Modeling Intercomparison Project, Phase 5 (CMIP5) (Taylor et al. 2012) is the539
modeling effort used as the basis for the IPCC AR5. It involved a large number (> 30) of different540
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climate models and in this study we use the historical simulations and future scenarios following541
the Representative Concentration Pathways (RCPs) specified in the CMIP5 protocol. The models542
included in this study and the number of ensemble members used for each level of global warming543
are given in Table A1.544
b. CMIP6545
The Coupled Modeling Intercomparison Project, Phase 6 (CMIP6) (Eyring et al. 2016) is de-546
signed to inform the IPCC Sixth Assessment Report. At the time of writing, new simulations from547
CMIP6 are still being added to the CMIP6 archive. So estimates of change using this data-set548
may change as additional models are included. In this study we use the historical simulations and549
future scenarios following Shared Socioeconomic Pathways (SSPs), from the ScenarioMIP activity550
(O’Neill et al. 2016). The models included in this study and the number of ensemble members551
used for each level of global warming are given in Table A2.552
c. HAPPI553
Simulations run for the Half a degree Additional warming, Prognosis and Projected Impacts554
project (HAPPI) (Mitchell et al. 2017) are 10 year atmosphere-only climate simulations, forced by555
sea-surface temperatures (SSTs), sea-ice concentration (SIC) and green-house gas concentrations.556
The presend day period used in HAPPI is 2006–2015, and uses observed SSTs from the OSTIA557
observational data-set (Donlon et al. 2012). SSTs from CMIP5 model output are used to estimate558
the future scenarios corresponding to 1.5◦C and 2◦C global warming. These simulations are559
targeted to simulate 1.5◦C and 2◦C warming, so do not require calculation of time-slices.560
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Large ensembles were produced by running simulations with different initial condition perturba-561
tions. The models included in this study and the number of ensemble members used for each level562
of global warming are given in Table A3.563
d. UKCP18564
The 2018UKClimate Projections (UKCP18) global 60kmproduct (Murphy et al. 2019)was used.565
This consists of a perturbed physics ensemble of 15 HadGEM3-GC3.05 simulations supplemented566
by 13 CMIP5 projections, each from different models. These simulations follow the RCP8.5567
protocol and time-slices for specific levels of warming have been extracted using the same method568
as per CMIP5 and CMIP6. This data-set was developed to make use of the higher resolution and569
more complex physics of HadGEM3-GC3.05 than is available in current MIPs.570
e. HELIX571
HELIX (High-End cLimate Impacts and eXtremes) is a European Commission funded initiative572
to produce climate projections using high resolution global atmospheric models. Two models573
were used: EC-EARTH3-HR, with resolution nominally corresponding to 40km and HadGEM3-574
A Global Atmosphere (GA) 3.0 model (Betts et al. 2018) at a resolution of 60km. These models575
were forced by SSTs from 6 or 7 different CMIP5 models for HadGEM3 and EC-EARTH-HR576
respectively. This allows the atmospheric models to sample a range of different ocean responses.577
The simulations were run from the historical period to 2100 using the RCP8.5 scenario. See578
Wyser et al. (2017) for details of these simulations. Time-slices were chosen for the 1.5◦C and579
2◦C specific warming levels as specified in the HELIX methodology. We chose to use the current580
climate time-slice as 2000-2020. This is because specific warming levels less than 1.5◦C were not581
defined in the HELIX methodology.582
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f. CESM large ensemble and low warming simulations583
The Community Earth System Model (CESM) has computed a large ensemble (‘CESM-LE’) of584
historical and RCP8.5 simulations following the CMIP5 protocol (Kay et al. 2015). In addition,585
targeted low warming simulations with the same model (‘LowWarm’) (Sanderson et al. 2017b),586
were run from 2006-2100. These simulations use tailored emissions pathways to achieve stabilized587
climate at 1.5◦C or 2◦C by 2100. The LowWarm simulations branch from a subset (11) of the588
CESM-LE historical simulations, so can be considered as continuous simulations from 1920–2100.589
For calculating the warming since pre-industrial, we note that one of the historical simulations590
starts at 1850, but the rest start at 1920, so a base period of 1920–1940 was used to calculate591
the warming since pre-industrial for each simulation. To keep consistency with other data-sets,592
the warming between 1861–1900 and 1920–1940 from the longer simulation was added to the593
warming amount relative to the 1920–1940 base period.594
Comparing the CESM-LE and LowWarm simulations allows a quantification of the difference595
caused by the experimental design for a given model structure.596
g. CanESM2 large ensembles597
The CanESM2model (Arora et al. 2011) also has a large ensemble of coupledmodel simulations.598
These were created by branching from the CMIP5 historical simulations at 1950, with different599
simulations produced by using different random number seed values in the cloud parameterization600
(Kirchmeier-Young et al. 2017). Historical simulations were run from 1950–2005, and then601
continued using RCP8.5 forcing from 2006–2100. To determine the global mean warming since602
pre-industrial conditions for the CanESM2 large ensemble simulations, these simulations were603
extended back to 1861 by the corresponding CMIP5 simulations.604
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The atmospheric component of the CanESM2 model was also used in the HAPPI project. This605
allows an estimate of influence of the experimental design between HAPPI and CMIP5, although606
this also includes the difference between a coupled atmosphere-ocean model and an atmosphere-607
only model.608
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Fig. 2. Agreement in projections: mean and extreme precipitation
Agreement between modeling activities (CMIP5, CMIP6, HAPPI, UKCP18, HELIX) in a significant change for
mean and extreme precipitation. Changes are calculated between time-slices at specific warming levels: 1.5◦C vs
Hist (upper), 2◦C vs Hist (lower). ‘Hist’ refers to current climate (see section 2c). If two methods show opposing
changes, this is assigned no agreement and the region is hatched. Changes are calculated for regional means over
AR5 reference regions, for yearly mean precipitation (left) and yearly maximum of 5 day precipitation (Extreme
precipitation, right). Regions with bold outlines are where CMIP6 agrees with at most one other method about



























Fig. 3. Multi-method projections: mean and extreme precipitation
Combined central estimate of changes across 5 modeling activities (CMIP5, CMIP6, HAPPI, UKCP18, HELIX).
Changes are calculated between time-slices at specific warming levels: 1.5◦C vs Hist (upper), 2◦C vs Hist
(lower). ‘Hist’ refers to current climate (see section 2c). Bold region outlines indicate significance in the change,
e.g. where the combined central estimate 5-95% confidence interval does not include zero. Hatching is used to
indicate where two methods show opposing significant changes. Changes are calculated for regional means over
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Fig. 4. Amount of uncertainty from the combined estimates captured by the uncertainty of specific
MIPs
For mean precipitation, 1.5◦C - current climate, and each MIP, this shows the percentage coverage by its
confidence interval, of the combined central estimate interval from the other four MIPs. Here 0% (hashed
regions) indicates that the MIP is in complete disagreement with the combined estimate from the other MIPs.
100% (stippled regions) indicates that the confidence interval of the MIP completely encompasses the combined
confidence range from the other MIPs. The confidence intervals are the 5-95% range for the change in mean











Fig. 5. Partitioning of Uncertainty: mean and extreme precipitation
Plots showing estimates in uncertainty in changes of precipitation between current climate and 1.5◦C or 2◦C
climates, for four regions. Orange markers give the median ‘single model uncertainty’, given as the (5–95%
confidence interval in the changes from bootstrap re-sampling) for a particular MIP. Blue markers give estimates
of the 5–95% confidence interval of the ‘central estimate’ change for each MIP. The red dots show the 5–95%
confidence interval range of the ‘Combined central estimate’ changes. Regions are SAS: South Asia, MED:









CanESM2: HAPPI vs RCP85







Fig. 6. Experimental design difference for mean precipitation changes between current climate and
1.5◦C
Differences between changes from the same model with different experimental designs. The differences are
calculated for percentage changes in mean precipitation, comparing 1.5◦C to current climate. The top panel
shows results using the CanESM2 model: HAPPI simulations (using atmospheric component CanAM4) vs
RCP8.5 simulations (CanESM2 large ensemble). The lower panel shows results using the CESM-CAM5 model:
CESM-CAM5: Low Warming simulations (LowWarm) compared to RCP8.5 simulations. Regions with bold
outlines are where the significance of the change is different between the experimental designs. Hatched regions
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Fig. 7. Emission scenario difference for mean precipitation changes between current climate and 1.5◦C
Differences between changes from the same modeling activity, comparing high and low emissions scenarios.
These show SSP126 vs SSP585 for CMIP6 (top) and RCP26 vs RCP85 for CMIP5 (bottom). The differences are
calculated for percentage changes in mean precipitation, comparing 1.5◦C to current climate. Regions with bold
outlines are where the significance or sign of the change is different between the scenarios.
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