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Segmentierung von Textzeilen ist ein notwendiges
Vorverarbeitungsverfahren für Texterkennung. Um
die Textzeilen segmentieren zu können, müssen
diese horizontal orientiert sein. Möglicherweise ist
dafür eine Verformung (warping) des Bildes als
Vorabschritt notwenig ([3], [8]). Das Dokument
kann aber noch um 180◦ verdreht vorliegen. Die-
ses Problem bezeichnen wir als das „vice versa“-
Problem. Normalerweise ist es Aufgabe der Tex-
terkennung, dieses Problem zu lösen, was zeitauf-
wendig sein kann. Es ist aber bereits bei der Se-
parierung der Textzeilen möglich, die Orientierung
des Textes zu erfassen.
Im folgenden beschreiben wir eine robuste Metho-
de, um Textzeilen zu separieren. Als Nebenprodukt
unserer adaptiven Segmentierung ergibt sich eine
gute Heuristik für das „vice versa“-Problem. In
Kombination mit den SITT-Features läßt sich diese
Heuristik weiter verbessern.
II. ALLGEMEINE ZEILENSEGMENTIERUNG
Bisher wurde der Zeilensegmentierung von digi-
tal erzeugten Texten nicht allzu viel Beachtung
geschenkt, da es sich um eine sehr intuitive und
rudimentäre Methode für die Vorverarbeitung einer
Texterkennung handelt. In vielen Arbeiten wird sie
eher am Rande erwähnt, wie beispielweise bei der
Mosaikerstellung verschiedener Dokumente in [9]
oder bei dem bottom-up Ansatz in [4].
Anders sieht es bei handgeschriebenen Texten aus.
Es gibt ein sehr großes Interesse daran, schnellere
und bessere Algorithmen für dieses Problem zu
formulieren ([6], [5]). Eine Einführung bietet [7].
Es läßt sich viel Zeit bei der Texterkennung sparen,
wenn die richtige Orientierung der Textzeilen be-
reits vorliegt. Daher war es unser Interesse, schon
in einer frühen Vorverarbeitsphase diese Orientie-
rung zu ermitteln.
III. ADAPTIVE ZEILENSEGMENTIERUNG
Wir werden das Verfahren anhand eines Beispiels
erläutern und im Abschnitt IV eine Bewertung des
Systems mit schwierigen Beispielen und Ausnah-
men vornehmen.
Fig. 1. Beispiel einer Textpassage.
Interessant sind im folgenden nur die prägnanten
Teile eines Textes, dazu wird das Bild I binarisiert
[2] und anschließend ein Histogramm H über alle
Zeilen berechnet.
Für ein Bild Ik liefert I(x,y) die Intensität an
der Stelle (x,y), mit x ∈ {0,1, ..., x˜k− 1} und y ∈
{0,1, ..., y˜k − 1}, wobei x˜k und y˜k die maximale
Anzahl der Bildpunkte in x- und y-Richtung sind.
Die histogrammbasierte Segmentierung heißt auch
Schwellenwertsegmentierung [7]. Die Pixel werden
zeilenweise aufsummiert:
H(y) = Σx˜−1i=0 I(i,y) (1)
Als Voraussetzung für eine Segmentierung der Zei-
len ist die vertikale Orientierung der Textzeilen
gegeben (Histogramm des Bildes aus 1):
In Abbildung 2 sind die Textzeilen bereits sehr
gut erkennbar. Wenn die Zeilen nicht horizontal
ausgerichtet wären, würde das Histogramm für
das Beispiel in Abbildung 3 wie in Abbildung 4
gezeigt, kein gutes Ergebniss liefern.
Nach Betrachtung zahlreicher Histogramme (in
über 70% aller unserer Zeilenbeispiele) konnten
wir eine naheliegende Eigenschaft identifizieren:
ein kleines Maximum unterhalb einer Textzeile.
2Fig. 2. Vertikales Histogramm
Fig. 3. Verformter Text in einem identifizierten Textblock.
Dieses Maximum wird durch die Textbögen von
Kleinbuchstaben, wie ’g’, ’j’ usw. erzeugt.
Nach Beobachtung dieser Eigenschaft, läßt sich
nun ein ideales Modell für Textzeilen (die lateini-
sche oder z.B. kyrillische Buchstaben beinhalten)
aufstellen.
A. Ideales Modell
Ein unter einer Zeile auftretendes Maximum liefert
eine sehr gute Heuristik für die Textausrichtung
und damit eine Lösung für das „vice versa“-
Problem. Tritt ein lokales Maximum zwischen den
Fig. 4. Vertikales Histogramm für die Abbildung 3
Fig. 5. Textbögen unterhalb der Haupttextaxe erzeugen ein
lokales Maximum im Histogramm H.
Textzeilen auf, so kann anhand der Nähe zu den
Textzeilen eine erste Entscheidung getroffen wer-
den. In den meisten Fällen werden mehrere Text-
zeilen aus demselben Dokument in dieser Funktion
verarbeitet, sodass durch Mehrheitsentscheid eine
sichere Prognose vorliegt.
Fig. 6. Ideales Modell für das Histogramm H. Die Zeilenzen-
tren m1, ...,mk und die dazugehörigen msi, falls existent sind
dargestellt. Jeder Zeilenkörper um mi im Histogramm besitzt
einen Startpunkt si und einen Endpunkt ei.
Wir definieren die gefundenen Textzeilen (ohne
die kleinen Maxima) als (si,mi,ei), mit si und ei
sind jeweils der linke und rechte Rand und mi als
Gewichtszentrum der Zeile i für alle i = 1, ...,k.
Ferner gelte si < mi < ei. Kleine lokale Maxi-
ma, die nicht als Textzeilen identifiziert wurden,
werden nur durch ihr Zentrum ms j repräsentiert,
mit j = 1, ..., l. Anschliessend werden die kleinen
Maxima ms j mit der Funktion R den nächstge-
legenden Textzeilenzentren mi zugeordnet (siehe
dazu Abbildung 6).
R(ms) = min|mi−ms|, ∀i= 1, ...,k
Dann können wir die Textrichtung bestimmen, in-
dem wir zählen, wie oft msi auf derselben Seite
von mi vorkommt:
dirH = ∑i sgn(R(msi)−msi), (2)
mit i= 1, ..., l und
sgn(x) =
{
+1 , wenn x≥ 0
−1 , wenn x< 0
als Vorzeichenfunktion. Sollte nun gelten, dass
dirH < 0 ist, so muss das Dokument um 180◦
gedreht werden.
3B. Implementierung der adaptiven Textzeilenseg-
mentierung
Die Implementierung ist einfach und die Zeilenseg-
mentierung arbeitet auch auf großen Bildern sehr
schnell.
Nach der Berechnung des Histogramms H, wird H
in einem Verarbeitungsschritt geglättet. Anschlie-
ßend wird ein Schwellwert Θ in Abhängigkeit zum
Modus, d.h. zum am häufigsten vorkommenden
Wert in H, ermittelt. Dieser Schwellwert ist eine
Heuristik, die sich experimentell bewährt hat. Die
Textboxen können nun extrahiert werden.
Bei schwellenwertbasierter Segmentierung kann es,
trotz Vorverarbeitung und Glättung, durch Rau-
schen zu fehlerhaft getrennten Zeilen kommen.
Diese Fehler werden nachträglich behoben.





εΘ = mode(H) * 2;
Θ = min(H) + εΘ;
// Liniengrenzen grob segmentieren
// Annahme - mindestens alle Grenzen der
// Linien werden gefunden
linesBounds = determineLines(H, Θ);
linesBounds = correctLines(linesBounds);




textBoxes = extractLines(linesBounds, I);
end function
Zur Verbesserung der Textboxen werden die Zwi-
schenräume der Textboxen näher analysiert. In die-
sem Vorgang werden die Grenzen weiter nach au-
ßen verschoben. Ähnlich wie bei der Bestimmung
der groben Liniengrenzen, wird ein Schwellwert
basierend auf dem Modus verwendet. In diesem
Fall jedoch nicht auf dem Modus des vollständigen
Histogramms, sondern auf dem lokalen Modus.




// Räume zwischen den gefundenen Zeilen
// untersuchen
for gaps do
// Schwellwert für aktuellen Zwischenraum
// bestimmen.
Θcurr = mode(gap) + εΘ;
// Die zwei Punkte finden, die kleiner
// als der Threshold sind und am weitesten,
// höchstens aber n2, mit |gap| = n, von
// der oberen bzw. unteren Grenze entfernt
// sind.




C. Histogramm und SITT-Features
SITT-Features als markante Textmerkmale haben
sich bereits zur Mosaikerstellung von Bildern be-
währt [1]. Angewendet auf das Beispielbild aus 1
ergibt sich die Abbildung 7.
Fig. 7. Ausschnitt der Textpassage mit erkannten SITT-
Features.
Fig. 8. Über die Abbildung 6 wurde ein weiteres Histo-
gramm gelegt. Die SITT-Features wurden ermittelt und analog
zu H zeilenweise im Bild zusammengetragen. Da hier die Y-
Achse waagerecht verläuft sind die Werte senkrecht abzulesen.
In diesem Histogramm sind alle Werte zwischen si und mi
aufsummiert und an jede Stelle zwischen si und mi eingetragen.
Das gleiche gilt für die Bereiche zwischen mi und ei.
Wenn man diese sehr schnell zu berechnenden
Merkmale ebenfalls in das ideale Modell (siehe
Abbildung 8) eines Histogramms einträgt, lässt
sich wieder eine interessante Beobachtung machen,
die eine weitere Eigenschaft zur Festigung unserer
Prognose liefert.
D. Heuristik für das „vice versa“-Problem
Auch die SITT-Features haben die Eigenschaft,
dass sie eine Heuristik für die Textausrichtung
4liefern. Oberhalb von Textzeilen lassen sich mehr
Punkte finden, als Satzzeichen.
Analog zu Abschnitt III-A läßt sich durch eine
Kombination der beiden Eigenschaften dirH und
den SITT-Features eine robuste Heuristik für das
„vice versa“-Problem formulieren:
dirH+SITT = dirH +∑i sgn(L(si,mi)−L(mi,ei)),(3)
mit
L(x,y) = ∑yj=x SITT ( j)
ist die Summe der Werte des SITT-Histogramms
zwischen x und y.
Sollte dirH+SITT < 0 gelten, so muss das Dokument
um 180◦ gedreht werden, ansonsten ist es richtig
herum.
IV. RESULTATE UND DISSKUSSION
Für eine Texterkennung sind viele Vorverarbei-
tungsschritte notwendig. Durch die adaptive Text-
zeilensegmentierung ist bereits ein weiteres wichti-
ges Problem, das „vice versa“-Problem gelöst, dass
die weitere Interpretation des Textes verbessert
und die Performanz steigern kann. Die schnell zu
berechnenden SITT-Features, die sich schon für die
Erstellung von Dokumentmosaiken bewährt haben,
in Kombination mit einem sehr häufig auftretenden
kleinen Maximum unterhalb einer Textzeile, liefern
eine robuste Heuristik für die Lösung.
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