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Kotani’s Theorem and the Lace Expansion
Gordon Slade∗
Abstract
In 1991, Shinichi Kotani proved a theorem giving a sufficient condition to conclude that a function
f(x) on Zd decays like |x|−(d−2) for large x, assuming that its Fourier transform fˆ(k) is such that
|k|2fˆ(k) is well behaved for k near zero. We prove an extension of Kotani’s Theorem and combine
it with the lace expansion to give a simple proof that the critical two-point function for weakly self-
avoiding walk has decay |x|−(d−2) in dimensions d > 4.
Keywords: self-avoiding walk, lace expansion, two-point function, Fourier transform.
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1 Introduction
The lace expansion has been used to prove |x|−(d−2) decay for the long-distance behaviour of critical two-
point functions in a variety of statistical mechanical lattice models above their upper critical dimensions,
including self-avoiding walk for d > 4 [1,2,6,7], percolation for d > 6 [6,7], lattice trees and lattice animals
for d > 8 [6, 7], the Ising model for d > 4 [11], and the ϕ4 model for d > 4 [2, 12]. Related results for
long-range models are proved in [4]. Typically, |k|−2 behaviour for the Fourier transform of the critical
two-point function (near k = 0) had been proved first. There was a delay of more than a decade in
proving |x|−(d−2) behaviour, since the k-space infrared bound does not imply its counterpart in x-space
(see [14, Appendix A] for a detailed discussion). New ideas were needed to obtain the |x|−(d−2) decay.
Our purpose here is to revive, extend, and apply a neglected theorem of Shinichi Kotani that was stated
without its proof as [10, Theorem 1.6.1]. In Section 2, we state Kotani’s Theorem and prove an extension
that gives a sufficient condition to conclude |x|−(d−2) decay from an appropriate |k|−2 assumption. Our
proof is adapted from Kotani’s proof of [10, Theorem 1.6.1] in his unpublished 1991 handwritten notes in
Japanese [8], which were translated into English at that time by Takashi Hara.
In Section 3, we show that the sufficient condition in the extension of Kotani’s Theorem is very
convenient to use in conjunction with the lace expansion for weakly self-avoiding walk in dimensions
d > 4, and provides an alternative approach in that context to the methods used in [1, 2, 6, 7]. Although
the realm of application of Kotani’s Theorem to the lace expansion appears to be less general than other
methods, its application to weakly self-avoiding walk is strikingly simple and provides a new tool for
problems of this genre.
2 Kotani’s Theorem
Let Td = (R/2πZ)d denote the torus. For a summable function f : Zd → C we define its Fourier transform
by
fˆ(k) =
∑
x∈Zd
f(x)eik·x (k ∈ Td). (2.1)
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The inverse Fourier transform is
f(x) =
∫
Td
fˆ(k)e−ik·x
dk
(2π)d
(x ∈ Zd). (2.2)
For d > 2, we define the dimension-dependent constants
ad =
Γ(d−22 )
4πd/2
, nd =
{
d− 2 (d > 4)
d− 1 (d = 3, 4).
(2.3)
For an open set U ⊂ Td, Cn(U) denotes the space of functions fˆ : U → C with derivatives ∇αfˆ continuous
for all |α| ≤ n. The following is Kotani’s Theorem in its original form, as stated in [10, Theorem 1.6.1].
Kotani’s proof was never published.
Theorem 2.1. Let d > 2. Given fˆ ∈ Cd−2(Td\{0}), let hˆ(k) = |k|2fˆ(k). Suppose that there is a
neighbourhood 0 ∈ U ⊂ Td such that hˆ ∈ Cnd(U). Then as |x| → ∞,
f(x) = adhˆ(0)
1
|x|d−2
+ o
(
1
|x|d−2
)
. (2.4)
In [10, Example 1.6.2], it is shown that the hypothesis of existence of at least d − 2 derivatives for
hˆ cannot be relaxed. Namely, the example exhibits a function fˆ on Td, for d ≥ 3, with hˆ(k) = |k|2fˆ(k)
having d− 3 but not d− 2 derivatives in a neighbourhood of k = 0, and with f(x) not bounded above by
a multiple of |x|−(d−2) for large x.
Example 2.2 (Random walk Green function). Let d > 2. Let D be the one-step transition function of a
random walk on Zd, i.e., D : Zd → [0, 1] with
∑
x∈Zd D(x) = 1. Suppose that D obeys Z
d-symmetry and
has moments up to and including order nd + 2. Then Dˆ(k) has a Taylor expansion about k = 0 to order
nd+2. The Green function C(x) is the inverse Fourier transform of Cˆ(k) =
1
1−Dˆ(k)
. Let σ2 =
∑
x |x|
2D(x).
Then hˆ(k) = |k|2Cˆ(k) obeys hˆ(0) = 2dσ−2. Moreover, 1/hˆ(k) = |k|−2[1 − Dˆ(k)] has an expansion about
k = 0 to order nd, with constant term σ
2/(2d), so hˆ ∈ Cnd(Td). It then follows from Theorem 2.1 that
C(x) = ad
2d
σ2
1
|x|d−2
+ o
(
1
|x|d−2
)
. (2.5)
This provides an alternate approach to obtaining leading Green function asymptotics, compared to,
e.g., [9, 15]. Fourier analysis is also used in [9, 15], but the analysis in the proof of Theorem 2.1 is
relatively mild.
Remark 2.3. The hypothesis of existence of nd + 2 moments in Example 2.2 is more restrictive than
the hypothesis in [15, Theorem 2] to conclude (2.5), which requires that D has at least d − 2 moments
for d > 4, at least two moments for d = 3, while for d = 4 the requirement is
∑
x |x|
2 log |x|D(x) < ∞.
However, unlike [15, Theorem 2], Theorem 2.1 allows negative values for D(x) (not used in Example 2.2
but needed in Section 3 below). The hypothesis in Theorem 2.1 differs from the one in [6, Theorem 1.4]
(see also [15, Section 7.1]), which concerns functions of the form fˆ(k) = [1 − Jˆ(k)]−1 with J subject
to certain hypotheses in x-space including a bound |J(x)| ≤ O(|x|−(d+2+ǫ)) with ǫ ≥ 0, again without
requiring J(x) ≥ 0. The proof of [6, Theorem 1.4] is considerably more involved than the proof of
Theorem 2.4 presented here.
The next theorem is an extension of Theorem 2.1 with an explicit error estimate and a weaker hypoth-
esis on hˆ. An application of Theorem 2.4 is given in Section 3. Although the application only requires
the case d > 4, we include d = 3, 4 here for completeness. For p ∈ [1,∞), we use the norms
‖fˆ‖pLp =
∫
Td
|fˆ(k)|p
dk
(2π)d
. (2.6)
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For n ∈ N, the Sobolev space W n,p denotes the space of functions on Td which have all derivatives of
order less than or equal to n in Lp(Td), with norm
‖fˆ‖Wn,p =
∑
|α|≤n
‖∇αfˆ‖Lp . (2.7)
Theorem 2.4. Let d > 2. Choose pd ∈ (
d
d−2 , 2] for d > 4, and set pd = 2 for d = 3, 4. Let U, V
be open subsets of Td with 0 ∈ V ⊂ V ⊂ U . Let fˆ be a continuous function on Td \ {0} such that
fˆ ∈W d−2,1(Td \ V ). Let hˆ(k) = |k|2fˆ(k) be continuous on Td and suppose that hˆ ∈W nd,pd(U). Then
f(x) =
ad
|x|d−2
(
hˆ(0) +Rf (x)
)
(2.8)
with limx→∞Rf (x) = 0. Moreover, Rf obeys the upper bound
|Rf (x)| ≤ c
(
‖fˆ‖W d−2,1(Td\V ) + ‖hˆ‖Wnd,pd(U)
)
, (2.9)
with constant c depending on U, V, d.
The bound (2.9) does not decay in x but it does provide a bound |f(x)| ≤ c1|x|
−(d−2) with explicit
dependence of c1 on fˆ , which we will need in Section 3. Notice the important point that in (2.9) the
norm of fˆ is on Td \ V , so the possibly singular behaviour of fˆ at the origin does not contribute. Also,
the hypothesis on hˆ permits singular behaviour of derivatives of hˆ.
Our proof of Theorem 2.4 is adapted from Kotani’s unpublished proof of Theorem 2.1. Two items in
the proof are deferred to two lemmas that follow the proof. The proof also uses the Fourier transform
fˆ(k) =
∫
Rd
f(y)eik·ydy (k ∈ Rd) (2.10)
of suitable functions f : Rd → C, with inverse Fourier transform
f(y) =
∫
Rd
fˆ(k)e−ik·y
dk
(2π)d
(y ∈ Rd). (2.11)
Proof of Theorem 2.4. Let χˆ ∈ C∞(Td) be a fixed bump function supported in U , with χˆ(k) = 1 for
k ∈ V and χˆ(k) ∈ [0, 1] for all k. We set gˆ(k) = fˆ(k)(1 − χˆ(k)), and make the decomposition
f(x) =
∫
Td
fˆ(k)χˆ(k)e−ik·x
dk
(2π)d
+
∫
Td
gˆ(k)e−ik·x
dk
(2π)d
= I1(x) + I2(x). (2.12)
By hypothesis, ∇αgˆ ∈ L1(Td) for |α| ≤ d − 2, so by the Riemann–Lebesgue Lemma (and integration by
parts)
I2(x) = o(|x|
−(d−2)). (2.13)
There is also the quantitative estimate, for any component i,
|I2(x)| ≤
1
xd−2i
‖∇d−2i gˆ‖L1(Td). (2.14)
The C∞ function χˆ depends only on the neighbourhoods U, V and does not depend on fˆ . There is
therefore a constant depending only on d, U, V (and the choice of χˆ) such that
|I2(x)| ≤
c
|x|d−2
‖fˆ‖W d−2,1(Td\V ). (2.15)
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Thus I2(x) obeys the desired error estimate and the main term is I1(x).
We can extend the integral defining I1(x) to all of R
d. We define a function sˆ on Rd by
sˆ(k) =
{
hˆ(k)χˆ(k) (k ∈ U)
0 (k ∈ Rd \ U).
(2.16)
By Lemma 2.5, the inverse Fourier transform s of sˆ, defined by (2.11), satisfies s ∈ Lt(Rd) for t ∈ [1,∞)
and ‖s‖L1(Rd) ≤ c‖hˆ‖Wnd,pd (U). By definition, and by the fact
1 that |k|−2 is the Fourier transform of
ad|y|
−(d−2),
I1(x) =
∫
Rd
sˆ(k)
|k|2
e−ik·x
dk
(2π)d
= ad
∫
Rd
1
|x− y|d−2
s(y)dy. (2.17)
Given ǫ ∈ (0, 1), we further decompose
I1(x) = ad
∫
|y|<ǫ|x|
1
|x− y|d−2
s(y)dy + ad
∫
|y|≥ǫ|x|
1
|x− y|d−2
s(y)dy
= J1(x) + J2(x). (2.18)
Since s ∈ L1(Rd), the definition of hˆ gives
hˆ(0) = sˆ(0) =
∫
Rd
s(y)dy. (2.19)
Therefore,
|x|d−2I1(x)− adhˆ(0) = |x|
d−2J1(x) + |x|
d−2J2(x)− ad
∫
Rd
s(y)dy
= |x|d−2J2(x)− ad
∫
|y|<ǫ|x|
(
1−
|x|d−2
|x− y|d−2
)
s(y)dy − ad
∫
|y|≥ǫ|x|
s(y)dy. (2.20)
By Lemma 2.6, |x|d−2J2(x) = o(1) and also J2(x) = O(‖hˆ‖Wnd,pd(U)) as in (2.9). By Lemma 2.5, the final
term is also o(1) and at most O(‖hˆ‖Wnd,pd(U)). For the middle term, we write xˆ = x/|x| and use the fact
that when |y| < ǫ|x| (now we take ǫ small) we have∣∣∣∣1− |x|d−2|x− y|d−2
∣∣∣∣ =
∣∣∣∣1− 1|xˆ− y/|x||d−2
∣∣∣∣ ∈
(
1−
1
(1− ǫ)d−2
, 1−
1
(1 + ǫ)d−2
)
. (2.21)
Therefore, since s ∈ L1(Rd), the second term is o(1) by dominated convergence, and it is O(‖hˆ‖Wnd,pd(U))
since ‖s‖L1(Rd) is by Lemma 2.5.
This completes the proof, subject to the following two lemmas.
We write n in place of nd (recall (2.3)), p in place of pd (specified in Theorem 2.4), and let q be the
dual index defined by 1q +
1
p = 1. Both lemmas use the function
u(y) = |y|ns(y) (y ∈ Rd). (2.22)
1The identity (2.17) is well known when sˆ is a Schwartz function, e.g., [5, Theorem 2.4.6]. Our sˆ, although continuous
and of compact support, need not be a Schwartz function. The following argument shows that (2.17) holds nevertheless.
Fix a C∞ function ψˆ : Rd → [0,∞) with compact support, such that ψˆǫ(k) = ǫ
−dψˆ(k/ǫ) is an approximate identity (as
in [5, Definition 1.2.15]). In particular, ‖ψˆǫ‖L1 = 1. Let sˆǫ(k) = (sˆ ∗ ψˆǫ)(k); then sˆǫ is a Schwartz function so (2.17) holds
with s replaced by sǫ. Also, ‖sˆǫ‖L∞ ≤ ‖sˆ‖L∞ <∞, and |sǫ| = |sψǫ| ≤ |s| since ψǫ(y) ≤ ‖ψˆǫ‖L1 = 1. Then we obtain (2.17)
by letting ǫ→ 0, using sˆǫ(k)→ sˆ(k), ψǫ(y)→ 1, and dominated convergence.
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Lemma 2.5. Under the assumptions of Theorem 2.4, ‖u‖Lq(Rd) ≤ c‖hˆ‖Wn,p(U), limy→∞ u(y) = 0,
|u(y)| ≤ c‖hˆ‖Wn,p(U), ‖s‖L1(Rd) ≤ c‖hˆ‖Wn,p(U), and s ∈ L
t(Rd) for all t ∈ [1,∞).
Proof. By hypothesis, ∇ni sˆ ∈ L
p(Rd). Its inverse Fourier transform is essentially yni s(y). By Ho¨lder’s
inequality, |y|n ≤ dn−2
∑d
i=1 |yi|
n. Since p ∈ (1, 2] by hypothesis, we can apply the Hausdorff–Young
inequality to see that (the constant c can change from one occurrence to the next)
‖u‖Lq(Rd) ≤ cmax
i
‖yni s(y)‖Lq(Rd) ≤ cmax
i
‖∇ni sˆ‖Lp(U) ≤ c‖hˆ‖Wn,p(U). (2.23)
Also,
|u(y)| ≤ cmax
i
|yni s(y)| = cmax
i
∣∣∣ ∫
Rd
∇ni sˆ(k)e
−ik·y dk
(2π)d
∣∣∣. (2.24)
Because ∇ni sˆ has compact support and is in L
p, it is also in L1, so the right-hand side goes to zero as
|y| → ∞, by the Riemann–Lebesgue Lemma. It is also bounded above by a multiple of the Lp norm
controlled in (2.23). This proves the three statements for u.
Since sˆ is continuous and has compact support, sˆ ∈ Lt(Rd) for all t ∈ [1,∞). Therefore, by the
Hausdorff–Young inequality, s ∈ Lr(Rd) for all r ≥ 2. It follows that
∫
|y|≤1
|s(y)|dy ≤ c
(∫
|y|≤1
|s(y)|qdy
)1/q
≤ c‖s‖Lq(Rd) ≤ c‖sˆ‖Lp(Rd) ≤ c‖hˆ‖W d−2,p(U). (2.25)
Also, by Ho¨lder’s inequality,
∫
|y|>1
|s(y)|dy ≤
(∫
|y|>1
1
|y|pn
dy
)1/p(∫
|y|>1
|u(y)|qdy
)1/q
. (2.26)
For d > 4 we have pn = p(d−2) > d by hypothesis, and for d = 3, 4 we have pn = 2(d−1) > d. Therefore
the first integral is bounded. The second is bounded by ‖u‖Lq(Rd), whose upper bound we have already
discussed. This proves that s ∈ L1(Rd), with the desired estimate. Since also s ∈ Lt(Rd) for all t ≥ 2, in
particular for t = 2, it follows that s ∈ Lt(Rd) for all t ≥ 1.
Lemma 2.6. Under the assumptions of Theorem 2.4, |x|d−2J2(x) is both o(1) and O(‖hˆ‖Wn,p(U)).
Proof. With A21 = {|y| ≥ ǫ|x|} ∩ {|x − y| ≥ 1} and A22 = {|y| ≥ ǫ|x|} ∩ {|x − y| < 1}, we make the
decomposition
J2(x) = ad
∫
A21
1
|x− y|d−2
s(y)dy + ad
∫
A22
1
|x− y|d−2
s(y)dy
= J21(x) + J22(x). (2.27)
By Ho¨lder’s inequality,
|J21(x)| ≤ ad
(∫
A21
1
|x− y|p(d−2)
1
|y|pn
dy
)1/p (∫
A21
|u(y)|qdy
)1/q
. (2.28)
For d > 4, since pn = p(d− 2) > d by hypothesis,
(∫
A21
1
|x− y|p(d−2)
1
|y|p(d−2)
dy
)1/p
≤
1
(ǫ|x|)d−2
(∫
|x−y|≥1
1
|x− y|p(d−2)
dy
)1/p
≤
c
(ǫ|x|)d−2
. (2.29)
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For d = 3, 4, since pn = 2(d − 1), we use instead
(∫
A21
1
|x− y|2(d−2)|y|2(d−1)
dy
)1/2
≤
(∫
|x−y|≥1
1
|x− y|4(d−2)
dy
)1/4(∫
|y|≥ǫ|x|
1
|y|4(d−1)
dy
)1/4
, (2.30)
and observe that the first factor is finite since 4(d − 2) > d for d = 3, 4, and that since 4(d − 1) > d the
second is O(|x|−
1
4
(3d−4)) = O(|x|−(d−2)). For any d > 2, the integral in the second factor of (2.28) obeys∫
A21
|u(y)|qdy ≤
∫
|y|≥ǫ|x|
|u(y)|qdy. (2.31)
Since u ∈ Lq(Rd) by Lemma 2.5, the right-hand side of (2.31) is o(1) as x → ∞, and also its qth root is
bounded by ‖u‖Lq(Rd) which at most O(‖hˆ‖Wn,p(U)) by Lemma 2.5.
Finally,
J22(x) ≤ ad
1
(ǫ|x|)n
(
sup
|y|≥ǫ|x|
|u(y)|
)∫
|x−y|<1
1
|x− y|d−2
dy ≤ cǫ
1
|x|n
(
sup
|y|≥ǫ|x|
|u(y)|
)
, (2.32)
since the y-integral is finite. For d > 4 the power on the right-hand side is |x|−(d−2), and for d = 3, 4 it is
|x|−(d−1) = o(|x|−(d−2)). By Lemma 2.5, the supremum factor is o(1) since u→ 0 as y →∞, and also is
at most O(‖hˆ‖Wn,p(U)). This completes the proof.
3 Critical two-point function for weakly self-avoiding walk
3.1 The two-point function
To make the analysis as simple as possible, we restrict attention to the two-point function of the nearest-
neighbour weakly self-avoiding walk. For background we refer to [10, 13]. We follow the approach in [7]
apart from one key ingredient which is significantly simplified by application of Theorem 2.4.
Let D : Zd → R be given by D(x) = 12d if ‖x‖1 = 1 and otherwise D(x) = 0. Let D
∗n denote the
n-fold convolution of D with itself. For n ∈ N, let Wn(x) denote the set of n-step walks from 0 to x, i.e.,
the set of ω = (ω(0), ω(1), . . . , ω(n)) with each ω(i) ∈ Zd, ω(0) = 0, ω(n) = x, and ‖ω(i)− ω(i− 1)‖1 = 1
for 1 ≤ i ≤ n. The set W0(x) consists of the zero-step walk ω(0) = 0 when x = 0, and otherwise it is
the empty set. We write Ω = 2d for the degree of the nearest-neighbour graph. The simple random walk
two-point function is defined, for z ∈ [0, 1/Ω], by
Cz(x) =
∞∑
n=0
∑
ω∈Wn(x)
zn =
∞∑
n=0
(zΩ)nD∗n(x). (3.1)
The Green function is C1/Ω(x).
For ω ∈ Wn(x) and 0 ≤ s < t ≤ n, we define
Ust(ω) =
{
−1 (ω(s) = ω(t))
0 (otherwise).
(3.2)
Given β ∈ (0, 1), the weakly self-avoiding walk two-point function is then defined by
Gz(x) =
∞∑
n=0
∑
ω∈Wn(x)
zn
∏
0≤s<t≤n
(1 + βUst(ω)). (3.3)
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The susceptibility is defined by χ(z) =
∑
x∈Zd Gz(x) = Gˆz(0). A standard subadditivity argument
implies the existence of zc = zc(β) ≥ zc(0) = 1/Ω such that χ(z) is finite if and only if z ∈ [0, zc); also
χ(z) ≥ zc/(zc − z) so χ(zc) =∞ (see, e.g., [13, Theorem 2.3]). In particular, Gz(x) is finite if z ∈ [0, zc);
in fact it decays exponentially in x.
We will use Theorem 2.4 to prove the following theorem. An alternate proof of Theorem 3.1 is given
in [1], based on Banach algebras and a fixed-point theorem. That proof avoids explicit use of the Fourier
transform, though it does rely on an expansion of the Green function C1/Ω(x) which is proved using the
Fourier transform. Theorem 3.1 is proved for the strictly self-avoiding walk (the case β = 1) in [6], and for
spread-out strictly self-avoiding walk in [7]. Thus Theorem 3.1 is not new or best possible; our goal here
is to present a new and simple method of proof rather than to obtain a new result. A sample consequence
of Theorem 3.1 is that the bubble condition holds for d > 4, and this implies the matching upper bound
χ(z) ≤ O((zc − z)
−1) (see [13, Theorem 2.3]).
Theorem 3.1. Let d > 4, and let β > 0 be sufficiently small. There is a constant cd = adΩ(1 + O(β))
such that
Gzc(x) = cd
1
|x|d−2
+ o
(
1
|x|d−2
)
. (3.4)
3.2 Lace expansion
The lace expansion was introduced by Brydges and Spencer in [3] to prove that the weakly self-avoiding
walk is diffusive in dimensions d > 4. In the decades since 1985, the lace expansion has been adapted and
extended to a broad range of models and results.
For the weakly self-avoiding walk, the lace expansion [3, 13] produces an explicit formula for the
Z
d-symmetric function Πz(x) which satisfies, for z ∈ [0, zc),
Gz(x) = δ0,x + zΩ(D ∗Gz)(x) + (Πz ∗Gz)(x) (x ∈ Z
d), (3.5)
or equivalently,
Gˆz(k) =
1
1− zΩDˆ(k)− Πˆz(k)
(k ∈ Td). (3.6)
Let δ : Zd → R denote the Kronecker delta δ(x) = δ0,x. Then δˆ(k) = 1. We define
Fz = δ − zΩD −Πz, Fˆz = 1− zΩDˆ − Πˆz. (3.7)
Then
Gz ∗ Fz = δ, Gˆz(k) =
1
Fˆz(k)
. (3.8)
3.3 Bootstrap argument
3.3.1 Diagrammatic estimate
As in many applications of the lace expansion, we use a bootstrap argument. We define the bootstrap
function
b(z) = sup
x∈Zd
Gz(x)
C1/Ω(x)
(z ∈ [0, zc)). (3.9)
The bootstrap function can be seen to be finite and continuous in z, using the fact that Gz(x) is continuous
and decays exponentially for large |x|. By definition, b(z) ≤ 1 for z ∈ [0, 1Ω ]. The next proposition gives
consequences of the assumption that b(z) ≤ 3. We will not need to know more about the function Πz
than Proposition 3.2, so we do not give its explicit formula here. The formula can be found in [3, 13].
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Proposition 3.2. Let d > 4 and let β be sufficiently small. Fix z ∈ [ 1Ω , zc]. If b(z) ≤ 3 then there is a
constant K depending only on d (and on “3”) such that
Πz(x) ≤ Kβ
1
1 + |x|3(d−2)
(x ∈ Zd). (3.10)
Consequently, Πˆz ∈ C
s(Td) for any nonnegative integer s < 2d − 6, in particular Πˆz ∈ C
d−2(Td). In
addition, the infrared bound holds, i.e., there exists cd > 0 (independent of β, z, k) such that
Fˆz(k) ≥ cd|k|
2 (k ∈ Td, z ∈ [Ω−1, zc)). (3.11)
Proof. The bound (3.10) is a standard diagrammatic estimate; see [1, proof of (11)]. For (3.11), we use
Fˆz(k) = Fˆz(0) + Fˆz(k)− Fˆz(0) = Fˆz(0) + zΩ[1− Dˆ(k)] + [Πˆz(0) − Πˆz(k)]. (3.12)
The first term is Fˆz(0) = χ(z)
−1 > 0. By definition, 1− Dˆ(k) = d−1
∑d
j=1(1− cos kj) ≥
4|k|2
π2Ω . By (3.10),
the second derivative of Πˆz(k) is O(β), and (3.11) then follows by a Taylor estimate on Πˆz(0)− Πˆz(k) (by
symmetry there is no linear term in k).
3.3.2 Isolation of leading term
Following [7], we isolate the leading term by writing Gz as a z-dependent multiple of the random walk
two-point function Cµ at a z-dependent value of µ. Let Az = δ − zΩD, λ > 0 and µ ∈ [0,
1
Ω). Since
Cµ ∗ Aµ = δ, Gz ∗ Fz = δ, (3.13)
we have
Gz = λCµ + δ ∗Gz − λCµ ∗ δ
= λCµ + Cµ ∗Aµ ∗Gz − λCµ ∗ Fz ∗Gz
= λCµ + Cµ ∗Ez,λ,µ ∗Gz, (3.14)
with
Ez,λ,µ = Aµ − λFz. (3.15)
Given z ∈ [ 1Ω , zc), we choose λ = λz and µ = µz in order to achieve∑
x∈Zd
Ez,λz,µz(x) =
∑
x∈Zd
|x|2Ez,λz,µz(x) = 0, (3.16)
namely (since σ2 =
∑
x |x|
2D(x) = 1)
λz =
1
Fˆz(0) −
∑
x |x|
2Fz(x)
=
1
1− Πˆz(0) +
∑
x |x|
2Πz(x)
, (3.17)
µzΩ = 1− λzFˆz(0) =
zΩ+
∑
x |x|
2Πz(x)
Fˆz(0) + zΩ+
∑
x |x|
2Πz(x)
. (3.18)
By Proposition 3.2, if we assume b(z) ≤ 3 then the second moment of Πz is O(β), and hence the above
formulas are well defined, λz = 1 + O(β), and µzΩ ∈ [0, 1). Moreover, if we assume that λz approaches
a limit λzc as z → z
−
c (as we will eventually show to be the case), then, since Fˆzc(0) = χ(zc)
−1 = 0,
µzc = 1/Ω is the critical value for Cµ.
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Thus we have
Gz = λzCµz + fz, fz = Cµz ∗ Ez ∗Gz, (3.19)
with
Ez = Ez,λz,µz = (1− λz)(δ −D)− λzΠˆz(0)D + λzΠz. (3.20)
We will apply Theorem 2.4 with
fˆz(k) = Cˆµz(k)Eˆz(k)Gˆz(k), hˆz(k) = |k|
2fˆz(k). (3.21)
Roughly, since we have arranged that the Taylor expansion of Eˆz(k) has no constant term or term of
order |k|2, we expect it to be of order β|k|4. The infrared bound then indicates that hˆz(0) = 0. If we
can show that the hypotheses of Theorem 2.4 are satisfied, then its conclusion gives that fˆz(k) is both
o(|x|−(d−2)) and O(β|x|−(d−2)). This will permit the bootstrap argument to be completed by proving
b(z) ≤ 2, and the proof will essentially be complete. The details in this rough sketch are given below.
3.3.3 The bootstrap
The bootstrap argument is encapsulated in the following proposition.
Proposition 3.3. Fix z ∈ [Ω−1, zc). If b(z) ≤ 3 then for β sufficiently small (not depending on z) it is
in fact the case that b(z) ≤ 2.
In the next proposition, the condition on p makes sense because dd−2 <
d
2 and
d
d−2 < 2 for d > 4, and
because dd−2 <
d
d−4 . Proposition 3.4 is a replacement for the bound on Cˆµz∗Eˆz in [7, Proposition 1.9] which
required a delicate Fourier analysis of Cˆµz , and of the bound of [1, Lemma 4] which used the expansion
Cˆ1(x) = a|x|
−(d−2) + b|x|−d +O(|x|−(d+2)) from [15] which also required careful Fourier analysis.
Proposition 3.4. Let d > 4 and let β be sufficiently small. Fix any p ∈ ( dd−2 ,min{
d
2 ,
d
d−4 , 2}). Let
z ∈ [ 1Ω , zc]. Under the assumption that b(z) ≤ 3, the functions fˆz, hˆz of (3.21) obey the assumptions of
Theorem 2.4, with hˆz(0) = 0 and
‖fˆz‖W d−2,1(Td\V ) ≤ O(β), ‖hˆz‖W d−2,p(U) ≤ O(β), (3.22)
with constants depending only on d (not on z).
Proof of Proposition 3.3. By Theorem 2.4 and Proposition 3.4, we conclude, assuming b(z) ≤ 3, that
Gz(x) = λzCµz(x) + o(|x|
−(d−2)), (3.23)
Gz(x) = λzCµz(x) +O(β|x|
−(d−2)), (3.24)
with the constant in (3.24) independent of x and z. As in Example 2.2, C1/Ω(x) ∼ adΩ|x|
−(d−2) (here
σ2 = 1). From (3.24), we see that by taking β sufficiently small we can obtain
Gz(x) ≤ (1 +O(β))C1/Ω(x) +O(β)C1/Ω(x) ≤ 2C1/Ω(x), (3.25)
i.e., b(z) ≤ 2. This completes the proof.
Proof of Theorem 3.1. Since b(z) ≤ b(Ω−1) ≤ 1 for z ≤ Ω−1 by definition, it follows from Proposition 3.3
and the continuity of the function b that the interval (2, 3] is forbidden for values of b(z), so b(z) ≤ 2 for
all z ∈ [0, zc). By monotone convergence, also b(zc) ≤ 2. Since b(zc) ≤ 2, (3.23) holds for z = zc, and
thus Theorem 3.1 is proved subject to Proposition 3.4.
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3.3.4 Proof of Proposition 3.4
It remains only to prove Proposition 3.4. The next lemma, which reflects our choice of λz, µz to achieve
(3.16), is an important ingredient.
Lemma 3.5. Let d > 4 and let β be sufficiently small. There is a c0 > 0, independent of z, such that the
following statements hold. Under the assumption that b(z) ≤ 3, |∇αEˆz(k)| ≤ c0β for |α| < 2d − 6, while
for |α| ≤ 3,
|∇αEˆz(k)| ≤ c0β ×
{
|k|4−|α| (d > 5)
|k|4−|α| log |k|−1 (d = 5).
(3.26)
Proof. The fact that |∇αEˆz(k)| ≤ c0β for |α| < 2d − 6 is a consequence of the formula for Ez in (3.20)
and the bound on Πz in (3.10). In the remainder of the proof, we consider |α| ≤ 3.
Let gx(k) = cos(k · x)− 1 +
(k·x)2
2! . By symmetry and by (3.16),
Eˆz(k) =
∑
x∈Zd
Ez(x) cos(k · x) =
∑
x∈Zd
Ez(x)gx(k). (3.27)
By explicit computation of the derivatives and elementary properties of sine and cosine,
|gx(k)| ≤ c(|k|
4|x|4 ∨ (1 + |k|2|x|2)), |∇igx(k)| ≤ c(|k|
3|x|4 ∨ (1 + |k||x|2)), (3.28)
|∇2ijgx(k)| ≤ c(|k|
2|x|4 ∨ |x|2), |∇3ijlgx(k)| ≤ c(|k||x|
4 ∨ |x|3), (3.29)
where ∨ denotes maximum. In the upper bound |∇αEˆz(k)| ≤
∑
x |Ez(x)| |∇
αgx(k)|, we estimate the sum
over |x| ≤ |k|−1 using the |x|4 bound on ∇αgx(k), and we estimate the sum over |x| ≥ |k|
−1 using the
other alternative in the maxima. By (3.20) and (3.10), for |α| ≤ 3 and d ≥ 5,
∑
|x|≤|k|−1
|x|4|Ez(x)| ≤ O(β)
∫ |k|−1
1
rd−1+4
r3(d−2)
dr = O(β)
∫ |k|−1
1
1
r2d−9
dr =
{
O(β) d > 5
O(β log |k|−1) d = 5,
(3.30)
∑
|x|≥|k|−1
|x||α||Ez(x)| ≤ O(β)
∫ ∞
|k|−1
rd−1+|α|
r3(d−2)
dr = O(β)
∫ ∞
|k|−1
1
r2d−5−|α|
dr = O(β|k|2d−6−|α|), (3.31)
and the desired result then follows after some bookkeeping.
Proof of Proposition 3.4. Let V,U be respectively the open balls of radius 12 , 1. We fix z ∈ [
1
Ω , zc] and
assume that b(z) ≤ 3. It follows from Proposition 3.2 that Eˆz ∈ C
d−2(Td) and Gˆz ∈ C
d−2(Td \ {0}), and
of course Cˆµz =
1
1−µzΩDˆ
∈ Cd−2(Td \ {0}). Therefore,
fˆz = Cˆµz EˆzGˆz ∈ C
d−2(Td\{0}) ⊂W d−2,1(Td \ V ). (3.32)
Also,
‖fˆz‖W d−2,1(Td\V ) ≤ O(β). (3.33)
The factor β arises because all derivatives of Eˆz of order at most d− 2 are bounded by O(β), and we also
use the fact that the reciprocals of Cˆµz and Gˆz obey the infrared bound as in (3.11) and hence remain
bounded when k is bounded away from 0. This verifies the bound on fˆz in (3.22).
By the infrared bound, for d > 5 we have
|fˆz(k)| ≤ |k|
−2O(β)|k|4|k|−2 = O(β), (3.34)
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and thus hˆz(k) = |k|
2fˆz(k) is continuous on T
d and obeys
|hˆz(k)| ≤ O(β|k|
2), hˆz(0) = 0. (3.35)
Similar estimates apply for d = 5 with an additional factor log |k|−1 in the bounds on |fz(k)| and |hˆz(k)|.
The more serious task is to estimate the Lp norm of derivatives of hˆ(k) = |k|2fˆ(k) on U . This is an
exercise in power counting, as follows. For |α| ≤ d− 2, ∇αhˆ(k) involves terms
∇α1 |k|2∇α2Cˆµz(k)∇
α3Eˆz(k)∇
α4Gˆz(k), (|α1|+ |α2|+ |α3|+ |α4| = |α|, |α1| ≤ 2). (3.36)
Before taking any derivatives, |hˆz(k)| ≤ O(|k|
2) (with an additional logarithmic factor for d = 5). The
derivatives on the explicit factor |k|2 in hˆz(k) reduce the power by |α1|. By Lemma 3.5, each derivative
on Eˆ up to the fourth order reduces by 1 the original power |k|4 for that factor (an unimportant factor
log |k|−1 is present for d = 5), and subsequent derivatives do not cause further reduction; the effect is
therefore reduction by min{|α3|, 4}. Similarly, each derivative on Cˆµz or Gˆz reduces the power |k|
−2 by
1; we illustrate the idea for d = 5, for which d− 2 = 3, and the general case is similar:
∣∣∣∣∇i 1Fˆ
∣∣∣∣ =
∣∣∣∣∣∇iFˆFˆ 2
∣∣∣∣∣ ≤ c1 |ki||k|4 ≤ c1 1|k|3 ,
∣∣∣∣∇2i 1Fˆ
∣∣∣∣ ≤
∣∣∣∣∣∇
2
i Fˆ
Fˆ 2
∣∣∣∣∣+
∣∣∣∣∣2(∇iFˆ )
2
Fˆ 3
∣∣∣∣∣ ≤ c2 k
0
i
|k|4
+ c2
k2i
|k|6
, (3.37)
∣∣∣∣∇3i 1Fˆ
∣∣∣∣ ≤
∣∣∣∣∣∇
3
i Fˆ
Fˆ 2
∣∣∣∣∣+
∣∣∣∣∣6(∇iFˆ )(∇
2
i Fˆ )
Fˆ 3
∣∣∣∣∣+
∣∣∣∣∣6(∇iFˆ )
3
Fˆ 4
∣∣∣∣∣ ≤ c3 k
0
i
|k|4
+ c3
k1+0i
|k|6
+ c3
k3i
|k|8
. (3.38)
In general, when advancing from one derivative to the next, when the derivative acts on the numerator
it either maintains the same power of |k| or reduces it by 1, and if it acts on the denominator then it
increases the power of the denominator by |k|2 and increases the power of the numerator by 1; the net
result is reduction of the overall power of |k| by at most 1. Since |α| ≤ d− 2, the total resulting power is
(for small |k|) at worst
|k|2−|α1|−|α2|−min{|α3|,4}−|α4| ≤ |k|2−|α| ≤
1
|k|d−4
. (3.39)
This is in Lp(Td) because by hypothesis p(d− 4) < d, and the norm in Lp(Td) is O(β) due to the factor
β in the bound on Eˆz in Lemma 3.5. This completes the proof.
Remark 3.6. (i) To control the lace expansion, the analysis in any of [1, 6, 7] only requires a bound
|Π(x)| ≤ O(|x|−(d+2+ǫ)) for ǫ > 0 (with ǫ = 2 in [1]), whereas our application of Theorem 2.4 uses the
more demanding bound |Π(x)| ≤ O(|x|−(2d−2+ǫ)). For self-avoiding walk, the upper bound (3.10) has
power 3(d − 2) = 2d − 2 + (d − 4) which is sufficient. For the Ising and ϕ4 models, Π(x) also obeys
an upper bound |x|−3(d−2) [2, 11, 12]. However, Theorem 2.4 appears not to apply to percolation or to
lattice trees and lattice animals, where the bound on Π(x) is |x|−2(d−2) for percolation and |x|−3(d−2)+d
for lattice trees and lattice animals [7].
(ii) More effort would be needed to attempt to extend our approach to spread-out self-avoiding walk,
Ising, and ϕ4 models; we do not address this question further here.
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