When some treatments are ordered according to the categories of an ordinal categorical variable (e.g., extent of side effects) in a monotone order, one might be interested in knowing wether the treatments are equally effective or not. One way to do that is to test if the likelihood ratio order is strictly verified. A method based on log-linear models is derived to make statistical inference and phi-divergence test-statistics are proposed for the test of interest. Focussed on loglinear modeling, the theory associated with the asymptotic distribution of the phi-divergence test-statistics is developed. An illustrative example motivates the procedure and a simulation study for small and moderate sample sizes shows that it is possible to find phi-divergence test-statistic with an exact size closer to nominal size and higher power in comparison with the classical likelihood ratio.
Introduction
In this paper we are interested in comparing I treatments when the response variable is ordinal with J categories. We can consider each treatment type to be each of the I ordinal categories of a variable X. We shall denote by Y the response variable and its conditional probabilities by π i = (π i1 , ..., π iJ )
T , i = 1, .., I, with π ij = Pr (Y = j|X = i) , j = 1, ..., J.
For the i-th treatment and for each individual taken independently from a sample of size n i its response is classified to be {1, ..., J} according to the conditional distribution of Y |X = i, π i . In this setting the Jdimensional random variable associated with the observed frequencies,
is multinomially distributed with parameters n i and π i . Assuming that the different treatments are independent, the probability distribution of the I × J dimensional random variable N = (N T 1 , ..., N T I ) T is productmultinomial. We are going to consider a motivation example, taken from Section 5 in Dardanoni and Forcina (1998) , in order to clarify the problem considered in this paper. In Table 1 , duodenal ulcer patients of a hospital are cross-classified according to an increasing order of I = 4 severity degrees of the operation, and the extent of side effects, categorized as None, Slight and Moderate (J = 3).
None
Slight Moderate  Treatment 1  61  28  7  Treatment 2  68  23  13  Treatment 3  58  40  12  Treatment 4  53  38  16   Table 1 : Extent of size effect of four treatments.
We shall consider that Treatment i + 1 is as good as Treatment i, for i = 1, ..., I − 1 simultaneously, if we obtain H 0 : ϑ ij = 1, ∀(i, j) ∈ {1, ..., I − 1} × {1, ..., J − 1},
H 1 : ϑ ij ≥ 1 for every (i, j) ∈ {1, ..., I − 1} × {1, ..., J − 1} (3b) and ϑ ij > 1 for at least one (i, j) ∈ {1, ..., I − 1} × {1, ..., J − 1}, where ϑ ij = π ij π i+1,j+1 π i+1,j π i,j+1 represent the "local odds ratios", also called cross-product ratios.
If we denote by n = I i=1 n i the total of the sample sizes, we can consider the joint distribution to be p ij = Pr (X = i, Y = j) = Pr (X = i) Pr (Y = j|X = i) = n i n π ij , i = 1, ..., I, j = 1, ..., J.
We display such a distribution in a rectangular table having I rows for the categories of X and J columns for the categories of Y , and we denote P = (p 1 , ..., p I ) T , with p i = (p i1 , ..., p iJ ) T , i = 1, ..., I, the corresponding I × J matrix and p = vec(P T ) = (p 
a vector obtained by stacking the columns of P T (i.e., the rows of matrix P ). Note that the components of P are ordered in lexicographical order in p. The local odds ratios can be expressed only in terms of joint probabilities ϑ ij = p ij p i+1,j+1 p i+1,j p i,j+1 = π ij π i+1,j+1 π i+1,j π i,j+1 , ∀(i, j) ∈ {1, ..., I − 1} × {1, ..., J − 1}.
The likelihood ratio ordering has been extensely studied in order statistics. In the literature related to order restricted inference for categorical data analysis, the likelihood ratio ordering has received little attention. The definition given in (1) is not specific for multinomial random variables, actually is very similar for any random variable, not neccesarily discrete. In Bapar and Kochar (1994) , it is mentioned that very important families of random variables, such as the one-parameter exponential family of distributions, have the likelihood ratio ordering property with respect to the parameter. For two independent multinomial samples (I = 2), Dykstra et al. (1995) established the asymptotic distribution of the likelihood ratio test-statistic and Dardanoni and Forcina extended it for a general problem of I independent multinomial samples. Recently, Davidov et al. (2010) have highlighted its importance by considering it as a particular case of the power bias model. This ordering is important not only in fields such as order statistics and its consideration cannot be avoided in categorical data analysis. Dykstra et al. (1995) argued that the likelihood ratio ordering, applied in an adapted productmultinomial sampling context, is a useful method for making statistical inference related to trend comparison of Poisson processes. The merit of the work of Dardanoni and Forcina (1998) is not only in the results obtained for a more general case, but also in the parametrization used for the method developed to find the asymptotic distribution of the likelihood ratio-test. They studied three kinds of ordering in the same parametrization setting but any of them is considered to be superior, for example the likelihood ratio ordering is stronger in comparison with the stochastic one.
In Section 2 of this paper a new method is proposed, based on log-linear modeling, for characterizing the likelihood ratio test for the likelihood ratio ordering in several independent multinomial samples. None paper has considered any alternative test-statistic to the likelihood ratio one and hence it is interesting to study the performance of the phi-divergence test-statistics. These test-statistics, which include as a particular case the likelihood ratio one, are introduced in Section 3. It is proven, in Section 4, that the asymptotic distribution of the phi-divergence test-statistics is chi-bar and an algorithm is also provided to find its weights in a simple way. An illustrative example is given in Section 5, as well as an algorithm, to clarify the method and the computational aspects. We consider that the likelihood ratio ordering, as strong ordering type and nested model within other ordering types, is a useful order since it should have asymptotically, under an alternative hypothesis of likelihood ratio order, much power. One of our interests in this regard, is to study though simulation the performance of the likelihood ratio test-statistic for small and moderate multinomial sample sizes, as Wang (1996) did in relation to the stochastic order. This is done in Section 6.
Modeling local odds ratios through loglinear models
Our first aim in this paper is to formulate the hypothesis testing problem making a reparametrization using the saturated loglinear model associated with p, so that the restrictions are linear with respect to the new parameters. Focussed on p, the saturated loglinear model with canonical parametrization is defined by
Under H 0 , the parameter space is Θ 0 = θ ∈ R I(J−1) : Rθ = 0 (I−1)(J−1) and the maximum likelihood estimator of θ in Θ 0 is θ = arg max θ∈Θ0 (N ; θ). Under either H 0 or H 1 , the overall parameter space is Θ 1 = θ ∈ R I(J−1) : Rθ ≥ 0 (I−1)(J−1) and the maximum likelihood estimator of θ in Θ 1 is θ = arg max θ∈Θ1 (N ; θ). The likelihood ratio test-statistic for testing (12) is
and the chi-square test-statistic for testing (12) is
Let p = N /n the vector of relative frequencies,
the Kullback-Leibler divergence measure between two IJ-dimensional probability vectors p and q, and
More general than the Kullback-Leibler divergence and Pearson divergence measures are φ-divergence measures, defined as
where φ :
u , for p = 0. For more details about φ-divergence measures see Pardo (2005) . Our second aim in this paper is to formulate test statistics valid for testing (12) . Apart from the likelihood ratio statistic (14) and the chi-square (15) statistic, we shall consider two family of test-statistics based on φ-divergence measures,
and
The two previous families of test-statistics can be considered as a natural extension of likelihood ratio teststatistic and chi-square test-statistic respectively. More thorouhly, for φ(x) = x log x − x + 1 in (17), we get the likelihood ratio test-statistic and for φ(x) = 1 2 (x − 1) 2 in (18) we get the chi-square test-statistic. Section 4 is devoted to present the main theoretical results in the paper. In Section 5, an example illustrates the results of Section 4. A simulation study is developed in Section 6, in order to study the behaviour of the families of test-statistics introduced in (17) and (18) . Finally, we present an appendix in which we establish some parts of the proofs of the results given in Section 4.
Asymptotic distribution
For product-multinomial sampling, if we consider the partitioned matrix
where a h=1 A h denotes the direct sum between the matrices {A h } a h=1 . Our interest is to establish the Fisher information matrix, for n → ∞, under the assumption
which is equivalent to the null hypothesis (2a) or (3a). Let π
T be the subvector of π(θ 0 ) obtained deleting the J-th element, π J (θ 0 ), from π(θ 0 ). If we consider the probability vector
such that ν i = lim n→∞ ni n , i = 1, ..., I, we denote by ν * = (ν 1 , ..., ν I−1 ) T its subvector obtained deleting the I-th element, ν I , from ν.
Proof. Replacing θ by θ 0 and the explicit expression of W in the general expression of the finite sample size Fisher information matrix for two independent multinomial samples, (19) , we obtain through the property of the Kronecker product given in (1.22) of Harville (2008, page 341) that
and then (20) .
In the following theorem we present the asymptotic distribution of all of the proposed test-statistics under the null hypothesis. Let E = {1, ..., (I − 1)(J − 1)} the whole set of all row-indices of matrix R, F(E) the family of all possible subsets of E, and R(S) is a submatrix of R with row-indices belonging to S ∈ F(E). 
is the matrix obtained deleting from H(θ 0 ) the row indices not contained in S 1 , the column indices not contained in S 2 ,
is the (I − 1)(J − 1) × (I − 1)(J − 1) matrix which depends on the symmetric tridiagonal matrices K(ν) and K(π(θ 0 )) defined as
where q * = (q 1 , ..., q K−1 ) T , the subvector of a probability vector q = (q 1 , ..., q K ) T .
Proof. By following similar arguments of Martín and Balakrishnan we obtain H(S, S, θ 0 ) = R(S)I −1
3 of the Appendix). We shall here obtain the expression of
and then
and thus it holds (24).
We must take into account that even thought there is an equality in (12) which is effective only for θ 12 , the rest of the components of θ are nuisance parameters, and hence we have a composite null hypothesis which require of estimation of θ, through θ.
The following result is very useful in order to calculate the weights of the chi-bar distribution by using simulation experiments.
Corollary 3 Under H 0 , the weights w j (θ 0 ) of the asymptotic distribution of S φ (p( θ), p( θ)) and T φ (p, p( θ), p( θ)), given in Theorem 2, can be expressed as
= Pr arg min
with H(θ 0 ) given by (24) and
which depends on
, and
is the subset of R Proof. It is well known that the weights of a chi-bar distribution can be interpreted in terms of the projection of a p-dimensional central normal distribution Z p with a non-singular variance-covariance matrix V , on a closed convex cone in
Now, focussed on w j (θ 0 ) = w j (θ 0 ; p, V , C) in Theorem 2, we must identify the value of p, expression of matrix V and the set C. In Kudô (1963, p.414 ) and also in Shapiro (1988, p.54) it is shown that
, where V (S) is the variance-covariance matrix of the random vector obtained by considering only from Z p the components belonging to S and V (S, F − S) is the same but rather than ignoring the components out from S they are considered equals zero. This enunciate can be also seen in Silvapulle and Sen (2005, page 83) . Note that we can identify p = (I − 1)(J − 1), V = H(θ 0 ) and C = R (I−1)(J−1) + and
which is equal to
according to Proposition 3.6.1 (7) in Silvapulle and Sen (2005, page 82 ). This expression match (21) .
Since θ 0 is unknown, we cannot use directly the results based on Theorem 2 or Corollary 3. However, the unknown parameter θ 0 can be replaced by its estimator under the null hypothesis, θ. The tests performed replacing θ 0 by θ are called "local tests" (see Dardanoni and Forcina (1998) ) and they are usually considered to be good approximations of the theoretical tests. It is worthwhile to mention that p( θ) has an explicit expression,
Now, based on Corollary 3, and taking into account that (26) is equal to w j (θ 0 ) = Pr arg min
where
, we shall consider an algorithm for obtaining the weights associated with a sample.
Algorithm 4 (Estimation of weights)
The weights of the local tests, w j ( θ), are obtained by Monte Carlo, once we have a realization n of N in the following way STEP 1: Using n, calculate ν and π( θ) taking into account (29). STEP 2: Compute H( θ) by following (24), in terms of K( ν), K(π( θ)), given by (25)).
, given by (28).
Repeat the following steps R (say R = 1, 000, 000) times:
NAG Fortran library subroutines G05CBF, G05EAF, and G05EZF can be useful. STEP 5.2: Compute ζ(z) = arg min ζ∈R
, the IMSL Fortran library subroutine DQPROG can be useful. STEP 5.3: Count j * , the number of strictly positive components contained in ζ(z), and do N (j * ) := N (j * ) + 1.
See http://www.nag.co.uk/numeric/fl/FLdescription.asp, for details about subroutines of the NAG Fortran library, and http://www.roguewave.com/Portals/0/products/imsl-numerical-libraries/fortran-library/docs/7.0/ math/math.htm for the IMSL Fortran library. It is worthwhile to mention that these values can be also computed using mvtnorm R package (see http://CRAN.R-project.org/package=mvtnorm, for details), however this method based on numerical integration tends to provide less accurate values.
Example
In this section we are going to analyze the data set of Section 1, using the proposed test-statistics. By following the specific notation of our paper, we are considering two ordinal variables associated with n = 417 duodenal ulcer patients in a hospital, X =severity of the operation, classified in an increasing order from 1 to I = 4, and Y =extent of side effects, categorized as None (1), Slight (2) and Moderate (J = 3). The sample, a realization of N , is summarized in n = (n 11 , n 12 , n 13 , n 21 , n 22 , n 23 , n 31 , n 32 , n 33 , n 41 , n 42 , n 43 ) T = (61, 28, 7, 68, 23, 13, 58, 40, 12, 53, 38, 16) T .
The order restricted maximum likelihood estimator (MLE) of θ = (θ
T under likelihood ratio order, obtained through E04UCF subroutine of NAG Fortran library (http://www.nag.co.uk/numeric/fl/FLdescription.asp), The estimated probability vectors of interest are 
were obtained using Theorem 2 and the R package mvtnorm (located at http://cran.r-project.org/web/ packages/mvtnorm/index.html), once we knew , 
Along the current section, we are trying to express the matrices as precise as possible in order to highlight that the proposed method provide very simple accurate way for obtaining the weights even for big dimensions. In the notation we understand that n Using Algorithm 4 and taking into account If we take, for (16) ,
, where for each λ ∈ R−{−1, 0} a different divergence measure is constructed, a very important subfamily called "power divergence family of measures" is obtained
It is also possible to cover the real line for λ, by defining
, which is very interesting because the power divergence based family of test-statistics, which contains as special cases G 2 and X 2 , can be created. It is also worthwhile to mention that
When the test-statistic (17) and (18), based on power-divergences (32), are applied we get
for λ ∈ R − {0, −1}, and
Suppose we want to consider a set of values for the parameter λ, Λ. The power divergence based test-statistics cover as special cases the classical ones (14), (15), actually T 0 (p, p( θ), p( θ)) = G 2 and S 1 (p( θ), p( θ)) = X 2 . The power divergence based test-statistics with λ = 2 3 are commonly considered for analysis because their performance is usually quite good. At this setting, a possible choice for studying its p-values is λ ∈ Λ = {−1.5, −1, −0.5, 0, 2 3 , 1, 1.5, 2}. We shall consider an algorithm for obtaining the p-values associated with hypothesis testing (12) for a given sample.
Algorithm 5 (Calculation of p-value) Let T ∈ {T λ (p, p( θ), p( θ)), S λ (p( θ), p( θ))} λ∈Λ be the test-statistic associated with (12) . In the following steps the corresponding asymptotic p-value is calculated once it is suppose we have {w j ( θ)} (I−1)(J−1) j=0 : STEP 1: Using n calculate p( θ) taking into account (29). STEP 2: Using p( θ) calculate value t of test-statistic T using the corresponding expression in (33)-(38). STEP 3: Compute p-value(T ) := 0.
, the NAG Fortran library subroutine G01ECF can be useful. (Remark: for small sample sizes and for values of T λ (p, p( θ), p( θ)), sometimes t < 0).
In Table 2 , the power divergence based test-statistics and their corresponding asymptotic p-values are shown. For all the power divergence based test-statistics, T ∈ {T λ (p, p( θ), p( θ)), S λ (p( θ), p( θ))} λ∈Λ , the order restricted hypothesis cannot be rejected with a significance level 0.05. So, it is accepted that the probability of having side effects increases when the severity degree of the operation increases. 
Monte Carlo Study
Taking five cases, depending on δ ∈ {0, 0.1, 0.5, 1, 1.5, 15}, we considered I = 4 independent trinomial samples (J = 3) with a vector of theoretical probabilities,
for each of the I = 4 independent multinomial samples, in four scenarios: * Scenario 1: n = 28, n 1 = 4, n 2 = 6, n 3 = 8, n 4 = 10; * Scenario 2: n = 56, n 1 = 8, n 2 = 12, n 3 = 16, n 4 = 20; * Scenario 3: n = 84, n 1 = 12, n 2 = 18, n 3 = 24, n 4 = 30; * Scenario 4: n = 112, n 1 = 16, n 2 = 24, n 3 = 32, n 4 = 40. It is worthwhile to mention that we have chosen either equal or unequal sample sizes and we did not find any different performance as it was found for the stochastic ordering in Wang (1996) . When δ = 0, the null hypothesis is held, π i (θ(0)) = π(θ 0 ) = ( T , i = 1, 2, 3, 4, while in the rest of the values of δ the alternative hypothesis is held.
Let R = 10, 000 be the number of replications considered for the Monte Carlo study. Once the nominal size of the test is prefixed to be α = 0.05, the exact size of the test associated with T ∈ {T λ (p, p( θ), p( θ)), S λ (p( θ), p( θ))} λ∈Λ , λ ∈ Λ = {−1.5, −1, −0.5, 0, 2 3 , 1, 1.5, 2}, can be estimated through
taking into account that p-value(T h ) is the p-value obtained in the h-th replication by using Algorithm 5 and I(•) is the indicator function, which takes value 1 if • is true and 0 otherwise. It is expected a more precise value of α T with respect to the nominal size α, as n is greater (the least precise nominal sizes in Scenario 1 and the most precise nominal sizes in Scenario 4). The first interest of the simulation study is focussed on identifying which test-statistic has the best approximation of α T with respect to α, for all the scenarios. In Table 3 the local odds ratios,
T some of the components are further from ϑ(0) = 1 6 (null hypothesis), as the value of δ > 0 is further from 0. This means that a greater value of the estimation of the power function might be obtained,
as δ > 0 is greater. This claim is supported by the fact that some values of the components of ϑ = ϑ(δ) decrease as δ increases but more slowly than the others increase. In addition, for a fixed value of δ > 0, it is expected a greater value of β T (δ), as n is greater (the worst powers in Scenario 1 and the best powers in Scenario 4). It is also worthwhile to mention that as δ increases
is not constant for i = 1, 2, 3, and π i+1,2 (θ(δ))/π i2 (θ(δ)) is approaching the limit (π i+1,2 (θ(∞))/π i2 (θ(∞))) on the right for i = 1, 2, 3. The second interest of the simulation study is focussed in identifying which test-statistic has the best performance in powers and at the same time in approximating α T by α, in all the scenarios. Once a nominal size α = 0.05 is established, Table 4 summarizes the simulated exact sizes in all the scenarios for the test-statistic T ∈ {T λ , S λ } λ∈Λ ,with Λ = {−1.5, −1, − 1 2 , 0, 2 3 , 1, 1.5, 2}. We have plotted 3 × 2 graphs in Figures 1-4 and we refer them as plots in three rows. In the first row of Figures 1-4 we can see on the left the exact power in all the scenarios for the test-statistic {T λ } λ∈[−1. 5, 3] and on the right for the test-statistic {S λ } λ∈[−1 .5,3] . In order to make a comparison of exact powers, we cannot directly proceed without considering the exact sizes. For this reason we are going to give a procedure based on two steps.
Step 1 : We are going to check for all the power divergence based test-statistics the criterion given by Dale (1986), i.e.,
with logit (p) = log p 1−p . We only consider the values of λ such that α T verifies (39) with e = 0.35, then we shall only consider the test-statistics such that α T ∈ [0.0357, 0.0695], in all the scenarios. This criterion has Table 3 : Theoretical local odd ratios for the Monte Carlo study.
been considered for some authors, see for instance Cressie et al. (2003) and Martín and Pardo (2012) . The cases satisfying the criterion are marked in bold in Table 4 , and comprise those values in the abscissa of the plot between the dashed band (the dashed line in the middle represents the nominal size), and we can conclude that we must not consider in our study T ∈ {T λ , S λ } λ∈[−1.5,−0.4) .
Step 2 : We compare all the test statistics obtained in Step 1 with the classical likelihood ratio test (G 2 = T 0 ) as well as the Pearson test statistic (X 2 = S 1 ). To do so, we have calculated the relative local efficiencies
It is important to mention that we are comparing the proposed test-statistics with respect to the classical likelihood ratio test (G 2 = T 0 ), which is the only asymptotic test-statistic considered in the literature of hypothesis testing (2a) against (2b), however we are considering also the comparisons with respect to the chisquare test statistic (X 2 = S 1 ) since this is well-known in other ordering types for having good asymptotic performance (see Martín and Balakrishnan (2013) and references therein).
In Figures 1-4 the powers and the relative local efficiencies are summarized. The second rows of the figures represent ρ T , while in the third row is plotted ρ * T , on the left it is considered T = T λ and T = S λ on the right. In all the scenarios a similar pattern is observed when plotting the exact power, β T , for λ ∈ (−1, 3) since a U shaped curve is obtained. This means that the exact power is higher in the corners of the interval in comparison with the classical likelihood ratio test (G 2 = T 0 ) as well as the classical Pearson test statistic (X 2 = S 1 ), contained in the middle. The likelihood ratio test has very bad performance in relation to the simulated exact size, and we restrict ourselves to (0, 2], taking into account the simulated exact sizes. The Cressie-Read teststatistic (T 2/3 ) and the chi-square one (X 2 = S 1 ) have very good performance in regards to the simulated exact size since it is very close to nominal size α = 0.05. If we pay attention on the local efficiencies with respect to G 2 and X 2 , ρ T and ρ * T , T λ and S λ with λ close to 2 have big values since their powers are greater in comparison with T λ and S λ with λ close to 0. For λ close to 2, the values of ρ T are a slighly superior in comparison with ρ * T . Taking into account the plots we conclude that T −2 and S −2 have clearly the best performance for moderate sample sizes (scenarios 3 and 4) and for small sample sizes (scenarios 1 and 2) the same test-statistics have good performance according to ρ T and ρ * T , however with the Cressie-Read test-statistic (T 2/3 ) and the chi-square one (X 2 = S 1 ) a better simulated exact sizes were obtained. Table 4 : α T , for T ∈ {T λ , S λ } λ∈Λ in the four scenarios.
Summary and conclusion
We have proposed and studied two new families of test-statistics, useful for testing if there exists homogeneity in I independent multinomial samples or on the contrary, likelihood ordering. Their asymptotic chi-bar distribution is common, with weights easy to be estimated, using the matrix H( θ), and have a simple interpretation in terms of log-linear modeling. Two algorithms provide the procedure for computing the estimation of the weights and asymptotic p-values of the test-statistics. In the literature of likelihood ratio ordering, using asymptotic tecniques, the likelihood ratio test has solely been considered. The simulation study shows that such a teststatistic has a poor performance for small and moderate sample sizes and we have seen that it is much better using other test-statistics such as T λ and S λ with λ = 2.
A.1 Proposition
the asymptotic distribution of (41) and (42) 
and I (n1,n2) F (θ) was defined at the beginning of Section 4. Let θ such that p = p(θ), where p(θ) = exp{1 IJ u + W 1 θ 1 + W θ}, with u = u(θ), θ 1(i) = θ 1(i) (θ), is the the saturated log-linear model. In particular, for θ = θ we have
In a similar way it is obtained
Multiplying both sides of the equality by 2n φ (1) and taking the difference in both sides of the equality
Now we are going to generalize the three types of estimators by θ(•), understanding that for • = ∅, θ(∅) = θ, R(∅) = 0 (I−1)(J−1)×(IJ−1) , for • = E, θ(E) = θ, R(E) =R, and • = S, θ(S) and R(S) as originally defined. It is well-known that
where θ 0 is the true and unknown value of the parameter,
is the variance covariance matrix of θ(•), and
) by the Central Limit Theorem. We shall denote
Taking the differences of both sides of the equality in (45) with cases • = ∅ and • = E, we obtain
with cases • = ∅ and • = S,
and taking into account I F ( θ)
where 
where the variance covariance matrix is idempotent and symmetric. Following Lemma 3 in Ferguson (1996, page 57),
) is a chi-square random variable with degrees of freedom
the condition is reached. The effective degrees of freedom are given by
Regarding the other test-statistic S φ (p( θ(S)), p( θ)), observe that if we take (44), in particular for θ = θ(S) it is obtained
In addition, (46)−(47) is
and taking into account I F ( θ) P −→ n→∞ I F (θ 0 ) and (48), it follows (43), which means from Slutsky's Theorem that both test-statistics have the same asymptotic distribution.
A.2 Lemma
Let Y be a k-dimensional random variable with normal distribution N (0 k , I) with Q being a projection matrix, that is idempotent and symmetric, and let fixed k-dimensional vectors d i such that for them either
df , where df = rank(Q). Proof. This result can be found in several sources, for instance in Kudô (1963, 
A.3 Proof of Theorem 2
We shall perform the proof for S φ (p( θ), p( θ)). It suppose that it is true Rθ ≥ 0 (I−1)(J−1) and we want to test Rθ = 0 (I−1)(J−1) (H 0 ). It is clear that if H 0 is not true is because there exists some index i ∈ E such that R({i})θ > 0. Let us consider the family of all possible subsets in E, denoted by F(E), then we shall specify more thoroughly θ by θ(S) when there exists S ∈ F(E) such that R(S) θ = 0 card(S) and R(S C ) θ > 0 (I−1)(J−1)−card(S) .
It is clear that for a sample θ = θ(S) can be true only for a unique set of indices S ∈ F(E), and thus by applying the Theorem of Total Probability
Pr S φ (p( θ), p( θ)) ≤ x, θ = θ(S) . 
the only conditions which characterize the MLE θ = θ(S) with a specific S ∈ F(E), are the complementary slackness conditions R({i})θ > 0, for i ∈ S and λ i < 0, for i ∈ S C , since ∂ ∂θ (N ; θ) + λ i R T ({i}) = 0, i = 1, ..., (I − 1)(J − 1), R({i})θ = 0, for i ∈ S C and λ i = 0, for i ∈ S are redundant conditions once we know that the Karush-Khun-Tucker necessary conditions are true for all the possible sets S ∈ F(E) which define θ = θ(S). The proof of T φ (p, p( θ), p( θ)) is almost immediate from the proof for S φ (p( θ), p( θ)) and taking into account that for some S ∈ F(E)
T φ (p, p( θ), p( θ)) = T φ (p, p( θ(S)), p( θ)) + o p (1) = S φ (p( θ), p( θ)).
