We build up from the plant-level an aggregate(d) Solow residual by estimating every U.S. manufacturing plant's contribution to the change in aggregate final demand between 1976 and 1996. We decompose these contributions into plant-level resource reallocations and plantlevel technical efficiency changes. We allow for 459 different production technologies, one for each 4-digit SIC code. Our framework uses the Petrin and Levinsohn (2008) definition of aggregate productivity growth, which aggregates plant-level changes to changes in aggregate final demand in the presence of imperfect competition and other distortions and frictions. On average we find that aggregate reallocation and aggregate technical efficiency contribute equally to growth, suggesting an impact of both frictions and technical efficiency. In terms of cyclicality, the aggregate technical efficiency component is somewhat more volatile than the aggregate reallocation component, pointing to an important role for technical efficiency in macroeconomic fluctuations. Aggregate reallocation is negative in only five of the twenty years of our sample, suggesting that the movement of inputs to more highly valued activities on average plays a stabilizing role in manufacturing growth.
Introduction
What are the micro-level components of aggregate productivity growth and macroeconomic fluctuations? Aggregate final demand can increase without an increase in input use if plants become more technically efficient, perhaps by inventing new and better methods of production or by learning to imitate other better-performing plants. Alternatively, final demand increases without more input use when the invisible hand of the market reallocates an input to a more valued market activity.
In this paper we construct estimates of every U.S. Manufacturing plant's contribution to changes in aggregate final demand holding input use constant between 1976 and 1996. 1 We then decompose this aggregate(d) Solow residual into a component arising from the aggregated impacts of resource reallocation and one related to aggregated technical efficiency changes. In doing so we estimate production functions separately for each of our 459 4-digit SIC industries and compare results across several different production function estimators, including Ordinary Least Squares, Levinsohn and Petrin (2003, LP) , and the Wooldridge (2005) variant of the LP estimator. Our findings have important implications for the sources of growth and macroeconomic fluctuations at business cycle frequencies. Specifically, we show that aggregate reallocation and aggregate technical efficiency play equal roles in growth, and that most of the volatility in aggregate productivity growth over this period was due to variation in the growth rate of technical efficiency.
Our definition of aggregate productivity growth (APG) determines the relevant measurements for calculation of the plant-level contributions to reallocation and technical efficiency. We adopt the one from Petrin and Levinsohn (2008) , which we call PL-APG. It is defined so that changes at the micro-level in reallocation and technical efficiency, when aggregated across all plants, equal the aggregate change in final demand holding primary inputs constant. Specifically, aggregate technical efficiency is the Domar-weighted sum of plant-level growth rates in technical efficiency. Aggregate reallocation tracks the movement of inputs across plants with different wedges between their marginal revenue and marginal cost.
The two stories -technical efficiency and reallocation -are not mutually exclusive. Both may be important causes of aggregate productivity growth, both at business cycle frequencies and in the long run. On reallocation, to the extent that an economy is not perfectly frictionless or perfectly competitive, policies that reduce these frictions or increase competition may have large effects on aggregate productivity growth via reallocation. We estimate aggregate reallocation and we decompose it into terms related to production workers, non-production workers, capital, and intermediate inputs to try to understand which frictions are most important in U.S. manufacturing.
Over the period 1976-1996 we find that reallocation plays an important and stabilizing role in the aggregate productivity growth of manufacturing, which grew at an average annual rate of 2.4% with a standard deviation of 3.6%. Reallocation's contribution to this growth is positive in all but 5 years, on average accounting for about half of aggregate productivity growth (1.2% per year). The volatility in the reallocation term is relatively small, with the standard deviation of 1.7%. Technical efficiency growth was about the same on average, but it was also responsible for most of the volatility in aggregate productivity growth, as its standard deviation was 2.7%.
The result that aggregate reallocation makes relatively stable and mostly positive contributions to aggregate productivity growth is robust to a variety of estimators of plant-level productivity, and has been found in Chilean and Colombian data as well. This result makes economic sense, as Petrin and Levinsohn (2008) show that in the presence of imperfect competition, frictions in input markets, or fixed costs, reallocation of resources can contribute to aggregate productivity growth. Furthermore, we expect that any market populated by profit-maximizing firms will have resources reallocating on average towards uses with higher marginal products.
Our results are useful for determining which of the many of theoretical growth models with adjustment frictions appear consistent with U.S. man-ufacturing. They also shed light on the precise meaning of counterfactuals that take the U.S. as a "frictions benchmark" and then ask how much output would increase if a country were able to achieve the U.S. level of frictions. For example, Hsieh and Klenow (2007) ask what the impact for growth would be in China and India if capital and labor were reallocated to reflect the level of frictions that we see in U.S. manufacturing industries. Our findings suggest that the U.S. benchmark is one with small gains from further reallocation of non-production and production workers, and substantially larger gains from the reallocation of capital.
While the finding of a positive contribution of aggregate reallocation makes economic sense, it is in contrast to estimates of productivity growth due to reallocation as defined by other measures, such as in Baily, Hulten, and Campbell (1992, BHC hereafter) . These indices define APG exclusively as the change in the average of the plant-level technical efficiency shocks, and thus do not aggregate plant-level changes in inputs and technical efficiency to changes in aggregate value added. Petrin and Levinsohn (2008) explain how the BHC index is related to PL-APG, and how it is not. When we estimate aggregate productivity growth and reallocation as defined by the BHC index, we find that the volatility of growth due to reallocation is enormous: the standard deviation of the annual rate is 8.7 percentage points-more than 3 times the volatility of PL-APG. In many years, the contribution of BHCmeasured reallocation is both large (in absolute value) and negative, sometimes indicating a decline of more than 20% in a single year. 2 We find these results are robust to a variety of production function estimators, suggesting the way one defines aggregate productivity growth can have a substantial impact on how one interprets the roles of technical efficiency and reallocation in any economy. These differences between PL-APG-measured reallocation and BHC-measured reallocation for U.S. manufacturing data are consistent with findings for Chilean and Colombian plant-level data.
2 When we use a value-added specification of the production function, we find that the BHC reallocation index shows even greater volatility, with a standard deviation of 15.2 percentage points, and a maximum single-year decline for more than 30%. See Tables A3  and A4 for the complete value-added results.
In section 2 we discuss the theory in continuous time. Section 3 describes the discrete-time approximation. Section 4 describes the estimation. Sections 5 describes the data. Readers interested only in the results and their implications for macroeconomic fluctuations can skip to section 6. Section 7 investigates the robustness of our results using the BHC measure of aggregate productivity growth. Section 8 concludes.
Theory
Measuring aggregate productivity growth is an old and honored tradition in macroeconomics, and there is an enormous theoretical and empirical literature devoted to it. Solow (1957) shows that in a perfectly competitive economy with an aggregate production function and without distortions, the residual measures both aggregate technology change and aggregate productivity change. Hulten (1978) shows that if one estimates technological change from disaggregated data and then aggregates, under perfect competition Solow's result still holds. Hall (1988) and Hall (1990) show that the estimate of technological change is affected by imperfect competition. More recently, Basu and Fernald (2002) study an economy with markups, showing that aggregate productivity growth and technological progress differ, and that there is a role for reallocation of resources in increasing aggregate final demand. Petrin and Levinsohn (2008) extend Basu and Fernald to plant-level data, showing how to aggregate changes in plant-level technical efficiency and changes in resource allocations across plants to changes in aggregate final demand. The linkage provides a theoretical basis for decomposing changes in aggregate final demand holding primary inputs constant -which they define as aggregate productivity growth -into the contribution of technological progress (or "technical efficiency") and several terms that measure the contribution of the reallocation of inputs across plants, one for every input. In this paper we provide the first application of the Petrin and Levinsohn (2008) measure to U.S. data.
We follow the discussion from Petrin and Levinsohn (2008, P-L here-after) . We operate in continuous time, and assume the production side of the economy has at any time at most N plants. While it is not difficult to extend the framework to multi-product plants, we assume for transparency all plants are single product plants. We let each plant i's production technology be written as
where X i = (X i1 , . . . , X iK ) is the vector of K primary input amounts used at plant i, M i = (M i1 , . . . , M iJ ) is the vector giving the amount of each plant j's output used as an intermediate input at plant i, and ω i is the level of plant i's technical efficiency. Primary inputs may include several types of different labor and capital, and any of the N products may potentially be used as an input in production somewhere in the economy. We use F i to denote the sum of all fixed and sunk costs that are paid by plant i. We normalize these costs to the equivalent of the forgone output and deduct them directly from the production function, letting
The total amount of output from plant i that goes to final demand Y i is then
where j M ji is the total amount of i's output that serves as intermediate input within the plant and at other plants. The differential in levels is
P i denotes the price of plant i's output, and thus i P i dY i is equal to the change in final demand. P-L defines aggregate productivity growth as the difference between the change in aggregate final demand and the change in aggregate costs:
where W ik equals the unit cost of the kth primary input and dX ik is the change in the use of that primary input at plant i. Converting (3) to growth rates we have:
where
is the growth rate of i's output going to final demand, and
We do not observe in the data the amount of a plant's output that ultimately goes to final demand. However, the Growth Accounting Identity shows that aggregate final demand is equal to aggregate value added:
and the Domar weight equal to the plant's share of value added
. We then replace the first term in (3) and calculate aggregate productivity growth as
with the cost share for the kth primary input now given as
Lemma 1 in P-L shows when Q i is differentiable that equation (3) can be decomposed as follows:
are the partial derivatives of the output production function with respect to the kth primary input and the jth intermediate input respectively, dM ij is the change in intermediate input j at plant i, dF i is the change in fixed and sunk costs, and dω i is the change in "net output" at plant i, defined as the output remaining after the contribution of both primary and intermediate inputs at plant i have been deducted:
Equation (9) shows that under this definition of aggregate productivity growth, if at every firm every marginal product is equated with every marginal cost, then further reallocation cannot increase growth, as all allocative efficiency gains have been achieved. However, if there is market power (i.e. markups) or frictions such as adjustment costs or taxes, or other characteristics of the economy that lead to a divergence between the marginal product and the marginal cost, then the reallocation of inputs can increase aggregate productivity growth. This reallocation effect is captured in the first two summation terms in (9). Equation (9) can be rewritten in growth rates as:
where D i is the Domar weight, ε ik and ε ij are the elasticities of output with respect to primary and intermediate inputs, c ik =
are the respective plant-specific revenue shares for both primary and intermediate inputs, and dlnF i and dlnω i denoting the growth rates in fixed costs and technical efficiency, with the base given by Q i .
If a value added production function exists (e.g., see Bruno (1978) ). then we can express the decomposition as 3
3 A sufficient condition is that the intermediate inputs are separable in the gross output production function.
where the elasticities are now those for the value added production function, which can be shown to equal the elasticities from the gross output production function divided by one minus the ratio of intermediate expenditures to revenues:
lnF v denotes the growth rate in fixed costs divided by one minus the ratio of intermediate inputs expenditures to revenues. The value added technical efficiency shock is derived from the value added production function, which can be expressed as
with intercept β v 0 . 4 The relationship between the value added technical efficiency shock and the gross output production function technical efficiency shock is lnω
We now discuss implementation of this index with discrete time data.
Discrete Time Approximation
The theory says that we can compute an approximation to PL-APG directly from plant-level data without having to estimate production functions. However, up to this point all of the equations that we have considered have been written in continuous time, and the data we observe has been aggregated to discrete intervals. We use Tornquist-Divisia approximations for all of our calculations. For example, for equation (7), we calculate growth as
where D v it is the average of plant i's value-added share weights from period t-1 to period t, ∆ is the first difference operator from t − 1 to t, s ikt is the average across the two periods of plant i's expenditures for the kth primary input as a share of aggregate value-added.
We do need estimates of production function parameters and residuals to estimate the components of the decomposition. Equation (9) can be estimated in discrete-time by:
where again bars over variables denote two-period averages and ∆ is the firstdifference operator. We estimate the production function parameters in logs and use them as estimates for ε ik and ε ij . For the growth rate in plant-level technical efficiency, we use the posited functional form for the production function to calculate the residuals, and then take the first difference. For example, if we assume a Cobb-Douglass production function, we would take first differences of an estimate of:
We do not observe changes in fixed costs in our data directly, but we can infer the aggregate change as the difference between PL growth and the reallocation and technical efficiency terms. If intermediate inputs are separable in the production function then one can approximate the decomposition using a value added production function to construct estimates of the elasticities and changes in technical efficiency. In this case the decomposition is given as
with the value added residual calculated as
Note that we have explicitly included in the residual the terms related to the intermediate inputs, which will be non-zero if the elasticity of output is not equal to the ratio of expenditure on the input to total revenues for one or more intermediate inputs. 5 We now turn to the data and estimation.
Production Function and Technical Efficiency Estimation
One major advantage of PL-APG and its decomposition in (11) is that many of the components are either directly observed or easy to estimate using standard plant-level data sets. Both Domar weights D it and D v it are measurable as P i Q i and V A i are observed for every plant-year. The shares in (11) are typically observed for all inputs but capital because plants report expenditures on their inputs. Finally, the plant-level data can also be used to estimate the parameters and technical efficiency terms for both gross output and value added production functions.
We estimate both the value added and the gross output specifications and their associated decompositions. While the value-added specification is less general than the gross output approach, it is more widely used in macroeconomics, perhaps because it is more natural for looking at macroeconomic aggregates. A comparison of the two shows the empirical impact of assuming separability of intermediate inputs, the restriction that makes the value added production function a special case of the gross output production function. We also compare the estimated technical efficiency residuals across the two approaches -properly adjusted as in (14) -to see if differences between output elasticities and revenue shares for intermediate inputs are important in confounding technical efficiency.
5 The additional term in the residual arises because value added is defined by subtracting the expenditures on intermediate inputs. When the revenue share equals the elasticity, the intermediate terms cancel out in the move from the gross output production function to the value added production function. Our definition of plant-level double deflated value added is given by
where we deflate expenditures on intermediate inputs using a 4-digit industry price index for materials, which we denote P M s . In a perfect world we would like our output measure to be Q it , the quantity of output. While we observe every plant's nominal value of total shipments -P it Q it -for most plants we do not have separate observations on price and quantity. Suppose for the moment that there are no intermediate inputs. If we relate changes in ln(P it Q it ) to changes in inputs, lnP it enters as measurement error. It will bias the estimated coefficients if changes in price are correlated with changes in inputs used. For example, if demand is downward sloping and a plant increases output (and inputs) then the fall in price will be associated with an increase in inputs (and vice versa), and coefficient estimates will be biased.
We deflate nominal gross output by a 4-digit industry price index for shipments, denoted P s for time period s, so that the measurement error in output is now given by the log ratio of the plant's output price to average industry price as given by the index. Continuing to abstract from intermediate inputs, our dependent variable in the regressions becomes
and we think that it is less likely that the relative price ln(P it − P t ) will be correlated with input levels. Unobserved prices also potentially confound the estimate of plant-level technical efficiency. Again, if we continue to abstract from intermediate inputs, in terms of growth rates, the size of the price measurement error added to the growth in technical efficiency is
If the relative price of plant i's output to the 4-digit industry price index does not change, then unobserved prices add no error to the technical efficiency residual. Otherwise it is increasing in the relative change in price. 6 Error also arises because intermediates in our data are treated as an aggregate and because the price deflator is likely to vary by plant. There is also an additional term in the technical efficiency residual unless intermediate inputs grow at the same rate as output (see Bruno (1978) or Basu and Fernald (1995) ). Our comparison of the decompositions between the gross output and the value added case will shed light on the impact of these approximations.
Our gross output production function specification includes three primary inputs: production worker labor (L P ), non-production worker labor (L N P ), and capital (K). We also have intermediate inputs, which includes the cost of parts and materials and other intermediates (M). 7 Our value added specifications include just the three primary inputs as regressors. For production workers we observe total number of hours at the plant. 8 For non-production workers, we only observe number of bodies, so we abstract from utilization. For capital we use the real value of the total capital stock at the plant, constructed using the perpetual inventory method. Similarly, 6 Foster, Haltiwanger, and Syverson (2008) (FHS) estimate both physical quantitybased productivity (similar to our equation 17) and revenue-based plant-level productivity for the small subset of manufacturing industries for which physical quantities and plant-level prices of output are available. They find that plant-level physical productivity shows more within-industry dispersion than plant-level revenue-based productivity because physical productivity is negatively correlated with plant-level prices. To the extent that their results generalize to all manufacturing industries, this suggests that revenuebased measures of productivity will have less within-industry dispersion than the physical quantity-based technical efficiency. We investigated using the same physical quantity data that FHS use. Unfortunately, this data is available only in quinquennial Census years, and only for certain products in certain industries.
7 In results that are currently under Census review for disclosure avoidance, we also tried production function specifications that include energy (the cost of fuels and purchased electricity) as separate factors of production. This different specification does not significantly affect the main results. 8 To try to see how much capacity utilization affects measured productivity, we also estimated production functions with the number of production workers (instead of total production worker hours) as our measure of production worker labor. Somewhat surprisingly, this had little affect on our main results.
we are working to correct the stock for unobserved utilization rates. 9 The data appendix contains more detailed descriptions of our measures. We posit a Cobb-Douglass production function. We estimate production functions separately for each of our 459 4-digit SIC industries using the Levinsohn and Petrin (2003, LP) estimator. 10 Given any estimator of production function coefficients our estimate of plant-level technical efficiency from the gross output specification is then
where β j and j· denote the estimated intercept and elasticities of output with respect to the inputs in 4-digit SIC industry j. Similarly, our estimate of technical efficiency for the value-added specification is given as
where β v j and v j· denote the estimated intercept and elasticities of value added with respect to the inputs in 4-digit SIC industry j.
We now turn to the specifics of the data.
The Annual Survey of Manufacturers and Census Data
We use the U.S. Census Bureau's Annual Survey of Manufactures and Census of Manufactures, which provide a nationally representative sample for the entire U.S. manufacturing sector. These data include measures of the total (nominal) value of shipments, total expenditures on intermediate and primary inputs, and other input and output measures needed for our estimation. The Census takes place in the years ending in 2 and 7, and includes approximately 200,000 manufacturing establishments that make up virtually all of aggregate value added. 11 The Annual Survey of Manufacturers (ASM) samples between 50,000 and 70,000 plants in U.S. manufacturing. With probability one the ASM samples all plants with more than 250 employees, all plants that are part of very large companies, and all plants in certain industries that are considered important to track. These plants account for approximately half of the sample. The other half includes plants that are sampled from the population with a probability related to the plant's value of shipments within each 5-digit product class. 12 The ASM sampling weight applied to these plants is then inversely proportional to the probability that the plant is sampled.
One weakness is that this data set only covers plants in the manufacturing sector, while the theory applies to the entire economy. Unfortunately, no existing data set would allow us to estimate the above equations exactly as we have described for the entire U.S. economy. However, P-L show that one is still able to calculate the contribution to APG for a subset of the plants in an economy.
While we do observe the plants that are the largest contributors to value added in every year, we do not observe the entire manufacturing sector in every year. In the non-Census years we use the ASM weights, which add no error to either PL-APG or its decomposition for the plants sampled with probability one. However, for those plants that are sampled with probability less than one, the ASM weight need not be representative of the input expenditures and changes in input levels. In Appendix B we explore the magnitude of this error by comparing results for the weighted ASM sample to results for the (unweighted) Census.
Given the definition of plant-level value added and the ASM sampling weights w it , we estimate aggregate value added in manufacturing as Table 1 in the Results section compares our estimates of manufacturing value added to those from the National Income and Product Accounts.
Our estimate of PL-APG from t − 1 to t is given by
where we redefine D it and s ikt in terms of the ASM sampling weights, with
and
k indexes three primary inputs: production worker labor (L P ), non-production worker labor (L N P ), and capital (K).
We observe the total wage bill both for production workers and nonproduction workers separately and can thus compute s ikt for them directly. For capital expenditures we multiply the plant-level real stock of capital by the 2-digit industry level nominal rental price of capital, denoted P K t , and then weight:
For production workers ∆lnL P t is the change in total hours from period t − 1 to t. For non-production workers, ∆lnL N P t is the change in the number of laborers from period t − 1 to t. For the change in capital ∆lnK t we use the change in the real value of the total capital stock at the plant, constructed using the perpetual inventory method.
The decomposition is straightforward to calculate given the production function estimates. In the gross output case, the estimate for the change in aggregate technical efficiency is
As noted in PL, a lower bound on aggregate reallocation is given by
For any specific input X ijt -either primary or intermediate -the reallocation term is
The decomposition for reallocation for value added follows the same approach.The change in aggregate technical efficiency is given by
and for any primary input X ijt the reallocation term is given by
The Domar weight adjusts because the value-added production function coefficients are different from the gross output coefficients unless there are no intermediate inputs used in production. We close by discussing our treatment of entry and exit. Entrants and exiters pose no conceptual challenges for the theory, and in the discrete time setting they can be directly included in PL-APG. However, in growth rates entrants and exiters must be excluded from the decomposition because the rate of growth of technical efficiency and of inputs is not well-defined. With the annual data this means an entrant must be excluded from the decomposition in its first year of existence, and an exiting plant must be excluded in its last year of existence. Because entrants and exiters are typically not generating a lot of value added in their first and last year, their exclusion does not affect the decompositions by that much in practice. 13 Table 1 shows the annual growth rates of real GDP, aggregate real valueadded from the National Income and Product Accounts (NIPA), and our estimate of value added growth for the ASM for 1977 to 1996 given by the first term in (26). The final column of table 1 shows the share of manufacturing real value-added in real GDP (from NIPA) in each year. The average annual growth rate (AAGR) of real GDP over this period was about 2.3%, while the AAGR of manufacturing value-added from the NIPA was only 0.7%. At the same time, the growth rate of manufacturing valued-added 13 For any analysis that wants to focus on plants that have recently entered or exited we need to be sure to properly distinguish entry and exit from entering and leaving the sample. The Longitudinal Business Database (LBD) allows us to distinguish which plants are true entrants and exiters.
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was more volatile than that of GDP: its standard deviation was 4.2% compared to only 2.6% for the growth rate of real GDP. The correlation between the growth rate of manufacturing valued-added and the GDP growth rate during this period is very high at 0.91.
The third column of table 1 shows our estimates of the annual growth rates of aggregate real value-added from the ASM and CMF. The numbers do not exactly match the aggregate real value-added growth rates from the NIPA, both because the samples are different, and because the value-added measures used by the Census Bureau and the BEA are somewhat different. 14 Despite the differences in the samples and value-added measures, our estimates from the ASM/CMF do generally track the growth rates of manufacturing value-added in the NIPA. In particular we can clearly see the contractions in 1980, 1982, and 1990/1991 , and the expansions in the 1980s and 1990s. The correlation between our measure of aggregate value-added from the ASM and manufacturing aggregate value-added from the NIPA is 0.90. Table 2 shows estimated PL-APG and its decomposition (using (26)) for the entire U.S. manufacturing sector. This includes changes in aggregate "final demand" (value-added) and changes in the aggregate costs of capital, production-worker labor, and non-production-worker labor. While aggregate value-added in manufacturing grew by an average of 2.2% per year, aggregate costs of capital and non-production labor grew very little over this period. 15 The growth rate of aggregate value-added was also much more volatile than the growth rates of aggregate input costs.
The final column of table 2 shows our estimates of aggregate productivity 14 Some of the largest differences occur at the beginning of ASM panels-years ending in 4 or 9. As mentioned above, we can only compute growth rate decompositions for plants that are in the data for two consecutive periods. At the beginning of each ASM panel, a little less than half of the plants exit the panel and are replaced. These plants are smaller, so they generally contribute much less to aggregate value-added than the continuing plants. However, the contribution of these smaller entering and exiting plants probably explains much of the difference between our estimates and the NIPA estimates in 1979. 15 The biggest outlier is 1982, when our measure of aggregate production labor costs declined by 3.6%.
growth, PL-APG. Since the growth rates of aggregate primary input costs are close to zero in most years, PL-APG basically follows the growth rate of aggregate value-added. The mean is approximately the same (2.4% for PL-APG) and the contemporaneous correlation between aggregate value-added growth and PL-APG is 0.93. Next we decompose PL-APG into productivity growth due to withinplant technical efficiency growth and growth due to the reallocation terms. While we probably do not observe all of the fixed costs of adjustment, we can place a lower bound on reallocation's contribution to aggregate productivity growth. 16 Since the total contribution of reallocation and fixed costs to PL-APG is the difference between PL-APG and technical efficiency growth, and fixed costs are always positive, the growth from reallocation must be at least equal to this difference.
Columns 2, 3, and 4 of Table 3 show PL-APG and its decomposition into aggregate technical efficiency growth and the lower bound on the total contribution of reallocation, where plant-level technical efficiency is estimated from the gross-ouput specification in equation 23. For comparison, table 3 also includes the growth rate of aggregate value-added from the ASM. The reallocation term (column 4) is positive in all but 5 years. Intuitively this makes sense. In any reasonably well-functioning market economy one expects inputs to be reallocated over time to activities that on average consumers value more highly. While reallocation makes an important contribution to aggregate productivity growth, most of the volatility in aggregate productivity growth is explained by volatility in aggregate technical efficiency.
In Table 4 we present our decompositions of aggregate productivity growth due to reallocation. Most of the annual variation in the aggregate productivity growth due to reallocation is explained by variation in the intermediate inputs and capital "gap" terms, although production worker labor reallocation is important in some years. The final column of Table 4 shows the fixed costs term. Recall that this term is just a residual. It is the dif-ference between total reallocation (i.e., PL-APG minus aggregate technical efficiency) and the sum of the "gap" terms in columns 2-5. In almost all years, the fixed costs residual term is small relative to the total reallocation term in column (1), indicating that the reallocation "gap" terms explain most of the growth of aggregate productivity that is not due to technical efficiency growth. Like the total reallocation term, the growth rates of the individual gap terms are less volatile than the aggregate technical efficiency terms in table 3.
Value-added Results
The results in Tables 3 and 4 are constructed from gross-output production functions. For macroeconomic analysis, value-added production functions are more convenient, but they require stronger conditions on the production technology (e.g. separability of intermediate inputs). For the U.S. Manufacturing data, value-added production functions have another advantage. For the gross-output specifications, we need energy deflators, because we used the real cost of energy when we estimated the production fuctions. We do not have energy deflators for the SIC industry coding system after 1996. For value-added production functions this does not pose a problem, and thus we can use more years of data. Furthermore, for the gross-output specification many plant-year observations are dropped from the sample because some of the energy data is zero (or missing and presumed zero) and this cannot be used with the log-specification. Thus for the value-added specification we can use a larger sample of plants. How much do the value-added specification and the different sample change our results?
While the results in Tables 1 and 2 do not depend on the specification of the production function, we want to use the same samples for aggregate value-added and PL-APG that we use for the decompositions. Therefore we re-estimate aggregate final demand and each of the components of PL-APG for the value-added production functions sample for 1977-1999. The results are presented in tables A1 and A2. Not surprisingly, these results are similar to the results presented in Tables 1 and 2 .
Columns 3 and 4 of Tables A3a present the results of the decomposi-tion of PL-APG into aggregate technical efficiency and total reallocation terms, where the value-added production functions are estimated by the LP estimator. Comparing these results to the gross-output results in Table  3 , the most striking difference is that for the value-added specification the total reallocation term (column 4) is even more stable: its standard deviation is only 0.5 (compared to 1.6 in the gross-output specification), and it is (slightly) negative in only 1 year-1982. As in the gross-output case, the total reallocation term makes a significant contribution to aggregate productivity growth-about 1 percentage point per year. In the value-added specification, aggregate technical efficiency (column 3) is much more volatile than reallocation-the standard deviation is 2.6-and it also contributes about 1.6 percentage points per year to PL-APG over the period 1976-1999. As shown in equation (19), if the elasticity of output with respect to intermediates is not equal to the ratio of the expenditure on intermediates to total revenues, then the residuals from the value-added production function includes a term related to this gap. As we saw in column 4 of table 4, these intermediate "gap" terms are important in several years. This may explain why the aggregate technical efficiency term from the value-added production function specification (column 3 of Table A3a ) is so much more volatile than the total reallocation term (column 4 of Table A3a )-some of the volatility in the valued-added "technical efficiency" is actually due to reallocation of intermediates. Tables A3b and A3c show that these results are robust to estimating the value-added production functions by OLS and the Wooldridge (2005) modification of the LP estimator: aggregate technical efficiency is more volatile than aggregate reallocation, and aggregate reallocation usually contributes positively to aggregate productivity growth.
Tables A4a-A4c present the results of the reallocation decomposition in equation (12). The main difference from the gross output results in Table  4 is that the capital gap term is more important, especially in the 1990s. However, in light of equation (19), and the results for the intermediates gap term in Table 4 , we may want to interpret the results in Tables A4a-A4c with some caution.
Implications for Business Cycle Fluctuations
What are the implications of these results for the sources of business cycle fluctuations? We distinguish between two sources: growth of plants' output for a given level of inputs-technical efficiency growth-versus reallocation across plants (and industries). We find that most of the aggregate volatility is coming from the former.
We are the first to estimate PL-APG using plant-level U.S. manufacturing data. However, Basu and Fernald (2002) have estimated aggregate productivity growth using a similar estimator and annual industry-level data for the entire U.S. private business economy. Over the period most comparable to ours (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) , they compute an average annual productivity growth rate of 0.32 and a standard deviation of 2.22. The mean and standard deviation of our aggregate productivity growth over the period 1976 to 1996 are 2.4% and 3.6%. Their estimates of the average annual growth rate of technical efficiency range from 0.14% to 0.22%, and the standard deviations of their technical efficiency growth rate range from 1.49% to 1.60%. The mean and standard deviation of our aggregate technical efficiency growth rates are 1.2% and 2.7%, respectively.
Our total reallocation term is generally positive, averaging 1.2% growth per year in the gross output specification. While this result-a generally positive reallocation term-makes sense, it contrasts with Basu and Fernald's (2002) results using a similar estimator. Over the period 1959 to 1989, their estimates of the average annual growth rate due to reallocation range from -0.082 percent to -0.16 percent. As noted above, Basu and Fernald's results are not directly comparable to ours, because they study a different time period, and they use data covering the entire private business economy, whereas we study only manufacturing. However, our results are much less likely to suffer from aggregation bias as we are working at the plant-level. Furthermore, in a well-functioning market economy populated by profitmaximizing firms, it is difficult to understand why aggregate reallocation would contribute negatively to aggregate productivity growth on average. Despite these differences, like us, Basu and Fernald find that the reallocation term is less volatile than the technical efficiency term (which they call the "corrected technology residual"). Their estimates of the standard deviation of their reallocation term range from 0.99 to 1.11, whereas the standard deviation of their technical efficiency term is about 1.65.
Comparing PL-APG to Productivity Measures Based Only on Technical Efficiency Change
While we are the first to apply the PL-APG decomposition to U.S. data, many studies have used the ASM and CMF to decompose aggregate productivity growth using some variant of the BHC productivity index, like those found in Foster, Haltiwanger, and Krizan (2001) and Olley and Pakes (1996) . These indices are defined completely in terms of the plant-level technical efficiency residual. In continuous time the BHC index is given as:
where s i is either the gross-output share or the labor share for plant i. The BHC measure decomposes into the two right-hand-side terms. The first term is referred to as the technical efficiency term and the second term is known as the reallocation term. BHC growth measured with discrete time data and the Tornquist-Divisia approximation is then
with decomposition
On the technical efficiency term, the BHC-type indexes use either labor share or gross output share as the weight, where PL-APG weights by the Domar weight. The only case in which the Domar weight will equal the gross output share is when there are no intermediate input deliveries in the economy. Otherwise the difference between the two is increasing in the fraction of gross output that goes to intermediate input use. For example, if every plant has a ratio of materials expenditures to revenues of 50% (typical for manufacturing), then the BHC technical efficiency growth is exactly half of PL-APG technical efficiency growth.
Empirically we want to focus on the differences in reallocation between BHC and PL-APG, so we abstract from differences in technical efficiency by using the Domar weight for both BHC and PL-APG technical efficiency growth. To compare the BHC index to PL-APG, we computed BHC and the BHC reallocation term using the same set of plants that we used for PL-APG and its decompositions. The results are presented in columns 5 and 6 of table 3. The BHC index is much more volatile than the PL-APG. Since we abstract from differences in aggregate technical efficiency, the BHC technical efficiency term is the same as the technical efficiency term in the PL-APG decomposition. Therefore all of the excess volatility in the BHC index relative to PL-APG is because of the reallocation term. The BHC reallocation term also frequently takes negative values, in some cases large negative values. In a market economy populated by profit-maximizing firms, it is difficult to see why reallocation of primary inputs should have a large negative effect on aggregate productivity growth. This finding of excess volatility and large negative values in the BHC reallocation term is robust to different production function estimators (see sections b and c of table A3) and different economies (see Petrin and Levinsohn, 2008) .
Conclusions and Suggestions for Further Research
We provide the first application of the Petrin and Levinsohn (2008) aggregate productivity growth statistic and decomposition to U.S. data. We adopt this definition because it insists that micro-level changes add up to changes in aggregate final demand holding primary inputs constant. We decompose aggregate productivity growth into the contributions of technical efficiency and reallocation. Over the period 1976-1996, in the U.S. manufacturing sector we find that both contributions are important. On average reallocation was responsible for about 1.2 percentage points per year, and it was positive in all but 5 years. Technical efficiency growth was also responsible for about 1.2 percentage points per year, but it was much more volatile: the standard deviation of the annual growth rate was 2.7 percentage points, compared to 1.7 percentage points for reallocation. While these results are robust to several different production function estimators, they are not robust to using the popular BHC index on annual data. We argue that this is because the BHC index does not accurately measure aggregate productivity growth in an economy with distortions and imperfection competition.
We have found that reallocation has been an important factor in aggregate productivity growth and aggregate fluctuations in U.S. manufacturing. We suspect that reallocation is even more important in other economies, especially economies transitioning from communism to capitalism or economies with less factor mobility or more distortions than the U.S. economy. In these economies, we expect to find larger gaps between marginal revenue products and marginal costs, and thus reallocations should have larger effects on aggregate productivity growth. Based on economic theory and the empirical evidence presented here, we argue that the PL-APG measure would provide a better measure of aggregate productivity growth and the contribution of reallocation to aggregate productivity in these economies.
Appendix A: Data
We use the Census Bureau's confidential Census of Manufactures (CMF, conducted in years ending in 2 and 7), the Annual Survey of Manufactures (ASM), and the Bureau's Longitudinal Business Database (LBD). In Census years we use only the plants receiving the ASM questionnaire, since that survey instrument askes more detailed questions about costs than the non-ASM questionnaire sent to other plants in the Census years. The LBD is described in Jarmin and Miranda (2002) . For deflators and depreciation rates we use the dataset available on John Haltiwanger's web site: http://www.econ.umd.edu/ haltiwan/capital/CRIWNBER/external.sas7bdat (last accessed on October 1, 2008).
Our unit of analysis is the plant. This is consistent with the way inputs and outputs are measured in the surveys-respondents are asked to treat each plant as a separate economic unit. Consistent with most researchers who use this microdata, we drop administrative records plants from the sample, because most of the cost data for these plants is imputed.
Industry coding. We use SIC industry codes at the 4-digit level. The SIC system of coding industries has changed over time, most notably in 1987 and in 1997. Since we are estimating production functions by industry, we need to have consistent industries over time (or greatly reduce our sample size for some industries). The Census Bureau makes its greatest effort at accurate plant level industry coding in the census years. There was a major revision of the SIC coding system in 1987. However, in the CMF years, the plants have been recoded using the 1987 SIC system based on the 7-digit products that the plants were producing in each CMF year. Thus we use the 1987 SIC coding system and the Census years to create consistent 4-digit SIC industries across time using the microdata. In cases where we could not recode industries this way, we use a concordance from the 1977/1982 SIC system to recode the plants into the 1987 SIC system. Our coding scheme gives us 459 industries.
Production-worker hours. Thousands of total annual plant hours worked by production workers at a plant are measured directly in the ASM and CMF. Non-production-worker hours are not measured directly in the surveys. We construct a measure of thousands of total non-productionworker hours by subtracting the number of production workers at the plant from the total number of employees at the plant and then multiplying the difference by 50 weeks times 40 hours per week and dividing by 1,000.
Value-added. Nominal value-added is nominal total value of output minus the nominal value of intermediate inputs (VM). Our measure of doubledeflated real value-added is the real total output minus the real total cost of intermediates. See below for our measures of output and intermediate inputs.
Output. The nominal dollar total value of shipments, TVS, is observed in the ASM/CMF. Note that the surveys ask multi-plant firms to report the operations of each plant as a separate economic unit. Thus the shipments from one plant to another plant in the same firm are supposed to be included in the total value of shipments of the shipping plant, and they are supposed to be included in the total cost of materials of the receiving plant. We also observe inventories for finished goods and work-in-progress at the beginning and end of the year (FIB, FIE, WIB, and WIE). Our measure of real gross output is (TVS+(FIE-FIB)+(WIE-WIB))/PISHIP, where PISHIP is the 4-digit SIC industry-level shipments deflator from the NBER/CES Productivity database.
Intermediate inputs. The total cost of intermediate inputs (VM) is the sum of the cost of materials and parts (CP), the cost of fuels (CF), the cost of purchased electricity (EE), the cost of resales (CR), and the cost of contract work (CW), all measured in nominal dollars. The real total cost of intermediates is VM/PIMAT, where PIMAT is the 4-digit industrylevel deflator for materials from NBER-CES productivity database. For the gross-output production functions, we also break out intermediate inputs into the real cost of materials, (CP+CR+CW)/PIMAT, and the real cost of energy, (CF+EE)/PIEN, where PIEN is the energy deflator from the NBER-CES productivity database.
Capital. We use the perpetual inventory method to construct a measure of total real capital stock for each plant using the book value of the plant's assets (appropriately deflated), the plant's real capital expenditures (including rentals of equipment and structures), and industry-specific capital depreciation rates. For each plant we construct separate stocks for machinery/equipment and building/structures and then we sum them to get the total capital stock for the plant.
The initial capital stock is the book value of assets at the beginning of the year deflated to thousands of 1987 dollars using industry-level equipment asset deflators. After the initial year, the plant's capital stock is the undepreciated stock from the previous year plus total real capital expenditures from the previous year. If there are machinery rentals or building rentals (both measured in nominal terms), then those are divided by their respective nominal rental prices and deflated by their respective capital stock deflators and then added to the plant's total capital stock. The equipment ("machinery") capital rental prices (the 2-digit SIC industry level) and the structures ("buildings") capital rental prices are constructed from BLS data.
Appendix B: BHC Discussion
Several previous studies have used the U.S. plant-level manufacturing data to compute variants of the BHC index and the technical efficiency growth. How do our results for the BHC index compare? Lee (2005) uses the Annual Surveys of Manufactures to study the entire manufacturing sector. Using the Bailey, Bartelsman, and Haltiwanger (1996) variant of the BHC index, Lee finds that reallocation is at least as volatile as technical efficiency growth. In contrast, using only the quinquennial censuses and 23 manufacturing industries, Baily, Hulten, and Campbell find that on average the reallocation term (which they call the "share effect") is much less volatile than the technical efficiency term. Furthermore, for given 5-year periods and single industries, BHC find that their reallocation term is always positive, and almost always smaller in absolute value than their technical efficiency growth term. Similarly, Foster, Haltiwanger, and Krizan (2001, table 7, panel B) report that among continuing plants, technical efficiency growth (the "within share") explains a much higher percentage of the overall growth in total factor productivity than reallocation (the "between share").
What explains the discrepancy between our BHC results in table 3 and Lee (2005) on the one hand, and, on the other hand, the results of BHC and Foster, Haltiwanger, and Krizan? One obvious difference is that we (and Lee) use annual data, whereas the other studies use quinquennial data. As mentioned above, at higher frequencies, factor utilization probably has more of an effect on measured total factor productivity. Our measure of production worker labor is hours. So for this input, we do measure utilization, however imperfectly. Utilization of non-production workers and capital is not measured in the ASM/CMF data. Therefore, some of the variation in our measure of technical efficiency is probably variation in factor utilization. For example, suppose that plant-level technical efficiency does not change from year t to t+1, but because of a negative demand shock, the plant manager runs fewer shifts per week, or runs the machinery at a slower rate. Since we do not directly measure utilization of capital, the BHC index would show an increase in within-plant technical efficiency growth even though there was none. Since factor utilization and (measured) aggregate productivity are both procyclical, mismeasurement of capital utilization may explain why the BHC index is not highly correlated with aggregate final demand growth in our annual data (see table 3 ). Note, however, that the PL-APG measure in equation (26) suffers from the same measurement error in capital services. Thus it is not clear that capital utilization can explain the discrepancies between PL-APG and the BHC measure in annual data.
Another explanation for the discrepancy between our BHC estimates from annual data and estimates from other studies using quinquennial data is that this is exactly what we should expect. At the 5-year interval, only plants that survive for 5 years are considered continuers. These tend to be bigger plants, which are less likely to experience large growth rates. Thus the weight-change dD v it in the second term in equation (39) is less likely to be large at the 5-year interval than at the 1-year interval. On the other hand, entry and exit become more important at longer intervals. Indeed, FHK (table 7, panel B) find that at the 5-year interval, net entry's contribution to their BHC-like index is as large or larger than the contribution of reallocation among continuing plants. In contrast, using annual ASM data, Lee (2005) finds that the contribution of net entry is small compared to the contribution of reallocation among continuing plants.
How much of the discrepancy between our results for the BHC index and the results from previous research is driven by differences in our samples and estimators? To try to answer this question, we started with the same plantlevel technical efficiency residuals that we used in tables 2 and 3, and deleted all the observations from non-census years. Next we redefined a continuing plant as one that is in our original sample and survives from one census year to the next. Then we recomputed the BHC index and the aggregate technical efficiency growth. Using this sample, we found that growth of the BHC index and aggregate technical growth are highly correlated. While either factor utilization or sample selection (due to plant exit) may explain why BHC and TE are more highly correlated in quinquennial data than in annual data, our methodology does not seem to be the source of the discrepancy.
While no economic theory maps the BHC index or the BHC reallocation term to aggregate productivity growth, many researchers have interpreted it this way. For example, in their excellent review and synthesis of studies using several variants of the BHC index and its decomposition, Foster, Haltiwanger and Krizan (1998) provide the following summary:"the contribution of reallocation of outputs and inputs from less productive to more productive establishments plays a significant role in accounting for aggregate productivity growth." Foster et al. are not alone. Other studies interpreting changes in the BHC index and its variants as measures of aggregate productivity growth include Baily, Hulten, and Campbell (1992, p. 208), Baily, Bartelsman, and Haltiwanger (2001, p. 422) , Lee (2005, p. 8), and Brown and Earle (2008, p. 1) . The point is not to single out these papers. The point is that variants of the BHC index and its reallocation term have been widely interpreted as measuring aggregate productivity growth. Petrin and Levinsohn (2008) show that this interpretation is problematic from the standpoint of economic theory: the BHC index can diverge significantly from aggregate productivity growth. With the caveat that both PL-APG and BHC-like indexes are subject to the measurement issues mentioned above, the results in Table 3 show that in annual U.S. manufacturing data, the BHC index does significantly diverge from aggregate productivity growth. Note: (1) - (2) - (3) -(4)= (5) Production Functions estimated by Levinsohn and Petrin (2003) estimator.
Correlations of Annual Growth Rates
PL APG TE TE 0.89 1.00 BHC Index 0.30 0.37 Value-added Production Functions estimated by Levinsohn and Petrin (2003) estimator. Levinsohn and Petrin (2003) estimator. Value-added Production functions estimated by Wooldridge (2005) , modification of Levinsohn and Petrin (2003) estimator.
