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A descent class, in the symmetric group S,, is the collection of permutations with 
a given descent set. It was shown by L. Solomon (J. Algebra 41 (1976), 255-264) 
that the product (in the group algebra Q(S,)) of two descent classes is a linear 
combination of descent classes. Thus descent classes generate a subalgebra of 
Q(.S,). We refer to it here as Solomon’s descenr algebra and denote it by C,. This 
algebra is not semisimple but it has a faithul representation in terms of upper 
triangular matrices. The main goal of this paper is a decomposition of its 
multiplicative structure. It develops that 1” acts in a natural way on the so-called 
Lie monomials. This action has a purely combinatorial description and is a crucial 
tool in the construction of a complete set of indecomposable representations of C,. 
In particular we obtain a natural basis of irreducible orthogonal idempotents E, 
(indexed by partitions of n) for the quotient .Z’,,/&. Natural bases of nilpotents 
and idempotents for the subspaces E;Z,,E,,, for two arbitrary partitions 1 and p, 
are also constructed and the dimensions of these spaces are given a combinatorial 
interpretation in terms of the so-called decreasing factorization of an arbitrary word 
into a product of Lyndon words. ( 1989 Academic Press. Inc 
We recall that the descent set of a permutation 
is the set of indices i where (T descends; more precisely we set 
D(o)=I,iE[l,Iz-l]:~,>(T,+,}. 
The collection of permutations having a given descent set is referred to as 
a descent r/ass. It is convenient to let 
D=,= 2 r~ 
DlC7)=.S 
* Work supported by an NSF grant at the University of California at San Diego. 
’ CNRS Fellow visiting UCSD, partially supported by the PRC Mathtmatiques de 
L’Informatique. 
189 
OOOl-8708/89 57.50 
CopyrIght 8~:’ 1989 by Academic Press. Inc 
All nghtr of reproductxm in any form reserved. 
190 GARSIA AND REUTENAUER 
and interpret this sum as an element of the algebra of the symmetric group 
S,,. In a remarkable paper Solomon [23] showed that there are integers 
c,~,~,,. such that 
D,,xD,,= c es. ,-, L! D = c:r (I.1 1 
UE[l.H-1] 
where the ” x ” sign denotes multiplication in the group algebra Q(S,). In 
other words the D=,y span a 2”- r-dimensional subalgebra of Q(s,). We 
shall refer to it as Solomon’s Descent Algebra and denote it by Z,. 
In the original paper [23], Solomon shows that an identity such as (I.1 ) 
holds for any Coxeter group. In the case of the symmetric group, somewhat 
simpler proofs of (I.1 ) have been given in [ 10, 11, 18, 241. 
Our point of departure in this paper is the multiplication table (given in 
[IO] ) for the basis 
D ss=TFSD=,= 1 0, 
c Dlo)r s 
and certain basic facts concerning the Free Lie Algebra on a finite alphabet 
which may be found in [9]. It develops that C, acts by right multiplication 
in a very beautiful and natural way on the so-called Lie Monomials of 
degree n. This action permits us to introduce and study a basic set of idem- 
potents and nilpotents which give a completely combinatorial description 
of the algebraic structure of Z,,. 
To be more precise, we need some notation. We recall that a composi- 
tion of n is a k-tuple of integers 
satisfying 
P’ CPlJh . ..>Pkl 
(a) pi>0 for i= 1, . . . . k 
(b) pI+pz+...+pk=n. 
(1.2) 
Here and in the following we shall express these two conditions by writing 
p + n. It will also be good to denote by k(p) the number of parts of p. 
There is a natural bijection between compositions of n and subsets of 
[ 1, n - 1 ] which is obtained by sending the composition in (1.2) into the 
subset 
SCpl=Ip,,p,+P2,...,PI+Pz+.-.+Pk~,~. 
In our treatment it is more convenient to index our bases of Z,, by 
compositins rather than subsets. Accordingly, for each p + n we shall let 
B,=D,scp,. (1.3) 
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Let us denote by Hn[,x,, . . . . .Y~] the space of homogeneous symmetric 
polynomials of degree II in the variables x,, ,.., xN (N> n). Recall that the 
so-called homogeneous bases (hl ) i.-rl and Power bases i ~j, ) j, -n of 
H,[s,, . . . . ~,,v] are obtained by setting, for ;( +n; 
k, = h;,, h;, . . /I;, (1.4) 
with 
and 
with 
This given, it can be shown that the map 4 which sends the basis ( BpJpen 
onto the homogeneous basis { hAJ1,, induces an algebra homomorphism 
of C, onto H,[x,, . . . . x,,,] with the Kronecker product as multiplication. 
That is, if we set 
then (with the notation of [lo]) we have 
&BP x BYI = W,b W,,). (I.5 1 
This result can be used to show that C, is not semisimple. In point of fact, 
it can be shown that the radical fi of C, is a space of dimension 
2”-’ -p(n), where p(n) denotes the number of partitions of n. The latter 
result [3] also appeared as an exercise in one of R. Stanley’s (unpublished) 
collections of combinatorial problems. 
The identity in (1.5) was stated implicitly by Solomon in [23] and by 
Gessel in [ll J. A proof of (1.5) which is most informative in the present 
context may be found in [lo]. Nevertheless, as far as we know, nothing, 
except for the few remarks in [23, 10, 1 l] and the aforementioned exercise 
set of Stanley, seems to be known about the structure of C,. 
In this paper we give an explicit construction of a set of mutually 
orthogonal idempotents E, (for A + n) in Z, such that 
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where for a partition 1= l”‘2”‘. ..n’” we set 
%? = l”‘2”‘. n”“cr,! cc,! . . CC,,!. 
These idempotents have occurred implicitly in our works [20, 91; indeed it 
is precisely the connection they make between the Free Lie Algebra and the 
Solomon Algebra that permitted the present development. 
At this point it is natural to ask for a basis of Z, consisting of the E, 
and some 2”- ’ --P(H) nilpotents spanning &. Stanley also suggested 
(personal communication) the problem of calculating the dimensions of the 
spaces 
E;.zJ, for A&pun. (1.7) 
It develops that we can give explicit combinatorial solutions to these 
problems and at the same time throw considerable light into the structure 
of X,,. We shall give here a brief description of the main results and leave 
the liner treatment for the body of the paper. Nevertheless, to do this we 
need some further notation. 
Given a p l= n we shall let %(p) denote the partition of n obtained by 
rearranging the parts of p in weakly decreasing order. We shall refer to 
i(p) as the shape of p. Interpreting p as a word in the alphabet of positive 
integers, we can factorize it uniquely, in the manner explained in [9] (see 
also [ 16]), into a lexicographically weakly decreasing sequence of Lyndon 
words 
p=L1Lz...L h. 
This done, we let q(p) = (q, , . . . . qh) be the composition of n whose parts are 
obtained by summing the letters of p that occur in the successive L,. More 
precisely we set 
4j= 1 Pi for j= 1, . . . . h. (1.8) 
PttL, 
Finally, we let s(p) denote the partition A(q) and refer to it as the type of p. 
An informal description of our main results here may be given as follows. 
(1) We give an explicit construction of a new basis {J,,>, + n of C,, such 
that 
EAC,E, = L[J,: I(p) = 2 and ~(P)=pl.’ 
(2) JP is equal to the idempotent Ei. if A(p) = r(p) = A and is a nilpotent 
if A(p) # r(p). Zn fact, J,,J, #O only iJ‘r(p) = A(q). 
’ Here L stands for linear span. 
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(3) Finally, each J,, can be represented by an oriented edge (joining i.(p) 
to r(p)) in a multiple edge graph G, nlith vertices indesed by parttions of tz. 
We prove that this graph is transitive and give a simple combinatorial 
algorithm for multiplying the J,‘s. In particular tre show that the product 
Jr J, # 0 follows closely, the transitive composition of the corresponding edges. 
The contents of the paper are divided into six sections. In Section 1 we 
give the multiplication table for the basis B, and derive a number of 
general facts concerning C,, including the identification of the radical, In 
Section 2 we give the action of C,, on Lie monomials (a crucial result of the 
paper). In Section 3 we introduce a remarkable new basis { I,, )., + ,t consist- 
ing of idempotents such that for each j, = (E,, , . . . . 1, ) + tr 
E,=h, 2 1,. (1.9) 
AlpI = i 
In Section 4 we show that our basic result of Section 2 leads to a very 
beautiful combinatorial rule for multiplying an I, by a B,. It develops that 
the subspaces 
Ljl,:i(p)=R) 
are all invariant (in the right regular representation of Z,,). The multiplica- 
tion rule then yields a completely combinatorial description of p(n) 
indecomposable representations of Z,,. Finally, in Section 5 we construct 
the basis (Jr}, k ,I and give the multiplication table of Z,, with respect to 
this basis. 
1. THE MULTIPLICATION TABLE FOR 27, 
Given a composition p = (p,, . . . . pk) we shall let 
E(P)= (E,(P), &(P), . . . . J%(P)) 
be a segmentation of the word 
1234...n 
into segments 
E, = [123 . ..p.], 
E,=Cp,+lp,+2...p,+p21, 
(1.1) 
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If f is an element of the group algebra of S, it is convenient to set 
This given, it is not difficult to see that 
1 BP = E,(P) w J%(P) w ... w E,(P), (1.2) 
where the symbol w denotes shuffle product. An example will suffice 
to show why (1.2) holds true. Say n= 9 and p = (2, 2, 3,2), then 
S(p)={2,4,7}, and a typical permutation 0 in D c_ i *, 4.7 I has entries 
a1 -c 02, a3 < a4, a5<a6<a7, a,<a,; 
when we invert such a permutation, we necessarily obtain a permutation in 
which the elements of the words, 
E, = 12, E2 = 34, E, = 567, E4 = 89, 
appear in the correct order. That is, a-’ is an element of the shuffle 
product 
12~34~567~89. 
Thus 
LB 2232= ~D~{2.4.7j= 12~34~567~89, 
as asserted in (1.2). 
It develops that there is a very beautiful combinatorial rule for multi- 
plying a B, by a B,. To state it we need some notation. For a given h x k 
matrix M we shall let r(M) and c(M) denote the vectors giving respectively 
the TOM and column sums of M. For a matrix of non-negative integers M 
let M’(M) denote the word obtained by reading the entries of M row by row 
starting from the top. We can then state: 
PROPOSITION 1.1. For any two compositions p & q t= n we have 
BpxB,= c B,.w,. (1.3) 
((M)=P 
r(M)=q 
Since a proof of (1.3) is given in [lo], we shall give only a brief idea of 
the argument here. We start with two segmentations of 123 . . . n, 
E= (E,, ~5-2, ...I E,+) and F= (F,, F,, . . . . Fkj, 
then calculate the product 
(E,wE2w~~~wE,,)~(F,wF2w~~~wFk). (1.4) 
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The basic fact which facilitates this calculation is the observation that if (J 
is any permutation in S,, then 
ax(F,wFzw~~~wFk)=(~(F1)w~(F2)w~~~w~(Fk)), (1.5) 
where a(F,) denotes the word obtained by replacing each letter in F, by its 
image under (7. For instance, if CJ = 589632417 then 
CT x 123 w 4567 w 89 = 589 w 6324 w 17. 
Now let E = E(q), F= E(p), and CT E E, w E2 w w E,. Finally, let E,, 
denote the segment of E, that occurs in cr([,) and nr,, be the length of E,i. 
We see that the matrix M = 11 tn,, /I has row sums q and column sums p; 
furthermore it is not difficult to see that the product in (1.5) will contain 
not only the permutations in (1.5) but all those in 
as well. We say no more here; further details are given in [lo]. The conclu- 
sion is that we must necessarily have 
and (1.3) follows by applying the operator “ 1” to both sides of (1.6). 
Here and in the following let Z7, denote the poset of compositions of n 
ordered by reverse refinement. That is, “1”” is at the bottom and “II” is at 
the top This order, which we shall denote by the symbol < ~ is exactly the 
dual of the partial order of subsets of [ 1, n - 11. We shall also adopt once 
and for all a total order for compositions that linearly extends the partial 
order of 17,. It is convenient to do this by ordering the blocks of composi- 
tions corresponding to the same partition according to the lexicographic 
order of the corresponding partition, then ordering the compositions 
within a block by reverse lexicographic order. With this convention the 
compositions of 5 are ordered as follows: 
c 
J 
41 14 
32 23 
311 131 113 
221 212 122 
2111 1211 1121 1112 
11111 
196 GARSIA ANDREUTENAUER 
Proposition 1.1 has the following immediate corollary. 
PROPOSITION 1.2. The left regular representation of C,, consists of 
2” ~ ’ x 2” ~ ’ upper triangular matrices. 
Proof. Note that if M is a integer matrix with row sums given by q then 
the word w(M) will necessarily be a composition which is liner than q. 
Thus (1.3) may also be rewritten in the form 
B,xB,= 1 cpyrBrr (1.7) 
‘cnq 
where 
c p4,= #{M:c(M)=p,r(M)=q,w(M)=r}. (1.8) 
This clearly implies our assertion. 
We recall that the radical ,,& of an algebra A is defined as the largest 
ideal of A consisting of nilpotent elements. To identify the radical of C, we 
need to recall some elementary facts about matrix algebras. The first of 
these may be stated as follows: 
PROPOSITION 1.3. Zf A is an algebra of m x m matrices then 
fi= (aEA: traceax=OforallxEA}. (1.9) 
ProoJ Let J denote the set on the right-hand side of (1.9) and let I be 
an ideal of A consisting of nilpotent matrices. We want to show that I E J. 
However, since I is an ideal, a E A implies that ax E I for all x E A. Thus ax 
is nilpotent, so trace ax=O. This gives Ic J as desired. In paticular we 
obtain 
To reverse this we need only show that J itself is an ideal of nilpotent 
matrices. But, aE J implies that trace ak = 0 for all k, so that the eigen- 
values of a must all vanish, and am itself must necessarily vanish. Thus all 
elements of J are nilpotent. Now let aE J and x, y be arbitrary elements of 
A. We then have 
trace ya x = trace a x,v = 0 (1.10) 
and clearly trace uy x = 0. Thus J is an ideal. This completes our proof. 
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We shall also need the following classical fact: 
PROPOSITION 1.4. Let A be an algebra of m x rn matrices, let 
a= (a,, a?, . . . . av) 
be a basis of’ A, and set 
M(a) = /I trace aiaj II F= I ; 
then 
dim fi = N - rank M(a). 
Proof It is easy to see that if b= (b,, b,, . . . . bN) is another basis of A 
and C is the matrix which expresses b in terms of a then 
M(b) = CTM(a) C. 
Thus the rank of M(a) is independent of the basis we choose. 
Then let 
a = (fjl, . . . . cbh, ti 1s ..-> $, >, 
where bI, . . . . (bh are representative elements of a basis of A/J% and 
11/r, . . . . I,/I~ form a basis of ,,/A. By Proposition 1.3 
Thus 
and the rank of M(a) cannot be greater than h = dim A/,,&. On the other 
hand if the rows of M(d) were dependent then for some constants 
cl, cl, . . . . ch, not all vanishing, we would have 
c, trace q4r 4, + c2 trace q4,dj + . + ch trace b,ijj = 0 (j = 1, 2, I.., h). 
This would imply that for all XE A 
trace(c, $1 + ... + ch(bh) .x = 0, 
which (by Proposition 1.3) forces 
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contradicting the independence of { q5r, . . . . d,,) modulo fi. Thus the rank 
of M(b) must be h, that is, rank M(a) = dim A/,,&, and this is what we 
wanted to prove. 
These three propositions enable us to identify a. 
THEOREM 1.1 (Solomon [23] ). The radical of C, has dimension 
2” ’ -p(n). Furthermore, the elements 
B, - B+I 
that are not zero form a basis of fi 
Proof. For the purposes of this proof we shall identify the elements of 
C, and those of Q(s,) as well with their images under the left regular 
representation of Q(S,). Note then that the trace of any f~ Q(s,,) is given 
by 
tracef= C fol,=n!f Ic, 
0 E & 
where “IO” denotes the operation of taking the coefficient of cr in the 
preceding expression. Since the identity permutation E is in every class D,, 
we shall necessarily have that 
trace B,=n!B,I,:=n! (for allp k n). 
Proposition 1.1 then yields 
trace B,B,=n! # {M: c(M)=p, r(M)=ql. 
Now it is well known in the theory of symmetric functions (see [lo]) that 
for p, q k n we also have 
where “< , >” denotes the,Hall inner product. We must then conclude 
that the matrix 
is none other than the Gramm matrix of the system 
SOLOMON'S DESCENT ALGEBRA 199 
Since the latter spans a space of dimension p(n), the rank of its Gramm 
matrix must be p(n) and we finally get that 
as well. Proposition 1.4 then yields the first assertion of the theorem. Note 
now that the elements BP - B,,,, that correspond to compositions p that 
are not strictly decreasing are 2” ’ -p(n) in number and clearly independ- 
ent (as elements of Q(s,)). This given, to complete the proof we need only 
show that they all belong to ,/zlrr. However, by Proposition 1.3, this will 
follow immediately if we show that for any p, q, r krr with i(p) = I(q) we 
have 
trace (B,,-B,) B,=O 
Then let M = )I nz;, I/ and 
c(M) =p> r(M) = r. 
Let r~ E S, be a permutation for which 
Then the matrix 
4i= Pbl (i= 1, 2, . ..) k). 
fJM = II M.0, II 
has column sums q and row sums r. Thus we may write 
(Bp - Bq) Br = 1 (B,(,,, - Bww,,). (1.11) 
dM)=p 
rlM)=q 
Since for any a, b k n we have 
trace(B,-B,)=n!-n!=O, 
(1.11) gives 
trace (B, - BY) B, = 0, 
as desired. This completes our proof. 
2. LIE MONOMIALS AND THE RIGHT ACTION OF C,,ON Q[A”] 
Let A = {a,, a*, . . . . uiv} be an alphabet with N letters and let A* and A”, 
as customary, denote the collections of all A-words and respectively all 
A-words with n letters. As customary, the length of a word WE A* refers to 
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the number of letters in w and is denoted by 1 w 1. The (non-commutative) 
algebra of all polynomials 
P= c P,.w (2.1) 
with rational coefficients will be denoted here by Q[A]. Multiplication in 
Q[A] is carried out by means of the familiar concatenation product of 
words in A *. A polynomial P E Q[A] is said to be homogeneous of degree 
n if all the words appearing in (2.1) are of length n; we shall also say that 
P is fi&y homogeneous of form wO if all the words appearing in (2.1) are 
rearrangements of w,. The collection of all polynomials of degree n in 
Q[A] will be denoted by Q[A”]. 
We recall that the right action of the symmetric group S, on words of A” 
is defined as follows. If 
0= 
[ (71 1 CT2 2 .f’ .. 0, n 1 E sn 
and 
then 
wo=b,,bo2.-b On’ 
This is the so-called Polya action of permutations on the positions of the 
letters of a word. It extends to all of Q[A”] by linearity. Finally, for each 
f= 1 f(a)oEA(TJ, 
ots, 
and each PEQ[A”] we set 
Pf= 2 f(a) Pa. 
0 E s, 
In contrast we shall also consider the left action of CL(N) on Q[A] by 
setting for an N x N matrix c( = II c(~ I( and each letter uj: 
This action extends multiplicatively to a word 
w=b,b,...b n 
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by setting 
T,w= fi T,b, 
i=l 
Finally, the action is extended by linearity to all of Q[A]. 
It is important to note that the right action of A(S,) and the left action 
of GL(N) on Q[A”] commute. That is, for any c1 E GL(N), PE Q[A”], and 
SEA we have 
TAP.) = (T,P)f: (2.2) 
Here we shall let LIE[A] denote the Lie subalgebra of Q[A] generated 
by the letters of A and the bracket operation 
[P. Ql = PQ - QP; 
this is usually referred to as the Free Lie Algebra over A. Each element of 
LIE[A] is called a Lie polynomial or a Lie element. Given a ktuple 
p, , p, 3 ,.., Pk of homogeneous elements of LIE[A] we shall call the 
product 
P, P, . ‘. P, 
a Lie monomial. We shall also set 
(P,.P, 1..., P,)=& c P,,P,;..P,,, . 0 E Sk 
and call it the symmetrized product of P, , P,, . . . . P,. 
The Poincare-Birkhoff-Witt theorem yields that the enveloping algebra 
of LIE[A] is Q[A] itself. In particular it follows that Lie monomials as 
well as symmetrized products span Q[A]. The relevancy of these notions 
to the present context is that the natural right action of C, on Q[A”] may 
be expressed in a remarkable, purely combinatorial, way by its action on 
Lie monomials. To present some of this material, here and in the following 
sections, we shall need some basic facts about the Free Lie Algebra and 
Lyndon words and their corresponding bases. Standard references are 
Bourbaki [6, Chap. II) and Lothaire [16]. A combinatorial treatment of 
the subject which is more attuned with the spirit and notation of the 
present paper is given in [9]. We shall review here only the definitions; all 
the missing details and proofs can be found in [9]. 
It is convenient to visualize bracketings by means of binary trees. To be 
precise, given a complete binary tree T with n terminal nodes and a word 
rv=b,b,...b, in A”, we shall let the pair (M’, T) represent the contiguration 
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obtained by appending the letters of u’, successively and from left to right, 
upon the leaves of T. Let T have T, and T, as left and right subtrees and 
let u’r and ~1~ be the portions of w respectively hanging from T, and T2 in 
(MI, T). This given, we recursively set 
with the agreement that when T consists of a single node (that is, if n = 1 
and MI is a letter of A) we must set 
b(w, T)=w. (2.3) 
For example we see that 
a’ ‘b 
= [[a, [a, b] 1, a] = 3aaba - 3abaa + baaa - aaab. 
In this vein LIE[A] may be taken as the subspace of Q[A] spanned by 
the polynomials b(w), T). This will also give us a visual way to represent 
symmetrized products. For instance, 
[33 2y5 ’ 11 (2.4) 
represents the element of the group algebra of S, that is the symmetrized 
(concatenation) product of the Lie elements: 
3, 245 - 254 - 452 + 542, 1 
(in the alphabet { 1, 2, 3,4, 5 > ). 
If p=h,p*, ...1 pk) is a composition and Pi is a homogeneous Lie 
element of degree pi (for i= 1, 2, . . . . k) then the Lie monomial P, P2 ... Pk 
will be said to be of type n. If A(p) = A then the corresponding symmetrized 
product 
(P,, P,, .“? Pk) 
will be said to be of shape II. For instance, the symmetrized product in (2.4) 
is of shape (3, 1, 1). 
Let 
x= {.Y , , x2, . ..1 x,} and y= {Y,>J’2, . . . ..YN} 
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be two alphabets. For a word 
set 
and YOr,) =?‘,, .t’,, ‘“J’,,. 
Let us also set 
w(X+ Y) = fi (Xi, + ,I,,). 
>=I 
Expanding the product and allowing the variables in X to commute with 
those in Y gives 
We may now group terms according to the resulting X-words and Y-words 
and write 
w(X+Y)= c c X(u) Y(0) c ~(tv,~=u)~(w~,=r’), (2.5) 
Lit 4’ ,7e.4* SE [I. n] 
where the symbol ~1.~ denotes the subword obtained by selecting the letters 
of \V whose positions are in S, and N’,.,~ denotes the complementary 
subword. 
Let us now introduce a scalar product on Q[A] by setting for each pair 
of words u. ~1 E A* 
(u, u)=x(u=o). 
It is easy to see that (2.5) in terms of this scalar product has the simple 
form 
M’(X+ Y)=Cpqu) Y(u)<rc,uwu) 
u r 
Extending the operation H’ + w(X+ Y) to Q[A] by linearity, that is, 
f-(X+ Y)=~f,.w(X+ Y), 
)I 
we see that we must have as well 
j-w+ Y)=~-p(u) Y(0) (f,uwu). 
u c 
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In the same manner it can be shown that if X”‘, X”‘, . . . . X”“ are com- 
muting alphabets then we also have 
j-(X”‘+ X(2’+ . + jy’k’) 
=ccc (Al41 wu2w ~~‘wUk)X(1)(U,)X(2~(U~)~~~X(~)(Uk). (2.6) 
u, uz Uk 
We recall that one of the characteristic properties of a Lie element P is 
its linearity. More precisely, a theorem of Friedrichs [S] says that, for 
commuting alphabets, we have PE LIE[A] if and only if 
P($” + X(2’+ . . + P’) = P(X”‘) + P(F)) + . . . + P(F’). 
A proof of this result, with the same notation used here, can be found 
in [9]. 
We are finally in a position to give a precise description of the action of 
C, on Lie monomials. To motivate the calculations that follow we shall 
start with an example. We shall work out the product 
when P,, Q,, R, are Lie elements of degrees 2, 3, 2, respectively. We can 
do this by calculating the coefficient 
c,,. = (PzQ~RzL w> 
for an arbitrary word w of length 7. Now, it is easy to see that if U, v E A” 
and o E S, then 
Thus 
(Mb, v) = (u, lx-‘). 
and ( 1.2) gives 
c,.= (P,Q,R,, w12345w67), 
So, if ul= ai, ail . . . ah we shall have 
cw= <f’,Q,R2, ai,ai,ai,ai4ai5 W Qihai,) 
= (P,Q,Rz, uwv>, 
where we have set u = a, .“a;, and v = ai6a,,. We can now use (2.6) and 
obtain 
cn,= P,(X+ Y) Q,(x+ Y) RAX+ YII,,,, y(u). 
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Since P2, Q3, and R, are Lie elements this reduces to 
c,, = (PAW + PA Y))(Q,(J’) + QA Y))(RdW + RA Y))l 5, ‘iy~,).~‘4.~15 I’S6 .?I,’ 
Now clearly, of the eight terms obtained in expanding the product the only 
ones that can yield a contribution to c,. are those that are of the fifth 
degree in the .Y;S and of the second degree in the .t’i’s. This gives (using the 
commutativity of the .Y,‘s with the y,‘s) 
(‘w = f’,(JA QdW RA Y)l .qr,) v(c) + Q&U MW Pz( Y)l x,u, y(r) 
=P~Q~IuR2I~+Q,R7l~P?lt 
= (P2QxR2, w) + (Q3R2P,, uo). 
In other words we have shown that for an arbitrary M’ E A’ 
(PzQ,RzB,z, M$> = (P,Q,R,, M.) + tQ,R,P,, ii,>. 
But this means that we must have 
We should be able to see from this example that the action of a B, on a 
Lie monomial produces a sum of monomials obtained by carrying out 
certain selected permutations of the factors. To treat the general case we 
need some notation. For convenience, if P, , P,, . . . . P, are polynomials and 
S=~i,<i,<...<i,),isasubsetof[l,m] weshalllet 
P, = P,, P,, . . P,. 
This given, we begin by proving an auxiliary identity, which is worth a 
separate statement. 
PROPOSITION 2.1. Let P, P2 . . P, be a Lie monomial of type p k n, 
let 4 = (ql, q2, . . . . qk) k n, and let u,, u2, . . . . uk he words in A* with 
Iu,I =qi. Then 
(P,Pz... P,, lI,WU~W~~~WUk) 
= 
c ~PS,PS,~~~P,, U,U*-..%). (2.7) 
s, + s: + +&=[I,m] 
degree P,,, = y, 
It should be understood that if this is an empty sum then for any choice of 
the uls, 
206 GARSIA AND REUTENAUER 
Prooj Let X”‘, X”‘, . . . . X”“ be commuting alphabets. From formula 
(2.6) we deduce that 
(f,u,wU*w.‘.wUk)=f(X(‘)+X’l’+~..+X(k)l X”‘(U)) xqIq)- T&(U,)~ 
Now, if we setf= P, P2.. P, with each Pig LIE[A] and use the linearity 
of Lie elements, the right-hand side of this equation expands to 
i 2 ... i PI(x”‘)) P2(~‘“‘)...P,(~‘im’)l~~),uI,~z,~u~). ..@k~,~~). (2.8) 
j~=l jI=l Im’ 1 
For each J= .(jl ,j2, . . . . j,,} let 
S,(J) = (v,j,, = i}. 
Since the alphabets A”” commute we may rewrite (2.8) in the form 
c PS,(J,W”) PS2,J,W2’) . . . PSk,,,Wk’)l X” (U,) ‘w!q). X’k’(Uk) 
or in the equivalent form 
but this is the same as 
(2.9) 
Now, so far the S,(J) are just an arbitrary k-tuple of disjoint subsets 
decomposing [ 1, m]. Thus putting all this together we deduce that 
(P,P~~~~P,,u,wu*w~~~wu~) 
c ps,I.,pszlu, . ..Ps.I.,. 
.s,+s2+ f.. +.sk=[l.m] 
(2.10) 
Now we see that, unless 
degree P,, = length ui = qi, 
there can be no term with ui in P,y. and the expression 
ps, I “, 
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evaluates to zero. This allows us to rewrite the right-hand side of (2.10) in 
the beautiful form 
c (P,,P,,.~.P,,,u,u~~~~u~). 
s, + s2 + + Sk = [ I, ,?Z ] 
degree Py, = q, 
Thus (2.7) holds true as desired 
It will be good at this point to understand better when this is an empty 
sum. Note that since, by assumption degree P, = p,, we must have 
degree P,sJ = 1 p,. 
/ t s, 
If we interpret compositions as words in the alphabet of integers, we may 
let ps, denote the suhi~ord of p obtained by selecting the components of p 
indexed by the elements of S,. In this vein the condition degree P,, = q, 
may simply be interpreted as saying that ps, is a composition of q,. This 
given, we see that the sum in (2.7) can be different from zero only if it is 
possible to select a set of compositions 
(2.11) 
which are complementary subwords of p. In other words we need to have 
(2.11) and 
pEp”‘(JJp’2’(JJ . ..(&p’k’ (2.12) 
for the sum in (2.7) to be non-empty. For convenience let us verbalize 
(2.11) by saying that the ktup” p’l’, p”‘, . . . . ptk’ IS q-compatible. Moreover let 
us read (2.12) by saying that this k’uP’e is a coshuffle of p. 
We are now in a position to state and prove a result which is fundamen- 
tal for all our subsequent developments: 
THEOREM 2.1. [f q = (q, , q?, . . . . qk ) + n, and P, P, t P,,, is a Lie 
monomial of type p /= n then 
PIP,...P,,B,= c P,, ps2 . . psi. (2.13) 
.s,+sz+ ... +&=[1.nl] 
PY,C Yi 
Moreover, if p has no q-compatible coshufflrs, then 
P, P, P,,, B, = 0. 
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Proof: Note that for any u’ E Q[A”] we have 
(P,Pz...P,B,,~)=(P,P2...P,,~‘lBq). 
But (1.2) gives that 
where u, is the segment of u’ that occupies the positions given by the ith 
segment of E(q), that is, 
u, = M’&(y). 
Thus we must conclude that 
(P,P,..~P,B,,u~)=(P,P,..~P,,u,wu,w...wu,). (2.14) 
Since here ur u? . . . uk = u’, (2.7) yields 
(P,P,-.P,B,, w)= c (PS,PS2~~.PSk. w>. 
s,+s~+ +sk=rl.m] 
degree Ps, = q, 
The validity of this identity for arbitrary \V E A” clearly implies (2.13). 
Finally, it is easy to see that the last assertion of the theorem follows from 
(2.14) and our remarks at the end of the proof of Proposition 2.1. This 
completes our proof. 
The reader may find it worthwhile working out some applications of 
(2.13). As a further example we point out that if P,, Q3, R2, S2 are Lie 
elements of degrees 3, 3, 2, 2 then 
We shall see that (2.13) leads to a new combinatorial way of carrying out 
multiplications in Z, which is faster for hand calculations than that given 
by Proposition 1.1. 
3. THE POINCAR~&BIRKHOFF-WITT THEOREM AND 
A BASIS OF IDEMPOTENTS FOR Z, 
For a partition J. we shall define HS, to be subspace of Q[A] spanned 
by the symmetrized products of shape ,I. The following result is a conse- 
quence of the Poincare-Birkhoff-Witt theorem and is valid for each graded 
Lie algebra and its enveloping algebra. 
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PROPOSITION 3.1. Q [A] is the direct sum of its suhspaces HS j,. 
Proof: Let Sym LIE[A] denote the symmetric algebra of LIE[A] and 
let S, be the subspace of Sym LIE[A] generated by k-tuples 
PI @PI @ . @P, such that the composition 
(degree P, , degree Pzq . . . . degree Pr) 
is of shape i. 
Define a linear mapping 
4: Sym LIE[A] -+ Q[A] 
by setting 
d(P,, P2> .‘., Pk) = (P,, P,, . . . . Pk). 
The PBW theorem (see [6, Ex. 16, Sect. 4, Chap. II]) implies that 4 is an 
isomorphism. Since it is clear that 
and that Sym LIE[A] is the direct sum of its subspaces S,, the assertion 
of the proposition necessarily follows. 
This result enables us to define projections pj by setting 
I P P;(P)= o if PEHS; if PEHSl,withA#p 
Note that for any homogeneous polynomial P of degree n one has 
p= c Pi(P). 
i t n 
(3.1) 
This is all very fine but we can be more specific. Note that if P is finely 
homogeneous of type ~1, and In’, 1 = n then each p).(P) is also of type M‘,. 
This can be seen as follows. Let 
P>,(P) = c (P$ Pi,‘, . ..) PyJ. (3.2) 
Since each term 
(PP,‘, Pi,‘, . ..) P:;,;,) 
is multilinear in in its arguments, we may suppose without loss that each 
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Pj,’ is finely homogeneous. This given, we can easily see that neither the 
relation 
nor 
P).(P) E HS>. 
is invalidated if we remove from the right-hand side of (3.2) all the 
summands for which the polynomial 
pf.ipi.,i,..pA,i 
? /ii. / 
is not finely homogeneous of type w,. 
Applying this observation to the polynomial P consisting of the single 
word a, al.. a,, we deduce that for each A + n and for some suitable coef- 
ficients ej,(o) we have 
This given, we define EA in the group algebra A( S,) by setting 
Ej.= c e,(o)a. 
(T E s, 
But we now have the following remarkable fact: 
THEOREM 3.1. For each homogeneous polynomial of degree ?I and each 
A t n, we have 
pj.(P) = f’E>: (3.3 1 
Moreooer, the E, are orthogonal idempotents decomposing the identit?!. That 
is, in A (S, ) M’e have 
EA E, = E>. if’ p=I 0 otherwise, (3.4) 
I= c E;.. (3.5) 
A + ,1 
Proof Note first that (3.4) and (3.5) are immediate consequences of 
(3.3) and the definition of the pi, operators. Indeed, for any PE Q[A”], 
(3.3) used twice gives 
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On the other hand since pI( P) E HS, we must have 
P,(P;.(P)) = 
Pj.(p) if p=i. 
() otherwise. 
Combining these two relations and using (3.3) again yields 
P( Ed, El, 1 = 6 j.p PET, .
Moreover, (3.1) gives 
P= c PE, 
1. t PI 
as well. We see that the validity of these two identities for P = a, a2 a,, 
is already sufficient to yield (3.4) and (3.5) as desired. 
We are now almost finished since (3.3) is an immediate consequence of 
the commutativity of the actions of CL(N) and A(S,,) and the invariance 
of each HS, under the action of CL(N). In fact, from the definition of the 
E, we get 
a,a,.,.a,,= c a,a2...u,E,,. 
i + ~1 
(3.6) 
Moreover, note that for each i. 
Then let 
and c( be any N x N matrix such that 
T,a, = hi (for i=1,2 ,..., n). 
Since any T, sends HS; into itself we must also have (using (2.2)) 
WE, = (T,(a, a, . . .a,,))Ej,=T,((a,az”.a,)E,)EHS,. 
Applying T, to both sides of (3.6) and using again (2.2) gives 
However, from the unicity of decomposition of an element of Q[A] as sum 
of elements in the HS,‘s it necessarily follows that 
Pi, = WE;,. 
607 77 2-h 
212 GARSIA AND REUTENAUER 
Since this holds for arbitrary WE A”, linearity yields (3.3) for arbitrary 
P E Q[A”] as well. This completes the proof of the theorem. 
It develops that we can give explicit formulas for the E,‘s and some very 
closely related idempotents yielding a new basis for Z, which is quite inter- 
esting in its own right. To this end we need to make use of a device which 
proved very effective in previous work (see [20,9]). 
Let F(A) be the complete tensor product 
where the superscript “s” indicates that, in the left factor, the multiplication 
operation is to be the shujfle product rather than concatenation. For 
instance if a, b are alphabet letters then in F(A) 
(aOb)x(b@a)=(ab+ba)@ba. 
Each element f of F(A) could be an infinite linear combination of pairs of 
A-words 
with rational coefficients fP,L.. 
It will be convenient to introduce a notation that distinguishes the 
operation of taking the coefficient of u from that of taking the coefficient 
of v inJ: More precisely, we set 
.f[u, =f I [u, = c .fwJ (3.7) 
USA’ 
and 
Our basic tool is the diagonal element 
A= 1 u@u. 
Uf0 
It is not difficult to see that 1 + A has a well-defined logarithm in F(A) 
given by the formal series 
p=log(l+A)= c (-2*.-l Ak. 
k21 
(3.8) 
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Moreover, again in the formal series sense, we have 
exp(p) = 1 + d. (3.9) 
The remarkable fact (see [20] or [9] for a proof) is that the coefficients 
prU, are all Lie polynomials. At this point it is well to illustrate manipula- 
tions in F(A) by calculating these polynomials explicitly. 
We start by noting that 
Akl [w] = u, wu]“d.“wuk, M’>U,U2’..Uk. (3.10) 
Ul”0 Qf0 UI z 0 
Clearly, this is a polynomial in Q[A], and since it vanishes identically for 
k > 1 u’ ) we may write for u’ E An 
‘1 (-l)k-’ 
PCWI = c /$ Akl~w,. 
k=l 
(3.11) 
This shows that pew,, is a polynomial as well. But we can be more explicit. 
Note also that we may write 
s, s, ..’ s, 
u,wu~w~~~wuk= 
c s,+.s2+ ‘. +.%=[l,n] zl,u7 ... Zlk & 1 I .T I =Ius I 
Here the symbol 
u, ul “. uk I. 
represents the word obtained by placing the letters of u, in the positions 
corresponding to the elements of the subset Si. When we take the scalar 
product of this word with MI we will then get zero unless w itself also has 
u, as a subword occupying these positions, that is, 
This implies that we can write 
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Substituting this expression in (3.10), a change of order of summation gives 
Ak I [wl = c 
But we are not through yet. Note further that, if p, = 1 Sj 1, we can write 
E,(P) J%(P) ... E,(P) 
1 s, s2 “’ Sk ’ 
where the permutation above is the one obtained by placing the elements 
of Si in the positions indicated by E,(p). Now, we see that a dual version 
of (1.2) is the identity 
B, = c 
E,(p) E2(p) ‘.’ Ek(p) 1 s, s, “’ Sk (3.13) s,+s2+ .. +Sk=[l.n] 
This given, substituting (3.13) in (3.12) we are led to the beautiful formula 
AklC,,.,= c wBp. 
P+n 
k(p)= k 
(3.14) 
So we finally obtain 
k(P)- 1 
c wBp= c (--I) wB 
k(P) p’ 
(3.15) 
Ptn P+n 
k(pl=k 
In this formula we should easily recognize the Lie idempotent studied inten- 
sively in [20, 9, 33 (and quite surprisingly also in [ 221). 
Proceeding in this vein we may as well see what we get from the identity 
(3.9). To this end we need to calculate the successive powers of p. Now 
since 
we can start by noting again that 
Pkl cw,1= c c -.& (~(IW~~2w”‘ChJ~k,M’)P[,,]PrUzl...P[u~]. 
Ulf0 U?#0 
(3.16) 
Essentially formula (3.10) differs from (3.16) by the replacement of the 
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second 14~ by pcU,]. Thus without having to repeat similar calculations we 
should easily see that for M’ E A” we have as well the analogue of (3.12): 
This in turn can be rewritten as 
Pkl [M,] = c l~‘P[.s,lPr.s2] “.Pr.si]. 
.s,+.s> t- +.s*=[l.nl 
I .s, I f 0 
Caution should be exerted to read this formula correctly. First, the p-terms 
on the right should be concatenated. Second, the resulting element of the 
group algebra A( S,,) should act on \v, jkonz the right, as indicated at the 
beginning of Section 2. Proceeding in the same vein as in our previous 
calculation we shall set for a p k n 
I,, = c P~.s,~P~.s,~ “‘ r.sAl. (3.17) 
s, + .sr + +s,,=r~.~,l 
/.~,I =P, 
This allows us to write a formula entirely analogous to (3.14) 
and (3.9) finally gives for w E A” 
(3.18) 
(3.19) 
This identity yields a surprising expression for our idempotents E,.. For 
~=(~1,~2,...,Ili)t--zlet 
m(i)= #(p t= n:E,(p)=i) (3.20) 
and 
s(2)= # (aESk:2.d=/lj-, (3.21) 
where for OES~ we set Aa= (A,,, A,,?, . . . . A,,). In words m(A) gives the 
number of compositions of II that rearrange to I. and s(A) gives the size of 
the stabilizer of 3, in S,. Clearly, 
m(2) s(2) = k!. (3.22) 
This given, we have 
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THEOREM 3.2. For i = (A,, R,, . . . . A,) c n 
E>.=$, c 1, ’ h(p)=, 
1 
s(i) 
c (P[S,,Y PC&]* “‘9 PC&l). (3.23) 
sl+sl+ +s,=rl.f21 
I s, 1 = i, 
ProoJ: The last expression in (3.23), after a change of order of summa- 
tion, becomes 
‘-c c s(i) k! Pls”,lPcs”21 “‘PC&,l. at& s,+s2+ ... +S~=[i,n] 
I s, I = 4 
But from (3.17) and (3.21) we easily derive that this is none other than 
This establishes the last equality in (3.23). Moreover we also obtain that 
the expression 
&,I IF 
Y.(P) = i 
must be in the space HS,. Since (3.19) written for w=a,a, . ..a., yields 
12...n = ,c, k(A)! Icp,=l 
LCI 
” 
the first equality is then a necessary consequence of the uniqueness of the 
decomposition of any element of Q[A”] as a sum of elements in the HSis. 
This completes our proof. 
There is a further surprise in store here. Indeed, it develops that the Z,‘s 
(for p k n), and consequently also the E,‘s (for I t n), are all in the 
Solomon algebra C,. This is but one of many consequences of a beautiful 
explicit expansion of the Z,,‘s in terms of the BP’s which we can easily 
derive from our identities (3.15) and (3.17). To state the precise result 
we need some further notation. Note that if p & q 1 n, p cx q, and q = 
(41 5 42, . ..1 qs) then we can decompose the word p into successive segments 
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$11, p, . ..) p’“’ such that p”’ + q,. Now let kj denote the number of parts 
of p”’ and set 
k(p,q)=k,k>...k,, 
k!(p,q)=k,!li,! . ..k.!. 
THEOREM 3.3. 
k(p)-k(y) 
I,= c l-l) 
k(p, 9) BP. P GnY 
(3.24) 
Proof Rewriting (3.17) with q replacing p gives 
I, = c P[s,]P[.s21 ‘.‘Pr.sk]. (3.25) 
s, + s> + +sk= [l.n] 
I .s, I= 4, 
Now, for S= Si, (3.15) may be rewritten as 
t-11 
k(Pi’i, ~~ 1 
c k( p”‘) 
B,io(S,), 
P”’ k= Yi 
(3.26) 
where, if S= {il < i3 < . < i,) is a set of integers and p + q, then B,(S) 
represents the polynomial obtained by replacing everywhere in B, the 
letters 1, 2, . . . . q by i,, i,, . . . . i,, respectively. 
Substituting (3.26) in (3.25) we get 
h(pll’l + + kiplf’) ~ k 
I,= c . . . c t-l)- 
P”’ b 4, Pfk’ k ‘,A 
k(p”‘)...k(p’k’) 
X c B,,,,,[S,] ... Bpm[Sk]. (3.27) 
sl+ +.s~=~I,~~] 
/.~1/=4, 
Now a moment’s reflection should reveal that for any decomposition of p 
into subwords p’j’ k q, we have 
c B,m[S,] ... B,,iJS,] = B,. 
s,+ ,.. +.sk=[l,n] 
I s, I = 4, 
If we combine this observation with (3.27) our identity (3.24) follows 
immediately. 
In the next section we shall show that the identities in (3.17) and (3.24) 
yield remarkable multiplicative properties for the Z,,‘s. In particular we shall 
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obtain that they are all essentially idempotent. Here, we shall terminate by 
deriving two important consequences of (3.24). 
THEOREM 3.4. The system (I,, ) p k n is a basis for C,, . Moreover, for all 
q i= n we have 
1 
Rr=,gnr k!(q, r) I” 
(3.28) 
Proof Clearly (3.24) shows that the matrix expressing the system 
~~PL in terms of the basis {B,,], + ,~ is upper triangular (in any total 
order of compositions which refines < ,). Since the diagonal elements are 
all equal to one, this matrix is invertible. So the first assertion is immediate. 
The surprising fact is that the inverse is as simple as given by (3.28). 
Note that if we substitute (3.28) into the right-hand side of (3.24) and 
make a change of order of summation we get 
Thus (3.28) holds true if and only if for any p & r k n 
c (-1) 
klP) ‘VYl 1 -= 
k(p, 4) k!(q, r) x(p=r). P <x4 snr 
(3.29) 
Now to show this, note that if r = (rl, r?, . . . . r,) and p”’ is the segment of 
p that decomposes ri then the interval [p, q] (in the refinement order) 
factorizes into the Cartesian product: 
CP, rl = CL+“, r,] x [p12’, rz] x ... x [p”‘, r,]. 
This implies that we need only establish (3.29) for the case when r is a 
composition with only one part. Moreover, since the factor k(p, q) depends 
only on the number of parts of p that make up the successive parts of q, 
there is no loss in assuming that p is the finest composition. This reduces 
us to verifying that, for r 3 2, 
c (-l)r--C(q’=* 
(/br x/qhq)! . 
(3.30) 
Here we have used the APL notation x/q to denote the product of the 
parts of q. Now the easiest way to prove (3.30) is to observe (as was 
suggested to us by J. Remmel) that the left-hand side, times r!, gives none 
other than the number of even minus the number of odd permutations of 
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1, 2, . . . . r. To see this, note that since each of the terms in then sum depends 
only on the shape of the composition, we can rewrite (3.30) as 
(3.31) 
But when 
we see that the summand in (3.31) (using (3.22)) reduces to 
( _ 1 )r hi.1 
1x121’...rZrg,! z,! . ..z !’ r 
which differs only by the missing factor of r! from the signed number of 
permutations of cycle structure A. This completes our proof. 
There are some interesting generating function identities giving the E,‘s 
and the Z,,‘s that are helpful in hand calculations. Let T be the infinite 
alphabet t,, tz, t,, . . . . and T* be the free monoid it generates. Each word 
in T* may naturally be viewed as a composition. So if 
II = u(p) = t,, t,, . t,, E T*, 
to be consistent with our previous notation, we shall set k(u) = k(p) = k. 
Moreover, it is good to set 
+lu= +/p=p,+p,+...+pli, 
and call this the weight of u (or p). Now define, for any n 3 1, an element 
e, of the free algebra Q[T] by 
(3.32) 
where x is a variable which commutes with every t,. Let x,, x2, xj, . . . . be 
infinitely many variables commuting with each t,. For a partition 
j = 1”‘2”2.. . pp , denote by .yj the monomial 
and then define elements ei. of Q[T] by the formula 
1 Xjej. =exp ( 1 e,,i.,,)- 
i-I, t1 3 I 
(3.33) 
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THEOREM 3.5. Let 6: Q[ T] + IJ,, C, be the mapping defined by setting 
6(1((p)) = B,. Then for any partition 1, 
E;. = d(ej, 1, (3.34) 
I, = S(e,, ep2 . . epk). (3.35) 
ProoJ These identities are immediate consequences of (3.23) and (3.27). 
It will be good to illustrate this last result by an example. We shall 
calculate I,,,. To this end note that 
e3 = t, - i(tl t, + t2tl) + it: 
e, = t, 
1 7 e2 = t2 - 2ti 
and thus 
I 1 e3e,e2=t3t,t2-$,t,t,t,-$2tltlt2+ 
= it’: t2 - it3 t; + it, t2 t; + $2 t’: - it;, 
so finally we have 
1312 = &e3ele2) = B3,2- i(B12,2 + B2112) 
+~B,,,,,-~B I 3111 + 4B12111 + 4 21111 - 6 ‘B lB 1l1IlI 
Formulas (3.32) and (3.33) enable us to prove the assertion (1.6) made 
in the Introduction. We have stated there that the linear map 4 from Z, 
onto the space H,,[xi, . . . . ?cN] of homogeneous symmetric polynomials of 
degree n defined by setting for p = (p, , p2, . . . . pk ) k n, 
&, = h,, h,, . h,, . 
is a homomorphism of C, onto H,,[xi, . . . . x,] endowed with the 
Kronecker product. This implies in particular that the images by C$ of our 
idempotents Ei. must also be a set of orthogonal idempotents decomposing 
the identity. Since the only such set in Hn[-x,, . . . . s,,,] (with respect to the 
Kronecker product) is given by the normalized power symmetric functions 
IC/,/n?, we should suspect that the elements q5E, must be, at the very least, 
a permutation of the $,/J.?‘s. But in point of fact we have 
$$E.. A. 
’ I,? 
(3.36) 
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To see this, let SYM denote the algebra of all symmetric polynomials with 
the usual multiplication as product. Also let p denote the linear map of 
Q(T) onto SYM defined by setting for each element .f~ Q(T) 
We see then that for any two compositions p= 
q = (q,, q2, . . . . qh) we have 
B~P) 44) =&h,: ... h,,k,,k,z. ..A,, = (/WP)) x (B u(q)). 
In other words, /I is also an algebra homomorphism of Q(T) onto SYM. 
This given, applying /I to (3.32) written as 
1 + C t,s’= exp 
,a I 
we derive that 
But it is well known that 
Thus it must be that 
/?(e,) = 5. 
Now, applying fi to (3.33), we get 
Zx,/l(e;)=exp( C .x~$). 
i ,,a I 
But, again it is well known that 
and we must finally conclude that 
(3.37) 
qjE,=p(e..)=e , A? 
as desired. 
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For each element f~ C, we shall then have the expansion 
#f= c Qnu-1%. 
n +- N 
Since CP is an algebra homomorphism and the $),/n? are orthogonal idem- 
potents we see that each map 
f+ 42(f) for A+n (3.38) 
gives a one-dimensional representation of C,. Note further that applying 4 
to (3.35) and using (3.37) we also get that 
Now let 
Applying ~,4 and grouping together terms corresponding to the same parti- 
tion we get 
cr=C& c f 
‘? i.(p)= j. ”  itn 
and this gives 
di.(f)= c fp. (3.39) 
i(p)=>. 
We shall see in the next section that this formula will enable us to identify 
the di, with certain one-dimensional representations of C, appearing in a 
totally different context. 
4. A COMPLETE SET OF INDECOMPOSABLE REPRESENTATIONS OF ZH 
We shall first derive a combinatorial rule for multiplying an Z, by a B,. 
Again it will be instructive to start with an example. We shall calculate the 
product of Z,212 by BJzj. To this end we use (3.17) and obtain that 
ImBm = c PCS,] Pr.szl PrsjjP[s4jB323. t4.1) 
s, + .sz + s, + s4 = r I .Sl 
~.s~~=3.~s~I=?.l.s~l=1.l.s~I=? 
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We can then use Theorem 2.1 and get that 
Prs,lPCs2,PCs2,Prsj,B3?3 = P[S,]P[S~JP[S~IP[SJI + P[s,lP[s,lPrszlPr.si~ 
+ Prs~lPrs~]Pr.sJIP[.s,l + Prs~iPc.sJIPl.s~JPl.sll. 
(4.2) 
Summing over all S, , SI, S,, S, decomposing the interval [ 1 .. . S] with 
respective cardinalities 3. 2, 1, 2, the first term in (4.2) clearly gives back 
I,,,,. However, now the second term yields I,,,, . Similarly, the third and 
fourth terms yield Z2,23 and I,zzj, respectively. We have thus proved that 
This computation should give a good idea of what happens in the general 
case. To calculate the product ZpBy with y = (q,, q2, . . . . qk), we select a sub- 
word ps, of p whose letters add up to q , ; then, from what is left of I-‘, we 
select a subword psL whose letters add up to qr; etc. Finally we are left with 
a subword psk whose letters add up to qk. We then concatenate all these 
subwords into a word Y (which will necessarily be a permutation of the 
parts of p which is finer than q). We repeat this for all possible such selec- 
tions. This done, the desired product is simply the sum of the I, over all the 
words r thus obtained. A more formal version of this rule and its proof in 
full generality are given below. 
THEOREM 4.1. Lef p = (p, , pz, . . . . p,) und q = (q, , qr, . . . . qk) he conzposi- 
tions sf n. Then 
(4.3 1 
= c 1 ‘.’ c z,,,~,2,,..,,i,(p,p”)wp”‘w . ..wp’k’). 
P”’ b YI f’z’ b YL I+’ k vi 
Proqf: Using (3.17) we get 
IpBy= c 
T, + Tz + + Tm= [l.n] 
I T,l =pi 
Theorem 2.1 then gives 
(4.4) 
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Substituting (4.5) into (4.4) and changing the order of summation we get 
c c s,+ +.sk=[l,m] T + ... +T,=[I,n] 
PSI b Yi I T,l =c, 
Now, a moment’s reflection should reveal that 
This proves the first equality in (4.3). To prove the second, we substitute 
into the last sum of (4.3) the identity 
(p,p’l’w.-wp’k’)= c <P* ,“r:, 1:: $k’ . i 
Sk 
s,+ .” +&=CI,ml 1 IS,1 = klP”O 
and obtain, after a change of the order of summation, 
c c ‘.. c <p, ,“;I) 
s,+ .). +.Q=[l.m] p”‘+ y, P(k’ k YI L 
1]: ~~,~IPl~lP~2~...~l~l. 
IS =hp”‘l 
But the expression 
<P1 
[ 
SI .‘. Sk 
P (1) .., p’k’ 1 
is different from zero only if p”’ = pS, , . thus the second sum here reduces to 
the single summand 
So the last two sums in (4.3) are indeed the same as asserted. 
To fully understand the implications of Theorem 4.1 we need to work 
out some examples. The reader may check that we have 
13112B43 = 21,112 + 1,123 
I 3122 Bm = 211,322 + 212,112 + 2123211 
I 31212B54=~31122+z32,12+z3212, +z1223, +1X23,. 
Theorem 4.1 has some very useful consequences when the two composi- 
tions p and q have the same shape. To see this we need some auxiliary 
results that are interesting in their own right. 
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LEMMA 4.1. The following idenritl? holds for any p = (p, , pz, . . . . pk). 
Proof. It is not difficult to see that the summand in (3.17) can be 
factored in the form 
E,(P) E,(P) ‘.. J%(P) 
Prs,] Prs21 . P[sAJ = S s, ..’ s, 1 
PCE,(p)JPrt;(p)l ‘. PW(Pll. 
I 
Substituting this in (3.17), our identity (4.6) follows immediately from 
(3.13). 
We can now derive a remarkable result concerning the action of a basis 
element Z,, on a Lie monomial of related type. More precisely we have: 
LEMMA 4.2. Let p = (p,, pr, . . . . pk) k n and let P, he a Lie element of 
degree pl. Moreover, let q = (q,. qr, . . . . qk) and A(p) = l(q) = A. Then,for any 
permutation 5 E Sk 
= P, P, . . P, B, = 1 P,, PC1 . . P,, . (4.7) d t Sk 
PO=Y 
Proof: Note first that when l(p) = l(q) = A formula (2.13) reduces to 
P,P2...PkB,= c P,,P,;..P,,, 
po=q 
which is the fourth equality in (4.7). To prove the third, we use (4.6) and 
get that 
Observe now that for A= n (a partition with a single part) formula (3.23) 
reduces to 
Thus if Q is a Lie element of degree q we have 
Q=QK,=QPcI. 41 
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From this we can easily derive that if Q, Q, . . . Qk is a Lie monomial of 
type q then 
Q,Q~...Q~=Q~Q~...Q~P[E,,~),PIEZ,~),...PCE~(~)]. (4.9) 
Looking back at (4.8) we note that each of the Lie monomials which occur 
on the right-hand side is indeed of type q. Thus we may apply (4.9) there 
and obtain that 
P,P>... P,I,= PIP,... PkBy, 
as desired. To complete the proof set Qi= P,, in the third, fourth, and fifth 
expressions in (4.7). This gives 
Q,Qz...Qkl,=Q,Q,...QkB,= c P~,,,,,Pl,,,z...P,,,,i. 
(T E Sk 
prrr = y 
Now, the last sum here is clearly identical to the last sum in (4.7). Thus the 
first and second equalities in (4.7) must hold true as well. 
THEOREM 4.2. For i(p) = A(q) = A we have 
(1) Z/J,=Z,B,=s(~)Z,, 
(2) Ej,Iq=Iqt 
(3) E,,I,,=O if p#fl, 
(4) Z,E,=s(i) E;, 
(4.10) 
(5) E,lpEE,,= ’ 
if 11 # E, 
s(n) E; if p=l.. 
Proof. Since by (3.17) 
r, = c P[S,]P[S,] “‘PC&]> 
s, + sz + +Sn=[I.n] 
I.%/ =P, 
and each of the summands here is a Lie monomial of type p with 
i(p) = A(q), Lemma 4.2 applies. Thus right multiplication by Z, must yield 
the same result as right multiplication by B,. This is the first equality in 
( 1). The second equality follows immediately from Theorem 4.1. Indeed, by 
the pidgeon hole principle, to calculate the first sum in (4.3) we are reduced 
in this case to selecting subwords of p consisting of single letters. Thereby 
each of the summands is equal to I,. The number of summands is then the 
number of ways of rearranging p to q. Thus the sum evaluates to ~(1~) I, as 
desired. 
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To prove (2) we use (3.23) and get 
W<,=; 1 I,Jc,, j(p)=>. 
and (1) then gives 
which reduces to (2) because of (3.22). 
Now (3) is an immediate consequence of (2) since it gives 
E,, 1, = E,, Ei. 1, 
and this evaluates to zero by the orthogonality of the E,‘s. 
Finally, we can easily see that (4) follows from (1 ), that the first case of 
(5) follows from (3) and that the second case of (5) is obtained by com- 
bining (4) with the idempotency of the E,‘s. This completes our proof. 
Incidentally, we should mention that (1) in particular implies that our 
basic elements I,, are all idempotents. We shall see that they are projections 
in certain subspaces of Q(A*). 
Note that formula (4.3) may be rewritten in the form 
where the c,,(q) are suitable integer coefficients. This implies that the 
spaces 
L[I,: i,(p)=E.] 
are invariant under the right action of Z,. In fact, more than that is true; 
they are right ideals decomposing the right regular representation of C,. It 
will be convenient here and in the following to order the basis (I,,},, + n by 
blocks b,, where 
with the blocks arranged in the refinement order of partitions and the 
elements Z, within a block arranged in reverse lexicographic order of their 
index p. This given, we have 
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THEOREM 4.3. For each A. t-n 
L[Z,,:A(p)=i]=E,Z:,, 
Thus from (3.5) rce ger that 
(4.11) 
z, = @ L[Z,: /l(p) =A]. 
L t- n 
Moreover, in the above given order of the basis {Ip}pCn, the matrix M(q), 
expressing the right action of B,, is block diagonal. More precisely, if M,(q) 
expresses the right action of B, on E, C, in terms of the elements of the 
block b, then 
M(q)= 0 M,(q) 
i + n 
and the blocks M,(q) themselves give indecomposable antirepresentations 
of En. 
Proof: Clearly 
E,C,=L[E,Z,:p k n]. 
So we see that (4.11) follows immediately from (2) and (3) of Theorem 4.2. 
The only thing that remains to be proved is the indecomposability of the 
right action of C,, on the ideal EiZ,. To this end suppose, if possible, that 
with both Yr and V? non-trivial subspaces invariant under right multiplica- 
tion. Clearly, one of these subspaces, say V,, must contain an element 
with 
1 cp = c#O. 
A<p)=l 
But then for each q of shape A we would have, using (1) of Theorem 4.2 
and the right invariance of V,, 
fz,=s(rl)czqE v,, 
which implies that all the elements of the basis block b, belong to V,, and 
finally that V, = E,C,, which contradicts our hypothesis. 
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There is another antirepresentation of Z, that is worth mentioning here, 
that is, the one induced by the right action of C, on the group algebra 
Q(s,). For convenience, let us set 
SHS=;=HS,nQ(S,,). 
In words, SHS,, is the linear span of symmetrized monomials 
(P,, P2, . . . . Pk) 
of shape I. which are linear combinations of permutations of the word 
a,a,...a,,. Let us also set 
SHS.;,= @ SHS,, and SHS,,= @ SHS,, 
p 2 i 1’ > ;. 
Clearly, 
SHS=j.=Q(J',) E, 
and thus 
Q(S,)= @ SNS=;,. 
i t n 
It develops that although the spaces SHS=j, are not invariant under the 
right action of C, the spaces SHS,, are invariant. To see this we need 
some auxiliary facts of independent interest. 
LEMMA 4.3. If P, P, . . . P, is a Lie nzonomial of type p = (p, , p2, . . . . pk) 
and E.(p) = i then for any CT ES, 
P,,P,z~~~P,,=(P1, P,,..., P,)+e,,, (4.12) 
where e,, is an error term that is in SHS ,1. 
ProojI We prove (4.12) by induction on the reverse refinement order of 
partitions. Clearly there is nothing to prove if A= n and k = 1. So assume 
that (4.12) holds true for all p coarser than 1. Note then that we have 
P,Pz...PiPi,l...Pk-P,Pz...P,+, Pi...P,=P,P,...[P,, P,,,]...Pk. 
(4.13) 
Now the last monomial here is of type q = (p, , pz, . . . . p, +pi+ , , . . . . pk). 
Thus the induction hypothesis gives that 
P,P2...[P,, Pi+,]...P,=(P,, P, ,..., [P,, P,+l] ,..., P,)+e 
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with e an error term that is certainly in SHS ,>,. Since the symmetrized 
monomial on the right-hand side here is itself in SHS=,,,, and A(q) > 2 we 
can conclude that the difference in (4.13) is in SHS,>.. Repeated applica- 
tions of (4.13) then give that for any two permutations CT, r E Sk we have 
P,, Pm>. . P,, = P,, Prz . . P,, + e , Aa, ~1, 
with e ,>.(c, r) E SHS, j,. Summing over all T E S, and dividing by k! gives 
(4.12) and completes the induction as desired. 
This lemma has an interesting corollary: 
PROPOSITION 4.1. For any symmetrized Lie monomial 
sm = (P,, P2, . . . . Pk) 
of shape 2 and any q k n \ve have 
smZ,= 
s(i)sm+e,, Cthe,i.ESHS,i 
0 
Proof. Note first that we can write 
smZ,=sm EnI, 
and (3) of Theorem 4.2 settles the case 12(q) # i. Let us assume then that 
h(q) = 3. and that degree Pi =p,. We can then apply Lemma 4.2 and derive 
that for any permutation T E Sk 
p,,p,z.-.p,,~y= 1 p,,pg2...p,. 
”  l Sk 
Po=Y 
Summing over r and dividing by k! gives 
sm I,= 1 P,,P,;..P,,. 
0 E Sk 
PO = q 
Since each summand here, by Lemma 4.3, is equal to sm with an error in 
SHS,,, the first case of (4.14) must necessarily follow. 
Let us suppose now that we have a basis .(.s[cJ]}~~~, for Q(S,) 
consisting of symmetrised monomials arranged into blocks sb,, with sb, 
giving a basis for SHS= j, and the blocks themselves ordered by reverse 
refinement of the subscript A. The basis we pick is immaterial here. There 
is a well-known procedure for constructing such a basis from any finely 
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homogeneous basis of the free Lie algebra. At any rate, the reader will find 
in the next section one very special example which is particularly interest- 
ing in that it yields a combinatorial interpretation for the dimensions 
sd;=dimSHS=;. 
This given, from formula (4.14) we can derive 
THEOREM 4.4. The matri.v SM(J‘) expressing right multiplication in 
Q( S, ) by an element f E x,, in terms of the basis { S[C] )O t s, is block upper 
triangular MYth diagonal blocks 
=-f;.(f) = 4;.(f) I,,,, (4.15) 
nyhere I,,, denotes the identity matrix of dimension sd;.. 
Proof: Upper triangularity and the presence of an identity matrix in 
(4.15) are immediate consequences of Proposition 4.1 and (4.14). Thus the 
only thing that we need to verify is that the coefficient of Isdi in (4.15) is 
indeed given by the same 4; that occurred in the expansion (3.38). To this 
end note that if 
f= c f+- 
/)c ), d4P)) 
then 
SM,(f) = c fp' S"j.(zp). 
p + ,I S(J(P)) 
(4.16) 
However, formula (4.14) gives that 
if I(p)=>. 
otherwise. 
Thus (4.16) reduces to 
SM;(f)= 
Comparing with (3.39) we get (4.15) as desired. 
Remark 4.1. From Theorem 2.1 we can derive that the image of a Lie 
monomial m = P, PI . . Pk by right multiplication of an element f e Z, is 
always a linear combination of Lie monomials obtained by permuting the 
factors of m. We can show that this property characterizes the elements of 
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Z, within Q(S,). Note that we can easily see from (2.13) that the actual 
permutations occurring in a product mf depend solely on the type of the 
monomial and not on the factors themselves. Remarkably, we do not have 
to include this further condition in our characterization. More precisely we 
have: 
THEOREM 4.5. An element f~ Q(S,) is in C, if and on1.v if for an?’ Lie 
monomial P, P, . . . Pk of degree n the polynomial P, PI . . . P, f is a linear 
combination of the Lie monomials 
PO, p,: ’ . PC, .for some (T E Sk. 
Proof. Clearly, we need only prove sufficiency. This given, let us fix a 
composition of n p = (pl, pz, . . . . pk) and let 
E, , E,, . . . . Ek 
be the segmentation of the word 123 . . n corresponding to p. That is, 
The hypothesis implies that there are some coefficients c,(p) such that 
PrEIIPCEZI -PCEk,f= c C,(P) P[E0,1P[Eb21 . ..P[E.,I. (4.17) 
d E Sk 
Now let 
S,+S,+...+S,= [l,n] with ) Si/ =pi (4.18) 
be a decomposition of the interval [ 1, n] into disjoint subsets and let 
k 1 
be the permutation which sends, in their natural order, the elements of Ei 
onto those of S,. We see that for any permutation rr= (a,, crz, . . . . crk)~ Sk 
we have 
[ 
El E2 ... E, 
s, c& ... s, PC~~,lPI~“~l~~~PrE~,l=Pls”,lPcs”,l~~~Pcs,,l~ 1 
Thus multiplying (4.17) by O(S) and using associativity we get 
Pcs,1Pcs21 *..Pc.&,f= c CCJP) Pcs,,1Prs,,1 ~“PCS,,l. 
d t Sk 
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Summing over all decompositions given in (4.18) and using (3.17) we 
finally derive that 
(4.19) 
Clearly, this proves the theorem. In fact, from it we immediately get that, 
by right multiplication, 1’ sends every element of Z,, into C,,. Since the 
identity permutation is in Z,,, fitself must be there as well. We might also 
point out that the identity 
123 . ..?I= c -!- c I,> 
j,+,r 4j.V i(p)= j, 
combined with (4.19), yields the expansion 
Remark 4.2. In a recent paper J. L. Loday [ 151 obtained some results 
concerning a certain subalgebra of C,,. More precisely, Loday considers the 
subalgebra A, of Q(A’,,) generated by the elements 
+-1y ’ 1 sign( 0) 0. (4.20) 
~/l(fT)~ =k I 
In [ 151 he shows that this algebra is commutative. Indeed, this result is 
established by proving that A,, is also generated by the elements 
(4.21 ) 
and the latter have the remarkable multiplication rule 
j.y)j~Y"=(-l)"~'J("'~')j.I,~"'l, (4.22) 
These facts can be easily derived from our work. Let us recall that the map 
9 defined by setting 
%fs = sign(a) 0 
extends linearly to an algebra isomorphism of Q(.S,) into itself. This given, 
we can rewrite (4.20) in the form 
p=(-ly% c D=s. (4.23) 
ISl=k I 
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So we see that A, is the image by 0 of a subalgebra of Z,. Let us denote 
the latter by the symbol On,,. Clearly, since 0 preserves products, the com- 
mutativity of A, follows from that of OA,, and vice versa. Now we should 
suspect that O/1, is contained in the subalgebra generated by the E;‘s and 
therefore its commutativity should follow from that of the E,‘s themselves. 
This is indeed the case. Note that, after substituting in (4.23) the expression 
DC,= 1 (-l)‘sP” D,., 
TCS 
a change of the order of summation and a simple subset count yield the 
expansion 
/;k’=(-l)k-‘(j 1 D,T(-l)k-‘-/Tl 
ITl<k-I 
In terms of our basis B, this may be rewritten as 
(4.24) 
Now using, formula (3.28) we derive that 
(4.25) 
From the definition of k!(p, q) we see that if p has m parts then 
c-!-.-= h! S(m, h) 
k(y)=h ‘@(P, 9) ,..,z,_~,,,!.1.,,!= m! ’ 
Y 2nP k, > I 
where S(m, h), as is customary, denotes the Stirling number of the second 
kind (the one which counts the partitions of { 1, 2, . . . . m} into h parts). 
Substituting this in (4.25) we get 
c B4=,~h~(k~~=~l,)h!S(m.h). k(q) = h
We can thus set 
c B,= i p)lm’h! S(m, h), (4.26) 
klql=h m = h 
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where we have set 
(4.27) 
Clearly, the element plz”” IS an idempotent which projects Q(A”) into its 
subspace 
@ HSj.. 
hii)=nl 
Combining, (4.24) and (4.26) we derive that &)A,, is the subalgebra of L’, 
generated by the orthogonal idempotents ,Y!,~” and is therefore com- 
mutative. 
It is tempting at this point to see what causes the multiplication rule 
(4.22). Here again the expansion of the basis elements i-L” in terms of the 
idempotents pl;G’ gives a beautiful explanation: 
THEOREM 4.6. For k = 1, 2, . . . . n 
j’“‘=(-l)k-‘, i k”)y’. 
‘n 
,n= I 
(4.28) 
Proqfi We may rewrite the definition of ILL” in the form 
( - 1 )k - l /31$’ = 
n+k-i 
1 DC,. (4.29) 
n IsJ=l I 
This given, we recall that in our previous work [9] we obtained a generat- 
ing function for the idempotents p:” in terms of the elements D=,. More 
precisely, formula 7.29 of [9] gives that 
(4.30) 
where 
(X) 7 n = x(x + 1 )(-u + 2) . (X + n - 1) 
denotes the upper factorial polynomial. Evaluating (4.30) at .Y = k gives 
i p”“‘k”‘=$“f (k-d)t” c DE,. 
m=l . d=O 1.s =d 
(4.31) 
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n+k-d-l 
u-m”= > 
if d<k 
n 
1 n. 
otherwise, 
we see that the right-hand sides of (4.31) and (4.29) are identical; thus 
(4.28) holds true as asserted. 
We should point out that formula (4.28) shows also that the idempotents 
ey’ introduced by Loday in [ 151 are the images under the 0 map of the 
idempotents pLk’ (the latter were first introduced in [20]). 
5. LYNDON WORDS AND A BASIS OF NILPOTENTS FOR & 
Now let U, u, MI be words. If 
then (when 1 u 1 > 1) u will be called a head of M‘ and (when 1 u 1 3 1) P will 
be called a tail of IV. 
Let us recall that u precedes MI in the lexicographic order if either u is a 
head of ~1 or, in the first position of disagreement between u and M’, the 
letter in u is smaller than that in us. Here and in the following an inequality 
sign between words will always refer to the lexicographic order. 
This given, M’E A* is said to be a Lyndon word if and only if it is 
lexicographically strictly smaller than all its cyclic rearrangements. It will 
be convenient to denote by L and L, the collections of Lyndon words and 
Lyndon words of length n, respectively. Also let 
L [a;‘ap.. a”,“] 
denote the collection of all Lyndon words that are rearrangements of 
qq...p. N 
We recall that for two words U, r the symbol u E Re(v) indicates that u is 
a rearrangement of v. We also recall that a polynomial 
is said to be (finely homogeneous) of form w. The significance of Lyndon 
words in the present context derives from the following classical result: 
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THEOREM 5.1. To each 
we can associate a tree T,,. in such a manner that the po(vnomia1.s 
yield a busis ,for 
This is a well-known result. The reader may find in [9] a complete proof 
which follows closely the present notation and viewpoint. Nevertheless, to 
help with the understanding of our further deveIopments we shall describe 
the construction of the bracketing tree T,. and give a brief idea of the proof. 
The omitted details can be found in [9]. 
The following criterion is basic. 
PROPOSITION 5.1. w is a Lyndon word if and only if it has a factorization 
(5.1) 
Indeed, such a factorization ma)! be obtained by choosing w2 to be the longest 
Ljndon tail of w. 
The factorization indicated in the last assertion of this proposition will 
be referred to here and in the following as the right standard or briefly the 
standard factorization of a Lyndon word. This enables us to construct for 
each MI EL a Lie polynomial b[\rt] recursively by setting 
and otherwise 
b[w] = M if WEA 
b[w] = [b[w,], b[wJ] 
with M’ = W, M:~ the right standard factorization of IV. 
Here and in the following the polynomial b[w] will be referred to as the 
standard bracketing or the Lyndon polynomial of w and the binary tree T, 
which corresponds to the standard bracketing will be called the standard 
bracketing tree of IV. 
The next result is crucial in establishing independence of Lyndon polyno- 
mials. 
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PROPOSITION 5.2. For each Lyndon word w we haoe 
b[w] = w+ C a,,u, 
I‘ > II 
~,eRe(w) 
(5.2) 
where the coefficients are & 1 and different from 0 OF$ for certain 
rearrangements of the u,ord M’. 
We can easily see from (5.2) that Lyndon polynomials are independent. 
The proof that those in 
Re(aj”ap2...aP,N) (5.3) 
span the space 
LIE[a~la~‘~. . ar] 
is then reduced to showing that their number is equal to the dimension of 
this space [9]. 
Another crucial fact is the following general factorization result. 
PROPOSITION 5.3. Every word MI E A* has a ttnique factorization 
w=L,L,...L,, (5.4) 
with each Li L.vndon and 
L,>L,>...>L,. 
We should point out that if u’ itself is not a Lyndon word then the last 
factor in (5.4) can be characterized as the lexicographically smallest tail of 
~1. This gives a simple recursive algorithm for constructing all the other 
factors. Indeed, the Lyndon words 
must give the decreasing factorization of their product. Proofs may be 
found in [16,9]. 
We shall refer to (5.4) as the decreasing Lyndon factoriation of ~1. 
Moreover, if w is a word of length n we shall let p(w) denote the composi- 
tion of n which gives the successive lengths of the factors L, and set 
A(w) = i(p(w)). We shall refer to n(w) as the shape of w. Finally, we set 
SCWI =i c H4T,I bCL,J . ..~CL.,l (5.5) 
CT ESk 
and refer to it as the symmetrized Lie monomial corresponding to us. 
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This given, we have the following remarkable result. 
THEOREM 5.2. The symmetrized Lie monomials { s[ w] ) ,, E .41i are a basis 
for Q( A*). In particular those corresponding to words ~9 of shape E. give a 
basis for HS; . Moreover, we see that, since the s[ M’] are finely homogeneous, 
the subset {s[w] ) ,~E Re(,,.,,j is a basis for the subspace 
L[w’: M’ERe(,c,,)]. 
We again refer to [9] for a complete proof. Nevertheless, we shall give 
an idea of the argument since it implicitly provides a method for expanding 
in terms of the s[~~~]‘s. 
One obtains first that the unsymmetrked Lie monomials 
b[w] =b[L,] b[LJ . ..b[L.] (with )VE A* and (5.4)) (5.6) 
are a basis. This an immediate consequence of (5.2). In fact, the validity of 
(5.2) for Lyndon words is easily extended to all words (through (5.6)) 
using some elementary properties of the lexicographic order. We then have 
that in any of the finely homogeneous spaces 
L[WE Re(a~laf’...a~)] 
the matrix relating the Lie monomials b[w] to the words themselves will 
be (in the lexicographic order of words) upper triangular with unit 
diagonal elements. This matrix is then easily invertible and expansions in 
terms of the monomials h[l~] are readily available. One thus obtains the 
classic result 
PROPOSITION 5.4. The unsynmetrized Lie monomials { b[ w] } ,~ E A* are a 
basis for Q( A*). Moreover, ,for any H’,, E A *, those corresponding to bvords 
11’ E Re( wO) gir;e a basis for L[ w E Re( tt,,,)]. 
We should mention here that Barcelo and Bergeron [2] give a very 
beautiful purely combinatorial method for writing down (without calcula- 
tion) the expansions 
CJ= 1 a,,(a) b[w] 
tc t S” 
for each CJ E S,. In this case the coefficients a,,,(a) turn out to be 0 or 1 and 
the expansion algorithm is reduced to describing the subset of permuta- 
tions where a,.(a) = 1. In particular, one obtains the remarkable expansion 
123 . ..Iz= 1 b[w]. 
II E .s,, 
(5.7) 
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At this point the proof of Theorem 5.2 is completed easily using the 
general form of Lemma 4.3, that is, the one in which the monomials are not 
restricted to be in Q(S,). For a w of shape i one then obtains 
s[w] =b[w] +e>,, (5.8) 
where the error term e ,1 is in the space 
Here again, we see that under a proper ordering of the basis elements 
s[w], we have another triangularity result which permits the derivation of 
Theorem 5.2 from Proposition 5.4. In fact, (5.8) yields an algorithm for 
constructing expansions in terms of the s[w]‘s from expansions in terms of 
the b[w]‘s. For example, restricting ourselves to the case of Q(S,) we have 
the bases 
bC1231= [I, C2,311 
hC1321= CCL 31,211 
b[213] = 2. [l, 31 
b[231] = [2,3]. 1 
b[312] = 3. [l, 21 
h[321]=3.2.1 
and 
0231=c~ c2,311 
m321= cc~31,21 
s[213] = (2, [ 1,3] 
s[231]=([2,3], 1 
s[312] = (3, [l, 21 
s[321]=(3,2, 1). 
Note then that formula (5.7) gives that 
123=[1, [2,311+[[~,31,231+2~[~,31 
+[2,3].1+3.[1,2]+3.2.1. (5.9) 
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Applying the algorithm sketched above to this case yields the surprising 
expansion 
123=~[1,[2,3]]+~[C1,31,2]+~(2,[1,3])+f([2,3],1) 
++(3, [1,21)+(3,2. 1). (5.10) 
We see from this example that expansions in terms of the s[M’]‘s may not 
be as simple as those in terms of the b[+t’]‘s. Note also that by the unique- 
ness of decomposition of a polynomial into summands in the spaces HS, 
we also derive from (5.10) that 
E3 = $1, [2.311+ :[[L 31,21 
&,=@, [L31)+$([2,31, 1)+$(3, Cl,211 (5.11) 
E,,I = (3, 2, 1). 
We do not have a general recipe for the coefficients c,.(n) in the 
expansion 
123 . ..n= c c,,.(n) s[w]. 
w E s, 
One should suspect that, although the c,.(n) are rational numbers, there 
may still be a combinatorial algorithm for constructing them that is simpler 
than the one we have outlined above. Such an algorithm would be interest- 
ing for it would also yield the general expansions 
E, = 1 c,,.(n)s[w] 
M’ E s, 
i(w)=2 
for all 1 c n. 
which, as we shall see in the examples that follow, are very useful for 
calculations in the Solomon algebra. 
We are now ready to introduce our third and final basis for Z,,. Our 
basic goal in this section is to calculate the dimensions of the spaces 
E,C,E,. The new basis arises naturally in the solution of this problem. 
The definitions and the developments that follow will be best understood 
through an example. To this end we shall carry out in detail the calculation 
of the dimension of the subspaces 
Ea,CJ,, (P+-S). (5.12) 
Note that since (by Theorem 4.3) 
(5.13) 
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for any given p, we need only calculate the three products 
I,,,E,, ImE,, I,,,E,. 
In fact, we can, for this task, replace the elements I,,,, I,,,, I,,3 by any 
other three elements which span E3,, C,. It develops that the three most 
convenient elements are 
F= (I,,, + I,,, + I,n), 
G= (I ,13-I311L (5.14) 
H=(1113- 2I,,, + I,,,). 
It is easily verified that 
z~,,=~F-;G+~H, 
I,31 = $F- $H, (5.15) 
I1,3 = $F+ +G + ;H. 
Thus F, G, H are also a basis for E,,, C,. To understand better the 
significance of these three elements we need some notation. We shall write 
1311 = c Pc.43IPrBII~cc,l~ (5.16) 
/#,+B,+C1=[1.51 
instead of the customary 
I311 = c Pcs,lPc~2lPlw~ 
S,+S2+S3=[I.51 
Is,I=3.Is~I=l.Isj/=I 
That is, in (5.16) we let the index of the subset represent its cardinality. 
This given, we can easily see that, after we carry out the bracketing and 
sum, the expression 
(5.17) 
evaluates to 
I 311 - 2113, + 1113 = H. 
This immediately gives us that H is a Lie element. More precisely, we get 
that H is in fact in SHS = 5. We must thus conclude, without need of further 
calculation, that 
H 
HE,, = 
if ~=5 
0 otherwise. 
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Similarly we see that 
and thus 
if /1=41 
otherwise. 
Finally, we also have 
and of course then 
i 
F 
FE,, = 
if ~=311 
0 otherwise. 
In conclusion we see then that all the subspaces in (5.12) are trivial except 
which are all one dimensional. 
A more striking notation for F, G, H, in view of the manner in which 
they have been constructed, should rather be 
F= 31,x,.,,. G=21,,1,3,,,,5 F=I rl.ci.311. 
In fact, more generally, for a linear combination of composition words 
.I‘= c .f, P? 
P b ” 
we shall here and in the following set 
I,= c .ty.J,l 
P c '1 
and 
We see that both maps f + I, and f--f B, are vector space isomorphisms 
from the linear span of compositions of 11 to L,,. In particular, they will 
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send bases into bases. We can thus make a new and surprising use of 
Theorem 5.2 and conclude that 
THEOREM 5.3. The set of elements 
{z.s[pJ)l(p)=i3 
is a basis for E,Z‘, . 
(5.18) 
Proof: We need only observe that the moreooer part of Theorem 5.2 
implies that the set of polynomials 
(s[p]:A(p)=l) 
is a basis for the vector space 
L[p: I(p) = I*] 
and then use the fact that the map f + If is non-singular. 
Incidentally, we should mention that the expansion of the identity in 
terms of the symmetrized Lie monomials may be used to obtain the expan- 
sion of an Z,, in terms of the ZScP,. An example will illustrate this point. For 
instance, to get the last of (5.15) we replace 1, 2, and 3 in (5.10) by 1, 1, 
and 3, respectively, and obtain 
~~3=~c~,c~~311+~[I(I~,31,1]+~~1,[1,3])+~([1,3],1) 
+ g3, Cl, II)+ (3, 1, I), 
and this reduces to 
113=i[l, [1,3]]+([1,3], 1)+(3,1,1). 
Thus we must also have 
which is what we wanted. 
To show the power of Theorem 5.3 and to motivate our next theorem we 
shall determine the subspaces 
E 2211C&~i (for I*+--6)). 
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To this end, we start with the decreasing Lyndon factorizations 
2221=2.2.2.1 
2121 = 2 12 1 
2112=2.112 
1221= 122.1 
1212=12.12 
1122=1122 
from which we get that the elements 
are a basis for the space E2211 C,. Moreover, we easily see that 
For instance, the third relation above holds true since 
and clearly each of the summands here is in SHS=,z 
We can thus infer the following basic result. 
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PROPOSITION 5.5. Let p t n have the decreasing Lyndon factorization 
p=L,Lz...L k 
and let the letters of L, add up to qi, with A(q,, q2, . . . . qk) = p. Then the basic 
element IscpI belongs to the space SHS = ,‘. 
Proof: A formal proof in full generality here would require excessive 
notation and add little to the clarity of the argument. One further example 
should suffke to illustrate the idea. Let 
p= 13212112. 
Then its decreasing Lyndon factorization is 
p= 132.12.112, 
that is, 
L, = 132, L, = 12, L, = 112. 
Thus 
q=(6,3,4) and l(q)= (64, 3). 
Now 
bCL,l= [Cl, 31,21, ML,1 = CL21, bCLI= CL Cl, 2 
give 
I ~[13212lIZ] =I ~CCl.31.~1.11.2l.Il.Il,rll,’ 
and the latter may be rewritten in the form 
11 
c m$i,,~ P[B?,l> P[c-?,l? CP[D,,> Pcbgl? 
A,+B~+~‘~+n,+E~+~-,+~;,+H~=[1.13] 
CPrt-,,3 CP[G,,? P[/f2,11). (5.19) 
Note that the cardinalities of A,, B, and C2 add up to the degree of the Lie 
element 
while the cardinalities of D, , E, and F, , G, , H, respectively add up to the 
degrees of the other two factors in the symmetrized Lie monomial which is 
the summand in (5.19). Each of the summands is then of shape (5,4, 3) and 
thus also an element of SHS =543. Thus the partition given by the letter 
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sums of the Lyndon factors of the original composition p does give the 
subspace SHS, to which the element I,$c/I1 belongs, as asserted by the 
proposition. It should be clear that the same conclusion also holds true for 
an arbitrary composition p. 
Recalling the notation and definition of t~‘pr of a composition given in 
the Introduction, we see that Proposition 5.1, suitably rephrased, yields our 
basic result concerning the spaces E,C,, E,(. In fact, our final basis [J,, ), i- ,, 
shall be simply a renormalization of the basis i I,r,,, ),,+ ,l. More precisely, 
we set 
1 
J,, = - 
S(T(p)) zJcpJ’ 
This given, we have 
THEOREM 5.4. The dimension of the space 
is equal to the nunzber of compositions of shape 2 and gpe ~1. In fact, 
E,C,E,,=L[J,,:j.(p)=;i und T(P)=Pl. (5.20) 
Moreoaer, J,, is equal to the idempotent E, if p = 2 and is a nilpotent if 
i(p) #T(P). More generall?3. J,,J, # 0 on/y ifr(p) #i(q). 
Proqf: From Theorem 5.3 we derive that 
(5.21) 
On the other hand Proposition 5.5 gives 
J/,E,, = JP 
if T(p)=p 
0 otherwise. 
Combining this with (5.21) gives (5.20). However, since by Theorem 5.3 the 
JP’s are independent, those involved in (5.21) must also give a basis for 
E,C,, E,. Thus the assertion about dimensions must hold as well. Next, if 
r(p) = ,D then from Proposition 5.5 we get that 
J, E,, = Jp 
and if %(q) = v then, since J, E L[Z,: i.(r) = v], we must have 
E,.J, = J,, 
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from which we derive that 
J,,Jy= J,E,E,,J,=O 
if ~1 #v. This implies the last assertion of the theorem. In fact, we also 
deduce that 
J,,J,=O 
when A(p) # z(p). Thus the nilpotency of these elements holds true as well. 
Finally, we note that when j*(p) = r(p) = j+ then 
and this gives 
Jp = E, 
as desired. 
Our next task is to evaluate the product JPJy when z(p) = i,(q). Again 
we shall start with an example, then state the general result. Let us evaluate 
the product 
J J 22324132 676. (5.22) 
That is, p = 22324132 and q = 676. From the decreasing Lyndon factoriza- 
tions 
p=223.24 
we get that 
SCPI = (CZ CL 311, CL 41, 
thus 
.132 and q=67.6 
[Cl> 31,211 and dq 
T(P) = (7,696) and t(q) = (1336). 
1 = (C6, 71, 6); 
The condition ~(p)=%(q) is clearly satisfied here so the product in (5.22) 
does not vanish automatically. It develops that we have 
J 22324132J676=2 [2.[2.3]]~[2.4]~[[1.3].2] ‘I B IC6. 71.6)’ (5.23) 
This is a special case of a general fact which considerably simplifies such 
calculations. It may be stated as follows: 
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PROPOSITION 5.6. Let z(p) = j.(q) = ,u and /et 
p=L,.L,. ..’ .Lk 
he the decreasing Lyndon ,fuctorization oj‘p. Therz 
1 
J,J, =- IbCL,, h[L:] h r b i B 
.dP) 
.\IYl’ 
Proqf: For convenience let us set 
r,= c P, (for j= 1, 2, . . . . k). 
i’s -5 4 
By assumption E.(r) = t(p) = p. The definition then gives 
J,, = 
Now, as we have seen in the proof of Proposition 5.5, each of the 
summands that gives 
is of type 
(r r, ,,..., r,,). 01’ _ 
We can then apply Lemma 4.2 and conclude that for any composition q’ 
which rearranges to p we must have 
In conclusion, we deduce that 
The last equality here is due to fact that all the summands in the expansion 
of I+/, are Z,.‘s with i,(q’)=l(q)=p and they may be replaced by the 
corresponding B,.‘s. 
Let us continue now with our calculation of the product (5.22) and go 
back to (5.23). Since 
B ([6.7].6) = #%,, - B,,, + B667 - B676 13 
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we must calculate 
and 
I 12.~‘.3,,-~2.4,-[11.3,.?,(8676-B766) (5.24) 
IC2.[2.3,, [2.4] 111.3].2,(B667 - B676). (5.25) 
But we can easily derive that the expression in (5.24) evaluates to 
Ic2.4,. [?.[2.311 rc1.3J.21+ ~C[I.31.21 [7,C2,3Jl 12.41- Ir2,[2.3ll.r2.41. cc1.3J.21 
-z[2.C2.3JJ-[[l.3J.2J-C2,4J~ 
Combining the first term with the third and the second with the fourth 
gives 
I ~c2,4l.r2.~2.3llJ-r~~.3J.2J +I rcci.31.2l.r2.r2.3liJ-c2.4J~ 
Similarly, the expression in (5.25) evaluates to 
So we finally deduce that 
J22324132J676= 2 4 (~r2.4].~2.~2.3iJJ.r~1.3i.21~ + 4 2 tccr~.3~.21.r2.~2.3111.~2.41~~ (5.26) 
For a given composition q= (q,, q2, . . . . qk) let us denote by 
dy[.~r, x2, . . . . ~~1 the polynomial obtained from s[q] upon replacing 
41 5 q2, .“I qk by -yl , -yz, . . . . -yk, respectively. For instance for q = (6, 7, 6) we 
have 
~676(~~1,-~21-~3)=(c.~l, x2], x3) = ~(.K,X,X, -x2x, x3 +x3.x,x2 - .K~XZX,). 
With this notation, (5.26) may be written as 
J?2324132J676= 2 ‘I ~~,~(r2.4J.[2.~2.3Jl.[rl.3J.21~ + ‘I 2 mo76~rc~.3J.2J.c2,r2.3JJ,~2.4~~~ 
This example should be sufficient to convince the reader that the same 
result holds true in full generality. More precisely, we have: 
THEOREM 5.5. Let t(p) = i.(q) = p and let 
p=L1.L1. ... .L, 
he the decreasing Lyndon factorization of p. As h&we, set 
r,= c Pr (for j= 1, 2, . . . . k) 
Pit L., 
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(5.27) 
This formula combined with the fact that J,,J, = 0 when r(p) # A(y) 
enables us to carry out multiplications in Z,, by hand (in reasonably sized 
cases) fairly rapidly. We shall indicate by example how we can use (5.27) 
to obtain the expansion of the product back in terms of the basis elements 
J,,. To this end let us complete the calculation of the product (5.22). 
Returning to (5.26) we see that we must deal with the two bracketings 
and 
112,41, c2, r2,3111= - cc2, c2.311. c2,411 
cccl, 31,21+ [I2, [I2, 3111. 
which are not standard. Now, for the first bracketing, using the Jacoby 
identity in the form 
[CA a, Cl = [A, [B. Cl] + [[A. C], B] 
with A = 2, B = [2, 31, and C= [2,4], we get 
cc29 41, c2. c2,3111= - c2, cc2,31, C2.41]]- [[Z, [2,4]]. [2,3]] 
For the second, the Jacobi identity with A = [ 1, 33, B= 2, and 
C= [2, [Z, 311 gives 
ccc19 31% 21, c2, t2,3111 
= cc19 31. C2,[2, c2,31111+ [[Cl, 31, c2, [2,3113,21. 
As we can see all the terms we have obtained are standard bracketings of 
Lyndon words. Thus we may substitute these identities back into (5.26) 
and obtain the final result 
J 22324132 J 676 = ‘J -j 22324 IJ 132 - 2 22423. 132 + $ Jzj 132223 + $ J,, .,32232. 
In Figs. l-3 we have depicted the algebras Z, for n = 2, 3, . . . . 6. We have 
a graph and a diagram of squares for each the first four algebras 
(Figs. 1, 2) and only the graph for ,?I, (Fig. 3). In each case the graph 
should be interpreted as follows. 
(1) The fat circles represent vertices and the label next to them gives the 
corresponding partition. 
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6 211 121 112 
311 13 
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1111 22 
T 
0 
FIGURF. 1 
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FIGURE 3 
(2) A thin circle partially covered by a fat circle is a loop in the graph 
and it represents an idempotent E,. Or, better yet, if it is labelled by the 
partition 2 it represents the basis element J,, when ,I( p) = t(p) = 2. 
(3) An arc joining two different fat circles represents a nilpotent J,. 
More precisely, if A(p) = L and r(p) = ,D then J, is represented by an arc 
joining the vertex with label i to the one with label p. The label of such 
an arc gives the corresponding composition. 
For the cases n = 2, 3,4, 5 the multiplication table of the J, basis can be 
deduced immediately from the graph. For instance, the path in the graph 
for C,, which starts with the vertex 211, then follows the circular loop back 
to the same vertex, then follows the arc labelled 121 to the vertex 31, then 
follows the arc labelled 13 to the vertex 4, and finally loops back to 4, 
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should be interpreted as the operation of computing the product of the four 
eiements 
J21, XJ,,, xJ,,xJ,. 
Now if we interpret composition of arcs ~varzsitit?p/~. the result of composing 
these four arcs should be the simple arc labelled 112. And indeed we do 
have that 
J 211 x J,,, xJ,,xJ,=J,,~. (5.28) 
This result is easily deduced from Theorems 5.4 and 5.5. Clearly 
Theorem 5.4 gives that 
Jz,, xJ,z, = J,z, and J,,xJ,=J,,. 
On the other hand we see (Proposition 5.6) that 
Combining these identities (5.28) follows as desired. We can also see that 
the last sentence in the statement of Theorem 5.4 implies that any product 
that does not correspond to a path rising upwards in the graph is 
necessarily equal to zero. 
In summary, we can deduce that C,, Z,, Z, are all direct sums of 
triangular matrix algebras. The precise structure of these algebras is given 
by the corresponding diagram of squares. In these diagrams each of the 
labelled squares represents an elementary matrix unit. For instance, in the 
diagram for C, the square labelled 13 represents the 5 x 5 matrix which has 
l’s at the intersection of the second row and third column and o’s 
everywhere else. The label 13 signifies that the nilpotent J,3 hehwes 
precisely as if it were equal to this matrix. More precisely, the linear map 
of ,Z’, into the algebra of 5 x 5 matrices which sends the basis element Jp to 
the matrix unit corresponding to the square labelled by p is an injective 
algebra isomorphism. The same holds true for ZZ and Z,. For C, things 
are only slightly different. Indeed, although L“s is no longer isomorphic to 
a direct sum of triangular matrix algebras, the diagram of squares shows 
that it is in some sense &SP to such a direct sum. We note there that the 
label 5 appears in two different squares. This means that the element 
J, = E, corresponds to the 8 x 8 matrix with I’s in the diagonal positions 
(4, 4) and (7, 7) and O’s everywhere else. All the other basis elements 
correspond, as in the case of L.,. to elementary matrix units. In other 
words, Z, is isomorphic to the subalgebra of the direct sum of a 4 x 4, a 
3 x 3, and a 1 x 1 full upper triangular matrix algebra consisting of matrices 
with identical entries in the diagonal positions (5. 5) and (7, 7). 
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For the case of C,, things change again. Looking at the graph we see 
that there are two separate arcs joining the vertices 321 and 6. These 
correspond respectively to the nilpotents J,,, and J,??. Note that we have 
and similarly 
Jl3r=I[[1.3,.21 =zc1.3,.2 x &2.41- ?I3 -J xJ,,. 
A diagram of squares may also be constructed in this case showing that the 
elements of Z, can be represented as direct sums of triangular matrices 
with repeated elements. Roughly speaking, we have here a triangular block 
for each rising unrefinable path in the graph for Z6. These paths are of 
course maximal chains in the poset of partitions of 6 ordered by refinement. 
The repeated elements correspond to nodes which belong to more than one 
chain. 
In looking at these paths we quickly discover a number of facts that were 
not apparent in the original definition of the Solomon algebra. For 
instance we see in the graph of C, a subgraph which is identical to that of 
C,. So we deduce that C, has an isomorphic imbedding in E,. This is a 
particular instance of some general imbedding properties of Solomon 
algebras which may be derived from the results of this paper. In order not 
to make our presentation here unduly long, we refer the reader to a 
forthcoming paper [4] for further details on this and related matters. 
In the present graphs, as we see for 2, the number of arcs joining two 
partitions 1. and ~1 gives the dimension of the space E,C,E,. These graphs 
may be simplified in the general case by placing just one arc between two 
partitions 3, and p if and only if the dimension of E,..L’,,E, is different from 
zero. Doing this for 2, reveals that the resulting graph is the transitive 
completion of a cycleless relation. This relation is illustrated by the directed 
graph for C, (Fig. 4). We shall terminate our presentation with the 
identification of this graph in the general case. 
To state our final result we need some notation. For two partitions II and 
p we shall set ,J +r p if and only if p can be obtained from /I by coalescing 
two unequal parts of %. Finally, we shall denote by cr the transitive 
completion of the relation -+r and refer to it as restricted refinement. In 
other words we shall write 1. -c~ p if and only if A can be joined to p by a 
path in the graph of the relation +r. 
This given, we have 
THEOREM 5.6. In every Solomon algebra the relation 
dim E,C,E,#O (5.29) 
is transitive. Indeed, it coincides with the restricted refinement of partitions. 
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Proof We show first that 
dim Ej.ZnE,,#O-+2 <.p. (5.30) 
If A = p there is nothing to prove. So assume that A #p. This given, (5.29) 
(with Theorem 5.4) implies that there is a composition word p which 
rearranges to ,i and has a decreasing Lyndon factorization 
p=L,L,...L kt (5.31 
where not all L, consist of a single letter and such that the composition 
qj= C Pi (j= 1,2, . . . . k) (5.32 
Pi E I., 
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rearranges to p. Let L, be one of the factors of p that has more than one 
letter. Then let L be the word we obtain from L, by rearranging its letters 
in weakly increasing order. Note that since Lj is a Lyndon word, if has at 
least one pair of different letters. This implies that L is a Lyndon word and 
that if 
L=A.B 
is its standard factorization then the integers 
a= C P, and b=C PI 
pit.4 P,E B 
are necessarily different. In fact, we must have a < h. Now let 
M,, MI, . . . . M, + , 
be the lexicographically weakly decreasing rearrangement of the words 
A, B, L,, ...T L, -13 Li+ 1, ..., Lk. 
and set 
r=M,.M,. ... .Mki,, (5.33) 
where here the “ ” denotes ordinary word concatenation. Clearly, (5.33) 
also gives the decreasing Lyndon factorization of r and thus the type of r 
is given by the partion v which is the weakly decreasing rearrangement of 
the integers 
a, h, 417 .“) qi+ I? qi+ 1) “‘> qk. 
We must then conclude that 
( 1) dim E,Z,, E,, # 0 and 
(2) \’ +rp. 
Note that if r = i we are done; if not, we have still gained something since 
we are now reduced to proving that 3. cr v with 
k(v)-k(~~)=li(~)-k(~)- 1. 
Clearly this shows that the proof of (5.30) can be completed by an 
induction argument based on the value of k(v) - k(i). 
We must now prove the converse of (5.30), that is, 
I. < r v + dim E,.Z,, E,. # 0. (5.34) 
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We shall show that 
(1) dimE,Z,,E,,#Oand 
(2) I-1 +r 1’ 
159 
(5.35) 
imply that 
dim E, Z,, E, # 0. 
This done, (5.34) follows by an induction argument again based on the 
value of k(r)-k(J). 
Suppose then that we again have (5.31) and (5.32) with A(y) = p. The 
hypothesis (2) in (5.35) says that 1’ is obtained from p by joining two 
unequal parts of p; let these parts be y, and y,. This gives that the two 
Lyndon words L, and L, are not equal and we may assume that Li < L,. 
From Proposition 5.1 we derive that L = L, L, is also a Lyndon word. 
This given, let 
be the lexicographically 
words 
M,. M,, . . . . M, , 
weakly decreasing rearrangement of the set of 
(L. L,, . . . . L, ;, - 1L,, L,i 
and set 
r=M, .M,. ... .M, ,. 
Clearly, this is the decreasing Lyndon factorization of r and thus the type 
of r is v since it is given by the the weakly decreasing rearrangement of the 
integers 
In summary, we have constructed a composition of shape 3. and type v and 
thus Theorem 5.4 gives that dim E,, Tn E,. # 0 as desired. This completes the 
proof of the theorem. 
We terminate by showing that Theorem 5.6 has the following interesting 
corollary. 
THEOREM 5.7. The nilindex of any element qf the radicul of 2, is at most 
II- 1. 
Proof: We start by observing that 
~=L[J,:E.(P)#T(~)). (5.36) 
hC17 71 2-Y 
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To see this we need only show that the basis elements J, with I.(p) # r(p) 
are all in A. Then let 
J/J = c cl/*, (5.37) 
‘(q)=;.(P) 
be one of these elements. Note then that 
J,I,,= J,E,~,,E,,,,I,=O. 
On the other hand, using (5.37), the formulas in (4.10) also yield that 
JpIp = ( ;-,q;i.,,, 5) s(a)) 1,. 
In other words we must have 
Finally, from formula (3.24) we can easily derive that the elements Z,-Z, 
with A(p) = i(q) may be expressed as linear combinations of the elements 
f3, - B,(,,. Thus the desired conclusion (5.36) follows from Theorem 1.1. 
To finish the proof of the theorem we need only observe that if 
f‘= c CJp P#i.lP) 
is an element of C, then f‘ k # 0 implies the existence of a chain 
P 
II) -+rp2 -+ (AI r . ..-+rp 1 
but the longest chain in the poset of partitions of II by restricted refinement 
is 
2.1-1 -pr 3.1”-3 +,4.1np4 -+r”‘+rn. 
Thus we must have k d n - 1 as desired. 
It may be worthwhile concluding with some remarks concerning possible 
extensions of the present developments. One of the salient facts here is the 
close connection between the descent algebra of the symmetric group and 
the free Lie algebra. In the work of Joyal [12], and the works of 
Barcelo [ 11, Solomon and Lehrer [ 143, and Barcelo and Bergeron [2] we 
see a close connection between the Free Lie Algebra and the lattice of 
partitions of a set. The latter is connected to the symmetric group in that 
it is isomorphic to the matroid of the symmetry hyperplanes of the simplex. 
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Now, very recently N. Bergeron [S] was able to extend the methods of 
[ 1, 21 to the hyperoctahedral case. This was accomplished by constructing 
a sort of h~~peroctahedral cl?zalog of the Free Lie Algebra. In [S] this space 
and its tensor powers play a role relative to the hyperoctahedral group and 
its matroid of reflecting hyperplanes analogous to the one played by the 
Free Lie Algebra and its tensor powers in [ 1, 21. This given, it may very 
well be that our methods here may be combined with N. Bergeron’s 
construction to obtain results analogous to those of Theorems 4.5 and 5.4 
for the descent algebras of other Coxeter groups, most particularly that of 
the hyperoctahedral group. 
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