The Floyd-Warshall algorithm is a well-known algorithm for the all-pairs shortest path problem that is simply implemented by triply nested loops. In this study, we show that the incorrect implementations of the Floyd-Warshall algorithm that misorder the triply nested loops give correct solutions if these are repeated three times.
Introduction
The Floyd-Warshall algorithm is a well-known algorithm for the all-pairs shortest path problem [1, 2] . Let G = (V, E) be a complete directed graph, where V = {1, . . . , n} is the set of vertices, and let w : V × V → R ∪ {∞} be the length of the edges. We assume that G has no negative cycles. The FloydWarshall algorithm maintains array d of size n × n initialized by d[i, j] ← w(i, j) for all i, j ∈ V , and performs triply nested loops as shown in Algorithm 1. Then, d[i, j] eventually stores the shortest path distances for all i, j ∈ V .
A common mistake in implementing the Floyd-Warshall algorithm is to misorder the triply nested loops.
1 The correct order is KIJ, and the incorrect versions, which are referred as IJK algorithm and IKJ algorithm, are shown in Algorithm 2 and Algorithm 3, respectively. These incorrect versions do not give correct solutions for some instance. However, we can prove that if these are repeated three times, we obtain the correct solutions. More precisely, we obtain the following theorems. It would be emphasized that these fixes (repeating incorrect algorithms three times) have the same time complexity as the correct Floyd-Warshall algorithm up to constant factors. Therefore, our results suggest that, if one is confused by the order of the triply nested loops, one can repeat the procedure three times just to be safe.
Proofs
Both theorems are proved in a similar way. The converse parts (existence of bad instances) are proved by the exhaustive search, and such instances are shown in Figures 1 and 2 .
To prove the if part, we regard the algorithms as graph modification processes. Initially, we have the complete directed graph with edge length d initialized by w. Each update
} modifies the edge length from i to j by the length of the path [i, k, j] if it is shorter than the current length. It is important that this modification does not change the shortest path distances.
In the following, we fix arbitrary vertices s, t ∈ V and prove that, after several run of the algorithms, d[s, t] stores the shortest path distance from s to t. Since s and t are arbitrary, this proves the theorems. We take arbitrary shortest path [u 0 , u 1 , . . . , u l ] from s to t (i.e., u 0 = s and u l = t) and analyze the structure of the shortest path after single run of the algorithms.
We first prove Theorem 1. We use the following lemma. For integers a and c with a < c, we denote by [a, c] = {a, a + 1, . . . , c}.
Algorithm 1 The Floyd-Warshall Algorithm
1: for k = 1, 2, . . . , n do 2:
for i = 1, 2, . . . , n do 3:
for j = 1, 2, . . . , n do 4:
end for for j = 1, 2, . . . , n do 3:
for k = 1, 2, . . . , n do 4: for k = 1, 2, . . . , n do 3:
end for 
