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Abstract. Context-sensitive rewriting is a restriction of rewriting that
can be used to elegantly model declarative speciﬁcation and program-
ming languages such as Maude. Furthermore, it can be used to model
lazy evaluation in functional languages such as Haskell. Building upon
previous work on constrained equational rewrite systems (CERSs), an
expressive and elegant class of rewrite systems that contains built-in
numbers and supports the use of collection data structures such as sets
or multisets, context-sensitive rewriting with CERSs is investigated in
this paper. This integration results in a natural way for specifying al-
gorithms in the rewriting framework. In order to automatically prove
termination of this kind of rewriting, a dependency pair framework for
context-sensitive rewriting with CERSs is developed, resulting in a ﬂexi-
ble termination method that can be automated eﬀectively. Several pow-
erful termination techniques are developed within this framework. An
implementation in the termination prover AProVE has been successfully
evaluated on a large collection of examples, including several examples
obtained from functional Maude modules.
1 Introduction
Ordinary term rewrite systems (TRSs) have been succesfully used for modeling
algorithms in a functional programming style. Ordinary TRSs, however, impose
serious drawbacks. First, collection data structures such as sets or multisets can-
not be represented easily since these non-free data structures typically cause non-
termination of the ordinary rewrite relation. Notice that these collection data
structures are used in real-life functional programming languages such as OCaml
(using Moca [7], which adds relational data types to the language) and can be
used in Maude by specifying suitable equational attributes. Second, and equally
severe, domain-speciﬁc knowledge about primitive data types such as natural
numbers or integers is not directly available in ordinary TRSs. These primitives
are available in any real-life programming language, thus making an integration
into the term rewriting framework highly desirable. It has been shown in [12]
that constrained equational rewrite systems (CERSs) provide an expressive and
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Since [12] considers only natural numbers as a primitive data type, the ﬁrst con-
tribution of this paper is a reformulation of the ideas from [12] that allows for
built-in integers.1 An integration of integers into the term rewriting framework
is important for automated termination proving since most currently available
termination techniques are based on syntactic considerations, whereas termina-
tion of algorithms operating on integers often requires semantical reasoning that
is commonly based on properties of ≥ or > in integers.
Example 1. This example illustrates the use of collection data structures and
integers in Maude and OCaml. Consider the following functional Maude module
operating on lists.
fmod LISTS is
protecting INT .
sorts List .
subsorts Int < List .
op nil : -> List [ctor] .
op __ : List List -> List [ctor assoc id: nil] .
op length : List -> Int .
op reverse : List -> List .
var N : Int .
var K L : List .
eq length(nil) = 0 .
eq length(N) = 1 .
eq length(K L) = length(K) + length(L) .
eq reverse(nil) = nil .
eq reverse(N) = N .
eq reverse(K L) = reverse(L) reverse(K) .
endfm
The same program can also be written in OCaml (using Moca [7]).
type ’a t = private
| Nil
| Element of ’a
| Concat of ’a t * ’a t
begin
associative
neutral (Nil)
end
let rec length x = match x with
| Nil -> 0
| Element _ -> 1
| Concat (k, l) -> length(k) + length(l)
1 Another recent integration of integers into the term rewriting framework is presented
in [16]. The approach of [16] is incomparable to the approach of the present paper.
On the one hand, [16] provides a more complete integration of integers since mul-
tiplication and division are supported. On the other hand, [16] does not consider
collection data structures or context-sensitive rewriting.let rec reverse x = match x with
| Nil -> Nil
| Element _ -> x
| Concat (k, l) -> Concat (reverse l, reverse k)
Notice the use of equational attributes in both examples. These examples can
be modeled using the following rewrite rules:
length(nil) → 0
length([n]) → 1
length(k + +l) → length(k) + length(l)
reverse(nil) → nil
reverse([n]) → [n]
reverse(k + +l)) → reverse(l)+ +reverse(k)
A suitable treatment of the equational attributes that closely follows the treat-
ment in Maude and OCaml is discussed in Sect. 2. ♦
Even though CERSs are an expressive and elegant tool for modeling algo-
rithms, they do not incorporate reduction strategies that are commonly used in
declarative speciﬁcation and programming languages such as Maude [9]. Context-
sensitive rewriting [25,27] has been introduced as an operational restriction of
term rewriting that can be used to model such reduction strategies (the close
relationship between context-sensitive rewriting and Maude’s strat-annotations
has been investigated in [26]). Furthermore, context-sensitive rewriting allows
to model lazy evaluation as used in functional programming languages such as
Haskell (the relationship between lazy evaluation and context-sensitive rewriting
has been investigated in [28]). In context-sensitive rewriting, a replacement map
speciﬁes the arguments where an evaluation may take place for each function
symbol, and a reduction is only allowed at a position that is not forbidden by a
function symbol occurring somewhere above it. The second contribution of this
paper is to introduce context-sensitive rewriting for CERSs, thus combining the
expressiveness of CERSs with increased ﬂexibility for the reduction strategy.
Example 2. This example demonstrates the use of context-sensitive rewriting
and integers in Maude.
fmod LAZY-LISTS is
protecting INT .
sorts List LazyList .
op nil : -> List [ ctor ] .
op cons : Int List -> List [ ctor ] .
op lazycons : Int LazyList -> LazyList [ ctor strat (1) ] .
op from : Int -> LazyList .
op take : Int LazyList -> List .
var M N : Int .
var L : LazyList .
eq from(N) = lazycons(N, from(N + 1)) .
ceq take(N, L) = nil if N <= 0 .
ceq take(N, lazycons(M, L)) = cons(M, take(N - 1, L)) if N > 0 .
endfmHere, the strat-annotation speciﬁes that only the ﬁrst argument of lazycons
may be reduced, i.e., the second argument of lazycons is “frozen”. This example
can be modeled using the following rewrite rules, where the constraints of the
take-rules directly correspond to the if-conditions used in Maude:
from(n) → lazycons(n,from(n + 1))
take(n,l) → nil Jn ≤ 0K
take(n,lazycons(m,l)) → cons(m,take(n − 1,l)) Jn > 0K
The semantics of the strat-annotation is modeled by a replacement map with
µ(lazycons) = {1}. Notice that the use of CERSs makes it very easy to model
many functional Maude modules occurring in practice. ♦
Termination also is a fundamental property of context-sensitive rewriting.
As illustrated by Ex. 2, context-sensitive rewriting may result in a terminat-
ing rewrite relation where regular rewriting is not terminating. Thus, proving
termination of context-sensitive rewriting is quite challenging.
For ordinary TRSs, there are two approaches to proving termination of
context-sensitive rewriting. The ﬁrst approach is to apply a syntactic transfor-
mation in such a way that termination of context-sensitive rewriting with a TRS
is implied by (regular) termination of the TRS obtained by the transformation.
For details on this approach, see [17,30]. While the application of these transfor-
mations allows the use of any method for proving termination of the transformed
TRS, they often generate TRSs whose termination is hard to establish.
The second approach consists of the development of dedicated methods for
proving termination of context-sensitive rewriting. Examples for adaptations of
classical methods are context-sensitive recursive path orderings [8] and context-
sensitive polynomial interpretations [29]. The main drawback of these adapta-
tions is the limited power which is inherited from the classical methods. Adapt-
ing the more powerful dependency pair method [4] to context-sensitive TRSs has
been a challenge. A ﬁrst adaptation of the dependency pair method to context-
sensitive TRSs has been presented in [2]. But this adaptation has severe disad-
vantages since it requires collapsing dependency pairs. An alternative adaptation
of the dependency pair method to context-sensitive TRSs has recently been pre-
sented in [1]. This adaptation does not require collapsing dependency pairs and
makes it much easier to adapt techniques developed within the ordinary depen-
dency pair method to the context-sensitive case.
The third and main contribution of this paper is the development of a de-
pendency pair method for context-sensitive rewriting with CERSs, taking [1] as
a starting point. This adaptation is non-trivial since [1] is concerned with ordi-
nary (syntactic) rewriting, whereas rewriting with CERSs is based on normal-
ized equational rewriting that uses constructor equations and constructor rules.
While the techniques presented in this paper are quite similar to the correspond-
ing techniques in [1], their soundness proofs are more complex and cannot be
presented due to space limitations. They can be found in the full version [14].
The techniques developed in this paper have been fully implemented in the
termination prover AProVE [18]. The implementation has been successfully eval-uated on a large collection of examples. This evaluation shows that the im-
plementation succeeds in proving termination of many context-sensitive CERSs
corresponding to functional Maude modules and OCaml programs.
After ﬁxing terminology, Sect. 2 recalls and extends the CERSs introduced in
[12]. In contrast to [12] which only supports natural numbers, it is now possible to
consider built-in integers. Context-sensitive rewriting with CERSs is introduced
in Sect. 3. The main technical result of this paper is presented in Sect. 4. By
a non-trivial extension of [1], termination of context-sensitive rewriting with
a CERS is reduced to showing absence of inﬁnite chains of dependency pairs.
Sect. 5 introduces several powerful termination techniques that can be applied
in combination with dependency pairs. These techniques lift the most commonly
used termination techniques introduced for CERSs in [12] to context-sensitive
CERSs. An implementation of these techniques in AProVE [18] is discussed and
evaluated in Sect. 6.
2 Constrained Equational Rewrite Systems
Familiarity with the notation and terminology of term rewriting is assumed, see
[5] for an in-depth treatment. This paper uses many-sorted term rewriting over
a set S of sorts. It is assumed in the following that all terms, substitutions,
replacements, etc. are sort-correct. For a signature F and a disjoint set V of
variables, the set of all terms over F and V is denoted by T (F,V). The set of
positions of a term t is denoted by Pos(t), where Λ denotes the root position.
The set of variables occurring in a term t is denoted by V(t), and F(t) denotes
the set of function symbols occurring in t. This naturally extends to pairs of
terms, sets of terms, etc. The root symbol of a term t is denoted by root(t).
A context over F is a term C ∈ T (F ∪
S
s∈S{ s},V). Here,  s : → s is a
fresh constant symbol of sort s, called hole. If the sort of a hole can be derived
or is not important, then   will be used to stand for any of the  s. If C is
a context with n holes and t1,...,tn are terms of the appropriate sorts, then
C[t1,...,tn] is the result of replacing the occurrences of holes by t1,...,tn “from
left to right”. A substitution is a mapping from variables to terms, where the
domain of the substitution may be inﬁnite. The application of a substitution σ
to a term t is written as tσ, using postﬁx notation.
A ﬁnite set E = {u1 ≈ v1,...,un ≈ vn} of equations induces a rewrite
relation →E by letting s →E t iﬀ there exist a position p ∈ Pos(s) and a
substitution σ such that s|p = uiσ and t = s[viσ]p for some ui ≈ vi ∈ E. The
reﬂexive-transitive-symmetric closure of →E is denoted by ∼E. If equations are
used in only one direction, they are called rules. A term rewrite system (TRS)
is a ﬁnite set R = {l1 → r1,...,lm → rm} of rules. Equational rewriting uses
both a set E of equations and a set R of rules. Intuitively, E is used to model
“structural” properties, while R is used to model “simplifying” properties.
Deﬁnition 3 (E-Extended Rewriting). Let R be a TRS and let E be a set of
equations. Then s →E\R t if there exist a rule l → r ∈ R, a position p ∈ Pos(s),
and a substitution σ such that (i) s|p ∼E lσ, and (ii) t = s[rσ]p.Writing
>Λ ∼E and
>Λ −→E\R denotes that all steps are applied below the root,
and
>Λ −→E\R −→! denotes normalization with
>Λ −→E\R.
In order to allow for built-in numbers and collection data structures, [12] has
introduced a new class of rewrite systems. Both built-in numbers and collection
data structures are modeled using E-extended rewriting. In order to model the
set of integers, recall that Z is an Abelian group with unit 0 that is generated
using the element 1. Integers can thus be modeled using the function symbols
FZ = {0 : → int, 1 : → int, − : int → int, + : int×int → int}. Terms over
FZ are written using a simpliﬁed notation, e.g., x−2 instead of x+((−1)+(−1)).
As is well-known, equational completion [23,6] generates the following rules
SZ and equations EZ from the deﬁning properties of Abelian groups:
x + 0 → x x + (−x) → 0
− − x → x (x + (−x)) + y → 0 + y
−0 → 0 x + y ≈ y + x
−(x + y) → (−x) + (−y) x + (y + z) ≈ (x + y) + z
Recall that equality w.r.t. the properties of Abelian groups is reduced to EZ-
equivalence of →EZ\SZ-normal forms. This idea can be used for natural numbers
with FN = {0 : → nat, 1 : → nat, + : nat × nat → nat}, SN = {x + 0 → x},
and EN = {x+y ≈ y+x, x+(y+z) ≈ (x+y)+z} as well [12]. In the following,
Num denotes one of Z or N, and num denotes the sort int or nat, respectively.
Properties of the built-in numbers are modeled using the predicate symbols
P = {>, ≥, ≃}. The rewrite rules that are used in order to specify the deﬁned
function symbols are equipped with constraints over these predicate symbols
that guard when a rewrite step may be performed. An atomic Num-constraint
has the form t1 P t2 for a predicate symbol P ∈ P and terms t1,t2 ∈ T (FNum,V).
The set of Num-constraints is the closure of the set of atomic Num-constraints
under ⊤ (truth), ¬ (negation), and ∧ (conjunction). The Boolean connectives
∨, ⇒, and ⇔ can be deﬁned as usual. Also, Num-constraints have the expected
semantics. The main interest is in Num-satisﬁability (i.e., the constraint is true
for some instantiation of its variables) and Num-validity (i.e., the constraint is
true for all instantiations of its variables). Both of these properties are decidable.
In order to extend FNum by collection data structures and deﬁned functions,
a ﬁnite signature F over the sort num and a new sort univ is used. The restriction
to two sorts is not essential, but the techniques presented in the remainder of this
paper only need to diﬀerentiate between terms of sort num and terms of any other
sort. Collection data structures can be handled similarly to the built-in numbers
by using equational completion on their deﬁning properties [11,12], see Fig. 1.
In the following, a combination of Num with (signature-disjoint) collection data
structures C1,...,Cn is considered. In order to do so, let S = SNum ∪
Sn
i=1 SCi
and E = ENum ∪
Sn
i=1 ECi.
Deﬁnition 4 (Constrained Rewrite Rules). A constrained rewrite rule has
the form l → rJϕK for terms l,r ∈ T (F ∪ FNum,V) and a Num-constraint ϕ
such that root(l) ∈ F − F(E ∪ S) and V(r) ∪ V(ϕ) ⊆ V(l).Constructors SC and EC
Compact Lists nil,ins ins(x,ins(x,ys)) → ins(x,ys)
Compact Lists nil,[·], + + x+ +nil → x
nil+ +y → y
[x]+ +[x] → [x]
x+ +(y + + z) ≈ (x + +y)+ +z
Multisets ∅,ins ins(x,ins(y,zs)) ≈ ins(y,ins(x,zs))
Multisets ∅,{·},∪ x ∪ ∅ → x
x ∪ (y ∪ z) ≈ (x ∪ y) ∪ z
x ∪ y ≈ y ∪ x
Sets ∅,ins ins(x,ins(x,ys)) → ins(x,ys)
ins(x,ins(y,zs)) ≈ ins(y,ins(x,zs))
Sets ∅,{·},∪ x ∪ ∅ → x
x ∪ x → x
(x ∪ x) ∪ y → x ∪ y
x ∪ (y ∪ z) ≈ (x ∪ y) ∪ z
x ∪ y ≈ y ∪ x
Fig.1. Modeling collection data structures.
In a constrained rewrite rule l → rJ⊤K, the constraint ⊤ is usually omitted. A
ﬁnite set R of constrained rewrite rules and the sets S and E for modeling Num
and collection data structures as given above are combined into a constrained
equational rewrite system (CERS)2 (R,S,E).
The rewrite relation of a CERS is deﬁned as follows [12]: First, the redex
is normalized by →E\S. Then, the redex is E-matched to the left-hand side of
a rewrite rule and it is checked whether the matching substitution makes the
constraint of that rewrite rule Num-valid. Notice that checking the instantiated
constraint for validity requires the matching substitution to be Num-based, i.e.,
all variables of sort num have to be mapped to terms from T (FNum,V).
Deﬁnition 5 (Rewrite Relation of a CERS). For a CERS (R,S,E), let
s
S →Num E\R t iﬀ there exist l → rJϕK ∈ R, a position p ∈ Pos(s), and a Num-
based substitution σ such that (i) s|p
>Λ −→E\S −→! ◦
>Λ ∼E lσ, (ii) ϕσ is Num-valid, and
(iii) t = s[rσ]p.
It is shown in [14] that
S →Num E\R is decidable for the CERSs considered
in this paper. The function symbols occurring at the root position of left-hand
sides in R are of particular interest since they are the only function symbols that
allow a reduction to take place. These are the deﬁned symbols D(R).
Example 6. This example is closely related to Ex. 2, but instead of a list the
function from now generates a set built using ∅ and ins as in Fig. 1. Consider
the following rewrite rules:
2 A more abstract deﬁnition of CERSs that allows for more general non-free data
structures is given in [14]. The main requirement is that →E\S needs is convergent.from(x) → ins(x,from(x + 1))
take(0,xs) → nil
take(x,ins(y,ys)) → cons(y,take(x − 1,ys))Jx > 0K
pick(ins(x,xs)) → x
drop(ins(x,xs)) → xs
Notice that the term take(2,from(0)) admits an inﬁnite reduction in which the
from-rule is applied again and again. However, there also is a ﬁnite reduction of
that term which results in the normal form cons(0,cons(1,nil)). This reduction
can be enforced using context-sensitive rewriting, cf. Ex. 8. ♦
3 Context-Sensitive Rewriting with CERSs
A context-sensitive rewriting strategy is given using a replacement map µ with
µ(f) ⊆ {1,...,arity(f)} for every function symbol f ∈ F ∪ FNum. Replacement
maps specify the argument positions of function symbols where reductions are
allowed. If the replacement map restricts reductions in a certain argument posi-
tion, then the whole subterm below that argument position may not be reduced.
Formally, µ is used to deﬁne the set Pos (t) of active positions of a term t.
Here, a position is active if it can be reached from the root of the term by only
descending into argument positions that are not restricted by the replacement
map, i.e., Pos (x) = {Λ} for x ∈ V and Pos (f(t1,...,tn)) = {Λ} ∪ {i.p | i ∈
µ(f) and p ∈ Pos (ti)}. Dually, the set of inactive positions of t is deﬁned as
Pos¬ (t) = Pos(t) − Pos (t). The context-sensitive rewrite relation of a CERS
will be obtained by a small modiﬁcation of Def. 5 such that the position where
the reduction takes place has to be active, see Def. 7 below.
The concept of active positions can also be used to deﬁne active (and inactive)
subterms of a given term. t    s denotes that s is an active subterm of t, i.e.,
t|p = s for an active position p ∈ Pos (t). If p  = Λ, then this is written t ⊲  s.
Analogously, t⊲¬  s means that s is an inactive subterm of t. The classiﬁcation
of active and inactive subterms can easily be extended to other notions as well
to obtain the sets V (t) of variables occurring in active positions in t, V¬ (t) of
variables occurring in inactive positions in t, etc.
Now a context-sensitive constrained equational rewrite system (CS-CERS)
(R,S,E,µ) combines a regular CERS with a replacement map. As already no-
ticed in [15] for the AC-case, the permutative nature of the equations in E
disallows some choices of µ since inactive subterms may otherwise become ac-
tive subterms (or vice versa) by applying equations from E. Therefore, µ needs
to satisfy the following conditions:
µ(+) = {1,2} µ(ins) = ∅ or µ(ins) = {1,2}
µ(−) = {1} µ(+ +) = µ(∪) = {1,2}
As mentioned above, the rewrite relation of a CS-CERS is obtained by a small
modiﬁcation of Def. 5 such that the position where the reduction takes place has
to be active.Deﬁnition 7 (Rewriting with a CS-CERS). For a CS-CERS (R,S,E,µ),
let s
S →Num E\R,  t iﬀ there exist l → rJϕK ∈ R, an active position p ∈ Pos (s),
and a Num-based substitution σ such that (i) s|p
>Λ −→E\S −→! ◦
>Λ ∼E lσ, (ii) ϕσ is
Num-valid, and (iii) t = s[rσ]p.
Example 8. The CERS from Ex. 6 becomes a CS-CERS by considering the re-
placement map µ with µ(ins) = ∅ and µ(f) = {1,...,arity(f)} for all f  = ins.
Then the reduction of the term take(2,from(0)) has the following form:
take(2,from(0))
S →Num E\R,  take(2,ins(0,from(1)))
S →Num E\R,  cons(0,take(2 − 1,from(1)))
S →Num E\R,  cons(0,cons(1,take(1 − 1,from(2))))
S →Num E\R,  cons(0,cons(1,nil))
Notice that an inﬁnite reduction of this term from Ex. 6 is not possible since
the recursive call in the rule from(x) → ins(x,from(x + 1)) occurs in an inactive
position. ♦
4 Dependency Pairs for Rewriting with CS-CERSs
Recall from [4] that dependency pairs are built from recursive calls to deﬁned
symbols occurring in right-hand sides of R since only these recursive calls may
cause non-termination. As usual, a signature F♯ is introduced, containing the
function symbol f♯ : s1 × ... × sn → top for each function symbol f : s1 ×
... × sn → s from D(R). Here, top is a fresh sort. For t = f(t1,...,tn), the
term f♯(t1,...,tn) is denoted by t♯. A dependency pair generated from a rule
l → rJϕK has the shape l♯ → t♯JϕK, where t is a subterm of r with root(t) ∈ D(R).
The main theorem for CERSs [12] states that a CERS is terminating if it is not
possible to construct inﬁnite chains from the dependency pairs.
For context-sensitive rewriting, one might be tempted to restrict the gener-
ation of dependency pairs to recursive calls occurring in active positions since
these are the only places where reductions may occur. As shown in [2] for ordi-
nary TRSs, this results in an unsound method if rules have migrating variables,
i.e., variables x with r    x but l  ⊲  x for some rule l → r. In Ex. 6 and 8, the
variable x is migrating in the pick-rule and xs is migrating in the drop-rule. The
reason that migrating variables require attention is that recursive calls occurring
in inactive positions might be promoted to active positions if they are matched
to a migrating variable of another rule. Thus, [2] introduces collapsing depen-
dency pairs for such migrating variables, but this causes severe disadvantages
that make it hard to extend methods for proving termination from ordinary
rewriting to context-sensitive rewriting. While progress has been made [2,3,20],
the resulting methods are quite weak in practice.
An alternative to the collapsing dependency pairs needed in [2] has recently
been presented in [1]. The main observation of [1] is that only certain instantia-
tions of the migrating variables need to be considered. A ﬁrst, naive approach forthis would be to consider only instantiations by hidden terms, which are terms
with a deﬁned root symbol occurring inactively in right-hand sides of rules.
Deﬁnition 9 (Hidden Term). A term t is hidden for (R,S,E,µ) iﬀ root(t) ∈
D(R) and there exists a rule l → rJϕK ∈ R such that r ⊲¬  t.
In Ex. 8, the term from(x+1) is hidden since ins(x,from(x+1))⊲¬ from(x+1).
As shown in [1] for ordinary TRSs, it does not suﬃce to consider only the hidden
terms. Instead, it becomes necessary to consider certain contexts that may be
built above a hidden term using the rewrite rules. Formally, this observation
is captured using the notion of hiding contexts. The deﬁnition in this paper
generalizes the one given in [1] by also considering S and E.
Deﬁnition 10 (Hiding Contexts). Given a CS-CERS (R,S,E,µ), f ∈ F ∪
FNum hides position i iﬀ i ∈ µ(f) and either f ∈ F(E ∪ S) or there exist a rule
l → rJϕK ∈ R and a term s = f(s1,...,si,...,sn) with r ⊲¬  s and si    x for
an x ∈ V or si    g(...) with g ∈ D(R). A context C is hiding iﬀ C =   or
C = f(t1,...,ti−1,C′,ti+1,...,tn) where f hides position i and C′ is hiding.
In Ex. 8, + hides positions 1 and 2 and − and from hide position 1. Notice
that there are inﬁnitely many hiding contexts, but that these hiding context
have a regular shape. In order to represent all hiding contexts using only ﬁnitely
many dependency pairs, fresh function symbols Unum and Uuniv and unhiding
dependency pairs are used. The purpose of these unhiding dependency pairs is
to extract a hidden term from a hiding context surrounding it.
Deﬁnition 11 (Context-Sensitive Dependency Pairs). Let (R,S,E,µ) be
a CS-CERS. The set of context-sensitive dependency pairs of R is deﬁned as
DP(R,µ) = DPo(R,µ) ∪ DPu(R,µ) where
DPo(R,µ) = {l♯ → t♯JϕK | l → rJϕK ∈ R,r    t,root(t) ∈ D(R)}
DPu(R,µ) = {l♯ → Us(x)JϕK | l → rJϕK ∈ R,r    x,l  ⊲  x}
∪ {Us(g(x1,...,xi,...,xn)) → Us′(xi)J⊤K | g hides position i}
∪ {Us(h) → h♯J⊤K | h is a hidden term}
Here, Unum : num → top and Uuniv : univ → top are fresh function symbols that
are added to F♯ and s and s′ are the appropriate sorts. Furthermore, µ(Unum) =
µ(Uuniv) = ∅ and µ(f♯) = µ(f) for all f ∈ F.
Example 12. For Ex. 8, DP(R,µ) is as follows:
take
♯(x,ins(y,ys)) → take
♯(x − 1,ys) Jx > 0K (1)
take
♯(x,ins(y,ys)) → Unum(y) Jx > 0K (2)
take
♯(x,ins(y,ys)) → Uuniv(ys) Jx > 0K (3)
pick
♯(ins(x,xs)) → Unum(x) (4)
drop
♯(ins(x,xs)) → Uuniv(xs) (5)
Uuniv(from(x + 1)) → from
♯(x + 1) (6)Unum(x + y) → Unum(x) (7)
Unum(x + y) → Unum(y) (8)
Unum(−x) → Unum(x) (9)
Uuniv(from(x)) → Unum(x) (10)
For this, recall the hidden terms and the hiding contexts from above. ♦
As usual in methods based on dependency pairs, context-sensitive depen-
dency pairs can be used in order to build chains, and the goal is to show that
S →Num E\R,  is terminating if there are no inﬁnite minimal chains.
Deﬁnition 13 ((P,R,S,E,µ)-Chains). Let (R,S,E,µ) be a CS-CERS and
let P be a set of dependency pairs. A (variable-renamed) sequence of dependency
pairs s1 → t1Jϕ1K,s2 → t2Jϕ2K,... from P is a (P,R,S,E,µ)-chain iﬀ there
exists a Num-based substitution σ such that tiσ
S →Num E\R,  →∗ ◦
>Λ −→E\S −→! ◦
>Λ ∼E si+1σ
and ϕiσ is Num-valid for all i ≥ 1. The above (P,R,S,E,µ)-chain is minimal
iﬀ tiσ does not start an inﬁnite
S →Num E\R, -reduction for all i ≥ 1.
Here,
S →Num E\R,  →∗ corresponds to reductions occurring strictly below the
root of tiσ and
>Λ −→E\S −→! ◦
>Λ ∼E corresponds to normalization and matching before
applying si+1 → ti+1JϕiK at the root position. Notice that this deﬁnition of
chains is essentially identical to the non-context-sensitive case in [12]. Proving
the following result for CS-CERSs constitutes the main technical contribution of
this paper. The proof requires several technical lemmas that handle the subtle
interplay between R, S, E, and µ.3 It can be found in the full version [14].
Theorem 14. Let (R,S,E,µ) be a CS-CERS. Then
S →Num E\R,  is terminat-
ing if there are no inﬁnite minimal (DP(R,µ),R,S,E,µ)-chains.
In the next section, several techniques for showing absence of inﬁnite chains
are presented. These techniques are given in the form of CS-DP processors that
operate on CS-DP problems in the spirit of [19]. Here, a CS-DP problem has the
form (P,R,S,E,µ), where P is a ﬁnite set of dependency pairs and (R,S,E,µ)
is a CS-CERS. A CS-DP processor is a function that takes a CS-DP problem
as input and returns a ﬁnite set of CS-DP problems as output. A CS-DP pro-
cessor Proc is sound iﬀ for all CS-DP problems (P,R,S,E,µ) with an inﬁnite
minimal (P,R,S,E,µ)-chain there exists a CS-DP problem (P′,R′,S′,E′,µ′) ∈
Proc(P,R,S,E,µ) with an inﬁnite minimal (P′,R′,S′,E′,µ′)-chain. For a termi-
nation proof of the CS-CERS (R,S,E,µ), sound CS-DP processors are applied
recursively to the initial CS-DP problem (DP(R,µ),R,S,E,µ). If all resulting
CS-DP problems have been transformed into ∅, then termination has been shown.
3 Amongst others, it needs to be shown that an application of rules from S and equa-
tions from E transforms a hiding context into another hiding context. For example,
the hiding context from(  + 1) is transformed into the hiding context from(1 +  )
by the equation x + y ≈ y + x.5 CS-DP Processors
This section introduces several sound CS-DP processors. Most of these processors
are similar to corresponding processors for the non-context-sensitive case [12].
5.1 Dependency Graphs
Like the corresponding DP processor from [12], the CS-DP processor introduced
in this section decomposes a CS-DP problem into several independent CS-DP
problems by determining which dependency pairs from P may follow each other
in a (P,R,S,E,µ)-chain. The processor relies on the notion of (estimated) de-
pendency graphs, which has initially been introduced for ordinary TRSs [4]. Here,
the estimation from [12] is adaptated using an approach similar to [2,1].
Deﬁnition 15 (Estimated Context-Sensitive Dependency Graphs). For
a CS-DP problem (P,R,S,E,µ), the nodes of the estimated (P,R,S,E,µ)-
dependency graph EDG(P,R,S,E,µ) are the dependency pairs in P and there
is an arc from s1 → t1Jϕ1K to s2 → t2Jϕ2K iﬀ there is a substitution σ such that
cap (t1)σ
>Λ −→E\S −→! ◦
>Λ ∼E s2σ and ϕ1σ, ϕ2σ are Num-valid. cap  is given by
1. for x ∈ V, cap (x) = x if sort(x) = num and cap (x) = y otherwise,
2. cap (f(t1,...,tn)) = f(t′
1,...,t′
n) if f  ∈ D(R), where t′
i = ti if i  ∈ µ(f)
and t′
i = cap (ti) if i ∈ µ(f), and
3. cap (f(t1,...,tn)) = y if f ∈ D(R).
Here, y is the next variable in an inﬁnite list y1,y2,... of fresh variables.
Incomplete methods to implement this estimation are given in [10].
Theorem 16 (CS-DP Processor Using Dependency Graphs). The CS-
DP processor with Proc(P,R,S,E,µ) = {(P1,R,S,E,µ),..., (Pn,R,S,E,µ)},
where P1,...,Pn are the strongly connected components (SCCs) of the estimated
dependency graph EDG(P,R,S,E,µ), is sound.
Example 17. For the dependency pairs from Ex. 12, the following estimated
dependency graph EDG(P,R,S,E,µ) is obtained:
(1) (6)
(4) (2) (3) (5)
(7),(8),(9) (10)
Here, the nodes for (7)–(9) have been combined since they have “identical”
incoming and outgoing arcs. This estimated dependency graph contains two
SCCs, and, according to Thm. 16, the following CS-DP problems are obtained:
({(1)},R,S,E,µ) (11)
({(7),(8),(9)},R,S,E,µ) (12)
These CS-DP problem can now be handled independently of each other. ♦5.2 Subterm Criterion
The subterm criterion for ordinary TRSs [21] is a relatively simple technique
which is nonetheless surprisingly powerful. The technique works particularly well
for functions that are deﬁned using primitive recursion. The subterm criterion
applies a projection which collapses a term f♯(t1,...,tn) to one of the ti.
Deﬁnition 18 (Projections). A projection is a mapping π that assigns to
every f♯ ∈ F♯ with arity(f♯) = n an i with 1 ≤ i ≤ n. The mapping that assigns
to every term f♯(t1,...,tn) the term tπ(f♯) is also denoted by π.
After applying a projection, the subterm relation modulo E is used. For CS-
CERSs, this relation needs to take the replacement map into account by only
considering subterms in active positions. This is similar to [2].
Deﬁnition 19 (E-µ-Subterms). Let (R,S,E,µ) be a CS-CERS and let s,t be
terms. Then t is a strict E-µ-subterm of s, written s⊲E, t, iﬀ s ∼E ◦⊲ ◦ ∼E t.
The term t is an E-µ-subterm of s, written s  E,  t, iﬀ s ⊲E,  t or s ∼E t.
The subterm criterion is now implemented by the following CS-DP processor.
Notice that the sets R and S do not need to be considered when operating on
the CS-DP problem (P,R,S,E,µ).
Theorem 20 (CS-DP Processor Using the Subterm Criterion). For a
projection π, let Proc be a CS-DP processor with Proc(P,R,S,E,µ) =
• {(P − P′,R,S,E,µ)}, if P′ ⊆ P such that
– π(s) ⊲E,  π(t) for all s → tJϕK ∈ P′, and
– π(s)  E,  π(t) for all s → tJϕK ∈ P − P′.
• (P,R,S,E,µ), otherwise.
Then Proc is sound.
Example 21. Recall the CS-DP problem (12) from Ex. 17, consisting of the de-
pendency pair (7)–(9). Using π(Unum) = 1, this CS-DP problem can easily be
handled since all dependency pairs are removed from it. ♦
5.3 Reduction Pairs
As usual in methods based on dependency pairs, well-founded relations on terms
may be used in order to remove dependency pairs from CS-DP problems. Often,
reduction pairs [24] are used for this purpose, and they can immediately be
applied for CS-CERSs as well. If the CS-CERS uses built-in natural numbers,
then PA-reduction pairs [12] may be used. Here, it is shown that a special class
of polynomial interpretations is applicable if integers are built-in.4
A Z-polynomial interpretation Pol ﬁxes a constant cPol ∈ Z and maps
4 It is also possible to develop a general framework of Z-reduction pairs [10].1. the symbols in FZ to polynomials over Z in the natural way, i.e., Pol(0) = 0,
Pol(1) = 1, Pol(−) = −x1 and Pol(+) = x1 + x2,
2. the symbols in F to polynomials over N such that Pol(f) ∈ N[x1,...,xn] if
arity(f) = n, and
3. the symbols in F♯ to polynomials over Z such that Pol(f♯) ∈ Z[x1,...,xn]
if arity(f♯) = n and Pol(f♯) is weakly increasing in all xi where the ith
argument of f♯ has sort univ.
Terms are mapped to polynomials by deﬁning [x]Pol = x for variables x ∈ V and
[f(t1,...,tn)]Pol = Pol(f)([t1]Pol,...,[tn]Pol).
Deﬁnition 22 (≻Pol,  Pol, and ∼Pol for Z-Polynomial Interpretations).
Let Pol be a Z-polynomial interpretation. Then s ≻Pol t iﬀ [sσ]Pol ≥ cPol and
[sσ]Pol > [tσ]Pol for all ground substitutions σ : V(s) ∪ V(t) → T (F ∪ FZ).
Analogously, s  Pol t iﬀ [sσ]Pol ≥ [tσ]Pol for all ground substitutions σ : V(s) ∪
V(t) → T (F ∪ FZ) and s ∼Pol t iﬀ [sσ]Pol = [tσ]Pol for all ground substitutions
σ : V(s) ∪ V(t) → T (F ∪ FZ).
For constrained terms, it suﬃces to consider all substitutions σ that make
the constraint Z-valid. This is similar to the PA-reduction pairs of [12].
Deﬁnition 23 (≻Pol and  Pol on Constrained Terms). Let Pol be a Z-
polynomial interpretation, let s,t be terms and let ϕ be a Z-constraint. Then
sJϕK  Pol tJϕK iﬀ sσ  Pol tσ for all Z-based substitutions σ such that ϕσ is
Z-valid. Similarly, sJϕK ≻Pol tJϕK iﬀ sσ ≻Pol tσ for all Z-based substitutions σ
such that ϕσ is Z-valid.
Thus, sJϕK ≻Pol tJϕK if the following formulas are true in the integers (here,
x1,...,xn are the variables occurring in [s]Pol or [t]Pol):
∀x1,...,xn. ϕ ⇒ [s]Pol ≥ cPol
∀x1,...,xn. ϕ ⇒ [s]Pol > [t]Pol
Since Pol(−) is not monotonic in its argument, it becomes necessary to im-
pose restrictions on the CS-DP problem under which Z-polynomial interpreta-
tions may be applied. More precisely, it has to be ensured that no reduction with
S →Num E\R,  takes place below an occurrence of −. The easiest way to ensure this
is as follows: If all arguments of right-hand sides from P are terms in T (FZ,V),
then no reduction with
S →Num E\R,  can take place between instantiated de-
pendency pairs in a chain since chains are built using Z-based substitutions.
Additional suﬃcient conditions and reﬁned techniques are presented in [14].
Theorem 24 (CS-DP Processor Using Z-Polynomial Interpretations).
Let Proc be a CS-DP processor with Proc(P,R,S,E,µ) =
• {(P − P′,R,S,E,µ)}, if all arguments of right-hand sides of P are terms
from T (FZ,V), Pol is a Z-polynomial interpretation, P′ ⊆ P, and
– sJϕK ≻Pol tJϕK for all s → tJϕK ∈ P′– sJϕK  Pol tJϕK for all s → tJϕK ∈ P − P′
• {(P,R,S,E,µ)}, otherwise.
Then Proc is sound.
If P contains right-hand sides with arguments that are not from T (FZ,V),
then it might be possible to use a non-collapsing argument ﬁlter [24] for the
function symbols f♯ ∈ F♯ that ensures that this condition is satisﬁed afterwards.
Example 25. Recall the CS-DP problem (11) from Ex. 17, consisting of the de-
pendency pair (1). Using a non-collapsing argument ﬁltering that only retains
the ﬁrst argument of take
♯, this dependency pair is transformed into
take
♯(x) → take
♯(x − 1) Jx > 0K
Now Thm. 24 can be applied and using cPol = 0 and Pol(take
♯) = x1 concludes
the termination proof of the running example since
∀x. x > 0 ⇒ x ≥ 0
∀x. x > 0 ⇒ x > x − 1
are true in the integers. ♦
6 Evaluation and Conclusions
This paper has presented a generalization of the constrained equational rewrite
systems (CERSs) introduced in [12]. Then, context-sensitive rewriting strategies
for these generalized CERSs have been investigated. The main interest has been
in the automated termination analysis for such context-sensitive CERSs. For
this, a dependency pair framework for CS-CERSs has been developed, taking
the recent method of [1] for ordinary context-sensitive TRSs as a starting point.
Then, many of the DP processors developed for non-context-sensitive rewriting
in [12] have been adapted to the context-sensitive case.
The techniques presented in this paper have been fully implemented in the
termination prover AProVE [18], resulting in AProVE-CERS.
While most of the implementation is relatively straightforward, the compu-
tation of the estimated dependency graph is non-trivial since, given s and t, it
needs to be checked whether there exists a σ such that sσ
>Λ −→E\S −→! ◦
>Λ ∼E tσ. Notice
that this is a generalization of E-uniﬁability that stems from the normalization
process used in CERSs. If E- or E ∪ S-uniﬁability is decidable, then the above
problem can be approximated by these. Otherwise, syntactic uniﬁability can be
used as a (weak) approximation. Details on this can be found in [10].
An automatic generation of Z-polynomial interpretations is non-trivial as
well since the constraints of the rewrite rules need to be utilized. This is done
by ﬁrst using the constraints in order to derive upper and/or lower bounds on
variables. These upper and/or lower bounds are then used in combination withabsolute positiveness [22] in order to automatically generate a suitable (con-
crete) Z-polynomial interpretations from a parametric Z-polynomial interpreta-
tion (i.e., a Z-polynomial interpretation where the coeﬃcients are parameters
that need to be instantiated). The approach is discussed in detail in [13].
In order to evaluate the eﬀectiveness of the approach on “typical” algorithms,
the implementation has been evaluated on a collection of 150 (both context-
sensitive and non-context-sensitive) examples. Most of these examples stem from
the Termination Problem Data Base, suitably adapted to make use of built-in
integers and/or collection data structures. The majority of examples correspond
to functional programs as written in OCaml. Additionally, the collection contains
several examples corresponding to functional Maude modules taken from [9] that
operate on sets or multisets. The collection furthermore contains more than
40 examples that were obtained by encoding programs from the literature on
termination proving of imperative programs into CERSs, see [13].
With a time limit of 60 seconds for each example, AProVE-CERS succeeds in
proving termination of 140 (93.3%) of the examples, taking an average time of
2.15 seconds for each example.5 An empirical comparison with AProVE-Integer
based on the methods presented in [16] has been conducted on a subset of 80
examples where the methods of [16] are applicable (i.e., examples that use nei-
ther context-sensitive strategies nor collection data structures).6 Out of these
80 examples, AProVE-CERS succeeds on 73, while AProVE-Integer succeeds on
72. There are examples that can only be handled by AProVE-CERS but not
by AProVE-Integer, and vice versa. On examples that can be handled by both
AProVE-CERS and AProVE-Integer, the system AProVE-CERS that is based on
the present paper is much faster than AProVE-Integer, on average by a fac-
tor of three (in the most extreme case, AProVE-CERS succeeds in 0.1s while
AProVE-Integer needs 52.7s in order to prove termination). The detailed empiri-
cal evaluation, including all termination proofs generated by AProVE-CERS and
AProVE-Integer, is available at http://www.cs.unm.edu/~spf/tdps/.
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