Abstract-The article describes a system for culture-aware human-robot verbal interaction, that constitutes the basis for designing culturally-competent robots for health-care, i.e., robots able to autonomously re-configure their way of acting and speaking, when offering a service, to match the culture, customs, and etiquette of the person they are asstisting. The article shows how culture-aware verbal interaction is tightly related to cultural knowledge representation and acquisition, by describing the methodological and technological solutions adopted, and showing in details one of the preliminary experiments performed to design a culturally-competent robot.
I. INTRODUCTION
The work described in this article is part of a coordinated effort involving different partners in the EU and Japan to design a cultural-competent robot for assisting older persons in a care home or in their home [16] . The main objective of the CARESSES project 1 is to design robots able to match the culture, customs, and etiquette of the person they are assisting (Figure 1 ) while acting and speaking. Making culturally competent robots is key to address one of the major problems in assistive robotics: how to increase acceptability by being more sensitive to the user's needs, customs and lifestyle, thus producing a greater impact on the quality of life of users and their caregivers, and improving the system's efficiency and effectiveness. From the commercial perspective, cultural customization is crucial to overcome the barriers to marketing robots across different countries.
Borrowing the term from the Nursing Literature, "culturally competent robots" have been introduced in [2] , by splitting the general problem in different subproblems requiring a multidisciplinary approach:
1) How to design guidelines enabling a robot to exhibit culturally competent behaviour [15] ? 2) How to encode such guidelines with formal tools for knowledge representation [19] ? 3) How to use cultural knowledge about the person to plan and execute the most appropriate actions [8] ? 4) Which is the role of verbal interaction to acquire and satisfy the person's needs and requests, by suggesting her the options that better fit her cultural identity in terms of needs, customs, lifestyle? 5) How to acquire new knowledge by interacting with the person in order to avoid stereotyped representations? Among the issues above, this work focuses explicitly on culturally-competent verbal interaction. To this aim, since verbal interaction is tightly related to cultural knowledge representation and acquisition, the article summarizes the basic principles adopted in order to design a Cultural Knowledge Base (CKB) that stores all the required information about the person and her cultural background.
Researchers are already investigating the role of cultural factors in robotics [21] , for instance for designing robot's body movements [17] , for child-robot interaction aimed at diabetes self-management [12] , or for robot navigation [20] . Similarly, verbal human-robot interaction is receiving an increased attention in the last years, for example to teach robots high-level parametrized plans [5] , learning new behaviours [13] , enable them to learn high-level affordances [14] , or to design robots acting as narrative companions providing access to past memories of older persons with cognitive / memory impairment [4] . Some studies such as [9] , [1] aim at understanding the link between the robot's dialog patterns and the cultural background of the user. However, to the best of our knowledge, there are no major investigations aimed at culturally competent verbal interaction for elderly care.
From the technical perspective, in spite of the many Cloud-based tools for Automatic Speech Recognition (e.g., Microsoft Speech Recognition, Google ASR, Nuance Freespeech 2 ) and Natural Language Processing (e.g., DialogFlow -previously api.ai, Microsoft LUIS 3 ), many problems still need to be solved towards the aim of achieving a natural interaction between the robot and the person. In a recent survey about verbal and non-verbal human-robot communication [10] , a list of desiderata is presented: (D1) Breaking the "simple commands only" barrier. Even if the system presented in this article has many limitations, it is able to meet some of the desiderata above. In particular, the proposed system relies on cultural knowledge as the basis to break the "simple commands only" barrier (D1), enabling both the robot and the human to take the initiative to agree about the task to be performed or simply chit-chat about topics that may be entertaining for the person (D3). While doing this, the robot implements strategies to show attentiveness to the person's values, preferences, beliefs, and needs (D5), and to ultimately learn her individual preferences (D8). Finally, the system uses the knowledge acquired during conversation to adapt its sensorimotor behaviour during planning and execution (D6, D7 -this is not discussed in this article), and it makes extensive usage of online resources and services for speech recognition (D9).
Section II describes cultural knowledge representation. Section III introduces the solutions adopted for culturallycompetent verbal interaction. Section IV describes a casestudy. Conclusions follow.
II. DESIGNING CULTURAL COMPETENT ROBOTS

A. Cultural Knowledge Base
The core of the CKB is an ontology properly structured in order to encode all elements that may play a key role in socially assistive robotic scenarios, including:
• goals that the robot shall achieve and additional information about which goals are more likely to be relevant in different cultural contexts (e.g., does prayer or meditation plays an important role for the person? Should the robot assist the person in these activities?) • actions that the robot shall execute and additional parameters about how to execute these actions in different cultural contexts (e.g., which is the right volume and distance while speaking to a person, or the right gesture to greet her?) • cultural norms (e.g., are there any areas of the house that are off-limits for the robot? Does the situation change in different times of the day?) • the environment, including furniture and objects and how they may differ in different cultural contexts; • topics of conversation to talk with the person about her values, beliefs, habits, as well as additional information about which values, beliefs, habits, are more likely in different cultural contexts. It shall be reminded that an ontology is a formal naming and definition of the types, properties, and interrelationships of the entities that exist for a particular domain of discourse [7] . The terminology defining the domain of discourse, containing general properties of concepts, is stored in the terminological box (TBox) of the ontology, whereas knowledge that is specific to individuals belonging to the domain is stored in the assertional box (ABox) of the ontology. Ontologies are interesting in that they allow non-technical users to easily 4 encode knowledge about the domain, which is a key property in cross-disciplinary contexts, such as ours.
According to the guidelines provided by experts in Transcultural Nursing, the CKB has been organized in order to deal with the necessity of representing knowledge both about cultural groups (e.g., at a national / ethnic level) and about individual persons (i.e., to avoid stereotypes). To this end, the CKB includes the following components:
• Culture-generic knowledge, a layer that stores the terminology (TBox) required to represent different cultures and their peculiar traits and to reason upon them, including their different attitude towards goals, actions, norms, the environment, etc. [3] ; • Culture-specific knowledge, a layer that stores the assertions (ABox) required to represent cultural information at national / ethnic level (i.e., the fact that an English woman is likely to celebrate Christmas and a Japanese woman is likely to have miso soup for breakfast); • Person-specific knowledge, a layer that stores the assertions (ABox) required to represent the unique cultural identity, preferences and environment of the assisted person (the fact that Mrs Smith, an English woman, loves Christmas and Mrs Yamada, a Japanese woman, prefers to have a quick continental breakfast instead of a traditional Japanese one); • Assessment & Adaptation, an algorithm and a supporting Bayesian network for the discovery of personspecific knowledge in light of culture-specific knowledge, e.g. relying on "educated guesses" to be confirmed through dialogue or autonomous robot observation (to explore the most likely hypotheses about Mrs Smith's and Mrs Yamada's habits, and possibly revise them). For building the ontology, we adopt the OWL-2 language [6] , with the usual definition of Classes, object and data properties, and Individuals. Describing in details how the ontology has been shaped to include the required knowledge is out of scope of the article: consider however that the TBox and the ABox include a detailed definition of goals to be suggested and their parameters, actions and their parameters, mandatory and preferred norms, topics of conversation, and so on [19] . The rest of this Section will describe the solutions adopted to represent culture-generic concepts (that are the basis to exhibit a culturally-competent behaviour but are not related to any specific culture), culture-specific knowledge (that is related to a culture at national / ethnic level) and finally how to use culture-specific knowledge in order to infer person-specific knowledge (i.e., beliefs, values, preferences, habits of an individual user) by making "educated guesses". Figure 2 shows a portion of the TBox defining the topics of conversation domain, intended as the collection of knowledge which is meant to keep the interest of the user and show the robot's attentiveness to the person's values, preferences, beliefs, etc. Specifically, topics of conversation have two main purposes. First, they play a key role to enable the system to acquire new knowledge about the person's preferences and attitudes and how these shall impact on the robot's behaviour. Second, they provide knowledge for "chit-chatting", under the intuition that the users might appreciate that the robot is familiar with the very same concepts that she is familiar with. Figure 2 focuses on the terms AttitudeTowardsEating, AttitudeTowardsSports and AttitudeTowardsHolidays. Specific habits and preferences are modelled with subclasses, such as EatingBreakfast, with object properties such as hasBeverage and hasFood relating the preference/habit to actual objects (e.g., drinks and food). As already stated, all concepts (e.g., drinks and food) that are typical in different cultures are represented in the TBox, whichever the nationality of the user, to avoid stereotypes.
B. Avoiding stereotypes
Two important concepts should be outlined. First, the class User in Figure 2 represents the person that the robot assists, that is related to all the other concepts in the TBox by ownership (objects, furniture), preferences, habits, beliefs, etc. Second, all classes in the ontology are derived from a superclass named Topic (i.e., topics that the robot is capable to speak about) with the following properties:
• likeliness. In the culture-specific ABox layer describing the culture of the person at national / ethnic level, the data property likeliness is used to encode the priori probability that an assertion in the ABox holds for a person, given that we know that she belongs to that culture (e.g., the probability that an English person celebrates Christmas is high -hence a high likeliness value, as well as the probability that an old Japanese person has miso soup for breakfast). In the person-specific ABox layer describing the individual attitude of Mrs Smith and Mrs Yamada, likeliness encodes the evidence acquired or the posteriori probabilities acquired through interaction (e.g., 1 if Mrs Smith or Mrs Yamada have a positive attitude, 0 if they have not a positive attitude, a value in-between in case of uncertain knowledge).
• question. In the culture-specific ABox layer, the data property question contains the questions (randomly chosen for entertainment purposes) the robot may use to ask the person about her individual attitude: e.g., "Do you celebrate Christmas?" for individuals of the class AttitudeTowardsHolidays (this question may be used to verify if Mrs Smith celebrates Christmas, which has a high likeliness to receive a positive answer in case of an English person). In the person-specific ABox, a similar set of questions may be used to revise previously acquired knowledge, especially in presence of uncertain knowledge (i.e., likeliness between 0 and 1, see above).
• positive_sentence and negative_sentence. In the culture-specific and in the person-specific ABox layers, the data properties positive_sentence and negative_sentence contain sentences that the robot can use to express, respectively, a positive or a negative attitude related to assertions in the ABox (e.g. a positive_sentence corresponding to an individual of the class CelebratingChristmas might be "On Christmas, people exchange gifts and share happiness with each other!", while a negative_sentence for an individual of WatchingRugby, borrowed from Oscar Wilde, could be "Rugby is a good occasion for keeping thirty bullies far from the center of the city"). All sentences, and especially negative ones, should be checked by experts, to ensure that they are ethically and culturally sound.
• triggering_keywords. It denotes one or more keywords that, if recognized by the robot while interacting with the person, trigger a conversation about the corresponding topic (e.g., if the person mentions "food" or "eating" or "cuisine", this may start chit-chatting about food; if the person mentions "Italian food", this may start chitchatting about Italian cuisine, see Section III). Figure 3 shows the portion of the culture-specific (yellow boxes with GB prefix and arrows) and person-specific (orange boxes with DS prefix and arrows) ABox layers related to breakfast habits and preferences of a person named Dorothy Smith. In the Figure, Figure 4 shows a portion of the TBox and the culturespecific ABox layer related to suggested goals and their parameters. On the right, two individuals of the class SuggestedGoal are shown, corresponding to possible goals the robot will suggest and is ready to receive, as well as their likeliness value for an English person, and corresponding suggested parameters. Please notice that GB_HELP_WITH_PRAYER has a lower likeliness value than GB_REMIND (the second being a very likely goal for older persons belonging to all cultures), and the parameter GB_FEED_PET (having pets is very common for older English people) has a higher likeliness value than GB_LEAF_PEEPING (an activity more common in Japan than in the UK). Notice also that the class SuggestedGoal is derived from Topic, and therefore the robot is enabled, in principle, to talk about the goals that are more or less relevant for the person, and update their likeliness value accordingly in the person-specific layer of the ABox. 
III. CULTURALLY COMPETENT VERBAL INTERACTION
A. General ideas
When designing culturally-competent, socially-assistive robots, there is a range of different situations in which verbal interaction between the robot and the person plays a key role. In this work we classify different typologies of dialogue patterns into the following prototypal situations: 1) the dialogue is aimed at acquiring a new request from the person or acquiring additional details to satisfy the user's request (i.e., D1 in Section I); 2) the dialogue is aimed at conversating about a given topic (under the intuition that the person might appreciate that the robot is familiar with the very same concepts that she is familiar with, D5) and learning the person's preferences, beliefs, habits (in short, acquiring person-specific knowledge starting from culturespecific, national / ethnic level knowledge, D8).
Dialogue patterns belonging to both classes are possibly composed of different speech acts [18] in which either the robot or the person takes the initiative (D3). Specifically, dialogue patterns belonging to class (1) are ultimately led by the person giving commands to the robot; the robot may ask questions but with the only purpose of acquiring contextual information enabling it to better meet the person's requests. Dialogue patterns belonging to class (2) are ultimately led by the robot that uses existing cultural knowledge to acquire new knowledge, and are automatically composed starting from the values of data properties question, positive_sentence, and negative_sentence of individuals in the CKB. The role of the person is mainly to reply to the robot's questions, or express her opinion about what the robot says. Needless to say, a seemless integration between either classes of dialogue patterns is required, if we want to avoid an overall fragmentary behaviour that the person may find boring, puzzling or bizarre.
According to this rationale, we model the overall system's behaviour as a state machine with four states ( Figure 5 ).
1) WAITING:
The robot is turned on and waiting for somebody to enter the area. When the robot detects a person nearby and/or a person asks the robot that she wants to start the interaction, the robot switches to the state ACCEPTING REQUESTS.
2) ACCEPTING REQUESTS:
The person leads the dialogue: the robot is waiting for a request (possibly after providing a list of possible options), that can either be given through free speech or through a tablet.
• If the person makes a request that can be satisfied by the robot, the robot switches to the state ACHIEVING GOALS.
• If the person pronounces a triggering keywords, the robot jumps to the corresponding topic of conversaton, by switching to the state CHIT-CHATTING.
• If the person does not make any request for a long time, or asks explicitly for ending the interaction, the robot switches to the state WAITING. 3) ACHIEVING GOALS: If required, the robot leads the dialogue to acquire details about what the person actually wants, i.e., the exact identity of another person to video-call, the exact name of a song to be played, and so on. Then the robot performs the sensorimotor actions required to achieve the goal (not relevant to the present discussion). After achieving the goal, the robot goes back to the state ACCEPTING REQUESTS 5 .
4) CHIT-CHATTING:
The robot leads the dialogue by starting a conversation about one of the topics that are associated with the triggering keywords, by posing questions to the person and giving her the opportunity to express her preferences. The robot periodically asks the person if she wishes to continue chit-chatting: if the answer is negative, the robot switches back to the state ACCEPTING REQUESTS. Also, while chit-chatting, it may occasionally happen that the robot finds the opportunity to propose the person to set a goal related to the topic of the discussion: if the answer is positive, the robot switches to the state ACHIEVING GOALS.
The reader may be confused by the fact that the dialogue for acquiring additional details about the person's request is part of the state ACHIEVING GOALS instead of being part of ACCEPTING REQUESTS. This depends on how the behaviour of the robot is modelled as a sequence of atomic actions for the sake of planning and real-time execution: in our system, the state ACCEPTING REQUESTS is implemented in software as an atomic action whose purpose is to acquire the intentions of the person among a set of possible options, whereas the state ACHIEVING GOALS is ultimately implemented by picking out one among a set of actions, each including a contextual dialogue that is aimed at acquiring details about a specific goal. For instance, suppose that the system is initially in the state ACCEPTING REQUESTS: after the person has expressed her intention to set a reminder to call the doctor in the afternoon, the system switches to the state ACHIEVING GOALS, and a dedicated action is executed that first acquires details about the activity to be reminded and the time of the reminder, and then sets the reminder accordingly. This solution is very efficient to drive the dialogue along a predefined path to acquire all the necessary information to achieve a goal: for instance, when the robot is talking with the user in the state ACHIEVING GOALS, it is not possible to jump to CHIT-CHATTING even if a triggering keyword is detected (which increases reliability but at the price of a reduced versatility).
B. The role of cultural knowledge
Cultural knowledge plays a key role in the different states depicted in Figure 5 as follows (the details of the implemented likeliness-based algorithms are omitted).
ACCEPTING REQUESTS. When in this state, cultural knowledge provided by the CKB enables the robot to suggest to the user which goals are more suitable to the present situation, and/or to visualize on the tablet the most likely options. Giving the right suggestions is important, since the goals that the robot may accept are potentially infinite (the only limit being the creativity of the developers). There is nothing that prevents an English woman to ask the robot to perform a task that (in the developers' intentions) has been introduced to fit the needs of a different culture (e.g., showing the Qibla, the direction that should be faced when a Muslim prays during salah prayers). Suggestions are important since, when the robot speaks to propose goals or visualizes them on the tablet, explicitly mentioning all the options is unfeasible: it is therefore desirable that the options proposed first are those more likely to be selected, i.e., those which are more coherent with the cultural profile of the person and hence have a higher likeliness in the CKB (Figure 4) .
ACHIEVING GOALS. The role of cultural knowledge is very similar as in the previous case. Suppose that the person has just made the request of listening to some music: after the main goal has been selected, an additional dialogue between the robot and the person may be required to acquire details about how the request shall be satisfied (which kind of music?). As usual, there is nothing that prevents an English woman to listen to traditional Arab music, even if she has never expressed her interest in that kind of music before: however, cultural knowledge enables the robot to propose the user the most likely options according to her cultural profile, i.e., those which have a higher likeliness in the CKB (Figure 4 ). It shall be mentioned that -when in this state -cultural knowledge plays also a key role to decide which actions to execute in order to achieve a goal (e.g., should the robot greet the person by waving hands, bowing or doing Namaste?), which are the parameters of these actions (e.g., which are the optimal volume and distance from the listener during interaction?), and which are the norms to be respected (e.g., are there any areas of the house that are off-limits for the robot? Does the situation change in different times of the day?). Since this article deals only with verbal interaction, the role of cultural knowledge in choosing the right actions, parameters, and norms is not considered in the following.
CHIT-CHATTING. The role of cultural knowledge is to drive the conversation to topics that the person is more familiar with and, at the same time, to explore those topics for which individual preferences are not known yet, by giving priority to topics for which a positive attitude is expected: e.g., the robot may not know, initially, if Mrs Smith likes cheese and ham for breakfast ( Figure 3 ) and celebrating Christmas (Figure 4) , but it will investigate these possibilities before exploring if she likes miso soup and she celebrates the Japanese Birthday of the Emperor. In short, when in this state, the likeliness of individuals in the CKB is the basis for acquiring new cultural knowledge through "educated guesses", and update the likeliness of the corresponding individuals in the person-specific ABox.
The reader may notice that updating likeliness values (when in the CHIT-CHATTING state) will ultimately have an impact on the most likely options to suggest in the ACCEPTING REQUEST and ACHIEVING GOALS state (as well as in the actions to be performed to achieve such goals, their parameters, and cultural norms). This approach allows for avoiding stereotyped representations of cultures: culture-specific, national / ethnic level knowledge is not straightforwardly applied to the person by assuming that she has the same traits of the cultural group she belongs to. On the opposite, culture-specific knowledge is used to speedup the acquisition of person-specific knowledge about the individual through dialogue (or observation, not discussed here: see [11] ).
IV. CASE-STUDY: PEPPER AND KABIR
A. Technological solutions
The methodological approach described in the previous Sections has been adopted in order to embed with culturalcompetent behaviour the humanoid robot Pepper developed by SoftBank Robotics (Figure 1 ). Verbal interaction is managed by a module referred to as Conversation Module. Depending on the state of the system (i.e., ACCEPTING REQUESTS, ACHIEVING GOALS, or CHIT-CHATTING) the module acquires speech or text from the person and parses it using different technological solutions, and ultimately returns outputs which have different meanings: 1) when the system is in the state ACCEPTING RE-QUESTS or ACHIEVING GOALS, the output is interpreted as a User request, i.e., short-term information describing goals to be achieved by the robot; 2) when the system is in the state CHIT-CHATTING, the output is interpreted as a User statement, i.e., long-term information about the person's preferences, beliefs, habits, that shall be used to update the CKB (and, occasionally, as a User request, if the robot grabs the opportunity to set a goal while chit-chatting). In order to meet the requirement introduced in the previous Section, the base component of the Conversation Module is a tablet-based HRI interface used by the robot to display questions and collect answers through its touch-screen. In spite of its simplicity, the interface is meant to be a very robust and reliable method for the user to communicate with the robot, that is guaranteed to work even in those conditions when speech-based interfaces are likely to fail (e.g., in noisy environments). Even if most of the persons will prefer free speech rather than using the tablet, still the questions and answers that are visualized on the tablet's screen (a set of options / keywords to choose from) may play a very important role to guide the user to make reasonable requests, and using the most appropriate keywords to place such requests (even when the person is speaking instead of using touch). Finally, this solution may be very important for persons with auditory problems. As already stated, the tablet's screen can only display a limited number of options at the same time, and therefore cultural knowledge about the person plays a key role to display those options that are more likely to be selected (the person can browse a menu if the desired option is not among the suggested ones).
The second component of the Conversation module is a tool for speech processing used by the robot to collect requests and answers based on free speech interactions with the person. The component relies on the usage of Cloud-based solutions for Automatic Speech Recognition (i.e., Google ASR or Nuance Freespeech) to convert an audio file to text, and then feeds it to an on-board system for keyboard extraction (which constitutes the basis for guessing the person's intentions, and to start a corresponding dialogue). This tool is mainly used when the robot is in the state ACCEPTING REQUEST, to the end of detecting triggering keywords that may cause a transition to the ACHIEVING GOALS state or to the CHIT-CHATTING state. The keywords to be extracted are defined in a JSON file automatically created by querying the CKB (where the triggering keywords are stored). The format of the file allows for specifying multiple keywords that belong to an equivalence set (i.e., keywords that shall be interpreted in the same way by the robot) and for defining both a main keyword and a second-level keyword. For instance, an equivalence set may include all actions that describe motion from one place to another {go, come, accompany, . . .}, or even arbitrarily define different kitchen features as synonyms, such as {kitchen, oven, f ridge . . .}. Then, if the person says "I need to clean the dining table, would you come with me?", the robot will be able to recognize a main keyword in the first set and a second-level keyboard in the second set, and respond properly by heading to the kitchen 6 . In case that the robot cannot understand what the person says, the system proposes to switch to a tablet-guided dialogue.
The third component of the Conversation Module is the off-the-shelf tool for keyword recognition included in the standard NAOqi API. This tool has limited functionalities with respect to Google ASR and Nuance Freespeech, but it turns out to be sufficiently reliable when the person replies by picking out a keyword in a small set. However, it does not require an Internet connection and therefore it can be used under any network condition. This tool is used when the robot is in the state CHIT-CHATTING, i.e., when the 6 Cloud-based systems for Natural Language Processing such as DialogFlow are tested as well as alternative solutions. However, this does not have an impact on the role played by cultural knowledge to determine dialogue patterns, and therefore they are not discussed here.
robot is leading the dialogue and the person is given the possibility to express her opinions or needs using multiple choice answers (e.g., yes, no, sometimes, never, I love it, ...).
B. Verbal Interaction
Step-by-step
The system has been extensively tested and more than 12 videos have been recorded, showing its behaviour when interacting with "actors", Figure 1 (experiments with older persons living in care homes will be performed in 2019). Table 6 reports transcripted sentences 7 during the interaction between Pepper and Kabir, Mumbai. White rows correspond to Pepper speaking or performing a task; gray rows correspond to Kabir speaking. Pepper is initially in the state WAITING (W: line 1). After greeting the person, it switches to the state ACCEPTING REQUESTS (AR: 3), and it suggests a goal (SG: 3) which may be very relevant in the Indian culture (i.e., helping the person to choose clothes), but the person is not interested. Instead, Pepper detects the keywords "feel" and "well" (KD: 5), switching to CHIT-CHATTING (7: CC): when in this state, Pepper asks questions (Q: 7 and 11), expresses positive (P: 9, 13, and 15) or negative sentences (N, not shown), and -occasionally -leaves Kabir the possibility to speak (W: 9 and 15).
Then Pepper detects the keyworkd "breakfast" (KD: 19) , and asks Kabir about his breakfast habits. When asking questions, Pepper explores possibilities that are associated with a higher likeliness value in the culture-specific ABox layer, e.g. "Do you usually have Indian food for breakfast?" (Q: 21). In this case, Pepper receives a positive answer from Kabir, which is used to update the person-specific ABox layer accordingly (U: 25). It should be mentioned that, at this point, one may expect that Pepper proposes Kabir to set a goal (e.g., "sending a message to a carer to bring breakfast"), which would produce a direct transition from CHIT-CHATTING to ACHIEVING GOALS: this does not happen in the current dialogue only because a corresponding goal has not been implemented yet. Finally, Kabir expresses the desire to listen to music, therefore switching to ACHIEVING GOALS (AG: 33): Pepper acquires additional information about the music genre that Kabir prefers (AP: 33 and 35), and starts playing it.
Finally notice that, when Kabir is given the opportunity to talk freely (W: 9 and 15), Pepper waits for him to end talking, but it does not parse his speech. Updating cultural knowledge in the CKB is a process that needs reliable information, which can only be achieved by posing a direct question to the person and collecting a direct answer.
The analysis of transcripts (and the related videos) allows for observing all the key principles discussed throughout the article in action, showing the flow of the discourse as the system switches between different states in Figure 5 .
V. CONCLUSIONS AND FUTURE WORK The article has described preliminary work towards culture-aware verbal interaction, by showing a system meet- ing some of the desiderata for verbal human-robot communication. The system have many limitations: among the others, we need to extend the system to give more importance to contextual information in the dialogue, i.e., enabling the robot to talk about what is happening "here" and "now" (either the information is acquired through observations or dialogues) in a culturally competent way.
No systematic study aimed at user-evaluation has been performed yet: a test study with older persons living in care homes will be performed starting from April 2019. 
