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1. はじめに
現実の数理計画問題には, 目的関数および制約
条件に不確実要素を伴う場合が多い. 確率計画法
とは, このような不確実要素, すなわち確率的要素
を考慮した数理計画法である.
確率計画法に関するアプローチは, 待機決定と
よばれるものと, 即時決定とよばれるものに大別
される. 待機決定は, 確率変数の実現値を知った後
で, 確定的な数理計画問題を取り扱うというアプ
ローチである. これに対し即時決定は, 確率変数の
実現値を知る前に決定を下さなければならないア
プローチである.
即時決定に関するアプローチは, 2段階問題と機
会制約条件問題の二つに大別される. 2段階問題
では, 制約条件を満たさない量 (リコース)に対す
るペナルティを考慮した目的関数を最適化するの
に対して, 機会制約条件問題では, 制約条件を満た
す確率を制御することにより問題を定式化する.
待機決定に関しては, 様々なパラメータの組合
せで最適値を求め, その平均を期待最適値とする
方法や, 離散化の技術を用いた方法, Cartesian in-
tegration methodを用いた方法などがある.
本研究では待機決定である確率的 0-1整数計画
問題に対する初の全多項式時間乱択近似スキーム
(FPRAS)を提案する.
2. 確率的 0-1整数計画問題
以下の確率的 0-1整数計画問題
SIP : maximize
mX
i=1
Gixi
subject to x 2 	  f0; 1gm;
を考える. 変数の数をmとし, 変数の集合をX =
fxi j i 2 f1; :::;mggとする. 以下では, 変数 xi 2
Xにかかる目的関数係数の値を表す確率変数をGi
と記す. 確率変数Giは非負の値を持ち, 以下のよ
うな確率分布に従う. 各変数 xi 2 X の目的関数
係数は k 個の非負整数定数 !i(1); !i(2); ::::; !i(k)
を持つ. ただし k  2と仮定する. これらの値
は 0  !i(1)  !i(2)      !i(k) を満たし,
9xi 2 X; 9j0 2 f1; 2; :::; kg; wi(j0) > 0が成り立
つと仮定する. 任意の変数 xi 2 Xの目的関数係数
の値Giは,
Pr [Gi = wi(j)] = 1=k　 (8j 2 f1; 2; :::; kg)
を満たす. 確率変数Giは互いに独立であるとする.
ベクトル y = (y1; y2; :::; ym) 2 f1; 2; :::; kgmが
与えられたとき, 確率変数Giの値をwi(yi)に固定
した (確定的)0-1整数計画問題の最適値を v(y)と
表記する. 次に, 集合
0 = f1; 2; :::; kgmを導入す
る. 本研究では, 与えられた確率的 0-1整数計画問
題の期待最適値 V (
0) = (1=km)
P
y2
0 v(y)を
求める問題を扱う.
3. FPRAS
本論文で提案する全多項式時間乱択近似スキー
ム (FPRAS:Fully Polynomial-time Randomized
Approximation Scheme)[3]は以下を満たすもので
ある.
パラメータ 0 < 8" < 1と 0 < 8 < 1が与えら
れたとき, FPRASは以下の 1, 2を満たすアルゴリ
ズムA("; )を与える.
1.アルゴリズムA("; )の出力 Y は, 与えられた確
率的 0-1整数計画問題の期待最適値 V (
0)に対し,
Pr [(1  ")V (
0)  Y  (1 + ")V (
0)]  1  
を満たす.
2.アルゴリズムA("; )の期待実行時間は, 与えら
れた確率的 0-1整数計画問題の変数の数m, 定数
k, " 1および ln ( 1)の多項式で抑えられる.
提案したアルゴリズムはマルコフ連鎖モンテカ
ルロ (MCMC)法及び CFTPを用いた理想サンプ
リング法に基づく.
3.1. モンテカルロ法による近似アルゴリズ
ム
はじめに, 近似アルゴリズムの概要を述べる.
集合 
0 = f1; 2; : : : ; kgm に対し, 部分集合

1;
2; : : : ;
m  f1; 2; : : : ; kgm を, 
i = fy 2

0jy1 = y2 =    = yi = kgと定める. これらの集
合は 
0  
1      
mを満たす.
ここで, V (
0)を以下の式で表現する.
V (
0) = (1=km)
mY
i=1
P
z2
i 1 v(z)P
y2
i v(y)

v(k1)
比 (
P
z2
i 1 v(z)=
P
y2
i v(y))は, i 1(y) /
v(y)を満たす確率分布関数 i 1 : 
i 1 ! [0; 1]に
従って
i 1からサンプリングすることで推定でき
る. ただし, i 1(y) = v(y)=(
P
z2
i 1 v(z))であ
る. 与えられた確率的 0-1整数計画問題の期待最
適値 V (
0)を推定するアルゴリズム A("; )を以
下に記す.
アルゴリズムA("; )
Step1:すべての i 2 f1; 2;   mgに対し, 以下を
実行する.確率分布関数 i 1に従って集合

i 1からS回サンプリングし,部分集合
i
に含まれたサンプルの数を Siと表す.
Yi := Si=Sとする.
Step2:Y = (1=k)m(
Qm
i=1 Y
 1
i )v(k1)を出力する.
アルゴリズムA("; )について, 次の定理が成り
立つ.
定理 3.1. パラメータ 0 < 8" < 1と 0 < 8 < 1
に対し, サンプル数 S = 48km2" 2 ln (2m=)とし
たとき, アルゴリズムA("; )の出力 Y は,
Pr [(1  ")V (
0)  Y  (1 + ")V (
0)]  1  
を満たす. ここで, V (
0)は与えられた 0-1整数計
画問題の期待最適値を表す.
3.2. マルコフ連鎖の設計
アルゴリズムA("; )を実現するためには, 任意
の i 2 f0; 1; 2; : : : ;m  1gに対し, 確率分布関数 i
に従ってサンプリングを行う必要がある. このと
き有効な方法として, マルコフ連鎖を用いたサン
プリングがある. その基本的なアイディアは, 目的
の確率分布関数 iを定常分布に持つ, エルゴード
的なマルコフ連鎖を設計し, 初期状態から (予め決
定した)十分な回数推移させてサンプリングする
というものである.
本研究では以下のマルコフ連鎖Mを設計する.
任意の i 2 f0; 1; 2; : : : ;m   1gに対し, 
i の空で
ない部分集合 
+i を,

+i = fy 2 
iji(y) > 0g
と定義する. また, 
+i 上の確率分布関数 
+
i :

+i ! (0; 1] を +i (y) = i(y) と定める. ただ
し, iに関して区別せずに議論できる場合, 有限集
合 
i
+i をそれぞれ 
; 
+ と表記する. 同様に,
確率分布関数 +i を +と表す. マルコフ連鎖M
は有限集合 
+ を状態空間に持ち, マルコフ連鎖
Mの推移は, 決定的関数  : 
+×
× [0; 1) ! 

によって定義されている. 関数 を更新関数と呼
び, 現在の状態 y 2 
+, ベクトル z 2 
および実
数  2 [0; 1)に対し, 状態 ~y = (y;z; ) 2 
を,
~y =
8><>:
y　 (c(z)＝ 0のとき);
z　 (c(z > 0かつ c(z) > c(y)のとき);
y　 (c(z > 0かつ c(z)  c(y)のとき);
と定める. また, 確率分布関数 +はマルコフ連鎖
Mの唯一の定常分布である.
3.3. 理想サンプリング法
一般的なマルコフ連鎖を用いたサンプリングは
厳密に定常分布に従ったサンプリングではない. そ
こで, Propp and Wilson [2]が提案した理想サン
プリング法である CFTP アルゴリズムを実装す
る. これは, 仮想的に現在までに無限の回数推移
したマルコフ連鎖を考え, 過去のある時刻におけ
る状態によらず, 現在の状態が唯一に定まる証拠
(coalescence)を見つけることで, 定常分布に厳密
に従うサンプリングを実現するというものである.
状態 y 2 
+に対して, 時刻 t1から時刻 t2 (t1 <
t2)まで, 乱数列
 = (Z[t1];Z[t1 + 1]; :::;Z[t2   1]) 2 
t2 t1
および
 = ([t1];[t1 + 1]; :::;[t2   1]) 2 [0; 1)t2 t1
に従ってマルコフ連鎖Mを推移させる. このと
き, 乱数列  2 
jT j および  2 [0; 1)jT jについて,
9~y 2 
+;8y 2 
+; ~y = 0T (y; ; ) が成り立つと
き,乱数列 ; が coalescence条件を満たすという.
また, マルコフ連鎖Mについて, coalescence条
件を
9t 2 fT; T + 1; :::; 1g; v(Z[t]) > [t]v(k1)
と書き換えることができる.
マルコフ連鎖Mの定常分布 + に従って理想
サンプリングを行うCFTPアルゴリズムを以下に
記す.
アルゴリズム PS
Step1: シミュレーションの開始時刻を T :=  1
とする.空列  = ()および  = ()を用意
する.
Step2: 一様乱数 (Z[T ];[T ]) 2 
× [0; 1)を生成
し, それぞれ列 ; の先頭に挿入する.
すなわち,乱数列
 = (Z[T ];Z[T + 1]; :::;Z[ 1]),
 = ([T ];[T + 1]; :::;[ 1]),
とする.
Step3: 以下のように, cpalescence条件の確認を
行う.
1. 条件 v(Z[T ]) > [T ]v(k1)が成り立てば,
時刻 0での状態 0T (y; ; )を出力して終
了する.
2. そうでなければ, シミュレーションの開始
時刻を T := T   1に更新し, Step2に戻る
アルゴリズム PSについて, 次の定理を適用で
きる.
定理 3.2. アルゴリズムPSは確率 1で有限時間停
止し, 出力はマルコフ連鎖Mの定常分布 iに厳
密に従う.
また, CFTPアルゴリズムの coalescence時間T
に関して以下の定理が得られる.
定理 3.3. アルゴリズムPSについて, coalescence
時間 Tの期待値は高々kである.
以上の結果より, 本論文の提案手法アルゴリズ
ムA("; )においてアルゴリズムPSのサンプリン
グ法を用いたとき, 実行時間について次の定理を
得る.
定理 3.4. 任意の y 2 
0に対し, v(y)の値を求め
る (確定的) 0-1整数計画問題はO(H)で解けるとす
る. このとき提案手法の期待実行時間はO(kmHS)
である. ここで, Sは各反復でのサンプリングサイ
ズであり, S = 48km2" 2 ln (2m=)である.
本論文では, 確率的 0-1整数計画問題を拡張した
問題に関しても提案手法が適用できると証明した.
また, 前処理を行うことで, 実行時間が改善でき
ることも証明した. 前処理とは,まず各変数xiの目
的関数係数を悲観値 !i(k)に固定した問題の最適
解の一つをxとし,変数が, !1(k)x1  !2(k)x2 
    !m(k)xmを満たすように新たにインデック
スするというものである. 前処理はO(m logm)で
実行できる. 以上の前処理を適用すると, 期待実行
時間は以下の定理 3.5で得られる.
定理 3.5. 提案手法 A("; ) の期待実行時間は,
O((kH +mH ln (m))S)である.
4. 数値実験
本章では, 確率的 0-1整数計画問題の一つである
確率的PERTネットワークの平均クリティカルパ
ス長を求める問題に対して提案手法を導入し, そ
の数値実験を行う. 初めに, 確率的 PERTネット
ワークに関する説明を行う.
PERT(Program Evaluation and Review Tech-
nique)は,古典的なプロジェクト管理手法の 1つで
ある. PERTでは, プロジェクトを有向非巡回ネッ
トワークに置き換えて扱う. このネットワークを
PERTネットワークと呼ぶ. 本研究で扱う PERT
ネットワークは作業を辺に対応させるAoA方式で
ある.
また, 本研究で扱う確率的 PERTネットワーク
を以下のように定義する. PERT ネットワーク
G = (V;E)は連結な有向非巡回ネットワークで
ある. PERTネットワークGの辺数をmとし, 辺
集合 E = f1; 2; :::;mgとする. 任意の辺 e 2 E の
長さは非負整数値であり, 辺の長さは非負確率変
数で表される. ここで, 本研究で扱った確率的 0-1
整数計画問題と同様に, 任意の辺 e 2 Eについて,
k個の非負整数定数!e(1); !e(2); : : : ; !e(k)が与え
られているとする. 他の残りの記号等の定義及び
仮定は本節までに扱った確率的 0-1整数計画問題
に準拠して定める.
山口 [1] は確率的 PERT ネットワークにおい
て FPRAS を実装し, その実行時間は O((km +
m2 ln (m))S)であると証明した. 本論文では, 確
率的PERTネットワークにおける FPRASの数値
実験を行い, その結果を記載する.
4.1. 実験結果
表 1に実験結果を載せる. 定数の値はそれぞれ
k = 3; !e(1) = 4; !e(2) = 6; !e(3) = 9; " =
0:01;  = 0:001と設定した.
表 1. 実験結果
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表 1より, 辺数が 13のとき, 提案手法では実行時
間が 6.9時間と長くなってしまった. また, 辺数が
少ないときは, 総当たり法による厳密解法の方が
実行時間が短いことが分かった. 結果より, 提案
手法では, 計算時間はm3:7059に比例することが分
かった. 本研究では, 提案手法と厳密解法を組み合
わせることで計算時間の短縮にも成功した.
4.2. CFTPの実験結果
次に,確率的PERTネットワークに対するCFTP
の平均 coalescence回数を表 2に示す. 表 2より,
(平均)coalescence回数は少ないことが分かる. 理
論的に, 平均 coalescence回数は k = 3以下のため,
CFTPは“とても速い”理想サンプリング法となっ
ている. これより, MCMCを用いた提案手法の計
算時間をさらに短縮するには, サンプル数を減ら
す必要がある.
表 2. CFTPの平均 coalescence回数
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5. まとめ
本論文では与えられた確率的 0-1整数計画問題
に対し, 期待最適値を推定する FPRASを提案し
た. 提案手法は, 待機決定である確率的 0-1整数計
画問題に対する初の FPRASである. 提案手法は,
マルコフ連鎖モンテカルロ法及びCFTPアルゴリ
ズムによる理想サンプリング法に基づく.
提案手法の期待実行時間を算定し, 期待実行時
間がO(kmHS)及びO((kH +mH logm)S)で抑
えられることを示した. ここで, Sは指定の近似精
度を保証するために必要なサンプリング数を表し
ており, S = 48km2" 2 ln (2m=)である.
また, 確率的 PERT ネットワークの平均クリ
ティカルパス長を求める問題に対して提案手法を
実装し, 数値実験を行った. 実行時間は経験的に
O(m3:705)となった (理論的には k; "; を定数とみ
なしたときO(m4(logm2))で抑えられることが分
かっている). また, 辺数が少ないときは, 厳密解法
が提案手法よりも実行時間が短いことが分かった.
そこで, 厳密解法と提案手法を組み合わせ, 辺数が
多いときの実行時間の短縮に成功した.
以下に未解決の課題をあげる. 数値実験からも
分かるように, 提案手法の実行時間は変数の数が
少ない場合でも非常に長いことが分かった. 提案
したCFTPアルゴリズムはとても速い理想サンプ
リング法のため, 実行時間を短縮するには 近似精
度を保証するために必要なサンプリング数を減ら
す新たな手法を考えなければならない.
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