Current interest in ad hoc and peer-to-peer networking technologies prompts a re-examination of models for configuration management, within these frameworks. In the future, network management methods may have to scale to millions of nodes within a single organization, with complex social constraints. In this paper, we discuss whether it is possible to manage the configuration of large numbers of network devices using well-known and no-so-well-known configuration models, and we discuss how the special characteristics of ad hoc and peer-to-peer networks are reflected in this problem. 
Introduction
Configuration management is about ensuring that the operational state of a device or host conforms to specifications lain down by a site policy. The configuration of a host ensures its efficiency, correctness and security in performing its function. System configuration is usually a specification of file or database contents, attributes, and process or service characteristics, including access rights, software customization and so on. A number of approaches has been devised for configuration management. For instance, the IETF model of configuration management revolves traditionally around the Simple Network Management Protocol (SNMP) [1] . This is read/write state based protocol for altering values in a management information database (MIB), and is used by a number of commercial software products. The 'Telecommunications Management Network' or TMN [2] is an alternative scheme designed for telecommunications networks and has a strong relationship with the OSI management model. These systems use an abstraction based on the concept of 'managed objects'. An different approach is used by systems like cfengine [3] and PIKT [4] , which use descriptive languages to describe the attributes of many objects at the same time, and agents to enforce the rules.
The ability to send or receive messages is crucial to configuration management of network devices and hosts. Indeed, maintaining the configuration of hosts over time has many features in common with the problem of information transmission over a noisy channel [5] . The probability ¤ ¦ ¥ that a receiver will be correctly configured at time (1) at the same time. In other words, it depends on the mutual information in the policy, transmitted from source to node.
Today, distributed systems sport a global geography, and are linked, both conceptually and physically, by a network infra-structure. Passing messages from one part of a system to another is subject to a plethora of uncertainties. For example, SNMP uses an unreliable transport protocol UDP for communication; any configuration scheme that relies on the availability of a resource or component at a specific moment has only a limited chance of being carried out. Systems can be unavailable due to power failures, physical breakages, absence of dependencies and so on. There is thus an ad hoc element to network connectivity even in an ostensibly permanent infra-structure. The additional complication of mobile services, with partial or intermittent connectivity adds to this problem.
An 'ad hoc' network (AHN) is defined to be a networked collection of mobile hosts, each of which has the possibility to route information. The union of those hosts forms an arbitrary graph that changes with time. The nodes are free to move randomly thus the network topology may change rapidly and unpredictably.
Clearly ad hoc networks are important in a mobile computing environment, where hosts are partially or intermittently connected to other hosts. While there has been some discussion of de-centralized network management using mobile agents [6] , the problem of mobile nodes (and so strongly time-varying topology) has received little attention. However, we will argue below that ad-hoc networks provide a useful framework for discussing the problems surrounding configuration management in all network types, both fixed and mobile. This should not be confused with the notion of 'ad hoc management' [7] , which concerns randomly motivated and scheduled checks of the hosts.
Our aim in this paper is to evaluate a number of strategies for configuration management, for their dependability, using the framework of ad hoc networks as a tool. For each strategy, we estimate how the uncertainty in policy conformance varies in proportion to the number of hosts in the total system. This has implications for network growth. We begin by defining the main concepts and by showing that the ad hoc network framework provides a dual description of configuration management, for a given policy.
Availability of peers in a network
From our main assumption, the probability that a host will be correctly configured is related to reliability of its communication with a policy source. In some cases, policy will be cached locally but updates will still require hosts to communicate with trusted sources located elsewhere on the network. As long as this involves networked communication, we need to characterize the reliability of the network in order to discuss configuration management.
As a simplest case, we assume that the reliability of each node and each link is independent of all others, so that the probabilities of availability are all independent random variables. In general this is not true, since some hosts/nodes depend on others for crucial services (e.g. the domain name service (DNS)), but this should suffice to gauge orders of magnitude.
Definition 1 A set of nodes or hosts is defined by a column vector of probabilities
where The properties of networks can be discussed in detail, using the adjacency matrix representation (see for instance, ref. [8] ). It is not our intention to go into excessive detail here, but rather to distill a way of estimating the properties of networks. For this, we choose to look at the average properties of the networks.
We define a simple measure of the availability of a service, transmitted within a closed network, by an invariant scalar value 
The utility of this measure is that it enables us to gauge and compare different network configurations on equal terms. It is also the vehicle by which we can map the problem of unreliable hosts in a fixed network onto a corresponding problem of reliable hosts in an ad hoc network.
Ad hoc networks
Ad hoc networks are networks whose adjacency matrices are subject to a strong, apparently random time variation. If we look at the average adjacency matrices, over time, then we can represent the probability of connectivity in the network as an adjacency matrix of probabilities.
In a general ad hoc network, with a fixed number of nodes, the links are not independent variables. They are constrained both by the physical geography in which the nodes move (only nearby nodes are candidates for links), and by interference effects among the set of nodes near to a given node. Any given node thus may or may not establish a working link with a near node, depending on interference from other near nodes. For our purposes here, these dependencies are not important; the important property of the ad-hoc net is the intermittency of the links, due to the nodes' mobility. 
Definition 4 An
An ad hoc network is therefore a partially reliable network.
To motivate our discussion further, we note that: 
The proof demonstrates the fact that one can move the probabilities (uncertainties) for availability from the host vectors to the connectivity matrix and vice versa; for example
Thus an array of hosts with reliability probabilities , is equivalent to an array of reliable hosts in an unreliable network, where the probability of communication between them is the product of probabilities (assumed independent) from the reliability vector.
Superposed onto the routing problem is another problem of conceptual dependence. One is not merely dependent on connectivity to provide a route for messages, but one depends on trusted sources of information. Thus the arrows from source to receiver are not merely bytes exchanged but authorized policy instructions. We shall consider this issue below.
Peer to peer
The emergence of network file sharing applications such as Napster, Gnutella, has focused attention on an architecture known as peer-to-peer, whose aim is to provide worldwide access to information via a highly decentralized network of 'peers'. An important challenge to providing a fully distributed information sharing system is the design of scalable algorithmic solutions. Algorithms such as those for routing and searching peerto-peer networks are typically implemented in a form of an application-level protocol.
Definition 5 A peer to peer network service is one in which each node, at its own option, participates in or abstains from exchanging data with other nodes, over a communications channel.
Peer to peer has a deeper significance. It is about the demotion of a central authority, in response to the political wishes of those participating in the network. This is clearly an issue directly analogous to the policies used for configuration management. In large organizations, i.e. large networks, we see a frequent dichotomy of interest:
At the high level, one has specialized individuals who can paint policy in broad strokes, dealing with global issues such as software versions, common security issues, organizational resource management, and so on. Such issues can be made by software producers, system managers and network managers.
At the local level, users are more specialized and have particular needs, which large scale managers cannot address. Centralized control is therefore only a partial strategy for success. It must be supplemented by local know-how, in response to local environmental issues. Managers at the level of centralized control have no knowledge of the needs of specialized groups, such as the physics department of a university, or the research department of a company. In terms of configuration policy, what is needed is the ability to accept the advice of higher authorities, but to disregard it where it fails to meet the needs of the local environment. This kind of authority delegation is not catered for by SNMP-like models. Policy based management attempts to rectify some of these issues [9] .
What we find then is that there is another kind of networking going on: a social network, superimposed onto the technological one. The needs of small clusters of users override the broader strokes painted by wide area management. This is the need for a scaled approach to system management [10] .
Configuration management in ad hoc networks
Configuration management deals with the problem of establishing and maintaining a policy conformant configuration on workstations and other hosts distributed around a network. Policy is usually a set of rules and specifications about the software and resources of each host, defined by a central authority and disseminated to the individual hosts either on demand, or by common update. Configuration management relies on two main things: i) the availability of trusted resources to each networked host, including a policy ¤ , and ii) the consistency of the configuration specified by that policy. In an unpredictable environment one has potentially several problems: Critical dependencies, including the policy itself, can become unavailable or out of date; trust relationships are less certain if hosts cannot verify one another's' identity, location or integrity. Thus security and verifiable control, within specified time limits, are at stake.
Even in a fixed infrastructure network, with only partial connectivity, the availability of the resources is open to uncertainty. This means that the ability to correctly disseminate policy configuration is open to uncertainty. The framework of ad hoc networks thus encompasses a number of issues and offers a framework for discussing configuration strategies in general. In recent times, there has been a move towards self-configuring networks. Discovery protocols like JINI have to deal with the ad hoc nature of networks, and the protocols themselves will need to take the uncertainties in topology into account. Today, most protocols assume a fixed infra-structure.
One question that has been posed in this connection is whether a peer to peer strategy, for disseminating configuration policy, could provide a way of spreading information quickly about the network. If that were the case, then the temporary unavailability of a node to a central resource would not necessarily imply its isolation from fresh, critical data. This kind of data distribution has been discussed before [11] in connection with the scalability of software distribution. On the down side, peer to peer reliance is clearly an open invitation to engage in denial of service activity.
Predictability and scaling
At the lowest level, configuration management amounts to little more than file distribution and message passing; however, there are significant differences in the efficiency of strategies used in different contexts. As networks grow, some of these strategies do not scale well. They continue to be used, however, by force of habit. We are therefore interested in examining the scaling properties of different configuration management schemes, especially in the context of network models that look to the future of configuration management.
We consider a number of cases, in order of decreasing centralization, or increasing delegation. (This ordering also corresponds, roughly, to decreasing predictability. However this interpretation may be misleading, since centralized control schemes are also prone to noise, and local or even catastrophic system-wide failures.) The various cases that we consider are presented in Table 1 below.
Our basic 'constitutive' assumption is that there is a simple linear relationship between the probability of successful configuration and the rate(s) of communication with the policy-and enforcement-source(s). We look only at the coarsest averages over time, in order to determine the long-term behaviours of the models. We consider a change of configuration ("charge") ¢ ¡ to be proportional to an average rate of information flow (current) £ , over a time §
; that is
This equation is valid when £ represents the timeaveraged flow over the interval. Since we are interested in the limiting behaviour for long times, this is sufficient for our needs. Now we apply this simple picture to configuration management for dynamic networks. We take the point of view of a 'typical' or 'average' host. It generates error in its configuration at the (average) rate 
The Heaviside step-function is defined by
and signifies the fact that, if the repair rate exceeds the error rate, then (on average, over long times) nothing remains outstanding and there is no net rise in configuration error. Thus this averaged quantity is never negative.
If random errors and changes to configuration occur at a rate , the configuration falls behind by an amount:
In the following we will use to denote the average (over time, and over all nodes) probability that configuration management information flow (repair current) is not available to a node. This unavailability may come from either link or node unreliability. We can lump all the unreliability into the links (see above) and so write of the total elapsed time. The repair current is generated by two possible sources in our models: i) a remote source, and ii) a local source. In each case, the policy can be transmitted and/or enforced at a maximum rate given by the channel capacity of the source. We shall denote the channel capacities by for remote and local sources for clarity, but we assume that
, since source and target machines are often comparable, if not identical. If the communication by network acts as a throttle on these rates, then one can further assume that
. In any case, the weakest link determines the effective channel capacity. Note that in the case of a confluence of traffic, as in the star models below, the channel capacity will have to be shared by the incoming branches.
We now have a criterion for eventual failure of a configuration strategy. If 
Star model
The traditional (idealized) model of host configuration is based on the idea of remote management (e.g. using SNMP). Here one has a central manager who decides and implements policy from a single location, and all networks and hosts are considered to be completely reliable. The manager must monitor the whole network, using bi-directional communication. This leads to an % X W ratio of clients to manager (see fig 1) . This first model is an idealized case in which there is no unreliability in any component of the system. It serves as a point of reference.
The topology on the left hand side of fig 1 is equivalent to that on the right hand side. We can assume a flow conservation of messages on average, since any dropped packets can be absorbed into the probabilities for success that we attribute to the adjacency matrix. Thus the currents must obey Kirchoff's law:
The controller current cannot exceed its capacity, which we denote by function corrects for lower demand), and that all nodes are average nodes. This gives that
The total current is limited only by the bottleneck of queued messages at the controller, thus the throughput per node is only 1 % of the total capacity. We can now write down the failure rate in a straightforward manner: 
Star model in intermittently connected environment
The previous model was an idealization, and was mainly of interest for its simplicity. Realistic centralized management must take into account the unreliability of the environment.
In an environment with partially reliable links, a remote communication model bears the risk of not reaching every host. If hosts hear policy, they must accept and comply, if not, they fall behind in the schedule of configuration. Monitoring in distributed systems has been discussed in ref. [12] .
The capacity of the central manager 
(Again there is an implicit © function to keep the longtime average failure current positive.) This result is the same as for Model 1, the completely reliable star. This is because we assumed the controller was clever enough to find (with negligible overhead) those hosts that are available at any given time, and so to only attempt to communicate with them.
This model then fails (perhaps surprisingly), on average, at the same threshold value for % as does Model 1. If the hunt for available nodes places a non-negligible burden on the controller capacity, then it fails at a lower threshold.
Mesh topology with centralized policy and local enforcement
The serialization of tasks in the previous models forces configuration 'requests' to queue up on the central controller. Rather than enforcing policy by issuing every instruction from the central source, it makes sense to download a summary of the policy to each host and empower the host itself to enforce it. There is still a centrally determined policy for every host, but now each host carries the responsibility of configuring itself. There are thus two issues: i) the update of the policy and ii) the enforcement of the policy. A pull model for updating policy is advantageous here, because every host then has the option to obtain updates at a time convenient to itself, avoiding confluence contentions; moreover, if it fails to obtain the update, it can retry until it succeeds. We ask policy to contain a selfreferential rule for updating itself.
The distinction made here between communication and enforcement is important, because it implies distinct types of failure, and two distinct failure metrics: i) distance of the locally understood policy from the latest version, and ii) distance of host configuration from the ideal policy configuration. In other words: i) communication failure, and ii) enforcement failure.
The host no longer has to share any bandwidth with its peers, unless it is updating its copy of the policy, and perhaps not even then, since policy is enforced locally and updates can be scheduled to avoid contention. Let
be the rate at which policy must be updated. This current is usually quite small compared to £ § 4 6 4 , and was neglected in the previous models. Based on the two failure mechanisms present here, we break up the failure current into two pieces:
The former term is . Also, the topology is a mesh topology. In this case the nodes can cooperate in diffusing policy updates, via flooding 1 . The worst case-in which the hosts compete for bandwidth, and do not use flooding over the meshis that, for large
. This is a great improvement over the two previous models, since . However note that this can be further improved upon by allowing flooding of updates: the authorized policy instruction can be available from any number of redundant sources, even though the copies originate from a central location. In this case, the model truly scales without limit, i.e. In other words, there are no long-range links: no links whose range can grow with the size of the network. As a result of this, if the AHN grows large (at fixed node density), the path length (in hops) between any node and the controller scales as a constant times % . This growth in path length limits the effective throughput capacity between node and controller, in a way analogous to the internode capacity. The latter scales as 1 % [13, 14] . Hence, for sufficiently large % , the controller and AHN will fail collectively to convey updates to the net. This failure will occur at a threshold value defined by
where is a constant. The maximal network size
is in this case proportional to
As a variation on the previous model, we can begin to take seriously the idea of distance from a political centre. In this model, hosts can choose not to receive policy from a central authority, if it conflicts with local interests. Hosts can make their own policy, which could be in conflict or in concert with neighbours. Communication thus takes the role of conveying 'suggestions' from the central authority, in the form of the latest version of the policy. For instance, the central authority might suggest a new version of widely-used software, but the the local authority might delay the upgrade due to compatibility problems with local hardware. Local enforcement is now employed by each node to hold to its chosen policy 
Hence this model can in principle work to arbitrarily large % . Model 4 is the model used by cfengine [3, 15] . The largest current clusters sharing a common policy are known to be of order 
Mesh, with partial autonomy and hierarchical coalition
An embellishment of Model 4 is to allow local groups of hosts to form policy coalitions, that serve to their advantage. Such groups of hosts might belong to one department of an organization, or to a project team, of even to a group of friends in a mobile network. Once groups form, it is natural to allow sub-groups and thence a generalized hierarchy of policy refinement through specialized social groups. If policies are public then the scaling argument of Model 3 still applies since any host could cache any policy; but now a complete policy must be assembled from several sources. Once can thus imagine using this model to distribute policy so as to avoid contention in bottlenecks, since load is automatically spread over multiple servers. In effect, by delegating local policy (and keeping a minimal central policy) the central source is protected from maximal loading. Specifically, if there are sub-controllers (and a single-layer hierarchy), then the effective update capacity is multiplied by . Hence the threshold % 2 ©4 7 is multiplied (with respect to that for Model 3) by the same factor. This model could be implemented using cfengine, with some creative scripting.
6.6 Mesh, with partial autonomy and inter-peer policy exchange The final step in increasing autonomy is the free exchange of information between arbitrary hosts. Hosts can now offer one another information, policy or source materials in accordance with an appropriate trust model. In doing so, impromptu coalitions and collaborations wax and wane, driven by both human interests and possibly machine learning. A peer-to-peer policy mechanism of this type invites trepidation amongst those versed in control mechanisms, but it is really no more than a distributed genetic algorithm. With appropriate constraints it could be made to lead to sensible convergent behaviour, or to catastrophically unstable behaviour.
One example of such a collaborative network that has led to positive results is the Open Source Community. The lesson of Open Source Software is that it leads to a rapid evolution. A similar rapid evolution of policy could also be the result from such exchanges. Probably policies would need to be weighted according to an appropriate fitness landscape. They could include things like shared security fixes, best practices, code revisions, new software, and so on.
Until this exchange nears a suitable stationary point, policy updates could be much more rapid than for the previous models. This could potentially dominate configuration management behaviour.
Note that this model has no centre. Hence it is, by design, scale-free: all significant interactions are local. Therefore, in principle, if the model can be made to work at small system size, then it will also work at any larger size.
In practice, this model is subject to potentially large transients, even when it is on its way to stable, convergent behaviour. These transients would likely grow with the size of the network. Here we have confined ourselves to long-time behaviour for large % -hence we assume that the system can get beyond such transients, and so find the stable regime.
Finally we note that we have only assessed the goodness of a given model according to its success in communicating and enforcing policy. When policy is centrally determined, this is an adequate measure of goodness. However, for those cases in which nodes can choose policy, one would also like to evaluate goodness of the resulting choices. We do not address this important issue here. We note however that Model 6, of all the models presented here, has the greatest freedom to explore the space of possible policies. Hence an outstanding, and extremely nontrivial, question for this peer-topeer model of configuration management is: can such a system find 'better' policies than centralized systems?
In short: this model has no scaling problems with respect to communication and enforcement. Open questions include the scaling behaviour of transients, and the ability of this completely de-centralized model to find good policy.
Summary and conclusion
We have presented several models for configuration management on networks. Our Models 3-6 depart from mainstream practice in various ways. The motivation for considering these models is the perception that highly centralized systems are not well adapted to networks that are too large, too heterogeneous, or too dynamic. Since current and future networks are taking on more and more of these three qualities, it is of interest to examine alternative models for configuration management.
In this paper we have held ourselves to a limited set of goals. The first of these is the definition of the models themselves. These models offer broad avenues for future research in configuration management; variants of one (or several) of them are likely to be important in future systems. An important dimension along which our models vary is the degree of centralization: of policy determination, of policy communication, and of policy enforcement. For the reasons given in the previous paragraph, it is of significant interest to explore possible forms of network management with varying degrees and types of de-centralization. We offer a small step in this direction here.
Our second goal has been to assess the scaling behaviour of these models with respect to two criteria: communication of the current policy to the hosts, and enforcement of the communicated policy. We have considered the various models' ability to meet these criteria, as the number of hosts % in the network grows large. We find, not surprisingly, that the highly centralized systems suffer from a communications bottleneck that limits the size at which they can function effectively. De-centralizing one or both of the two functions gives much better scaling behaviour-to the point that all of the Models 3-6 can, in principle (with some qualifications), implement policy communication and enforcement for very large systems. All of these relieve the bottleneck, which is inevitably present in the fully centralized system.
Of course, de-centralization brings with it new problems, not addressed by the centralized system: problems of trust, of the quality of chosen policies, and of convergence to a stable regime. These new problems offer attractive issues for further research, due both to their intrinsic interest, and to their relevance to the future implementation of de-centralized network systems.
