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We consider a linear system with time lag of the form 
P(t) = A(t)y(t) + B(t) z(t) + h(t) 
&t) = c(t) z(t) + D(t) z(t - PT) + F(t) r(t) + PGP) r(t - 0) + CLW). 
(1) 
We suppose that p > 0, y, h are n-vectors, a, H are m-vectors, A is an m x n 
matrix, C, D are m x n matrices, B is an n x m matrix, F, G are m x n 
matrices; functions A, B, h, C, D, F, G, H are uniformly bounded for all 
real t. We suppose further that the roots of the characteristic equation 
det (C + De-“= - hE) = 0 (E is the unit matrix) all lie in the half-plane 
Reh<-2a<O. 
We shall prove that for small p a linear function z = L(t, p) y + g(t, ,u) 
exists such that: 
1. L(t, p), g(t, p) are uniformly bounded for all real t. 
2. If A, B, h, C, D, F, G, H are almost-periodic, then L, g are almost 
periodic; if A, B, h, C, D, F, G, H are periodic, then L, g are periodic. 
3. lim,,, L(t, p) = 0, lim,,, g(t, p) = 0. 
4. For all to , y. , the functions y(t, to , yo), L(t, II) y(t, to , yo) + g(t, CL) 
represent a solution of system (1) defined for all t; here y(t, to , yo) is the 
solution of the system 
9 = [A(t) + B(t) 46 CL)] Y + B(t) & PI + 44 (2) 
such that y(to , to , yo) = y. . 
5. If 0 = ~7~ the invariant surface is attractive, i.e., for all solutions y(t), 
z(t) of system (1) we have 
pz L.40 - 44 P) Y - At, PH = 0. 
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The method will be that of Bogoliubov [Z]; it was used for nonstationary 
systems by Mitropolski [6], for singularly perturbed systems by Zadiraka [7], 
and for differential-difference equations by FodEuk [2]. Invariant surfaces 
for systems with time lag were also considered by Hale [4j; the same author 
studied linear singularly perturbed systems with time lag [.5]. 
1. We shall construct the functions L, g by a process of successive 
approximations. The solution of system j = Ay + h is written as 
Ys(t, to) y0 + ~(t, to), where Y,,(t, to) is a fundamental matrix of solutions 
of the homogeneous system, and 
~o(t, o) = 11, Y&t> 444 ds. 
We define 
gdt, CL) = 1” -W, 4 [F(u) n,(u, 4 + G(u) rlo(u - 6 4 + W41 da -a2 
where Z(t, u) is a matrix solution of system 
pqt) = C(t) z(t) + D(t) z(t - p7) 
such that Z(t, u) E 0 for t < u, Z(u, u) = E. 
From the hypothesis on the characteristic equation we deduce that there 
exists a K > 0 such that ) Z(t, u) j < Ke- (al@(t-o) for t 2 u (see [3], Lemma 2, 
p. 288). For sufficiently small p > 0, the convergence of the integrals in the 
definition of L, , g, follows. 
We have indeed, for u < t, the estimation 
I Yo(u, t) j < @((t-U), B = sup I A(t) I* 
Notice that we essentially use the fact that the first part of system (1) does 
not contain the time lags and thus the solutions are defined on the whole 
axis, if we replace z(t) by a function defined on the whole axis. 
If p < 01/2/I, then 
i L,(t, p) 1 < il, Ke-(“lfi)(t-u)[! F(u) 1 e@(t-“J + 1 G(U) / e@efl(t-o)] da 
t < KI s 
K e[-(or/rr)+8J(t-o) &, = 1/*. < 2K1 , __ p = &CL. -a ff-PP lx 
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Analogously we have 
and deduce that 
Further, if Lnel and g,-, are defined, we consider the system 
j = (A + w-1)Y + &n-l + h. 
The solution of this system is written 
where Y,& is a fundamental matrix of the homogeneous part, and 
rln-& to , CL) = jIo Y,& s, CL) [Wgn-,(s, p) + h(s)] ds. 
We define 
~,(t, ,u) = It z(t, 0) [F(u) Y,&, t) + G(o) Yn-l(u - 0, Ql do -cc 
gn(t, P) = j” -W, 4 [F(Q) rln--1(u> t> + G(u) vn-40 - e,f)l du. -cc 
Suppose that 
I L-I(& P> I d K&CL, I &l-d4 cl) I G K+ 
From 
Y&J, t, PL) = E + j”, [A(u) + WL-&, 41 Yn-I@, t> II) du 
it follows that 
I Ynq(u, t, p) 1 < tP+YK&P)(t--"), Y = sup I B(t) I. 
For p < ,8/6& we have Y&L < 816 and B + yK4p -=c 7P/6. 
It follows that 
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and the estimation is proved by induction for K4 = 12K,/S~y and 
Analogously, we obtain 
1 ynpl 1 < (sup / h 1 + yK5p) j’ e’7B/6)(t-21) du < K6e(‘Jfl/6)(f--o). 
D 
Hence, 
1 g,(t, p) 1 < 1" Ke-(elU)(t-")[sup 1 F ( K6e(7S/6)(t-o) 
--co 
+ sup I G ! eW3/6M K6e’7tJ/6)(t-W + sup j HI] & 
KP KP 
G a suP 1 H 1 + o1 _ (7/#j) %(sup 1 F 1 + e(7$‘s’e sup / G 1) < Kgp 
for a convenient K5 and ,.L sufficiently small, and the estimation for g, is 
proved by induction. Further, from 
Y,(u, t) - Yn&, t) = j” ((A + =n) Yn - (A + W+d Yn-11 du 
t 
= j” A(Y, - Y& du + j” B(Ln - LeeI) Y,du 
t t 
+ j” f&-1( Yn - Yn-1) du t 
we deduce 
< (/3 + y&p) jt I Y,&(u) t) - Yn-l(u, t) I du + 4 e8(t-a) 
0 
where we have denoted 6, = sup / L, - L,-, I. 
For 
we get 
w(t) = e-B(t-o) 1 Y,(u, t) - Yn-l(u, t) ) 
~(4 < 9 + (B + Y&P) j: e-@(t-o) 1 Y,(u, t) - Y&u, t) 1 du 
++(B+&) j’ e-fj(+-(l) j Y,(u, t) - Ynwl(u, t) / du 
= $ + (/3 + yK4ru) jt v(u) du. 
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It follows that 
and hence, 
e)(t) < ys, e(B+YK4u)(t-O) 
B 
Since 
/ Y,(u, t) - Y&U, t) 1 < ‘+ e(2B+YK4u)(t--o). 
1 +l+1 --L = I 
t qt, u> [F(u) (Y&-T 4 - Yn-lbJ> 4) 
--co 
+ G(u) (Y,(u - 4 t) - Y,-& - 8,4)1 do 
we obtain 
It follows that S,+1 < K+&. 
Analogously 
where we have let 
From 
%z = sup I & --&x-l I. 
iLEt1 - gn = f,Z(t, 4 P’(4 Au, f> + G(u) s4u - e,t) + W41 do 
- 
s t W, 4 [F(o) s&u, 4 + G(u) rln-16~ - 0, 4 + WI1 do --m 
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we get 
Ke-(“‘P)‘t-“)[sup j F j Ks(S, + l n) e3s(t-U) 
+ sup IG I e3@ K&L + l )] do 
G fGoP& + 4 
and, thus, •+~ d ~lo~(~n + 4 and h+l + •+~ < Kll~(h + 4. If 
TV < l/K,, , the uniform convergence of the sequences L, and gn follows. 
2. Let 
w, P> = pn&l Ln(t, CL), gk P) = $+% g&9 4. 
The properties lo and 3O follow from the estimations 1 L(t, CL) 1 < Ky, 
1 g(t, p) 1 < K5p. If Y(t, t, , p) is a fundamental matrix of system 
it follows that 
the convergence being uniform on each finite interval. Analogously, if 
with uniform convergence on each finite interval. 
It follows that 
L(t, /A) = 1” Z(t, u) [F(u) Y(u, t, p) + G(u) Y(u - 64 P)] du. 
-co 
We have indeed 
L&,~) - j"I z(t,~.)[q~) Y(,, t, CL) + G(u) Y(u - 4 c dldu -03 
=I 
t 
a 4 mu) (Yn-du9 t,CL) - Y(u, 6 4) -co 
+ G(u) (Y,+l(u - 0, t, P) - Y(u - e>t, P))I do 
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For given E > 0 the second term is inferior to e/2 if T > T(E) and then for 
n > N(E) the first term is inferior to e/2 by the uniform convergence on the 
finite interval [ - T, t]. 
Analogously 









Z(t, 0) {F(+‘(u, t, CL) At, to 9 P) + rl(u, 4 41 
--m 
+ G(u) [Y(u - 0, t, P) r(t, to 9 CL) + ‘I(” - 8, t, CL)] + H(u)) do 
t = 
s 




It follows that the function 
z(t, to, yo) = qt, ll)Y(4 to,Yo) + dt, p) 
is a solution of the system 
.i.(t> = j- C(t) x(t) + ; D(t) z(t - p) 
f F(t) Y(4 to , 3’0) + G(t) Y(t - 0, to , Yo) -t H(t)- 
Thus y(t, to , ys), z(t, to , yo) is a solution of system (1). The property 4O is 
thus proved; we have obtained a family of solutions of system (1) defined on 
the whole axis by the initial vector y. . For p -+ 0 this family of solutions 
tends to the family y(t, to , yo), z E 0 of the unperturbed system. 
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3. We shall now discuss the periodicity and almost periodicity properties 
of L and g. For this purpose let us remark that if C and D are periodic with 
period w, then Z(t + w, s + OJ) = Z(t, s) since in both members we have 
solutions of the same system and these solutions coincide for t < s. 
From the periodicity of A and h we get 
Y,(t + w, t, + w> = Yo(c to) 
and 
= s t Yo(t + co, u + w) h(u + w) da to 
= s t Yo(t, 4 44 du = ~00, to). to 
We have further 
L,(t + us PL) = St’,” Z(f + fJJ> fJ> [F(u) Y&, t + w) 
+ G(u) Yo(u - 4 5 + m)l do 
= f t -qt+ w, 0 + w> p-(0 + w) Yo(o + w, t + w) --m 
+ G(u + u) Y,,(u + w - 4 t + w)l do 
s 
t 
= Z(t, 4 [F(u) Yo(u, 0 + G(u) Yo(u - 4 t>l da = L,(t, 14 -co 
and analogously 
Suppose that Lnml and g,+, are periodic of period w; then, from the perio- 
dicity of A, B, h, it follows that 
and then the periodicity of L, and g, follows as above. The periodicity of L 
andg follows by the uniform convergence. 
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In the almost periodic case we shall use the estimations 
( Yo(t + I, s + Y) - Y,(t, s) 1 < $ sup ) A(u + Y) - A(a) 1 e@‘s-t) 
for s>t 
I -qt + 7, s + y) - qt, s> I f {sup 1 qt + Y) - C(S) 1 
+ sup [ D(t + Y) - D(t) I} K1 e--(alp)(t--s) 
for t 3 5. 
We have 
I L,(t + r, l-4 - L,(4 PI I 
< s t I qt + y~~+~)Irl~(~+~)--(~)IIY0(~+~,t+y)I -cm 
+ I w I I Yd” + T, t + y) - Ycl(f.3 “) I] do 
+ j” I qt + y, u + 9 - -W, 4 I I F(o) I I Ydo, t) l da .-co 
+ j:, I -w + y, (J + y) - -W 4 I I G(u) I I Y&u - 4 t) J du 
+L i Z(f + y, 0 + y) I [I G(u + y) - G(U) I I Yo(u - 8 + Y, t + Y) 1 
+ I G(u) I I Y,(u + r - 0, t + Y) - Y,,(u - 9, t) I] do 
t 
,< s 
Ke-(alcl)(t-o) J F(u + y) I F(u) ) @(t-U) 
-m 1 
f j F(u) / k sup 1 A(s + r) -A(s) j e2B(t-o) 1do 
+jt Kl e-(“lfi)(t-@[l j7(o) 1 @(t-“) + ( G(u) ( ,@‘,s(t~)] do 
-4.3 
x {sup I C(t + I) - C(t) I + sup ) qt + Y) - D(t) I} 
f j' 
-cc 
Ke-(*lw)(t-") 1 I G(u + r) - G(u) / eBeeB(t-a) 
+ [ G(a) 1 $ e2@ Sup ) A(S f Y) - A(s) 1 e2flct-") 
~/-&+pIF(o+y)--(~)~+sup)G(u+r)-G(u)/ 
+ SUP I C(u + I) - C(0) I 
+ sup I D(u + I) - D(o) I + sup 1 A(u + r) - A(u) I> 
and L, is thus almost-periodic. 
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In order to obtain the almost periodicity of g, we use the estimation 
I rlo(t + f-P to + 4 - 770(C to)I
< K,,{sup / h(a + r) - h(U) j + sup / A(0 + Y) - A(o) I} e*‘t-to’ 
If-L, and g,,, are almost periodic the same estimations prove that L, and 
g, are almost periodic and thus, by the uniform convergence, L andg are almost 
periodic, and the property 2” is established. 
4. Let us establish the stability property. If y(t), z(t) is a solution of 
system (I), such that y is defined for t 3 to - 0, and z is defined for 
t 3 min {to - 8, to - ~7)~ 
9(t) = WY(t) + B(t) z(t) + h(t) 
= Lw + B(t) 44 41 r(t) + B(t) d4 /4 
+ h(t) + B(t) [W - L(4 PL) y(t) - & P>l* 
Hence 
r(t) = w to 7 CL) Y(to) + j t y(t 9 s9 CL) B(s) rm - 4, CL) Y(S) - g(s, 41 ds 
to 
+ rl(c to , CL). 
From the second part of system (1) it follows that 
+ s, Vu, s, 4 W k(s) - LY(s) - gl ds) 
+ G(u) (W - 6 to, P)Y(~o) + ~(0 - 0, to 3 14 
+ j;;’ y(u - 0, s, CL) B(s) k-44 - LY(s) - gl ds) + W4 1 da. 
1 We may obtain this solution by specifying y(t) at to and z(t) on [tO - y. to], 
y = max (PL’, O), and determining the values of y(t) on [to - 8, t,,] from the first 
equation in (1). The author is indebted to the referee for this remark. 
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We have then 
L(t, p) y(t) + g(t, p) = Jt q:(t, 0) vq4(Y(% t, PI r(t) + 77(% 4 EL)) 
-cc 
However, 
+ G(a) (Y(u - 0, t, p) y(t) + du - 6 6 CL)) + H(u)} da. 
Y(u, t, p) y(t) = Y(% 6 II) ] w, t, 7 CL) Y(GJ 
+ 1;. y( t, s, CL) B(s) [z(s) - Jqs, PI Y(S) - g(s, CL)1 ds 
+ j:, y(t, s, P) [w As, CL) + WI ds/ 
= WJ, to > P)Y(to) + u, s, /.J) B(s)[+) - qs> P)Y(S) - ids, dlds 
+ j;, Y(u, s, P) P(s)&, r-L) + WI ds 
and 
Y(u, 4 4 r(t) + 71(% t* I4 
= Y(% to 9 P)Y(to) + j”,oy( u, s, II) B(s) [B(S) - us, PL) Y(S) - ids, 41 ds 
+ jl Y(U, s, p) [B(s)&, P) + h(s)] ds + ,: Y(u, ~9 4 P(s)&~ CL) + h(s)1 ds 
0, s, y) B(s) [z(s) - qs, El)Y(S) - & dl ds 
+ rl(u, to ? 4; 
consequently, 
qt, p) y(t) + g(t, CL) = jr, .wl4 pw (W> to 9 PI YPO) 
+ J’ 
to 
Y(o, s, p) B(s) MS) - qs, PI Y(S) - g(s, 41 ds + rl(% to 3 4) 
+ G(u) (W - 4 to, P)Y(to) + j:. Y(u - 4 $9 I4 




-m 4 u-74 (Y(U> to  CL) Y(So) + rl(% to 9 CL)) 
-n 
+ G(u) P’(u - 0, to > P)Y(~o) + r)(u - 0, to 9 PL)) + Wu)) do 
t t + I u to --Jo z(t, 4 VW Y(u, s, CL) +G(u) VJ - 0, s, IIN du] 
x B(s) L+) - qs, EL) Y(S) - gh PII A* 
It follows that 
z(t) - qt, PCL) r(t) - & CL) 




s -qt, 4 VT4 (Y(U> to 9 CL) Y(to) + 4% to 9 4) --SC 
+ G(u) (Y(u - Otto , CL) y(to) + rl(u - 4 to , P)> + H(u)) do 
t -S 4 [J qt, u)F(u) Y( 0, s, P) do I B(s) k(s) - 4, CL) ~(4 - ii+, 41 ds t, --m 
- j t [I*+’ Z(:(t, u)G(u) Y(u - 8, s, P) do] B(s) [+) - L(s, P) ~(4 - & AIds 
to -00 
- jFme [j;%t, u) ~(4 Y@ - 6 & d du] 
0 
x B(s) II.44 - w, l-4 Y(S) - & P)ldS 
Therefore, 
I 44 - -w, PFL)YW - &G P) I 
< Ke-(+‘)(t-to) ) z(t,) 1 + II szp7 t 3 1 2 I Jk e-(““)(t-to) 
* 0 a 
i-12 p ____ e-(=‘p)(t--to) (I y(t,) / + m) 
ff - P& 
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If o(t) is defined by 
v(t) c e(alP)t I 44 - WY PI r(t) - go9 P) I7 
then 
v,(t) <le e(“/fi)tae(“lfi)e (sE[pfto] ’ z ’ + &g!Eq ’ y’ + 4) 
X exp [&a ecalU)‘(t - &)I. 
It follows that 
X exp [- (5 - ~1s e(a/fi)e) (t - t,)] 
L ‘P 
If 0 = ,LLT~ , we finally obtain 
I 44 - WY P)Y(Q - g(ts LL) I G 4iE[t~p~l tll 
X exp - ‘? 
1 t CL 
- pZ, e*Tl) (t - to)] 
and for pa < oljlse 7 the stability property is obvious. 
Remark. If the system j = Ay is uniformly asymptotically stable, then 
system (2) has a unique solution bounded on the whole axis; to this solution 
corresponds a bounded solution of system (1). In the periodic or almost 
periodic cases we obtain the existence of a periodic or almost-periodic solu- 
tion of system (1). This result is analogous to the result of Theorem II.8 of 
Hale [5], but the considered system has a somewhat different form. 
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