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Abstrak 
Dengan pesatnya perkembangan dalam penggunaan teknologi komputer baik di 
perusahaan maupun di bidang pendidikan, maka semakin banyak pula dokumen-
dokumen yang berbentuk digital yang dihasilkan. Metode yang sering dipergunakan 
untuk mencari dokumen adalah Vector Space Model (VSM). Kelemahan utama dari 
VSM adalah tidak mampu menemukan dokumen yang walaupun relevan dengan kata 
kunci tetapi tidak mengandung kata kunci tersebut. Oleh karena itu dibutuhkan sebuah 
metode search engine yang dapat memanfaatkan kemiripan makna antar kata untuk 
mengatasi masalah diatas.  
Salah satu metode yang dipergunakan dalam perancangan search engine adalah 
Generalized Vector Space Model (GVSM). George Tsatsaronis dan Vicky 
Panagiotopolou mengembangkan metode GVSM dengan melakukan pemberian nilai 
kedekatan antar sense didapatkan dengan metode Semantic Relatedness yang 
mempergunakan database leksikal “WordNet”. 
Dari hasil pengujian yang dilakukan maka GVSM menghasilkan hasil pencarian 
dokumen-dokumen yang memiliki nilai recall yang sama atau lebih tinggi yaitu 0,4 ; 1 
; 0,7778 jika dibandingkan dengan VSM (0,4 ; 0 ; 0,2222). Sedangkan nilai precision 
dari hasil pencarian GVSM memiliki nilai yang lebih rendah yaitu 0,0526 ; 0,0588 ; 
0,1707 jika dibandingkan dengan nilai precision dari hasil pencarian VSM yaitu 
0,1333 ; 0 ; 0,2857 . 
Kata kunci: Vector Space Model, GVSM, WordNet, Relasi Makna. 
 
Abstract 
With the rapid growth in the use of computer technology both in companies and in the 
field of education, more documents are generated in digital form. The method 
frequently used to search for documents is Vector Space Model (VSM). The main 
drawback of the VSM is not able to find relevant documents which do not contain the 
keyword terms. So we need a search method that can utilize the similarity of meaning 
between terms to overcome the above problems. 
One of the methods used in the design of search engines is the Generalized Vector 
Space Model (GVSMGeorge and Vicky Tsatsaronis Panagiotopolou develop methods 
GVSM by scoring sense closeness between Semantic Relatedness obtained with the 
method that uses lexical databases "WordNet".  
The test results produce that GVSM documents have the same recall value or higher at 
0.4; 1; 0.7778 compared with VSM (0.4; 0; 0.2222). While the value of precision of 
the search results GVSM have a lower value is 0.0526; 0.0588; 0.1707 when 
compared with the value of precision of the search results VSM is 0.1333; 0; 0.2857. 
Key words: Vector Space Model, GVSM, WordNet, Semantic Relatedness. 
PENDAHULUAN 
Dengan pesatnya perkembangan penggunaan 
teknologi komputer baik di perusahaan maupun di 
bidang pendidikan, maka semakin banyak pula 
dokumen yang berbentuk digital. Untuk mencari 
dokumen-dokumen tersebut dibutuhkan waktu 
yang relatif lama apabila pencariannya dilakukan 
secara manual. Maka dari itu dibutuhkan sebuah 
search engine yang dapat mencari dokumen-
dokumen yang relevan secara lebih mudah. Salah 
satu metode yang dipergunakan dalam perancangan 
search engine adalah Vector Space Model.  
Vector Space Model (VSM) sebagai metode 
yang mengukur kemiripan antara suatu dokumen 
dengan suatu query user dengan menggunakan 
cosinus dari sudut antar vektor yang dibentuk oleh 
dokumen dengan vektor dari kata kunci yang 
diinputkan oleh user [4]. Salah satu kelemahan dari 
VSM adalah metode ini menganggap bahwa setiap 
term pada dokumen bersifat independen, yaitu 
metode ini tidak melihat hubungan makna dengan 
term lain [2]. Sebagai contoh, apabila user 
melakukan pencarian dengan kata kunci 
“programming” maka hasil pencariannya adalah 
semua dokumen yang hanya memiliki kata 
“programming” saja, padahal masih banyak 
dokumen-dokumen yang masih berhubungan 
makna dengan kata “programming” seperti “PHP”, 
“Java” , dan lain-lain. Dengan adanya kasus ini 
maka terjadi penurunan recall dari hasil pencarian. 
Karena itu dibutuhkan metode yang dapat 
mengembangkan VSM ini dengan menambahkan 
fungsi sense pada model ini yaitu GVSM 
(Generalized Vector Space Model). 
Generalized Vector Space Model adalah model 
pencarian pengembangan dari Vector Space Model  
yang menambahkan fungsi sense dan penilaian 
terhadap hubungan makna antar term dalam 
dokumen [6]. Generalized Vector Space Model 
(GVSM) adalah Vector Space Model yang 
mempertimbangkan kedekatan sense antar term 
dalam merepresentasikan dokumen. Dalam GVSM 
ini pemberian nilai kedekatan antar sense 
didapatkan dengan metode Semantic Relatedness. 
Dimana   metode Semantic Relatedness adalah 
metode yang menghitung nilai kedekatan sense 
dengan menggunakan kedalaman term  dalam 
thesaurus dan banyaknya path yang dilalui antar 
dua term yaitu term yang ada di dokumen dan term 
pada kata kunci dari user. Dalam melakukan 
perhitungan dengan menggunakan metode 
Semantic Relatedness ini dibutuhkan thesaurus kata 
seperti “WordNet”. Upaya penggunaan metode 
GVSM dan Semantic Relatedness ini dimaksudkan 
untuk meningkatkan recall dari hasil pencarian 
sehingga hasil pencariannya mencakup dokumen-
dokumen yang relevan terhadap kata kunci dari 
user. 
VECTOR SPACE MODEL 
Vector Space Model adalah suatu model yang 
digunakan untuk mengukur kemiripan antara suatu 
dokumen dan suatu query dengan mewakili setiap 
dokumen dalam sebuah koleksi sebagai sebuah titik 
dalam ruang (vektor dalam ruang vektor) [7]. Poin 
yang berdekatan di ruang ini memiliki kesamaan 
semantik yang dekat dan titik yang terpisah jauh 
memiliki kesamaan semantik yang semakin jauh. 
Kesamaan antara vektor dokumen dengan vektor 
query tersebut dinyatakan dengan cosinus dari 
sudut antar keduanya [4]. 
Dalam metode Vector Space Model bobot dari 
setiap term yang didapat dalam semua dokumen 
dan query dari user harus dihitung lebih dulu. Term 
adalah suatu kata atau suatu kumpulan kata yang  
merupakan ekspresi verbal dari suatu pengertian. 
Perhitungan bobot tersebut dilakukan melalui 
persamaan nomor 1.  
 
                (1) 
 
tfi  =  frekuensi term atau banyak term i yang ada 
pada sebuah dokumen (Term Frequency) 
dfi  = frekuensi dokumen atau banyak dokumen 
yang mengandung term i (Inverse 
Document Frequency) 
D  =   jumlah semua dokumen 
 
Setelah itu untuk mengetahui tingkat kemiripan 
antar dokumen nilai cosinus dari sudut antar vektor 
dokumen dengan vektor query dihitung melalui 
persamaan nomor 2. 
 
                             (2) 
 
 
Dimana    
 
 
 
Sim(Q,Di) = nilai kesamaan antara sebuah 
dokumen i dengan query Q 
wQ,j  =  bobot term j pada query Q 
wi,j  =  bobot term j pada dokumen i 
 
Hasil cosinus tersebut diurutkan dari nilai 
kesamaan yang terbesar ke nilai yang terkecil. 
Hasil terbesar memiliki kedekatan yang lebih baik 
dengan user query dibandingkan nilai kesamaan 
yang lebih kecil [5]. 
GENERALIZED VECTOR SPACE 
MODEL 
Generalized Vector Space Model (GVSM) 
adalah perkembangan dari Vector Space Model 
yang mempertimbangkan kedekatan sense antar 
term dengan lebih akurat, dalam merepresentasikan 
dokumen. Wong et al. (1987) membuat GVSM 
pertama, yang memperkenalkan korelasi antar 
term, yang menganggap bahwa setiap term 
dinyatakan sebagai kombinasi linier dari vektor 2 
dimensi. Pengukuran similiarity antara sebuah 
dokumen dengan sebuah query dilakukan dengan 
persamaan nomor 3. 
 
                     
(3) 
 
 
Dimana, ti dan tj adalah term vektor di sebuah 
ruang vektor 2 dimensi; dk, dan q adalah vektor 
dokumen dan query; aki adalah bobot (weight) dari 
dokumen yang dihitung dengan rumus Term 
Weight; qj adalah bobot (weight) dari query yang 
dihitung dengan rumus Term Weight; n adalah 
dimensi ruang [6]. 
SEMANTIC RELATEDNESS 
ti tj menunjukkan besar relasi antara term I 
dan term j. Dalam Semantic Relatedness  nilai 
dari ti tj dalam rumus GVSM Wong et al. 
dicari dengan rumus baru yang dikembangkan 
oleh George Tsatsaronis dan Vicky 
Panagiotopoulou dengan bantuan database 
leksikal “WordNet”. Nilai ti dan tj dihitung 
melalui penghitungan SCM (semantic 
compactness), SPE (semantic path 
elaboration), dan SR (semantic relatedness). 
Langkah-langkah mencari nilai ti dan tj adalah 
[6]: 
 Bila ada sebuah thesaurus O, sebuah 
bagan pembobotan (weight) yang 
menentukan weight e ϵ (0,1) untuk setiap 
edge, sepasang senses S=(s1,s2), dan 
sebuah path dengan panjang l yang 
menyambungkan 2 senses tersebut, maka 
Semantic compactness dari S dihitung 
menggunakan persamaan (4). 
 
          (4) 
 
dimana e1, e2, e3 adalah path’s edges 
Jika s1 = s2 maka SCM(S,O) = 1 dan jika 
tidak ada path antar keduanya maka 
SCM(S,O) = 0. 
 Bila ada sebuah thesaurus O dan 
sepasang senses S=(s1,s2), dimana s1,s2 ϵ 
O dan s1 ≠ s2 dan sebuah path dengan 
panjang l yang menyambungkan 2 senses, 
maka Semantic path elaboration dari S 
dihitung menggunakan persamaan (5). 
 
                 (5) 
  
 
dimana di adalah kedalaman sense  si 
yang didasarkan pada O dan dmax adalah 
kedalaman maksimum dari O. 
Jika s1 = s2 dan d =d1 = d2 maka SPE(S,O) 
= d/dmax dan jika tidak ada path antar 
keduanya maka SPE(S,O) = 0. 
 Bila ada thesaurus O, sepasang term 
T=(t1,t2), dan semua pasang senses 
S=(s1i,s2j), dimana s1i,s2j  merupakan sense 
dari t1 dan t2, maka Semantic relatedness 
dari T ditunjukkan dari persamaan (6). 
 
SR(T,S,O) = max{SCM(S,O) . SPE(S,O)} (6) 
 
SR antar dua terms ti,tj dimana ti ≡ tj ≡ t 
dan t ∉ O didefinisikan dengan 1. Jika ti ∈ 
O tapi tj ∉ O atau ti ∉ O tapi tj ∈ O, SR=0.  
IMPLEMENTASI DAN PENGUJIAN 
Ada beberapa proses utama yang ada pada 
sistem, yaitu  
1. Data Preparation. 
2. Indexing. 
3. Calculating Semantic Relatedness. 
4. Calculating Term to Term Cooccurence. 
5. Searching. 
 
Gambar 1 menunjukkan blok diagram dari 
aplikasi ini. 
 
 
Gambar 1. Blok Diagram dari Aplikasi 
Data Preparation 
Proses ini melakukan pengubahan terhadap file 
yang dipergunakan sebagai obyek pencarian yaitu 
“ClueWeb09_English_Sample.warc” yang 
didapatkan dari Web Track TREC (The Text 
Retrieval Conference). File tersebut berisi 
kumpulan file HTML menjadi beberapa file HTML 
yang terpisah. Setelah selesai akan dilakukan 
proses merubah HTML ke teks, yang kemudian 
diteruskan dengan proses parsing pada teks 
tersebut. 
 
Indexing 
Proses ini melakukan perhitungan weight pada 
setiap kata yang merupakan hasil parsing dari 
proses data preparation dengan menggunakan 
metode Term Frequency dan Inverse Document 
Frequency (TF-IDF) yang juga terdapat pada 
metode Vector Space Model (VSM). Hasil 
perhitungan weight untuk setiap kata/term ini 
nantinya dipergunakan dalam proses Generalized 
Vector Space Model (GVSM), yang nilainya dapat 
berpengaruh terhadap kemunculan dokumen yang 
diwakili oleh kata/term tersebut pada hasil 
pencarian.  
 
Calculating Semantic Relatedness 
WordNet adalah sebuah thesaurus yang 
menggambarkan hubungan antar term secara 
semantik/makna. Dalam WordNet hubungan antar 
term berupa relasi synonym (sama makna), 
hyponym (makna lebih sempit), hypernym (makna 
lebih luas), meronym (makna bagian lebih utuh), 
dan holonym (makna bagian dari sebuah benda). 
Tidak setiap term memiliki semua relasi di atas 
dengan term yang lain. 
Proses ini melakukan perhitungan semantic 
relatedness dari tiap kata/term dalam database 
“WordNet” yang nilainya nanti dijadikan sebagai 
nilai kedekatan makna antara dua kata/term, yang 
dapat meningkatkan recall dari hasil pencarian. 
Nilai kedekatan makna ini nantinya dipergunakan 
dalam proses Generalized Vector Space Model 
(GVSM).  
Kesulitan yang muncul adalah karena WordNet 
yang berbentuk graph sehingga sulit ditentukan 
term dengan level tertinggi, berbeda dengan 
misalnya WordNet berbentuk sebuah tree. Hal ini 
membuat kedalaman sebuah sense sulit untuk 
ditentukan. Untuk itu perlu dicari sebuah term yang 
dapati dianggap sebagai level yang paling tinggi 
dari hampir semua term, yaitu term “Thing”. 
 
Calculating Term to Term Cooccurence 
Bila sebuah term tidak terdapat dalam 
WordNet, maka relasi makna antar term didapatkan 
dari term-to-term co-occurence matrix. Proses ini 
melakukan perhitungan terhadap nilai kedekatan 
makna dengan menghitung jumlah kemunculan 
bersama antara dua term yang berbeda. Jumlah 
kemunculan tersebut nantinya dinormalisasikan 
dengan mambagi setiap jumlah tersebut dengan 
jumlah terbesar. Nilai kedekatan makna dari 
semantic term to term nantinya dipergunakan 
sebagai nilai kedekatan makna yang menggantikan 
nilai semantic relatedness apabila kata/term 
tersebut tidak terdapat pada database “WordNet” 
atau nilai semantic relatedness menghasilkan nilai 
0. 
 
Searching 
Proses ini berguna untuk mencari dokumen 
yang dicari oleh user  sesuai dengan kata kunci 
yang dimasukkan oleh user. Pada proses ini 
menggabungkan nilai weight hasil dari proses 
indexing dengan nilai kedekatan makna, baik dari 
semantic relatedness ataupun dari semantic term to 
term dengan metode Generalized Vector Space 
Model (GVSM) perhitungan cosinus, untuk 
melakukan perankingan terhadap hasil pencarian. 
Pengujian dilakukan dengan menggunakan data 
yang berjumlah 100 dokumen yang didapatkan dari 
TREC di atas yang seluruh datanya menggunakan 
bahasa Inggris sebagai obyek pencarian. 
Pertama dilakukan pengujian program dengan 
memasukkan kata 'disease' dan „news‟ sebagai kata 
kunci yang dipergunakan sebagai kata kunci untuk 
menguji hasil dari aplikasi pencarian dokumen 
berbasis Generalized Vector Space Model dan 
Semantic Relatedness ini. Hasil yang didapatkan 
dari proses searching dengan kata kunci 'disease' 
dan „news‟ dapat dilihat pada Tabel 1 . 
 
Tabel 1.  Hasil Pencarian “Disease” dan “News” 
 
Kata 
Kunci 
Semua 
Dokumen 
Hasil 
Pencarian 
Dokumen 
Relevan 
dari Hasil 
Pencarian 
Dokumen 
Relevan dari 
Keseluruhan 
Dokumen 
Disease 
Dokumen 5, 
80, 6, 76, 71, 
26,  43, 94, 
82, 28, 2, 17, 
1, 64, 16, 62, 
63 
Dokumen 6 Dokumen 6 
News 
Dokumen 50, 
70, 10, 61, 
60, 79, 25, 
77, 78, 96, 
44, 52, 65, 
29, 98, 58, 
59, 18, 22, 
69, 39, 26, 
80, 99, 7, 40, 
90, 100, 8, 
83, 17, 16, 
62, 13, 63, 
14, 43, 64 
Dokumen 
7, 16, 40, 
69, 77, 90, 
100 
Dokumen 7, 
15, 16, 28, 
40, 69, 77, 
90, 100 
 
Dari Tabel 1 dapat dilihat bahwa aplikasi 
ini dapat mengeluarkan hasil pencarian 
dokumen yang relevan. 
Pengujian yang kedua dilakukan dengan 
membandingkan nilai precision dan recall dari 
pencarian dengan metode GVSM baru (GVSM 
& SR) dan VSM. Hasil yang didapatkan dari 
pengujian  precision dari pencarian dengan 
metode GVSM dan VSM dengan kata kunci 
„history‟, 'disease', dan „news‟ dapat dilihat 
pada Gambar  2. 
 
 
Gambar 2. Grafik perbandingan nilai Precision 
antara GVSM dan VSM 
Dapat dilihat pada gambar 2 bahwa GVSM 
memiliki nilai precision yang lebih kecil jika 
dibandingkan dengan VSM. Nilai precision 
yang dihasilkan oleh GVSM adalah 0,0526 ; 
0,0588 ; 0,1707 , sedangkan nilai precision 
yang dihasilkan oleh VSM adalah 0,1333 ; 0 ; 
0,2857 . Hanya pada kata kunci “Disease” saja 
yang nilai precision GVSM-nya lebih tinggi 
jika dibanding dengan nilai precision VSM, 
dikarenakan tidak diketemukan sama sekali 
dokumen yang relevan pada hasil pencarian 
VSM.  
Dapat dilihat pada gambar 3 bahwa GVSM 
memiliki nilai recall  yang selalu lebih besar 
atau sama jika dibandingkan dengan VSM. 
Nilai recall yang dihasilkan oleh GVSM 
adalah 0,4 ; 1 ; 0,7778 , sedangkan nilai recall 
yang dihasilkan oleh VSM adalah 0,4 ; 0 ; 
0,2222. Peningkatan recall terjadi karena 
Generalized Vector Space Model tidak hanya 
menampilkan dokumen yang mengandung 
keyword yang dimasukkan user saja, tetapi 
juga menampilkan dokumen yang 
mengandung keyword lain yang memiliki 
similiarity makna dengan keyword user. 
Pengujian yang ketiga adalah pengujian 
waktu Semantic Relatedness (SR). Pengujian 
waktu SR ini dilakukan dengan menghitung 
rata-rata waktu proses pencarian nilai SR. 
Rata-rata waktu proses ini didapatkan dengan 
membagi total waktu yang dibutuhkan dalam 
sebuah proses dengan jumlah hasil yang 
didapatkan dari proses tersebut. Hasil 
pengujian tersebut disajikan pada Gambar 4. 
 
Gambar 3. Grafik perbandingan nilai Recall antara 
GVSM dan VSM 
 
Gambar 4. Grafik rata-rata waktu proses pencarian 
nilai SR 
Dari gambar 4 dapat kita lihat bahwa rata-
rata waktu proses terus meningkat secara 
linear terhadap jumlah hasil pencarian. Jadi 
semakin banyak hasil pencarian yang 
dibutuhkan, maka semakin banyak pula rata-
rata waktu untuk melakukan proses tersebut, 
sehingga semakin banyak waktu yang 
dibutuhkan untuk melakukan proses untuk 
mendapatkan hasil pencarian nilai SR tersebut. 
Pengujian yang keempat adalah pengujian 
waktu proses Searching. Pengujian waktu 
Searching ini dilakukan dengan menghitung 
waktu setiap proses yang dilakukan dalam 
proses seraching dengan metode GVSM dan 
juga pada proses searching dengan metode 
VSM. Hasil pengujian tersebut disajikan pada 
Gambar 5. 
Dari hasil perbandingan waktu searching 
pada gambar 5 maka dapat kita lihat bahwa 
proses searching  dengan menggunakan 
metode GVSM memiliki waktu yang jauh 
lebih lama jika dibandingkan dengan waktu 
proses searching dengan menggunakan 
metode VSM. Hal ini bisa dilihat pada Gambar 
5, dimana untuk melakukan searching dengan 
metode GVSM dengan 10 dokumen sebagai 
obyek pencariannya membutuhkan waktu yang 
lebih lama jika dibandingkan dengan 
melakukan searching dengan metode VSM 
dengan 100 dokumen sebagai obyek 
pencarian. Hal ini dikarenakan pada GVSM 
terdapat proses mencari nilai kedekatan makna 
yang membutuhkan waktu yang lama dan 
waktu tersebut berpengaruh pada 
bertambahnya total waktu pencarian GVSM 
jika dibanding dengan pencarian dengan VSM. 
 
 
Gambar 5. Grafik jumlah dokumen terhadap 
waktu searching GVSM & VSM 
Pengujian yang terakhir adalah Pengujian 
jumlah keyword user. Pengujian jumlah 
keyword user ini dilakukan untuk menguji 
hasil pencarian yang dihasilkan oleh aplikasi, 
apabila user memasukkan keyword yang 
terdiri dari satu kata atau lebih. Proses 
pengujian ini dilakukan dengan 
membandingkan hasil pencarian yang 
diberikan oleh sistem dengan jumlah keyword 
1 kata, 2 kata dan juga 3 kata. Hasilnya dapat 
dilihat pada Tabel 6. 
 
Tabel 2. Hasil pengujian jumlah keyword 
 
No Kata Kunci 
 Hasil 
Pencarian 
Jumlah 
Dokumen  
1 Disease 
Dokumen 5, 
80, 6, 76, 71, 
26,  43, 94, 
82, 28, 2, 17, 
1, 64, 16, 62, 
63 
17 
Dokumen 
2 Lethal Tidak ada 0 Dokumen 
3 Medicine 
Dokumen 19, 
11, 71, 20, 8, 
64, 26, 80, 
16 
9 Dokumen 
4 
Lethal 
Disease 
Dokumen 5, 
80, 6, 76, 71, 
26,  43, 94, 
82, 28, 2, 17, 
1, 64, 16, 62, 
63 
17 
Dokumen 
5 
Disease 
Medicine 
Dokumen 19, 
11, 71, 5, 20, 
80, 8, 6, 26, 
76, 64, 16, 
21 
Dokumen 
43, 94, 82, 
28, 2, 17, 1, 
62, 63 
6 
Lethal 
Disease 
Medicine 
Dokumen 19, 
11, 71, 5, 20, 
80, 8, 6, 26, 
76, 64, 16, 
43, 94, 82, 
28, 2, 17, 1, 
62, 63 
21 
Dokumen 
7 Common 
Dokumen 67, 
6, 74, 100, 
89, 31, 66, 
28, 87, 88, 
17, 80, 63, 
43 
14 
Dokumen 
8 
Common 
Disease 
Dokumen 6, 
5, 67, 80, 74, 
100, 89, 31, 
66, 28, 76, 
87, 17, 88, 
71, 43, 63, 
26, 94, 82, 2, 
1, 64, 16, 62 
25 
Dokumen 
 
Dari tabel 2 dapat dilihat bahwa: 
1. Kata kunci yang pertama “Disease” 
mendapatkan 17 dokumen sebagai hasil 
pencarian. 
2. Kata kunci yang kedua “Lethal” tidak 
mendapatkan hasil pencarian 
3. Kata kunci yang kedua “Medicine” 
mendapatkan 9 dokumen sebagai hasil 
pencarian. 
4. Kata kunci keempat, dengan dua suku 
kata, yaitu “Lethal Disease” mendapatkan 
17 dokumen sebagai hasil pencarian. Dari 
hasil ini dapat dilihat bahwa hasil 
pencarian “Lethal Disease” ini didapatkan 
dari hasil pencarian dengan kata kunci 
“Lethal” yang menghasilkan hasil 
pencarian sebesar 0 dokumen dan 
“Disease” yang menghasilkan hasil 
pencarian sebesar 17 dokumen. Sehingga 
hasil pencarian dengan kata kunci “Lethal 
Disease” sebesar 17 dokumen. 
5. Kata kunci kelima, dengan dua suku kata, 
yaitu “Disease Medicine” mendapatkan 21 
dokumen sebagai hasil pencarian. Dari 
hasil ini dapat dilihat bahwa hasil 
pencarian “Disease Medicine” ini 
didapatkan dari gabungan kata kunci 
“Disease” yang menghasilkan hasil 
pencarian sebesar 17 dokumen dan 
“Medicine” yang menghasilkan hasil 
pencarian sebesar 9 dokumen, serta 5 
dokumen yang merupakan irisan dari 
kedua hasil tersebut. Sehingga hasil 
pencarian dengan kata kunci “Disease 
Medicine” sebesar 21 dokumen. 
6. Kata kunci keenam, dengan tiga suku kata, 
yaitu “Lethal Disease Medicine” 
mendapatkan 21 dokumen sebagai hasil 
pencarian. Dari hasil ini dapat dilihat 
bahwa hasil pencarian “Lethal Disease 
Medicine” ini didapatkan dari gabungan 
kata kunci “Lethal” yang menghasilkan 
hasil pencarian sebesar 0 dokumen, 
“Disease” yang menghasilkan hasil 
pencarian sebesar 17 dokumen dan 
“Medicine” yang menghasilkan hasil 
pencarian sebesar 9 dokumen, serta 5 
dokumen yang merupakan irisan dari hasil 
pencarian “Disease” dan “Medicine”. 
Sehingga hasil pencarian dengan kata 
kunci “Lethal Disease Medicine” sebesar 
21 dokumen.  
7. Kata kunci ketujuh “Common” 
mendapatkan 14 dokumen sebagai hasil 
pencarian. 
8. Kata kunci “Common Disease” 
mendapatkan 25 dokumen sebagai hasil 
pencarian.  Dari urutan perankingan 
terhadap keyword ini terdapat peningkatan 
peringkat dokumen nomor 6. Pada hasil 
pencarian dengan keyword “Common”, 
dokumen nomor 6 terdapat pada peringkat 
kedua dan pada hasil pencarian dengan 
keyword “Disease”, dokumen nomor 6 
terdapat pada peringkat ketiga. Tetapi 
pada hasil pencarian dengan keyword 
“Common Disease”, dokumen nomor 6 
terdapat pada peringkat pertama. Dengan 
ini dapat kita lihat bahwa pencarian 
dengan keyword lebih dari satu dapat 
meningkatkan peringkat dokumen yang 
relevan.  
Aplikasi pencarian dokumen berbasis 
Generalized Vector Space Model dan 
Semantic Relatedness dapat dilihat pada 
gambar 6 dan gambar 7. 
 
 
 
Gambar 6. Tampilan halaman utama dari aplikasi 
 
Gambar 7. Tampilan hasil pencarian dari aplikasi 
KESIMPULAN 
Berdasarkan hasil pengujian yang dilakukan 
pada sistem menggunakan data TREC dengan 
sampel 100 dokumen, maka dapat disimpulkan 
bahwa : 
1. Dengan melakukan perbandingan antara 
Generalized Vector Space Model (GVSM) 
dan Vector Space Model (VSM), maka 
dapat dilihat bahwa Generalized Vector 
Space Model dapat membantu dalam 
meningkatkan recall.  
2. Kelemahan dari Generalized Vector Space 
Model adalah kecilnya precision dari hasil 
pencarian jika dibandingkan dengan 
Vector Space Model.  
3. Berdasarkan pegujian lama waktu 
pencarian nilai SR, dapat dilihat bahwa 
rata-rata waktu proses terus meningkat 
secara linear terhadap jumlah hasil 
pencarian. Jadi semakin banyak hasil 
pencarian yang dibutuhkan, maka semakin 
banyak pula rata-rata waktu untuk 
melakukan proses tersebut, sehingga 
semakin banyak waktu yang dibutuhkan 
untuk melakukan proses untuk 
mendapatkan hasil pencarian nilai SR 
tersebut. 
4. Berdasarkan pengujian lama waktu 
searching, dapat dilihat bahwa jumlah 
dokumen berbanding lurus secara linear 
dengan lama waktu searching. 
5. Berdasarkan pembandingan waktu 
searching antara Generalized Vector 
Space Model (GVSM) dan Vector Space 
Model (VSM), maka dapat dilihat bahwa 
lama proses searching dengan GVSM jauh 
lebih lama jika dibandingkan dengan lama 
proses searching dengan VSM. 
Dikarenakan proses searching dengan 
GVSM membutuhkan waktu untuk 
pencarian kedekatan makna antar term. 
6. Kemampuan aplikasi ini sangat 
bergantung pada database “WordNet” 
yang dipergunakan. 
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