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NOTACION
1,- Salvo indicaciôn en contrario, todos los vectores utili- 
zados se consideran como vectores columnas, y las funcio­
nes utilizadas diferenciables.
2.- El gradiente de una funciôn f(x), con respecte al vector 
X de sus variables independientes, se représenta por
^  ^ 0 ^ y se considéra como un vector fila.
3.- La expresiôn , con /C C  E* y
significa el Jacobiano del vector de funciones g
SX
4.- X * , significa el vector fila transpuesto del vector co- 
lumna x.
5.- x(t)» significa el vector de las derivadas pri­
meras del vector x(t) con respecte a la variable inde- 
pendiente t.
6.- La notaciôn x(*) se utilisa en ocasiones para referirse 
globalmente a toda la trayectoria temporal, discreta o 















Los mis ar.plios y proretedores avances en la forr.u- 
laciôn y resoluciôn prêctica de nodelos econômicos, pare- 
cen situarse en la asimilaciôn y desarrollo de la modema 
teoria matemêtica del control ôptimo,
•La interacciôn entre ambos campos se désarroila, a 
miestro entender, en dos fases distintas por su conteni- 
do y cronologia;
La primera de ellas cubre la década de los 60, ai-.n- 
que tenga sus raices en el pionero articulo de Ramsey (R2) 
Su resultado fundamental es la teoria del crecimiiento ôp­
timo, en la que las condiciones necesarias enunciadas por 
el Principle del Môximo son aplicadas al anôlisis teôri- 
co de modèles hipersimplificados de crecimiento econônico,
T':l utilizaciôn de los princi pies de ontimi" ' ciôn 
variacional constituyô, en su tiempo, una precursora i:i- 
ciativa. Al mismo tiempo, los ingenieros de control so- 
guian trabajando con los clôsicos diagramas de Bode,
Después de las aportaciones de Pontryagin y Bellman, 
las exigencias prêcticas (y el dinero) de la carrera del 
espacio producer el ingente desarrollo de las tôcnicas 
numéricas de estimaciôn y control de los dos ûltimes ter- 
cios de la década (filtres de Kalman, teoria de las ecua­
ciones de Riccati, mêtodos del gradiente, etc,,.),
Los especialistas de taies temas, demasiado ocupados 
para preocuparse por potenciales aplicaciones econômic's, 
circunscriben sus nublicaciones a una literatura excesi-
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vamente especializada, para atraer la atenciôn de los eco- 
nomistas. La coinimicaciôn entre disciplinas no se produ­
ce, Falta de nuevos instrumentos, la literatura del crc- 
cimicnto ôptimo produce un conjunto de resultados tan ele­
gantes como irrelevantes para guiar la acciôn prôctica.
La interacciôn se produce de nuevo con el cambio de 
década. Los anos transcurridos pareccn incicar eue una 
primera parte de esta segunda fase va a consistir en una 
masiva aplicaciôn de los algoritmos de control en problè­
mes econômicos. Exister ya botones de muestra tan impor­
tantes como la literatur' roviética de la "teoria de la 
planificaciôn ô^tima" (Dl4,Dl5)y la aplicaciôn por el Fe­
deral Reserve Board america.no del regulador lîneal-cua-
r \eo en el anélisis de medidas do politica econômica
(aid,NI).En a.m.bos casos, los campos d.e aplicaciôn son de- 
terninados por el funcionamiento d.e los resnectivos siste­
rna s econômicos y nor los objetivos y medios cue los orga­
non de control tienen encomond'dos, nero lam técnicas a- 
plica.das por unos y otros son esencialmcnte idénticas.
Las peculiares caracteristicas de los sistemas econô­
micos exigen modif icaciones de mêtodos ya ad. gui ri dos y su- 
gieren nuevos desarrollos. La formulaciôn en tiempo dis- 
creto, la existencia de objetivos y centros de decisiôn 
multiples y los mêtodos de descomposiciôn necesarios para 
ahalizar sistemas de elevad.a dimensionalidad y estructura 
especifica, constituyen ejemplos privilégiados, Atendien- 
do a estas necesidades, la teoria de los juegos diferen- 
ciales y los sistemas jerêrguicos, o multiniveles, de con­
trol pueden convertirse en los instrumentos de una nueva 
y segunda parte,
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amp lie perspectiva asi esqiiematizada, es el objctivo de este 
caoitulo.
I. 2 SINTESIS
Nuestros dos grandes cuerpos de con.ocimiento previos 
son la tcoria mater.êtica del control ôptimo y sus anlica- 
ciones econôr.iicas clôsicas. Ambos son tan ex tens os y de- 
f ini t i va men t e adquiridos cue no es posible ni necesario su 
presentaciôn resujnida .
Limitôndcos a recordar s- is principales caracteris­
ticas, reducimos las rcPerencias a algunas do las obras y 
"review's" que con tien en la ex ten s a bibliograf la que est! 
Tuera ce nuestro objetivo e interôs citar directamente.
Las relaciones. entre los très nrocedir: e" tes ce ooti- 
ni s a ciôn dinlr.ica: c'^lcnlo ''"e vric ciones (ci ,34 ), nniracioio 
d^l i:^ ''i-,'0 de Pont'qvgin « P12 ,wi )y pro grava ciôn din'aica 
(D2,k3 Vian side pues 1ns de anniaiesto nor diverses autores 
(h4,d6 a T^l relrciôn es especialvente directs entre los 
dos nriveros, consider'ncose al Principio del liâ.xir.o cor.o 
una extensiôn del côlculo clôsico de variaciones que supe- 
ra ruclias de sus limita ci one s. Incluyendo a ambos bajo el 
nombre de môtodos variacionales, el sistena canônico de 
Pontryagin os referido i*-distintamcnte como ecuaciones de 
Euler-La.gra.nge y la maxirizaciôn del Hari Itérai ano se corres- 
oonde con las condiciones de Tei ers trass (p12,c8,H2 , ex­
tendi end o su va lides con independencia del dominio de va lo­
res acr.isibles de las variables de control.
Tal similitiid no dcbe hacernos olvida'.r, que la ccur- 
ci6n de Euler se dériva bajo el supuesto re variaciones 
débiles, mientrés que el Principio del Méximo se corres­
ponde con variaciones fuertes. Elio quite validez, al po­
pular dicho americano de que la Teoria. del Control Optimo 
no OS si no el "cid.aver del calculo d.e variaciones envuel to 
en la bandera soviética."
La proqramacién d.inimica présenta un enfoque %" condu­
ce a técnicas de cé.lculo diPorentes. En réqim.en continue 
conduce a. la. solucién de una. ecuacién en derivadas paroi 
les, la. îlamilton-Jacobi-Bellma.n, y en régi mer di sera to a 
un procedimiento récurrente que rebasa toda.s las canuicida- 
des en memoria de acceso répido a.ctualmente disponibles 
cuando existen mis de 4-5 variables de esta^do,
Por otra parte, sus hi^étesis de diPere"ciabilid“d de 
la Puncién objctivo son mis esîrrictas que 1 ' reqnerid"^ 
en el Pri:icia>io del Iiinimo ( P 1 2 - -^ itu] o 1 ) , à cent-".do 
mism.as , la ecuacién de îlamilton-J-cob? r^ '-sa t. e  u.? vale'-'d'e 
a. la maxi.misacién del Haniltoniano y Ir i;ntr: arct ^i' "-
conémic" de las variables adjuntas es inmedj r-p.- {P12,C0, A?
El Princiuio del lié xi no no es, ni ton id o : ' '
prêtersién de ser, un procedimiento nréctico de résolue:^u 
salvo en algunos casos sim-ales. Como 1rs condicio' es de 
Kuhn y Tucker, se limita a enunciar un ca»nj”nto de coud-- 
ciones necesarias, que son suficiertes bajo ciertaa hipo- 
tesis'd.e convexidad y positividad (Kl,M2 . El principio 
de optimalidad puede ser utilizado di:sectame::te como un 
urocedir’io''^ to dp resolucién en orobl^'mas d4 scretos do 
baja dimonsionalidad pero la "cu.rse o.F dPr.ens: on 'litp" '‘e 
la que se lamenta su au tor a nul a tail capacidad en proble-
Ambos han servido como base a procedimientos numéri- 
cos de resolucién eue cubren la mayor parte de los 100 li- 
bros y 1500 articulos producidos por cl desarrollo de la 
Teoria del Control Optimo en los é.ltimos 25 anos.
Algimos se refier en a la resolu.cién del sistem.a de 
ccyaciones diferonciales con las condiciones en los limi­
tes divididas en los dos extremos de la variable de inte- 
gracién. Otros a la rednccién de las exigencia.s de la di- 
mensd.onalidad, co:'.n el "state increment dam.amic prograan- 
:ning" de Larson (Li', a procedimientos directes como los 
mêtodos del gradiente, o en general, a mêtodos one marten 
dc solu.ciones nominales g^ ie satisf acen so la mente algunas 
condiciones de optimalidad y pasan a verificar el conjun­
to a tr^vês de un ^rocedir.iiento itéra tivo.
U"' - -f^ i.^ ién. sinta t'^.c"' de e-1^' d^ .^  ^' rrollo, al r^ ae "OS 
referir' "os de nuevo en el cmitulo 3, p^-ece encontra.rse 
PI 1 ,HI ' . peste rp’^ i reco?:'"^ 'r don c  r-cteri t? ce s im-
portr?ntes ;
— la solucién por el principio de mêxim.o facili­
ta, junto con la. solucién, los va lore s de la s 
variables adjuntas cuya importancia en un ané- 
lisis econémico es igu.ei a la ce la informa- 
cién primai. Los m.êtodos de nrogramacién ci- 
né mica no generan ningun tipo de inform'cié'a 
dual.
- la e::istencia de restricciones en las variables 
de estado complica la solucién por el princi— 
pio del al tie’'oo c m  redlace 1- c'-rcrrr
c o mpu t a c i o n '1 .en p r o g r a :a e c i én c i n é : i c " .
r> Desde ahora refer id os como '^PPV ' ( Tao Points Poundr-.'^ T^ V"l’’e
r- Problems}
dice I resume los principales elemeYitos de]. Principio del - 
Maximo continuo.
Pero, en economia, los datos disponibles para alimen­
ter un modelo aparecen como series de valores y no como fun­
ciones continuas del tiempo. Los contrôles disponibles no pue 
den ser variados sino a intervales discretos. Por ello, uno - 
de los mis interesantes desarrollos para las aplicaciones eco 
néinica.s, es cl de los miétodos de control ôptimo en tiempo dis 
creto.
Las formula c i one s del Principio del Kiximo discrète son 
nu'-’erosas en la literatura desde 1P64. Las primeras de ellas 
estan basadas en considcraciones geomêtricas que exi- 
jen ciertar bi^ôtesis de rcgularidad. Las derivaciones subsi- 
guientes (h8,r8 ) estin basadas en la aplicaciôn del teorema
de Kuhn y Tucker exnresando un nroblema. discrète de contre]
' t:n/o co”'Z VIT ’ roqr ' at i ' ieo .:e ... 'i erxxi ôr . D r' v - 
ciones detalladas pueden encontrarse en Ibouy (A7,tomo II)» 
P'C’dick II) y v-ann- . El a II lo uresonta
guiendo la 11nea de kosen y AIbouy.
En cl campo de las anliesciones econômicas, el rcco"o~ 
eimiento del in teres de la teoria del control ôptimo como ::ie- 
dio instrumental de nlanificaciôn es general : Smirnov (55%
Broc .y ( B6,B7 )» Kendrick (k6,K7 ' Fedorenko (f2 ), R'"akav'rty
( C5% Fox-Sengupta (c7 ) » Broll.ey ( b8 î , Tnivesey ( l9 » Lio) ,^tc. . .
Sin embargo, hasta hace pocos anos, todas sus aplica­
ciones se habian coneentrado en la teoria del crecimiento 60- 
timo y en problèmes do estabili^'.aciôn a corto plaso. Er el - 
primer caso se désarroi16 la linea empezada oor Raduer (ri) y
' r
fP 6 ,P 7 ,P 8 ) .
InstrumentalmentG, la teoria del crecimiento éotirvo 
se Id.mita. a aplicar el enureiado del Principio del Mi::imo 
para obtener informaciôn cualitativa acerca de la forma do 
las trayectorias de consume y acurnulaciôn, optim.as en cl ser_ 
tido de una cierta funcional de utilidad colectiva, ce un - 
modelo de crecimiento ncoclasico descrito por una o cos ecua 
ciones difcrenciales. Una forma alterrativa del objetivo, al 
cansar una trayectoria do Von Peumanr an tiempo mi ni m o h a  - 
sido utilizada por Kurtz ( ki4) , S toleru (sio% Fedosc ' F3 %
La extensa literatura de 1" teoria del crecimiento op 
tirco ha hecho clisicos los. nombres do sus au tor es : Arrom, - 
Cass, ChaJcravarty, Koopmans, Kirrlecs, Moristima , Phelps,C 
m.uclsor. Go low. Shell, Uzawa, etc ... Lejos do nu.es tra int-' - 
ciôn y espacio disponibi.e el hac^r un rccuo'ito d^ t^l teori^ 
de sus, derivaciones (oroblemas dc est - b-i lid ' " K13' , e::i: te_ 
ci a eco"omias dual-- (d7,sO,N2 %  politic f : - sal
etc, . Uos limitrremos a ci tar rd.g”"'--s r^Fc^'enc: ''.s ' - i c - 
(B9-S2) y los articules de Dobell (biü ) y y-: r-d-cher ' , ' ne
con tien en una exhaustive visiôn de If literatura,. D-sdc el - 
ounto de vistci de ingenieros de control e::ister los conccidos 
y mis gerorales articules de Athaims (ai o) , Dobell y Ho (B9) 
Dobell 'd8 ) .
Los diagram a s de fases han sido ampli am en te l’tiliz-dos 
para describir las trayectorias ôptimas y analizar los c^sos 
de control singular. El procedimiento es inutilisable cuando 
existen rnis de una variable de estado. Los casos de control 
singular han sido estudiados en Dr y s on (b5 , caoi tu lo ''') y J eh- 
son (Jl ) .
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tituyc la teoria de los "turhpikes" y el correspordiente en- 
fasis on estados est a c i ona ri o s (c4,T2 ) PockaPeller ha demos
trado recienternente (r4 , R3 ) que la tendencia de la trayecto 
ria ôptir.ia a transcurrir la mayor parte del tiempo en las - 
proximidades del estado estacionario y no alejarse de 6l sino 
para cumplir con las condiciones de transversalidad al final 
del pcriodo, es una propiedad general de los sistemas Hr.mil- 
tonianos convexes en sus variables de estado y concaves en - 
las adjuntas.
En problema s con hori sorte infinito, en los que se e_s 
quiva la necesidad de définir las condiciones finales de la 
trayectoria, Rockafellar demuestra que, en las anteriores - 
condiciones, la trayectoria ôptima es la que converge al es­
tado estacionario.
A un que ma t ema t i c amen te justificada, la teoria dc 1o s 
" tir-n 7il:e" no narece present'r mucho inte:.'‘ês ar'ctico y me" or 
rclevancia empirica. Problcmas coa: horisoiUie infinito i:. pli- 
can un cicrto abuse de las car a.ci dads s dc '^revisién "s no son 
iiiuy susceptibles de do s porter entusiasmo entre los responsa­
bles de la politics, econômica. Por otra parte, las perturb:- 
ciones aleatoria.s y cam.bios en 1rs condiciones econômicas ge 
nerales impiden que un estado ostacionario, sea ôptimo tcorp 
camente, son susceptible de cxistir.
Es obvio que la capacidad doscriptiva real dc un sis- 
tema con los niveles de agregaciôn utilisados en la teoria - 
del crecimiento ô-’timo, es nul a. Los intentos ce formaliza- 
ciôn practica (Mil,T8 ) han sido escasos.
En cl analisis de medidas de e s tabi1i s a ci ôn economic ,
aplicaciones. Las obras de Phillips (P7,p8 ) y Theil (t6 ) es- 
tan estrecharaentc relacioradas con los sistemas de regnlacior 
y especialmente con el regnlador lineal-cnadrético (Apendice 
IV ). E<^to esté, en la base de las aplicaciones del tipo de - 
Pyndicl: (P15) y Chow ( c6,c7 ) que for man parte, por cronologia 
y contenido, de lo que hernos 11m a d o  segunda fase, y a los - 
que nos refcrimos en cl capitule iv.
Las aplicaciones en planificaciôn econômica, entendien 
do por tal los procedimientos de optimisaciôn de la inversion 
en n.odeios dinômicos multisectoriales, son escasas pero imp or 
tantes. Los imicos que no son conocidas son las de Kendrick 
' K6,K7 ) , Kprtens (m4 ) Dubobsiskii (di3) . (Ver el "survey pa- 
oer" de Alan Manne ( M3)).
Son escasos porque procisan el cmplco de algoritmos - 
numôricos para encontrar una soluciôn concrcta. Son importay 
tes ’'>or“”e raarcan la P.ro"’.tera (]‘^70*-7t) en tro 1- s dos f a s''s 
descr-'itas y con tien en toda s ] an- c ara. c ter? st" cas de futures ' q_ 
sarrollos. A ellos nos referimos en el ^anitn.lo jv,
I . 3 PERSPECTIVA
Parte de los elementos fundamentales que constituyen 
un sistema materna tico de planificaciôn son de naturalésa po­
li t ica . Los objetivos que una socicdad se nropone, o se le 
impone, alcansar, las restricciones que defincn 1rs trayecto­
rias aceptables y las condiciones finales en las mi sma s son 
otros tantos datos exôgenos, previos y maternaticamente arbi^ 
trarios con respecte al posterior proceso de optimisaciôn y 
a.né lisis. El concepto mismo de ôatimo se define en el s en ti­
do ^ue nrcvianente determinan taies elementos.
to do los avances on los mêtodos matemêticos. En cl estado 
actual de los mismos, los resnltados que pueden obtcnerse 
ostan lejos de ser exactes y directamente aplicables. Gitan 
do textua l?aente ' 1 a roi es or PI ckaus en sus corner ta,rio s a 1 ar 
ticulo de A. Manne (>13)'.'.... the image been created of the 
head of a planning commision pushing a button on ai computer 
and having the next five-year plan ro11 out of the electric 
typeneriter". Aungue esta informaciôn sea imoosible do obte­
ner do otra forma, el reverso de la imagen es la imposibili- 
dad para los responsables de un plan de actuar con la .«"ola 
base de una estratcgia calculada numoricamente.
Si ello fuera. asi, la informaciên de tii"»o dual crro- 
ceria de valor. Una vos que la trayectoria êntima esté uni 
ca y p er f e c t amen t e doterminada resultan superF1uos los Irdi 
cadores que la balisan.
1 » 11 o a o T^!'^ ‘'O  ^ r* “ o 1 r ■’ ' r T a - - i^ V.V » . V,. V*' . / . ' ' .-’f - I
1 ''uri'cione- en el v" 1er, n  ^ ; a ' r  ^: --c-n. . T
/aloiv ciou cuantit -tiva de 1's r odi Ficacio' es er l"s co r/ - 
cion.es exteriores y dc las dis tin tas al cerna ti va s ce acc.'. ' , 
constituye u:-'’ el cm en to tan to o ];;as i:..portan te eue la bê.s qac- 
da de una ostrategia que es so lamente êptima er co" -'ici en es 
ma ly e s p c c i f i c a s.
Aunque cual qui er intente dc anali:x:r la adeci’cciôa 
entre acciôa: y objetivos ( ootimisaciêr a 1 j'in y ri c bo) , 
solo puede realisarse mediartc procedimientos anali tices  ^
la altura de la dimensionalidad, dinAaiica y complcjidad del 
sistena ccorômico, un. responsable politico puede définir, 
por real ejercicio de su 'ri:itrr.rir volu"’t-d, una tr'yecto- 
ria primai mês o monos cohercnte. Pero le seri mucho ma s -
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toria dual arbitraria.
Pontryagin, como Lagrange con sus multiplicadores, 
poco dcbia sospechar quo las variables adjmitas iban a ser 
caractorisadas como un sistema do precios. Dada la importas 
cia que poseen los resultados duales de un prcceso de opti- 
m.isaciôn dcdicam.os integramento cl ca.pi tulo II a la ores en­
ta ciôn uniticada dc las distintas interpret a. ciones economi­
cas de variables adjuntas y multiplicadores.
Las limitaciones de la Teoria del crecimiento opti- 
r.o sugioren las nuevas lineas de aplicaciôn de las têcnic-s 
de control ôptimo. Clasificamos talcs limitaciones en o^ iera,- 
t? va s y ^-1ru c turales.
L i mi t a. c i on e s on era t i va s
o o  p T P  1 - O  T a  " a  a  r- I o ' '-f ^ "-r ■ f - f  s • • » - T
n tro ' ■ucc iôn d e ^ 1 cm en t os al e a t o r i o - , La - e g un d a d c c s t a - 
partes se identifier co " el desaamollo de 1 T or in -el - 
control ôptimo estocôstico (B5,N3 j, de la eue no nos ocu- 
paromo- en esta tesis, excento por las considéracm o' e- ’oi 
punto IV. 2
L a des agregaciôn nasa por cl desarrollo do al'^ or'^  t- 
mos cao .ces do resolver nume?aicrno"te nroT'le;:as de control 
con un numéro elevado de variables y restricc:o-ms en las 
variables de estado. El capitulo III lo dedicamos al cstu- 
dio del desarrollo de algoritmos numericos de resoluciôn, - 
cuyo proceso de e ' Iculo simul' 1' eni s ter ci - d^ un - ônic'. ; 
todoooderosa autoridad er el sistcru , constituycndo oor t-j 
to m ô todos d o  u - - d e soluciôn.
— 1 ].—
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continiios y rnodelOG dc tiempo discrete cn la formal a ciôn 
de modelos econômicos dinômicos. Todos los F.lgoritmos ore - 
sentados se reficron a formulaciones en tiempo discrete.
La especial atenciôn dcdicada a los sistemas en tiem 
po discrete lo justifie aremo s en base a très tipos de razo- 
nes. De ellas, las dos primeras son en realidad causa y con 
secuencia impuestas por el uso precioso e insustituible del 
ordenador digital^
l) la discrctizaciôn esté en base de todos los procedimien­
tos de calculo con ordenadores digitales, dc los que lo 
unico que se puede obtener es una secuencia de valores 
con los que aproximar una funciôn continua.
p) la soluciôn de prol^lemas continues de control ôptimo dc­
be pasar oor una u otra for'sa de a î - - cm ô , -i/n
no sec mis que par ■ resolver i ’ro-ximadam.c . los TPBVP, 
o intcgrar 1rs ecuaciones de astado.
3) los problcmas discrètes o discrctisados nermitcn la aoii 
caciôn dirccta de las tôcnicas de nrogrrmaciôn matemit'- 
ca en csp.cios de dimcnsiôn finite.
tnalizrmios 1' altcrnativa entre mô todos directes e indirec­
tes de soluciôn y entre urograniaci ôn materné tier control 
ôptimo discreto. Las dos ôpticas, la priim.l y la dual, con 
la que ou.eden ser r bord ad os este tipo de probloiras nos in~ 
ducirâ a comparar las vcntajas e inconvcnicntes de sus res­
pectives procesos de calcule y 1rs hinôtesis sobre 1rs que 
se basan. Tal anôlisis comoarrtivo es ilustrado en detrllc 
modiante el desarrollo Eq una aplicaciôn de algoritmos pri-
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ma de control ôptimo discreto (111.3), y comprrandolo con 
un algoritmo que interpréta el nôtodo de los multiplicadores 
de Hestenes como un môtodo dual a dos niveles (III.4.2).
El papel jugado por las hipôtesis de convexidad nos conduce 
a la considoraciôn de los procedimientos de descomposiciôn 
en el tiempo ass-ciados al em.pleo de algoritmos du ai es punos 
tipo Lasdon-Tarura(III.4.3). Consecucntemente con el piantea 
mi en to adoptado, nos preocuparé. f undamen t a Imen t o el coste 
de côlculo y la precisiôn con el que los algoritmos diseia- 
dos, calculcn , en el ôptimo, los valores de las variables, 
duales.
Una vez hayamos analizado las potencialidades prâc- 
ticas do taies procedimientos do calculo, pasamos a diseiiar 
su aplicaciôn a un modelo dinâmico de planif icaciôn m.ulti- 
sectorial a largo plazo, que exponemos en el capitule IV.
Este modelo présenta una formulaciôn no linesi.
Crecmcs
que la teoria del control ôptimo esté, llamada a acompaulair 
a la prograimaciôn lineal en su monopoli s ta papel co'".o téc- 
nica de planificaciôn econômica. La programaciôn lù-er' - 
ticne a su favor la universalidad de sus algoritmos y la ge 
neralizaciôn de los sistemas input-output cono mêtodos de 
cla~>oraciôn de datos macro-cconômicos. Todo lo ryn su ut: lÿ 
zaciôn requiere es el uso de un generador de matrices.
En contrapartida: 1) es de caracter intrinsecamente 
estôtico; P) ezcige la adopciôn de hipotesis dificilmente - 
realistas; 3) el dominio de soluciones es solo cuasi-convy 
xo irnplicando una déficiente estabilidad de los ôptimos.El
difficulty which wc economist will have in loarniiyg to use 
control theory is to remember —hat we h.ave. selectively for­
gotten about economics in our haste to make use of linear 
programming. \Je have forgotten that most economic phenome­
na arc nonlinear rather than linear. Remember cism.inishing 
marginal utility and dism.inishing marginal product?".
Lr utilisa ciôn gencr" lisada do la teoria, del control 
ôptimo dependorÔ del grado de estandarisacion due alcancon 
sus algoritmos. En esta lines, los oroblemas lineales-cuadré 
ticos son los mejores situados y dc hecho l-’ mayori? de l^ 'S 
aplicaciones han sido de este tipo. En el apartado IV.2 nos 
referimos a las ventaj as e inconvcnisntcs relatives del mo­
delo lin.ca 1-cuadrat: co, e-:poniendo la'*' razones por 1rs 
no 1o uti1i samo s en esta tesis.
Tampoco considérâmes objetivos de la forms minime -
"h i  - I l ’ o  "i a  e s  O o  ~ e ^   ^r-. 1 - ^ - -î /-r r» r-, 4 - o ■’"“X a
les que traduceir 1er "'vob'^ v: ' " .1 "o'- co" ^ r te obj c t " ve.
Como indicr Erody ( Bô ) , el '^ rim.err ’ni''", ’^.e ?.a his ter ir, el 
GOGPLAE or.rr. la elcctrif icaci ôn de la URRSS, esta conccbi de 
como un aroblema de miniiso ticrwo. Esta es la forma que r.dou­
ta ma t em a t i c amen t e la urgencia en. pas~r de un. ertado in ici al
dado a otro considerado como prePeriblc, y n'die dud'rir en 
calificar de urgentes los uroblcmas ce muchas cconomi's en 
desarrollo.
L i mi t a c i on os estruc turales
Ti p ciTn n o  1 r, r- — o ■'--.'V' ■« ^  -f-1 1 r--. r>L • \t t ■ - — k_. — . . ' ^ « . * ». » • ' ^
es una merr ureloncaciôn de la T--orir del creci:'.iento ô : t' —
: -o. Esta s up one una funcional objetivo escalar y un ônico ce?U*ro
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proscindc de toda concidoracion acorca do la ostruetura - 
del sister.ia, dc las relaciones de poder y conflictos entre 
sus partes.
En una economia capitalista ello cquivale a negar la 
esencia misma de su f unc i onami onto. Pero incluso en una cco- 
nomia socia.lista planif icada es precise distin guir grades - 
de aaitonomia entre sus partes, objetivos y restricciones lora 
le£ y niveles jerérruicos de coordinaciôn y decisiôn. Gitan- 
'\o a Fedoronlco ( F2 )•» .... the combination of centralized 
management and economic independence of the parts constitu­
tes the cssencial road towards the improvement of the natio­
nal economy".
La teoria del control ôptimo generalizado TCOQ ( )
considéra funcionaJ.es objetivos voctorial.es y varies centres 
do decisiôn. Por lo tanto englobFi corro cases p.articulare^-' -
1 2 ' " ' r"Q f’e}'i t’'o 1 0”>t*'’'’e '” 1 O'' ’! o a -< ."'p,
( ii6,S7). fus aul: ca ciones on ccouomf / "'C - )( / - e.i. uomeuto s-
ca.sas (l6 ,Ki2 ), ''BO 1"' '^ cr'“oectiv" os or"" a. ha"or- .
En la: introducciôn ' tulo V (v.l), nos ref eri­
mos a los tr-'bajos (Pan ( P3 ) ) que preseutan cJ procca 
de pl'nif icaciôn como 1 a bus quod ' dc trayoctor-i as dc Pash o" 
un juego di.f^eroncir 1 entre los sec tores do la economia. 'f 
int<jrpretacion, seria especialmento adcciu’da a. la,s caractcia'y 
ticas del .fun c i ouami on t o do una economia c f  pi L'/list'’.
Por otra parte, la dimensiona1idad de un problema no 
puede ser aum.cn ta da indof inidam.ente y se guir pro t end i end o su 
soluciôn global. El mj.sm.o f cro; 'o"o ^e oi^ esei" t" on '»rograru - 
ciôn lineal, en la quo, a partir do ur cierto numéro de v^~
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ciôn tipo Dant%ig y Wolf ( Dj ), Kornai y Liptaf ( Kii ) 
f c- iriôndonog en IV. 4 a loc limitea 4e loa rnf toeoa 4e ao- 
liiciôn global, dedicanon cl capitrlo V a Ion r.ietodon jerc'P 
qiiicon de control nnltinivel de nisternas dot ado s de en truc 
turan cspccifican (V.l, V.2) y al planteanicnto denccntra- 
lizado del nodelo de planificaciôn del capitule IV (V.3) 
Analiaanos asl, cono cl désarroilo de Ion nôtodon de den- 
compoaiciôn jerlrcuica de Ion nintornas de control no nola- 
nentc en provecbono nuinericanonte, nino que se corresponde 
con las caracterintican e s truc tura1e n de Ion sinternas eco- 
nômicos en un a e con or. la planif icada .
Debido nin duda a su novedad, no conocemon ninguna 
aplicaciôn concrets., como la elaborada, de la api icaciôn de 
1 os nôtodon de denconponiciôn jerôrquica de probler.rs de - 
con t?rol ô'^ tir.o, a rodclon r'"".l tirée tor: ' le^ " de planif icaciôn 
dina.rn’.c.'^. Wn V.d an'linareron 1rs condicioncn que robe re^- 
'r al '.'noble:/ ' 'u^ el • ' to i ^ : a - n - ' q - , co :o -
la ] u'')ont'^ nci ' c m  arose: tan i or^ o-.g-:)nr'od . c ' 1 î " -o r r . ô
■gencr- b^a a.3o largo de nu n roc en o de C'ilfo.'o. h ,s“da on 1-r 
'^ a-rti cular''^ n ccractcr^ st.-' c" n do  ^ -codel or ô- r cor .
focs dificil suoonor (uc la crgs'cidyd de talcs :sôtr>- 
don de d en coup oner un nin ter a co..:plcjo ru 1 ci d iuenr ional en 
un con junto de subsisteras in t erre 1 a c i or a d o s de rcnor tall'' 
y c ordinar las nolucionen do los subrai ste:.r r oara obtoner 
cl ôptino f : inciona.mi en to del con ju.nto, •■.•■rca 1'^ llnea ("'.e -
désarroilo de futurs s a^licaciones econôricas.
F inr Iront e , cl ce ^1 tulo VI r esrr.ri r " 1 ~ s co''' ci v.o i o-
y’O r  1 "■'On i* l l r ^ r m '^  l 4 r* î r 1 ' ^ p  ^ - h p
- o  ^  ^  “ I  —  /- -  ■» T  ' “ V  ^  p  - / I  p  ^  \  —  p  - j O  p  C O —I T  *  ’ ’ O  p  1  ^ O p  O  —
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La nonGncla tu.ra de ?.os pr obi eras rue p'saros a ana- 
lisar en el si gui ente c api tulo, est! e::puesta en los Apen- 
diccs I y II, por la prirera pdgina de los cunles se debc 
pasar nccesarianente para proseguir la lectura. Taies ap6n 
dices constituyen una oportunidad, para el lector que lo 
desee, de recorder los enunciados del principio del î:5;cino 
continue y discrete respect ivaren t e .
A la. lectura de los restantes apendices se rerite
en el monento en el que su contenido esta relacionado con
el tcra e::puesto ( 111.1 y IV. 2)
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ÇIAPITULO II
INTERPRETACION ECONOMICA DE LA TEOKIA DEL CONTROL OPTIMO
■’’Prices are, first of all, a 
category connected with the op­
timal plan, where they must 




II. 2 OPTIMIZACION Y EQUILIBRIO.
II. 3 SISTEmS DE VALOR Y PERSPECTIVAS DE ACCION.
II. 4 EL SISTEMA OPTIMO DE VALORACION.
II. 5 LA DESCENTRALIZAClON TEMPORAL DE LAS DECTSIONE
II. 6 VALORACION DE LAS RESTRICCIONES.
II. 7 VARIABLES ADJUKTAS Y ANALISIS DE SENSIBILIDAD.
II. 8 CENTROS DE DECISION Y OBJETIVOS MULTIPLES.
II. 9 ALCANCES PR.ACTICOS.
II. i INTRODUCCION
El propôsito de este capitule es presentar de forma uni­
fie ada la interpretaciôn econômica del principio del mâxi- 
mo elaborada por distintos autores.
Los apartados 3 al 7 analizan el caso en el que existe 
un ûnico centre de decisiôn y se encuadran en el marco ge­
neral del anâlisis de sensibilidad frente a los distintos 
tipos de pertubaciones que pueden afectar a un sistema dinâ- 
mico.
Un caso particular de las mismas, las que se traducen 
en variaciones de las variables de estado en un instante 
dado, preeentan un doble interés :
- se corresponden con frecuentes acontecimientos reales
(variaciones en los bienes de capital y fuerza de tra-
bajo disponibles debidos a desastres naturales, ave- 
rias, huelgas, etc...), o con las alternativas de e - 
lecciôn de los responsables politicos (por ejeniplo en 
los valores finales de los stocks de capital)
- su anâlisis permite interpretar las variables adjuntas
como variables duales de las variaciones en las va­
riables de estado y como un sistema ôptimo de valora- 
ciôn ( de precios) a través del cual se puede instru- 
mentar la descentralizaciôn temporal de las decisiones.
Por la especial importancia de esta interpretaciôn, se le 
dedican los puntos 3 al 6. Las interpretaciones relaciona- 
das con otros tipos de perturbaciones se analizan en el a- 
pcprtado 7 como casos particulares de los teoremas enuncia—
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.QOS por rererson  ^P5 ; y uourtin-KoutenDerg { pio; en el ana- 
lisis general de sensibilidad de problemas de control ôptimo,
La conocida interpretaciôn de » primeramente ex-
puesta por Dorfman ( D12), como la variaciôn marginal de la 
funciôn objetivo con respecto a variaciones marginales en 
las condiciones iniciales del vector de estado X(^ ) se ob- 
tiene como uno de estos casos particulares.
Su extensiôn a los valores correspondientes ^(t) , X 
de un punto arbitraréo de la trayectoria ôptima se obtendrla 
inmediatamente, como lo hace Dorfman, mediante el uso impli­
cite del principio de optimalidad.
Este recurso es cuidadosa y explicitamente evitado por 
Pontryagin en la presentaciôn de sus teoremas (P12), y a1- 
bouy-Breton llegan al mismo resultado utilizando en su lu- 
gar los teoremas enunciados por Pallu de la Barrière (’i5»PÎ* 
Los puntos 3 al 6 siguen fundamental.mente la exposiciôn de 
dichos autores.
El punto 6 présenta el conflicto inherente a todo pro- 
ceso de optimizaciôn dinâmica como el eguilibrio de un 
juego entre los espacios primal y dual. Estas interpreta­
ciones, y las que se derivan en el apartado 7 del anâlisis 
de perturbaciones no marginales, no son sino la extensiôn 
e . regimen dinâmico de los conocidos conceptos resumidos en 
el punto 2.
El apartado 8 extiende la interpretaciôn al caso de va­
ries centres de decisiôn, enlazando con la proyecciôn eco-» 
nômica de la teoria de los juegos diferenciales.
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A su importancia teôrica, las interpretaciones expuestas 
ahaden una capacidad operativa que puede ser utilizada, 
tanto en la concepciôn de sistemas de planificaciôn descen- 
tralizada ( Armand ( A9 ) ) y gênesis del correspondiente 
sistema instrumental de precios, como en el anâlisis post- 
optimal de los resultados y de las consecuencias de comporta- 
mientos sub-optimales.
Despues de analizar estas potencialidades y sus limites, 
concluimos considerando que la Teoria del Control Optimo 
puede facilitar valiosos instrumentes de interacciôn y diâ- 
logo que ilustren a los responsables politicos de las con­
secuencias de sus acciones y facilite el anâlisis.de alter­
nativas.
En todo el capitule utilizamos la notaciôn definida en 
los Apendices I y II. El vector de estado representarâ las 
cantidades de bienes disponibles en un sistema econômico en 
Cada instante; las variables de control rcpresentarân la 
lizaciôn que se haga de los mismos.
—20—
II. 2 OPTIMIZACION Y EQUILIBRIO.
Es conocido que la propiedad de punto de silla del 
Lagrangiano de un programa matemâtico permite identifi- 
car el proceso 4e optimizaciôn con el equilibrio de un 
juego de suma nula entre los espacios primai y dual.
Dado el programa:
Max
V *  . 1 *sean Y M- los vectores de variables primales y dua­
les ( multiplicadores de Kuhn y Tucker ) en el ôptino.
Por definiciôn de. Lagrangiano :
(1)
J t
La bûsqueda del vector XC :
Mtfi ( x * / m )
cpnstituye el problema dual del programa dado
- 2 1 -
' Supuesto que f(x) y g(x) son concaves y diferenciables, 
es decir:
S C O - 5 0 ^ " )  <  V j C O C x - x * ;
la aplicaciôn de la primera condiciôn de Kuhn y Tucker, per­
mite escribir :
U * [ J W -3CX*)J
es decir:
(2)
Las relaciones l) y 2) conjuntamente se escriben :
o lo que es lo mismo :
r M m  [ i X i X . 4 ]
X
Siipoiigarr.os que représenta la funciôn de can an cia ■/.•l
jugador que dispone de las variables x en un juego de 
suam nula que le opone al que dispone de las variables ÀA *
La condiciôn para que este juego tenga soluciôn no es 
otra que la expresada por la relaciôn (3).
El jugador situado en el espacio primai se comportarâ 
pues de forma que :
Es obvio que no esta haciendo mas que resolver el r»ro— 
grama matemâtico dado inicialmente,
• Por s% parte, el jugador situado en el espacio dual,
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tratarâ de :
Mm [ Max [cC r Mm
M>/0 X
y al asi hacerlo, resuelve el problema dual del programa 
dado, de acuerdo con la definiciôn anterior.
Son tambiên conocidas las interpretaciones ecmnômicas 
de los multiplicadores como:
a) el incremento marginal del valor ôptimo de la funciôn 
objetivo résultante de variaciones marginales en el 
nivel de la restricciôn correspondiente.
Es decir,sca :
i i W  >, bi
de lo que se dériva la conocida interpy etaciôn de a: 
multiplicadores como un sisteam de precios.
b) para variaciones no marginales del nivel de las res- 
tricciones, lo multiplicadores representan el lîrite 
superior de la variaciôn media del valor ôptimo ce la 
funciôn objetivo;
(P3)
En la interpretaciôn econômica del Principio del Mâximo 
se encuentra la extensiôn en economia dinâmica de los con­
ceptos asi resumidos.
En el caso del Principio del Mâximo discreto, la extensi6:
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es inmediata puesto que(Apêhdice II) las variables adjuntas 
son los multiplicadores de Lagrange asociados a las res- 
tricciones representadas por las ecuaciones de estado.
Al no poder efectuar justificadamente un paso al limite, 
el caso continuo exige una formulaciôn mas laboriosa, pero 
en todos los casos, el contexto dinâmico del problema enri- 
quece conceptualmente los anteriores razonamientos, en la 
forma que analizamos a continuaciôn.
II. 3 SISTEMAS DE VALOR Y PERSPECTIVAS DE ACCION.
El problema de la optimizaciôn en el tiempo de una fun­
ciôn objetivo aditiva es fundamentalmente el de efectuar un 
arbitraje entre las consecuencias présentes y futuras de la 
cadena de decisiones instantâneas. Dado el estado del siste- 
ma » en un cierto instante t, toda decisiôn U(%) ori-
gina un valor de que es por si mismo una medida
de las consecuencias inmediatas de Mtt) . Al mismo tiempo, 
Mit) c-fecta al estado del sistema y por lo tanto a las 
potencialidades que encierra.
Pero si la fûnciôn objetivo asigna un valor al uso futuro 
de las potencialidades representadas por los valores de las 
variables de estado, el’ uso en si mismo solo queda definido 
cuanto una politica de gestiôn o perspectiva de acciôn 
V c 6 [tfT 2 haya sido escogida.
A cada uno de los posibles conjuntos M(^ ) corresponde 
un sistema de valor asociado a XC^) con independencia de 
que o no la politica ôptima.
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El valor que asociamos a ^(6/ aparece como un valor 'de 
uso , definido como la variaciôn que experimentaria la fun 
ciôn objetivo entre t y T, debida a variaciones en la can- 
tidad disponible de X W  » si: se sigiiiera una cierta politica 
JUC^)/ 2r c C de gestiôn del sistema.
En otras palabras, el valor de un bien (variable de esta 
do) se define en funciôn del uso ( ley; de control o poli- 
tica de acciôn ) que pensemos hacer de el. Llamando :
J [xct),fc] = I ^ o(x(t),^  ^ 2
Jk (4)
una vez definida una especifica politica de gestiôn JÜiCz)^ 
solo depende del punto a partir del
cual se aplique dicha politica.
De acuerdo con el concepto anterior de valor de uso, de- 
fini m.o s un vector pCt) cada uno de cuyos componentes P | W  
représenta la variaciôn de la funciôn objetivo ante varia­
ciones marginales de la cantidad disponible de dicho bien 
en el instante t, cuando se ha decidido seguir, a partir 
de t, una cierta politica de acciôn jûL Cc)^ V  Z
(5)
Pues te que las variaciones de XCt) son debidas a M W  » 
a través de p(tj podemos medir el valor de las transformacio- 
nes que jU(jt) provoca y ahadirlas a para analizar
su efecto total.
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Derivando (4 ) :




G *  6(x(o^>ac«^ pw,t):
r  f  (xct), Ü W , jb) + p 'lox (t)
Obtenemos ;
V v c « C . - - - ^
(7)
El sistema (?) de ecuaciones diferenciales détermina la 
evoluciôn en el tiempo del vector pOO asociado a la poli- 
tica de acciôn Xi(z) en el intervalo .
Tal sistema précisa de n condiciones en los limites:
a) Si'el estado final es libre y no existe funciôn ob­
jetivo final :




p ( r )  = o
b) En el caso de que exidza tal objetivo final :
P'(T) ,  3 [x C U tJ  = [W tl.Tj
c) si existen restricciones sobre el estado final
M [ xct) ,t J ^ o
Modificando la funciôn de evaluaciôn para tenerlas 
en cuenta;
£x(t)/t] r J  [ x w , t ]  + \  M|xtT),Tj =
= f (X cti Jü M, t) d t X M [x en T]
K
Con lo que :
p ’( T ) =  X V xct> ^ L X ( t >/TJ
Puesto que p(t) représenta el vector de los valores de 
uso de Xiy) asociados a Ûtt^ , p W  représenta la variaciôn 
en el tiempo de dichos valores , es decir, la depreciaciôn 
sufrida por XCfc) .
Dos sucesivas ampliaciones de los vectores pCV y 
hacen explicita :
a) la expresiôn de la conservaciôn dèl valor del sis- 
tema :
Definiendo :
9  J  [ x ( t ) , t ]
phti (t) -
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^h4# ^ ) X  (tj f ^  y
La ecuaciôn (6) puede ahora escribirse :
expresando que el incremento de utilidad originado 
por jUlCt) y medido por es compensado por la fêrdi- 
da de valor del sistema medida por p  (U X(t) y 
constituida por :
- la pêrdida de valor "natural” debida al paso del 
tiempo. En este sentido decimos que ph4f ( }^ es 
el valor del tiempo. Observese que tal valor de­
pende de la politica de acciôn adoptada
— la pêrdida de valor intrinseca debida a las va-
e
riadiones X x
b) Una forma bilineal entre p l y  y X C W  :
Definiendo :
p o C y = 1
X o  C
(6) se escribe :
V\4I
P'(OX («0 r y  p, (U Xâ(U = 0^  (8)
por lo cual llamaremos a p(t) las variables duales de
xtt;
Hasta aqüi hemos establecido un sistema de ecuaciônes di- 
ferenciales, con sus correspondientes condiciones en los li­
mites, que de terminai! la evoluciôn de las variables ^ C y  
como consecuencia de haber aplicado al sistema una ley de 
control arbitraria V  L t/Tj a partir del estado
LClii j L d  VCi-LV^Xd-% w /  , x d X tü D  v a x ' x a u x t i i i  x c p x
ci6n asignada a las cantidades de bienes representadas por 
» bajo el supuesto que de ellos se va a realizar 
el uso indicado por M  (() .
Analicemos las caracterlsticas de este sistema de valo- 
raciôn, si la politica JXCXjy 44 t ^ / T j  fuera la 
politica ôptima.
II. 4 EL SISTEMA OPTIMO DE VALORACION.
En el caso en que la politica de acciôn JJiCt) sea la 
ôptima » llamando p^ C"t) el correspondiente sis-
tema de valoraciôn asociado, las anteriores ecuaciones se 
expresan :
^  (Hamiltoniano ôptimo)
Es decir, p^ (fc) obedece al mismo sistema de ecuaciores 
diferenciales que las variables adjuntas de Pontryagin, ^(t) •
Puesto que tal sistema es lineal, admite una soluciôn û- 
nica para cada condiciôn inicial. Esta pues demostrar la i- 
gualdad de y de para un valor de k £ pa­
ra probar su identidad.
La condiciôn de transversalidad del Anexo I define para 
VpCr) Gl mismo valor que las consideraciones del apartado 
anterior, asignan a p^(T) . Podemos pues concluir que las 
variables adjuntas de Pontryagin representan las variaciones 
en la funciôn objetivo que se podrlan obtener debidas a varia- 
ciones marginales de X W  , si a partir de t se apli-
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cara al sistema la politica de gestiôn ôptima_______________
En otras palabras, représenta el valor de uso de X(9 
en el supuesto de su ôptima utilizaciôn. Podemos pues, con- 
.siderarlo como el precio mâximo al que el centro de control 
estarîa dispuesto a adquirir una unidad suplementaria .de 
los bienes representados por las variables X# If'CW Apa­
rece asl como el instrumente necesario para valorar las con­
secuencias de las transformaciones que provoca. Su ca-
racter de variables duales implica la existencia de un pro­
blema dual cuya primai séria el de maximizaciôn del Hamilto­
niano.
Concretamente , el principio de Pontryagin define la bûs­
queda del vector ôptimo de decisiôn en cada instante t,
como aquel que maximiza el Hamiltoniano construido con las 
fun ci one s de valoraciôn ôptima supuestas conocidas:
Ma’* H [xt A/ j
Suponiendonos situados en un punto de la trayectoria ôptima 
, la ecuaciôn (6) se particularisa:
(ff) De una forma mas rigurosa, la identidad del sistema ôptimo 
de valoraciôn y las variables adjuntos se demuestra apoyan- 
dose en los teoremas de Pallu de la Barrière acerca de las 
propiedades de Y(o) . La ley de control jûiL^) se define en 
lazo cerrado con respecto al estado ÂA^ ÆCKCÜ,t) , la igual- 
dad entre Ci* y satisfaciendose bajo la hipôtesis de, no 
existencia de restricciones mixtas control-estado.(Albony(A5))
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. 9 j Ç x * ( H f c 3
L U * W , A « ) , t )  t p W Î ( x ! Æ , t )
(<0
El principio de Pontryagin permite escribir :
Ux*(k\M.% t) t P % ) | ( K t  f p % J ( K *  KtJ
9J*[x*(«,tJ
Simando ----- --------- a ambas partes de la anterior
igualdad y observando que, segûn (6), el primer miembro 
se anula, obtenemos :
La expresiôn anterior, junto con (9), permite escribir:
En el caso particular de que J U . ( y (4) » ello implica 
3  r 3 ^  » y la desigualdad anterior se escribe :
P»'(t)|(x* «r-t) 4  p ' w j U ' - M Ô i )
o lo que es lo mismo :
H L a » , « . « p U 3  *
desigualdad que expresa el problema dual :
P
-Q1-
El problema dual es pues el de encontrar entre todôs *los 
sistemas de valoraciôn posibles, aquel que minimisa ei Ha­
miltoniano construido con la politica ôptima V  2
El enunciado conjunto de los problemas primai y dual ex­
presa que el proceso de optimizaciôn es el de la bûsqueda 
del punto de silla del Hamiltoniano :
Tal estructura permite aplicar la interpretaciôn dada en 
régimen estâtico y concebir el problema como el juego a suma 
nula entre dos adversarios dotados del control de las varia­
bles >Ut9 y piy respectivamente. El punto de equilibrio de 
tal juego esta representado por la expresiôn anterior.
En el actual contexto dinâmico, el " desdoblamiento fic- 
ticio de personalidad" del centro de decisiôn en dos centros 
antagônicos, ilustra el conflicto interno al que la preferen- 
cia por el présente y la vigilancia del futuro le someten en 
el momento de determinar sus decisiones instantâneas.
Bajo esta esquematizaciôn matemâtica, se diferencian y 
persônalizan los elementos contrapuestos de cuyo enfrenta- 
miento nacen nuestras decisiones en el tiempo.
Al resultado inmediato de la aplicaciôn de , repre­
sentado por la funciôn objetivo instant âne a o^(lf(0|W(0/1) , 
vienen a sumârsele las consideraciones referentes al "cambio 
del valor intrinseco del sistema.
Mientras la evaluaciôn de las consecuencias inmediatas se
, no ^
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realiza inmediatamente a través de Ul\),
existe, en el enunciado del problema, un medio explicite 
de evaluar operativamente las consecuencias futuras. El 
interés de las variables ^(t) es el permitir evaluar 
taies consecuencias futuras, en el mismo momento en que 
se adoptai! las decisiones que las motivan.
De esta forma, el equilibrio entre présente y futuro, 
puede ser analizado cuantitativa y operativamente. Dotados 
de un sistema dinâmico de valoraciôn de los estados del 
sistema, representado por ^(t) , es posible dividir el
proceso de optimizaciôn global sobre todo el periodo con- 
siderado, en una serie de procesos de optimizaciôn instân- 
taneos.
Es decir, dado el sistema de precios , las deci­
siones instantâneas Mit) pueden determinarse independiente- 
mente, como resultado de procesos locales de optimizaciôn 
llevados a cabo por centros autônomos que ejercen su pasa- 
jera autoridad en cada uno de los instantes de tiempo t.
Tal proceso de descentralizaciôn es objeto de estudio ce- 
tallado en el siguiente apartado.
II. 5 LA DESCENTRA.LIZACION TEMPORAL DE LAS DECISIONES.
El interés de la presentaciôn detallada del diâlogo 
entre los centros primai y dual es el de interpretar las va­
riables como instrumentos de descomposiciôn del proceso
de optimizaciôn dinâmica en una. serie de procesos estâticos 
(determinaciôn de ) garantizando a la vez
la coherencia entre los objetivos instantâneos y el global.
Ello es vâlido tanto en régimen discreto como en conti­
nue como lo muestra la exposiciôn ( Albouy ( A?)), que dés­
arroi lamo s conjuntamente en tiempo contfnuo y.discreto:
La preocupaciôn por los resultados inmediatos:
esta representada por el jugador primai, que dispone de las 
variables • ^s el gerente del sistema. Por ejemplo,
la compahia explotadora de un yacimiento.
El jugador dual, que fija el sistema de valoraciôn , 
se preocupa de la explotaciôn del sistema en el futuro y 
por lo tanto de las variaciones que en su valor provocan 
las decisiones primales . Es el propietario del sistema o, 
siguiendo el ejemplo, el pais en cuyo territorio se encuentra 
el yacimiento.
j x w
Sea I x(y Gl estado del sistema en un cierto momento del 
proceso , De acuerdo con la interpretaciôn de como
un sistema de precios , el centro dual lo valora en
J
K+1
Pasado el intervalo siguiente | lo valorarâ en;
U'(ttayx(y
[ Y C K t U x w
Por lo tanto, esta dispuesto a ceder el sistema en su 
estado al centro primai a cambio de un " alqui1er" :
■ (xcw
W ( h )  -  V ( t  ♦ at)] x(fe)--------r  -  y'(tj x(tj
d k ^ o
xck;
Pero este acuerdo sôlo es vâlido en la medida en que el 
gerente devuelva el sistema en las mismas condiciones en 
que lo'recibiô, es decir, si no modifica K(k) durante su 
gestiôn. Como que, por definiciôn, sus decisiones afectarân 
a X(W en la forma definida por las ecuaciones de estado,
—34—
ambos centros llegarân a un acuerdo acerca de la contra - 




rio versarâ al gestor el valor que atribuye a taies modifi- 
caciones ; f x(V
En caso contrario, el signo negative del valor de la mo^ 
dificaciôn indica que es el gerente quien deberâ indemnizar 
al propietario.
El resultado neto eue puede obtener el centro primai como 
resultado de su gestiôn i M l y  es pues :
[ m c h ;
L(x(0,uw a) + Y'(i)x Cÿfi\pK(i)
^ ^  t
||o (x(«fl «Ck), le) + y'CK+V [xCK+4)- xCk)J 4(YCk+i)-fCA)'x(l^
Mientras que el objetivo del centro dual es maximizar ;
ifc
( Y C K ) -YCk+i))\(kj-'Kfk fi)(xCKM)-x(i^
Sobre el ûltimo termine de su funciôn objetivo ( el im­
porte del "alquiler" del sistema^ ) el centro primai no 
posee ningûn control. Se limiLarâ por lo tanto a :
M  U )
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JuiW
Es decir, a maximizar en cada instante el correspon­
diente Hamiltoniano definido en los Apendices I y II.
.,  ^ felementalSi en vez de considerar un intervalo I . . » ex-
( L unitario' 1
k,]c^p,las funciones ob­
jetivo representan fundamentalmente las mismas transaccio- 
nes entre centres :
PRIMAL ,
DUAL
y  ■MtjD, J) +  Y 'C k t P 9 x (k tp )-  v 'fk )  xcw
j:K
Y ' W x W - Y ' ( h ) x ( W  
y '(k >  XCK) - Y ' ( k + p ) X ( K + p )
En ambos casos, la suma de las funciones objetivo de 
ambos centres se reduce a la verdadera funciôn objetivo del 
problema original.
El Hamiltoniano aparece como la funciôn objetivo cue debe 
adoptar el gerente del sistema para maximizar el resultado 
neto de su gestiôn. Tal objetivo ficticio esta contruido 
con el sistema de valoraciôn cue genera el centro dual. 
Puesto que los intereses de ambos son contrapuestos, el pro­
ceso solo alcanzarâ un compromiso cuando los valores de (^i) 
Ÿ de >U(.y sean tales que :
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M » X  [  M i x  H  ( X *  «/1 4  =  H x [ M m  H W u ,7,i> ] 
M. y  ^
es decir, en el punto de silla representado por el valor 
ôptimo del Hamiltoniano.
Una serie de resultados matemâticos aparecen ahora con 
un claro significado econômico.
a) Si la fecha final del proceso no esta fijada, debe 
ser aquella en la que las aportaciones globales al 
objetivo, ( es decir el Hamiltoniano ) de las deci- 
siones ôptimas sean nulas. Es decir, H  (T)sO,
b) Si el proceso es estacionario, el Hamiltoniano ôp­
timo serâ constante a lo largo del proceso, puesto 
que siendo invariantes la estruetura de evaluaciôn 
y de comportamiento del sistema, no existe razôn 
para modificar el equilibrio instantâneo alcanzado.
Cuando no existe tal invarianza, el centro de control 
trata de adaptarse a los cambios prévistos variando el va­
lor instantâneo del Hamiltoniano ôptimo. Obsérvese que, 
puesto que se trata de un sistema determinista, taies cam­
bios son perfectamente prévisibles.
II. 6 VALORACION DE LAS RESTRICCIONES.
Las posibles restricciones sobre el estado final impli- 
can un sistema suplementario de valoraciôn representado por 
sus multiplicadores ^  asociados. Tal sistema de valoraciôn 
esta directamente relacionado con el que YCt) représenta
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puesto que, a través de la condiciôn de transversalidad,‘ 
\y(T) se define en funciôn de ^  y del gradiente de las 
restricciones.
Es interesante observar que en el caso de un estado fi­
nal fijo ( n restricciones igualdad), la aplicaciôn de tal 
condiciôn de transversalidad implica que ambos sistemas 
coinciden.
Sus significados econômicos son los mismos, puesto que, 
en este caso, variaciones en el nivel de las restricciones 
es 'lo mismo que variaciones en las variables de estado.
Pero la forma de enunciarlo asociada con ^  (variaciôn 
que hubiera sido posible obtener en la funciôn objetivo 
global si la restricciôn’no hubiera sido tan exigente) es 
mas operativa que la que H^ (t ) représenta ( id.id. si el 
proceso se terminara disponiendo de una unidad mas de x (t ).
No podemos proyectar hacia el futuro el valor marginal 
de x (t ), ya que en T el proceso ha terminado. En su 
lugar lo proyectamos hacia el pasado, valorando asi el con- 
dicionamiento que a lo largo de toda la trayectoria ha sig­
nif icado el deber alcanzar un cierto valor final de las 
variables de estado.
La indiferencia que expresa el hecho de no fijar a 
priori ei valor de X((t} indica que nuestra valoraciôn im- 
plicita de los bienes representados por la componente i 
del vector de estado es nula. La condiciôn natural en los 
limites y ^  (T):0^del sistema canônico se limita a indicar que 
el precio correspondiente es nulo en T.
, Por el contrario, el sistema de preferencia puede deli-
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jnitar, en forma mas o menos précisa, los valores finales 
admisibles del vector de estado. Ello implica aceptar una 
indeterminaciôn en su valoraciôn, expresada a través, o 
identificada con, los multiplicadores \ que forman parte 
de las 1 constantes del sistema canônico. En tal
caso, sus precios solo pueden obtenerse como el resultado 
final del proceso de optimizaciôn.
Tal proceso genera pues,en los puntos limites del pe­
riodo de tiempo al que se extiende,las cantidades o los 
precios de las variables de estado, en funciôn del plan- 
teamiento que se haya dado al problema. En lenguaje estric- 
tamente econômico, podemos decir que no es posible precisar, 
simultaneamente y a priori, precios y cantidades en un mismo 
Instante del tiempo.
La valoraciôn de las restricciones definidas a lo largo 
de la trayectoria, expresada a través de sus multiplicado­
res asociados, tiene en cuenta el doble efecto, inmediato 
y futuro, que seguiria a una modificaciôn de las mismas.
En régimen estâtico el multiplicador (W asociado a 
la restricciôn ( X C l C ) , r e p r é s e n t a  simple-
mente : ^
X ( x ) - . --------— ----------
En régimen dinâmico, hay que ahadir a dicho efecto in- 
ètàntâneo el que se induce en la variaciôn de valor del 
sistema. Es decir, ( en régimen discreto) :
. <A7)
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Elio implica reconocer que toda modificacion de las » 
restricciones instantâneas no solamente afecta a los re- 
sultados del periodo correspondiente , sino que se proyec- 
ta en el future modificando la valoraciôn del sistema.
II. 7 VARIABLES ADJUNTAS Y ANALISIS PE SEHSIBILIDAD.
Dos teoremas enunciados per Peterson ( P5 ) y Courtin- 
Rootenberg (cio) explicitan el papel jugado per las va­
riables adjuntas, y los multiplicadores asociados a los 
distintos tipos de restricciones , en el anâlisis de sen- 
sibilidad de problemas de control ôptimo frente a una am- 
plia y mas compleja gama de perturbaciones que las que 
hasta ahora ban side consideradas.
La demostraciôn de los siguientes teoremas puede encon- 
trarse en las referencias citadas.
Dado el problema general de control ôptimo del tipo y 
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ec. de estado
restricciones instantâneas
condiciones en los limites
restricciones intégrales
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considerémoslo como el miembro de la familia de problemaé 
indexados por el parâmetro f , correspondiente a (fsO




Xfo; s «  t € /
XCr)r Xr +
y  jT/. >M(H t) * i^(Mi), Mlt)^ t)Jjii 4 0
en el que h, $ y £ son vectores de funciones continuas y 
^ y  ^ son vectores de constantes.
Supongamos que para cada valor de Ê en un intervalo 
que incluya el valor Ot existen funciones X(tiCJ, »
t y un vector de constantes con respecte al 
tiempo , que satisfacen las condiciones necesa-
rias de Pontryagrin y la condiciôn de transversalidad.
jW les el vector de multiplicadores asociado a las
restricciones instantâneas , por lo que
•]/(;€ £ o ,T]
Pecuerdese que los multiplicadores asociados con restriccio­
nes de tipo integral son constantes. Elle es econômicamente 
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Si JU(iii) es la soluciôn del problema de control ôp­
timo correspondiente a un valor & del parômetro y ju\k) 
es la soluciôn correspondiente a ,
_9_
0 6
3  -  Aw
* A
Con los supuestos adicionales:
- Concavidad del Hamiltoniano 4^^ X, 6 , ^  
respecto a
- j U f t / U > 0
con
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Peterson enuncia el ;
Teorema 2 :
+ £
El interés de ambos teoremas es el de permitir inter­
pretar las variables adjuntas en el contexte de la rela- 
ciôn entre modificaciones estructurales del sistema y las 
variaciones engendradas como consecuencia en los valores 
ôptimos de la funciôn objetivo, El segundo de elles per- 
mite analizar la respuesta a modificaciones no marginales.
Las perturbaciones que ahora considérâmes son mâs gé­
nérales y profundas. Estân inmersas en las propias ecua- 
ciones de evoluciôn del sistema y alteran los niveles de 
las restricciones instantâneas e intégrales a las que lo 
sometemos. Por estas razones es mayor su importancia en un 
anâlisis de comportamientes suboptimales, errores en la 
formulaciôn del modelo o cambios en las exigencias de 
tipo politico introducidas a travês de las restricciones.
La informaciôn que variables adjuntas y multiplica­
dores contienen, utilizada en la forma que los teoremas 
anteriores establecen, permite instrumentar metôdicamente 
el diâlogo entre los resultados numêricos del modelo, sus 
imperfecciones, las variaciones en la realidad que trata 
de describir y nuestras cambiantes alternativas y prefe- 
rencias.
—43—
Particularicemos los teoremas y consideraciones ante-, 
riores en el contexte de un modelo simple de crecimiento 
econômico como el propuesto por Solow y Dorfman (D12)
M o w  f
cw Jo 
|< = -  c -
K{0)r Ko 
K C t ) s K t
c(t)
Suponiendo que todas las perturbaciones son nulas exepto 
las que afectan a las condiciones iniciales y que en estas
/<o+£
El primer teorema establece :
^  r 1 [c(t, tx cil = H'(o,o)
Es decir, si dispusieramos de una "unidad" mas de capi­
tal en el instante inicial, mediria la variaciôn eue a 
lo largo del proceso experimentaria el valor de la funciôn 
objetivo como consecuencia de su ôptima utilizaciôn. Este 
resultado fue derivado por otro procedimiento por Dorfman 
( D12) y no es sino la particularizaciôn en un cierto instante 
( el inicial) del anâlisis que ncr. ha permitido identificar
Üg) Nomenclatura: k OT) : capital l5^'câïrfta’l[lmil5a’VâFiaFlë’lîë'“é F ^
c(t) : consume per câpita ( ” " "control /
n rritmo de crecimiento de la poblaciôn
C rtipo de actualizaciôn
S rtipo de depreciaciôn del capital
las variables adjuntas con un sistema de precios.
Supongamos ahora que solamente son no nulas las pertur­
baciones inmersas en las ecuaciones de evôluciôn, es decir, 
las variaciones en la ley de acumulaciôn de capital
Si despuês de haber realizado. el câlculo y encontrado 
los valores correspondientes de (^t) , resultarà que nuevas 
estimaciones indicarân una ligera modificaciôn en la forma 
de la funciôn de producciôn que hiciera creer que 
es mas apropiada que J'(lc) , la variaciôn en los valores al- 
canzables de la funciôn objetivo en el caso de una politi- 
ca ôptima nos vendria dada por :
Jo
Con frecuencia, las politicas "optimas" de desarrollo ge- 
neradas por distintos modelos teôricos muestran una trayec- 
torla politicamente inaccptable por los bajos niveles de 
consume que determinan para los primeros périodes del pro­
ceso. Un ejemplo interesante es el ya clâsico modelo de 
Stoleru ( S9 ) aplicado a la economia argelina.
En tal caso, se introducen nuevas restricciones en el mo­
delo para generar una trayectoria ( ôptima tambiôn en su 
correspondiente contexte) que garantice un nivel minime de 
cc isumo, expresado, por ejemplo, como una proporciôn a de 
la capacidad productiva.
El valor de a, o el de otro procedimiento empleado para 
fijar cuantitativamente tal nivel de consume, es una elecciôn 
politica. El modelo no puede hacer mas que aceptarla como une 
de sus elementos définitories.
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Al asi hacerlo genera necesariamente , en el consi- . 
guiente proceso de câlculo, una informaciôn que es funda­
mental para ilustrar la decisiôn precedente :  ^ cual séria 
la variaciôn del valor ôptimo de la funciôn objetivo ante 
ligeros desplazamientos del nivel garantizado de consumo?
En nuestro sencillo ejemplo, si las perturbaciones represen- 




expresiôn em la que es el multiplicador asociado a
y JcW Gs la trayectoria ôptima asociada 
al valor original de a ;
üno de los objetivos fundamentales de un modelo opera­
tive de planificaciôn es el de apreciar las consecuencias 
de los valores escogidos en el stock final de capital ICCy 
asi como el de testar la sensibilidad, frente a sus varia­
ciones, de los resultados obtenidos.
El teorema 1 de Peterson nos sigue informando que 
toda exigencia suplementaria en la situaciôn final se tra- 
duciria en una disminuiciôn del ôptimo alcanzable durante 
el periodo por un valor ^^ÇT) .Aqui son aplicables las consi­
deraciones expuestas en el apartado II. 6 acerca de la va­
loraciôn de las restricciones.
Todas las perturbaciones hasta ahora consideradas son 
de tipo teôrico marginal. Todas las interpretaciones ex­
puestas se reducen al anâlisis de variaciones marginales 
en una cantidad frente a modificaciones marginales en otras.
Cuando las modificaciones en los niveles de las restric-
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"clones no son marginales, sino finitos, al apartado II. *1 
recuerda que los multiplicadores representan limites supe- 
riores en la variaciôn relativa del valor ôptimo del obje­
tivo. El teorema 2 de Peterson nos permite extender tal 
interpretaciôn a los problemas dinâmicos.
Bllo implicaria que si en vez de la situaciôn inicial 
K(0}- ICo f dispusièramos de una cantidad inicial -de ca- 
pital Ko t Xo* !
en dônde 3^03 représenta el valor ôptimo de la funciôn 
objetivo alcanzable en los distintos casos de dotaciôn ini­
cial de capital.
Analogamente, si la proporciôn a de capital acumulado 
que se establece como nivel minimo de consumo pasara a ser 
la mâxima variaciôn relativa en el valor ôptimo 
previamente calculado de la funciôn objetivo séria :
Hasta aqui, un anâlisis teôrico nos ha permitido inter- 
pretar los subproductos de la optimizaciôn, variables ad­
juntas y multiplicadores , como un sistema de valoraciôn de 
las cantidades de bienes disponibles y de las modificaciones 
en la estructura y/o comportamiênto del sistema analizado.
A lo largo de toda la discusiôn, hemos supuesto que todas 
las decisiones de^endian de un ûnico centre dotado de un 
ûnico objetivo. Esta hipôtesis traduce dificilmente la rea­
lidad de los sistemas econômicos. El apartado siguiente ex- 
tiende las anteriores interpretaciones al caso en el que
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tal hipôtesis es abandonada.
II. 8 CENTROS DE DECISION Y OBJETIVOS MULTIPLES.
Cualquiera que sea la organizaciôn del sistema econômico, 
la existencia de centres de decisiôn multiples es una de sus 
caracteristicas esenciales. Dotados de mayor o mener autono- 
mia y poder, guiados por objetivos mas o menos contrapuestos, 
el conflicto entre centres se suma al conflicto entre pré­
sente y future de cada une de elles.
El conflicto entre centres puede representarse a través de 
las ecuaciones de estado o de sus funciones objetivo. Las 
primeras expresan como el vector de estado se modifica bajo 
las acciones de control ejercidas por los distintos centres. 
La estructura de evaluaciôn de cada centre expresa su sensi­
bilidad frente a su posiciôn relativa en el conjunto, asi 
como la valoraciôn que asigna a las acciones de los demâs.
Representando por el vector de variables de control
del centre j, las ecuaciones de estado y las funciones obje­
tivo en un juego diferencial entre N jugadores se escriben:
(K12,I2) .
X (fej Z Q  /AA (t)/ / AC ^  sXô
•• /^'(9/ M a x  I $-1
L 1
' 4
u'iij,. yU%J » M a x  [ *
y ,  O  ^
En los apartados anteriores hemos visto como a cada poli­
tica de acciôn XlCt) » instrumentada por un ûnico centre 
de decisiôn, le correspondent un sistema de valoraciôn aso­
ciado. Los "indicadores de valor" de las cantidades de
bienes Xft) dependen del use future que de elles se proponga 
hacer dicho centre. Desde el instante en que existen otros 
entes con capacidad autônoma de "hacer use" de taies bienes 
(matemâticamente hablando, de influir a travês de 
sobre X Ü d  » en la persecuciôn de sus propios objetivos ), 
el sistema de valoraciôn deja de ser ûnico. A cada va­
riable de estado X%(.k) le corresponden tantos sistemas de 
valoraciôn * como centros de decisiôn exis-
tan. En lugar del vector existe ahora una matriz
de dimensiones ( n x N ).
Cada uno de sus elementos , représenta la utili-
dad marginal, en el sentido de su propia funciôn objetivo , 
que para el centro j posee el bien i en el instante t, 
bajo el supuesto que, tanto êl como los demâs centros, van 
a aplicar unas ciertas politicas de acciôn.
En un juego estâtico, ello implicaria que los sistemas de 
valor son funciôn de las actitudes adoptadas por los juga­
dores. Dado que el proceso posee ûn desarrollo temporal, la 
determinaciôn de V(,k) depende no solamente de las actitudes 
adoptadas , sino de la generaciôn de informaciôn disponible 
a cada centro.
En los tipos de sistemas deterministas transitives que 
estâmes estudiando, la informaciôn generada se resume en los 
valores de las variables de estado . Si los distintos
centros de decisiôn tienen acceso a tal informaciôn, esta- 
blecerân sus estrategias de acciôn, no solamente como fun-
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clones del tiempo, sino como funciones del estado que el' 
sistema alcance bajo la acciôn conjunta de todos ellos. Es 
decir, AA** 2  (t/X(^j) , Son los llamados sistemas de control
"en lazo cerrado" (closed-loop) como contrapartida de los 
sistemas en lazo abierto . (citron ( c8 )).
El tipo de juego menos relevante para los fenômenos eco­
nômicos es el duelo. No solamente por su reducido nûmero de 
jugadores sino porque la absoluta contraposiciôn de intereses 
es raramente el caso en las relaciones econômicas. En.el caso 
del duelo, es évidente que las dos columnas de la matriz
Xl) son iguales y de signo contrario, expre- 
sando la apreciaciôn simétrica que ambos jugadores poseen de 
las modificaciones en el sistema.
Los juegos a suma no nula entre N jugadores representan 
una mejor aproximaciôn a los fenômenos econômicos. Distintos 
tipos de "soluciôn" pueden ser definidos dependiendo funda- 
mentalmente de la actitud mas o menos coopérative de los 
jugadores y de la informaciôn a la que tienen acceso.
Esta puede ser tan pobre que induzca a los distintos 
centros a creer que un antagonisme total existe entre ellos. 
En tal caso, las trayectorias minimax se obtendrlan como el 
resultado de N duelos diferenciales, oponiendo cado uno 
de ellos sucesivamente a ùn centro con la coaliciôn de los 
N-1 restantes.
Las ecuaciones definitorias de los sistemas de valora­
ciôn varian segûn eue el proceso se desarrolle en
lazo abierto ( Albouy (a? )) :
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r ' C T ) =
o lazo cerrado :
d)
t«1
Y ' ( T ) =  V < „  # j ( ; ( ( W . T )  (j'-l, . N)
Expresiones en las que 4^4 - i / s o n  los Hamiltonianos
de los distintos centros de decisiôn:
i ‘*(x(UM'(y,. -v<<Xu.vu''Ct)j
Ambas expresiones se refieren al caso en el que no existen 
restricciones. En tales condiciones y en el ôptimo, se dcbe 
verificar que :
con lo que se establece la igualdad entre las trayectorias 
mînimax en lazo abierto y cerrado. Las expresiones se com- 
plican mas con la existencia de restricciones pero el mismo 
resultado sigue siendo vâlido (Albouy ( a?)).
En otros têrminos, el acceso a mayor informaciôn no al­
tera los sistemas de valor generados por cada centro si- 
guiendo una actitud decididamente antagonista. Sin embargo, 
lo que matemâticamente no se puede establecer, pero si es 
presumible que ocurra, es el abandono de tal actitud en un 
sistema controlado en lazo cerrado. Sabido es que si todos
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el resultado obtenido serâ distinto del esperado por cada 
uno de ellos. Una correlaciôn inteligente entre tal fen6- 
meno y la informaciôn contenida en el vector de estado con- 
vencerâ a los centros de que su supuesto antagonismo no 
existe, y les inducirâ a actitudes de compromise y coopera- 
ciôn.
Supongamos la existencia de tal capacidad de raciocinio 
pero admitamos que no es lo sufièientemente fuerte como 
para conducir a los distintos centros a una acciôn concer- 
tada. En tal caso un conjunto de estrategias de interés, su­
poniendo su existencia, son aquellas que conducen a las tra­
yectorias de equilibrio de Nash. Estas tienen la misma de- 
finiciôn que en la teoria estâtica de juegos :
jiA*(k) =  . V  j
es una estrategia de equilibrio de Nash si :
r M a x  %
Ml
Ningûn jugador puede alcanzar mejores res&ltados aban- 
donando unilateralmente su estrategia de Nash. Por supuesto, 
una acciôn concertada podrîa conducir a estrategias efi- 
cientes tipo Pareto gracias a las cuales podrian ser ob­
tenidos mejores resultados para todos los centros. En gene4 
ral, las trayectorias de Nash no pertenecen al conjunto de 
trayectorias eficientes.
Si los conjuntos de estrategias de mejor respuesta de
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los distintos centros no poseen una intersecciôn vacia, no 
existen trayectorias de Nash. Condiciones bastante restric- 
tivas para su existencia han sido estudiadas por Varaiya 
( V2).
Case &8,9$ présenta condiciones necesarias generates para 
que una cierta estrategia sea una estrategia de
equilibrio de Nash. Utiliza dos aproximaciones, una si- 
guiendo procedimientos de programaciôn dinâmica y la otra 
empleando el principle del mâximo. Estos ûltimos resultados 
han sido extendidos a estrategias definidas en lazo cerrado 
por Starr y Ho ( h6 ).
Caso de existir , las trayectorias de Nash presentan una 
propiedad importante desde el punto de vista de la inter­
pretaciôn econômica: las trayectorias en lazo abierto no 
coinciden con las trayectorias en lazo cerrado.
Tal resultado no es intuitive en una primera aproxima­
ciôn. En un problema determinista de control ôptimo las 
"leyes" JU[é) y "funciones" JU(A(t)yt) de control pueden de- 
rivarse mutuamente una de otra. Puesto que, teôricamente, 
la bûsqueda de las estrategias de Nash équivale a resolver 
N problemas paramêtricos de Control Optimo y buscar la 
intersecciôn de sus soluciones, y puesto que tal proceso 
puade realizarse a priori ya que no existen "inputs" impre- 
decibles en el sistema, parece que los contrôles résultan­
tes debieran seguir gozando de la misma propiedad.
Sin embargo, la ruptura que représenta el accéder de 
uno a varios centros de decisiôn invalida tal razonamiento. 
En la bûsqueda de trayectorias de Nash el Hamiltoniano de
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cada centro aparece como :
En ausencia de restricciones, las condiciones necesarias 
de una trayectoria de Nash en lazo abierto establecen las 
ecuaciones definitorias de como :
Y ' w  =
En lazo cerrado :
j*'»
De la ûnica forma en que ambos sistemas de valoraciôn 
pueden coincidir es anulândose el sumatorio de la expre­
siôn anterior. Ello ocurrirâ cuando :
- no haya retorno de informaciôn (lazo abierto)
- se trata de un duelo ( en cuyo caso las trayectorias 
de Nash en lazo abierto y cerrado coinciden con la 
minimax)
- Cuando N=1 (problema de control ôptimo).
En ausencia de estos très casos particulares el suma­
torio no serâ nulo en general, puesto que los têrminos
Ello es debido a que, a lo largo de una trayectoria de Nash, 
cada centro minimiza su Hamiltoniano con respecto a sus 
propias variables de control pero no puede evidentemente 
hacer lo mismo con respecto a aquellas que dependen de 
los demas centros.
Si existiera un conjunto de estrategias de control JW^(t)
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que maximizarâ simultaneamente todos los • 
Hamiltonianos, el problema se reduciria a N problemas de 
control ôptimo en los que cada centro tendria a su dispo- 
siciôn los N vectores de control. En este caso, la "tra­
yectoria de Nash" obtenida seria también "eficiente" puesto 
que todos los centros escogerian la misma.
Este caso degenerado aparte, la sensibilidad 
del objetivo que el centro i debe adoptar a efectos de 
analizar una optimizaciôn temporal, frente a las estrate­
gias seguidas por los demas centros, encierra dos impor­
tantes consecuencias:
t
a) Computacionalmente, las ecuaciones necesarias de la 
trayectoria de equilibrio se convierten en un sistema 
de ecuaciones diferenciales en derivadas parciales 
extremadamente dificil de resolver.
b) Interpretativamente, los sistemas de valor ^^(t) de 
cada centro dependen explicitamente de las reacciones 
de los demas centros ante variaciones en la trayec­
toria.
Analicemos tal mecanismo de dependencia î Las variables 
adjuntas se interpretan en el anâlisis de sensibilidad frente 
a perturbaciones. Concretamente, représenta la varia­
ciôn marginal de la funciôn objetivo del centro i con 
respecto a una perturbaciôn de una componente del vector 
de estado.
Pero cualquier variaciôn del vector de e s t a d o , inducirâ 
cambios en las estrategias de los demas centros si estas 
estân definidas en lazo cerrado. Tales variaciones son de
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inagnirua \ % y y, puesto que
^^iHtîfeO^se traducen en variaciones suplementarias 
del objetivo del centro i,
*
Las ecuaciones que definen V|/ (t)  indican simplemente 
que tal efecto de retorno debe ser tenido en cuenta en la 
valoraciôn de sus actuaciones para cada centro. Suponien­
do que una soluciôn pueda ser encontrada, el conocimiento 
por cada centro de su columna correspondiente en la matriz 
Vy(t) le informa del valor que para él représenta cual - 
quier intente de modificaciôn del vector de estado, inclu- 
yendo en este las reacciones de los demas centros.
Es évidente que la matriz tendrâ un buen nûmero
de elementos nulos. En cada columna, habrâ tantos ceros co­
mo variables de estado estên ausentes de la funciôn objetivo 
del centro correspondiente. Ello indica que el centro en 
cuestiôn es indiferente frente a variaciones en taies va­
riables de estado, Pero no implica necesariamente que este 
desprovisto de la posibilidad de actuaciôn sobre ellas y 
por lo tanto de influir en el sistema de valoraciôn de los 
demas centros. En otras palabras, si por una parte los cam- 
pos de valoraciôn de los distintos centros no son disjuntos, 
sus dominios de acciôn no son generalmente idénticos a res­
pectives campos de valoraciôn . De aqui, todo el interés de 
llegar a soluciones que rebasen el compromise para llegar a 
la cooperaciôn.
La bûsqueda de trayectorias de Pareto consiste fundamen- 
talmente en la resoluciôn de un problema de control ôptimo 
con una funciôn objetivo vectorial. A este respecto, son 
de fundamental importancia los resultados de Da Cunha y 
Polak ( Di), Desdé un punto de vista de interpretaciôn eco
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nomica, la matriz y reduce de nuevo a un vector, in-
dicando el sistema de valor para la "entente" de los N ju­
gadores de las variaciones en el vector de estado. Pero tal 
sistema de valoraciôn no aporta, en si mismo, ninguna in­
formaciôn para escoger entre las distintas trayectorias efi­
cientes posibles.
Acabamos aqui este breve resumen de la extensiôn al 
caso de varios centros de decisiôn de la interpretaciôn de 
las variables adjuntas, para considerar, en el siguiente 
apartado, los condicionamientos pràcticos y el alcance real 
de taies interpretaciones teôricas.
II. 9 ALCANCES PRACTICOS
Los puntos anteriores han tratado de analizar, desde 
una perspectiva econômica, la informaciôn contenida en va­
riables adjuntas y multiplicadores generados en el proceso 
de optimizaciôn de sistemas dinâmicos. Su relevancia ha 
sido ilustrada mediante ejemplos voluntariamente simples. 
Siempre a nivel teôrico, la misma relevancia informativa 
se extiende automâticam.ente a modelos complejos multidimen- 
sionales.
Desde un punto de vista prâctico, las posibilidades e 
interés de su utilizaciôn, dependen de una serie de condi­
cionamientos. Para analizarlos, adoptemos el conjunto de 
hipôtesis mâs favorables. Sucesivas relajaciones de las 
mismas nos permitiran observar como varia disparmente el 
interés de algunas potenciales utilizaciones de la infor­
maciôn dual.
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Supongamos que nos atrevemos a aceptar expllcitamente 
los supuestos que, consciente o inconscientemente, estan 
en la base de muchos modelos econômicos:
a) Las posibilidades de câlculo son ilimitadas. 
Cualquier modelo matemâtico puede ser resuelto in- 
dependientemente de su estrûctura y dimensionalidad,
b) La capacidad de modelizaciôn es perfecta.
Los modelos résultantes describen exacta y precisa- 
mente los mecanismos y preferencias del sistema des­
cri to.
c) El sistema es invariante.
Las preferencias expresadas y los mecanismos descu- 
biertos son définitives y/o sus cambios perfecta- 
mente prévisibles.
En tan idéales condiciones, la medida de "variaciones 
en el valor" frente a perturbaciones y alternativas carece 
de interés desde el momento en que éstas no se producer.
For el contrario, la capacidad de descentralizaciôn tempo­
ral de 1-s variables adjuntas résulta primordial puesto que 
bajo el sistema de precios que representan, el comporta- 
miento résultante de los agentes econômicos se situa sobre 
la trayectoria primai ôptima. Una planificaciôn por las 
cantidades, centralizàda, costosa y lenta, puede ser teori- 
camente substituida por una planificaciôn por los precios, 
descentralizada, impersonal y automâtica.
Tal sistema de precios posee toda la significaciôn de 
esta categoria econômica: un sistema ôptimo de valoraciôn. 
Taies calificativos presuponen ciertamente un conjunto de 
elecciones previas: definiciôn de aquello a lo que las par­
tes intégrantes del sistema (objetivo,s) asignan valor y el
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como, asi como el conjunto de situaciones que consideran 
como aceptables. Ambos elementos revelan decisiones de ti­
po politico a través de las cuales se introduce en el fun- 
cionamiento del sistema econômico un importante elemento de 
subjetivismo.
Pero tales sistemas de valor no se derivan automâtica- 
mente de la simple aceptaciôn como datos de unas opciones 
politicas. Solamente un anâlisis de las distintas trayec­
torias posibles y su clasnficaciôn mediante la funciôn ob­
jetivo, puede generarlos. En este punto crucial, se situa 
todo el interés de los m.étodos aplicados de optimizaciôn 
y control en economia.
Abandonemos el mundo ideal en el que nos hablamos si- 
tuado. No hace falta decir que los modelos matemâticos 
distan mucho de reflejar la complejidad real de los siste­
mas econômicos. Y estos estân,afortunadamente, lejos de 
ser invariantes. Las preferencias son cambiantes, las po­
sibilidades de acciôn alternativas y las relaciones de po­
der dominantes. Las innumerables imperfecciones y la in- 
certidumbre en los datos de un sistema matemâtico de pla­
nificaciôn, junto con la relatividad misma de los presu- 
puestos politicos, reducen el domimio de validez del adje- 
tivo ôptimo que acompana a sus resultados. La exacta sa- 
tisfacciôn de sus restricciones no puede considerarse un re­
quisite inexcusable cuando no se conocen con demasiada pre- 
cisiôn los parâmetros de sus ecuaciones representativas.
En cambio, la informaciôn dual, referente a la sensi­
bilidad del objetivo frente a perturbaciones o distintas es- 
pecificaciones del modelo pasa a ser el elemento fundamental 
e insustituible del anâlisis.
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Fundamental porque facilita a los responsables poli­
ticos un medio de valorar las consecuencias de sus decisio- 
ncs, testar la colierencia de las mismas con sus objetivos 
y analizar los compromises que su.-.actuaci6n encierra.
Insustituible porque tal informaciôn no puede obtenerse 
de otra forma. La complejidad de un proceso dinâmico escapa 
a cualquier tipo de anâlisis verbal. Bajo la hipôtesis de 
que les responsables del sistema econômico tratan de ins­
trumentar racionalemnte sus decisiones en la bûsqueda de 
ciertos objetivos, (no necesariamente los declarados pû.bli- 
camente como taies), estân actuando de acuerdo con un cier­
to modelo. Las mâs simples configuraciones mentales acerca 
de actos y consecuencias constituyen un modelo. Cuando los 
modelos quedan reducidos a una tan primitiva forma, poseen 
el reconfortante inconveniente de no ser explicitos, y de 
no mostrar claramente hasta donde llega el conocimiento 
responsable y donde empieza el riesgo calculado con el que 
nos enfrentamos, a la incertidumbre.
El sistema dual de precios representado por ^  (fc) 
dériva del proceso de optimizaciôn y estâ indisolublem.ente 
asociado con el plan ôptimo résultante. En este sentido, 
el sistema de precios de una economia planificada es con- 
ceptualmente superior a los que produce y utiliza una eco­
nomia de mercado. Considerar a estos como un sistema de 
valor comûm a la sociedad que los genera y utilizarlos co­
mo una medida homogônea y por tanto aditiva, es "identifi­
car el funcionamiento real de la economia con el idealiza­
do esquema walrasiano" (Albouy (a?) ). Las hipôtesis sim- 
plificatorias que condicionan su validez se han olvidado 
o no sc explicitan, cosa imposable de hacer con el modelo 
matemâtico que ha generado sus variables duales. La ecoro-
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mia es sîn duda el campo donde, como dice Albouy (A7), "1'am­
biguité est le précédent le plus direct de l^impoèture"•
Pero cualquiera que sea la importancia que se acuerda 
concéder a la informaciôn dual y a sus aplicaciones, queda 
todavîa por resolver el problema de su câlculo.
Este obstâculo, interpuesto entre la concepciôn teôri— 
ca y la aplicaciôn prâctica, merece mucha mâs atenciôn de 
la que con frecuencia recibe. A él nos referiamos implici- 
tamente cuando recordâbamos en l,a introducciôn que el prin­
ciple del Mâximo no es, a pesar de toda su importancia, un 
procedimiento de resoluciôn de problemas reales. Solamente 
en algunos de ellos, como los lineal-cuadrâticos (apëhdice 
IV ) conduce directamente a procedimientos standards de câl­
culo.
En la prâctica, la primera de nuestras hipôtesis es tan 
ilusoria como las otras, y la informaciôn dual no puede cal- 
cularse en todos los casos ni con toda la exactitud deseada. 
Sehalemos, a titulo de ejemplo, que los algoritmos de pena- 
lizaciôn, en los que los multiplicadores se obtienen numé- 
ricamente como el prodiicto de dos têrminos, uno de l^s cua­
les tiende a cero y el otro a infinito, generan la infàr.a- 
ciôn con una indeseable imprecisiôn.
El estudio de los algoritmos de resoluciôn de proble­
mas como los planteados en los Apehdices I y II es un campo 
tan extenso como importante, que estâ dominado por las po­
sibilidades que ofrece y las servidumbres que impone su gran 
protagonista: el ordenador digital.
A ellos nos referimos en el siguiente capitule, anali-
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zando las ventajas e inconvenientes de los distintos mêto­
dos en funciôn del papel que en ellos juegue la dualidad.
Un mâs profundo anâlisis de su influencia en el propio pro­
ceso de câlculo, que desborda su papel interpretative de las 
soluciones, es considerado en el capitule IV.
En el caso de juegos diferenciales, la matriz (t) 
es muy dificil de obtener, Solamente el juego lineal cua- 
drâtico ha sido objeto de un tratamiento que conduce a al­
goritmos mâs o menos eficientes (^ 3 ,S7 ) . En los demâs 
casos, la bûsqueda de soluciones,utiliza procedimientos de 
descomposiciôn-coordinaciôn ficticios que estân actualmen- 
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III. 1. INTRODUCCION.
Este capitule es esencialmente de naturaleza operativa.
En el exponenios très procedimientos numêricos de résolu - 
ciôn de problemas de control ôptimo, basados en mêtodos de 
programaciôn matemâtica.
En el capitule I hemos sehalado la importancia de la in 
formaciôn dual (variables adjuntas y multiplicadores), ..en 
el anâlisis por el principle del mâximo de problemas econô 
micos de control ôptimo.
Desarrollando esta idea, en el capitule II hemos expuesto 
las distintas consideraciones conceptuales acerca de dichas 
variables y el use de las mismas en un anâlisis econômico.
Pero la utilizaciôn operativa de taies elementos exige 
su conocimiento previo. Toda su importancia conceptual se 
desvalorizci si no es posible obtener, en un problema deter- 
minado, el conjunto concreto de valores de que per
mitan, en ûltima instancia, el desarrollo real del anâlisis.
El esfuerzo para hacer corresponder valores a las magni­
tudes que instrumentai! conceptos econômicos no se identifica 
con el anâlisis de 5.0s problemas econômicos. Pero si es la 
condiciôn previa e ineludible del mismo.
En consecuencia, la idea bâsica de los algoritmos desa- 
rrollados en este capitule es la de conseguir una informa­
ciôn dual fiable de una forma eficiente.
En el apartado III. 2 nos referimos brevemente a la dis- 
yuntiva entre mêtodos directes e indirectes en la résolu - 
ciôn prâctica de problemas de control ôptimo.
Dames las principales referencias y consideraciones del 
proceso de discretizaciôn que permite convertirlos en pro-
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blemas de programaciôn matemâtica, Tal relaciôn siendo de 
naturaleza mâs inmediata en problemas discretes de control, 
exponemos las razones que permiten plantear en tal forma 
determinados problemas de planificaciôn econômica. En con- 
trapartida, nos referimos a la asociaciôn de caracteristi- 
cas de la naturaleza econômica del problema y de su estruc- 
tura matemâtica que inducen un planteamiento en tiempo con­
tinue.
En la resoluciôn de problemas de control ôptimo discre­
tes no lineales, es posible adoptar dos enfoques alternati­
ves, que generan respectivamente las dos grandes familias de 
métodos primales y duales .
Ambos poseen, intrisicamente asociados, una serie de venta- 
jas e inconvenientes relatives. La exposiciôn de un método 
primai en el punto III. 3 y el de dos métodos duales en el 
III. 4 nos permitirâ analizar comparativamente taies dife- 
rencias de enfoque, sus hipâtesis asociadas, exigencias de 
câlculo y los condiciono.mientos de su aplicaciôn a les pro­
blemas objeto de nuestro interâs.
Antes de entrar en este anâlisis detallado, recordemos 
aqui sus diferencias esenciales :
Los métodos primales no dependen, para su aplicacién, de 
la convexidad del problema considerado. Mantienen la facti- 
bilidad de las sucesivas soluciones de su proceso iterative 
a Costa de un proceso de câlculo especialmente complejo nu- 
mêricamente que précisa ademâs el conocimiento de una solu- 
ciôn inicial factible. La informacién de tipo dual generada 
en el propio proceso de câlculo que pueda utilizarse en un 
anâlisis de sensibilidad de las soluciones es, en general, 
pobre.
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Los métodos duales precisan que el problema reuna cier.tas 
condiciones de convexidad para asegurar su eficaz aplicacién. 
Puesto que no se preocupan de garantizar la factibilidad de 
las sucesivas soluciones, poseen un proceso de câlculo menos 
complejo y no precisan el conocimiento de una solucién ini­
cial factible. La informacién que generan para efectuar un 
anâlisis de sensibilidad es especialmente rica.
Con estas caracteristicas generates, aparece évidente que 
las lineas de evolucién positiva se situan en la elaboracién 
de :
a) métodos primales que generen informacién dual como parte 
de su propio proceso de câlculo.
b) métodos duales que amplien la gama de problemas a los 
que pueden ser aplicados y/o que permitan resolver pro­
blemas estrechamente relacionados con el propuesto.
De acuerdo con ello, el método primai basado en el méto­
do del gradiente reducido generalizado expuesto en III. 3 e- 
fectua el câlculo de las variables adjuntas como parte del 
mismo proceso de optimizacién.
A su vez, los dos algoritmos de III. 4 exponen como puede 
ser abordada la resolucién de problemas no convexos mediante 
métodos duales. En el segundo de ellos se supone verificada 
la hipétesis de convexidad local mientras que en el primero 
se utiliza la transformacién de Hestenes en problemas que no 
verifican nisiquiera tal hipétesis.
El interés de su presentacién conjunta es el de observar 
las beneficiosas consecuencias derivadas de la convexidad lo­
cal del problema. El algoritmo que utiliza dicba hipétesis 
.permite la descomposicién del primer nivel en sub-problemas,y
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la consideraciôn de efectos retardados en las ecuaciones de 
estado.
Los procesos de descomposicién numérica que permiten ins- 
.••trumentar los métodos duales en problemas con Lagrangiano 
descomnosible aditivamente, serên desarrollados en los sis- 
temas de control multiniveles del capitule V. Alli tratare- 
mos dos puntos fundamentales , relacionados con las conside- 
raciones bâsicas aqui expuestas :
- las condiciones que deben reunirse para que los métodos 
duales de descomposicién sean aplicables a problemas no 
convexos.
- la utilizacién de los teoremas de Everett para utilizar 
positivamente la informacién obtenida en un intento de 
resolucién del problema primai propuesto, mediante su 
insercién en una familia de problemas del mismo tipo 
con segundos miembros de las restricciones parametriza- 
dos.
Todo el présente capitule se basa en métodos de programa» 
cién matemâtica. En el Apéndice III se ofrece un resum.en 
cstructurado del desarrollo de taies métodos, en cuyo con­
texte se encuadran los aqui utilizados.
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III.2. METODOS DIRECTOS Y PROGRAMACION MATEMATICA
Tanto la teorîa de control ôptimo como la programaciôn 
matemâtica pueden ser divididas en dos grandes partes: el 
estudio de las propiedades que deben satisfacer las tra- 
yectorias o puntos solucién y el desarrollo de métodos de 
câlculo que permitan obtener taies soluciones.
El principle del mâximo, como las condiciones de Kuhn y 
Tucker,pertenecen a la primera de estas partes. Ambas son 
condiciones necesarias que deben satisfacer las soluciones 
pero no son,en si mismos, un procedimiento prâctico para 
obtenerlas.
Los métodos de câlculo de las soluciones pueden ser cia 
sificados en dos grandes grupos.
Entendemos por métodos indirectes aquellos que parten 
del conjunto de condiciones necesarias enunciadas por el 
principle del mâximo para determinar las trayectorias que 
las satisfacen, Generalmente elle se efectua a través de 
un proceso iterative a partir de una solucién nominal que 
satisface previamente alguna de taies condiciones.
En cualquier case, se observarâ que las condiciones nece 
sarias se enuncian a través de un TPBVP y que la satisfac- 
cién de las mismas exige su resolucién, Numerosos procedi- 
mientes han side disehados para conseguirlos con mejor o 
peer fortuna. Se trata de un complejo problema numérico 
que se complica adicionalmente con la existencia de res­
tricciones sobre la trayectoria. Una clasificacién de la 
l&gente bibliografia al respecte puede encontrarse en Polak 
( Pio ).
Los métodos directes son aquellos que tratan de determi­
nar, mediante un proceso iterative de bûsqueda inteligente 
a través del espacio de soluciones, aquellos elementos del 
'mismo que satisfagan las condiciones de optimalidad. Estôs
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'son pues las que proporcionan el armazôn conceptual de ' 
ambos tipos de procedimientos,pero de alguna manera podria 
mos decir que en los primeros son utilizadas " a priori ” 
y en los segundos " a posteriori
Lo mismo ocurre en programaciôn matemâtica, donde los 
métodos indirectes no se revelan de utilidad prâctica di­
recta sine en problemas de muy baja dimensionalidad.
Cualquiera que sea la formulaciôn de un problema de con 
trol ôptimo, el necesario use del ordenador en su resolu­
ciôn exige que una u otra forma de discretizaciôn se lleve 
a cabo durante el proceso de câlculo,En los procedimientos 
indirectos la resoluciôn del correspondiente TPBVP précisa 
la integraciôn numérica de un sistema de ecuaciones diferen 
ciales. La formulaciôn continua del problema no debe hacer 
nos oTvidar que el instrumente de câlculo lo discretizarâ 
ineludiblemente para poderlo resolver.
No es precise insistir en la conocida relaciôn entre los 
problemas de control ôptimo y de programaciôn matemâtica.
El que el primero se reduce a une de los segundos, de di­
mension finita o infinita, segûn que su formulaciôn sea 
discreta o continua, se dériva de la inmediata constataciôn 
de que las ûnicas variables que gobiernan la trayectoria, 
luego el valor de la funcional objetivo, son jU 
t ^  j X ; con las ecuaciones de estado represen_-
tando un conjunto de restricciones igualdad. Una muy com­
pléta exposiciôn de las relaciones entre ambos campos puede 
encontrarse en Luenberger (l u ).
Los métodos directes tratan de aplicar determinados al­
goritmos de programaciôn matemâtica al problema de control 
ôptimo. En los problemas continues tal aplicacién puede 
efectuarse de distintas formas. Se puede mantener la formu­
laciôn continua del problema y aplicar las técnicas de pro-
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'gramaciôn matemâtica extensibles a espacios de dimensiôn ' 
infinita. Alternativamente, se puede discretizar,”a priori” 
convirtiendo el problema en uno de control ôptimo discreto 
y aplicarle todas las técnicas de programaciôn matemâtica 
en problemas de dimensiôn finita.
En este segundo caso el problema inmediato es el estudio 
de la convergencia de taies aproximaciones a la soluciôn 
del problema original a medida que disminuye la amplitud de 
la discretizaciôn. Existen al respecte los resultados de- 
bidos a Cullurn (cil), Kirillova (k9 ) y Daniel ( ^ 2 ),
Con referenda a nuestro interés mâs inmediato,taies re­
sultados establecen que la soluciôn por discretizaciôn de 
un problema de control de tiempo minimo dificilmente con- 
vergerâ a la soluciôn del problema original. La discretiza­
ciôn debiera efectuarse previa conversiôn del problema de 
tiempo libre en uno de tiempo final fijado con restricciones 
en el estado final.
A partir de un problema continue discretizado, o direc- 
tamente de un problema formulado en tiempo discreto, puede 
tratar de resolverse el correspondiente programa matemâtico 
con tantas variables como resulten del producto del nûmero 
de instantes de tiempo considerados por el nûmero de compo- 
nentes de los vectores de estado y de control
La aplicacién de las condiciones de Kuhn y Tucker no con- 
ducirâ a otra cosa que al principio del mâximo discreto (A- 
péndice II). Pero nada impide tratar de aplicar alguno de los 
métodos directos de programaciôn matemâtica recientemente 
desarrollados ( Ap&idice III ).
El inconveniente évidente de tal procedimiento es la ele- 
vada dimensionalidad del problema. La ûnica esperanza de re- 
solverlo radica en la adaptaciôn del método a la especial 
estructura dinâmica del problema, manifestada especialmente
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a través de la estructura del jacobiano de las restriccio-*' 
nés iguâadad. De hecho, tal estructura es la responsable de 
la sencilla expresiôn del gradiente en un problema de control 
y de la eficacia de tal método.
Très obras bâsicas han sido dedicadas a este enfoque ope­
rative de los problemas del control ôptimo mediante procedi­
mientos de programaciôn matemâtica ( Canon, Cullum, Polak 
( Cl ), Polak ( P9), Tabak y Kuo ( ) ) .
Tal conversiôn aproximada de un problema continue de con­
trol ôptimo del tipo formulado en el Apéndice I :
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en un problema de control ôptimo discreto del tipo formulado 
en el Apéndice II :
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^Tal formulaciôn tiene los inconvenientes asociados con 
la elevada dimensionalidad del vector 2
b)
El vector de estado en cada instante )((i^ queda determi - 
nado a partir del estado inicial X(o) y la secuencia
de contrôles aplicados XX|ç -  ./ J U j
a través de la aplicacién reiterada de las ecuaciones 
de estado.
Bxplicitamente :
X(k)= Ÿ k fx c ü / 'U * )
N-l _
(2) = ^  K (x(0), XIk) , ( k), ky +




En esta segunda formulaciôn se reduce la dimensionali - 
dad del vector 2  y desaparecen explicitamente las res­
tricciones igualdad correspondientes a las ecuaciones de 
estado. Pero el nûmero de câlculos previos necesarios a 
\la expresiôn de las funciones dificulta la aplica-.
-72-
cion salvo en los casos en los que se conozca la forma * 
de la soluciôn general de las ecuaciones de estado. Tal 
es el caso cuando el sistema posea una dinâmica lineal.
En los campos donde nacieron y se desarrollaron los 
modelos y técnicas de control ôptimo, los fenômenos estu 
diados tenian una Clara naturaleza continua. Los modelos 
discretos o las discretizaciones de modelos continuos no 
eran sino el reconocimiento explicite de una limitaciôn 
de medida o una aprôximaciôn de câlculo.
Evidentemente la actividad econômica tiene lugar de 
una forma continua. Pero cabe preguntarse acerca de.la 
conveniencia de una modelizaciôn en tiempo continue del 
proceso de control de sistemas econômicos. La teoria del 
crecimiento ôptimo utiliza una formulaciôn continua en 
sus modelos. Pero ya hemos indicado que tal teoria no 
tiene ninguna pretensiôn de opérâtividad. Por el contra­
rio, una serie de razones indican que una formulaciôn 
discreta es mas adecuada:
- las constantes de tiempo caracteristicas del proceso 
(la”rapidez" de su dinâmica) hacen que se pueda/. 
plantear modelos representatives con intervalos de 
discretizaciôn lo bastante grandes para mantener su 
operatividad.
- los contrôles pueden identificarse facilmente con
las funciones constantes por intervalos con un nûmero 
finito de discontinuidades que exige la formulaciôn 
discreta o la soluciôn por discretizaciôn, Muchas de 
las variables de decisiôn econômicas sôlo pueden ser 
variadas a intervalos finitos de significativa ampli­
tud.
- por razones politicas, institucionales y de su propia 
naturaleza los sistemas econômicos son ejemplos ti- 
picos de aquellos en los que un exceso de variabiy.-
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dad en los contrôles bloquean su funcionamiento, Una^  
formulaciôn continua representaria un derroche super- 
fluo de medios de câlculo,
- la forma en la que se tienen disponibles los datos, 
permiten alimentar de manera mas natural e inmediata 
una formulaciôn discreta.
El reconocimiento de taies hechos no debe hacer olvidar 
las ventajas de una formulaciôn continua. Estas pueden evi 
denciarse por la intencionalidad perseguida con el modelo 
y/o por sus caracteristicas matemâticas.
Cuando se pretenda estudiar las distintas opciones de 
desarrollo a muy largo plazo y sus caracteristicas cuali- 
tativas, los fenômenos de acumulaciôn y la forma de las 
trayectorias se analizan mejor utilizando un lenguaje de 
ritmos que basândose en uno de saltos discretos. Cuando 
la variable sobre la que se define el ôptimo es la propia 
variable temporal, (problemas de minima duraciôn de transi 
ciôn) una formulaciôn continua es mas apropiada.
En cualquiera de ambos casos lo que se pretende en ûlti- 
ma instancia es estudiar las alternativas de realizaciôn 
de cambios estructurales mediante un modelo mas idealizado 
en su devenir temporal.
Si a ello se suma la consideraciôn de un sistema con di­
nâmica lineal, la posibilidad de encontrar soluciones ana- 
liticas al sistema de ecuaciones diferenciales lineales 
que lo représenta ^ y por lo tanto de utilizar una formula­
ciôn como la segunda de las indicadas ,hace mas elegante y 
prâctica una formulaciôn continua.
Dado el interés de considerar relaciones lineales, 
tanto en objetivos como ecuaciones de estado, los dos 
puntos siguientes se refieren a sistemas discretos no li- 
neales.
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GRADIENTS REDUCIDO GENERALIZADO.
III. 3.1 INTRODUCCION.
Entre los métodos de programaciôn matemâtica, los algo-/ 
ritmos del tipo Gradiente Reducido Generalizado (GRG), han 
demostrado ser especialmente eficaces.
Como indica el Apéndice III, son del tipo primai, gozando 
como taies de las ventajas e inconvenientes alli resenados.
La denominaciôn Gradiente Reducido es debida a V/olfe (W2), 
quien desarrollô el método para el caso de restricciones li­
neales. El adjetivo Generalizado fue introducido por Abadie 
y Carpentier ( ) al extender el método de Wolfe al caso
de restricciones no lineales.
Sus caracteristicas han sido estudiadas teôricamente por 
Faure y Huard (fi ) y su convergencia relacionada con la 
del Gradiente Proyectado de Rosen por Luenberger ( L13).
Todos los algoritmos GRG presentan una estructura gene­
ral comûn . Esta consiste en la divisiôn de las variables 
del problema en un conjunto de variables bâsicas y un con­
junto de variables no bâsicas, hecha posible por la acep- 
taciôn de una hipôtesi s de no degeneraciôn que no es sino 
la consecuencia de la satisfacciôn de los reguisitos nece­
sarios para la aplicacién de las condiciones de Kuhn y 
Tucker ("constraints qualification").
De acuerdo con su estructura bâsica comûn, todos los al­
goritmos GRG convierten el problema original en un problema
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reauciQO cuyas unicas restricciones son los iimires inaivj.- 
duales de variaciôn de las variables no bâsicas.
En general, todos ellos pasan por el câlculo del Gradiente 
Reducido, cuyas componentes no son sino los multiplicadores 
de Kuhn y Tucker asociados a las restricciones del problema 
reducido. Sus principiales diferencias son debidas a :
- El proceso de câlculo del gradiente reducido.
Ello depende de la particular estructura del problema. 
Este es un punto de importancia capital cuando se trate 
de problemas doîados de una estructura muy definida como 
son los problemas discretos de control ôptimo.
- La utilizaciôn del Gradiente Reducido en el proceso de 
optimizaciôn.
Es decir, la definiciôn de las direcciones de bûsqueda z 
en el problema reducido. De ello depende la eficacia 
global del método.
En el punto siguiente desarrollamos brevemente estas ca­
racteristicas de los algoritmos GRG. El lector que lo desee 
puede encontrar, en las referencias citadas, una mâs compléta 
exposiciôn del tema.
Apoyândonos en taies caracteristicas, pasaremos a anali­
zar en detalle la forma de calcular eficientemente el Gra­
diente Reducido en un problema discreto de control ôptimo. 
Finalmente, describimos la utilizaciôn de tal informacién 
para conseguir una convergencia acelerada del algoritmo GRG 
résultante.
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III. 3. 2 ESTRUCTURA BASICA DE LOS METODOS GRG




k Xi i -Sc i W
mediante la introducciôn de variables de holgura positivas 
para convertir en igualdades las restricciones desigualdad, 
junto con la definiciôn entre - + Oo de las cotas
2 ;  ^ S/i en las variables , El vector X  contiene tanto 
a las variables naturales del problema como a las posibles 
variables de holgura.
Para la aplicacién de los métodos GRG, es preciso que se 
verifique la siguiente hipétesis de no degeneraciôn :
En cualquier punto factible, es posible descomponer el 
vector X en dos vedteres X g  , dimensiones m y
n-m respectivamente, taies que :
a) El vector , llamado vector de variables bâsicas o 
dependientes, verifique:
S.donde * 0  , son los vectores résultantes de la corres 
pondiente descomposicién de los vectores I, S.
b) La matriz de dimensiones ( m x m)
llamada matriz de base, sea no singular.
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consiaeremos a continuacion :
a) las implicaciones de dicha hipétesis.
b) la forma en la que permite desarrollar el proceso de 
optimizacién.
De este anâlisis obtendremos como respectivas conclu- 
siones :
a) la hipétesis es cierta si se cumplen los requisitos ne­
cesarios para la aplicacién de las condiciones de Kuhn
y Tucker. No constituye pues una condicién especialmente 
exigente, al menos teôricamente,
b) el método GRG no séria aplicable sin la satisfacciôn de 
dicha hipétesis.
En efecto:
a) Para que las condiciones de Kuhn y Tucker sean aplicables 
a un punto soluciôn, este debe de ser un punto regular 
de las restricciones que en el sean activas. ( Luenberger 
(L13) ). En otras palabras, los gradientes de todas las 
restricciones activas sinmltaneamente deben ser lineal- 
mente independientes.
Si, como ocurre habitualmente, esta condicién se supone 
verificada, las dos partes de la hipétesis de no degene­
raciôn se satisfacen necesariamente. En efecto;
De las 2n+ m restricciones del problema, m son del tipo 
igualdad y 2n del tipo desigualdad. Puesto que el espa­
cio de las variables x es de dimensiôn n, sôlo pueden 
existir, como mâximo, n restricciones activas simultâ- 
neas en cada punto regular.
Puesto que las m restricciones igualdad son activas en 
todo punto, un mâximo de n-m restricciones, de entre las 
2n del tipo I  ^ X S  , pueden ser activas simulta-
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de cada vector x, no estan tomando sus valores limites 
liL t Si * La existencia de las m variables bâsicas X^:
esta pues garantizada.
Supongamos, sin perder generalidad, que las m varia­
bles bâsicas Xj^  , son las m primeras componentes de
X.
Con tal convenciôn, el Jacobiano de las restricciones ac­
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de dimensiones (ifW X 
..............   (VW X CW-VML)^
= conjunto de variables que no toman valores limi­
tes.
= conjunto de variables que estan tomando sus va­
lores limites.
= nûmero de elementos del conjunto Este nûmero
debe de ser, por lo menos, igual a % m.
= nûmero de elementos del conjunto X .L ,
VL «  n-VNL ^  n^m
Por la regularidad del punto x, todas las (m + .(n-VML ^ n 
filas de esta matriz deben ser linealmente independientes. 
Lo mismo debe ocurrir con ( m 4- (n-VML) ) de entre sus n
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. ■ .columnas•
Puesto que las ûltimas n-VNL lo son, la matriz debe 
poseer m columnas linealmente independientes.
Luego es posible escoger, entre las VNL ^  m variables 
que verifican :
J| ^  X| ^  Si.
un conjunto de m de ellas,(las m variables bâsicas X^) 
que verifiquen la segunda parte de la hipôtesis de no de­
generaciôn:
^ regular
Las restantes n-m variables, que pueden estar o no en 
sus limites, constituyen las variables no bâsicas X^^.
b) Por el teorema de la funciôn implicita, la regularidad de
es condiciôn suficiente para que las ecuacio­
nes g(x) H  g ( Xg, X^g) = 0 tengan una soluciôn de la 
forma Xg= ^n un entorno de un punto X verifi-
cando las restricciones (l).(^CX3 rO^
Por consiguiente, dadas las variables no bâsicas ( "0 in­
dependientes ) X^g, las m ecuaciones - 0
permiten determinar los valores de las variables bâsicas
( 0 dependientes) X . Estas pueden ser eliminadas de laB
funciôn objetivo substituyendolas por su expresiôn en funciôn 
de las variables no bâsicas. El problema se expresa exclusiva- 
mente en funciôn de estas ûltimas, en la forma :
Min s Min F ( X mo)
Este es el enunciado del problema reducido. Observese que 




La primera parte de dicha hipôtesis permite abordar su 
proceso de soluciôn. En efecto:
Para resolver el problema reducido, el algoritmo utili-
zado efectuarâ desplazamientos del punto factible X ,rJB
mediante un procedimiento que garantice la satisfacciôn de 
las restricciones explicitas (3). Pero cualquier modifica- 
ciôn en las variables X^^ inducirâ los necesarios cambios 
en las X^ para que las restricciones igualdad 
se sigan verificando. Por ello, variaciones en X^^, por 
pequehas que fuesen, podrian provocar la violaciôn de las 
restricciones Ijj ^  X q  4 Jg (no explicitas en el proble­
ma reducido), si alguna de las X estuviera situada en los 
limites de su intervalo de variaciôn en el punto X. Afortu- 
nadamente, la primera parte de la hipôtesis de no degenera­
ciôn asegura que todas las variables bâsicas verifican
A lo largo de las sucesivas iteraciones necesarias a la 
resoluciôn del problema reducido, se modificarâ la composi- 
ciôn del conjunto de variables bâsicas. El esquema general 
del método es el indicado en la figura FIII.l, donde aparece, 
encerrada en trazos, la parte correspondiente al problema re­
ducido.
La coherencia teôrica del método, no debe hacernos olvi­
dar los multiples problemas numéricos que encierra.
En primer lugar, salvo en los casos de restricciones li­
neales y otros de especial sencillez, no serâ posible obte­
ner ûna forma analitica de la funciôn X (X ). NormalmenteB NB
habrâ que recurrir a procedimientos iterativos para deter­
minar numéricamente los valores de X correspondientes aB
especificos valores de X .NB
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bâsicas:
X 5 <  ^ |3 < S q
y no bâsicas:
Planteamiento 
del Problema Re_ 
ducido
Miw
X|/Q < X < -Sfci3
Iguna 
variabl
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tuarse analîticamente, sino que exigirâ el câlculo de 
F C X N O  ^  ^  para distintos valores de dentro de 
un procedimiento de bûsqueda unidimensional. Para cada 
uno de estos valores serâ preciso evaluar los correspon­
dientes valores de X .B
Finalmente, el conCepto numérico de regularidad de 
una matriz, présenta una ambigüedad que contrasta con su 
definiciôn teôrica. La matriz de base B puede estar lo 
bastante cerca de las condiciones de singularidad como para 
que sû inversiôn plantée problemas de estabilidad numérica 
que deben ser objeto de especial atenciôn en el algoritmo 
que desarrolle los câlculos en ordenador.
Enfrentado con estos problemas prâcticos, la eficacia 
de un algoritmo particular dependerâ del volumen de câlculo 
que realice por iteraciôn y del nûmero de estas que precise 
efectuar.
Lo primero depende de la forma en que se efectue el 
câlculo del gradiente reducido y el de las variables bâsi­
cas. Lo segundo, de la eficacia de los direcciones de bûs- 
, definidas a partir del gradiente reducido.
Antes de pasar a analizar en detalle el primer punto, en 
él contexte particular de los problemas de control, centre- 
mos la atenciôn en la expresiôn general del gradiente redu­
cido, su significado en términos de las variables duales y 
en las condiciones del test de optimalidad del punto solu­
ciôn del problema reducido.




^  F C ^ n b ) (c  ,4, n-M.)
Derivando 
riables X
F CXn o ) con respecto a cada una de las va-
N B l  *
Kn
^ F ( x „ 0 )  _  'd ^(.^ttOy^o) T
^  ^ N8i I I ^  "^^NOX
es decir:
^ OH^«a,Xe) V7-if(>‘o A « o ) 2 ^ 2 .
con lo que el vector Y viene dado por la expresiôn :
^XU-lw) (a X n-*^ )
en la que :
v x , =  r ^ ] =
(%X W) (imX n-Hi)
V x , >
V »
Esta ûltima matriz puede expresarse a través de las res­
tricciones 2  ~ ^  » cn la forma :
- 0 4 -
<*5= ■
v , » °  ■ ■
(vw X n-M.) (m Xrw) ( m x  «-►»')
Substituyendo esta expresiôn en la del gradiente re­
ducido, esta queda :
t =  V  iUo/^Wo)-’V|('^Cy^MB)[Vx/j
^NO Ô3
de donde cada uno de sus componentes viene dado por : 
(cs4^n-ï»)
El câlculo del gradiente reducido pasa pues por el de 
la inversa de la matriz de base, de dimensiones (m x m), 
cuya regularidad viene garantizada por la hipôtesis de no 
degeneraciôn.
Si el problema posee restricciones no lineales, la ma­
triz de base debe ser calculada e invertida en cada itera­
ciôn. Si las restricciones son lineales, la matriz de base 
es constante, lo cual exime de realizar un elevado volumen 
de câlculos. En tal caso, si las restricciones ^ C O
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C i i  l-'Cli
A x - b r O
y B,C son las matrices résultantes de efectuar la partici- 
paciôn de A de acuerdo con la llevada a cabo en X entre 
variables bâsicas y no bâsicas:
[ G  = k
al particularizar la expresiôn (4 ) del gradiente reducido, 
se obtiene la debida a Wolfe ( 'j'io ) :
El câlculo del gradiente reducido es un proceso laborioso, 
pero présenta la ventaja de facilitar al mismo tiempo los va­
lores de todas las variables duales del problema. Dada la 
importancia que hemos asignado a la informaciôn dual, el 
obtenerla como una parte de su proceso es una de las grandes 
ventajas de los métodos GRG. Explicitemos la relaciôn exis­
tante entre variables duales y gradiente reducido:
Las variables duales son los multiplicadores asociados 
con las restricciones igualdad ( vector^ de m componentes) 
y los multiplicadores asociados con las restricciones desi­
gualdad 1 4 X 4 3  ( vectores Vl/Vs » ^ componentes)
Puesto que el par de restricciones K,’^  Tf ,
correspondientes a una misma variable )Ci , no pueden ser 
activas simultaneamente, los multiplicadores correspondientes
no pueden ser simultaneamente no nulos. Los 
vectores V %  , \/s podrian pues reducirse a un ûnico
vector, V  . Manteniendo por el momento la distinciôn, el 
Lagrangiano del problema se escribe :
J W  + A'jW + Vi
Las condiciones de optimalidad de Kuhn y Tucker, expresa- 
das para los grupos de variables bâsicas y no bâsicas, se 
escriben :
J w  '^ lo + VîO <5)
V  y ; „ = o (6)
V i  C l  * > 9  s o
v U 3 C - 5 ) r O  
V i > 0  V ' t > 0
Por definiciôn de variables bâsicas, los subvectores 
V i Q  f Vi0  son nulos. Gracias a ello, el valor de 
los multiplicadores asociados a las restricciones igualdad 
( A  ) se obtiene inni’ediatamente de la ecuaciôn ( 5 ) :
A'=-VxJ W [ V x,5WJ - I
(7)
De acuerdo con (4), esta expresiôn es un paso necesario 
al câlculo del gradiente reducido. Como veremos después, es 
de la mayor importancia en problemas de control.




Substituyendo (8) en (6), se obtiene
Para cada componente i :
y puesto que cada variable puede encontrarse en
una de las très situaciones :
^  ^ M O c  ^  ^*»0i ■ >  ^ Î M O r
^ N O i  ~  ^ N O i  ^  ^
X i^ B i  r  O N O i b** * 0
los correspondientes valores que pueden tomar las compo­
nentes del gradiente reducido son :
r  o
'Tir-Vi^j.-ÎO
Es decir, las componentes del gradiente reducido son , en el 
ôptimo, los multiplicadores de Kuhn y Tucker asociados a 
las cotas de las variables no bâsicas.
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Aparté de la posibilidad que ello ofrece de disponer, *a 
un coste suplementario nulo, de la informaciôn dual, tales 
relaciones constituyen el enunciado del test de optimali- 
dad a efectuar en cada iteraciôn del problema reducido.
En ausencia de las restricciones » exi-
girîamos a un punto soluciôn del problema reducido que su 
gradiente se anulara. Para tenerlas en cuenta exigimos que:
tx > 0  - i w o i
Tt <0
lo cual, cômo hemos visto, no hace sino traducir la satis- 
facciôn de las condiciones de Kuhn y Tucker en el problema 
original.
Evidentemeùte, si el problema planteado Puera uno de 
maximizaciôn, la expresiôn del gradiente reducido séria :
Ma
por lo que las condiciones de optimalidad del problema redu­
cido serian:
ti ? 0 si ^  ^
Xi > 0  X k O t  =  «5m(j i
V t < 0  -ri r  Thùc
Una vez explicitados la estructura de los métodos GRG, el 
mêtodo general de câlculo del gradiente reducido, su signi- 
ficado en términos de las variables duales y las condiciones 
de optimalidad del problema reducido, pasemos a analizar su 
aplicaciôn a un problema discrète de control ôptimo.
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III. 3. 3 APLICACION A PROBLBMAS DISCRBTOS DB CONTROL 
OPTIMO. CALCULO DEL GRADIENTE REDUCIDO.
En un problema discreto de control ôptimo con n varia­
bles de estado y extendido a N + 1  instantes discretizados 
del tiempo, las ecuaciones de estado representan un conjunto 
de Nn restricciones igualdad.
Las restricciones desigualdad instantâneas ^0
explicitan las zonas del espacio de estado y de control por 
el que no se permite el discurrir de las trayectorias. En 
el mâs simple de los casos, y a la vez uno de los que mâs 
directamente traducen las exigencies reales, tales restric­
ciones instantâneas adoptan la forma :
(1)  l E W  4 X ( K )  ^  S E C k )  ^ r :o ^ .,N
(2) rc(K> 4 UCK) 4 SCCk) krO,-.vN-l
Anadiendo tales restricciones a la formulaciôn de un pro­
blema discreto de control ôptimo, como los expuestos en el 
Apéndice II :
N-1
Max |o (xcw, um, ►) + $  ^ ( 4
XCKti) = |(x(W,ucic),k) ffso^ -vM-1
XCk) c E**
jU CK) £ ^
su resoluciôn numêrica se complica notablemente, fundamen- 
»
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talmente deDido a las restricciones ii;.
De acuerdo con lo expuesto en III,2 , el problema an­
terior puede formularse como uno de los considerados en 
III. 3. 2, definiendo el nuevo vector de variables :
X'r[xfo),xA), .






de dimensiones Nn, los limites en las variables :
1 4 X 4 5
l'ï [re(o>^ re«)^ — , i E ( N > ^ T C r o i ..
5'= [ 5 E W ,  J E W , .  . .,SEC*ihSCCf»,. ■ v - S C C H - O j
y con el objetivo Mft-X T O O  •
La aplicaciôn de un mêtodo GRG a este problema, implica
la divisiôn del conjunto X de variables en un vector de
variables bâsicas X de dimensiôn Nn y un vector deB
N m +  n variables no bâsicas de forma que se satisfaga la 
hipôtesis de no degeneraciôn. La divisiôn del conjunto de 
variables entre bâsicas y no bâsicas no tiene teôricamente 
nada que ver con la divisiôn de los componentes de X en 
variables de estado y de control, aunque, como veremos, la 
identificaciôn de ambas divisiones tehdria importantes con- 
secuencias sobre la eficacia. del câlculo.
En la expresiôn general del gradiente reducido :
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<ÜXno ^
sabemos que el elemento sTW repré­
senta el vector de variables duales asociados a las res­
tricciones igualdad QCX}C O  . Puesto que estas son las 
ecuaciones de estado del problema, dicho vector lo componen 
las variables adjuntas (k^ 9 N)
El câlculo de \T implica pues, necesariamente, el de
las variables adjuntas, satisfaciendo asi la deseada condi- 
ciôn de eficacia en el câlculo de la informaciôn dual. Sin 
embargo, la consideraciôn de las dimensiones de los elemen­
to s utilizados révéla que es preciso efectuar, en cada ite­
raciôn, la inversiôn de una matriz de dimensiones (Nn x Nn) 
y la soluciôn de un sistema no lineal de Nn ecuaciones. La 
soluciôn global de ambos problemas représenta un volumen de 
câlculo que puede comprometer la viabilidad prâctica del 
mêtodo.
Es preciso, tener en cueAta la especial estructura del 
sistema de ecuaciones 0,y por lo tanto de la matriz
5 7 x q  f derivada del caracter dinâmico del pro­
blema ( Mehre ( M5 ), Davis ( M5 ), Abadie ( a3 ) ) para arbi­
trer procedimientos que permitan :
- descomponer el câlculo de las variables bâsicas en fun-
ciôn de las no bâsicas, en una serie de problemas de
menor talla.
- calculer las componentes del gradiente reducido sin
préciser la inversiôn de une matriz ( Nn x Nn)
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Para ello utilizamos la propiedad, antes enimciada, de 
que los componentes del gradiente reducido son los multipli- 
cadores de Kuhn y Tucker asociados a las cotas sobre las va 
riables no bâsicas.
Para faciliter el câlculo de las variables bâsicas dadas 
las no bâsicas, séria extremadamente favorable que el vector 
X fuera el conjunto de las Nn variables de estado X(l),... 
...,X(n ) . De ser ello posible, el câlculo del vector Xg 
dado el vector :
y  'K(OhMlO),fA.m   MiK),.......
(las variables no bâsicas serian el estado inicial y la se- 
cuencia de contrôles), se limita a la soluciôn secuencial 
de los N grupos ( que no sistemas ) de las n ecuaciones 
de estado :
x C k + i )  r  Uxcic), m m , w-i;
Observese que ello implica suponer que las componentes 
del vector de estado no toman nunca sus valores limites. En 
tal caso, llamando :
v^k+i) vector de variables adjuntas, o variables 
duales asociados a:
B if----- -- ■/ ^  f m * / L^\ »
»c)
—y
: vector de variables duales asociados a :
i c ( k )  4  ScCK)
: vector de variables duales asociados a :
lE (k )4X (k) ^SE(k)
(lc=<^ n)
demostremos que el vector r , de expresiôn genérica (*l),
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A(k)
estâ compuesto por L ’ ’ * " / • Al asi.
hacerlo, obtendremos un mêtodo de determinaciôn secuen­
cial de las variables adjuntas 'PCK) Y de las componentes 
de r.
De acuerdo con el Apéndice II, podemos escribir :
loÇXtW/UtW/K) + Y  (k+1) VixtK; I (X(K(, “ “O/k) 5 
= " X ' ( k )
(K 5 OyN-1.) 
$ ( X ( N ) )  -  V ( N )  =  X ( N )
- y'(k) r X  C k)
(  K = 0/ N-1)
En principio, observese que la expresiôn (3) adopta, 
para K=0 , la misma forma génêrica de (2), porque al no 
estar fijado el estado inicial, - O . (Apéndice l).
Definamas el vector W  ;
J\ü r [JVo)/ JCfi)/.. V A'cn)J
donde cada uno de los ,/%_ CK) es de dimensiôn (n x l), 
como :
J l x ) I V LA ' = - V ,  J c . ) [ v .  9 W ]
6
o, lo que es lo mismo :
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(4)
Teniendo en cuenta la definiciôn de las restricciones 
g(x), del objetivo j(x) y de las variables bâsicas Xgj[4) 
se desarrolla como sigue :
-1
>1
=  -  ............
que se observa équivale al siguiente procedimiento ré­
currente para el câlculo de los subvectores ( k) a.
partir de .TV-Cw} :
(5)
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•que demuestra su coincidencia con las variables adjuntas 
del principio del mâximo discreto definidas en el Apéndice 
II.
Luego el gradiente reducido, en el caso que las varia­
bles bâsicas fueran las variables de estado 
se expresa como ;
M e
Mâs explîcitamente :
r  a j   ^ y
L  dX(o) * du(o) ^ ] =
 ' ,








r, - ^  - \ 7  i» + Y'(4 V m (.)-}
, ' - Ü  - T7 i ( " iw , « « / K ) ♦
^ Bs decir, los valores de \(^ ) y de (K)/ K- Oy .yA/*i
de acuerdo con las expresiones (3) para K=0 y (2) para 
K=0,N-1.
Con estos resultados, aparece evidente que la elecciôn 
de las variables » como variables bâsicas, po­
sible por hipôtesis, se corresponde con la mâs eficiente 
forma de desarrollar las distintas partes del câlculo.
En efecto:
La determinaciôn de las variables bâsicas 
dadas las no bâsicas, consiste en la aplicaciôn reite- 
rada a partir del instante inicial p) , de las ecua­
ciones de estado :
desde K=0 hasta K=N-1.
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- Una vez conocidas las trayectorias de estado y de
control XCK)/ U C k )  , las variables adjuntas
pueden calcularse secuencialmente desde K=N hasta 
K=1 utilizando las expresiones (5). Tales expresio­
nes no son sino las ecuaciones (3) teniendo en cuenta. 
que , puesto que las variables X(l),
X(n ) son bâsicas.
Observese que ello équivale a calcular, secuencialmente, 
los valores de N grupos de n ecuaciones.
- Una vez calculadas las variables adjuntas, se calculan,
una a una, las componentes del gradiente reducido me- 
diante las ecuaciones (6).
Dotados de un procedimiento eficaz para calcular el gra­
diente \reducido, construiremos, con base en este, unas di- 
recciones de bûsqueda que permiten encontrar una trayectoria 
para la que las componentes del gradiente reducido 
. . . satisfagan las condiciones de optimalidad del 
problema reducido:
< X ; ( o ) < S F J o ;
Xx(o)r SEiCo)
Xi(o) z ICiio) ^s4,n)
SCiCtC-2jl 
S Q  («f-2) r M£(IC-2) ts 2
rCjc(lT'2)s J  n '*4.
(£ z4,m)
radiente reducido podria 
constituir una direcciôn de bûsqueda. Dada la baja veloci- 






Vk. r O St1
Si
lT|e^ <0 Ji
La direcciôn del propio
En la soluciôn ciel problema reducido son decisive s las a- 
portaciones de Abadie( A2 )y Lasdon-Fox-Ratner(L2 )• Antes 
de referirnos brevemente a ellas en las conclusiones, con- 
sideremos ahora el caso en el que no todas las variables de 
estado uuedan ser escogidas como bâsicas.
En realidad, aunque la adopciôn de tal base se.corres­
ponde con la mâs lôgica y eficaz manera de escoger las va­
riables dependientes, es dificil de mantener la hipôtesis 
de que tal elecciôn sea posible. El suponer que las res­
tricciones instantâneas sobre el vector de estado permane- 
cerân inactives en todos los puntos de la trayectoria no 
puede corresponderse mâs que con una absolute irrelevan- 
cia real de los factores que taies restricciones traducen. 
En general, pues, la trayectoria del vector de estado pasa- 
râ por zonas de la frontera de valores admisibles en un 
intento de explotar al mâximo las potencialidades del sis­
tema dentro de las restricciones que le son definidas.
Cuando ello ocurrà, los correspondientes componentes 
del vector de estado no podrân ser considerados como va­
riables bâsicas. Deberân ser substituidos por otras varia­
bles, escogidas entre Xfo) , % ^  , de forma
que se verifique la hipôtesis de no degeneraciôn.
En consecuencia:
1) El vector de variables bâsicas X_ ya no estarâ
B
formado por x (k ), (K=1,N) , sino por una mezcla de 
jUjCk^que variarâ para cada valor de K.
2) El gradiente reducido no estarâ compuesto por t
sino por con juntos de variables 
, ’yCjC^ ) correspondientes a los componentes
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ne s^an variables bâsicas.
3 ) Las condiciones del test de optimalidad del proble­
ma reducido deben ser expresadas con respecto a tales 
componentes de los vectores A  , . Es decir, la
trayectoria que se tome como soluciôn debe verificar:
que sea no bâsica :
^^ Clc) = 0 Ji JCiM<AAiC\e)<SCiCk)
X Â C k ) > o  fi y&Ck? s S Q ( k )
SC UiCk) s ICiCk)
ArX&Ck) que sea no bâsica :
(K sO/M)
lEi[k)4 X; (|e) < ^
Si XiCk)» S^cC^)
A i  C k)<  0  Xi X ; ( k )  s  C k )
Con tal composiciôn del conjunto de variables bâsicas se
babrâ perdido, en general, la posibilidad de descomponer se-
cuancialmente el câlculo de las variables bâsicas, de las 
adjuntas y del gradiente reducido.
Sin embargo, cabe analizar si tal imposibilidad es par- 
cial o total.
Supongamos que cada una de las variables X(CK) que no
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putiueii sex- xumdaas como oasicas por comar vaiores limites 
en su intervalo de variaciôn, puede ser substituida en la 
base por una variable de control jUj(k“4^  correspondiente 
al periodo anterior. En tal caso, la secuencialidad del 
câlculo puede ser mantenida, si bien cada una de sus eta­
pas es ahora de mayor dificultad numêrica. En efecto :
1) Para cada par de instantes consécutives del tiempo,
K, K-1, los vectores de est&do x (k ) y de control 
MCK-i) contienen n variables bâsicas. De ellas,
TîO^corresponden a componentes XîCK^ y las TT(^es- 
tantes corresponderian a componentes AXj((C*i) • En 
consecuencia, la obtenciên de las variables bâsicas 
dadas las independientes, consiste en la resoluciôn 
secuencial de los N sistemas de n ecuaciones re- 
presentados por las ecuaciones de estado,en el orden 
K=1,N .
2) El câlculo secuencial de las variables adjuntas desde 
K=N hasta K=1 se consigne teniendo en cuenta que :
que sea bâsica
(k) que sea bâsica X# (k) ~ ^
Por lo tanto, la ecuaciôn (2 ), se escribe,VX|(A() que 
sea bâsica :
lo que permite obtener inmediatamente H—ïïffrj) compo­
nentes del vector
Los restantes TC(N) componentes se obtienen de la solu­
ciôn del sistema lineal de TT(W) ecuaciones obtenido 
exprèsando la ecuaciôn (2), particularizada para K=N-1,
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^ C I X  C l  ^ C l U - C l  L t l i W  U C Z )  ^  # V  v  —
riables bâsicas:
V  iroCxCM-«,ju(«f-i),W'l) f
XUj(N-l)°
+ y'(N) ^
Una vez calculado completamente el vector iCW) > es 
posible obtenir secuencialmente los vectores IfCK) » 
(,K-^ /•4./ dL) , y precisamente en este orden, por apli-
<• caciôn reiterada de los componentes de las ecuaciones 
(2 ) y (3) correspondientes a variables bâsicas. Observe­
se que ello implica la soluciôn sucesiva de N-1 sistemas 
lineales con TT(K) incôgnitas.
3) Una vez calculadas las variables adjuntas
las ecuaciones (6) permiten calcular las componentes 
del gradiente reducido.
La utilizaciôn de bases constituidas por subvectores de 
la forma XiCk)^^ ( t £ i. - ^ My 6 + 6 -My
posee una ventaja adicional :
La matriz de base posee la estructura representada, a tî- 
tulo de ejemplo, en la figura p m . p f  Por lo que su regula- 
ridad depende solamente de la regularidad de las sub-matrices 
diagonales. Cuando las variables bâsicas eran los vectores 
de estado X(k ), (K=1,n ), la regularidad estaba garantizada 
puesto que las submatrices diagonales eran las matrices uni- 
dad de dimensiones (nxn).
Del anâlisis de su estructura se desprende que la regu­
laridad de cada una de las nuevas submatrices diagonales de­
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sea bâsica.





sôlo depende de la regularidad de la matriz fi XX} for- 
mada por los elementos a,b,c,d :
domo puede deducirse por alternaciôn de sus columnas. 
Ello facilita la selecciôn de las nuevas variables bâsicas 
entre las taies que :
mediante un test de regularidad de la nueva matriz de base 
muy fâcil de calcular.
Por supuesto, nada garantiza que se pueda encontrar un 
conjunto de componentes substitutorias AiljCK*!) para cada 
uno de los instantes discretizados  ^ En otras pala­
bras, nada garantiza que se puedan encontrar n variables 
dependientes en cada uno de los con juntos Xl(IC-i)y' XCX)^ 
V  Ks 4/^ .En tal caso la recursividad total del câlculo 
no puede utilizarse. Sin embargo, entre las favorables
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*Circuns tancias antes aesci’itas y ±a eunsxuexaexun yxuudx 
del jacobiano de las restricciones, es posible instru - 
mentar soluciones intermedias.
Estas consisten en agrupar secuencias de periodos de 
tiempo^ K~l/ Kt t , tales que el nûmero de variables de­
pendientes que contengan ;
,  X p ( 0  
j  € Li, w] , p e  L t  k j
sea igual a n .
Considerando a tales agrupaciones de periodos consécu­
tives como un nuevo periodo simple, la secuencialidad del 
câlculo se mantiene sobre los nuevos periodos simples asi 
definidos. Evidentemente la dimensiôn de los sistemas a re­
solver eh cada uno de ellos es mayor que en el caso ante- 
riormente considerado , en el que • O  . Pero asi se e- 
vita al menos el plantear el problema en su dimensionali- 
dad total.
El siguiente organigrama describe en su detalle este pro 
ceso de câlculo del gradiente reducido. Observese que la 
composiciôn del conjunto de variables bâsicas se modifica 
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la composi- j 
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base •
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•III. 3. 4 CONCLUS IONS S . .
Conociendo una soluciôn factible inicial, el algoritmo 
descrito calcula eficientemente el gradiente reducido ,a- 
provechando la estructura del jacobiano de las restriccio- 
nes de un problema de control y genera una serie de solu- 
ciones factibles monotonamente mejoradas. En el câlculo 
del gradiente reducido se obtienen simultaneamente los va- 
lores de las variables duales.
Sin embargo, como lo ilustra el anterior organigrama# 
el proceso de câlculo del gradiente reducido es numêrica- 
mente complejo, a lo que hay que ahadir la dificultad que 
presente la soluciôn del problema reducido.
Por otra parte, las ânicas restricciones instantaneas 
sobre la trayectoria que el mêtodo descrito considéra, son 
las de cotas en las variaciones individuales de las varia­
bles de control y/o estado, Reconociendo los importantes, 
condicionamientos reales que tales restricciones traducen, 
no es menos evidente que la consideraciôn de restricciones 
instantâneas conjuntas'control/estado que hagan intervenir 
simultaneamente mâs de una variable, resultan imprescindi- 
bles para modelar situaciones reales, como veremos en el 
capltulo IV.
Para aplicar la metodologla del GRG, tales restriccio­
nes deben convertirse en igualdades mediante la introduc- 
ciôn de variables de holgura con la restricciôn individual 
asociada de positividad:
5(xc»0, MCVO,) è 0 --► +
H(K) ^ 0
Sin embargo, existe una diferencia bâsica entre las re­
stricciones representadas por las ecuaciones de estado y«
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las del tipo MCVc)^  ^  O  .Mientras que
las primeras son, por definiciôn, constantemente activas, 
las segundas pueden ser activas o no, segûn cual sea la tra­
yectoria que se est^ considerando y por lo tanto algunas de 
ellas podrian no ser tomadas en consideraciôn en las distin­
tas iteraciones.
Esta consideraciôn esta incorporada en el codigo GRG ela- 
borado en la Case Western Reserve University por cl grupo 
del profesor LASDON ) Este, junto con el codigo GREG
de Electricidad de Francia elaborado por el grupo del pro­
fesor Abadie ( //T ) constituyen los mâs significatives
instrumentes prâcticos que aplican los métodos GRG.
Al menos en las yersiones que nos son conocidas, ambos 
estân disenados para su aplicaciôn a programas matemâticos 
de estructura general y no utilizan el câlculo secuencial del 
gradiente reducido aprovechando la estructura de un problem 
de control. Sin embargo, Abadie y Robert han utilizado un cô- 
digo que instrumenta este procedimiento, por él propuesto, en 
la resoluciôn del problema de Kendrick y Taylor como exponclre 
mos en el capitule IV.
Las diferencias entre ambos côdigos se situan en la forma ' 
en que resuelven los problèmes reducidos y en la consideraciôn 
exclusive o no de las ünicas restricciones activas.
La exposiciôn detallada de los procedimicntos utilizados 
desborda los temas de nucstro interês y estd^  perfcctamente 
expuesto en las referencias ) Basta senalar que :
a) el mêtodo de Lasdon utilize un algoritmo de mêtrica va­




b) en el côdigo GREG, se efectua un cambio de base cada . 
vez que una variable bâsica viola uno de sus limites 
en el transcurso de las iteraciones por el mêtodo de 
Newton para regresar a la superficie de las restric­
ciones. Ello puede dar lugar a cambios de base taies 
que produzcan un empeoramiento en el valor de la fun- 
ciôn objetivo con respecte al de la anterior iteraciôn, 
Esta dificultad, senalada por Lasdon, esta subsanada 
en el cêdigo de la Case Western Reserve University.
En resumen pues, GRG es un mêtodo primai que genera in- 
formaciên dual eficientemente. Se inscribe asi en la prime 
ra de las dos lineas de evoluciôn apuntadas en la introduc 
ciên a este capitule.
El elevado coste de mantener la factibilidad de todas 
las soluciones, se jùstifica cuando las restricciones del 
problema y sus ecuaciones de estado se conocen con un grade 
tal de seguridad que carece de interês la soluciôn de pro- 
blemas que difieren poco del planteado.
Este no es precisamente el case de las aplicaciones eco- 
nômicas. En estas, la imprecisiôn en los dates hace que, 
mâs que un problema respecifico, nos interese toda una fam^ 
lia de problemas con anâloga estructura. En otras palabras, 
mâs que la soluciôn en si misma, nos interesan indicadores 
de su sensibilidad frente a variaciones en los dates del 
problema.
Con este planteamiento, los mêtodos duales cobran espe­
cial importancia. Por la relative sencilloz de su proceso 
de câlculo y lo ilustrativo que este résulta desde un punto
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de vista econômiço, porque abren el camino al estudio de * 
los procesos de descentralizaciôn-descomposiciôn, por los 
indicadores de sensibilidad que generan y porque no pre- 
cisan el conocimiento de una soluciôn inicial factible,los 
métodos duales y los intentes de extender su campe de apli 
caciôn, aparecen como especialmente interesantes. Este es 
el objeto del siguiente apartado y del capitule V.
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ÏII.4. METODOS DUALES DE RESOLUCION.
III.4.1- INTRODUCCION A LOS METODOS DUALES.
Eh esta introducciôn resumimos brevemente la relaciôn 
entre convexidad total o local y separabilidad en los mé 
todos duales. Al mismo tiempo encuadramos entre ellos al 
mêtodo de los multiplicadores de Hêstenes.
Entendemos que la aplicaciôn de los métodos duales al 
programa matemâtico:
Min I X = (X(K)^ WIK-4)^ K.1,
(restricciones igualdad representadas por las 
ecuaciones de estado).
K(X) 6 0  (restricciones sobre la trayectoria).
formulado a partir de un problema discrete de control 
ôptimo esté dominado por dos conceptos: Convexidad y 
separabilidad. El primero es una propiedad que puede o 
no poseer el problema y el segundo es su consecuencia 
en la operativa de resoluciôn.
La soluciôn del problema dual:
M a x
donde ^  p) es la funciôn dual
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o bien
con ^(>)= /r»«[ JCx) + X'3W>]
l r ( x ) 4 o
-si"Utiiâ:zamos-dualldad parciàl, tomarâ el mismo valor que 
el problema primai:
Anflix 
^ C x ) r O ,  r(x)  ^ 0
si el Langrangiano posee un punto de silla. La existencia 
del mismo esté garantizada si el programa matemâtico for­
mulado es un programa convexo. De no ser asi nada garanti- 
za-la equiValencia de ambos problemas.
Recuerdese sin embargo que, con independencia de la con­
vexidad del problema primai, la funciôn dual es côncava y 
représenta una cota inferior a los valores tornados por la 
funciôn objetiva del primal. Lardon ( L5)
En programas no convexos, los métodos duales pueden 
-aplicarse si el punto soluciôn verifica la hipôtesis de 
convexidad localîen dicho punto el Hessiano del Lagrangia 
no es definido positive en todo el espacio ( y no sola- 
mente en el subespacio tangente a las restricciones como 
la exige su condiciôn de soluciôn local).
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s i  ni siquiera la hipôtesis de convexidad local résulta . 
cierta, las soluciones de los problemas primai y dual no 
coincidirân en general y los métodos duales son inapli- 
cables. Las referencias (L5 ) (Lasdon), ( wi) (wisner) , 
(L13) (Luenberger) contienen una compléta exposiciôn de 
este tema.
Puesto que la minimizaciôn del Langrangiano como una 
funciôn explicita de*las variables duales es poco efi- 
ciente numericamente, la bûsqueda de la soluciôn se 
plantea como un proceso secuencial a dos niveles. El pr^ 
mer nivel calcula la funciôn dual para unos valores de los 
multiplicadores dados por el segundo nivel. Este los cal­
cula a través de la maximizaciôn de la funciôn dual con 
los valores de x résultantes del proceso en el primer 
nivel. La importancia del mêtodo para problemas de control 
como los que nos ocupan es doble:
a) porque conduce a una separaciôn del problema primai 
en una serie de problemas independientes. En ello se 
basan ef iciente.s algoritmos tipo Pearson ( p4 ) y 
Tammv.. ( T3 ) y Lasdon ( L5 ).
b) porque permite abordar problemas cuya dinâmica pré­
sente efectos retardados en el tiempo sin necesidad 
de aumentar el espacio de estado.
Conceptualmente, la interpretaciôn del papel jugado por 
las variables en el proceso eè inscribe en la linea descri. 
ta en el capitulo II y serâ explotada en los capitulos si- 
gui entes.
La convexidad del problema, o en su defecto la hipôtesis 
de convexidad local, permite desarrollar métodos duales .
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que se revelan eficientes en problemas cuya formulaciôn • 
incluya las fuentes de mayor complejidad computacional : 
restricciones sobre la trayectoria y retrasos en el tiempo 
en las ecuaciones del estado.
Si tal hipôtesis no se cumple, la formulaciôn de Heste- 
nes ( H5) de problemas con restricciones igualdad :
Min J W
hace que el Hessiano del Lagtangiano del problema modi.fi- 
cado;
M i n  [  J W  +
sea, en los ôptimos locales del problema, definido posi- 
tivo en todo el espacio. En consecuencia es posible apli­
car al problema modificado la teoria de la dualidad local.
Aunque el mêtodo de los multiplicadores de Hestenes ( o 
"augmented penalty function") fuê planteado por su autor 
sin ninguna relaciôn con los métodos duales, esta ha sido 
asi evidenciada por Luenberger ( L13).
El objetivo perseguido por Hestenes era simplenuante 
salvar la imprecisiôn con la que se obtienen, en el ôpti­
mo, las variables duales cuando se aplica un mêtodo de pe- 
nalizaciôn. Como se sabe, utilizando tal mêtodo se obtienen 
los multiplicadores como el producto de un factor que tiende 
a cero por uno que tiende a infinito.
El mêtodo de Hêstenes es tambiên un proceso iterativo a 
dos niveles, con una expresiôn para actualizar los multi­
plicadores :
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X ( K * 1) = À ( k )  +  2 K 3 CX)
que es la misma que se obtiene cuando se aplica el méto- 
do de Newton a la maximizaciôn de la funciôn dual teniendo 
en cuenta la f o r m a ^ X  a la que tiende su Hessiano al 
aumentar la constante de penalizaciôn K,
El mêtodo, no solamente permite la aplicaciôn de la 
dualidadprrciai, sino que ademâs la favorece. En efecto, 
el proceso de maximizaciôn de la funciôn dual se ve fa- 
cilitado por la acciôn conjunta de très circunstancias:
a) Su concavidad
b) La simple expresiôn de su gradiente : g(x)
c) La favorable estructura de autovalores de su Hessiano.
Sin embargo, la formulaciôn de Hestenes destruye la se­
parabilidad én la resoluciôn que podrîa obtenerse apli - 
cando, si ello fuera posible, los métodos duales puros 
al programa matemâtico obtenido de un problema discrete 
de control ôptimo.
Demostraremos en su momemto que ello no quita viabilidad 
prâctica al mêtodo en el caso en que no existan excesivas 
restricciones instantâneas sobre la trayectoria y se intro 
duzcan las modificaciones apuntadas por Miele ( m8) para 
acelerar su convergencia. La existencia de efectos retar­
dados en las ecuaciones de estado no debe de afectar exce-^ 




1) En problemas que satisfagan la hipôtesis de convexi­
dad local, los mêtodos duales permiten la descompo- 
siciôn de la fase primai en el proceso iterativo de 
câlculo. Gracias a ello son eficientes en los casos 
que incluyen restricciones sobre la trayectoria y re­
trasos en las ecuaciones de estado. El apartado si­
guiente expone uno de estos mêtodos del tipo Lasdon- 
Tanura en el que utilizamos dualidad parcial y el mê 
todo del gradiente reducido en la soluciôn de los 
problemas locales.
2 ) Aunque la hipôtesis de convexidad local no se satis- 
faga en el problema original, si que se verifica en 
el problema modificado de Hêstenes. Este puede ser 
concebido como un mêtodo dual a dos niveles. El mê­
todo produce una pêrdida de separabilidad en la solu
" ciôn de un problema de control. A pesar de ello, su 
eficacia puede mantenerse, aân en la presencia de 
efectos retardados, si se prescinde de excesivas re^ 
tricciones sobre la trayectoria. A esta cuestiôn de- 
dicamos el punto III. 4. .
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III. 4. 2. ALGORITMO BASADO EN EL METODO DUAL PE LOS 
MULTIPLICADORES DE HESTENES.
En su versiôn original, el mêtodo prodpuesto por Heste­
nes substitute el problema :
por el équivalente :
y*i(M J(x) + K^(x)^ Ck)
g  w * o
K > 0
Referencias detalladas sobre el mêtodo de Hestenes pueden 
encontrarse en Hestenes (h5 ), Miele (uS ), y Rockafellar 
(ii6 ). En su aplicaciôn prâctica, lo resume el organigrama 
de la figura .FUI,4
Mas que la justificaciôn original dada por su autor, di- 
rectamente relacionada con los mêtodos de penalizaciôn, 
nos interesa analizar su relaciôn con los mêtodos duales.
Observese que las condiciones de primer orden satisfechas 
en un punto soluciôn ( ) son las mismas para
el problema original y el modificado:
. . .  ■ A * ' . .
En ( X*  / X* ), el Hessiano del Lagrangiano del problema
original debe ser sefhidefinido positivo en el subespacio 
tangente a las restricciones,TT:
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l a  I
si la condiciôn suficiente de 2^ orden se verifica,debe 
de ser definido positivo en dicho subespacio. Pero nada le 
obliga a serlo en todo el espacio, y de no serlo, la teo­
ria de la dualidad local no podrla aplicarse.
Sin embargo, el Hessiano del Lagrangiano del problema 
modificado se obtieme sumando al del problema original,
H  ^  (x.*/ y ) ,  la expresiôn & K
La hipôtesis de convexidad local se satisface ahora 
para adecuados valores de K, puesto que al serj^^AÎ^X^ 
definido positivo en y en su
complementario, su suma lo serâ en todo el espacio.
La aplicaciôn del mêtodo dual al problema modificado 
lleva consigo:
1) Evaluaciôn de la funciôn dual para ^ ,K  dados:
Este paso se corresponde con el môdulo 1 del organi­
grama del mêtodo de Hêstenes ( figura Rili .4).
2 ) Maximizaciôn de la funciôn dual
con X tomando los valores résultantes del proceso 
anterior.
Este paso puede realizarse de distintas formas, de 
cada una de las cuales resultarâ una expresiôn se­
cuencial de modificaciôn de los multiplicadores. Si 
nos propusieramos emplear el mêtodo de Newton, podrîa- 
mos aprovechar dos resultados :
4 -V
- que el Hessiano de la funciôn dual tiende a X 
para valores crecientes de K. ( Luenberger,(ab ) )
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Figura F U I , 4: Drganigrama de realizaciôn del método de Hestenes
(continuaciôr)
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diciones dadas en la referenda), viene dado por el 
error cometido en la satisfacdôn de las restricdo 
nés igualdad. (Lasdon ( 5^ ) ).
En tal caso, la expresiôn secuencial del método de 
Newton ( Apendice III ) vendrîa dad<|L por :
= A i  + i
Dicha expresiôn es la utilizada por Hestenes para la 
actualizaciôn de los multiplicadores ( modedo 2, fig. FUI.-). 
Este es pues un método dual utilizando un método de Newton 
modificado ( Hessiano constante ), en la maximizaciôn de 
la funciôn dual.
Observese que:
1) la constante K permanece constante durante todo el 
proceso.
2 ) los multiplicadores sôlo son modificados al final de 
cada ciclo. En cada uno de ellos se efectua un proceso 
completo de minimizaciôn de W  CX/ X, K)
El reconocimiento de su caracter de método dual aplicado a 
un problema localmente convexo sugiere modificaciones al 
método de Hestenes especialmente interesantes en su apli­
caciôn a problemas discrètes de control ôptimo con efectos 
retardados en las ecuaciones de estado, que exponemos a 
continuaciôn :
1. Substituciôn del método de Newton por el del gradiente 
en el câlculo de
Puesto que la funciôn dual es concava en cualquier 
subconjunto convexo de su dominio de definiciôn, y
-129-
dada la favorable estructura de autovalores de su 
Hessiano para adecuados valores de K, las condicio­
nes para una râpida y adecuada convergencia del mé­
todo del gradiente parecen reunidas.
Por otra parte, el método de Hestenes no es sino una 
aproximaciôn al método de Newton.
La . modificaciôn de los multiplicadores se harâ de 
acuerdo con la expresiôn :
Xi + c< f  (>^ ) = X i + <*3W
El valor de ©k es el correspondiente al punto mâximo, 
en la direcciôn de bûsqueda asi fijada, de la funciôn 
tomada como funciôn de descenso. Normalmente esta es 
la misma funciôn objetivo • Psro la dependencia
implicita de con respeto a \  hace dificil la de- 
terminaciôn de . En cambio, si escogemos como fun
ciôn de descenso la condiciôn de optimalidad en el pro
blema original ( Miele (M8 ) ) :
^  (x, JC^) + A
F x ( ^ * x * ) = o
es posible llegar a una expresiôn para :
s a^ntin |
Ç K  X«i) = Vx J(k) + X'j« Vx
=  %  J O O  t X;*I V x j W  t  cl 3'(a) V x ^ C * )
- Fx V< 3Cx)
r [.Fx(X,Xi)iol3‘wVx5W] [  Vx5W;3w ]5
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F x ( k A î )  Pk(x,x.) *
t dL^ (K) p'(x,A;) ♦
+ «i^ ÿw Vx 3W [ Vx5CK)j*^cx>
:^iiF.jx,x».)y. [T(x,M)E73t.)j'3c^ *
V 3'(x)^W  F*(x,Xi) t
En donde :
llamando, [ V x 3  w ]  3 W  % %
2  ç  ç + ici r ;  l ? . 0
&e obtUene
Fi Px
Valor que minimiza realmente j| 
puesto que
i  p; P, ? 0 , V P, ^  0
2. Modificaciôn de los multiplicadores, de acuerdo con 
la fôrmula expresada, a cada iteraciôn en la evalua­
ciôn de la funciôn dual.
No encontramos una razon teôrica que garantice una ace- 
leraciôn en la convergencia. Pero parece intuitivamente 
razonable alternar los pasos iterativos del método del
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gradiente aplicado a la evaluaciôn de la funciôn dual y 
su maximizaciôn. Al asi hacerlo se aprovecha inmediata- 
mente toda mejora obtenida en los valores de X  para el 
câlculo de X  y viceversa. Bllo eqûivaldria a suponer 
reducida a una ûnica iteraciôn la longitud del ciclo en 
el mêtodo de Hestenes y suprimir el test 1 en su proceso.
3. Modificar secuencialmente la constante de penalizaciôn K. 
Esta es mantenida constante en el mêtodo de Hestenes. Pero 
puesto que las variaciones en x en cada paso iterativo 
producer variaciones en el grado de satisfacciôn de las 
restricciones ( gCX)z o ) que se pueden expresar como 
una funciôn de K, esta puede ser escogida de forma que, 
despuês de cada iteraciôn, las restricciones se satisfagan 
(en media) hasta el primer orden. Un razonamiento mas de- 
tallado y têcnico puede encontrarse en la referenda 
Miele ). Aceptando su resultado, el valor de K lo 
fijaiuos a través de la expresiôn :
3'(x)3CK)
2 Px P.
en la cual K permanece finita en la convergencia.
El algoritmo résultante de estas modificaciones es el que des­
cribe el organigrama de la figura 5, al que llamamos método 
dual de los multiplicadores.
El proceso de câlculo asi resumido se limita bâsicamente 
a un conjunto de multiplicaciones matriciales , sin necesidad 
de efectuar ninguna inversiôn. Se observarâ su relativa sen- 
c il lez compftrativamente al método primai basado en el erra— 
diente reducido generalizado. Ello es debido fundamentalmente 




Se entiende por soluciôn al punto 
yf que verifique las res­
tricciones y la condiciôn de opt^ 





iniciales de los 
multiplicadores)
Valor iiicial (arbi- 
trario) de la constan 
te de penalizaciôn
3 C x 9  ^ 0
I Punto origen de las iters 
I ciones por el método del 
j gradiente en la evalua­
ciôn de la funciôn dual
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Câlculo de la primera propuesta primai :
Câlculo de los indi­








Câlculo de nueva propuesta dual ;
Soluciorj
F . f ,
Câlculo de la nueva cons­
tante.
Câlculo de nueva propuesta primai con X 
(actual propuesta) como punto origen del 
método del gradiente
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Recuerdese que dicho método primai se basa en una estruc­
tura particular del jacobiano de las restricciones que des- 
aparece si la dinâmica del sistema analizado présenta retrasos 
en el tiempo. En cambio, la presencia de los mismos no afecta 
para nada la viabilidad del mêtodo dual de los multiplicado­
res puesto que no esta basado en absolute en la estructura 
de la matriz
Ello no quiere decir que no la tengamos en cuenta en el 
momento de programar la ejecuciôn del câlculo. Lo importante 
es que, cualesquiera que sean las modificaciones que intro- 
duzcan los efectos retardados, no imposibilitan la aplica­
ciôn del método.
Analicemos tal aplicaciôn cuando el problema al que se 
aplica el proceso es uno de control ôptimo discreto. Desarro- 
llamos a continuaciôn dos series de consideraciones relativas 
a:
- la capacidad de memoria râpida requerida por el método
y los condicionamientos que ello impone en el desarrollo 
del câlculo.
- la estructura de.la matriz Y la aceleraciôn
del proceso de câlculo résultante cuando esta se toma en 
cuenta.
Co&cTrëëpeeto al primer punto, analicemos las dimensiones 
de los elementos del organigrama en el caso de un problema 
de control ôptimo que se extienda a N periodos de tiempo 
( K = 1,N ) con n variables de estado y m de control 
( Para fijar ideas supongamos : a) N=30, n= 6, m= 8
b) N=30, n?=10, m=15 
El nâmero total de variables a considerar séria de 
Nn4 (N-l)m , o suponiendo que el estado inicial estâ fijado 
y deja de considerarse como una variable (N-l)(n + m)
[a) 406, b) 725]
El nûmero total de restricciones igualdad ; N.n
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Las dimensiones de los distintos elementos utilizados son:
a) b)
(N.nxl) (180x1) (300x1)
Vx-JW (lx(N-l)(n*m)) (1x406) (1x725)
K ((N-I)(n 4 m)xl) (1x406) (1x725)
A (Nnxl) (180x1) (300x1 )
Px (lx(N-l)(n + m)) (1x406) (1x725)
(lx(N-l)(n ♦ m)) (406x1) (725x1)
% ((N-l)(n + m)xl) (406x1) (725x1)
Es decir un total de 5(N-l)(n 4- m) 4 2N.n^^)2360, b)322^ 
Es perfectamente posible disponer de tal cantidad de re­
gistres en memoria râpida. La dificultad proviene del ele- 
mento todavla:hO( cohtabîlijsado .Sus dimen -
siones son (N.n x (N-l)(n + m))y|T a) (780 x 406)=73080,
b) (300 x 725)= 217.500 ]., cantidades absolutamente 
fuera de los limites disponibles.
El problema se soluciona inmediatamente gracias a dos 
observaciones, una relativa a la organizaciôn del câlculo, 
la otra a la estructura de dicho elemento.
Cada una bastarla por si sola a salvar la dificultad .
Su acciôn conjunta reduce la memoria precisada por las 
Cjeraciones con ^7% a una cantidad menor de
Nun^fl80,300I , al tiempo que debe de disminuir notable- 
mente el tiempo de câlculo. En efecto: Por una parte,nada 
obliga a calcular en bloque y mantener en memoria toda la 
matriz ônicas operaciones a efectuar con
ella son J en el câlculo de
P L  V* 5T7 A en el câlculo dey X
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Tanto F K como ïx pueden ser calculados componente a . 
componente, para lo cual no se précisa mas que la disponi- 
bilidad de las sucesivas correspondientes columnas de
f es decir N.n^[(l80,300 jj posiciones suple- 
mentarias de memoria.
Por otra parte, la estructura dinâmica de las restriccio 
nés da a la matiz la particularisima forma ex-
puesta en III. 3. Ello impiica que somos capaces de deli- 
mitar a priori amplias zonas que sabemos constituidas por 
ceros. La parte de las sucesivas columnas consideradas que 
pertenezcàn a dichas zonas no deberân ser calculadas, al- 
macenadas en memoria ni utilizadas en el câlculo.
Suponiendo que no hubiera efectos retardados en las 
ecuaciones de estado, la forma de séria:
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ICTOS RETARDADOS.
Es decir, cada columna tendrîa como mâximo n + 1 ele- 
mentos no nulos,
Suponiendo la existencia de retrasos en las ecuaciones 
de estado :
x(k t l)= f(x(k),x(k~l),•••,x(k-t),u(k),u(k~l),.•. u(k-p))
Sea ô  =max [f,p] el mayor efecto retardado contenido 
en las ecuaciones. La forma de la matriz séria entonces, 
suponiendo 1=3,p=2
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Luego el mâximo nûmero de elementos no nulos a priori en 
cada columna es En cualquier caso pues, el
nûmero de registres de memoria necesarios simultaneamente 
para operaciones con ^ ^ 3 ^ ^  es mener de N.n .
Si es posible instrumentar un modelo que no precise ex­
plicitas restricciones sobre les valores instantâneos de 
las variables de estado y/o control, este método parece 
ser eficaz y facil de aplicar. La limitaciôn que queda por 
analizar es la del tiempo de câlculo necesario para su 
convergencia, o le que es le mismo, el nûmero de iteracio- 
nes necesarias para alcanzarla. Esta cuestiôn depende de 
la estructura y caracteristicas especificas de les proble- 
mas a les que se aplique.
Recuerdese que en los métodos duales, a diferencia de 
los primales , las soluciones s6lo son factibles cuando la 
convergencia se ha alcanzado.
Dos ûltimas observaciones nos conduciràn al tema del 
apartado siguiente :
- la introducciôn de restricciones instantâneas no es 
imposible teoricamente. Podria introducirse una va­
riable de holgura por cada una de las restricciones y 
aumentar correspondientemente los vectores.A^
etc. utilizados. Sin embargo, un exceso de tal tipo 
de restricciones puede intrôducir dimensiones taies 
que el método deje de ser aplicable.
- observese que la aplicacién del método no pasa por 
ningûn procedimiento de descomposiciôn como los que 
generan métodos duales puros tipo Lasdon-Tamura•
Ello es debido a que el problema modificado tiene 
elementos de la forma inducen
una encadenaciôn de lo que hubieran sido problemas 
locales como los que aparecen en el apartado siguiente, 
en todo el cual suponemos verificada la hipôtesis de 
convexidad local.
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Jll. 4. 3. ALGORITMO DUAL PURO TIPO LASDON TAMURA.
Por la hipôtesis enunciada, la Teoria de la dualidad
local es aplicable sin precisar de la modificaciôn de Hes
tenes. En tal caso, la aplicaciôn de los métodos duales a
problemas de control ôptimo conduce a una muy eficaz des-
ercomposiciôn de las operaciones del 1 nivel (evaluaciôn 
de la funciôn dual), en una serie de problemas locales in 
dependientes. Cada uno de ellos corresponde a uno de los 
intervalos, K, discretizados del tiempo y en él solo in- 
tervienen las variables de estado y control de dicho in- 
tervalo, es decir x(k), ü(k).
Este resultado es la extensiôn a problemas discrètes 
por Tamura ( 13 ) del anâlisis de problemas continues de 
control ôptimo de Pearson ( P4 ) y Lasdon( l5 )• El método 
es tan importante conceptual como computacionalmente.Estâ 
en la base de todos los procedimientos de descentraliza- 
ciôn-descomposiciôn del capitule V y genera una informa- 
ciôn dual a la que es aplicable directamente todo el apa- 
rato interpretative del capitule II.
Caracteristicas bâsicas del desarrollo expuesto a con 
tinuaciôn son:
a) planteamiento del problema en dualidad parcial, afec_ 
tando solamente a las restricciones igualdad repre- 
sentadas por las ecuaciones de estado.
b) aplicado a sistemas con efectos retardados sin nece- 
sidad de aumentar el espacio de estado y de control 
(técnica habitualmente empleada).
c) utilizaciôn del método del gradiente reducido gene-
erralizado para resolver los problemas locales del 1 
nivel bajo sus restricciones desigualdad correspon- 
dientes.
Como en todo algoritmo dual, las soluciones solo son
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jtactiDies en la convergencia. De aqui la aenominacion ae 
»*infeasible methods” con los que se les denomina en las 
referencias ( L5,w i,p4,si ) donde se expone
detalladamente su justificaciôn teôrica.
Supongamos de nuevo el problema:
Ml* j w  : M(, r §  (x(»8 4 f; ( *(«.«(*). y j
M  ^ |c«o
con las ecuaciones de estado presentando retrasos en el 
tiempo de la forma:
U C k ) ,  k )  +  " C k - l ) ,  I C > 0 + . . . . +
y con las trayectorias restringidas a discurrir por las 
zonas del espacio de control-estado definidas por las re­
stricciones instantâneas :
R  (\(K), M(K), K) ^ 0  
K s O ^ M * !
con el estado inicial supuesto fijo
K ( o ) = X o
y el estado final de. la trayectoria perteneciente a un 
cierto dominio definido por las restricciones ;
I? (X(N))^0
Llamando K  t a la variable adjunta (multipli-
c dores asociados a las restricciones igualdad) corre- 
spondiente a la ecuaciôn de estàdo:
é>
^  f X(lC41)rO
fso
y formando el Lagrangiano del problema (de acuerdo con
a) )
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oCCX.Al,»!/) %  ÿCXCN)) f  (XCWvttCK), k)
W*1
2 1  Y '(K 4 4 )  [  2 1  ^  ( X H f - i M ( k * i l X - i ) - X M l
${K(N))






Para tener en cuenta la existencia de retrasos en el 
tiempo (dependencia de X  ( K  41) en valores de es- 
tados y contrôles anteriores a K), modificamos la defi- 
niciôn de Hamiltoniano dada en el Apehdice II, donde tales 
retrasos no existian.
Desarrollando el segundo término del sumatorio sobre K 
quedaria, teniendo en cuenta que los valores de variables 
con indices negatives se consideran nulos:
K*o
Y(4) o) - X(i)j
V|»(a) [ i f (K(«iyM(0)^0) - x w ]
K' 1 y(3) Î 4 ^ (xW,UW,0)
- K W ]
Y ( M [ f ( x ( k t 2X(k),k)+......
-X(kto]
Y(N) [ i (xfW-l), W-1)4- •• + f  
,ju  (N -1 -e ;, N -1 - ® )  -  X  (  w ) J
Agrupando los valores de que afectan a una misma
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N-1 ' ^  , P  ,
V ”  Y  CK1Â) - 2 _  yCfcr-n3xCk+«;
K=0 k*o
Definiendo la funciôn Hamiltoniano como ;
<944
H[xCW, U(H%K] = CK(K)/ MCW, k) + { (f/'(C4i)
Î-1
el Langrangiano puede escribirse ;




- ^(xCN))_v(/yw)TfK») +  m
con la convenciôn: \j^(c^sO
La importancia de tales definiciones y agrupaciones 
es que, ahora, las ûnicas variables que aparecen en cada 
término del sumatorio, son las de estado y control del 
instante correspondiente
La evaluaciôn de la funciôn dual, t^llf Ju ^
XtW.
bajo el conjunto de restricciones instantâneas, es la ta- 
rea encomendada al primer nivel del método dual. Para asl 
hacerlo, este recibe unos ciertos valores de las variables 
duales fijadas por el 2° nivel (arbitrarias en la
1^ iteraciôn ). Una vez que estos valores son introducidos 
en » el problema del primer nivel
queda naturalmente descompuesto en N + problemas inde- 
pendientes, cada uno de ellos sometido a sus propias re­
stricciones desigualdad.
El nûmero de variables que aparecen en cada uno de los 
problemas locales es M4 , Ç X(^ )y 44 (k))
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LOS proDiemas locaxes son:




IK»),ÏÏ(ic)[ ^ '*'] - Y'(k) Xck) J
c o m ; R ( X ( K ) ,H ( k ) , | < )  6 0
es <iecir: ^  ,
M  (  f . ( x ( k ) , ; w w , K )  + ; ( ! ( W , u w , k ) 2 _ _ Y f W  
rt.uW I ,
-  ^(lOxdO  j




ÎW J . ( X ( 0) .2J(0) ,o j  + |(X (o ),> U fo ).o )
[0) l  l >  j
COM Xfi^rXo
(^ (^ (o\ju(o),o) 6 0
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A pesar de la existencia de los retrasos en el tiempo, la 
evaluaciôn de la funciôn dual se reduce a la resoluciôn de 
IT + 1 programas matemâticos independientes, Cada uno de 
ellos corresponde a uno de los instantes de tiempo îc = 0,N 
y se expresa ûnicamente en funciôn de las variables de es­
tado y control ( XCW^Ulk)) correspondientes a dicho instante. 
Sus funciones objetivo se construyen con los Hamiltonianos 
mediante las variables duales y estân sometidos a l^s corres* 
pondientes restricciones instantâneas sobre la trayectoria.
La resoluciôn de cada uno de estos problemas locales 
del primer nivel puede realizarse mediante el referido mé­
todo del gradiente reducido generalizado.
Se substituye asi un programa con N (ntwn ) variables 
por N + 1 programas : N - 1 de ellos con n + m variables, 
uno (el correspondiente al estado inicial) con m variables 
(las JU(o) ) y el que compléta el cômputo (correspondiente 
a k = h) con las n variables . 31 lector habrâ obser-
vado que los retrasos en el tiempo tampoco exigen ampliar 
las dimensiones del vector dual. Esta observaciôn tiene 
interês cara a las modificaciones en los VtK) efectuadas 
por el primer nivel. Este recibe los resultados de los 
subproblemas locales, es decir, una evaluaciôn de la fun­
ciôn dual ; _ ^ .
y débe de maximizarla con respeto a ^  . E l  problema 
del segundo nivel es pues un programa matemâtico sin res­
tricciones (puesto que ^(K) son multiplicadores asociados 
a restricciones igualdad) con un total de N.n variables 
(las VCK) j ^ N  ). En el 22 nivel no existe pues des­
composiciôn del problema. Pero este es mucho mâs fâcil de 
resolver dada la ausencia de restricciones, la conca-
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vldad de la funciôn dual y el resultado citado acerca de , 
su gradiente :
o
U  ^ ( x ( k - Â ) , U C k - i l K - 0 - X ( k + l )
donde los valores de X CW# * - / U^^ CK)^  ..
.........y son los calculados en el primer
nivel•
Observese que los componentes del gradiente de la fun­
ciôn dual sôn los errores cometidos en la satisfacciôn de 
las restricciones, lo cual es realmente ilustrativo en su 
interpretaciôn econômica.
La interacciôn entre niveles y la transmisiôho sucesiva 
de informaciôn primai y dual proseguirâ de acuerdo con el 
esquema de la figura Êiii.O
Si la hipôtesis de convexidad local se satisface, el 
método convergerâ hacia un punto soluciôn en el que coin- 
cidirân los valores de los problemas primai y dual :
Observese que este sôlo serâ um ôptimo local si el pro
grama no es convexo. (Lasdon ( L5 ) ) • Observese también
que la reducciôn en la carga computacional,con ser enorme,
no deja que el problema sea realmente dificil y exigente.
En efecto, los ( N + 1 ) programas con ( n -f» m ) variables 
erdel 1 nivel y el programa sin restricciones con N.n va­
riables del 2^ deben resolverse tantas veces como itera- 
ciones se realicen antes de alcanzar la convergencia.Si el 
nûmero de estas es de NI, hemos de resolver un total de 
NI(N +• 2) programas matemâticos.
Todo ello con dos agravantes que no deben ser olvidados:
- 1 4 7 -
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T Si el proceso es abandonado antes de conseguir su con-^
vergencia, el esPuerzo realizado hasta entonces es es- 
teril, en cuanto a la soluciôn del problema especifica- 
mente planteado se refiere, puesto que el resultado de 
la ûltima iteraciôn corresponde a un punto no factible.
En cambio el método primai propuesto genera una secuen- 
cia de puntos, cada uno representando una mejora sobre 
el anterior, y siendo todos ellos factibles. Sin embargo, 
como analizaremos en el capitule V, la informaciôn gene 
rada puede ser de gran utilidad cuando las restricciones 
del problema no se conocen con gran precisiôn,
- Si la hipôtesis de convexidad local no se verificaba,el
punto hacia el que convergeremos no tiene porque corres-
ponder ni siquiera a un ôptimo local. Ello podrâ ser tes 
tado facilmente comparando los valores de la funciôn dual 
y primai en el punto soluciôn.
Importa sehalar aqui que la no convexidad del problema no 
excluye la posibilidad de aplicaciôn de los métodos duales, 
aunque deje de estar asegurada su eficacia.
La idea de descomposiciôn asociada a métodos duales la 
retenemos para un mâs profundo desarrollo en el capitule V, 
en el que introduciremos varios centres de decisiôn asocia­
dos con los subsistemas interrelacionados, que componen la 
estructura del problema global.
En el capitule siguiente, analizamos la aplicaciôn de los 
métodos aqui expuestos a problemas de planificaciôn multisec 




CONTROL OPTIMO Y PLANIFICACION DINAMICA MULTISECTORIAL COM 
CENTRO DE DECISION UNICO
” A smaller plan will present less 
problems, but will solve none*?.
Pitamber Pant.(P2)
IV. 1 PRESENTACION
IV. 2 EL HODELO LINEAL-CUADRATICO.
IV. 2. 1 REGLAS DE DECISION LINEALES Y "FEED-BACK** 
CONTROL.
IV. 2. 2 CARACTERISTICAS DEL SISTENA LINEAL.
IV. 2. 3 caracteristicas DE LAS FUNCIONES OBJETIVO 
CUADRATICAS.
IV. 3 MODELO DE PLANIFICACION DINAMICA MULTISECTORIAL NO 
LINEAL.
IV. 3. 1 PLANTEAMIENTO DEL MODELO.
IV. 3. 2 FORMULACION DEL PROBLEMA DE CONTROL.
IV. 3. 3 RESOLUCION POR EL METODO DUAL DE LOS MULTI 
PLICADORES.
IV. 4 LOS LIMITES DE UNA SOLUCION GLOBAL.
IV. 1. PKKSÜNTAUiUa
Los modelos matemâticos de sistemas econômicos naciona- 
les desarrollados hasta la fecha, pueden ser divididos en 
dos grandes grupos: Los modelos a corto plazo de polltica
monetaria y fiscal y los modelos a largo plazo de programa 
ciôn de la inversiôn y anâlisis de estrategias de desarrollo.
Segûn la metodologia matemâtica aplicada, ambos tipos pue 
den clasificarse en modelos de simulaciôn y de programaciôn. 
El objetivo de los pertenecientes al primero de estos gru- 
pos es èl de analizar los efectos de cambios en las poli- 
ticas monetaria y fiscal en los niveles de precios, pro - 
ducciôn, empleo, inversiôn, etc... en un periodo que se ex- 
tiende entre 3 meses y 2 ahos despuês de la aplicaciôn de 
taies polîticas. La amplitud de los periodos de tiempo con- 
siderados en la construcciôn del modelo es corto, normalmente 
mensual o trimestral.
En contrapartida, los modelos que analizan las estrate­
gias de desarrollo a largo plazo pretenden fundamentalmente 
analizar las consecuencias de las distintas alternativas de 
asignaciôn en el tiempo de la. inversiôn en los distintos 
sectores de la economia, en las trayectorias de producciôn 
y/o consume en un periodo de 5 à 20 ahos. El periodo de 
tiempo utilizado es generalmente el anual.
El objetivo de hacer explicita esta diferenciaciôn es el 
de sehalar que nuestro interês lo constituyen aqui los mode 
los del segundo tipo.
Desde un punto de vista de teoria del control podemos in­
terpreter tal divisiôn diciendo que la segunda clase de mo­
delos pretende determiner la trayectoria ôptima ( en el 
sentido dado por una funcional objetivo definida con y por 
criterios politicos ) del sistema econômico, mientras que
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la 1 une ion ae moaeios aei primer tipo es ei ce man tener .a 
la economia, en las distintas etapas de su devenir tempo­
ral, en las cercanias de la trayectoria a largo plazo asi 
determinada, Es decir, cumplen fundamentalmente una fun­
ciôn de regulaciôn.
La evoluciôn de los métodos matemâticos empleados en 
modelos del primer tipo viene a corroborar taies considéra 
ciones. En efecto, desde que las técnicas de control ôpti­
mo han venido a substituir a las de simulaciôn en la eva­
luaciôn sobre un modelo econométrico de las medidas de po­
li tica econômica, los modelos desarrollados han sido casi 
exclusivamente los lineal-cuadrâticos.
Sabido es que los modelos lineal-cuadrâticos son de larga 
tradiciôn, tanto en ingenieria como en economia, y que se 
les conoce con el nombre, genérico de "reguladores".
Muchas de sus bases teôricas han sido aportaciones, pre- 
cursores e ignoradas, de economistas, en cuyo campo han dado 
origen a las famosas reglas de decisiôn lineales ( Theil,
( t6 ) ), Las razones de la renovada atenciôn de que han 
sido objeto en sus aplicaciones de politica econômica 
(Pindyck (P15) ', Friedman ( ), -Norman (n3 ), Turno-
vusky ( 19 ), Chcm' ( c? ) ) las encontramos en su relaciôn 
con la teoria del multiplicador, el intuitive funciona- 
miento de su sistema de valoraciôn y a sus conocidas pro- 
piedades computacionales :
- aplicaciôn del principle de certeza-equivalencia, o 
teorema de separaciôn, para tener en cuenta pertuCba- 
ciones aleatorias. ( Apëhdice IV )
- control ôptimo expresado como una funciôn lineal del 
estado del sistema, que ha institucionalizado univer- 
salmente la terminologie anglosajona del " feed-back”,
- câlculo del control reducido a la soluciôn de un sis-
*
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, tema ae ecuaciones aijterenciaies tipo Kiccati 
(Bryson ( b5 ))•
Creemos sin embargo que las limitaciones impllcitas en 
tal tipo de formulaciôn no aconsejan su extensiôn a mo­
delos de anâlisis a largo plazo de las estrategias del 
desarrollo. Creemos también que el empleo de nuevos mé­
todos como los expuestos en el capitulo III, debe poder 
desplazar el equilibrio "facilidad de resoluciôn-realismo 
en la formulaciôn", a favor de modelos mds générales.
El punto IV. 2 expone las razones que sustentan tal 
toma de posiciôn. Dado el extenso tratamiento de que ha 
sido objeto el modelo lineal-cuadratico, nos limitaremos 
a analizar la intrinseca similitud entre las réglas de 
decisiôn lineales y la soluciôn de problemas de regula­
ciôn por métodos variacionales y a ponderar sus ventajas 
computacionales frente a sus limitaciones.
Especial atenciôn es dedicada al componente sistema 
lineal de estado. Su importancia tranciende al conjunto 
del modelo puesto que ha constituido, junto con las téc­
nicas de programaciôn lineal, el método e instrumento fa­
vori tos y cuasi exclusivos de planificaciôn econômica 
hasta principio de la actual década,
Del punto IV. 2 obtenemos una serie de conclusiones. 
Entre ellas figuran la indeseabilidad de relaciones li- 
neales en planteamientos a largo plazo. La necesidad de 
complementarycon restricciones desigualdad en las varia­
bles de estado,las ecuaciones de evoluciôn lineales que 
aparecen al utilizer las fuentes de datos que constituyen 
los sistemas dinâmicos input-output. La importancia de . 
traducir las preferencias politicas en la forma de una 
funciôn objetivo que no precise una trayectoria "a priori” 
para ser evaluada y completarlas mediante la toma en con-
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‘sideraciôn de restricciones sobre el estado final. El in­
ter é s , en ocasiones, de considerar problemas de mînimo 
tiempo en vez de un objetivo construido por una funcional 
de las variables de estado y/o control.
Tales conclusiones orientan el restante contenido del 
capitule. En el punto IV. 3 desarrollamos un modelo de pla­
nif icaciôn multisectorial dinâmico no lineal del tipo 
Kendrick (ic6 ). Aplicando los algoritmos del capitulo III 
podemos extender el modelo a mâs sectores que los original- 
mente considerados por Kendrick, al tiempo que reforzamos 
la introducciôn de preferencias de tipo politico mediante 
la consideraciôn de restricciones instantanées sobre las 
variables.
IV. 2 EL MODELO LINEAL-CUADRATICO.
IV. 2.1 REGLAS DE DECISION LINEALES Y "FEED-BACK" CONTROL.
El desarrollo de los modelos lineal-cuadrâticos consti- 
tuye un flagrante ejemplo de incomunicaciôn intelectual 
entre disciplinas. Podemos resumir su trayectoria histô- 
rica en los siguientes puntos;
En 1956-'57f Simon ( s4) y Theil ( t5) exponen por pri­
mera vez el principio de certeza-equivalencia en dos arti­
cules, hoy célébrés, de "Econométrica". Cinco ahos tuvieron 
que transcurrir antes de que fuera redescubierto por Tou 
(t7 ) y Gunckel-Franklin ( c6 ) para ser utilizado en sis­
temas lineales de control.
En 1962 Holt ( H?) expone las reglas de decisiôn li- 
neales como una extensiôn del concepto del multiplicador. 
Theil ( t6 ) las generaliza y extiende al anâlisis de mo­
delos lineales dinâmicos.
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La contribuciôn de Phillips, contempordnea de los pri- 
meros trabajos de Simon y Theil, puso de relieve la impor­
tancia de los retrasos en el tiempo ("lags") y las conse­
cuencias de desfases en la aplicaciôn de medidas de poli­
tica econômica.
Sus trabajos, como tantos otros, durmieron el sueho de 
lo teôrico hasta que el desarrollo del ordenador digital 
y los algoritmos numêricos, posibilitaron el reciente re­
surgir de sus aplicaciones econômicas. Pindyck ( P15) es, 
quizcC , el autor de la mas conocida de las mismas.
Su método es una extensiôn . del problema del
regulador. Pindyck usa una funciôn objetivo cuadrâtica 
para hacer que la soluciôn obtenida siga, lo mas cerca 
posible, la trayectoria temporal previamente especificada 
de las variables de estado xCÜ y de control .
Las desviaciones son penalizadas cuadrâticamente y pon- 
deradas relativamente por unas matrices Q,R, también 
predeterminadas, que traducen preferencias politicas.





X^(K+i) = X*(K) + AX*(K) + a  w'Cts) + C  2(K)
X*(o> = Xo 
(k ^=0/N*1)
y que minimice :






matrices conocidas de las ecuaciones de estado. 
condiciones iniciales conocidas. 
vector de variables exôgenas.
Friedman ( f8 ) extiende el modelo considerando una fun­
ciôn cuadrâtica por intervalos y determinando endogenamente 
el horizonte del plan. Corrige asl algunas de las deficien- 
cias del modelo lineal-cuadrâtico.
Puesto que uno de los requisitos bâsicos de un sistema 
lineal-cuadrâtico es la disponibilidad de un modelo lineal, 
el desarrollo de los sistemas dinâmicos de input-output ha 
posibilitado muchas de sus aplicaciones macroeconômicas.
Livesey ( l8 ) Y Brody ( 37)1 basândose en trabajos de 
Dorfman (dh), Stone ( su ) y Jorgenson ( ), han analizado
las dificultades que encierra la adopciôn de un sistema 
input-output dinâmico como sistema de ecuaciones de estado. 
Bâsicamente son debidas a la atribuciôn de caracter causal a 
lo que en principio es una identidad contable que refleja 
la hipôtesis de plena utilizaciôn del stock de capital.
Las relaciones lineales usadas por Theil si representan 
relaciones causales, pero los modelos formulados lo son en 
la forma reducida. Ello diferencia el proceso de câlculo 
de las soluciones, de aquel que se obtendria mediante la 
aplicaciôn directa de los métodos de control ôptimo, puesto 
que estos expresan sus ecuaciones en la forma del "espacio 
de estado" ("state space form").
Esta es ïa forma en la que se expresan los modelos input- 
output dinâmicos y ha sido la utilizada en casi todas las 
recientes aplicaciones econômicas del método lineal-cuadrâ- 
tico. Observese que ello impiica el abandono de la forma 
reducida en los modelos econométricos utilizados.
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iüi anaiisis ae las aos euesriones asi pianteaaas ;
a) relaciones y diferencias entre las reglas de desi- 
ciôn lineales por una parte y la soluciôn que la teo­
ria del control ôptimo facilita de los problemas li— 
neal-cuadrâticos por otra.
b) representaciôn de las ecuaciones de estado mediante 
un sistema dinâmico input-output.
Ss conducido por dos factores déterminantes :
a) la estructura formai que se adopte para las ecua­
ciones del sistema.
b) las consecuencias que se deriven de la causalidad
que taies relaciones deben necesariamente representar,
Observese que la primera cuestiôn se refiere al proceso
de optimizaciôn del sistema una vez que ha sido resuelta
la descripciôn de su dinâmica. En cambio, la segunda de '
ellas no hace intervenir ninguna consideraciôn relativa a
la optimizaciôn del sistema que trata de describir.
Dedicando el punto siguiente a este ûltimo tema, nos
proponemos ahora presentar las reglas de decisiôn lineales
de Theil como un caso particular de la ley general de control
lineal en realimentaciôn ( feed-back ). En lo fundamental,la 
exposiciôn estâ basada en Livesey ( L8 ).
La derivaciôn de reglas de decisiôn lineales estâ ya 
contenida, esencialmente, en el esquemâtico y estâtico mo­




al que Holt { H7 ; anade una luncion oojetivo cuaoratica:
Min 3= (v-Y')%c>(s-c.')\b(y-v‘)(i:-c*)
G
en la que \ , G son los niveles deseados de demanda 
global, y gasto pûblico. El ûltimo término de la funciôn 
objetivo expresa la hipôtesis de que las desviaciones del 
mismo signo en las variables Y,  G  refuerzan su efecto ne- 
gativo.




que junto con la ecuaciôn de estado (l) produce la llamada 
"régla de decisiôn lineal" ( linear decision rule):
Q  -  [ 2.0: Y* -  - ^ ]
4-C
Theil considéra la maximizaciôn de una funciôn cuadrâtica:
M.x 3M)= + 3 C3 ] ( ^ ,
sometida a las restricciones representadas por un modelo eco 
nométrico lineal dinâmico expresado en la forma reducida :
r  A x +  5  (3)
en donde \  es el m-vector de los instrumentos,y es el n-vector 
de las variables objetivo y 5  es un vector de variables exô­
genas ( constantes).
Los vectores Xt^ contienen las variables correspondientes 
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la matriz A es una matriz triangular inferior compuesta 
por t T  submatrices Aij no identicamente nulas,
de dimensiones n x m. Todas las submatrices son
identicamente nulas :
Aij =  0  -Vjxi
Los elementos ( de las submatrices no nulas A # #
representan la eficacia de la variable instrumental Xffj) 
sobre la variable objetivo. ^ K
Puesto que ningun instrumento puede causar efectos en pe­
riodos anteriores a la fecha de su aplicaciôn, es obvio que 
la matriz A debe presentar la forma de la figura:
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A Ai
Ail A II 0
ICK
A . .  AT1 T2 T^K ATT
Substituyendo las ecuaciones del modelo (3), en la funciôn 
objetivo (2 ) se obtiene una expresiôn cuadrâtica en x :
J  ( x ,  A x  +  s )  =  1  G x  + ( x 'A ’ + s ' j  C  (A ? ^  + s ) J r
= ICo +  K ’d ^  4" T  K  I q x
Expresiôn en la que ;
K o  =
Kj = s ' c A
K 2  = 6 + a ' c a
Con la hipôtesis de que es regular y definida negativa, 
el valor ôptimo del vector de instrumentes viene dado por :
- 1 5 5 -
- K 4 +• X  r o
/ d x
x * =  -  K.'^ K j  = -  [ B  *  A ' C  A j - ‘ La 'C] S
Mediante la correspondiente substituciôn de s, se 
llega a la clâsica ley lineal que expresa los valores 6p- 
timos de los instrumentos mediante una funciôn lineal de 
las variables objetivo :
-1
En Teoria del control llamariamos variables de estado 
y de control a y(t), X(t) respectivamente. Abandonando 
la forma reducida, las ecuaciones del sistema se escriben, 
en rêgimen continue ;
Y ( t ) r  t c ( U x a )
O, en discrete :
La estructura de la soluciôn obtenida por la Teoria del 
Control ôptimo es la misma que en las reglas de decisiôn li- 
neales. Tanto en el caso continue como en el discrete, el 
control ôptimo se obtiene como una funciôn lineal del esta­
do del sistema, Tal ley de control viene dada por (Bryson,
( b5 ) ) :
a) Caso continue :
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M a x 4  [ [Yft)CW)(t)
Jo
3 W x  F W j w *  c w * ( 9
Soluciôn:
x*(l)x-[l3ft)]'VW5W)(i)
en donde 5  W  es la soluciôn del sistema de ecuaciones 
diferenciales tipo Riccati*
i r_SF- F'S tiAB‘Vs-C
S(T)x 0
b) Caso discrete (Kirk, ( Kio) ) ;
N
Max i V  [3'(K)C(W)(k) + /(» !3(k)Wk)j
feo
^  = F(k) ) (k) + G  (K) X(k)
(iCr O, N - ^





H (N-K) z 2^.k
TTik= [ 6 ( N ' k )  + CÏN-k) P(K-1)G(H-K)J 
ÏÏ2K=' G'CN-k) PCkr-h ffN-w)
y
P(k) - [F(N-K) + CCM-k) H (n-k)J •
• P(k-'0 •
.[F(M-K)tG(N-k)HfM-lc)J f
+ hVn-k) B(M-k) H Cw-k) t C (M-k)
(|Cf 0/>N)
con p (-1) = 0
La soluciôn se obtiene, como indican las anteriores ex- 
presiones, mediante una evaluaciôn secuencial alternativa 
de las matrices H, y P a partir de p(-l) = 0.
El planteamiento lineal cuadrâtico es el ûnico que posee 
la propiedad de que el valor ôptimo de los instrumentos (con­
trôles), se exprese como una funciôn lineal de los objetivos 
(estados). Las reglas de decisiôn de Theil aparecen comp un 
caso particular de la ley general de control lineal en reali­
mentaciôn ("feed-back")•
La idêntica estructura de las soluciones no se extiende 
a los respectivos procedimientos de câlculo. Ello es debido 
a que, en ambas formulaciones, se han utilizado métodos ra- 
dicalmente distintos para describir la difiâmica del sistema.
La formulaciôn de Theil no es la mas prâctica para repre­
sentar un sistema dinâmico, y los resultados a que conduce, 
aunque analiticamente concises, no son necesariamente efi-
cientes como métodos de soluciôn numérica. En particular la 
• »
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inversiôn de la matriz puede presenter series difi-
cultades, dadas sus dimensiones. La formulaciôn en el es-
pacio de estados, reduce tal dificultad al disminuir la 
dimensiôn de las matrices empleadas
El anâlisis de las diferencias entre ambos procedimientos 
de câlculo, debidas al diferente significado de las matrices 
A /  F/ G  puede avanzar un paso m^s estudiando la rela- 
ci6n que existe entre taies matrices.
Considerando los dos sistemas de representaciôn del sis- 
tema dinâmico :
a) forma reducida :
Y  - A x  1 5 -
b) formulaciôn en el espacio de estados :
fCfc)v(t) +
(4 )
se puede mostrar que. la matriz A estâ constituida funda-
mentalmente por las matrices de transiciôn del sistema de
ecuaciones en diferencias finitas ( 4 ) utilizado en la
formulaciôn b). En efecto :
Por aplicaciôn reiterada de (4 ), se obtiene :
K
N(t4K) r  j ( t )
x-'i {S)
donde es la matriz de transiciôn, dada por :
tilC-i
6 ( t , t 4 k ) c T T  Fr4
*
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Bscribiendo la ecuaciôn (5) para t=0 y los sucesivos va- 
lores crecientes de K, K=l,2 ••• T, obtenemos :
7ft)= G(o)xro) + J(o,4)yfo)
Gfo)X(o) f Ciii)m f §(0,2)yro)
7(K)- fO/k)ClWo) 4 ^ (2.k) G«)KCi) 4. ... 
fCOHJx(lC-l) 4- §(0,k;j(o)
yCO =  $(l/T)a(o)Xfo) t (^2,T) C(4JX(1} 4. 





















Aparece as! la matriz A expresada en funciôn de las ma 
trices de transiciôn del sistema dinâmico (4). La expre- 
siôn (6) tiene la virtud de mostrar claramente la enorme 
talla de la matriz A, en comparaciôn con la de las ma­
trices F, G utilizadas en las ecuaciones (4).
Por ello, el câlculo de los valores ôptimos de las va­
riables instrumente segûn las reglas lineales de Theil 
représenta, a pesar/.de su aparente sencillez, un colosal 
problema de câlculo. Por el contrario, la aplicaciôn de 
las reglas de câlculo secuencial de los contrôles dadas 
por el principle del mâximo, tiene una apariencia mas 
compleja pero représenta un procedimiento infinitamente 
mâs facil de desarrollar en la prâctica.
Ello no podrîa ser de otro modo. La derivaciôn de las 
\ 3glas de decisiôn lineales no hace intervenir ningün 
procedimiento de optimizaciôn especificamente dinâmico.
Una vez aplicadas (suponiendo superables los obstâculos 
que su sencilla terminologia encierra ) obtenemos en bloque 
toda la trayectoria temporal de las variables instrumen­
tales (contrôles). En cambio, la aplicaciôn del principio 
del mâximo ( o del principio de optimalidad ), (especîfi- 
cos instrumentes dinâmiCOS),permite descentralizar temporal-
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mente el câlculo de los contrôles. Este se lleva a cabo . 
de una manera secuencial en el tiempo sin dejar por ello 
de garantizar el ôptimo global.
En consecuencia, el câlculo puede organizarse de forma 
mucho mas ventajosa.
En resumen: las reglas de decisiôn lineales permiten 
obtener una soluciôn cuya estructura es la misma que la 
que se obtiene aplicando el principio del mâximo a un pro­
blema lineal cuadrâtico. Los métodos de câlculo son muy 
diferentes porque lo son las dos formas de representar la 
dinâmica del sistema. El propuesto por la Teoria del Con­
trol ôptimo es mucho mas eficiente.
Bvidentemente, el interês de las reglas de decisiôn 
lineales derivadas a partir de un modelo lineal cuadrâ­
tico no esta en la forma de câlculo propuesta, sino en 
ser esta la formulaciôn con la que Theil demostrô el teo- 
rema de certeza-equivalencia, suponiendo determinadas hi- 
pôtesis en el comportamiento de las variables exôgenas s, 
ahora supuestas variables aleatorias. El Anexo IV recoge 
la formulaciôn del teorema de certeza-equivalencia en la 
forma définitivamente adquirida en teoria del control ôp­
timo. A el nos referimos de nuevo al ponderar las ventajas 
e inconvenientes del uso de modelos lineal-cuadrâticos.
IV. 2. 2. CARACTERISTICAS DEL SISTEMA LINEAL.
Las referencias bâsicas de este apartado son los arti- 
culos de Livesey ( l8 ) y la obra de Brody ( b6 ), as! como 
los autores por ellos citados.
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Livesey analiza los distintos modelos econométricos en 
fimciôn de la linealidad que les pueda permitir ser uti- 
lizados como ecuaciones de estado de un sistema lineal- 
cuadrâtico. Su conclusion es que " en general los modelos 
econométricos no son lineales y que cuando un autor pré­
cisa uno de tal caracterîstica tiene que construirlo 
especialmente • La linealidad sôlo puede obtenerse a 
Costa de aproximaciones.” Puesto que nuestro interés 
fundamental no lo constituyen las aplicaciones de la 
Teoria del Control ôptimo al Anâlisis de medidas de po­
li tica ecônômica a corto plazo, que se basarian en u%rjno- 
delo econométrico, sino las aplicaciones al analisis de 
estrategias de desarrollo a largo plazo, centraremos las 
consideraciones alrededor de los modelos dinâmicos input- 
output.
Taies modelos son, por su propia naturaleza, lineales, 
Presentan la indudable ventaja de faciliter datos a un 
elevado nivel de desagregaciôn y pueden ser utilizados 
en aplicaciones reales con un menor trabajo previo dé 
estimaciôn de parâmetros de lo que requerirlan modelos 
mâs teéricos.
La forma clâsica del modelo dinâmico de input-output 
es :
^(0% A^(t) 4- S  ( ^ et41)- ^(tj) 4* d (t)
donde :
q(t) = vector de los niveles de produccién en el periodo t.
A = matriz clâsica de input-output.
B = matriz de coéficientes de capital.
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b. . = stock de capital del tipo i necesario para pro-
1J
ducir una unidad del bien j. 
d(t) = vectores de demanda final.
que puede ser puesta inmediatamente en la forma de ecua­
ciones de estado de un sistema dinâmico :
(I-A t B) ^  (t) -
donde las variables de estado son los niveles de producciôn 
q(t) y los contrôles los niveles de demanda final. ~
/
' ‘
De acuerdo con esta ecuaciôn, parece que disponemos de 
un sistema lineal para representar la evoluciôn del sistema 
econômico estudiado. En realidad, las dificultades que la 
adopciôn de tal sistema de ecuaciones de estado encierra. 
son considerables.
Matematicamente hablando, la hipôtesis de la regularidad 
de B puede ser dificil de mantener. Livesey ( L7) expone 
una transformaciôn para superar esta dificultad.
Las objeciones de tipo teôrico son mas importantes. Las 
clasificamos en dos tipoé segûn que provengan de las hipô­
tesis que traduce la identidad contable (l) o de las po - 
sibles consecuencias sobre la evoluciôn del sistema de su 
elevaciôn a la categoria de relaciôn dinâmica causal. Ambas 
se traducen en la necesaria adopciôn de restricciones des- 
igualdad .
La relaciôn (l) traduce la hipôtesis de plena utiliza- 
ciôn del stock de capital. Solo en estas condiciones es po- 
sible concebirla como la ecuaciôn de evoluciôn de un sistema
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dinâmico, evoluciôn que quedarîa asi plenamente determina-da 
una vez dados los niveles iniciales de producciôn y las su- 
cesivas demandas finales d(t), t=0, 1 . (Morishima(Mio) )
La relajaciôn de tal hipôtesis se exprèsa mediante la 
adopciôn de la desigualdad ;
K(t) ^  B q(t) (2)
donde K(t) es el vector de los stocks de capital.
A su vez, la ecuaciôn (l) pasa a expresarse en la -ferma:
'v / '
 ^ t  K(e+i) - KW + a(t;
que al substituirla en (2 ) origina :
tcc t) V 6 1 K ( t )  >  0  c  I - A 3' ^  [ k r c t i i x a w j
[14-0 kw > c i i-Ar^[k(fc«'0+a{wj
Lo cual, como dice Livesey, es bastante distinto de la 
relaciôn lineal necesaria para piantear un sistema lineal- 
cuadrâtico.
Pero hay mâs. Un algoritmo numérico de resoluciôn no 
conoce mas hipôtesis econômicas que las que aparecen ex- 
plicitadas en las ecuaciones del modelo que se le somete.
Que la teoria ecônômica o el buen sentido comân consideren 
inaceptables determinados valores de las variables de estado 
y/o control, no impiica que estos puedan ser escogidos como 
ôptimos por el algoritmo sino le ha sido expresamente
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prohibido el hacerlo.
El modelo anterior no encierra ninguna hipôtesis acerca 
de la irreversibilidad del stock de capital. Y aunque en 
buena lôgica ecônômica un alto h o m o  no puede convertirse 
de repente en un bien consumible, nada prohibe al método 
de câlculo el atribuir a d(t) valores superiores a q(t) 
a travês de la asignaciôn de un valor negative a 
K(t 4-l)-K(t). Tal imposibilidad debe aparecer bajo la 
forma de una relaciôn del tipo :
^  oikct; ^
- ^ "
Otro requisite que exigiremps a la soluciôn es que :
dey
lo cual tampoco esta implicite en la ecuaciôn de estado 
derivada de (l). Elle ha sido demostrado por Jorgenson 
(J3 ), quien prueba que no siempre se generan valores no 
negatives de los niveles de producciôn a partir de condi­
ciones iniciales y la aplicaciôn de contrôles (demanda fi­
nal), arbitrarios y no negatives. Relaciones de la forma:
deben ser introducidos si se desea preservar el réalisme 
de las soluciones.
Taies modificaciones mantienen la linealidad del sis­
tema pero impiden la aplicaciôn directa de les métodos 
computacionales del modelo lineal cuadrâtico. El nâmero de 
restricciones adicionales incorporando es considerable y
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disminuye las ventajas inherentes al método de câlculo. -
Para emplear modelos de. este tipo como ecuaciones de • 
estado de un sistema econômico del que se pretende anali- 
zar las estrategias de desarrollo a largo plazo, nos pa­
rece necesario modificar las hipôtesis que encierra y la 
linealidad de su expresiôn analiticg.
En el modelo (l), las variables de control son los ni­
veles de demanda final. Asi ocurre en los modelos de Smir­
nov (s5 ) y Brody ( b?). Una vez fijados los valores de 
estas variables, y dados los niveles de producciôn q(t) 
del periodo actual t, quedan automâticamente determinados 
los niveles de producciôn q(t +  l) del periodo siguiente.
Lo cual implica que (l) encierra no lamente una explica- 
ciôn del procesô de acumulaciôn de capital. El aceptar re­
laciones lineales en los procesos de producciôn y acumu­
laciôn en un proceso dinâmico a largo plazo, parece una hi­
pôtesis poco realista.
Para substituirla y preservar al mismo tiempo el uso de 
la estructura informative de un sistema input-output, efec- 
tuamos las siguientes modificaciones:
1) Desglosar el mecanismo expresado globalmente por la 
relaciôn (l) en sus très fases de producciôn,distri- 
buciôn y acumulaciôn de capital.
2 ) Considérer como variables de control, no los niveles de 
demanda final, sino las decisiones sèctoriales de in­
versiôn.
fias relaciones de producciôn se expresan a través de 
funciones de producciôn que permitan incorporer substitu-
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ci6n entre capital y trabajo y rendimientos variables.
Las necesidades de bienes intermedios para asegurar la 
factibilidad de los niveles de producciôn se expresan en 
las relaciones de distribuciôn. Estas son identidades 
contables (lineales) que no incorporan efectos de sub- 
stituciôn entre bienes, ni entre los consumidos como 
bienes intermedios ni entre los necesarios para llevar a 
cabo los niveles de inversiôn.
El sistema de ecuaciones (l) pasa a ser :
Ç|(t)r t + ( 3 )
donde I(t) son los niveles sectoriales de inversiôn,
Dos modificaciones fundamentaies separan 1(3):dé (l) :
- Todas las magnitudes relacionadas por (3 ) estan refe- 
ridas al mismo instante de tiempo. En consecuencia (3 ) 
no constituye ninguna ecuaciôn de comportamiento de 
un sistema dinâmico sino una relaciôn de distribuciôn 
instantanea.
- La matriz B de (3 ) tiene un significado distinto 
del atribuido a la matriz B de (l). En (3 ), los ele- 
mentos b^^ representan la cantidad de bien del tipo i
V. • necesario para realizar un nivel de inversiôn unidad 
para aumentar el stock de capital del sector j.
Ni (1 ) ni (3 ) permiten substituciôn entre bienes>pero 
a diferencia de (l), (3) no especifica las cantidades de 
capital necesarias al proceso productive , puesto que no 
se refiere a êl. En consecuencia, permite introducir, a
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través de la forma que se especifique de las funciones dp 
producciôn, rendimientos de escala y substituciôn capital- 
trabajo.
Finalmente, el tercer sistema de relaciones es el que 
se establece entre inversiôn e incremento del stock de ca­
pital. Considérâmes a este como un proceso sometido a rigi- 
deces y a rendimientos variables. El incremento de.las dota- 
ciones de capital de los distintos sectores no se verifica 
automâtica y linealmente a partir de los niveles de inver­
siôn. Las relaciones entre ambas magnitudes son tomadas 
en cuenta mediante funciones no lineales de la forma :
k l t M )  = fCldtVlct))
Todas estas consideraciones nos han aiejado bastahte 
de nuestro punto de partida. Asi haciendolo, se ha cumplido 
una vez mas la ley general que traduce un mayor realismo de
las hipôtesis en una mayor complejidad matemâtica en la
formulaciôn del modelo. ii Gsciior.?. del proceso - si modelis-- 
do es el de la figura_ F.IV.l.
Limitados como estâmes por la eficacia de los métodos y 
las capacidades de los instrumentes de câlculo, se trata de
saber hasta que niveles de complejidad se puede llegar eh
la formulaciôn manteniendo la posibilidad de resolver el 
modelo construido.
Teniendo este présente, el punto IV. 3 desarrolla mâs 
extensamente las anteriores consideraciones, en relaciôn 
con los algoritmos del capitule III.
Antes de entrar en ello, analicemos las caracteristicas 
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IV. 2. 3 CARACTERISTICAS DR LAS FUNCIONES ODJETIVO CUA- 
DRATICAS.
Como hemos recordado, un objetdvo cuadrâtico, asociado 
con ecuaciones de estado lineales, permite la aplicaciôn 
del principio de certeza-equivalencia y posee una conocida 
forma de resoluciôn,
Ademâs, la funciôn objetivo cuadrâtica, cuya forma mas 
simple es:
I (X) r Oo f a-, X 4-ttj.
présenta, por si misma, interesantes propiedadesj
Permite prescindir de la constancia de las magnitudes 
marginales, inherente a las relaciones lineales, y contiene 
una penalizaciôn implicita de las desviaciones de x con 
repecto a su valor ôptimo —  como lo muestra la forma 
équivalente:
La penalizaciôn de las desviaciones permite, en primera 
aproximaciôn, prescindir de restricciones sobre las va­
riables.
Cuando hay mas de una variable hay que ponderar relati- 
vamente las desviaciones de cada una de ellas con respecto 
a su respectiva trayectoria objetivo mediante los elementos 
de las matrices A,B :
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y  [11x(K)-5cC1c)1|^  + ll>uOc)-MCK')llgj 
K*o
Indisolublemente asociados con estas ventajas, apa­
recen una serie de inconvenientes de mucho mayor peso en 
las aplicaciones econômicas que en el anâlisis de proble- 
mas fîsicos, Podemos clasificarlos en dos grandes grupos 
segân que su componente principal sea de câlculo numérico 
o de definiciôn politica.
La aplicaciôn del principio de certeza-equivalencia es 
una ventaja relativa cuando.los elementos aleatorios no 
se limitan a têrminos aditivos en las ecuaciones de estado 
o de medida. Parece évidente que en la descripciôn de sis­
temas econômicos los coeficientes de las matrices de ambos 
sistemas de ecuaciones son tan susceptibles de contener in- 
certidumbre como el mismo proceso. Sin embargo, una de las 
condiciones de aplicaciôn del principio de certeza-equiva­
lencia es la de que taies elementos, aûn sin ser constantes, 
tengan una evoluciôn determinista.Para un anâlisis de erro- 
ies, ver (Terceiro( t4) ),
La penalizaciôn cuadrâtica es por definiciôn simêtrica 
y no distingue entre desviaciones por defecto y por exceso 
de las variables con respecto a la trayectoria objetivo.
Ello implica que nuestro sistema de valoraciôn es tan sensible 
a un deficit de la balanza de pagos como a un superavit ; 
o que si el nivel deseado de desempleo es el 3% penalizamos 
igualmente una politica que produzca un 4% como una que 
nos permita alcanzar el 2%. La valoraciôn de las desvia­
ciones , siendo esencialmente asimétrica en economia, dos 
tipos de razonamientos han sido utilizados para justificar
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èl uso de un modelo intririsecamente simétrico,
- La fatalista (Pindyck ( P15)). Las cosas suelen ir mal: 
los niveles de desempleo y de inflaciôn,serân supe­
riores a los deseados y los de renta y réservas infe- 
riores. La vertiente ilôgica del sistema de valoraciôn 
no tendrâ, pues, ocasiôn de actuar.
- La positiva (Friedman ( f8)). Adoptando una funciôn 
cuadrâtica por intervalos con coeficientes de signo 
y valor variable en funciôn de la zona en la que se 
situe las desviaciones. El inconveniente se salva a 
Costa de una mayor complejidad en los algoritmos de 
soluciôn.
La mas séria dificultad proviene sin duda alguna de 
la doble elecçiôn que obliga a realizar a los responsables 
politicos. Por una parte, deben describir explicitamente 
las trayectorias deseadas del sistema econômico 
y por otra, deben définir su valoraciôn relativa de las 
desviaciones de las variables alrededor de su”trayectoria 
objetivo” (matrices A y B ).
Una definiciôn coherente de su posiciôn a estos res- 
pectos es mâs de lo que un responsable politico sea capaz 
de hacer. Mâs, incluse, de lo que desee hacer.
En la prâctica, tal tipo de informaciôn es imposible de 
obtener y se substituye por una serie de anâlisis con coefi­
cientes alternatives représentantes de distintos sistemas 
de preferencia,analizando asi las consecuencias de los 
mismos. Merecen destacarse las posibilidades, tan variadas 
como interesantes , que este procedimiento ofrece para tratar
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de ilustrar los compromisos(”trade offs”) inherentes a * 
todo plan. Se puede, por ejemplo, analizar el coste que 
representaria el seguir exactamente la trayectoria obje­
tivo de una de las variables de estado. Ello se instrumen- 
tarîa mediante valores muy elevados en los coeficientes 
de la matriz A correspondientes a dicha variable. Tal 
anâlisis implica un elevado nûmero de "runs” del modelo 
con su coste correspondiente.
Sin embargo, el elemento de mâs dificil definiciôn es, 
sin duda, la propia trayectoria objetivo con respecto a
la cual se trata de minimizar las desviaciones de la tra­
yectoria real ôptima. Puesto que esta es un dato previo 
al proceso de optimizaciôn, este puede convertirse en una 
esteril pugna para hacer seguir al sistema una trayectoria 
de desarrollo que no sea en absolute aquella que debiera 
seguir en el ôptimo.
Bncontramos aqui el razonamiento con el que empezamos 
este capitule : la aplicaciôn de los métodos de control 
ôptimo al anâlisis de las estrategias de desarrollo a 
largo plazo tiene por objeto el determinar la trayectoria 
temporal ôptima en el sentido definido por una êierta fun— 
cional. El modelo matemâtico empleado dificilmente puede 
ser el lineal cuadrâtico puesto que este précisa conocer 
ya la trayectoria que se debe tratar de seguir.
Una vez determinada la trayectoria ôptima mediante un 
método general de control ôptimo, queda abierta la aplica­
ciôn del modelo lineal cuadrâtico al anâlisis de su ôptima 
realizaciôn. Las caracteristicas del modelo lineal-cuadrâ— 
tico le hacen especialmente adaptado al anâlisis, a corto 
plazo, de los elementos aleatorios que inciden sobre el
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sistema. Por ello, el modelo lineal-cuadrâtico es el instru- 
 ^ mento ideal para el control ôptimo a corto plazo de medidas 
de politica monetaria y fiscal sobre modelos econométricos 
lineales.
Finalmente;, no todas las funciones objetivo susceptibles 
de ser escogidas ( o de ser impuestas ) en el anâlisis de 
las estrategias de desarrollo a largo plazo se expresan 
mediante una funcional ( cuadrâtica o no ) de estados y 
contrôles. Una amplia clase de objet!vos son los llamados 
de minimo tiempo. Con ellos se trata de determinar la forma 
mâs râpida de alcanzar un determinado estado a partir de 
la situaciôn actual del sistema. No se efectua evaluaciôn 
alguna de lo que -ocurra durante la trayectoria, siempre 
que esta se mantenga dentro de los limites fijados por un 
conjunto de restricciones instantâneas. Este tipo de obje- 
ti'vos parecen especialmente interesantes en su aplicaciôn 
a la planificaciôn del proceso de "despegue" de economias 
subdesarrolladas. Sin entrar en un anâlisis mâs extenso 
del tema, citemos simplemente el extenso tratamiento de 
que estâ siendo objeto recientemente en la literatura so- 
viética( d¥Uk a l o v(di5),d u b o v s k i i(d i4,013)).
Bvidentemente, un problema de minimo tiempo no tiene 
sèntido sin la inclusion de un conjunto de restricciones 
sobre el estado final. Pero la definiciôn de un dominio de 
estados finales aceptables y de un sistema de valoraciôn a- 
sociado a este, es perfectamente complementario de objetivos 
expresados mediante una funcional de estado y contrôles.
Ambos elementos son tomados en consideraciôn en los
*
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métodos de control ôptimo en general y en los algoritmos
del capitule III en particular. Puesto que el horizonte
del plan es necesariamente finito en todo problema real, 
es preciso complementer la formulaciôn del objetivo me­
diante la imposiciôn de restricciones sobre el estado fi­
nal del sistema^que expresen la preocupaciôn ( elemento 
aûn de definiciôn politica ) por las trayectorias poten- 
ciales del sistema después de T.
Sin pretender recoger todas las conclusiones a las que 
hemos ido llegando, podemos resumir diciendo que :
La formulaciôn lineal-cuadrâtica en modelos multi- 
sectoriales no excluye, aunque si simplifique, la aplica­
ciôn de métodos numéricos.
Lia ruptura de la simetria en la valoraciôn introduce
una complicaciôn adicional. . ; , . r
Las dificultades de definiciôn de tipo politico que 
estan en la base del modelo obligan a un anâlisis de multi- 
tud de alternatives.
Este triple serie de circunstancias hace pensar que una 
formulaciôn mas general con inclusiôn de restricciones 
aliaria a su mayor realismo una, al menos comparable, ca- 
pacidad operative.
Ciertamente la inclusiôn de taies restricciones y el 
cambio de forma en la funciôn objetivo obliga a adopter 
otros procedimientos de câlculo.Pero permite a la vez una 
definiciôn mas realista y coherente de las prioridades po- 
llticas, sin la cual los resultados numéricos carecen de
-180-
sentido.
La hipôtesis asi enunciada constituye una de las actua- 
les controversies en planificaciôn ecônômica. Solo el 
desarrollo de las, por el momento escasas, experienciâs 
computacionales, determinarâ su validez.
Ello no va sin reconocer el interés del modelo lineal- 
cuadrâtico en sus aplicaciones econômicas;
Descomponiendo el proceso de control del sistema eco- 
-nômico en dos fases :
— una determinista con una formulaciôn general que de­
termine la trayectoria ôptima de desarrollo a largo 
plazo.
— otra, estocâstica, de regulaciôn de la trayectoria 
real alrededor de esta.4 trayectoria ôptima nominal,
êl sistema lineal-cuadrâtico, por :
— hu relaciôn con los sistemas de regulaciôn.
— presuponer la existencia de una senda que se desea 
siga la economia.
— la aplicaciôn del teorema de certeza-equivalencia 
para tratar determinados tipos de elementos aleatorios
parece el instrumente adecuado para ser aplicado en 
esta segunda fase, es decir, en el anâlisis de medidas 
instrumentales de politica coyuntural, estabilizaciôn y, 
en general, politica ecônômica a corto plazo.
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IV. 3. MODELO DR PLANIFICACION DINAMICA MULTISECTORIAL .
NO LINEAL
IV. 3. 1 PLANTSAMIENTO DEL MODELO.
Pretendemos aquî aplicar los métodos y conceptos de an­
teriores capitules a la elaboraciôn de un modelo que ana- 
lice cuantitativa y desagregadamente les estrategias de 
desarrollo a largo plazo de una economia en desarrollo. 
Dicha economia se enfrenta con una necesidad de financia- 
ciôn exterior, problemas de pleno empleo y bajos niveles 
de capitalizaciôn y consume. Sus objetivos a largo plazo, 
decididos politicamente y bajo el control de un hipotético 
centre ûnico de decisiôn, se expresan a través de su valo­
raciôn de tal problemâtica mediante una ûnica funcional.
El anâlisis de sus estrategias de actuaciôn requiere la 
consideraciôn de los distintos "trade-offs" entre las tra­
yectorias de consumo e inversiôn, el reparte de ambas ca- 
tegorias entre los distintos sectores de actividad y las 
alternatives entre capital y trabajo en los procesos pro­
ductives.
La toma en consideraciôn de relaciones no lineales per­
mite ùn anâlisis mas realista de taies alternatives. El 
^aracter dinâmico del problema obliga a considerar condi­
ciones terminales, al tiempo que la optimalidad de las 
ti jyectorias se juzga globalmente sobre todo el periodo 
. considerado. La i n ^ m a c i ô n  dual de las variables adjuntas
permitirâ analizar los equilibrios temporales realizados.
El modelo es del tipo propuesto por Kaïdrick y Taylor,
( K7 ), ( k 6). Como el mismo Kerdrick menciona, la novedad 
y escasa experiencia computacional en modelos de planifi­
caciôn dinâmica no lineales hace que el interés actual de 
tal tipo de modelos, se centre mas en el anâlisis de sus
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posibilidades que en su aplicaciôn a una situaciôn concreta.
Las principales diferencias entre nuestro planteamiento y
el original de Kendrick son:
a) la adopciôn de una funcional objetivo mas compléta.
b) el abandono de la hipôtesis de pleno empleo.
c) toma en consideraciôn de restricciones instantâneas 
sobre las variables, introduciendo asi condiciona- 
mientos politicos que no se expresan directamente en 
la funcional objetivo y garantizando el realismo de 
las soluciones obtenidas.
d) câlculo y anâlisis de la informaciôn dual.
Tales modificaciones son sôlo posibles gracias a la apli­
caciôn de los métodos computacionales del capitûlo III. El 
propio Kendrick hace referencia a la necesidad de incoporar 
hipôtesis poco realistas para obtener un modelo tratable nu- 
mericamente. La posibilidad de tomar en cuenta explicitamente 
restricciones desigualdad ( grave fuente de complicaciones 
de câlculo, inabordables en el método utilizado por Ken­
drick) es la que hace posible abandonar hipôtesis tan idéa­
les como la de pleno empleo y las posibiidades de endeuda- 
miento externe instantanée no acotadas.
En la exposiciôn que sigue de la estructura del modelo, 
analizamos sucesivamente sus elementos constituyentes, in- 
dicando en detalle las modificaciones que hemos introducido 
en el modelo original.
J
i) FUNCIONAL OBJETIVO .
Très son los elementos que tomamos en consideraciôn en la 
construcciôn de la funcional objetivo:
- los niveles instantâneas actualizados de consumo de
los bienes producidôs por cada uno de los sectores.
- los niveles de desempleo soportados.
- la capacidad productiva con que la economia se'encuen-
tf*a dotada al final del periodo considerado.
Taies elementos son combinados de la siguiente forma:
- %  -  I -  ^
+  VTtC^ (Ki
• 5 ^  -,     .
En donde:
T ; : nâmero de periodos de tiempo considerados.
N : nûmero,de sectores considerados.
^  : tipo de actualizaciôn social.
Q(b) : nivel de consumo del bien producido en el
sector i en el periodo t .
(3^ : parâmetro (I4 ^ 0
b i  : parâmetro 0  ^  ^  1
oC * parâmetro de ponderaciôn de los efectos del
desempleo eh el objetivo. (elecciôn politica)
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.f : fuerza de trabajo total disponible en el pe-'
riodo t.
nivel de empleo en el sector i en el instante 
t.
VTK^ : peso otorgado a la disponibilidad de una uni­
dad suplementaria de capital en el sector i
en el instante final del periodo del plan, por 
encima del nivel
nivel minimo de capital que se exige haber do- 
tado al sector i al final del plan.
Como se observa, tal funcional objetivo debe venir acom- 
paftada de la especif icaciôn del criteria/ terminal 
es decir:
2) CONDICIONES TERMINALES.
K t ( T )
La forma misma del objetivo es un.iacto de definiciôn po­
litica. Observese que en el se incluyen très de las formas en 
que se puede expresar el objetivo en un problema standard 
de control ôptimo : definiciôn de un "blanco" terminal, de 
una valoraciôn del estado final del sistema y de una eva­
luaciôn de su trayectoria.
En el modelo propuesto por Kendrick, solamente se tiene 
en cuenta como objetivo la suma actualizada del consumo.
Las condiciones terminales aparecen planteando el problema 
como uno de estado final fijado:
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- K x  /v)
En la formulaciôn adoptada,los parâmetros / ^  / VTk](
^  y son elementos definidos politica­
mente. Sin ser los ûnicos con tal origen, aparece évi­
dente que sus valores relatives son de importancia funda­
mental. Revelan las preferencias entre los distintos obje­
tivos englobados en y definen el sentido del adje-
tivo "ôptimo" asignado a la trayectoria seleccionada por 
el proceso de câlculo.
Las expresiones ^  VTKj^ ( Ki Ct) ) y
K  ^  K.^ expresan la preocupaciôn por las tra­
yectorias potenciales del sistema después del fin del pe­
riodo del plan. Algunos modelos propuestos se limitan a con 
siderar exclusivamente objetivos de este tipo. Preferimos 
completarlo con una evaluaciôn de la trayectoria en su des 
arrollo temporal puesto que la mâs altruista de las socie- 
dades no cifra unicamente su interés en lo que ocurra en 
6 después de una fecha mâs o menos lejana. Esta preocupa­
ciôn aparecerâ de nuevo cuando explicitemos las condiciones 
sobre la trayectoria,
Puesto que es sabido que en modelos no lineales con uti- 
lidad marginal decreciente y evoluciôn de la poblaciôn exe- 
genamente definida, la maximizaciôn del consumo global no 
pr duce los mismos resultados que la maximizaciôn del con­
sumo per câpita ( k8 ),importa seKalar que las magnitudes
representan consumo per câpita.
Con los valores de los parâmetros Q/C / bj la funciôn 
objetivo présenta:
- utilidad marginal positiva pero decreciente para cada 
bien i en cada periodo t :
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[Q (O j
- separabilidad entre los efectos de los distintos bienes 
y distintos periodos :
—  Z o V à  j« j
J f N
Q  J  -  o
0 Ci " Vô 7^0 « B/U
La consideraciôn explicita de utilidades marginales de- 
crecientes es de extrema importancia cm un anâlisis a 
largo plazo y su defecto puede introducir importantes 
distorsiones en el realismo de los resultados obtenidos. 
Esta es una de las mas importantes ventajas que pueden 
obtenerse del abandono de la linealidad. Bvidentemente, 
la hipôtesis de separabilidad no es deseable,pero sus 
efectos son menos nocivos, sobre todo a los niveles de 
agregaciôn usada,y la posibilidad de abandonarla précisa 
solamente reformularJiBllo no introduciria difilcutades 
de câlculo suplementario con los métodos cmpleados.
Como exponen Kendrick y Taylor ( k6 ) y Mehra ( m6 ), 
una ventaj a adicional de tal tipo de funciôn es la de 
permitir derivar procedimientos para la estimaciôn de 
los parâmetros Gji / .
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La descripciôn del estado inicial pasa por y conduce, a 
la elecciôn de las variables de estado del sistema.
Los elementos que escogemos para caracterizar la situa- 
ciôn inicial son;
- el capital con el que se encuentran dotados cada uno
de los sectores : Kt (^ )
- la sitüaciôn de endeudamiento externo del pais en el
instante inicial del plan : jj (4)
- la fuerza de trabajo disponible en el instante ini -
cial .
Aparece aqui una sitüaciôn que es preciso analizar en 
detalle : A lo largo del modelo, la fuerza de trabajo 
asignada a los distintos sectores serâ considerada como 
una variable de control puesto que tal asignaciôn es, 
dentro de ciertos limites, una de las posibles alterna - 
tivas de acciôn.
Sin embargo, no es menos évidente que tal distribuciôn 
sectorial de la fuerza de trabajo es, en el instante ini­
cial, un dato impuesto por la realidad. Por lo tanto, en 
la descripciôn inicial del sistema es precisio incluir las 
magnitudes Hî ^  N
Puesto que nos proponemos tratar explicitamente las si- 
tuaciones de desempleo, aceptamos que ^  (^J ^  ,
es decir, la distribuciôn inicial de la fuerza de trabajo 
entre los sectores no agota a esta. Las magnitudes 
representan los niveles sectoriales reales de empleo. Ello 
nos lleva directamente al espinoso problema del tratamiento 
analitico del paro encubierto y del subempleo. Evidentemente, 
la variable desempleo ( DSMP (t) ) no existe fisicamente 
en una antesala de espera del trabajo,sino que coexiste 
en los distintos sectores con la parte de la fuerza de
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^jLX 'c iuciju  Lt; t in  e x x u s ,  t'cx j'tjv -t; s x n  e m u c ix y v
cinallticamente suporfluo desagregar sectorialmente tal 
magnitud. En consecuencia, las magnitudes (-fe) repre­
sent arân los niveles de trabajo realmente empleados en 
los distintos sectores de acuerdo con los limites impuestos 
por las disponibilidades de capital a travês de las corra- 
spondientes funciones de producciôn. La variable DSMp(]t)=
f (fc )— X. (t ) juega el papel anailtico de va- 
Ul/fi
riable de holgura en la restricciôn desigualdad que sub- 
stituye a la hipôtesis neoclâsica de pleno empleo. Su valor 
es de importantes consecuencias en la valoraciôn de las tra- 
yectorias a travês de la funcional vT
La descripciôn de la sitüaciôn inicial debe pues comple- 
tarse con las magnitudes de las que
se deduce inmediatamente"el nivel inicial de desempleo 
DSMP (&).
Quedan as! definidos el objetivo y las condiciones ini- 
ciales y finales del sistema. El problema es guiar optima- 
mente su evoluciôn entre ambas situaciones. Para ello es 
preciso describir los elementos de su dinâmica y las posi- 
bilidades de actuaciôn sobre la misma de las que se dispone. 
En otras palabras, es preciso définir las ecuaciones de 
estado y las variables de control.
Las variables de estado ya han sido escogidas y, de 
acuerdo con el punto anterior,son:
îto deuda exterior en el période t.
K{(t) : capital del sector i en el instante t.
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* Para tener en cuenta los efectos de rendimientos varia­
bles, substituciôn entre factores, no linealidades en los 
procesos de acumulaciôn, etc..., las ecuaciones de estado 
son bastante complejas. Su significado econômico queda 
mas claramente expuesto si las describimos descompuestas 
en las fases que representan los procesos de producciôn, 
distribuciôn, acumulaciôn de capital y la correspondiente 
modificaciôn de la sitüaciôn de la balanza exterior y ni­
veles de empleo.
4) PROCESO PRODUCTIVO.
Tal como ha sido caracterizado el sistema, las cantida- 
des de capital y trabajo empleadas en cada sector son 
magnitudes agregadas, lo que implica que estâmes conside- 
rando una ûnica clase de capital y de trabajo por sector.
A fin de considerar un mayor nivel de desagregaciôn en 
los inputs intermedios, coherente con la divisiôn en sec­
tores, las funciones de producciôn empleadas no consideran 
explicitamente sino los inputs bôsicos de capital y trabajo, 
La necesaria utilizaciôn en el proceso productive de inputs 
intermedios se toma en cuenta a travês de las ecuaciones 
de distribuciôn de la producciôn.
Las funciones de producciôn empleadas deben traducir dos 
importantes fenômenos:
- ; substituciôn entre capital y trabajo.
- rendimientos de escala variables.
El poder tener en cuenta la substituciôn de capital por 
trabajo es absolutamente necesario en modelos aplicados a 
economias en desarrollo con fuertes niveles de paro. Como 
Kendrick, adoptamos una funciôn de producciôn con elastici- 
dad de substituciôn constante, pero distinta de 1 y va­
riable de sector a sector. Pero completamos tal formul.a-
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cfiôn de forma que se pueden considerar simultaneamnete ren­
dimientos de escala variables y que se tenga en cuenta los 
limites fisicos a la substituciôn entre factores.
Las funciones consideradas son de la forma : (Ç)i
U )  =  Y '  + •  j
en donde las variables representan:
(^ ) : producciôn del sector i en el periodo (t)
: parâmetro caracteristico de cada sector
(llamado parâmetro de eficiencia).
Vi : factor de progreso têcnico.
: parâmetro de distribuciôn.
: cantidad de capital empleado en el periodo
t en el proceso productivo del sector i.
nivel de empleo en el sector i en el 
periodo t.
0 ^  : elasticidad de substituciôn entre capital
y trabajo en el sector i.
Oit : parâmetro representativo de los rendi-
miehtos de escala.
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tal funciôn:
- el progreso têcnico es considerado de forma muy simple.
Se le considéra neutro con respecto a capital y trabajo
y funciôn solamente del paso del tiempo.
- las posibilidades de substituciôn entre factores de- 
penden del sector al que se refiera la funciôn.
- suponemos que no habrâ nunca un exceso de capacidad 
productiva disponible en el factor capital. Por ello
utilizamos el mismo sîmbolo f para repre-
sentar el capital de cada sector y la cantidad efecti- 
vamente empleada del mismo. Tal hipôtesis parece con­
comitante con el tipo de sitüaciôn que estâmes ana- 
lizando.
- cuando se consideran rendimientos de escala crecientes
( ô  » la forma adoptada por la funciôn de pro
ducciôn puede hacer que el dominio de soluciones no sea 
convexo. Ello no debe ser obstâculo a la introducciôn 
de tal hipôtesis puesto que la convexidad es en si 
destruida por la existencia de restricciones igualdad 
no lineales y no es un requisite fundamentali paravia apli- 
caciôn de algunos de los algoritmos de câlculo propuestos.
- tal como esta formulada, la funciôn de producciôn per­
mite, en cada sector, la substituciôn en el proceso 
productivo, de todo el capital por trabajo y vice-versa.
Ello es evidentemente ideal. De mantenerse tal hipôtesis 
séria superflue preocuparse por el problema de pleno empleo, 
puesto que en el anâlisis numêrico del modelo, toda la 
fuerza de trabajo séria inmediatamente ocupada aôn con can 
tidades nulas de capital.
Si bien es preciso recordar que los modelos de desarrollo 
que, como el chino, mas êxito han alcanzado, incorporan al 
Jiombre a la producciôn con dotacioncs minimas de capital,
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parece évidente que:
- no es realista suponer que grandes trasvases de mano
de obra pueden efectuarse de sector a sector en un
corto periodo de tiempo.
- la fuerza de trabajo que es posible emplear en deter­
minates sectores de actividad, por ejemplo la industria 
pesada, esta acotada por el capital disponible.
Sin suponer que la expresiôn analitica de tal côta deba
pasar por el origen, es preciso completar la funciôn de 
producciôn propuesta mediante un conjunto de restricciones 
de la forma:
cuya expresiôn particular dependerâ del sector considerado.
Tales restricciones son un complemento imprescindible de 
las funciones de producciôn definidas. Sin ellas, la restric 
ciôn & ( V  ^  quedarla sistematicamente satura-
da, lo que equivaldria a aceptar implicitamente la hipôtesis 
de pleno empleo y la imposibilidad de analizar las relacio- 
nes entre empleo y acumulaciôn de capital a travês de las 
distintas alternativas de producciôn.
En efecto, las funciones de producciôn empleadas tienen 
la indeseable propiedad de generar productividades margina­
les del trabajo decrecientes pero nunca nulas:
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Es decir, las cantidades del factor trabajo que pueden 
ser incorporadas eficazmente al proceso productivo con una 
misma dotaciôn de capital, son ilimitadas e independientes 
del valor de estas dotaciones. Gracias a esta ficciôn mate» 
mâtica, no solamente se consigne hacer desaparecer el pro­
blema del desempleo sino también la posibiiidad analitica 
de tomarlo en consideraciôn,
El que se trata de una ficciôn matemâtica aparece évi­
dente cuando se pasen de las expresiones analiticas a los 
valores numêricos. Como muestran las figuras F,IV.2,3 ,
las productividades marginales del trabajo tienden a cero 
rapidamente y a partir de un ciero valor de ( que dé­
pende del valor de para el que han sido calculadas)
pueden considerarse nulas.
Las productividades marginales del factor trabajo represen.
tados en dichas figuras han sido calculadas para dos con- 
juntos distintos de dotaciones de capital en 4 sectores de 
actividad, Los parâmetros de las correspondientes funciones 
de producciôn son los dados en el modelo de Kendrick y Taylor 
( Figura no.iy.g,^ (KG).
Aceptando que para cada valor de , la productive
dad marginal del trabajo puede considerarse nula a partir 
de un cierto » del anterior razonamiento puede dedu-
cirse inmediatamente una forma de las restricciones 
^ q u e  sea coherente con los demas datos del modelo.
jC^ lD)
En ei instante inicial se suponen conocidas las combina-
PROOüCÎ 1 V IDAUCÎ» M&RùlKALES DEL FACTOR TRAtJAJO 
c a l c u l a d a s  PARA LA!» SIQOIENTES DO%AClüDES CE CAPITAL
1.0000, ♦01 1.5300, ♦ 01 8 .5000, ♦ OO 7.5000 ,♦00
ABAJO A6R1CULTURA INO.PESAOA IND.LIGERa SERVICIOS
I 1.4976 ♦00 3.6105 ♦ on 4 0488 ♦00 6.5031 -01
2 1 ; 1076 ♦00 3.0878 ♦00 3 5393 ♦UO 6.3723 -01
3 9.35S3 -01 2,8051 ♦00 3 2584 ♦ 00 6.2655 -01
4 8.3280 -01 2.6150 ♦ 00 3 0670 ♦ 00 6.1722 -01
5 7.6245 -ni 2.4734 ♦00 2 922 1 ♦ 00 6.0883 -01
6 7.1032 -01 2.3615 ♦ 00 2 bOC5 ♦ 00 6.0112 -01
7 6.6962 -Cl 2.2696 ♦ 00 2 7 138 ♦ Oc 5.9396 -01
8 6.36&8 -u| 2.1919 ♦ 00 2 6334 ♦ UD 5.8724 -01
9 6.092-4 -01 2.1250 ♦ 00 2 5636 ♦ ÜL 5.5090 -01
10 5.8601 -01 2.0662 ♦00 2 5022 ♦ 00 5.7488 -01
11 5.6591 -01 2.0141 ♦ 00 2 4474 ♦ OU 5.6914 -01
12 5.4831 -CI 1.9673 ♦ L’O 2 3961 ♦ 00 5.6365 -01
13 5.3272 -01 1 .9249 ♦00 2 3532 ♦ 00 5.5*36 -01
14 5. 1078 -01 1.8862 ♦üO 2 3122 ♦ 00 5.5331 -01
15 5.0622 -01 1.8507 ♦00 2 2744 ♦ or. 5.4342 -01
16 4.94 32 -Cl 1.8178 ♦00 2 2399 ♦ ÜO 5.4370 -01
17 4.8441 -01 1.7674 ♦ 00 2 7066 ♦ Ou 5.39 13 -01
18 4.7484 -01 1.7590 ♦00 2 1764 ♦ oc 5.3470 -01
19 4,6602 -0 1 1.7325 ♦00 2 1479 ♦ üü 5.3040 -01
20 4.5734 -01 1.70/6 ♦ 00 2 1211 ♦ Do 5.2623 -01
21 4.5023 -01 1.664 1 ♦üO 2 0957 ♦ ÜO 5.2217 -01
22 4.4312 -01 1.6619 ♦ uo 2 0718 ♦ 00 5.1*21 -01
23 4.3647 -01 1.6409 ♦00 2 0491 ♦ 00 5.1436 -01
24 4.3C21 -01 l . 6 7 1C ♦ ‘J c 2 C274 ♦ oc 5. IÜ60 -01
25 4.2433 -01 1.6021 ♦ oc 2 uOA9 ♦Ou 5.0693 -01
26 4.1877 -01 1.S84C ♦ 00 9872 ♦ Oc 5.0334 -01
27 4.13S1 -Cl 1.5668 ♦ oc 1 96*4 ♦uo 4.9984 -01
28 4.0452 -01 1.5503 ♦ 00 1 95C4 ♦ 00 4.9641 -01
29 4.0370 -Cl 1.5346 ♦ CD 1 9332 ♦ oc 4.9305 -01
3Ü 3.9927 -01 1.5194 ♦ Où 1 91 *,6 ♦ ce 4.8977 -01
31 3.9496 -01 1.5049 ♦uo 1 90C7 ♦00 4.8655 -01
32 3.9086 -01 1.4909 ♦ 00 1 «053 ♦ uo 4.8339 -  0 1
33 3.8693 -01 1.4775 ♦ 00 1 3705 ♦ Ou 4.aU30 -01
34 3.8317 -01 1.4645 ♦ ou 1 «562 ♦UD 4.7726 -01
35 3.7956 -01 1.4520 ♦ on 1 8424 ♦oc 4.7428 -01
36 3.7610 -01 1.4399 ♦uO 1 8291 ♦ 00 4.7136 -01
37 3.7277 -01 1.4202 ♦00 1 « 1 62 ♦ 00 4.6*48 -01
38 3.6957 -01 1.4169 ♦ 00 1 «037 ♦DC 4 . 65(,6 -01
39 3.6649 -01 1,4060 ♦cO 1 /Vl5 ♦Du 4.6288 -01
40 3.6351 -01 1 .375 » ♦ 00 1 7797 ♦Dr 4.6UI5 -01
41 3.6064 -01 1.3951 ♦ou 1 7633 ♦00 4.5747 -01
92 3.5787 -01 1.3751 ♦ 00 1 7572 ♦UD 4.5482 -01
43 3.5519 -01 1.3654 ♦oÜ 1 7464 ♦ 00 4.5222 -01
44 3.5 260 -01 1.3559 ♦Uü 1 7359 ♦ 00 4.4967 -01
45 3.5009 -01 1 .‘34 67 ♦ 00 1 7257 ♦00 4.47 15 -01
46 3.4766 -01 1.337P ♦ Jû 1 7157 ♦00 4.4466 -01
47 3.4530 -01 1.3291 ♦ uo 1 7060 ♦Ou 4.4222 -01
V 3.4)01 -01 1.3206 ♦vlCi 6965 ♦0C„ 4.3981 -01
49 3.4079 -01 1.3124 ♦00 1 6673 ♦00 4.3744 -01
SO 3.3863 -01 1.304 3 ♦30 1 6762 ♦ De . 4.3510 -01
51 3.3653 -01 1.2965 ♦ uc 1 6694 ♦Ou 4.3279 -01
52 3.3449 -01 1.2888 ♦ GO 1 6608 ♦ oc 4.3U52 -01
53 3.3251 -01 1.2813 ♦ 00 1 6524 ♦Oi. 4.2827 -01
54 3.305* -01 1.2740 ♦00 1 6442 ♦uc 4.2606 -01
55 3.2869 -01 1.2660 ♦ uo 1 6361 ♦ üü 4.2387 -01
56 3.2696 -01 l,2598 ♦30 1 62o2 ♦uc 4.2172 -01
57 3.2507 -01 1.2529 ♦ uo 1 6205 ♦ Uü 4.1959 -01
se 3.23)2 -01 1.2462 ♦ uo 1 « 1 30 ♦Où 4.1749 -01
59 3.2162 -01 1.2397 ♦30 1 6056 ♦ 00 4.1542 -01
60 3.1996 -01 1.2332 ♦uo 1 5983 ♦00 4.1337 -01
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2.0200 ,♦00 2.1300, ♦00 1 .2600, ♦ 00 1.2700, ♦ 00
TRABAJO a g r i c u l t u r a INO.PESAOA 1NU.LI6ERA SERVICIOS
', 7.6593 -01 2.2599 ♦ 00 2 7369 ♦ 00 6.0182 -01
2 5.8816 -01 1.8728 ♦co 2 3324 ♦ 00 5.6467 -01
3 5.0801 -01 1.6718 ♦ 00 2 1 149 ♦OU 5.3594 -01
4 9.59 9 1 -01 1.5387 ♦ 00 1 9687 ♦ 00 5.1201 -01
5 9.2575 ♦ 01 1.9909 ♦ ûO 1 6600 ♦03 4.9131 -01
& 9.0058 -01 1.3699 ♦00 1 7 743 ♦ 00 4.7301 -01
7 3.8079 -01 1.3021 ♦00 1 7 039 ♦Ou 4.5657 -01
B 3.6968 -01 1.2998 ♦00 1 6444 ♦ 00 4.4163 -01
9 3.5120 -01 1.2050 ♦ 00 1 5932 ♦00 4.2794 -01
10 3.3969 -01 1.1659 ♦30 1 54*3 ♦ 00 4.1530 -01
II 3.2971 -01 1.1319 ♦00 1 50*5 ♦ 00 4.0358 -01
12 3.2099 -01 1,1006 ♦'JO 1 4727 ♦ 00 3.9264 -01
13 3.1319 -01 l.0728 ♦ 00 1 4*04 ♦ 00 3.8239 -01
19 3.0615 -01 1.0975 ♦ 30 1 410* ♦ Qj 3.7277 - ü l
IS 2.9983 -01 1.0299 ♦üO 1 3838 ♦ ÜO 3.6 369 -01
16 2.9907 -01 1.0032 ♦ ou 1 35*6 ♦ CD 3.5511 -01
17 2.8800 -01 9.8398 -01 1 3356 ♦ OC 3.4690 -01
18 2.8395 -01 7.6520 -01 1 3140 ♦Ou 3.3926 -01
19 2.7996 -01 9.4315 -01 1 2937 ♦ 00 3.3191 -01
20 2.7529 -01 9.3219 -01 1 2748 ♦ 00 3.2491 -01.. .
2.7:91 -01 9;1719 -01 1 2569 ♦ 00 3.1822 -01
22 2.6777 -01 9.0307 - : ' i 1 24U1 ♦ OG 3.1183 -01
23 2.6936 -01 8.897* -01 1 224 1 ♦ 00 3.0570 -01
29 2.6115 -01 8.771 1 -cl 1 2090 ♦ 00 2.9*83 -01
25 2.5812 -01 8.6513 -01 1 1946 ♦ 00 2.9419 -01
26 2.5525 -01 8.5373 -01 1 1809 ♦ 00 2.8877 -01
27 2.5259 -01 8.9288 -01 1 1 678 ♦ 00 2.6356 -01
28 2.9996 -01 8.3253 -01 1 1553 ♦ 00 2.7854 -ül
29 2.9750 -01 6.2263 -01 1 1433 ♦00 2.7370 -01
30 2.9516 -01 8.1315 -01 1 1316 ♦ 00 2.6903 -01
31 2.9293 -01 8.0406 -01 1 1208 ♦ 00 2.6452 -01
32 2.9080 -01 7.9539 -01 1 1 102 ♦ ÜO 2.6016 -01
33 2.3675 -01 7.8696 -01 1 0999 ♦00 2.5595 -01
39 2.3679 -01 7.7889 -01 1 U9U1 ♦ 00 2.5187 -01
35 2.3991 -01 7.7112 -ni 1 08Ü6 ♦ 00 2.4792 -01
J« 2.3310 -01 7.6363 -01 1 L7 14 ♦Ou 2.4410 -Cl
37 2.3134 -01 7.5639 -01 1 0626 ♦ o.-i 2.4039 -01
3« 2.2968 -01 7.4790 -01 1 0540 ♦ 00 2.3679 -01
39 2.2807 -01 7.4269 -01 1 0457 ♦ 00 2.3329 -01
9 0 2.2651 -01 7.3610 -0 1 1 0377 ♦ 00 2.2990 -01
91 2.2500 -01 7.2776 -01 l 0299 ♦ Ou 2.2660 -01
i 'z 2.2359 -01 7.2362 -û 1 1 0223 ♦ ÜO 2.2340 -01
: 93 2.2213 -01 7.1766 -01 1 ÜÎ49 ♦ 00 2.2028 -01
99 2.2077 -01 7.118H -01 1 •-074 ♦00 2. 1725 -01
95 2.1999 -01 7.0626 -01 1 0009 ♦üü 2.1429 -01
96 2.1816 -01 7.0079 -Cl ? >409 -ül 2. 1 142 -01
97 2.1691 -01 6.9548 -01 9 8750 -01 2.U861 -01
1» /î*S70 6.9031 -0 1 V 8109 -01 2.0588 -01
99 2.1953 -01 6.8528 -01 9 7434 -01 2.0322 -01
50 .2.1339 -01 6.8037 -01 9 6874 -01 2.0062 -01
SI 2.1227 -01 6.755V -01 9 6279 -01 1.9809 -01
52 2.1119 -01 6.7093 -Jl 9 5698 -01 1.9562 -01
S3 2.1019 -01 6.6638 -01 9 5131 -01 1 .9320 -01
59 2.0911 -01 6.6199 -ül 9 4577 - n i 1.VU84 -01
55 2.0811 -01 6.5760 -01 9 4035 -01 1.0854 -01
56 2.0719 -01 6.5337 -01 ? 3506 -01 1.8628 -01
57 2.0618 -01 6.4923 -01 9 2988 -01 1.8408 -01
58 2.0525 -01 *..*518 -01 9 2481 -01 1.8193 -01
59 2.0935 -01 6.4122 -Cl V 19*5 -01 1.7982 -01
60 2.0396 -01 6.3735 -01 9 1499 -01 1.7776 -01
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clones de factores ( kcli)/ que estan realmente siendo
empleadas en los distintos sectores ^ N  . Puesto que
en el instante inicial existe un cierto nivel de desempleo
M
DSMPCi) = ^(4) - ^  &  H) , es logico tomar como limites
;=4.
minimos, asimilables a cero, de las productividades margina­
les del trabajo, los correspondientes a dichas combinaciones.
De lo contrario, el nivel inicial de desempleo podrla re- 
ducirse mediante la incorporaciôn, todavla eficaz, de mâs 
fuerza de trabajo a algunos de los sectores*
Llamando P H N îx, a las productividades marginales del fac 
tor trabajo correspondientes a la combinaciôn inicial de fac­
tores, las restricciones (^ ) adoptan la
forma analitica : Q ,
-fx
Es decir, dada la dotaciôn de capital de un sector i ^  
ÇlJrHyK/j en cualquier instante t * ^ /T , es posible
llevar lor niveles de empleo solamente hasta aquel valor (^t) 
para el que la productividad marginal del trabajo alcance el 
vale^ mlnimo P M  M(,
Mientras subsista una sitüaciôn global de desempleo, la 
restricciôn serâ activa en todos los sectores. Pero es preci­
so plantearla en la forma desigualdad porque es posible que 
se geperen trayectorias correspondientes a estrategias de dés­
arroi lo que, absorbiendo el desempleo total, hagan que la res­
tricciôn deje de ser activa en algunos sectores por lo menos.
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En tal caso, el propio sistema de optimizaciôn deberâ disr 
tribuir la cantidad total de trabajo entre los distintos 
sectores, sin que se alcancen necesariamente en todos ellos 
los valores .
Insistiendo en esta idea, el valor re
présenta el nivel de empleo del factor trabajo asociado a 
unas determinadas dotaciones sectoriales de capital, sino 
la mâxima cantidad de trabajo que es fisicamente posible 
emplear con taies dotaciones.
Dentro de esta cota mâxima, el valor ôptimo de las com­
binaciones de factores capital-trabajo realmente empleadas 
en cada instante depende de las funciones de producciôn y 
del objetivo adoptado, y serâ determinada en cl proceso de 
optimizaciôn,
Los niveles de producciôn deterrninados por las funciones 
expuestas, se distribuyen de acuerdo con 1rs:
5. SCUACIOrES DE DISTRIBUCION
Son del tipo input-output como las utilizadas en los mo­
delos lineales. Al representar de esta forma las exigencias 
en productos intermedios necesarios para llevar a cabo el 
proceso productivo descrito no consideramos substituciones 
entre los mismos. Tal hipôtesis puede mantenerse con los ni­
veles de agregaciôn de un modelo de este tipo. 
Matricialmente las expresamos como:
+ D(^(t) F w(fe) = A^(t) + E>î(y + ect) f cet)
o bien :







vector de los niveles de producciôn en el 
periodo t.
matriz de propensiôn marginal a importar para 
aténder las necesidades en bienes intermedios 
del proceso de producciôn.
hfl(W ; cantidades de bienes importados no relaciona- 
dos con el proceso productivo, periodo t# Su 
toma en consideraciôn explicita esta relacionada 
con las restricciones sobre la trayectoria que 
se exponen posteriormente.
matriz input-output.
matriz de coeficientes de capital.
( bjj = cantidad del bien i necesaria para 
realizar.una unidad de inversion a efectos de 
aumentar la dotaciôn de capital del sector j)
vector de niveles de las actividades de inver- 
siôn en los distintos sectores, periodo t.
Cft) : vector de exportaciôn periodo t.
: cantidades destinadas al consumo, periodo t.
Observese que la divisiôn en sectores del sistema econô- 
mico inducirâ estructuras particulares en las matrices A y 
B. En particular, si la producciôn del sector i no con- 
.tribuye a la formaciôn de capital de ningûn sector, la fila
, 1 ae matriz estara constituiaa por ceros. una 
fila de la matriz A es nula, el sector correspondiente no 
produce bienes intermedios. Si una misma fila i es identi- 
camente nula en ambas matrices, el sector i solamente pro­
duce bienes de consumo final.
Las ecuaciones de distribuciôn asi especificadas, son 
complementadas con algunas de las siguientes
6) RESTRICCIONES SOBRE LA TRAYECTORIA
4
C i W >  a  (t)
v t
Estas restricciones representan la preocupaciôn de no 
sacrificar,por debajo de un cierto nivel, los niveles de 
consumo al proceso de capitalizaciôn. En otras palabras, 
nosppar.ece importante incluir entre los objetivos, la con 
secuciôn de un nivel minimo de consumo.
ïi (t) >0
Implicando que no es posible descapitalizar ni efectuar 
importaciones con signo negative ( las exportaciones han 
sido tomadas en cuenta independientemente ). Es de senalar 
que analiticamente hablando, no derivan automaticamente de 
la estructura del problema, debiendo ser tomadas en cuenta 
explicitamente
^  fi w  i P w  g w  » P w  P-î*
id
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Restricciôn con la que se explicita el abandono de la hipô­
tesis de pleno empleo. La evoluciôn de la fuerza de trabajo 
se supone dada exdgeüpamente a partir del estado inicial, con 
un ritmo de crecimiento c[P •
Tal restricciôn instantanea la convertimos, a efectos de 
resoluciôn del modelo, en la ecuaciôn que define el nivel 
de desempleo.
N
D S M P ( t ) r
1=1
co. D 5 M P ( t ) ÿ o
4  ï*(l)
donde représenta el nivel de deuda exterior en el pe­
riodo t.
Esta restricicôn instantanea substituye a la condiciôn 
terminal dada por Kendrick . Con este plan-
teamiento, la deuda exterior podrla alcanzar cualquier ni­
vel, por elevado que fuese, durante el periodo considerado, 
con tal de que tomara un valor limite Q al final del
mismo,
Puesto que existen factores institucionales que limitan 
fuertemente los niveles de enduedamiento exterior de un 
pals en desarrollo, extendemos la restricciôn que représenta 
tal circunstancia a todos los periodos considerados, in- 
cluyendo al ûltimo de ellos y no solamente a este,
. Una vez mas, observese la relaciôn entre el realismo en 
la formulaciôn del modelo y las posibilidades de resoluciôn 
del mismo, Como es reconocido explicitamente, la adopciôn 
de tan irreales hipôtesis acerca del comportamiento de los
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niveles de empleo y de deuda exterior, se debe a la nece- 
sidad de evitar formulaciones que incluyan restricciones 
desigualdad y sus problemas computacionales asociados. La 
posibilidad de analizar problemas de control con tal tipo 
de restricciones es quien permite formular hipôtesis mas 
realistas.
La evoluciôn de ((t) estâ ligada a la evoluciôn del sis 
tema mediante la ecuaciôn de estado representada por la :
7) ECUACION DE EVOLUCION DE LA DEUDA EXTERIOR.
{{t)r r(fc -i) f
+ T  (du W -  6 i (t; + t r I ( U
donde:
: nivel de deuda exterior, periodo t,
|DE^ ; tipo de interôs sobre la deuda exterior
: elementos diagonales de la matriz D,
P  : vector fila de las propensiones marginales a im­
portar ligadas a los niveles de las actividades
de inversion
Esta ecuaciôn encierra las siguientes hipôtesis :
— las importaciones se dividen en très clases : de
bienes intermedios, de formaciôn de capital y dedica- 
dos al consumo, representadas por los términos 
2T • La necesidad de satisfacer las
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• restricciones instantanées IC/ 1^/
induce a considerar las importaciones representadas 
por M ;  (b)
— los intereses sobre la deuda exterior gëneran nueva 
deuda exterior al igual que por otro concepto.
- la ûnica forma de reducir deuda exterior es mediante 
el desarrollo de las actividades de exportaciôn, Ello 
séria utôpico y no tendria en cuenta la ayuda interna- 
cional ni otras formas de prestamo si no fuera porque 
no se exige en el modelo el equilibrio de la balanza 
exterior. En su lugar se introducen las restricciones 
ya enunciadas ^
8) ECUACIONES DE FORMACION DE CAPITALv
Si admitiéramos la ausencia de rigideces estructurales 
y de rendimientos decrecientes en el proceso de formaciôn 
de capital, taies ecuaciones las escribiriamos en forma 
vectorial:
k + i ( U - P P C  • KCt)
donde el ûnico elemento de nueva definiciôn es el vector 
linea DPC formado por los ritmos de depreciaciôn del 
capital en los distintos sectores,
Ello implica suponer que:
— todos los recursos dedicados a las actividades de in- 
versiôn se traducen integramente en un aumento por la 
misma cuantîa de la dotaciôn de capital del sector 
correspondiente,
- tal eficacia en la inversiôn se mantiene con ausencia 
de cualquier cota superior al nivel de I,
Ambas hipôtesis son dificiles de mantener acerca de los 
procesos de formaciôn de capital de una economia en vias
- 2 0 3 -
de desarrollo. .
Nvmierosas rigideces institucionales, falta de prepara- 
ciôn técnica y plazos mâs largos de gestaciôn que los con- 
siderados en nuestro modelo (que no incluye retardos en el 
tiempo) obligan a suponer que la asimilaciôn de la inver­
siôn es un proceso en el que :
- no es posible aumentar, en un solo periodo, la dota­
ciôn de capital en cada sector por encima de una 
fracciôn p,* del capital ya disponible :
A  Ki (t) - h  ( t Ti) - h  eu ^  /X.- K, ( t)
- el proceso de inversiôn hasta alcanzar tal limite su­
perior se realiza con rendimientos decrecientes :
Aic,(0 'f' ^
  ^ 0  — — - 0
^3 1; e u  ^  l i W
Para representar tal fenômeno, utilizamos las funciones 
no lineales que representan restricciones en la asimila­
ciôn de las nuevas creaciones de capital productivo pro- 
puestas por Dorfman y utilizado por Kendrick ( k6 )^
I
La discusiôn de este tipo de funciôn puede encontrarse 
en la referencia citada. Basta aqui senalar que el parâ­
metro es una medida de la rapidez con la que decrece
la eficacia de la inversiôn a medida que se
acerca a (^ ) , y que cuando d
la eficacia es absoluta y la relaciôn entre inversiôn y
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La ecuaciôn de acumulaciôn queda pues de la forma :
k(t) + I(0)-Ê>Pc.K (t)
Puesto que la inclusiôn, en un problema de control ôp­
timo, de variables de control bajo forma lineal en las ecua­
ciones de estado puede dar lugar a problemas singulares, 
las no-linealidades de las funciones ^(k(Ü<l(^^no presentan, 
antes el contrario, dificultades especiales de câlculo.
El modelo quedarâ completamente definido en cuanto se 
especifique el comportamiento o el caracter atribuido al 
vector ( exportaciones de los distintos sectores ).
Taies variables pueden ser considerados de distintas formas: 
- a )  Como elementos exogenamente determinados. Ello implica 
aislar de cierta forma el sistema econômico del con­
texte internacional. El anâlisis de las posibles estra­
tegias de desarrollo basadas en una actividad exporta- 
dora se limita fuertamente, a cambio de lo cual obtene- 
mos un modelo con un menor nûmero de variable de control, 
-b) Como nuevas variables de control. En este caso se hace 
preciso disponer de informaciôn, o elaborar un conjunto 
de hipôtesis,acerca del comportamiento de la demanda ex­
terior frente a los diferentes niveles escogidos para 
los contrôles 0(jb) dentro del conjunto factible de 
los mismos. En determinados casos es posible asociar 
los contrôles 6t9 y en una ûnica variable de de-
cisiôn. Por ejemplo, si se adopta la hipôtesis ( evi - 
dentemente simple pero mejor que la exogeneidad de 
^  (jk) , de la existencia de un limite superior no 
constante en la capacidad de absorciôn por el mer-
cado internacional de los bienes producidos por los dis­
tintos sectores de la economia analizada,y se admite una 
dôbil elasticidad de los precios internacionales para
'
—205—
valores de ® s e  puede substituir C&)
por GLC(k) con la condiciôn:
p L c  »
Desde el punto de vista del môtodo de câlculo propuesto,
nada se opone a utilisar, si de ellas se dispusiera, las
funciones de demanda internacional para los bienes de dis­
tintos sectores. La informaciôn por ellas facilitada deter 
minaria la eficacia de los distintos niveles de 
en la obtenciôn de rnedios de cambio exterior y condicio- 
narla el câlculo de sus valores ôptimos. En tal caso se 
considerian como variables de control independientes con :
ecu ^ 0
Para formular el problema asi expuesto como un problema 
de control, consideraremos, en el apartado siguiente, 
como variables de control.
En la formulaciôn que adoptamos, las expresiones
> serân substituidas por la nueva variable de con­
trol L  Cjû (A ^  t / y  las restricciones (6) ^ 0/
tt
C;(fc) 4 6; e u  por las restricciones
Cis't/N)
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JV. 3. 2 FORMULACION DEL PROBLEMA PB CONTROL.
El conjunto de elementos asi expuestos constituye un 
problema discrete de control ôptimo cuyas variables de 
estado son IfjCt) , Cc-^yW) y » las variables de
control son ^(t) , (t) , lift) , ,
y con las variables exôgenas f(t) "if 4)
(segûn el tipo de formulaciôn adoptada.y los datos dispo­
nibles, €%lt) puede ser considerada alternativamente co­
mo variable exôgena o de control).Consideremosla aqui co 
mo una variable de control.
Ademâs de estas variables, y a fin de explicitar la 
estructura econômica del modelo, la exposiciôn anterior 
ha introducido las variables intermedias W/
Sin embargo, efectuando las substituciones pertinentes , 
estas variables intermedias pueden ser eliminadas y todas 
las ecuaciones del modelo expresadas en funciôn de las û- 
nicas variables de estado, control y exôgenas arriba men- 
cionadas.
Para ello, , (iC- i; N) , serâ substituido en fun­
ciôn de las variables de estado K# » y control ^
mediante las funciones de producciôn:
[p:[K;(t)r ' + 0 “p*)[ÊcWj 'j
QL-iftf) 4»
tanto en las ecuaciones de distribuciôn :
C  Ct3 sr (i) - i3 I(i) +  (is) • 6(t)




* Asimismo, en la funciôn objetivo se substituirân las, 
variables intermedias C i W  » Por la expresiôn
de las variables de estado y control résultante: de las 
anteriores substituciones*
Con ello, el problema de control se plantea en los si­
guientes términos:
Dado el ESTADO INICIAL en t=l :
K i W =  k'f , f (u = r w
W  - &  (t-i/ k)
determinar las VARIABLES DE CONTROL
(L (t) U-iyH) y T-u
lîLC;U)=w.(w-ei(U
I-Ct) a'-iyM)/Cts-t/t'U
de forma que la trayectoria résultante de su aplicaciôn a 
través de las ECUACIONES DE ESTADO :
(Ctt4)= (4+lpEX) fCt) f ^
[ P z ( t ) f W ] ' ^ ]  %
L:t
+QLCc(t)] + r i N
k.-Ct+1) r 0- OPC^ ) kXW f UJ icîft)^- B * 1’
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V de evoluciôn ;
2(i*i) z P)^ (t* t T'U




(i s 2, T) , (iziyN)
. OLc*Cfc)>-efct) > (cz4^ ft)





genere un ESTADO FINAL pertenecieiite al b lance) definido
por las restricciones :
k'iCr) > le*
y de el mâximo valor a la funciôn objetivo global :
^  f) y ~  ^  p ‘j f j ( o  Wfj ij (t)
+ r3LCx(UJ 'J PJMPa;+^VT#t;[fc(T)-Jr,^j
fcsa. ,-.7
En todas las anteriores ecuaciones, el valor de C^J 
viene dado a través de las funciones de producciôn.
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Particularicemos para el problema asi planteado las con 
sideraciones del capitulo III, para analizar las ventajas 
e inconvenientes relatives de los distintos prodedimientos 
con los que puede abordarse su resoluciôn.
La existencia de numerosas restricciones desigualdad 
del tipo d  ^  X  6  b  , sugiere el empleo de un método GRG 
como el expuesto en III. 3. Este método permite ti^atar ta­
les restricciones de una forma eficaz, significativa ( re- 
cuerdese el concepto de variables bâsicas y no bâsicas) y 
sin precisar la introducciôn de variables de holgura.
Sin embargo, el método ( como todo método primal), re­
quière el conocimiento de una soluciôn factible inicial, cu­
ya bûsqueda puede constituir un dificil problema ( Vease en 
la referenda Abadie ( Al ), los procedimientos de bûsqueda 
de tales soluciones ).
La resoluciôn por el método dual de los multiplicadores 
expuesto en III. 4. 2 présenta un cuadro de ventajas e in­
convenientes simétrico del anterior. Es decir, no es preci­
so conocer una soluciôn factible de partida pero si es po­
sible convertir en igualdades todas las restricciones del 
problema, con el consiguiente nûmero de variables de holgu­
ra suplementarias asi generadas.
Sin embargo, dada la forma en que se présenta el problè­
me estudiado, la introducciôn de variables de holgura posi­
tivas puede ir acompanada de un proceso de substituciôn y 
eliminaciôn de variables que permita no aumetitar excesiva- 
mente el nûmero de las mismas.
Por otra parte, el método dual de los multiplicadores
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( como todo método dual con respecto a un método primal ), 
tiene a su favor la mayor simplicidad numérica de su pro­
ceso de câlculo. En particular, la soluciôn del problema 
de control aqui planteado no requiere mas que una serie de 
multiplicaciones vectoriales y un proceso de bûsqueda uni- 
dimensional. En cambio, el método GRG propuesto, a pesar 
de su estructura escaloiiada en el câlculo del gradiente re 
ducido, requiere la soluciôn de sistemas de ecuaciones no 
lineales e inversiones de matrices.
El anterior planteamiento del problema précisa de muy 
pocas modificaciones cara a su resoluciôn mediante el mé­
todo GRG. Concretamente basta con introducir variables de 
holgura positivas para convertir en igualdades las restric­
ciones desigualdad donde intervengan mâs de una variable. De 
acuerdo con ello, las restricciones:
Ci(t)>Ct*(t) Ci-'tyN) i/T-v
Êl ( t )  4  (KUk)) U'T/U a=2.T-a>
((t) - 21 >0
se convierten en :
Ci(t)- HCx(fc) r Ci*(U 
ÊiCt) f HCiU)r
-  22 -  P3MKUs o
con las restricciones adicionales del tipo C t < x ^ b :
■HCtCU J
O J M P C t l ^ O  (6s 2,T*2^
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Las relaciones + r permit en la elimi.-
naciôn inmediata de las variables 8c(t) qne serân substi- 
tuidas en todas las expresiones donde aparezcan por
H8c(t^ y su valor calculado a posteriori
a travês de la anterior igualdad. Rvidentemente, las demas 
igualdades podrian tambiên utilize±ô.e para eliminar otras 
variables, pero el proceso no siendo tan inmediato, pasemos 
a considerar el nûmero total de variables y restricciones, 
otras que las del tipo que aparecerian en la so-




ts'l/THl i W  {
OLCitt)





Parametrizado en funciôn del nûmero de sectoî'es y del 
nûmero de periodos de tiempo, ello équivale a un total de
5 ’N T -  6 N f  2 T - 3  variables.
NUMERO DE RESTRICCIONES OTRAS QUE ( l 6 X & b  '
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. Ecuaciones de estado : CX^ 4)
Restricciones de consume minime : NCT*'1)
Restricciones de utilizaciôn del factor trabajo : (T—2)
Lo que équivale a un total de 2.MT-2 N  f*2T^3
Para Pijar ideas, un plan extendido a un horizonte de 
20 periodos de tiempo y un nivel de desagregaciôn de cuatro 
sectores implicaria la resoluciôn de un modelo con 413 va­
riables y 189 restricciones otras que las del tipo .
Extenderlo a 30 periodos implicaria la consideraciôn de 633 
variables y 289 restricciones.
Por el contrario, un intente de soluciôn por el mêtodo 
dual de les multiplicadores exige una reformulaciôn y adap- 
taciôn previa mâs laboriosa: Este es el objeto del siguiente 
apartado.
IV. 3. 3 RESOLUCIOH POR EL METODO DUAL DE LOS MULTIPLICA­
DORES.
Como en el anterior planteamiento, el conocimiento del 
estado del sistema permite dejar de considerar como taies 
a las siguientes variables:
few
DJMPC-t)
que quedan fijadas en les va lores tomadas como dates.
Para evitar una restricciôn explicita {X^ù) de positi- 
.vidad sobre las variables de holgura que se introduzcan.
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estas se expresaran ahora como cuadrados de variables.
Sin embargo, a fin de limitar el nûmero de variables de 
holgura a introducir, algunas de las restricciones del ti­
po 0 L $ p u e d e n  ser tomadas en cuenta implicite - 
mente. En efecto, asi ocurre con las restricciones de posi- 
tividad en los factores de producciôn:
6cC0 ICcCfe) z o
i t z 2 , T )
que pueden ser consideradas mediante la définici6n de las 
funciones de producei6n de forma tal que generen niveles de 
producciôn nulos cuando uno, u ambos,de los factores, tome 
valores negatives.
Por su parte, las restricciones :
N N





k(t) 4  i * C 9  c t~2,'T
kt(T) >  ifi* 0
se convertirên en igualdades mediante variables de holna^ra 
positivas que permitan, a su vez, la eliminaciôn de parte de 
ellas. Una vez introducidas dichas variables , las ecuacio-
-214-
nés résultantes son : .
N M
>j y btj Ij (t) + HCxW = Ce (y
j»i j»i
3 to  t HÈ>(t) = k(lrift))
N
4 fect) - WD3Mp'(t)rO
jû%4
f  BLCi(t) - W BLCi'ft) % - e?9 
Ê J(t)+Uï\t) •= ï*(t)
7 l<i(T)-HKTi-r kTi*
Las ecuaciones 2,3,5,6 y 7 permiten la eliminaciôn in­
mediata de las variables %;(t) , 6i(0 , BlC< ((r) y f(k)
respectivamente. Pin aeuellas ecuaciones ciel modelo donde 
aparezcan , estas variables serân substituiclas por las ex- 
presiones derivadas de las anteriores ecuaciones :
Ii(i) -
OLCi(t)= WBLCiHt)-e*(t)
H  t o
b w =  k / +  HifTi*
y su valor calculado"a posteriori"mediante las mismas e-
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cuaciones.
En particular, las ecuaciones 1 y 4 quedan, despuês de
efectuar dichas substituciones, de la forma:
N
D  Y - F'j - Y + h o l o H o -  e*(b).c^ ct)r w c ' m
jïi j M
N
g ( t ) C k  w -  H ecYé)) r  H D 5 M p Y O  
Ùi
sin efectuar las substituciones y eliminaciones que no 
sean tan inmediatas como las citadas, el problema*: queda 
definido en funciôn de las ûnicas variables:
WCdk)
HliW
t  = ^ /T-1
HOLCiCO
H eut) fe=l,T-1
k  (t) i  ~ 4/ N
flDSMfiCt) l=2/T1
H Ut) t  =
HtCTi t  = 4/N
como el de : Max 3 =
•iLr M 1 T-1 N
■ / 0^9^/ [ c/ct)+HaV)] aHWMp'co+VvTifiHKii'
. 4 n ^  -  J
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bajo las restricciones :
IM
1) c*ct) + HCiCt) kj Hl/a; m u c^C t)-e *d )
jîl J.-1
(â =4,w;
en la que : (gX
Pj) Ud ■'j ■'
Ji k j ( t)^0 Y  ^ j
=  oJi kTjCt)<o o  Ji ( • ? ; ( « ) - H  f j U X o
r r f W ^ ki,(fc4-0 =  (4- T>PCi) ti(t) + k < ( t ) h -  (4 4- -  J '
(é - 4/ n)
(-t='f/T-2) 
H K T i ' z  0-ï>PC2)iCi(T-i)+^. k’i(T.i) 
(i-'f/N)
3) =(4 + |t>EX)(iYt)-iHifVt)) +
+  E  [ d t ^ i U )  f  W B L c Z c q - e l w ]  + f H l Y t ;
î*l(t =1/T~l) ^
4) = ((t)- % 2  L L d c i C t O - W g c Y t ) ]
(t--<2/T-4)
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El nûmero total de variables y de restricciones ( todas" 
las existentes son ahora del tipo igualdad ) que contiene 
esta formulaciôn es:
NUMERO DE VARIABLES: JTN-&N f 2T-3
NUMERO DE RESTRICCIONES: 2 N T - 2 N-f*2T-3
Taies resultados muestran que, mediante los procedi- 
mientos de substituciôn y eliminaciôn empleados, el nûmero 
de variables y de restricciones a considerar son los mismos 
tanto si se utiliza un procedimiento GRG como el mêtodo dual 
de los multiplicadores. En el caso de GRG habrlan restric­
ciones adicionales de la forma Ol^X^b que son tomados 
directamente en consideraciôn por el proceso de câlculo, 
mientras que, de emplearse el mêtodo dual de los multipli­
cadores, es precise efectuar una etapa final de câlculo para 
deducir los valores de las verdaderas variables del problè­
me a travês de las ficticias emnleadas en la rcsoluciôn.
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•IV. 4 LOS LIMITES DE UNA SOLUCION GLOBAL.
Se habrâ observado que, ni un mêtodo GRG ni el mêtodo 
dual de los multiplicadores, producer ningûn tipo de des- 
composiciôn estructural del problema.
Ciertamente, el mêtodo GRG aprovecha la estructura del 
Jacobiano de las restricciones, para calcular. secuencial- 
mente las componentes del gradiente reducido. Pero la solu 
ciôn se obtiene de forma global al calcularse conjuntamente : 
los componentes del vector x.
For su parte, el mêtodo dual de los multiplicadores , 
aunque radicalmente distinto en su concepciôn y proceso de 
câlculo, no llega a producir una descomposiciên de los pro­
blèmes del primer nivel en subproblemas locales. El proceso 
de modificaciôn del vector primal se realize conjuntamente 
en todas sus componentes y la soluciôn sigue presentando un 
caracter global, a pesar de la inspiraciôn dual del algorit- 
m.o.
Hemos visto el elevado nûmero de variables y restriccio­
nes que nos vemos obligados a considerar simultaneamente en 
el empleo de taies mêtodos. Cuando Kendrick y Taylor ( %&) 
resuelven ( en 1970 ) un modelo sin restricciones con cuatro 
sectores y 30 periodos de tiempo, apuntaban la posibilidad 
de resolver mediante taies procedimientos problemas de un ni­
vel de desagregaciôn de hasta 10 sectores. Abadie y Robert 
( Al )» al resolver en 1973 un problema con el mismo nûmero 
de sectores y periodos, recogen tal posibilidad aunque la 
complementan con un cauteloso comentario:"...la considêra- 
.tion de problèmes ayant, disons, 10 secteurs, est parfaite-
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ment envisageable,... Il ne faut pas se dissimuler cepen-^ 
dant qu'il s'agit d'un problème difficile. Avons nous 
même atteint la solution optimale du problème à 4 sec - 
teurs ? ".
El mêtodo dual de los multiplicadores, al no efectuar 
inversiones ni soluciones de sistemas de ecuaciones, pue- 
de ser,quizâ, menos sensible al aumento del nûmero de va­
riables. Pero la consideraciôn de niveles de desagregaciôn 
que no sean simplemente académicos, producen nûmeros de va 
riables y restricciones demasiado grandes para que un méto 
do global de resoluciôn pueda ser indefinidamente aplicable.
Estas consideraciones, que son de naturaleza exclusiva- 
mente tccnica o numêrica, demuestran la necesidad algorit- 
mica de un proceso de descomuosiciôn que permita substi­
tuer el problema global por una serie de problemas de me- 
nores di~pnsiones.
Si del nroceso de resoluciôn, pasamos a considerar la 
e s truc tv.r a econômica del modelo, la soluciôn global del 
mismo aparece como igualmente poco deseable. En efecto, to 
do intento de soluciôn de este tipo représenta hipôtesis 
irreales,y es, conceptualmente poco ilustrativo.
Desde un punto de vista estructural, la autoridad deci- 
soria no puede suponerse concentrada en las manos de un so­
lo centro. La funcional objetivo, caso de considerarse como 
ûnica, no es sino la agrègaciôn de un serie dé objetivos pc<r 
ticulares de los distintos subsistemas que sea posible dé­
finir en la estructura del modelo. Taies subsistemas estando 
evidentemcnte relacionados entre si por un conjunto de res- 
.tricciones comunes.
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, Ello indica la necesidad conceptual de descentrailzar . 
el proceso de optimizaciôn. Desde esta ôptica, el proble­
ma que se plantea es el de cdmo resolver ( si ello es po­
sible) el problema global, dejando que los subsistemas 
(centres locales de decisiôn) resuelvan sus problemas lo 
cales mediante la adopciôn de decisiones relativas ûnica 
mente a su propio funcionamiento, de forma tal que se sa 
tisfagan las restricciones globales que los interirelacio 
nan.
Ambas series de consideraciones, la algoritmica y la 
conceptual, conducen pues a las mismas conclusiones bajo 
los nombres alternatives de descomposiciôn-descentraliza 
ciôn, El primero aparece asî como la traducciôn numêrica 
de una realidad estructural, o el segundo como la inter- 
pretaciôn econômica de un proceso de câlculo.
En eualquier caso, lo expuesto nos conduce a conside­
rar necesariamente varies centros de decisiôn, asociados 
a la descomposiciôn en- subproblemas que la estructura del 
modelo permita realisar, y al abandono de los mêtodos glo 
baies de resoluciôn.
Se observarâ que esto es lo que pretende realizar el 
algoritmo dual del capitule III. 4. 3. La diferencia con 
el enfoque aqui expuesto es que la ûnica estructura que 
tal algoritmo explota es la propia estructura dinâmica del 
problema de control, los subproblemas considerados siendo 
los ficticios asociados con cada instante discretizado del 
tiempo.
Al analizar problemas concretes, es posible descubrir 
restructuras mâs ricas, que permitan considerar subsistemas
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êconômicamente mâs significativos y descomponer el proceso 
de câlculo en niveles mûltiples.
Este tema es desarrollado en el siguiente capitule,donde 
los mêtodos jerârquicos de control son expuestos y empleados 
en un planteamiento multinivel del problema de Kendrick y 
Taylor modificado, Asimismo, recogemos y desarrollamos las 
consideraciones del capitule III acerca de las condiciones 
de aplicaciên de taies mêtodos y el valor de la informaciôn 
por elles generada.
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CAPITULO V
DGSCSNTRALIZACIOI'T ESTRUCTURAL POR DESCOMPOSICION J3RARQUICA 
DEL PROBLSm DE CONTROL
"... The combination of centralized 
management and economic indepen. 
dence of the parts, constitutes 
the essential road to^-ards the • 
improvement of the national -ecO' 
nomies".
Fedorenho. (f2).
V. 1 INTRODUCCION. LOS SISTPNAS MULTI^'IVFLES DP
V. 2 ALGORITKOS JPRARQUICOS DP CONTROL OPTING,
V. 3 PLANTEAMIENTO DESCENTRALIZADO DEL MODELO DINAMICO
PLANIFICACION.
V. 4 POSIBILIDADES, LIMITES E INTERES DE LA APLICACION
DEL METODO.
V. 1. INTRODUCCION. LOS SISTEMAS MULTINIVSLSS PB CONTROL.
De todas las hipôtesis sirplificatorias que encierra 
el planteamiento del modelo de planificaciôn multisectorial 
expuesto, la mâs irreal e indeseable es la de la existencia 
de un centro de decisiôn ûnico del que dependen todas las 
variables del sistema econômico.
Dos lineas fundamentales de desarrollo pueden seguir 
los intentes de introducir centres de decisiôn multiples 
en problemas dinâmicos de planificaciôn.
La primera de ellas es considerarlos cono-juegos dife­
rencia les . Cada uno de los centro s de decisiôn inm.ersos e 
interrelacionados en la estrûctura del sistema global posoe 
una funciôn objetivo propia y sus intereses estân, o al me­
nos as! lo creen, en relativa contraposiciôn con los de los 
demâs centros. El tipo de soluciones que pueden buscarse 
1 problema depend e de la actitud supucsta de los centrez 
de decisiôn y suele consistir generalmonte en cl câlculo 
de trayectorias de equilibrio de Nash o, si los centros :- 
doptan una actitud cooperative, en la bûsqueda de trayecto- 
rias de Pareto.
• La mâs interesante realizaciôn en esta llnea es sin du- 
da el trabajo de Pau ( P) ) presentado en la IPAC/lPORS Iin­
ternational Conference on D^mamic Modelling and Control of 
National Economics do Julio de 1973. En este trabajo, c - 
lificado de "beautiful" por Kendrick en ( Aie), Pau calcula 
lâs trayectorias de Nash de un modelo tipo Kendrick de 4 
sectores de la economia danesa, en el que cada uno.de los 
sectores es considerado como un centro de decisiôn con uns 
funciôn objetivo propia. Se trata sin duda de una linea ce
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desarrollo de extraorainario interos, a pesar de las nume- 
rosas dificultades de câlculo asociadas. Las referencias 
( K12 , V2 ) constituyen otros ejemplos de la misma,
Podriamos decir que la ôptica no cooperative que supo- 
nen estes modèles los hace mâs propios de un intento de mo- 
delizaciôn de una economia capitalista. En modèles desti- 
nados a, o que parten del supuesto de,economies planifica- 
das, no parece tener mucho sentido que la contraposiciôn 
de intereses de las partes intégrantes del sistema no haya 
side objeto de una negociaciôn (u imposiciôn) polltica pre­
via que haya permitido définir un objetivo comûn a todo el 
sistema a partir de los objetivos de las partes. Es decir, 
en una economia socialista planificada es posible suponer 
que las partes han constituido una "entente” y que el obje­
tivo global se concibe como una combinaciôn aditiva de los 
intereses respectives de cada una de ellas.
En este sentido, la bûsoueda de trayectorias de Nash
no présenta un interôs especial y la llnea "juegos diferen- 
ciales" cede la impor'tancia a los mêtodos de d e s comuosieiô n
jerarquica o de control a niveles multiples.
Tales mêtodos, estân siendo desarrollados para la re­
soluciôn prâctica de problemas de control ôptimo de siste­
mas dinâmicos de elevada dimensionalidad que esten consti- 
tu.dos por subsistemas interrelacionados. Muchos de los 
sistemas dinâmicos encontrados en la prâctica poseen este 
tipo de estructura, que esquematiza la figura n9 FV.l
Los subsisteras estân interconectados porcue los out­
puts de cada uno de ellos son, en parte, inputs de los de­
mâs. Cada subsistera posee sus inputs o contrôles propios
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FIGURA FV.l
que le llegan independientemente de los demâs subsistemas, 
y parte de sus outputs se diriger al exterior del sistema 
global donde, presumiblemente, presentan un determinado 
valor. Esta situaciôn es la representada en la figujra FV. 2
FIGURA FV.2
La descomposiciôn en subsisteras interrelacionados in­
duce a imaginer una descomposiciôn del proceso de control 
del sistema global, a travês del establecimiento de unas u- 
nidades autônom.as responsables de las distintas partes, que
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actuen bajo la supervision o coordinaciôn de un centro je- 
rârquicarente superior que sea consciente de las interrela- 
ciones existentes entre ellas.
Evidentemente, la descomposiciôn del problema en nive­
les jerârquicos no tiene porque limitarse a dos de ellos. 
Un esquema idealizado con très niveles de control de un 
sistema es el representado por la figura FV.3
FIGURA FV.3
Para una exposiciôr detallada de la desconposiciôn de 
sistemas en estructuras jcrârquicas, es ^^ reci ver la obra 
bâ s'ica de Mesarovic, NacAo y Takaliara ( M? ) que suponcmos 
conocida del lector en sus lineas fundamentales.
Intuitivamente surge la idea de asimilar los subsiste­
ras interrelacionados que componen un sistema econômico na- 
cional a los distintos sectores on que se desagrega tradi- 
cionalinente la actividad del conjunto.
Los mêtodos jerârquicos de control a niveles mûltiples 
nos interesan especialmente porque pueden permitir asociar 
la necesidad numêrica de descomuosiciôn con el proceso de 
d e seentralis aciôn correspondicnte al reconocimiento de la 
existencia en el sistema econômico de centros locales de de-
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cisiôn dotados de amplios niveles de autonomîa,
Algvmos de los mêtodos de control ôptimo por descom­
posiciôn jerérquica estân intimamente relacionados con los 
mêtodos duales de descomposiciôn en programaciôn matemâti- 
ca. En el siguiente apartado de este capitule exponemos el 
proceso algoritmico de uno de los mâs interesantes mêtodos 
de descomposiciôn jerârquica, perteneciente al tipo de los 
denominados "mêtodos infactibles". En el apartado V, 3, 
lo aplicamos a un planteamiento descentralizado del modelo 
de planificaciôn dinâmica del capitule IV.
Es precise distinguir claramente la diferencia entre 
los mêtodos de descomposiciôn jerârquica a los que nos re­
fer imo s y a otros tipos de algoritmos que usan sistemas de 
precios en el mecanismo de descomposiciôn-coordinaciôn.
El mêtodo de descomposiciôn de Dantzig y Wolf, nor 
ojomplo, no doscentraliza comnletamonto el proceso de so­
luciôn, puesto que la responsabilidad final del proceso de 
decisiôn corresponde a la autoridad. central ("master pro­
gram" ) . Este détermina la soluciôn ôptima del problema 
conjunto mediante combinaciones convexas de las propuestas 
presentadas por los su.bprogramas. Si bien détermina en co­
da iteraciôn nuevos sistemas de precios que son remitidos 
a los subproblemas, estos solamente tienen el derecho de 
elaborar propuestas de soluciôn sin que tengan que ser ne­
cesariamente incluidas en la soluciôn global que es elabo- 
rada por el programs principal.
Los mêtodos jerârquicos del tipo que aqui exponemos 
pretendon compléter la descentralizaciôn aumontando la au- 
toridad/de los centros responsables de las partes. La de-
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terminaciôn de los valores ôptimos de las variables de de­
cisiôn les correspondent a ellas, a cada una dentro de su 
propia esfera de actividad. La autoridad central efectuarâ 
una labor coordinadora que solamente se traducirâ en gene- 
raciôn de sistemas de precios de una pequeha parte del nû­
mero total de variables del sistema,
El mêtodo estâ dotado de una rica interpretaciôn eco­
nômica que exponemos en los dos apartados siguientes, pero 
dado lo ambicioso de su planteamiento, no es de extranar 
que no sea aplicable a todos los casos. •
Solamente lo es cuando el Lagrangiano.del problema 
global posée un punto de silla. Sabemos que la convexidad 
del problema es una condiciôn suficiente para garantizar 
su existencia y por lo tanto la aplicabilidad del mêtodo.
En el punto V. 4 -analizamos las condiciones de anlicaciôr. 
mâs alla de las condiciones suf5 cientes representa da s ^or 
la convexidad. Por otra parte, do aeuordo con los razona- 
mi en tos expuestos en el capitule III, analizamos cl valor 
de la informaciôn generada por el cmplco de tries mêtodos 
aunque de su aplicaciôn no se obtenga la soluciôn al pro­
blema especificamente planteado.
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IV. 2. ALGORITMOS JERARQUICOS PB CONTROL OPTIMO.
Una creciente literature desarrolla algoritmos jerâr­
quicos de control, tanto para el caso discreto como el con­
tinue. Los mêtodos propuestes pueden clasificarse en très 
grandes categories; las dos primeras de las cuales son so­
lamente aplicables a problemas con objetivo global separa­
ble :
1) Mêtodos "factibles" ("feasible methods")
Se caracterizan (y a ello deben su denominaciên), 
porque los sistemas de control generados en cada i— 
teraciên, satisfacen todas las restricciones del pro­
blema. Pero su aplicaciôn estâ limitada a problèmes 
que poseen un nûmero de variables de control mayor 
o igual que el nûm.ero de interconexiones. Una com­
pléta exposiciôn de taies mêtodos es la dada por 
Pearson ( p4 )
2) i 61 odos " i n. fact i b 1. es" ( "infea sibi.e r'otl'iodr")
Con ellos, las restricciones globales solo son s"t's- 
fechas por la soluciôn ôptima, nor lo eue no es "po­
sible utilizar los sistemas de control generados en 
las iteraciones previas.
3) Mêtodos m.ixtos (Titli ( g4 , G5 ))
Son especialmente ûtiles en su aplicaciôn a proble­
mas cuyo objetivo global no es separable. Tampoco 
consiguen la satisfacciôn de todas las restricciones 
hasta que el ôptimo es alcanzado. Pueden pues, ser 
considerados como una subclase de los mêtodos infac­
tibles.
Limitândonos al caso de objetivos separables, los mêto-
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dos infactibles son especialmente interesantes por lo eco- 
nômicamente ilustrativo que résulta su proceso de câlculo 
y por el papel que en ellos juega la dualidad.
Entre ellos, los mâs interesantes por su aplicabilidad 
prâctica, son los del tipo Lasdon-Tamura ( T3 , L5 ). Como 
ya hemos indicado, el algoritmo dual del punto III. 4. 3 es 
un algoritmo Lasdon-Tamura que considéra al problema de con­
trol dotado exclusivamente de su propia estructura dinâmica.
En problemas que poseen estructuras especificas, es po­
sible efectuar descomposiciones mâs ilustrativas. Conside- 
remos de nuevo el problema discreto de control ôptimo cuya 
formulaciôn general es la e:cpuesta en el Apêndice II. Su- 
pongamos que, por la forma de su objetivo y restricciones, 
es posible considerar divididos los vectores de estado y de 
control en S grupos de componentes:
w x t f
X(t) r
X;,W
jilt) = U â (W
X;(t) Û s W
, 6 ^
taies que es posible detallar su enunciado de la siguiente 
forma : S S  T*1
con las ecuaciones de estado:
s
XiCt+4) 3 -}i CXaW/ JUiCtXt) 
X i C 0 ) =  X f
y bajo los dos tipos de restricciones:
l)





Se observa inmediatemente que, de no ser por las res­
tricciones del tipo II), el problema es en realidad la su- 
perposiciôn de S problemas independientes de control ôptimo
discreto. Ni en la funciôn objetivo de cada uno de- ellos;
T - 1
Min 3 i  = $iCx*(T)) + -Jo/t
t-0
ni en las ecuaciones (1), (2) representatives de su dinâ­
mica y restricciones especificas, intervienen las variables 
de estado o de control de los demâs problemas.
La consideraciôn global del problema es debida, ûnica 
y exclusivamente, a las restricciones del tipo (?), que des­
de ahora dcnominamos rc tricci on e ^ an i n ter con exi ôn. • Obser­
ves e que la estructura supuesta no solamiente posee un obje­
tivo separable, sino que tambiên son sep-ra.bles aditivamen- 
tc los componentes de 1a s restricciones de iut erconexiô- .
Suponiendo que el nûmero de estas sea RI, los S vecto­
res son vectores de funciones con RI com­
ponentes en cada uno de los cuales solamente intervienen las 
variables especificas del grupo i,
El Lagrangiano del problema global, rcferido a las û-
nicas restricciones de interconexiôn es :
S x - l
X) = ^  Cxi(U) t Y  +
T-1 r  X  .  n
* Ü  (4)
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donde \(M) es el vector de multiplicadores de dimensiôn RI, 
asociado en cada instante k a las ecuaciones de restricciôn.
La minimizaciôn del Lagrangiano global con respecto a 
los vectores X/M. , se descompone, sin mâs que reconocer 
visualmente su estructura aditiva, en la minimizaciôn de S 
Lagrangianos independientes, cada uno de ellos sometido a 
sus restricciones especificas (l), (2), que no han sido te- 
nidas en cuenta en la formulaciôn del Lagrangiano global y 
expresado en sus ûnicas variables :
Xilt) ,t=d.,T 
AAitfe)/ t = O/T-1
Los S subproblemas son:
Para i = 1,S
M m  §i(Xi(T)) + ÿ ~  +X(Oft:(X;(t),U;(V,t)j
b j G 1 a s re s triccionc s :
Xi (t+l) r (Xi(t), «i CO/k) (lrOyT-1)
Xi, [o) —
Ji (Xi lb)/Mitk),t) 40 
jJ(XiCT))40
El câlculo de la funciôn dual CaJ(X) = A/( ^)j
'x,u satisfaciendo 
. (1) . (î)) .
se ve extraordinariamente facilitado nor la anterior des­
composiciôn de los problemas del primer nivel, La funciôn
del segû.ndo nivel es el de faciliter una trayectoria inici^l
j
\(y^) las variables duales asociadas a las restriccio­
nes de interconexiôn y de r.odificar secuencialrente die'"a
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trayectoria para maximizar la funciôn dual.
SI problema del segundo nivel es pues:
Max Cv CX)
» 0
y el esquema del algoritmo a dos niveles, representado en 
la figura ne FV.4 es el siguiente :
a) Definiciôn de una trayectoria inicial de las varia­
bles duales X W  :
y Xz Ox T-1
b) Resoluciôn por los centros de decisiôn locales del 
primer nivel, de S problemas independientes de con­
trol ôptimo cuya - funciôn objetivo es el Lagrangiano 
local correspondiente.
c) Câlculo de la funciôn dual por simple substituciôn 
de las soluciones de los prolilemas locales en la 
cxpresiôn (<}
d) Maximizaciôn de la funciôn dual nor la autoridad 
coordinadora del segundo nivel y consiguiente mo- 
dificaciôn de la trayectoria de las variables dua­
les.
e) Mâximo alcanzado ?
SI. FIN del proceso iterative.
NO. Vuelta a b) utilizando la anterior
soluciôn de cada subproblema como punto inicial de 
las iteraciones para encontrar su nueva soluciôn.
La aplicaciôn prâctica del mêtodo puode realizarse de
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Qisrinras formas, acnonricnco ce como se crectue la resoiu- 
ciôn de los nroblcmas locales del primer nivel y cl nroblera
del secundo nivel.
Puesto que la dimensiôn de los problemas del primer ni­
vel es muy reducida comparada con las dimensiones iniciales 
del problema, cada uno de ellos puede tratar de resolverse 
mediante un mêtodo primai como el GRG o utilizando el mêto­
do dual de los multiplicadores expuesto. Pero es posible 
tratar de asociar a la descomposiciôn estructural efectuada, 
una nueva descomposiciôn temporal de los problemas del pri­
mer nivel mediante la aplicaciôn a cada uno de ellos del 
Algoritmo dual Lasdon-Tamura de III. 4. 3.
El resultado séria un algoritmo a très niveles como el 
representado en la figura ns FV.5 . En el, cada centro de 
decisiôn del segundo nivel resuelve su problema local bajo 
las condiciones impuestas por el centro de coordinaciôn del 
tercer nivel a travês de las variables X(k) , lCrD,T'l 
Para asi hacerlo, se constituye a su vez como centro coordi- 
nador de las subunidades temporales responsables de la opti- 
mizaciôn de sus Hamiltonianos instantâneos.
En el flujo general de informaciôn del proceso a très 
niveles de la figura ns FV.5 » el lector reconocerâ en cada 
uno de los elementos jerârquicos que tienen por vêrtice su­
perior un centro de decisiôn del segundo nivel (como el en- 
cerrado en trazos), a los representados mâs detalladamente 
en la figura ns FIII.8del capitulo I I I .  Sin repetir aqui% de - 
nuevo, con el detalle ya tratado en ese capitulo, el proce­
so de optimizaciôn del segundo nivel, pasemos a considerar 
el de maximizaciôn de la funciôn dual. Estas consideracio­
nes se basan fundamentalmente en las referencias (Lasdon (l3),
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Luenberger (li2 ), Schoeffer (si ) y Geoffrion (G2 ).
Dos tipos de mêtodos distintos son bâsicamente utili­
sables :
a) Los basados en la diferenciabilidad de la funciôn dual, 
La funciôn dual es facilmente calculable y sabemos que 
posee la propiedad ( l5 ) dè ser cdncava sobre cual- 
quier subconjunto convexo de su dominio de definiciôn, 
independientemente de la convexidad del problema. Si 
el gradiente de la funciôn dual con respecto a sus 
variables A(*) pudiera ser facilmente obtenido, es- 
tarian reunidas las condiciones ôptimas para la apli­
caciôn de un mêtodo del tipo gradiente, conveniente- 
mente modificado para tener en cuenta las restriccio­
nes
En general, la funciôn dual no es diferenciable en 
todos los puntos de su dominio de definiciôn, ni si- 
quiera en problemas convexes. (Para un estudio déta­
il ado de las condiciones de diferenciabilidad de la 
funciôn dual, yease Lasdon (Lj )). Si la funciôn:du- 
âl'séc.considéra diferenciable en todos los puntos de 
interês, se obtiene (l3 ) resultado fundamental : 
las derivadas parciales de la funciôn dual con res­
pecto a las variables X W  son las que se obtendrian 
si se derivara el Lagrangiano sin tener en cuenta la
dependencia de las variables primales X(K) ,
' con respecto a las variables X(^) • Es decir, efec-
tuando tal operaciôn y aplicando este resultado se 
obtiene : ^
i’i
Bn otras palabras, el gradiente de la funciôn dual 
fefe igual al valor que tomen las restricciones de inter-
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conexiôn como consecuencia de las decisiones elabo- 
radas ^or los centros del nivel (22 nivel si con- 
sideraranos la desconiposiciôn en 3 nivales )•
b) Los métodos de aproxiinaciôn tangencial.
Taies métodos, propnestos por GeofPrion ( G2 ) y mo­
no s desarrollados en la prâctica de lo que su atracti- 
va concepciôn teôrica merece, no precisan la diferen- 
ciabilidad de la funciôn dual y evitan las dificulta- 
des en la convergencia de los anteriores métodos cuanco 
la* funciôn dual posee numerosos puntos con derivadas 
discontinuas.
Taies procedimientos se basan en la concavidad de 
la funciôn dual y en el hecho de que, al minimizar el 
Lagrangiano global para un valor dado de las variables 
A W  , X  (•) , se obtiene inmediatamente un
hiperplano soporte de la funciôn dual en el punto ^C*) 
Gracias a ello, la maximizaciôn de la funciôn dual se
substituye por la resoluciôn de un programa lineal al
que se le van anadiendo restricciones sucesivamente.
La exposiciôn detallada de este tipo de métodos sé­
ria demasiado extensa y nos aiejaria de ruestro inte- 
rês bâsico. En las referencias ( L3 , G2 ) puede en- 
contrarse un extenso désarroilo de taies técnicas de 
câlculo.
Desde un punto de vista préctico, es preciso més expe- 
riencia computacional que la actualmentc disponible para de- 
terminar el alcance real de las ventajas e inconvenientes 
relatives de ambos tipos de métodos# No hay que olvidar que
no se conoce la forma analitica de la funciôn dual y por lo
tanto, es preciso resolver muchas veces los problèmes col 
primer nivel si se pretende efectuar un proceso de bûsqueca
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unidimensional en las iteraciones por el mêtodo del gra- 
diente en la maximizaciôn de la funciôn dual. Por su par­
te, los métodos de aproximaciones tangenciales requieren 
la soluciôn de sucesivos programas lineales de crecientes 
dimensiones. Ello exige disponer de subrutinas de PL y 
establecer con ellas el necesario transvase de informaciôn 
dentro de la estructura informâtica de los programas de 
câlculo.
En cambio, desde un punto de vista de interpretaciôn 
econômica, el uso del mêtodo del gradiente en la maximiza­
ciôn de la funciôn dual es especialmente interesante.
Supôngase que los distintos subsistemas que componen 
el problema global representan centros de actividad con e- 
cuaciones caracteristicas propias y que contribuyen aditi- 
vamente al objetivo global. Taies centros usan, en sus 
respectives procesos productives, unes determinados recur- 
sos comme s cuyas limitaciones estén rcnresentadas por las 
restricciones de interconexiôn :
5
\l{Ki ( Ui (y, t) à  0  fi Oy T-i)
o
I I
Bajo tal supuesto, las funciones objetivo de los sub- 
problemas locales del 1®^ nivel (los Lagrangianos locales), 
representan la toma en consideraeiôn explicita por los cen­
tres de actividad del coste de los recursos comunes que de- 
ciden emplear a lo largo de sus planes dinâmicos de actua- 
ciôn.
Para cada centre i, (i = l,s), este coste esté repre- 
sentado por el término :
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tso T%1 - <ÎX
kso Jet
que se anade a la funciôn objetivo propia de dicho centro.
En su câlculo intervienen :
1 ) las cantidades consumidas por dicho centro 1 , 
de cada uno de los bienes j (j = l,Rl) sobre 
los que pesa la restricciôn de disponibilidad 
global , como consecuencia de los valores
que ha decidido dar a sus variables de control
y los valores correspon- 
dientes de sus variables de estado 
1>T , es decir:
fcro^T-1 
J* 1/ RI
2 ) los precios  ^ J s ^  R% que
el centro coordinador del tercer nivel asigna
a los bienes sometidos a restricciones comunes.
El proceso de modificaciôn de diclios nrecios nediante 
un mêtodo del gradiente :
es claramente ilustrativo :
1) Si la restricciôn global j estâ saturada en el ins­
tante k :
_ ^
y~* tii - o
4SI
la sujna de las demandas del bien j decididas autono- 
mamente por los centros i = 1,S, en el periodo k, 
cuando el precio de dicho bien estâ fijado en j^(tJ 
agota las disponibilidadcs del mismo y no existe de­
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manda insatisfecîia. La componente correspondiente 
del gradiente de la funciôn dual es nula y en con­
secuencia, el centro coordinador le asignarâ el mis^ 
mo precio instantâneo Xj (t) dentro del siste- 
ma de precios que prepondrâ para la iteraciôn si- 
gui en te •©f'I,
2) Si la demanda no agota sus disponibilidades :
S
- \ {.■‘j UiU), ^ 0
por lo que, a travês de la ecuaciôn ( S ), el centro 
coordinador disr.inuirâ el precio propues to para la 
siguiente iteraciôn (sin anularlo necesariamente).
3 ) Si la demanda supera las disponibilidades, es decir: 
0Cu(X)^  =  Y ”  %  ( X i ( 9 ,  Udt). k) >
la relaciôn (5) inducirâ ui: aum.ento del correspon­
diente precio.
Los anteriores razonamientos no son sino la interpreta­
ciôn econômica, en tôrminos de un mecanismo de ajuste de la 
demanda por los precios, de un procedimiento numêrico de 
câlculo. Por supuesto, ni el proceso de câlculo ni su in­
terpretaciôn presuponen la existencia y unicidad de las ma­
gnitudes Ks 0/T-l . E s  posible que no e-
xista una trayectoria del vector X  tal que las soluciones 
indenendientes de los S uroblemas de control den conjunta- 
mente la soluciôn del problema global. Dejando uara el pun­
to V. 4 el estudio detallado de esta cuestiôn, analicemos
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una ultima caracteristica de los distintos sistemas de pre­
cios generados en los diferentes niveles del proceso,
Los precios de equilibrio de las restricciones de in- 
terconexi6n/X(*^X (caso de que exist an), son variables du- 
ales asociadas a ecuaciones de restricciôn instantânea que 
no poseen ningun carâcter dinâmico puesto que todas las va­
riables que en ellas intervienen se refieren al mismo ins­
tante del tiempo. Son fijados y modificados por el centro 
coordinador sin precisar el conocimiento por su parte ni de 
los objetivos ni de las ecuaciones que rigen la dinâmica 
propia de cada centro. Finalmente, los sucesivos sistemas 
de precios generados son puestos en igual conocimiento de 
todos los centros locales.
Estos, en la soluciôn de sus respectives problemas, ge- 
neran unos sistemas de precios de uso interne, puesto (pie 
no son transmitidos ni al centro coordinador (que no recibe 
sino informaciôn primai) ni a los demâs centros locales. 
Entre estos figuran.especialmente las variables adjuntas 
résultantes de la soluciôn de cada uno de los problemas de 
control, asociadas a las variables de estado de cada subsis- 
tema. Estes son los ûnicos precios que tienen carâcter di­
nâmico, en el sentido de que las variables que intervienen 
en las restricciones a las que estâh asociados, estân refe- 
ridas a distintos instantes del tiempo. También son los â- 
nicos que no estân sometidos a las restricciones de positi- 
vidad puesto que taies restricciones (ecuaciones de estado) 
son del tipo igualdad.
En el apartado siguiente, planteamos la resoluciôn des- 
centralizada del modelo de planificaciôn expuesto en el ca­
pitule IV mediante un algoritmo de este tipo, y aplicamos
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en su contexte las anteriores consideraciones. Veremos 
asi; c6mo son reproducidos por el proceso numêrico de op- 
timizaciên, la coordinaciôn de los centros, la informaciôn 
de que dispone cada uno de elles y las târeas que le son 
encomendados en la ôptima consecuciôn del objetivo global 
del ssstema.
- 241 -
IV. 3 PLANTEAMISNTO DBSCENTRALIZADO DSL MODSLO DINAMICQ 
DE PLANIFICACION.
Analicemos el modelo que fue planteado en el capitulo 
IV como un problema ûnico de control, para determiner si po­
see una estructura descomponible que permita la aplicaciôn 
de los métodos de control jerârcuico descritos. Al asi ha- 
cerlo, serâ preciso crear nuevas variables de estado y de 
control para instrumenter la adopciôn descentralizada de 
las decisiones que antes se tomaban globalmente por el û- 
nico y omnipotente centro considerado.
1.- Separabilidad de la funciôn objetivo <^lob?l.
La funciôn objetivo global propuesta :
T-l N _ iJL N
;r= y ~  -f)"^  r  oi Cicfc/M - o( > A'ftj]+
C*1
es ad i tivamente descocponible en N funciones objetivo,
cada una corresponde a uno de los sectores i, (i = 1,N):
T-i T-4
- 21 ‘ Cico'*'- + ^ 2. ^ + VTKi [kiCp- Kc*J
T-l fesi
La cantidad — tÜO » que aparece en la funciôn objeti­
vo global, puede ser eliminada y no aparecer en ninguna 
de las funciones objetivo sectoriales puesto que es una 
magnitud exôgena cuyo valor es independiente del proce­
so de optimizaciôn.
2.— Divisiôn del vector de estado v de control en subvecto- 
res especificos ce cada centro.
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jetivo, consideremos a cada sector i, (i = 1,N) como 
im centro autônomo de decisiôn. Su autoridad respon­
sable, dispondrâ del control de unas variables de deci­
siôn que le son propias y sometidas a su ûnica autori-
dad. Estas son :
I i W  (t=
BLCi(t)= WijW-Cîtfe) (bs'l,T-<)
que en conjunto agotan el vector de control del sistema 
global•
A su vez, el estado de cada subsistema sectorial
estâ representado por las variables de estado:
iC^(y = dotaciones instantâneas de
ittiyT) capital
ïl(V) = nivel sectorial de deuda ex-
terior en el periodo t.
p >que.son especîfîcas -del. mismo.
Las variables » no son sino la
desagregaciôn en los correspondantes componentes sec- 
toriales de la deuda exterior total del pais .
Estos componentes son generados por las propias trayccto 
rias sectoriales de desarrollo pero no se acumulan, 
como en el modelo global, en una ânica cantidad. .Evi- 
dentemente, sobre ellos pesa la misma restricciôn li- 
y, mitativa que pesaba sobre su suma : f ^ » io
cual darâ lugar a una restricciôn de interconexiôn.
Es de la mayor importancia senalar como el anâlisis 
descentralizado obliga a considerar mâs variables de
i
control de las que exister en el modelo global:
En este, los niveles sectoriales de consur.o no er^n 
considerados ni variables de estado ni de control. No
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eran variables de estado porque no hay una relaciôn di- 
nâmica que defina causalmente su valor en t 1 como 
resultado de la situaciôn del sistema y contrôles adop- 
tados en t. No eran considerados como variables de 
control porque al establecer la autoridad central, con- 
junta y simultâneamente, los niveles de producciôn, los 
planes de acumulaciôn de capital y las operaciones ex- 
teriores de todos los sectores, los niveles de consumo 
de estos eran simplemente las variables de holgura que 
transformaban en igualdad las restricciones de distri- 
buciôn.
Asi se obtenian las ecuaciones matriciales de distri­
bue iôn:
c Ct) = I ct) + BLc w
en donde la autoridad central determinaba simultânea- 
mente:
a) los niveles de producciôn de cada sector
a travôs de las variables de control 
y de la dotaciôn de capital existente KîCt)
(fruto de anteriores decisiones del tipo b)), y 
por lo tanto sus exigencies en bienes intermedios.
b) los recursos destinados a la acumulaciôn de ca-M
pital en cada sector 7^  bij IjCV , »
a traves de los valores de las variables de con- 
trol T*Cy
c) las balanzas comerciales no li.gadas a la inver­
sion de cada sector
Con este procedimiento de determinaciôn simultinea,
era simplemente el resto a cero de las dispo­
nibilidades de cada bien i y no precisaba ser conside-
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rado como una variable de control suplementaria.
Este enfoque cambia radicalmente cuando se deja a 
cada centro la libertad de determinar sus propias es- 
trategias de producciôn y acumulaciôn, con independen- 
cia de cuales sean los planes elaborados por los otros 
sectores.
Para que la autoridad responsable de cada sector, dé­
cida los destinos a dar a la producciôn obtenida, pré­
cisa de mâs variables de control. En efecto, una vez 
que haya satisfecho sus propias necesidades en:
a) bienes intermedios por el nroducidos ( Of/ ^ 
précisés para alcanzar el nivel escogido de pro­
ducciôn i^Ch)
b) bienes intermedios por el producidos ( ) 
précisés para desarrollar su programa de inver- 
siôn
ç) bienes por el producidos destinados al comercio 
exterior
todavîa le queda por hacer una ûltima elecciôn para ce- 
terminar en quô proporciôn iri la parte restante a s:- 
tisfacer su demanda final y en quô proporciôn serâ pues- 
ta a disposiciôn de la autoridad coordinadora del se- 
gundo nivel para satisfacer las necesidades en bienes 
intermedios de los demâs sectores.
Es preciso pues, définir unas nuevas variables de 
control Ci(t), (niveles sectoriales de consumo), que •• 
permitan instrumentar esta ûltima decisiôn. Estas va­
riables estân sometidas a las restricciones individuales
Ci*Ct) 6 Q W
y participan en las restricciones conjuntas :
-  64/ T*(tJ *■
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que pueden ser convertidas en igualdades, sin mâs que 
dar un nombre (Vî(fc)) a la variable de holgura corres­
pondiente, Esta signiPica la parte de producciôn del 
sector i que es puesta a disposiciôn de los demâs sec­
tores para que estos la utilicen como bien intermedio 
en sus respectives procesos de producciôn y acumula­
ciôn de capital.
d - a u  * d i i )  I- iCb) + BLCiCO - C i W s  VfCy
Los subvectores de estado y control de cada centro 
autônomo, que posee autoridad sobre un sector de acti-
X i  e t )  -





ik / » y
3.- Existencia de ecuaciones de estado especificas de cada 
subsistema.
La ecuaciôn de estado de cada subsistema sectorial i, 
que représenta su proceso de acumulaciôn de capital:
ICiCt*-») r (4- PPCi) ICiCO t [i ♦
ik^'iyT-1)
depende exclusivamente de variables y parâmetros carac- 
^teristicos de dicho sector.
Igualmente ocurre con la ecuaciôn de estado que repré­
senta el proceso de acumulaciôn de deuda exterior en ca­
da sector i :
k (k+1) = (i t lt>EX) k et) + di* t QIC; (t) f Til/D
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y con las funciones de producciôn : ^
i^ib)=.vii (ny*)^  [pi Hit
que representan los procesos productives de cada sector 
en lo que a inputs primaries de capital y trabajo se re- 
fiere.
4.- Sistema de Restricciones especificas de cada subsistema.
Cada sector i estâ sometido a un conjunto de restri­
cciones instantâneas especificas expresadas exclusiva­
mente en funciôn de sus propias variables :
- Positividad de la inversiôn : 1% It)^ 0
- Positividad de las dotaciones de capital:
(trWvT)
- Limitaciones en el empleo del factor trabajo:
0 4ft(Ü<|iCc,Ct)) (6« " V M
- Limitaciones en el desequilibrio de la bal'nza 
exterior .de dicho sector por actividades no li- 
gadas a la producciôn:
BLCitÜ ÿ-
- Restricciôn de consumo miniro:
CiCt)»-câ«
5 Restricciones de Interconexiôn.
Para.analizar las restricciones de interconexiôn, es 
preciso considerar los recursos limitados cuyo uso es co- 
mûn a todos los sectores y eue estos solicitan en canti­
dades determinadas por sus propios planes de desarrollo. 
Claramente, estos recursos son de très tioos:
a) La mano de obra disponible 
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w][[(;%) 6  ((y d=tT.i)




c) Los bienes producidos por cada uno de los N 
sectores.
Estos bienes estân disponibles en unas canti­
dades , fijados en cada ins­
tante t por cada autoridad sectorial i como consecuencia 
de los niveles a los que ella misma ha decidido fijar 
sus actividades de empleo, producciôn, capitalizaciôn, 
consumo y comercio exterior. Puesto que su sector de 
oriqen ya, se ha reservado la parte cue ha considerado 
pertinente de su propia producciôn, las cantidades 
soiàmente son demandadas por los sectores j / i, (j - 1,TT) 
pair a atender sus necesidades do bienes intermedios en 
sus actividades de producciôn y capitalizaciôn.
Las restricciones de interconexiôn adoptan pues la 
forma :
N N
+ 21 4  Vf (t)
Existen pues un total de N +" 2 restricciones de inter­
conexiôn instantânea, siendo ÎT el nâmero de sectores con­
siderados en el sistema econômico.
6.— Estructura aditiva de las restricciones de interconexiôn. 
Las restricciones de interconexiôn consideradas poseen 
la necesaria estructura aditiva. Para explicitarla, 




2_ ^  t) 1,T~i)
de las restricciones de interconexiôn utilizada en V. 2.
R, t = ^  t es el nô- 
mero de restricciones de interconexiôn, que alli habia
El nûmero de componentes de
sido denominado RI y que aqui es N 4- 2. Por lo tanto, 
la particularizaciôn de la formulaciôn general es:
Para t = 1, T - 1:
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La estructura desarrollada de esta ma tri z de restri­
cciones de interconexiôn (figura n^FV. 6 ), mues.tra como 
cada una de sus N columnas depende exclusivamente de 
las variables caracterlsticas del sector al que corres­
ponde.
Se observarâ también en dicha figura como los elemen- 
tos diagonales de la submatriz cuadrada (îl X  H) consti- 
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FIGURA TV.6 MATRIZ DE LAS RESTRICCIONES DE INTERCONEXION DEL 
MODELO DE PLANIFICACION.
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senta el mecanismo antes explicado por el que el sector 
i se ha r*eservado a priori la parte que precisaba de su 
producciôn. Ho concurre pues con su demanda a la. satu- 
raciôn de la restricciôn de interconexiôn referente a 
su propio producto.
Estos tôrminos nulos pueden ser substituidos por los 
segundos tôrminos de las restricciones Vf W  con signo 
negativo.
Puesto que la estructura del problema reune todas las 
condiciones para ser descompuesta, pasemos a interpretar la 
aplicaciôn del algoritmo de V. 2.
Definamos un vector de multiplicadores ^ 0 » aso-
ciado a las N + ^  restricciones de interconexiôn, Denomine-
mos a sus N + 2 componentes, de acuerdo con la restricciôn
a la que estân asociados, de la siguiente forma:
X 4C*0 = variable dual asociada a la restricciôn =
de empleo total de mano de obra en el 
instante k
^iCk) = variable dual asociada a la restricciôn =
de deuda exterior global en el instante '
k
W  = variable dual asociada a la restricciôn =
^£-4 disponibilidad del bien i en el instan-
Con el, podemos construir el Lagrangiano del problema global 
referido a las ûnicas restricciones de interconexiôn:
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fer LlTi tkZ J
^  ^  f'"’ p ^  V ' "  .1
"*/ 2 ^  k'j “ ^ (t)jJ
Este Lagrangiano global queda inmedia terrien te descompues- 
to en la suma de N Lagrangianos locales, cuya expresiôn es:






+YXi«wvi(t) -L L [ \ p c o U j u L c t j J J
(ioj
k-i k»i j y
Estos Lagrangianos son las funciones objetivo de cada 
uno de los centros locales en los que se descompone el pri­
mer nivel en la estructura jerârquica a dos niveles represcn- 
tada en la figura ns pv.4
Como en ella se observa, el primer nivel estâ constitui-
do por tantos centros de decisiôn independientes como secto­
res se hayan considerado en la desagregaciôn de la economla. 
La autoridad responsable de cada sector, construye su uronia 
estratcgia de desarrollo mediante la resoluciôn de un proble­
ma de control ôptimo, absolutamcntc independiente de los o-
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multâneamente los demâs centros.
La funcional objetivo de cada uno de los centros del 
primer nivel es el Lagrangiano local correspondiente dado 
por la férmula (lO). Las ecuaciones de estado, variables 
y restricciones de cada uno de estos problemas de control, 
son especificos del mismo.
Jerârquicamente situado por encima de los centros lo­
cales, aparece el centro coordinador del segundo nivel que 
cumple las funciones de una "Autoridad Central del Plan".
De ella depende la gestiôn de las restricciones comunes a 
todos los centros, que estos ignoran en sus procesos loca­
les. Su funciôn bâsica consiste en la modificaciôn del vec­
tor de forma que se consiga la satisfacciôn de taies
restricciones de interconexiôn. El proceso de modificaciôn 
lo efectuarâ de forma a minimizar la funciôn dualCoCXjZ
tuCAi) 5 Mou*
(observese que, a diferencia del planteamiento de V. 2, el 
objetivo primai es aquî de maximizar la funciôn objetivo).
La algorîtmica de câlculo es idêntica a la presentada 
en dicho apartado. Sin repetir aquî los pasos del proceso 
numêrico, d^m.osle una interpretaciôn econômica en el con­
texte del modelo de planificaciôn planteado. Dividimos la 
exposiciôn en los siguientes puntos :
l) Precios de bienes producidos y nrecios de bienes de ca­
pital.
Existe una serie de importantes diferencias entre ellos, 
debida.s a la forma en que son generados en el modelo.
Los precios de los bienes producidos por los distintos
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sectores son fijados por la Autoridad central del plan 
(centro coordinador del segundo nivel). Son los multi- 
■ plicadores asociados con las restricciones de disponibi­
lidad comûn de dichos bienes y A&ti 0^ , , Pero
la Autoridad central (a c p ) también fija un precio a dos 
bienes de uso comûn eue no son producidos especificamen- 
te por ningun sector : la fuerza de trabajo y las posi- 
bilidades de endeudamiento externo. Sus precios son res­
pect i vamente -A|0) y .. Al fijar— y
la ACP estâ fijando el tipo de salarie y el tipo de cam­
bio.
Este sistema de precios constituye el ûnico tipo de 
informaciôn que la ACP transmite a los centros locales. 
Estos reciben pues exclusivamente informaciôn dual. Tal 
sistema no posee una intrînseca naturaleza-dinâmica, 
(aunque si son variables en el tiempo), porque las res­
tricciones que los generan son restricciones instantâ­
neas en las que todas las variables estân referidas al 
mismo instante del tiempo.
Pôr el contrario, los precios de los bienes de capi­
tal son fijados por las autoridades locales de cada sec­
tor como resultado de la soluciôn de su propio problema 
de -control ôptimo. Tienen una intrinseca naturaleza di— 
nâmica puesto que son las variables adjuntas asociadas
h**
a las ecuaciones de estado que describen el proceso de 
acumulaciôn de capital en cada sector. No son conocidos 
de la ACP ni de ninguno de los demâs centros de decisiôn 
sectoriales {CDS).
2) Informaciôn necesaria a e informaciôn facilitada por Ccd- 
centro.
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de control ôptimo, los CDS reciben exclusivamente infor­
maciôn dual por parte de la ACP. Concretamente, esta 
les notifica el precio que atribuye al bien que el -r - 
sector produce y los precios que asigna a los bienes 
que el“CDS précisa para llevar a cabo sus planes (traba­
jo, réservas de cambio y bienes intermedios procédantes 
de los demâs sectores). Recuêrdese que los sectores 
son centros especificos de producciôn y no de consumo, 
por lo que sôlo precisan bienes intermedios destinados
a la producciôn y acumulaciôn pero no demandan bienes 
procédantes de los demâs sectores para satisfacer demandas
finales. Por supuesto, cada CDS conoce sus ecuaciones 
de estado, funciones de producciôn, objetivo y restri­
cciones propias.
En cambio, la ACP précisa disponer de una informaciôn 
tecnolôqica minima y solamente recibe una muy limitada 
informaciôn de tiuo primal por parte de los CDS.
En efecto, los foicos datos que précisa conocer son 
las matrices de input—output (matriz A) y de coeficien- 
tes de capital (matriz B) de la economia. Mâs precisa- 
mente, tampoco précisa conocer los elementos diagonales 
de ambas matrices. La informaciôn que recibe de los 
centros se limita a dos valores: sus niveles totales de 
producciôn en cada instante y los excedentes V§M
que, despuês de satisfacer todas sus necesidades, en la 
medida por ellos mismos determinada, van a poner a dis­
posiciôn de los demâs sectores, al precio A | W  fijado 
por la ACP.
3) Simulaciôn de las transferencias entre ACP y CDS.
Analizando las funciones objetivo que los CDS (los 
Lagrangianos locales) se proponen maximizar con respecto 
a sus propias variables, dado A6J , y la funciôn dual rvc
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la ACP debe minimizar con respecto a su sistema de - 
precios AC*) , dadas las propuestas primales,es po 
sible reconocer en los componentes de A W  los tîpi- 
cos precios de cesiÔn o transferencia.
En efecto, los Lagrangianos locales no son sino - 
el resultado de ahadir a la verdadera funciôn objet^ 
vo de cada sector, el balance entre el importe de los 
tien es por él cedidoB a la ACP y el coste de los fac- 
tores de producciôn que el sector adquiere a la ACP 
y que esta ha "comprado" a los demâs sectores (bie­
nes intermedios) o que gestiona central!zadamente (re 
servas de cambio y fuerza de trabajo). Los CDS fijan 
las cantidades fisicas en las que se situan los nive 
les de taies intercambios y la ACP fija los precios 
unitarios del mismo. Taies elem.entos es tan represen- 
tados por los siguientes térm.inos de la expresiôn - 
(10):
T-1
— ^  Gt W  Coste para el CDS r.e i -
tra
del factor trabajo a lo 
largo de los T-2 perio- 
dbs del plan (recuerdese 
que la situaciôn inicial 
de empleo viene dada).
T-1
Id. Id. de la disponibi- 
lidad de réservas de car 
bio en los T-1 periodos 
del plan.




Id.Id. de los bid 
nes intermedios 
procedentes de - 
los demas secto- 
res
(J//)
(Cada bien j es - 
facturado a su - 
precio- instanta­
née
decidido por la 
ACP.)
Importe que la ACP abona - 
^'1 al CDS no i por la-cesiôn -
do VjC^) unidades de los 
bienes producidos nor este.
Es decir, cada.CDS trata de maximizar su objetivo 
incluyendo on este el balance de sus transferencias 
con la ACP.
Esta, a su vez trata de minimizar la funciôn dual 
que no représenta sino el balance de -sus transferen­
cias con todos los centres.
Si la ACP utiliza un mêtodo del gradiente en la 
resoluciôn del problema en su segundo nivel, la va- 
riaciôn del sistema de precios que el algoritmo in-
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tiende claramente a conseguir el equilibrio de las - 
restricciones de interconexiôn, es decir el equili­
brio en el mercado de los bienes de uso comûn por los 
CDS. Sn efecto, recuerdese que, bajo la hipôtesis de 
diferenciabilidad de la funciôn dual, sus derivadas 
parciales con respecto a los elementos 
son los grados de insatisfacciôn de las restriccio­
nes de interconexiôn. El precio de un factor no serâ 
modificado de iteraciôn en iteraciôn sino cuando el 
mercado de dicho bien este en equilibrio, la restrie 
ciôn esté saturada y la correspondiente derivada par 
cial sea nula.
Todas las restricciones del problema se veran satisfe- 
chas en el optimo, (si este llega a alcanzarse). En rea­
li dad , las restricciones locales de los sub-problemas - 
de control en los que se descompone el primer nivel, pue 
den verse satisfechas a lo largo de todas 1rs iteracio­
nes si en su resoluciôn se utiliza un môtodo primai. - 
Cualquiera que sea el..método empleado en las soluciones 
de los problemas locales, las propuestas que los CDS de- 
ben de presenter a la ACP deben ser sus optimos globales 
correspondientes a cada propuesta de precios por parte 
de esta. Evidentemente ello plantea problemas de viabi- 
lidâd del. môtodo cuando los sub-problemas locales no son 
programas convexos.
Guardando este tema para el siguiente apartado, es - 
évidente que la convergencia se verâ facilitada cuanto - 
mâs cerca esté la soluciôn inicial de la ôptima. îTorm.al- 
m.ente, se toma O como trayectoria inicial del -
sistema de precios de la AGP. Pero si se conoce cuales
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son las restricciones de interconexiôn que serân norraal- 
mente activas, se puede définir un sistema inicial de pre 
cios mf.s acorde con las caracteristicas del problema. For 
ejenplo, en el modèle planteado, sabemos que serâ dificil 
para el sistema econômico absorber el desempleo que pade- 
ce, al menos en los ^rimeros périodes del plan. En conse- 
cuencia, es razonable tomar 20 . En cambio, los -
bienes producidos per el sector industrie pesada (l.P.) 
serân sin duda limitatives en la elaboraciôn de estrate- 
gias de desarrollo. De acuerdo con elle, el sistema ini­
cial dèbe acordar un valor no nulo al precio de dichos - 
bienes • Iqualmente debe ocurrir con el tipo de
cambio
Como lier.os indicado en la introducciôn a este capitu­
le, el procedimiento de resoluciôn per descomposiciôn je- 
rirquica que hemos expuesto, simula un comuortar.iento corn 
p 1 etanonte descentr-i^^do del sistema econômico puesto - 
que la. autoridad roi mon nivol no era ^rn^mostas — 
pri''.aies. Estas son el resulta.do de las decisiones de los 
centres de autoridad local, T mbien hemos indicado en 1^ 
introducciôn, que, desgraciada y previsiblemente, tal mê 
todo no es capaz de resolver todos los problèmes. En otras 
palabras, la estructura descomponible de un problème no - 
garantiza eue su soluciôn pueda obtenerse mediante su des 
composiciôn jerôrquica bajo un centre coordinador que ge- 
nej?e solamente informaciôn dual.
El punto bâsico es la existencia o no de un punto de - 
silla del Lagrangiano del problème global. Tal existencia 
puede garantizarsG si el problème global es un programa - 
convexe. El punto siguiente le dedicamos al anôlisis de -
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las condiciones de aplicabilidad de estos rnetodos, mas - 
alia de las condiciones de ~suficiencia representadas por 
la convGxidad,
Exponiendo el concepto de "gap" y utilizando los teo- 
rer.as de Everett, analizamos la importancia de la informa 
ci6n generada por tales métodos, aûn en el caso de que no 
obtengan la soluciôn del problema especificamente propues 
to.
V. 4 POSIBILIDADSS, LIMITES E IITTERES PE LA APLICACIOIT 
DEL METODO.
El mêtodo de descomposiciôn jerârcuica de problèmes, de 
control ôptimo que hemos considerado, pretende construir 
la soluciôn descentralizada del problème global mediante 
el mecanismo coordinador de un sistema de precios. El al- 
goritmo que lo instrumenta, es a su vos un procedimiento 
de côlculo del valor ôptimo de dichos precios, a travôs - 
de la maximizaciôn de la funciôn dual por cl centro coor­
dinador del segundo nivel.
Tal proceso de câlculo parte del supuesto de la exis­
tencia de este sistema de precios. Tero,  ^puede esta ser 
asegurada a priori para todos los problem.as que se pre ten 
da resolver ?.
Precisamente porque sabemos que la respuesta es no, es 
precise, desde un punto de vista prôctico, desglosar la - 
prcgunta en otras dos:
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que las soluciones, ôptimas localmente, propuestas por 
los subsisteras:
y X Î  (  A  (•)) , .  . C A w .)
bajo los condicionanientos por el representados, cons- 
tituyan una soluciôn del problema global?
b)  ^Como puede reconocerse la optimalidad de un sistenc
de precios generado por el algoritmo?
1 La primera de dichas preguntas no tiene una respuesta 
universaimente vâlida. La existencia solr.ente puede ser - 
garantizada a priori para los problèmes que constituyan -
programas convexos. Pero pueden tambiên existir en progra— 
mas -no convexos•
Observese que cl proceso iterative a dos niveles, (mi­
nimi zaciôn descompuesta del Lagrangiano global con respec 
to a las "variables primales 4- maximizaciôn ce la funciôn 
dual con respecte a las variables duales), csti diseflado, 
no para accéder directamente al ôptimo del problema, sino 
para localizar el posible punto de silla de Lagrangiano - 
global. Puesto que el componente primai xT , del punto 
de silla <^ Gl Lagrangiano de un programa mate
niâtico que lo posea, es una soluciôn del misr.o (teorema de 
5uficiencia del punto de silla (-L5 :)), la localizaciôn 
del punto de silla équivale a la resoluciôn del problema. 
Pero puesto que la condiciôn es suficiente y no necesaria, 
tal punto de silla puede no existir. Es ë\d.dente eue, en - 
tal caso, un algoritmo de este tiPO no Puede facilita.r la 
soluciôn.
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La existencia de puntos de silla estando garantizada - 
para programas convexos, los métodos expuestos son direc­
tamente aplicables a este tipo de problemas. SI reciproco 
no es cierto; en problemas no convexos no esté garantizada 
la imposibilidad de su aplicacién.
En estas condiciones, la respuesta a la segunda pregun 
ta reviste extraordinario interês y es, afortunadamente, 
independiente del problema aplicado.
En efecto, es bien sabido y no es precise detenerse en 
demostrarlo ( l5 -, Lia ) que si os cl sistema de
precios para el que se alcanza el màximo de la funciôn - 
dual y X *  C*} es una propues ta primai correspondiente 4-, 
esta es la soluciôn ôptima del problema global ^  y solo 
si los valores ôntimos de las funciones objetivos animales 
y duales son iguales.
Dotados de un test fiable y de facil aplicacién para - 
testar la optimalidad de los resultados, se plantean dos 
tipos de cuestiones:
a) analisar teôricamente las condiciones, otras que las de 
convexidad, de aplicabilidad del método.
b) analizar la. utilidad de la informaciôn generada en el 
caso de que las soluciones hacia las que se converja - 
(en el caso en que la convergencia se alcance), no se 
revelen como ôptimas.
t Dependiendo de la naturpleza de los problemas locales, 
nada garantiza la unicidad dé sus propuestas para un - 
mismo sistema de precios
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La respuesta a la primera cuestion es debida a los traba 
jos de Luenberger y Rockafellar (- -^-) y constitu-
ye ima interesante profundizaciôn en el signiPicado de la 
dualidad. Sin embargo, no conduce a ningén test a priori 
sobre la aplicabilidad del mêtodo,
Volviendo més tarde a este tema, la segunda cuestiôn es 
especialmente interesante en las aplicaciones econêmicas.- 
Los rasonamientos que siguen se basan en la siguiente con- 
sideraciôn bésica que ya hemos enunciado en anteriores ca­
pitules: los valores de los parémetros de modèles econêmi 
ces, y los dates que los alimentan se conocen con un eleva 
do grade de imprecisiên. En consecuencia, es precise admi- 
tir que:
a) el problema especificamente planteado debe considerar- 
se como un elemento representativo de una fard lia do - 
problemas dotados de similar estructura, obtenidos al - 
variar los valores de sus parémetros.
b) més que en la soluciôn del problema para un co^junte - 
concrete de valores de sus parémetros, nuestro interês 
se centra en el conocimiento de la sensibilidad de las 
soluciones de los elementos de la familia frente a va- 
riaciones en taies valores. -
Aceptando este enfoque, que parece impuesto por una apre 
ciaciôn realista del estado en el que se encuentra actual- 
mente la construcciôn de modelos econômicos, la aplicaciôn 
de los métodos duales pasa a cobrar un nuevo interês.
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rara expxicar c± mismo, es preciso recoraar los leore-
*\ £2-mas enunciados por Everett {- - -)• En su presentaciôn, -
modificada para tener en cuenta la descomposiciôn del pro­
blema del primer nivel, nos referimos a la més simplifica- 




3;Cxi) 6 0  
XzC^i : : X , :  • • •• : X „ )  €.S~
donde:
vector primai del problems global que contiene a las 
variables de estado v control de cada centro.
vector de variables de estado y control especîfico -t
de cada centro i
^ 0 9  vector de restricciones comimes aditivas, de dimen- 
siôn m
s. conjunto de soluciones factibles de cada problema - 
local de control, (iC - , definido por las ecua-
ciones de estado y las restricciones propias de cada 
uno de ellos.
producto cartesiano de los 5/, conjuntos locales. Re 
présenta el conjunto de soluciones primales factible: 
cuando no se considérai! las restricciones de interco­
nexiôn.
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Teorema 1 de Everett;
Si el conjunto de propuestas primales 
resuelven el problema Lagrangiano del primer nivel:
AMln C X)
Xi
X i € S c





9|*Cx) = Y  ^  ^
XrfcS 
N
'fj -  - J "  3 i  A »  fi'
i  3"(x*(A)) 3Î* = o
• »«
Observese que este problema unicarænte difiere del origi 
nalrnente planteado, en los segundos miembros de las restric 
ciones de interconexiôn
Puesto que las restricciones de interconexiôn las hemos 
interpretado, en el contexte del modelo de planificaciôn - 
propuesto, como las restricciones en la disponibilidad de 
bienes comîmes a todos los scctores, y las variables dua­
les oomo los precios. de los bienes cuyas limitaciones
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traducen las restricciones 0** correspondientes, el pro­
blema que resuelve la propuesta de los CDS, para un sis­
tema dado de precios es uno en el que:
1) Las cantidades disponibles de los bienes J a los
que se asigna, a traves del sistema A W  ™  precio ^ 0
son iguales a las cantidades
demandadas por las propuestas primales x!* CA}
Estas demandas son pues las cantidades méximas que - 
permite consujnir el problema modificado.
2) Las cantidades disponibles de los bienes j a los
que el sistema X asigna un precio nulo, son por lo
menos iguales (pero pueden ser rayores) a las canti- 
dades C ' demandadas por las propues­
tas primales CX) . Estas demandas représentai!
pues las disponibilidades minimas con las. que se plan— 
tea el problema m.odificado. El interês del teorema es 
el siguiente:
Cada vez que el centro coordinador del segundo ni­
vel (a CP) genera un sistema de precios y lo transmite 
a los CDS, estos resuelven descentralizadam.ente el pro 
blema Lagrangiano y al asi hacerlo, encuentran la solu- 
ciên ôptima de un problema perteneciente a la familia 
del propuesto, cuyos elementos componentes difieren - 
entre si en el valor del segundo miembro de las res­
tricciones de interconexiôn.
Asi, en la bêsgueda de la soluciôn de un problema 
es^ecifico, obtenem.os, inevitablem.onte v s in coste - 
suulcmentario de célculo, las soluciones de tantôs - 
problemas de la familia del proouesto como iteraciones
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se Grecruen enure los qos niveies qgi aigoriumo.
Cuando no se conoce con certeza el segundo miembro 
de las reetricciones conjuntas, es de la mayor impor­
tancia para un anâlisis de sensibilidad, el conocimien 
to de las soluciones correspondientes a toda una serie 
de problemas que difieran solamente en los valores - 
de estos têrminos.
La utilidad de esta informaciôn depende de la dife- 
rencia que exista entre los segundos miembros del pro­
blema original y los generados en correspondencia a - 
las soluciones obtenidas en las sucesivas iteraciones. 
A partir de una propuesta dual A W  se puede gene 
rar un sistema de segundos miembros muy aiejados de lo: 
originales, pero el 22 teorema de Everett nos informa 
de las modificaciones que es preciso efectuar en tal - 
sistema de precios para que cl segundo miembro del pro 
blema modificado résultante (del que necesariamente - 
obtendremos la soluciôn) se aproxime al segundo miem­
bro del problema original,
Teorema 2 de Everett
-î>ack>s-diDs si'stemas de precios ^ - 0 ^ 0 ^  A  ^ 0  
generados por la ACP taies que:
_  P6Q _
si A(Av  ^ (X) son las correspondientes propues- 
.tas primales generadas por el primer nivel como resultado 
de la resoluciôn descentralizada del problema Lagrangiano, 
se verifica: ^ ^
3'(xCX‘Jj = s i  (x ; (x‘ )) é  s 'C x C X 'ÿ r^
El teorema asegura la certeza de la intuitiva hipôte- 
sis de que,-al -aumentar el precio asignado a un factor,man 
teniendose constantes los demas, el uso total del mismo - 
propuesto por el conjunto de los centros, tenderé a dismi- 
nuir.
Asi podemos generar segundos miembros del problema mo­
dificado mis prôximos a l6s del problema original. Eviden- 
temente, no todos los vectores del segiuido miembro de las 
restricciones de interconexiôn pueden generanse por este - 
procedimiento, de lo contrario cstaria asegurada la soluciôn 
del mismo problema original. En la terminologie anglesajona 
(- -^  -) se denominan ügaps" a aguellos vectores segundo - 
miembro, o conjunto de los mismos, para los que no se pue­
de resolver su correspondiente problema asociado.
Por otra parte, la funciôn dual posee propiedades que - 
prermiten interpretar de”forma‘ilustrâtiva la secuencia de 
sus valores obtenidos en el proceso de célculo.
En efecto, si bien la igualdad de los valores de las - 
funciones objetivo primales y duales solamente se verifica 
para las soluciones ôptimas, existe un conocido teorema -
(- __) que garantiza la de s igualdad:
co (X) i  V X
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Es decir, el. valor de la funciôn dual es una cota infe­
rior del valor ôptimo del problema primal, para cualquier 
sistema de precios de coordinaciôn Y cualquier
soluciôn primai factible.
Ello implica que el procedimiento de câlculo genera una 
secuencia de cotas superior e inferior del valor ôptimo 
de la funciôn objetivo del problema global a partir* del mo 
mento en que se generen propuestas de los CDS que sean fac 
tibles globalmente:
C ü c x ) 6  K x * ;
. «I J
X soluciôn urimal del uroblema 4 n
global L £ 3 ; C * t ) ^ 0
( i
Desde un punto de vista de prâctica numôrica de solu­
ciôn, este resultado es de fundamental importancia. En efec 
to, en la prâctica solamente se obtienen soluciones aproni- 
madas. En consecuencia, es necesario un procedimiento que - 
indique cuâl es el grade de a.proximaciôn obtenido en la so 
luciôn. y que pueda utilisarse como test déterminante del fi 
nal del proceso iterativo cuando la soluciôn actual se si­
tue dentro de cierto entorno del ôptimo.
Ningun môtodo orimal genera este tioo de informaciôn 
en el curso de su aplicaciôn. Por ello, y dadas las condi­
ciones en las que se plantean los modelos econômicos, cree
mos que los métodos duales de descomposiciôn jerârquica son 
del mayor interês aunque no pueda ascgurarse a priori su 
eficacia en la resoluciôn de un problema concrete.
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Aqui entroncamos de nuevo con la cuestiôn a) que nos - 
habiamos planteado anteriornente en este mismo apartado. 
Como hemos indicado, Luenberger y Rockefeller han. caracte- 
rizado las condiciones que deben réunir problemas no conve 
xos para que el método pueda encontrar las soluciones de 
las mismas.
Dado el interês de tales resultados y la poca difusiôn 
de la que han gozado en la literature econômica, pasamos 
a exponerlos brevemente y a ilustrarlos grâficamente, Tal 
exposiciôn esté tomada fundamentalmente de la que presen­
ter Luenberger (-L-12-), Hestenes (-U3-) y Lasdor (-L& -). 
Las figuras presenta-'as, quizâ las mâs ampliamente repro- 
ducidas en la literature de los métodos avanzados de pro­
gram ciôn matemâtica, son las que aparecen èn. las citadas 
referencias.
El punto fundamental es la existencia de hiperplanos so 
portes a un determinado conjunto C que pasamos a définir:
Dado el oroblema arimai:
Mih
X '• ( X € E " )
** (3 Û9 nn vector de dimensiôn m)
xes
considerêmoslo incluido en una familia de problemas con 
segundos miembros de las restricciones g(x) parametrizado 




El problema primai propuesto es el elemento de dicha £i 
milia correspondiente a
Definamos la fvmciôn:
^ |Ci9 1 ^  ky, X €  S j
Cuyo dominio de definiciôn es aquel conjim to F de Vec­
tores b para los que el problema primai correspondiente - 
tiene soluciôn:
Evidentemente, os una funciôn no creciente del -
vector b, cualquiera que sean las condiciones de convexidad 
del problema primai.
El conjunto es el conjunto de puntos C bo>
delim.itado inferiormente por ^  :
c  = {(b., b) I b e F ,
Si las funciones f, g y el conjunto 3 son convexos, se - 
demuestra que los conjuntos F, C y la funciôn ^  tambiên 
lo son. En tal caso la funciôn ^  y cl conjunto C pueden 
ser ilustrados mediante una representaciôn grifica como la 
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FIGURA FV.8 ILUSTRACIOî! DEL TEOREm  DEL HIPERPLANO
MIITIRIZARTE
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En ella se pone de manifiesto la relacion existante entre 
métodos dnales y los hiperplanos soportes del conjimto C, - 
mediante el siguiente teorema, cuya demostracién puede en- 
contrarse en (Ll-2-, U3- -) y cuyo enunciado esta modifiée 
do para adaptarlo a nuestros propésitos:
Teorema del Hiperplano minimisante;
Sean N) un conjunto de soluciones factibles
de los N problemas del primer nivel, es decir:
X * £ S i  =
[x* : x î  : x j t . .  .;XnJ €  S
Sea ^  ^  o  un sistema de precios propuesto por la - 
autoridad coordinadora del segundo nivel,
El conjunto de propuestas X* constituyen una
soluciôn al problem del Lagrangiano global, os decir:
^  X i  f x f ,  s /»ÙH C/tnih [ n  X c
si y solamente si:
cl conjunto de puntos del espacio »
H  r |^ ( t*, I») I t» 4 X  k s  X  ( x *  X*) j
es un hiperplano soporte del conjunto C en el punto 
decir, el punto de coordenadas:
• valor de la funciôn objetivo primai cuando el
vector ^rimal es el conjunto de propuestas lo­
cales.
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Q  ^  ^  segimco mieriDro d.e ir.s -
. restricciones de interconexiôn • que 
indicr una disponibilidades mfxirias 
de recurSOS iguales  ^ las demandas 
representadas por las propuestas
De acuerdo con este resultado, la soluciôn de los très 
tipos de problemas que estâmes considerando simultaneamente 
poseen la siguiente interpretaciôn geométrica, ilustraça - 
en la figura PV.8
a) Problema Lagranciano m MîM ^  ( X, A  ) A
xes
Consiste en encontrar un nfcero real W  ( A  ^  : 
co fA5 ) r /WUM X  C X / - XCx✓ At)
tal que el hiperplano cuya pendiente esta dada por el - 
vector - y cuyo ordenada en el origen es
sea un hiperplano soporte del conjunto C
b) Problema dual S Mojt Cü 
" X>0
Encontrar el hiperplano soporte con pendiente — ^
que tenga la mâxima ordenada en el origen
c) Problema primai =  j^Ch
jC*)4o
x e S
Encontrar el punto C. koy del conjunto C con - 
menor ordenada en el origen,es decir :
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Puesto que la funciôn ÿ C V  es no creciente en b, to­
dos los hiperplanos soportes al conjunto C tienen pendientes 
négatives y, como explicita la figura pv,3 , la ordenada - 
en el origen de todos ellos es menor o igual que el valor - 
ôptimo del problema primai propuesto . Lo cual no es
sino la traducciôn geométrica de la propiedad antes utilisa 
da de la funciôn dual para acotar la soluciôn dâ problema:
La igualdad entre nmx y min jy X65^ ^  i o j
solamente podré verificarse cuando cl conjunto C posea un 
hiperplano soporte en el punto
O o o j  o )  s C f  CoJ, o)
cuya ordenada en el origen, la maxima de todos los hiper­
planos soportes al conjunto C ^ ^ j y evidentem.cn-
te igual a ^  » iguale cl valor ôpt- o del primai:
La existencia del hiperplano soporte en el punto ^  
como en cualquier otro uunto t) de la fron-
tera del conjunto C,cst' garantizada por la convexidad del 
mismo derivada a su ves de la convexidad del problema prir- 
mal.
Si este no es convexo, tampoco lo es la funciôn 
ni el conjuntoC.Pero, dependiendo de su forma, puede exis­
tir o no un hiperplano soporte en el punto de interês
La soluciôn podrô obtenerse si este existe, como en cl caso
- 277 -
x'tipx’tiscjii uauu pui* xa ngujra r v # ^  ; y nu puux'a sux’xu si ei
conjünto C no lo posee como en el caso de la figura FV.IO
En general, el método de descomposiciôn dual podrô re- 
solverse para todos los elementos de la familia de proble­
mas cuyos puntos representativos en el grAfico de la fun­
ciôn se situen en la intersecciôn de esta con -
la envoltura convexa del conjunto C. Aquellos para los que 
esto no ocurra constituyen los "gaps" antes citados. Es de­
cir, los vectores del segundo miembro de las restricciones - 
de interconexiôn que no pueden ser generados en el transcur 
so de las iteraciones entre los dos niveles de la jerarquia,
Puede ser, justamente, argumentado que tal caracterisa- 
ciôn de los problemas a los que puede ser aplicado el mé­
todo es una elegante construcciôn teôrica sin demasiada re- 
levancia prActica. En efecto, la existencia de un hiperpla­
no soporte del conjunto C en el punto soluciôn no puede ser 
testada a priori de una manera prActica y general, luego no 
es posible derivar de la teoria expuesta, un test a priori 
de la aplicabilidad del método.
Este es el momento precise para recordrr a<^uello eue el 
uso habitual del térm.ino narece habcr corse guide hacer ol- 
vidar: tampoco existe un procedimiento facilmente aplicable 
para testar la convexidad de una funciôn no lineal con un 
nûmèro elevado de variables. Por lo tanto, définir la apli­
cabilidad de los métodos duales spbre las condiciones de - 
convexidad del problema es poco mâs operative que definir- 
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si las condiciones de convexidad son objeto de especial 
.estudio es debido fundamentalmente a très series de razones
a) Cuando se supone o àcepta la convexidad del problema, 
se pueden derivar importantes resultados teôricos.
b) Los resultados obtenidos cuando sé suponen reunidas las 
condiciones de convexidad permiten recoger informaciôn 
acerca de las propiedades de problemas no convexos.
c) Las propiedades de programas convexos pueden extenderse 
en formas m.ôs débiles, a problemas no convexos.
El mismo tipo de razones puede justificar el desa.rrollo 
de métodos y modelos basados on la hipôtesis de la existen­
cia de hiperplanos soportes del conjunto C en el punto so­
luciôn. Puesto que hemos visto el interês de los resultados 
obtenidos, aén en el caso de que esta hipôtesis se revelara 
falsa a posteriori, creenos que los métodos de descomposi­
ciôn jerérquica en la soluciôn multinivel do problemas com- 
plejos de control ôptimo son, a la vcz,del mayor interês - 
y de las pocas alternativas susceptibles de generar métodos 
operativos.cn problemas complejos de elevadas dimensiones.
Como ha quedado expuesto, las posibilidades de obtener 
la soluciôn descentralizada del problema, dependerân de las 
caracteristicas de este.
Como conclusiôn a la discusiôn de este, tema, es de inte- 
rés contraster la estructura obtenida en el modelo de reso— 
luciôn descentralizada del problema de control, con los co-
mentarios reforentcs a las posibilidades de conseguir este




Say not "I have found the 
truth”, but ”I have found 
a truth"
Kahlil Glbsan
oui'j o L( u i) ± ur: tîi D
A lo largo de los anteriores capitules, se han ido ex- 
plicitando los presupuestos que los motivan:
a) Las decisiones econômicas dependen de preferencias 
pollticas que, una vez définidas, deben ser conside- 
radas como dates en modelos mateméticos dinémicos de 
la realidad a la que se refieren. De la soluciôn de 
los mismos pueden obtenerse valiosas indicaciones a- 
cerca de la forma ôptima de satisfacer taies prefe- 
rencias, que escapan a otros tipos de anélisis.
b) Los valores de los parfmetros de los modelos econô­
micos y los dates que los alimentan se conocen con un 
elevado grade de imprecisiôn. Por ello:
bl) môs que en un problema especîfico, el interês 
radica en un a familia de problem--s de la mism-
e structuré" ^ue cubran una gama de alternatives 
valores de sus paramétrés.
b2) la informaciôn dual es tên importante como la 
soluciôn del propio problema primai.
c) La formulaciôn de complejos modelos matemâticos debe 
ir acompahada de un esfuerzo considerable en los al­
goritmo s y métodos numéricos de resoluciôn, requisi­
te indispensable para conseguir una operatividad que 
los justifique. Por ello:
cl) es preciso desarrollar procedimientos eficientes 
que perm.itan abordar la soluciôn de problemas re- 
aies , que se caracterizan por:
- su carécter dinémico y elevada dimensionalidad
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— poseer zsmicmrr? n.s^ oc^ .F^ .cas rue pueaen raci— 
litar el proceso de câlculo
c2) los métodos empleados deben facilitar la infor­
maciôn dual de forma fiable y obtenerla sin un 
coste excesivo de câlculo suplementario,
c3) los métodos empleados deben ser capaces de re­
solver modelos no lineales y con restricciones 
instantâneas sobre contrôles y estados.
d) Los modelos matemâticos deben reflejar la existencia 
real de varies centros de decisiôn.
En el contexte asi definido, considérâmes que la moderna 
teoria matemâtica del control ôptimo y sus desarrollos subsi- 
guientes en términos de juegos diferenciales y sistemas jerâr- 
quicos de control multinivel, constituyan, tante numérica co­
mo conceptualmente, un marco instrumental de decisiva impor­
tancia en la formulaciôn, resoluciôn y anâlisis de modelos de 
planificaciôn econômica.
En el capitule II hemos presentado, de forma unificada, 
el aparato interpretative en términos econômicos asociado a 
los elementos matemâticos de dicha teoria. Se han analizado 
(II. 2-7) los distintos significados asociados a las varia­
bles adjuntas en el marco general del anâlisis de sensibili­
dad de un sistema dinâmico frente a las distintas perturba- 
ciones que pueden afectarle. La forma en que tal significado 
se extiende al caso en el que existen varios centros de ée- 
cisiôn, se ha presentado (II. 8) mediante el anâlisis de las 
trayectorias de Nash en la teoria de juegos diferenciales.
Los problemas de câlculo asociados a los modelos econô-
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micos dinâmicos del tipo cue formula la Teoria del control, 
se han considerado en el capitulo III. El anâlisis de las 
alternativas entre formulaciones discretas y continuas, y 
entre los métodos directos e indirectos de resoluciôn (III,2) 
nos ha conducido al estudio comparative de los tipos primales 
y duales de los algoritmos de programaciôn matemâtica con los 
que se puede tratar la resoluciôn de problemas discrètes no 
lineales de control ôptimo.
Las ventajas e inconvenientes respectives de ambos tipos 
han side analizados. Primero de una forma global (111.2), y 
después mediante el estudio detallado de un método primai 
(III.3) y dos métodos duales (III.4).
Los métodos duales requieren determinadas condiciones de 
convexidad en el problema para ser aplicables. Su proceso de 
câlculo es relativamente sencillo y especialmente ilustrativo 
oeonômicamente. No mantier.en la frctibilidad de las solucio­
nes del proceso iterativo pero no exiger el conocimiento are- 
vio de una soluciôn. factible inicial .
Los métodos primales son universalmente aplicables, aun­
que, por supuesto, no garanticen sino un ôptimo local en pro­
blemas no convexos. Mantienen la factibilidad de todas las 
soluciones a costa de un proceso de câlculo numéricamente muy 
complejo y el conocimiento previo de una soluciôn factible 
inicial.
Este ûltimo requisite es especialmente dificil de satis­
facer cuando el problema de control es muyrico en restriccio-
r.es instantâneas mixtas control/estado. constituye u^'
-^ ni'iera y considerable venta j a - fevor de los métodos duale^.
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Por otra parte, la formulaciôn de un problema de control 
ôptimo discrete como un programa matemâtico (ill,2) résulta 
en uno de tan elevadas dimensiones que la ûnica posibiliclad 
de resolverlo estriba en métodos que aproveclien su estructura 
dinâmica, especialmente representada a través del Jacobiano 
de las restricciones (.111.3.3, III.4.2).
Los métodos primales no producer ningûn tipo de'descom­
posiciôn del problema. Una de las mayores ventajas de la a- 
plicaciôn de un algoritmo GRG (ill.3.1,2) a un problema de 
control (ill.3.3) es la posibilidad de descomponer socuencial- 
mcnte el câlculo del gradiente reduciclo, lo cual équivale a 
calculer, secuencialmente y sin coste suplementario, las va­
riables adjuntas. La dimcnsiôr de las matrices a invertir 
qucda asi reducida a valores operatives. Sn III.3.3 damos un 
organigrame detallado de este proceso de câlculo, donde queda 
patente, como analizamos en III.3.4, que no es automâticamente 
aplicable a todos los problemas.
Los métodos duales, por el contrario, descom.ponen cl pro­
blema en dos niveles de câlculo iterativo (ill.4.1). En al- 
gunos problemas, puede ademâs descomponerse el problema del 
primer nivel (problema Lagrangiano) en una serie de problemas 
locales, de los cue el segundo nivel (funciôn dual) actua co­
mo centro coordinador.
si la aplicabilidad de los métodos duales depende de que 
el problema satisfaga la hipôtesis de convexidad local (ill.4.1), 
la descomponibilidad del problema del primer nivel depende de 
la estructura aditiva y separable de la funciôn objetivo y 
restricciones del problema primai.
Un problema de control posee tal estructura. Por ello,
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la aceptacion de la hipôtesis de convexiclad local pernite i- 
aplicaciôn de algoritmos tipo Lasdon-Tamura (III.4)..Su utili- 
zaciôn permite tratar problenas con efectos retardadoo en con­
trôles y est ado,"', sân aumentar las dir.ensiones del vector de 
estado (III.4).
En problemas que no poseaii tal propiedad, el empleo del 
método de Héstenes para nodificar el emmciado del problema 
pernite dotarle de la misma. En III.4.2 construises un mê- 
todo dual mediante la introducciôn de tal sodificaciôn. Ba­
ses el organigrasa del algoritso résultante y analizasos su 
aplicabilidad real (requerisientos en sesoria rdpida y cdlcu- 
lo) en funciôn de les retrasos en el tiespo que présente la 
lorsulaciôn del problesa y del nûsero de restricciones instar- 
tdneas que incluya. Mostrasos la yj-^bilid -a ri sT'.n, a si 
coso la especial sencillez de su proceso de calcule, que no 
exige inversiones ni soluciores de sistesas de ecuaciones no 
lineales. Su sayor inconveniente es el de d^rtr^ir 1~ dns-
Todos los algoritnos anaiizados son de carfcter global, 
es decir, sisulan un imico centre estructural de decisiôn en 
el sistesa. Solasente el sêtodo dual puro de III.3.4 descos- 
pone tesporalsente el problesa en una serie de centres de de­
cisiôn instantanées, de acuerdo con el principio del Môxiso 
(Apôndices I y II), y con los Hamiltonianos por este defini- 
dos cictuando de objetivos locales de cada imo de elles.
Una vez analizados los condicionasientes que el proceso 
de côlculo impone, hesos estudiado (capitule IV) la forsula- 
ciôn de nodelos dinisicos sultisectoriales de plrniSicaciôn, 
coso -iroble;s '"’o control ônti' 'o di rcrato. Del anôlisis de 
las ventajas e inconvenientes del use del sistesa lineaï-cua-
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drâtico en la construcciôn de este tipo de modelos, conclui- 
nos:
-la aplicaciôn de las "reglas de decisiôn lineales" es 
mucho menos eficiente que la de los mêtodos variacionales
-el uso dèl modelo lineal-cuadrâtiço es especialmente 
indicado para fines de regulaciôn, que son de naturaleza dis­
tinta a los propôsitos de un proceso planificador a largo 
plazo.
-en un proceso a largo plazo deben evitarse especialmen­
te las hipôtesis de linealidad
-el modelo dinômico de input-output debe descomponerse 
en très grupos de relaciones, que rcpresentan respectivamente 
los procesos de producciôn, distribuciôn y capitalizaciôn. De 
ellos, solasente el segundo se considéra lineal
-el câlculo de la trayectoria nominal precisada para la 
anlicaciôn del modelo lineal-cuadritico debe efectunrse me­
diante nodelos no lineales.
En el anôlisis del modelo no lineal de Kendrick y Taylor 
( k6 , Al ), henos considerado las siguientes limitaciones 
en su formulaciôn:
- hipôtesis de pleno empleo
- posibilidad ilimitada de empleo productivo del factor 
trabajo con independencia de las dotaciones de capital
- niveles instantanées no acotados de deuda exterior
Tan irreales hipôtesis son impuestas por la no conside- 
raciôn de restricciones instantôneas sobre la trayectoria.
Las restricciones del tipo a ^ x(t) 4, .b (Abadie ( A l  )) no 
solucionan sino la ôltim.a de taies limitaciones. La supera- 
ciôn de las dos animeras, exige la formulaciôn de restriccio- 
ncs instantôneas mixtas contrel/estado. Elle limita fuerte- 
mente la aplicabilidad de los môtodos primales, por las difi-
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cultades asociadas al previo conocimiento ae una soxucion xni- 
cial factible.
Prerentanos un planteamiento alternative cue incluye:
- Gl abandono de la hipôtesis de pleno empleo y la valo- 
raciôn negativa del mismo
- la limitaciôn de las posibilidades de empleo con canti- 
dades dadas de capital, mediante una restricciôn del 
tipo 4  0
- la acotaciôn de las posibilidades instantôneas de deu­
da exterior.
Hemos considerado el modelo as5. constituido (IV.3.3), co-
mo un nroblema de control con centre de decisiôn fnico, y "na- 
lieado las posibilidades de su resoluciôn, de lo que conclui- 
mos :
- la soluciôn por el môtodo urim-l ORG (III.3) y  el "dual 
d- 1^ *^  '-'^ili-i-^14 ç-'rennes" (III.4.2) exige la considera-
. dix i..is: . 0  :.a. a ari/ bles y restricciones
- ni'\"Tir. Q Pc elles presupone la convexicad de la funciôn
obi etivo
- el metodo dual de los multiplicadores es especialmente 
favorable cara a su aplicaciôn nûmerica
- ninquro de ellos es susceptible de aplicaciôn eficiente 
con . niveles de desagregaciôn elevados.
Los ûnicos procedimientos que permiten tratar modelos re- 
ales son los de descomposiciôn-descentralizaciôn, inpuestos 
por:
- la necesidad de considérer centres de decisiôn locales,
que estan realmente présentés en la estructura que el 
modelo represents
- los limites en la viabilidad prôctica de los môtodos de 
soluciôn global (IV.4).
Considérâmes cue la via alternativa de modelos de plani- 
ficaciôn basada en la Teoria de los juegos diPerenciales y 
desarrollada por Pau ( P3 ), es mâs apropiada para modelos de 
economias de mercado. En economias socialistas planificadas, 
los mêtodos de descomposiciôn jerârquiça multinivel de pro­
blemas de control son la têcnica mâs adecuada para analizar 
el funeionamiente independiente de las partes dentro del con— 
junte y permitir una soluciôn numêrica del problema (IV,1,2).
En V.3 hemos planteado la soluciôn descentralizada del 
modelo de planificaciôn de IV.3, demostrando la estructura 
descomponible del problema del primer nivel y explicitando 
las relaciones de interconexiôn entre sus centres locales.
El proceso résultante es absolutamente descentralizado, 
en cl sentido que:
- la autoridad del primer nivel no genera propuestas pri­
ma le s
- los planes de actuaciôn son fijados total y exclusive­
ment e por los centres locales del primer nivel
Sus caracteristicas son las siguientes:
- la autoridad coordinadora del segundo nivel tiene foi- 
camente a su cargo la gestiôn de las restricciones de
interconexiôn
- dicha autoridad debe fijar ûnicamente los precios de los 
bienes sobre los que pesan taies restricciones
- los segundos miembros de las restricciones de interco­
nexiôn referentes a la disponibilidad del factor traba­
jo y del nivel mâximo de deuda exterior son los ûnicos 
que, por su carâcter de magnitudes exôgenas, son conoci- 
dos a priori por dicha autoridad
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- los restantes segundos miembros son fijados dinâmica- 
mente por el conjunto de decisiones locales de lo? 
centres, y no son conocidos por la autoridad coordina­
dora al principio de cada iteraciôn
- la autoridad coordinadora précisa conocer una inform-- 
ci6n muy reducida acerca de los conjuntos de producciôn 
de los centres. En particular, no précisa conocer sus 
funciones de producciôn en lo cue a inputs primaries
se refiere
- cada centre local del primer nivel (autoridad responsa­
ble de cada sector) debe resolver, en cada iteraciôn, 
un problema autônomo de control ôptimo, bajo el siste- 
ma de precios de sus inputs y outputs generado por 1" 
autoridad coordinadora
- los centres deben rrenerar una i^formnciôn exterior
limltada; toda ella del tiuo primal.
- los nrecios de los bienes de c^nit~l so i gener-dos *^ sr 
y utilis.ados en el subsistemr corrosaondientc exclusi- 
vamente, no precisando ser conocidos nor el centro co- 
ordinador
- la formulaciôn situa todas las no linealidades en los 
problemas locales del primer nivel, mientras que genera 
una forma lineal de las restricciones de interconexiôn. 
Elio es especialmente interosante, tanto para la rpli- 
cabilidad del metodo como por la estructura de los cr- 
tos disponibles para alirnentarlo.
El môtodo genera un ôptimo global en problemas convexes, 
al "'isme tiempo que produce un.a informaciôn valiosisim- ^-r- 
un anôlisis de sonsibilidad de las soluciones.
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La convex!dad no es una condiciôn necesaria para la a- 
plicabilidad del môtodo. Es posiblc caracterizar nro^lemas 
no convGxos que pueden ser resueltos eficazmente mediante el 
uso de los mismos. La existencia de un hiperplano soporte 
en puntos de un determinado conjunto C es la condiciôn preci­
s': da- (Lasdon( (L3)). Elio no constituye un test de aplicf- 
bilidad a priori, pero tampoco existe un procedimiento facil- 
mente aplicable para determiner la convexidad de un problems.
Utilizando los teoremas de Everett ( E2 ), hemos demos- 
trado cono, de acuerdo con los presupuestos enunciados,•la in­
formaciôn gereradr lo largo del proceso de cflculo es de 
tanta o mayor importancia como la soluciôn del problema plan­
te ' d o ; Elio es indo^a-di^nte ene lle^mn p yp -, -Ic-^- 
sa.r la soluciôn del mismo.
En resumen :
- L a  introducciôn de hipôtesis rerlistas impone la for­
mulaciôn de problemas de control no lineales con res­
tricciones instantôneas mixtes.
- Ello dificulta la aplicaciôn de los mêtodos de tipo 
primai.
- Los môtodos primales no generan ninguna descomposiciôn 
del problema. El môtodo de Hestenes induce un algo- 
ritmo dual a dos niveles que garantisa la convexidad 
del problema modificado pero destruye la descomposi­
ciôn del problema del primer nivel.
- La ûnica posibilidad de resolver problemas de dimen-
siones reales es instrumontar procedimientos de des- 
comoosiciôn-descentralisaciôn del problema global ce 
control.
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- La aplicaciôn de los môtodos de descomposiciôn jerâr- 
qnica multinivel tipo Lasdon-Tamura exige la satis- 
facciôn por el problema do determinadas condiciones, 
menos restrictivas que las de su convexidad.
- Si taies condiciones se verifican, se obtiene un pro­
cedimiento de resoluciôn a dos niveles cornuletamente 
descentralizado.
- Aunque taies condiciones no se verifiquen, y por lo 
tanto no se obtenga la soluciôn del problema propuos- 
to, la informaciôn generada en el proceso de câlculo 
justifica por si sola, la aplicaciôn del môtodo.
El proceso de câlculo tiene, a lo largo de todas las i- 
teracioncs, una rica interpretaciôn econômica. Ello nos per­





NOMBNCLATURA PE UN PROBLEMA CONTINUO PE CONTROL OPTIMO Y 
FORMULACION GENERAL PEL PRINCIPIO PEL MAXIMO PE PONTRYAGIN.
Pado un sistema dinâmico que evoluciona entre un instante 
inicial o y un instante final T , cuyo estado esta repre- 
sentado en cada instante por las n componentes de su 
VECTOR PE VARIABLES PE BSTAPO x(t) :
X(t) -
XwCt;
supuestas continuas en £0/TJ
Sobre la evoluciôn del sistema es posible actuar mediante 
las m VARIABLES PS CONTROL 0 PE DECISION .
A U  et;
supuestas continuas por intervalos en , es decir, con­
tinuas k € [0, T 2 excepto en un nûmero fini to de valores 
de t en los que pueden tener discontinuidades de primer 
orden.
Los valores que pueden tomar las variables de control 
son los pertenecientes al conjunto definido por las RESTRÏC^ 
CIONES SOBRE LOS CONTROLES :
jucyt U W &
La dinâmica del sistema, supuesta determinista, estâ de-
— Al#1 —
finida por el sistema de n ecuaciones diferenciales o ' 
ECUACIONES PE ESTADO
donde es un n-vector de funciones
continuas con respecto a y continuamente diferenciables
conrrespecto a "x,
A cada posible trayectoria del sistema se le asigna un 
valor determinado por la FUNCIONAL OBJETIVO :
Jr(J(x(T))+
I
donde la funciôn tiene las mismas caracteristicas enun- 
ciadas para las funciones ^ •
El problema consiste en determiner la trayectoria factible 
de las variables de control jUlf  ^^  6 6 T] (llamada 
CONTROL OPTIMO PEL SISTEMA ), de forma que la trayectoria se- 
guida por el sistema como consecuencia de su aplicaciôn, a 
partir de un cierto ESTAPO INICIAL x(0), sea tal que la fun- 
cional objetivo alcance su mâximo.




J U O 0 £  E,
El valor de T, INSTANTE FINAL del proceso, puede ser 
fijo y constituir un dato del problema, o puede ser in- 
determinado y su valor ôptimo formar parte del resultado.
Este Apëndice se propone simplemente resumir estructura- 
damente la terminologia y principales resultados de la Teoria 
del Côntrol Optimo. El lector no familiarizado con esta teo­
ria debe dirigirse a un mâs extenso tratamiento de la misma 
en la obra original de Pontryagin (pi2) o en la numerosa 
bibliografia existente (^ 7, H12,H2)
CONDICIONES EN LOS LIMITES
Sobre el estado inicial x(0) y final del sistema x (t ) 
pueden ser impuestos distintos condicionamientos:
CONDICIONES INICIALES
Suponemos que el estado inicial es conocido y fijo
X(o) = x«
Matemâticamente nada obliga a formular dicha hipôtesis, 
pero es la generalmente impuesta por la realidad en las apli 
caciones econômicas.
CONDICIONES FINALES
Distintos casos deben ser considerados.
' Todas, o algunas variables de estado libres en T?
— Al.3 —
xiiue Lei-minaao para J * V  * * *^  I r|
b) Restricciones sobre el estado final
X ( t ) c S c E»
El dominio S esta definido, en su forma mâs ge­
neral, por las restricciones desigualdad :
M c x c t ^ t) ^ o
donde M es un vector de funciones 1-dimensional
Caso particular interesante es aquel en el que todas, 
o parte, de las variables de estado en T estan fi- 
jadas a un cierto valor:
Mi(xCT),T) = K  Cxj- Xi,T =0 ( ( ' 4  • yp
Con esta notaciôn, las condiciones enunciadas por el 
PRINCIPIO DEL MAXIMO DE PONTRYAGIN son :
Para que un vector admisible de variables de decisiôn 
4JI ft) y la correspondiente trayectoria X (t) sean ôp- 
timos, es necesario que exista un vector no nulo de VA­
RIABLES ADJUNTAS ^(tj , continuas y diferenciables por 
intervalos :
% 1 0
que obedezcan al sistema de ecuaciones diferenciales:
— A1 • 4 —
con las siguientes condiciones en los limites :
l) CONDICION DE TRANSVBRSALIDAD :
2) CONDICIONES DE IMPACTO EN EL BLANCO ;
X  M  (x*(T),T; r 0
en el que la funciôn HAMILTONIANO se define :
y tales que en todo L 6 el HAMILTONIANO, consi­
derado como una funciôn de JUft) » alcance su mâximo 
para JUC^rAA^W
Max
maximizaciôn en la que Xlt) se consider an como
parâmetros.
Si el valor de T no esta fijado, una CONDICION #É 
TRANSVSRSALIDAD suplementaria détermina su valor ôp­
timo:
X V i M  + H
- Al.5 -
f>ARTICULARIZACIO^IB S
Distintas circunstancias especiales en la definiciôn 
del sistema conducen a resultados de especial interês :
CONDICIONES EN LOS LIMITES
1- Si no existe funciôn de valoraciôn asociada con el 
estado final :
y si el dominio del espacio al que debe pertenecer 
XCT) estâ definido como la intersecciôn de & hiper- 
superficies :
Mi(xcT))so U =1,-^ 0
la CONDICION DE TRANSVERSALIDAD adopta la forma origi- 
nalmente enunciada por Pontryagin :
r ( T ) = x v x c « [ M u * w ) ]
Expresiôn que indica que el vector M^ CT) es ortogonal 
al hiperplano tangente en x (t ) a la hipersuperficie 
definida por ;
M C x c t ))s O
2- Si el estado final estâ completamente fijado : 
el vector queda indeterminado :
' f ' W - A
3- En ausencia de todo tipo de restricciones y de valor 
de fin de proceso :
#
— Al.6 —
, e s c  x a  x x a i n o u a  v .v / i iu x » _ x v x i  x ic tu i^ -
ral" en los limites,
4- Si no existe determinaciôn alguna del estado final 
' pero si valor de fin de proceso: ^  :
xct;
5- Todas estas consideraciones pueden extenderse al
instante inicial:
^ 0 ) r O  si X|’(o) es completamente libre





si las restricciones sobre el estado final y la fun­
ciôn de valor de fin de juego son independientes de 
t o inexistentes.
2- La propiedad del Hamiltoniano ôptimo :
d « *  
n>k ' dk
implica su CONSTANCIA a lo largo del proceso para un 
proceso autônomo (estacionario):
— Al#7 —
• V t  €  c f e - H  (t )« o
Como consecuencia, la ecuaciôn :
H * ( 9 * o
aparece como una integral primera del sistema defi- 
niendo t  y X  , y ya no es susceptible de per­
mitir el câlculo de T por si misma,
3- En el caso de un sistema no autônomo :
J H *  . . y ~  3 )': "  f . / y
habiendo definido:
=  1
y puesto que, conservando las mismas hipôtesis sobre 
el estado final :
hV)=o
aparece:
4- En los problemas de tiempo ôptimo, en los que
^  % 0  , necesariamente debe de existir un conjunto 
de restricciones sobre el estado final. La condiciôn 




Segûn la definiciôn de las VARIABLES ADJUNTAS 
del HAMILTONIANO :
XcCt)s
este sistema de 2n ecuaciones diferenciales es llamado 
SISTEMA CANONICO.
Précisa de 2n condiciones en los limites, que vienen da­
das por:
Las primeras n estan dadas por las condiciones en t=0:
o bien X,'(o)-XâjO
Las n restantes se definen en funciôn de las condiciones 
definidas para el vector estado en T. En general, a tra- 
vés de las condiciones de transversalidad, aparecen L 
constantes indeterminadas ^  , a las que, en algunos
caso, se les ahade el valor desconocido de T.
La determinaciôn de las 10 1 6 ♦ 1 constantes, exige que 
las condiciones en T faciliten ecuaciones,
de las cuales n son definidas por la condiciôn de trans­
versalidad (l), f, por las condiciones de impacto en el 
blanco (2) y dL por la*;condiciôn de transversalidad en 
T  ( 3 ) .
En el caso elemental en el que el problema define como 
datos los valores de T y de las variables de estado en 
el instante final x (t ), el sistema canônico se reduce a 
un problema de contorno de orden 2n con las condiciones
— Al•9 —
en los limites distribuidas entre 0 y T:
X; (o) r Xi,o o bien = 0
que, al menos teôricamente, bastan para determinar 
las 2n constantes de integraciôn.
— Al•10 —
APENDICE II
NOMENCLATURA DE UN PROBLEMA DISCRETO PE CONTROL OPTIMO 
Y FORMULACION DEL PRINCIPIO DEL MAXIMO DISCRETO.
Si el problema descrito en el Apendice I se formula 
en TIBMPO DISCRETO, las ecuaciones diferenciales que 
describen la evoluciôn del sistema se convierten en e- 
cuaciones en diferencias finitas, y el objetivo se ex­
presa como un sumatorio extendido a todos los instantes 
de tiempo considerados.
Correiativamente a como se planteaba en el Apendice 
I, y utilizando la misma nomenclatura, el problema for-




XCK+i) = ^(XClcV AACt), W)
ÿ x C K j , M(k)^ kj ( K s  O/ • V N-ij
X(o) = X*
Los elementos que intervienen en su enunciado son: 
FUNCION OBJETIVO
N-l
J  r $  (X(N)) +
Kk.
— A 2.1 —
ECUACIONES DE ESTADO
X(K+1) = XCK) + ÿCx(k),M(k), k ) «= o^ v T-1
RESTRICCIONES
Adoptan la forma general:
UOH), V) >o
CONDICIONES EN LOS LIMITES
ESTADO INICIAL supuesto fijo :
ESTADO FINAL perteneciente a un cierto dominio defi­
nido por :
j “( x ( w ) ) > o
que admite como caso particular el de estado final fijo:
5  (X(M)) 2 X ( n ) - X m  = o
Donde:
XCl^ es el VECTOR DE ESTADO n-dimensional.
xck) =
X n ( K )





ÿ  son côncavas, las funciones (*,*,%)
lineales en u, y todas ellas diferenciables.
Considerado como un programa matemâtico, el problema 
Anterior adopta la forma :
M a x
[m(0),uCüH)^ XW/ ' • - VX(w)J
bajo las restricciones :
K=o
a) de tipo igualdad
^ ( o ) s X o
X (Ktt) -  XCk)r f  (x(k)^-MCk)  ^ic)












y utilizando la simplificaciôn notacional:
r 3 *(n) 
ÿX(K),w(K),k) = 3*Ck)
8(XC»c),Utl0,‘0 r  ^*(k)
para los valores ôptimos 
correspondientes ;
X^(K), de A(k),U(|:;
Las condiciones de Kuhn y Tucker referentes al Lagran- 
giano : W-1 K-1




Con respecto a las variables X(K)i para los distintos 
valores de K ^  ^  (V) ;
' ♦ Y ( K 4 -  t / w  4
♦ X W 7 * ( j 5 ' C 9 j = o  
X ' ( K ) j V ) - o
— A2,4 —
k = N  i
K * 0  X W r  X
Con respecto a las variables jU(l^  » para los distintos 
valores de |^y^KrOyK*i^
+ X ' M ^ ( „ [ 3 * W j ' 0
X(k)3*Ck) = o
k=C^.^N-l
Definiendo la funciôn HAMILTONIANO en el instante K:
y substituyendo su expresiôn en las anteriores condiciones 
de Kuhn y Tucker, estas pueden expresarse y agruparse de 
la siguiente forma:
Y(K+Ü- f  W  =
X^Ct+1) - x*(X) r M.*(kc), )k)
— A2•5 —
(K c O^N-1) E
XCo)sXo
>!(H)3*(n) x o 03
que constituyen el enunciado del PRINCIPIO DEL MAXIMO 
DISCRETO.
Las Ecuaciones II representan las Condiciones de Maxi­
mizaciôn del Hamiltoniano en cada instante K con respecto 
a las solas variables de decisiôn de este instante .
Expresan pues la bûsqueda de una serie de ôptimos estâti- 
cos de la nueva funciôn de evaluaciôn que el Hamiltoniano 
représenta.
Las ecuaciones I elaboran la informaciôn necesaria
para la construcciôn del Hamiltoniano. Las expresadas en 
III enuncian las condiciones que la trayectoria debe 
satisfacer en los instantes inicial y final.
El resultado puede ser anunciado de la siguiente forma:
- El ôptimo dinâmico puede ser descompuesto en una 
serie équivalente de ôptimos instantâneos de la 
nueva funciôn de evaluaciôn:*
— A2.6 —
en la que y obedecen las ecuaciones en dir 
ferencias finitas descritas en I .
Observese que el proceso descentralizado de optimiza- 
ciôn précisa de un centro coordinador que resuelva las e- 
cuaciones I . Ello implica un flujo de informaciôn como 
el esquematizado por Albouy ( A?) y representado en la fi­
gura.
Este intercambio de informaciôn primal-dual entre un 
centro coordinador y los centros autônomos encargados de 
los procesos locales de optimizaciôn es de la mayor impor­
tancia en las aplicaciones econômicas y serâ ampliamente 
















KSTODOS D13 OPTIMÏZACION NO LINEAL.
A. SIN RESTRICCIONES.
Los métodos itératives bâsicos son de la forma general:
S'» = ^ 3  h £  I
El môtodo del gradiente se obtiene con S k 'Î • Converge 
globaln.ente pero lo hace linealmente y con razon de conver- 
gencia detcrmxnada por el cociente de los autovalores mâxi- 
mo y ïïiînimo del Hessiano del objetivo en el ôptimo ( razon 
canônica). Dependiondo de la estructura de los autovalores, 
su rapides de convergencia disminùye tfpicamento a medida 
que nos acercamos a la soluciôn. Alteraciones de tal estruc-^ 
tura mediante cambios de variable no ortogonales aceleran la 
convergencia,
El método clâsico de Newton corresponde a 
(inversa del Hessiano), i .Posee orden dos de convergen­
cia pero su convergencia global no esta garantisada y sus re- 
qucrimient% computacionales, câlculo e inversiôn del Hessia­
no a cada iteraciôn, son excesivos. Distintas modificaciones 
dcben ser intrôducidas para garantizar su convergenciarintro- 
ducciôn de un parâmetro de bûsqueda lineal (de Newton-Raphson)
y transformaciones matriciales ( Luenberger ) para salvar la 
posible singularidad del Hessiano en pimtos lejanos de la so­
luciôn.
■ ■ ■ ■ ■  '
faciles de aplicar pero solo son indicados en problemas 
Gon Hossianos cuasi—diagonales. Su eficacia se altera por 
rotaciôn de coordenadas pero no por cambios de escala en 
las variables.
La segunda generaciôn esta constituida por métodos de 
caracterîsticas intermedias entre el del gradiente y el de 
Newton. Aceleran la convergencia del primero y disminuyen 
los requisites computacionales del segundo. Los hemos clasi- 
ficados en métodos de direcciones conjugadgs y cu.asi-Newton 
segûn que la modificaciôn se refiera a la direcciôn de la 
bûsqueda o las aproximaciones a la matriz del Hessiano.
Los distintos métodos de direcciones con.jugadas son di- 
ferentes extensiones y aplicaciones del método del gradiente 
conjugado. Desde un punto de vista prâctico, lo son en rea- 
lidad del gradiente conjugado parcial, en el que el proceso 
âe inicializa de nuevo intercalando a intervalos sucesivos 
una iteracién del tipo gradiente clâsico. Ello permite 
conserver la convergencia global y las deseables propieda- 
des de las direcciones conjugadas cerca de la soluciôn. El 
método de la aproximaciôn cuadrôtica précisa el câlculo del 
Hessiano en cada iteraciôn. El de Fletcher-Reeves es el mâs 
popular y ha cuasi monopolizado la denominaciôn gradiente 
conjugado. No requiere el câlculo del Hessiano pero si pré­
cisa una bûsqueda lineal en cada iteraciôn, El de Polaclc- 
Ribiére es asimilable al an-tèrior. Todos ellos coinciden
cuando se aplican a problemas cuadrâticos.
»
El método PARTAN (tangentes pardlelas) se dérivé en un 
principio del llamado crixlien acelerado. Actualmcnte se 
considéra como un caso particular de direcciones conjugadas,
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tico. Converge globalmente y es de facil aplicaciôn, aim que 
précisa dos bûsquedas lineales por iteraciôn.
Todos los métodos que llamamos cuasi-Newton usan apro­
ximaciones de la inversa de! Hessiano en vez de la verda- 
dera inversa utilizada en los métodos de Newton. El método 
clâsico modjficado es el,mks sencillo y se limita a utili­
zer el valor inicial de la misma en todas las sucesivas ite- 
raciones. Los métodos mas elaborados la construyen usando 
'informaciôn almacenada en anteriorss iteraciones. El mas 
conocido entre ellos es el de Davidon-F1etcher-Powe11 (DFP), 
primeramente propuesto por Davidon bajo el nombre de "métri- 
ca variable" y poco despuês por los otros dos autores.
Aunque esta segunda versiôn ha gozado de mucha mayor difu- 
siôn, en algunas referencias sigue apareciendo como método 
de Davidon,
Se le suele llamar también 'Corrocciôn de rango dos" 
porque en cada iteraciôn la inversa del Hessiano es modifi- 
cada por la suma de dos matrices simétricas de rango uno.
El método DFP parcial, incluye reinicializaciones sucesi­
vas. Aplicado al caso cuadrâtico, coincide con y genera las 
direcciones del método del gradiente conjugado. Présenta con­
vergencia superlinear. Sus propiedades de convergencia glo­
bal han sido objeto de animada polérnica. Powell présenta 
una prueba de la misma en el caso convexe.
Los métodos mixtos son combinaciones de los del gra­
diente y de Newton, empleândose este en los intervalos en 
los que se conoce el Hessiano.
Los métodos heuristicos reducen o eliminan el uso de de—
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mente en la literatura sovietica bajo el nombre de vai'ia- 
ciones locales. Una compléta presentaciôn de los mismos se 
encuentra en Powell ( P13).
— A3.4 —
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Los présentâmes clasificados en très grandes grupos: 
métodos primales, de modificaciôn y duales, segûn que en 
la bûsqueda del ôptimo analicen el problema original, una 
aproximaciôn del mismo o su dual. -
Los métodos primales son m^s qeneralmente aplicables 
puesto que no presuponen convexidad en el problema. Poseen 
buenas propiedades de convergencia global,(aunque en sus 
mas simples versiones ninguno de ello sea cerrado) y todos 
los puntos de la iteraciôn son realizables. En contraparti- 
da exigea una fase previa para localizar una soluciôn ini­
cial realizable y presentan sérias dificultades de câlculo. 
Sus razones de convergencia son particularmente eficientes 
en el caso de restricciones lineales. Sus componentes prin- 
cipiales son los métodos de direcciones realizables, gra­
diente proyectado y gradiente reducido.
Los métodos de direcciones realizables fueron propuestos 
por Zoutendijk ( 2 2 )* 5n sus versiones mâs simples no son 
globalmente convergentes debido a los bruscos cambios en 
el método de generaciôn de las sucesivas direcciones de 
bûsqueda cuando aparece una restricciôn activa adicional. 
Los métodos m'odificados ( zi » F4 ) substituyen el concepto 
de "direcciones realizables" por el de "uniformemente rea- 
iizables" y hacen intervenir todas las restricciones, acti­
vas o no, en los subprogramas lineales que las determinan. 
Estos establecen un compromiso ôptimo entre el deseo de 
alinear la direcciôn de bûsqueda con el gradiente del ob­
jetivo y la necesidad de evitar la frontera del dominio de 
soluclones posibles. La convergencia global se consigne al 
coste Glevado de resolver en cada iteraciôn un programa
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lineal ae iguai aimension que ei proDiema original.
La necesidad de reducir estas exigencies computaciona­
les es la base de los otros dos métodos. Ambos tratan de 
encontrar una direcciôn de bûsqueda realizable que, sin 
ser ôptima localmente, sea mâs facil de calculer.
El método del gradiente proyectado (Rosen ( r7, ) )
détermina bâsicamente la direcciôn de bûsqueda en cada ite­
raciôn proyectandc el gradiente sobre el subespacio tangente 
a la superficie que definen las restricciones activas en 
ese momento. Aunque es aplicable tanto a restricciones li­
neales como no lineales , sus caracterîsticas computacio­
nales cambian notablemente en uno o otro caso. En el pri­
mero el gradiente proyectado es en sî una direcciôn reali­
zable y el operador de proyecciôn no précisa ser recalcu- 
lado completamente en cada iteraciôn. Con restricciones no 
lineales no siempre es posible alcanzar una nueva soluciôn 
realizable moviéndose a lo largo del gradiente proyectado, 
precisândose una nueva proyecciôn sobre la superficie de 
las restricciones en la direcciôn perpendicular al piano 
tangente en el punto original. Ello introduce una serie de 
dificultades suplementarias, précisa de un proceso iterati­
ve propio y solo puede conseguirse. dentro de un cierto gra­
de de aproximaciôn. Por otra parte , ya no es posible actua- 
lizar el operador de proyecciôn, sino que debe recalcularse 
integramente en cada iteraciôn. Têôricamente el algoritmo 
no es globalmente convergente debido a las discontinuidades 
intfoducidas en los puntos en que nuevas restricciones pasan 
a ser activas.Las modificaciones necesarias para preveer 
estas posibles deficiencies destruycn en parte la simpli- 
cidad del método.
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tendido por Abadie y Carpentier para restricciones no li­
neales. Se parece al método simplex de prograrnaciôn• lineal 
porque las variables se dividen en bâsicas y no bâsicas. El 
gradiente se llama "reducido" porque en cada iteraciôn se 
calcula solamente con respecto a las variables no bâsicas 
o independientes. Variaciones no lineales de las variables 
bâsicas se realizan mediante proyecciones de "retorno" a 
la superficie definida por las restricciones activas de 
igual forma que en el gradiente proyectado. Précisa mâs 
simples modificaciones ( L 1$)que este para dotarle de con­
vergencia global y en general requiere menos volumen de 
câlculo.
Las razones de convergencia de ambos métodos dependen 
de la estructura de autovalores del Hessiano del Lagrangia- 
no restringido al subespacio tangente a las restricciones 
activas ( Luenberger (l13) ).
Una variaciôn del gradiente reducido especialmente usada 
es elMmétodo simplex convexo" de Zangwill ( zi )• Su princi­
pal caracteristica es eue,en cada iteraciôn, solamente una 
variable independiente varia en la direcciôn del gradiente 
reducidoi
Los métodos de modificaciôn no son,propiamente hablando» 
métodos iterativos. El problema original se aproxima por un 
problema sin restricciones en el que estas se han anadido a 
la fiuiciôn objetivo. Les dos variantes bâsicas son los mé­
todos de penalizaciôn en los que se especifica un coste ele- 
vado por violer las restricciones o los método^ de barrera 
que favorecen puntos interiores del dominio oc scluciones 
realizables. Estos ûltimos no son aplicables a restriccio-
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dominio de soluciones "robusto (Luenberger ( Lia))
Poseen la misma generalidad que los métodos primales y 
requieren mucha menor complejidad en los programas de câl­
culo. Sin embargo, a medida que, para mejorar la aproxima­
ciôn, aumentamos el parâmetro de penaiisaciôn, dismi- 
nuye considerablemente la rapidez de convergencia de los 
algoritmos aplicados. Esencialmente ello es debido a la 
estructura de autovalores del Hessiano del objetivo modi- 
' ficado. Este posee tantos autovalores que tienden al infi­
nite al hacerlo jK como restricciones activas no degene- 
radas existan en el punto soluciôn. Esta caracteristica 
acompana inevitablemente todo tipo de funciones de pena- 
lizaciôn y barrera y hace infactible aplicaciones directes 
del método del gradiente al problema modificado. El método 
de Newton modificado no se ve afectado en su convergencia 
por la estructura de autovalores , pero la inversiôn del 
Hessiano es todavla mas dificultosa. La aplicaciôn del 
gradiente conjugado parcial es especialmente efectiva con 
problemas que poseen un reducido nûmero de restricciones. 
Asociado con técnicas de normalizaciôn ( Luenberger ( Lia)) 
permiten alcanzar econômicamente la razon canônica de con­
vergencia del problema original.
La combinaciôn de métodos de penalizaclôn con el gra­
diente proyectado (Luenberger) permite eliminar los defec- 
tos bâsicos de ambos métodos. El algoritmo résultante es 
globalmente convergente, su razon de convergencia es la ca­
nônica del gradiente proyectado y évita los câlculos del 
mismo necosarios para mantener la àceptabilidac de la so­
luciôn.
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dimientos iterativos asociândolos con métodos de extrapo- 
laciôn. Estos predicen el punto inicial de la siguiente i- 
teraciôn utilizando valores anteriores y sus correspondientes 
soluciones.
Bajo la denominaciôn general de métodos duales engloba- 
mos a dos categories disjuntas desde el punto de vista com- 
putacional pero en las que la dualidad juega, operative o 
conceptualmente, un importante papel. Solo, son aplicables 
a aquellos problemas que presentan ciert&s propiedades de 
convexidad pero compensai! esta pérdida de generalidad con 
su eficacia en resolver determinados tipos de problemas, 
especialmente los de estructura descomponible.
Los métodos de "piano contante" ("cutting plane") son 
creaciôn original de Kelley (k5 ). Todos ellos consister 
en una serie de programas lineales cuyas soluciones con­
verger hacia la del problema original. Se diferencian 
entre si por el procedimiento utilizado en la construcciôn 
del siguiente programa lineal.a partir de la soluciôn ac­
tual. Especificamente, el método de selecciôn del hiper- 
plano que sépara la actual soluciôn del dominio definido 
por las restricciones y la forma en que el poliedro es 
actualizado determinan la rapidez de convergencia de los 
distintos métodos.
E j primero de ellos es el de Kelley,llamado piano cor- 
tante convexo,por minimizar una funciôn convexa diferen- 
ciable sometida a restricciones de iguales caracterîsticas.
Se parece al método de Newton en que no précisa de ninguna 
rutina de bûsquedc; lineal y coincide con el en problemas
— A3.10 —
especialmente inadecuado para problemas de elevada dimen- 
sionalidad. El método del hlperplano soporte es menos exi­
ger te es sus requerimentos de convexidad pero précisa de 
rutinas de interpolaciôn. ----
Los métodos duales propiamente dichos resuelven el pro­
blema via la soluciôn de su dual. Se basan en la hipôtesis 
de convexidad local de que el Hessiano del Lagrangiano es 
definido positivo en el punto de soluciôn. En estas condi- 
ciones la minimizaciôn del problema original es équivalente 
a la maximizaciôn sin restricciones con respecto a las va­
riables duales de la llamada funciôn dual. En la definiciôn 
de ésta no es preciso incluir las variables duales ( multi- 
plicadores ) correspondientes a todas las restricciones. 
Computacionalmente résulta interesante utilizer esta "dua­
lidad parcial" definiendola solamente con respecto a las 
restricciones igualdad.
En la soluciôn del problema dual pueden ser utilizados 
los métodos de optimizaciôn sin restricciones expuestos.
El del gradiente aparece como especialmente conveniente 
dado que el gradiente de la funciôn dual posee la propie- 
dad de ser inmediatamente calculable una vez esta ha sido 
obtenida. Pero es preciso tener en cuenta que la evalua- 
ciôn de la funciôn dual implica la resoluciôn de un pro­
blema sin restricciones de las variables primales. Ello 
hace que el método solo sea interesante en los problemas 
cuya estructura descomponible facilita esta evaluaciôn. 
(Everett ( El) ).
La aplicaciôn de los métodos del tipo gradiente al pro­
blema dual tienen su razon de convergencia coterrinada por
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dual en el punto soluciôn. Se demuestra que este es la 
restricciôn de la inversa ■ del Hessiano del Lagrangiano 
en,el subespacio determinado por los gradientes de las 
restricciones en el punto soluciôn, Ello permite définir 
una razon canônica dual de convergencia en la misma forma 
qùe la razon canônica del primal.
La combinaciôn de los métodos duales con las funciones 
de penalizaciôn produce muy potentes algoritmos. Para ele- 
vados valores del coeficiente de penalizaciôn yW. , el 
Hessiano del dual tlende a -1 - 1 lo cual implica una muy 
favorable estructura de autovalores en las aplicaciones del 
método del gradiente y la desapariciôn de las dificultades 
computacionales del método de Newton. Asociaciones de este 
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APENDICE IV
EL PRINCIPIO PE CERTEZA-SQUIVALENCIA EN EL CONTROL OPTIMO 
PE SISTEMAS LINEAL-CUADRATICÛS ESTOCASTICOS.
Este Apêndice es una presentaciôn resumida del principio 
de certeza-equiValencia, o teoreraa de separaciôn, siguiendo 
la exposiciôn que del mismo hace el profesor A.Bryson en 
( B5 ) » Capitule XIV.
Dicho principio se refiere al control ôptimo de un siste- 
ma cuya dinâmica, lineal y afectada por elementos aleato- 
rios, esta representada por las ecuaciones de estado:
XU)= FWXW + t
donde :
XW : vector de estado n-dimensional.
jUft) : vector de control m-dimensional.
KUW : vector de variables normales puramente aleato-
rias ( "white gaussian noise"), tales que :
E J - o
pfi/ Q  : Matrices conocidas compuestas por elementos de- 
terminiStas.
Los estados del sistema no se conocen directamente, sino 
a travês de un vector de medidas Zft) • El proceso de me­
dida , afectado a su vez por elementos aleatorios, esta re- 
presentado por las ecuaciones ;




: vector de mediciones p  -dimensional
: matriz conocida, compuesta por elementos de­
termini stas.
Vt^) : vector de variables normales puramente alea-
torias ( "white gaussian noise " ), tales que:
E  [ v W v ' w J  =
Los dos procesos gausianos puramente aleatorios, W t Q  y 
afectan respectivamente a la dinâmica del sis­
tema y a las medidas efectuadas de su estado, presentan una 
correlaciôn definida por la matriz T:
E[w(t)v*Cx;],T(i)5Ct*c)
En conjunto se puede pues escribir:
)
El estado inicial del sistema es un vector de variables 
aleatorias normales independientes de Vt^), de me­
dia y matriz de covarianzas conocidas :
E 0
E [X(t.) x'(t.)JrR 
E [ x w  V * ( t ) ]- o
El objetivo es la minimizaciôn de la funcional cuaçirâtica
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Jx E { 4 x'(T,)S,^ X(T) +




donde A(t), B(t), S^, N(t) son matrices conocidas y A(t) 
es semidefinida positiva y B(t) positiva definida. '
Se trata de determinan el control ôptimo U(t) a apli­
car al sistema en cada instante t, no como una funciôn 
del estado del sistema en dicho instante X(t), puesto 
que este es imposible de conocer exactamente, sino como 
una funciôn de todas las mediciones efectuadas de
dicho estado en todos los instantes comprendidos
entre el inicial to y el . actual t: to ^  %  ^ 6
Tal control ôptimo viene dado por la relaciôn ; 
donde :
CCi)= B'Vt; [ G'w s(i) +
A
X W  se obtiene de la integraciôn del sistema de ecua- 
ciones diferenciales :
F(t) xH) + K(t;[z(tj- 44ft) xCt)]
con las condiciones en los limites :
X(t.)ro
, y la matriz Sft) obedece al sistema de ecuaciones diferen-
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claies con las correspondientes condiciones en los limites:
i=-iF-F's + C'BC-A
S t T j ) s 5 i j
y la matriz se obtiene en cada instante mediante la
relaciôn:
K(t) = [ PA )  H'(t) + T C O ]  R C ü
en la que la matriz P(t) obedece al sistema de ecuaciones 
diferenciales :
P= FP + pF'-KRK'i-6(
con las condiciones en los limites :
= R
Como se observa en las anteriores ecuaciones, el control 
ôptimo en el caso estocastico asi definido, obedece a la 
misma forma estructural que el control ôptimo en el caso de- 
terminista, substituyendo los valores reales del vector de 
estado, ( ahora desconocidos), por las estimaciones de los 
mismos representadas por el vector X(t) . El câlculo 
de los mismos ( filtro de Kalman) se efectua, a partir de 
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