Abstract. We study properties of a subclass of Markov processes that have all moments that are continuous functions of the time parameter and more importantly are characterized by the property that say their n−th conditional moment given the past is also a polynomial of degree not exceeding n. Of course all processes with independent increments with all moments belong to this class. We give characterization of them within the studied class. We indicate other examples of such process. Besides we indicate families of polynomials that have the property of constituting martingales. We also study conditions under which processes from the analysed class have orthogonal polynomial martingales and further are harnesses or quadratic harnesses. We provide examples illustrating developed theory and also provide some interesting open questions. To make paper interesting for a wider range of readers we provide short introduction formulated in the language of measures on the plane.
Introduction
The results we are presenting in this paper can be interpreted also from the analytical point of view. They concern Markov processes and probability measures. But from the analytical point of view Markov process it is nothing else but the two sets of measures. One say µ(., t) indexed by some index set I ∋ t, usually subset of real line and the other η(., t; y, s) by the points of the product (t, y, s) ∈ I × supp(µ(., s)) × I. Both measures are assumed to be probabilistic i.e. they are nonnegative and normalized by 1 and satisfy certain regularity conditions of which the most important is the so called Chapman-Kolmogorov condition that states that supp(µ(.,t)) η(., u; y, t)η(dy, t; z, s) = η(., u; z, s), for all s < t < u. There is also other condition that relates these two sets of measures. Namely supp(µ(.,t)) η(., t; y, s)µ(dy, s) = µ(., t).
All conditions assumed as well as all the results of this paper can be expressed in terms of these measures. For example conditions imposed on these measures that define a subclass of interesting for us measures can be easily expressed with the help of µ and η in the following way:
(1.1) ∀n > 0, s < t : x 2n µ (dx, t) < ∞, x n η(dx, t; y, s) = Q n (y, s, t),
where Q n denotes certain polynomial in y of degree not exceeding n.
In fact we will assume that all measures µ(., t) will be identifiable by its moments which is slightly stronger assumption than the first assertion of (1.1). For example it is known that if ∃α > 0∀t ∈ I : E exp(α |x|)dµ (x, t) < ∞ then measure µ is identifiable by moments. In fact there exist other conditions assuring this. For details see e.g. [23] .
Finally we assume that for every n, m ∈ N function |x| n |y| m η(dx, t; y, s)µ(dy, s)
is a continuous function of s and t at least on the diagonal s = t.
The problems that we are going to solve in this paper are the following: 1. Is it possible to find a linear combination of monomials x i ; i = 0, . . . , n i.e. to find a polynomial p n such that p n (x; t)η(dx, t; y, s) = p n (y; s) for all s < t. Existence of polynomial martingales in the probabilistic language.
2. Under what conditions (x − y) n η(dx, t; y, s) does not depend on y for any natural n. Independence of increments in the probabilistic language.
3. When polynomials defined in point 1. are orthogonal i.e. p n (x; t)p m (x; t)µ(dx, t) = 0 for n = m. Existence of orthogonal polynomials martingales.
4. When xη(dx, t; y, s)g(y, z)η(dz, u; x, t)µ(dy, s) = L(y, z, s, u)g(y, z)η(dz, u; y, s)µ(dy, s),
where L is a linear function of y and z, and g(y, z) is any bounded measurable function of y and z. Harness property in the probabilistic terminology. 5. When x 2 η(dx, t; y, s)g(y, z)η(dz, u; x, t)µ(dy, s) = Q 2 (y, z, s, u)g(y, z)η(dz, u; y, s)µ(dy, s),
where Q 2 is a quadratic function of y and z for all s < t < u. Quadratic harness property in the probabilistic terminology. We prefer however traditional probabilistic notation as more intuitive.
Hence we study a subclass of one dimensional Markov processes X =(X t ) t∈I defined on a finite or infinite segment that has the property that all its conditional moments of say degree n are polynomials of degree not exceeding n. Poisson, Wiener, Ornstein-Uhlenbeck processes or more generally q−Wiener and (α, q)−OU processes (described for example in more detail in [26] and briefly in Subsection 2.1) are the examples of such processes. Similar approach using polynomials to derive some properties of stochastic processes was applied by Schoutens and Teugels in [24] to study Lévy processes or Cuchiero et. al. in [14] to improve simulation.
Our approach is general, applicable to all Markov processes that have marginal distributions identifiable by moments.
To be more specific let us assume the following: Let X =(X t ) t∈I be a real stochastic process defined on some probability space (Ω, F , P ) where I = [l, r] is some finite or infinite segment of a real line. Cases l = −∞ or r = ∞ are allowed. Let us also assume that for ∀t ∈ I : supp X t contains infinite number of points and that ∀n ∈ N, t ∈ R : E |X t | n < ∞. Let us denote also F ≤s = σ(X t : t ∈ [l, s]) , F ≥s = σ(X t : t ∈ [s, r]) and F s,t = σ (X v : v / ∈ (s, t), v ∈ I). Moreover let us assume that ∃N : ∀0 < n ≤ N ; s = t ∈ I matrix [cov(X i t , X j s )] i,j=1,...,n is non-singular. Processes satisfying these assumptions will be called totally linearly independent of degree N (briefly N −TLI).
We will also assume that ∃N, ∀m, j ≤ N : EX m t X j s are continuous functions of t, s ∈ I at least for s = t. Such processes will be called mean-square continuous of degree N (briefly N −MSC).
Let us remark that sequence of independent random variables indexed by some discrete linearly ordered set are not TLI.
By L 2 (t) let us denote space spanned by real functions square integrable with respect to one-dimensional distribution of X t . By our assumptions in L 2 (t) there exists set of orthogonal polynomials that constitute base of this space.
Thus the class of Markov processes that we will consider is a class of stochastic processes that are N −TLI and N −MSC and moreover satisfying the following condition:
∃N ∀N ≥ n ≥ 1, s ≤ t : E(X n t |F ≤s ) = Q n (X s , s, t),
where Q n (x, s, t) is a polynomial of degree not exceeding n in x. We will call this class of processes Markov processes with polynomial regression of degree N (briefly N −MPR process). If N can be taken ∞ then we will talk of MPR processes. More precisely we should call this class N −rMPR class i.e. right Markov processes with polynomial regression. However until we will consider left (with the obvious meaning) class of Markov processes we will use the name MPR class. Since conditional expectation of every polynomial Q n (X t ; t) (with respect to F ≤s ) of degree n is a polynomialQ n (X s ; s, t) of degree not exceeding n there is a natural question if one can select a polynomial p n (x; t) in such a way that E(p n (X t ; t)|F ≤s ) = p n (X s ; s) i.e. that (p n (X; t), F ≤t ) t∈I is a martingale. One can also pose another natural question when E(X t − X s ) j |F ≤s ) for all j = 1, 2, . . . is non random which would lead to the property of having independent increments.
We answer these questions in the next Section 2.
The main core of the paper is contained in two Sections 3 and 4 where we study a subclasses of the MPR class for which there exist the sequence of polynomial martingales that are also orthogonal with respect to one dimensional marginal probability measure. More precisely we will assume that there exists a sequence of polynomials {p n (x; t)} n≥0 orthogonal with respect to the distribution of X t and such that (p n (X t ; t), F ≤t ) is a martingale (for every n). Such processes will be called processes with orthogonal polynomial martingales (OPM-class). Under some mild regularity conditions we are able to expand Radon-Nikodym derivative of conditional distribution (i.e. transitional distribution) with respect to a marginal distribution in a Fourier series in polynomials {p n (x; t)} . Following this expansion we see that processes of the OPM class satisfying those regularity conditions are completely characterized by their marginal distributions. Hence these processes form a nice regular class that in our opinion is worth to study in detail. As a result we are able to characterize harnesses and further quadratic harnesses within OPMclass. Our nicest result (Theorem 3) concerns necessary and sufficient conditions for OPM process to be a harness. Theorem 4 specifies necessary and sufficient conditions for OPM process to a be quadratic harness.
Open problem are collected in Section 5. Longer proofs are collected in Section 6.
Markov Processes with polynomial regression
Let us assume that Q n (x, s, t) = n k=0 γ n,k (s, t)x k . Further let us define sequence of lower-triangular matrices A n (s, t) = γ i,j (s, t) i,j=0,...n and let us denote:
t . Using this notation (1.2) can be written as:
s . Taking expectation of both sides of (2.1) results in equality: m n (t) = A n (s, t)m n (s). Let us also define two akin matrices namely M n (t) = [m i+j (t)] i,j=0,...,n and C n (s, t)
..,n . Notice that these matrices have the following probabilistic interpretation:
Multiplying both sides of (2.1) by X (n) s T and taking expectation results in the following equation:
Let us also introduce the following variance covariance matrices:
. Let subtract from both sides (2.1) equality m n (t) = A n (s, t)m n (s) and then let us multiply from the right both sides of so obtained equality by (X
T . Finally let us take expectation of both sides. We will get then:
Let us remark that although relationship (2.3) has nicer intuitive meaning it is less informative since (0, 0) entries of matrices Σ n (s, t) are equal to zero. Notice also that from the definition of matrices A n (s, t), matrix A n (s, t) is a submatrix of every matrix A k (s, t) for k ≥ n. Consequently when A k (s, t) is nonsingular then necessarily all matrices A n (s, t) are non-singular for n ≤ k.
We have the following simple proposition.
iii) There exists a family of non-singular, lower triangular,
iv) Diagonal entries of matrices V N (s) are positive.
Proof. Proof is shifted to Section 6.
Matrices V N (t) are not defined uniquely since we have for every non-singular lower triangular matrix F N :
N (s). Hence one can define equivalence relationship between matrices V N defined by (2.4) and call V N (t) and V ′ N (t) equivalent iff there exist non-singular lower triangular matrix F N with all diagonal elements positive such that V ′ N (t) = V N (t)F N . Definition 1. Every matrix V N (t) from this equivalence will be called structural matrix of of the N −MPR process.
Proof. Combining (2.2), (2.4) and the fact that matrix Σ n (s, s) is symmetric we have:
T n (t) from which follows our assertion. Similarly multiplying both sides of (2.2) by M
We have the following observation: Theorem 1. Process X is N −MPR process with structural matrix V N (t) if and only if there exist N (polynomial) martingales
is the structural matrix of the process X.
Proof. If X is N −MPR process then we have for s < t
by (2.4) . Conversely if vector M N (t) has entries being polynomial martingales then there exist matrix
. Then by the martingale property of M n (t) we have:
. . , n are polynomial martingales of some process N −MPR X then for every lower-triangular n×n matrix
. . , n are also martingales. The following practical observation that can be useful if martingale polynomials are known. We have also the following characterization of the processes with independent increments within the class of MPR processes. In fact within the class of MPR processes we can slightly generalize the notion of 'independent increment property' and introduce the notion of independent increment property of degree N if for all 0 < n ≤ N : E((X t − X s ) n |F ≤s ) is non-random i.e. is a.s. surely a constant.
Proposition 2. Let X be a N −MPR. Then E((X t − E(X t |F ≤s )) j |F ≤s ) does not depend on X s for j = 1, . . . , N iff for every N ≥ n > 0 and t > s :
Proof. By our assumptions we have :
n |F ≤s ) being a polynomial in X s by our assumptions is a constant polynomial. Conversely if this property holds for all n ≤ N then X t − E(X t |F ≤s ) is independent on F ≤s of degree N. Hence let us (E(X t −E(X t |F ≤s )) n |F ≤s ) denote γ n,0 (s, t). We have:
As a corollary we get the following characterization of the processes with independent increments.
Corollary 3. Let X be a N −MPR. Then for X t − X s to be independent of F ≤s of degree N it is necessary and sufficient that for every N ≥ n > 0 and t > s structural matrix V N (t) = [v i,j (t)] i,j=0,...N is of the form:
where g k is some continuous function of t such that g i (0) = 0.
Proof. Is shifted to Section 6. Example 1. Now let us assume that process X is stationary in wider sense of degree N i.e. we will assume that ∀t ∈ I, k = 1, . . . , 2N :
. . , N , where c j,k are some functions of one variable only. Following arguments used in the theory of (weakly) stationary processes one can easily prove that functions c j,j (.) must be positive definite. (2.2) now takes the form
from which it follows that A N (s, t) = A N (t − s) for some matrix A n with entries depending on t. Now Proposition 1,ii) leads to the conclusion that
that is that matrices A N (t) and A N (s) commute. Hence in particular eigenvectors of A N (t) do not depend on t. Another words
N , where G N is some lower triangular matrix and Λ N (t) is some diagonal matrix with entries depending on t. Now one can see that since entries of Λ N are continuous and they have to satisfy multiplicative Cauchy equation and we deduce that Λ N (t) = diag{1, exp (α 1 t) , . . . , exp (α N t)} for some constants α i . There exist N (polynomial ) martingales of the form exp(−α i t)Z i (X t ), where Z i (x) are some polynomials of degree at most i, i = 1, . . . , N.
Remark 2. Notice that one cannot deduce that for the process analyzed in the last example there exists a reversed martingale. We could deduce this if the stationarity assumption would hold for all n. Then since we deal with the distributions determined by moments we would deduce that transitional distribution depends on the time distance and one dimensional distribution does not depend on t. Hence we deal with real (strong) stationarity.
2.1. Important example (q−Wiener and (α, q)−OU processes). In this subsection we will discuss an example of a family of Markov processes indexed by a parameter q ∈ (−1, 1]. For all values of |q| < 1 the processes described by this family do not have independent increments. For q = 1 we deal with the classical Wiener process (that has independent increments). For q = 0 we deal with the so called 'free' Wiener process a process whose 1−dimensional distributions have density equal to 1 2π √ 4 − x 2 , i.e. has Wigner distribution. We will consider also the other, related family of stationary, Markov processes namely the so called (α, q)−Ornstein-Uhlenbeck processes obtained from q−Wiener processes by suitable time transformation. Again if q = 1 (α, q)−Ornstein-Uhlenbeck would become ordinary α−Ornstein-Uhlenbeck process.
The processes that we are going to present were first defined and described in [3] as a side result of some non-commutative probability considerations. In [4] , [5] the discrete version of (α, q)−OU process appeared and in [10] q−Wiener process appeared again as a side result of considerations concerning quadratic harnesses. More recently in more detail these processes were described in [26] . Among other properties both these processes do not have continuos paths as indicated in [26] . Consequently they are not diffusion processes.
To describe their properties briefly and also to illustrate assertions of Theorem 1 we must recall some facts concerning q−Hermite and Al-Salam-Chihara polynomials and densities with respect to which they are orthogonal. To do it swiftly let us introduce the following notation.
Assume that −1 < q ≤ 1. We will use traditional notation of the q−series theory i.e.
, otherwise.
It will be also helpful to use the so called q−Pochhammer symbol defined for n ≥ 1 by: (a; q) n = n−1
Often (a; q) n as well as (a 1 , a 2 , . . . , a k ; q) n will be abbreviated to (a) n and (a 1 , a 2 , . . . , a k ) n , if it will not cause misunderstanding.
In particular it is easy to notice that (q) n = (1 − q) n [n] q ! and that
. Now let us introduce the q−Hermite {H n (x|q)} n≥−1 polynomials. They satisfy the following 3−term recurrence
with H −1 (x|q) = 0, H 1 (x|q) = 1. Let us also introduce the so called Al-SalamChihara {P n } n≥−1 polynomials. Those are polynomials satisfying the following 3−term recurrence:
with P −1 (x|y, ρ, q) = 0, P 0 (x|y, ρ, q) = 1. The polynomials {P n } have nice probabilistic interpretation see e.g. [6] . Let us only remark supporting intuition that H n (x|1) = He n (x), where He n denotes so called 'probabilistic' Hermite polynomial i.e. one orthogonal with respect to the measure with the density exp(−x 2 /2)/ √ 2π. Similarly P n (x|y, ρ, 1) = He n (
For q = 0 we notice that H n (x|0) = U n (x/2) where U n is the Chebyshev polynomial of the second kind. One can show (see e.g. [27] ) that
It is also known that polynomials H n and P n are respectively orthogonal with respect to the following measures with the densities:
where
Now (α, q)−OU process is a stationary Markov process with f N (.|q) as its stationary distribution and f CN (.|y, exp(−α(t − s), q) as its density of transition distribution i.e. P (X t ∈ A|X s = y) = A∩S(q) f CN (x|y, exp(−α(t − s), q)dx. q−Wiener process is obtained from (α, q)−OU process by time transformation. More precisely let Y be given (α, q)−OU process. Let us define:
Process X = (X τ ) τ ≥0 will be called q−Wiener process. To see examples of matrices structural matrices V n (t) of these processes that are defined by these processes let us recall some of their properties. Let Y and X be (α, q)−OU and q−Wiener processes respectively. For ∀n ≥ 1, t, s ∈ R, , τ > σ ≥ 0 and 0 < q ≤ 1 we have almost surely:
Now using Remark 1 and remembering that first 5 q−Hermite polynomials have the form:
2 +4q+3) we get the following structure matrices of these two processes.
(α, q)−OU process has the following structural matrix
where A 6 = diag{0, α, . . . , 5α}. Notice that for q = 1 we obtain the structural matrix of the ordinary Ornstein-Uhlenbeck process. This matrix can be defined for any n. Namely since by Remark 1 one has to take coefficients of the probabilistic Hermite polynomials. Compose a lower triangular matrix of them. Finally invert this matrix. Since
. For q = 0 we perform similar operation and get: For the q−Wiener process V 6 (t|q) is given by the following formula:
Notice that entries v i,i−2 of this matrix are not of the form i i−2 g 2 (t) proving that q−Wiener process does not have independent increments. By setting q = 1 we get structural matrix of classical Brownian motion which has independent increments.
Markov processes with orthogonal martingales
Now let us assume that our process X is MPR and there exist a family of polynomial martingales that additionally are orthogonal with respect to one dimensional distribution. More precisely let us assume that ∀t ∈ I there exist a family of polynomials {p n (.; t)} n≥0 such that p n (x; t) is a polynomial of degree n in x and moreover that
Recall that such process possessing sequence of orthogonal, polynomial martingales i.e. MPR processes such that conditions (3.1) and (3.2) are satisfied will be called for brevity OPM class (of Markov processes).
To express these conditions in terms of the notions that we have introduced above let us assume that our process has family of structural matrices {V n (t)} n≥1,t∈I . We have the following simple observation: Proposition 3. Assuming that X is OPM process with structural matrix {V n (t)} n≥1,t∈I . A necessary and sufficient for the existence of the family of orthogonal polynomial martingales {p n (.; t)} n≥0 is the existence of a family of diagonal matrices J n (t) such that ∀t ∈ I, n ≥ 1 :
where matrix D n (t) is defined by the Cholesky decomposition of the moment matrix i.e. by
is a orthogonal polynomial martingale by Theorem 1. Further we have Ep n (X t ; t)p
T by orthogonal assumption. Also by the assumption the last matrix is diagonal. Since matrix M n is positive definite we deduce that it has Cholesky decomposition M n (t) = D n (t)D T n (t) with D n being lower-triangular. Consequently we have V
T = P n (t) where P n denotes some diagonal matrix with positive entries. Since Cholesky decomposition is unique we deduce that V −1 n (t)D n (t) = P n (t) where P n (t) denotes diagonal matrix with entries that are square roots of entries of matrix P n (t). Consequently V n (t) = D n (t) P n (t)
. Conversely let us assume that structural matrix of our process is of the form
where D n (t) is the Cholesky decomposition matrix of the moment matrix M n (t) and J n (t) is a diagonal matrix with positive entries. Then by assumption p n (X t ; t)
is a martingale and we have
by the properties of Cholesky decomposition. Another words entries of the vector p n (X t ; t) are mutually orthogonal.
Example 2. To see examples of such processes let us recall the example with strongly stationary processes, i.e. Example 1. As we know structural matrix of stationary process must be of the form V n (t) = G n R n (t)G −1 n for some lower-triangular matrix G n and a diagonal matrix R n of the form exp(t∆ n ), where ∆ n is a diagonal matrix. Now since our process is assumed to be stationary its one-dimensional distribution does not depend on t and consequently moment matrix does not depend on t so matrices D n in its Cholesky decomposition does not depend on t. Consequently condition (3.3) can be reduced to the existence of the family of diagonal matrices J n (t) and lower triangular matrix F n satisfying:
One of see that the best choice to select F n is to set F n = G n I n for some diagonal I n . Then one could select matrix J n (t) = P −1 n (t)I n and then G n = D n . Another words the structural matrix of the stationary process must be of the form
Now recall (see e.g. [29] ) that polynomials of the form D 
where ∆ j , κ j are nonnegative reals., and p j (x) denotes polynomial of order j orthogonal with respect to marginal one-dimensional measure. One can notice that (α, q)−OU process analyzed in Subsection 2.1 is an example of Markov process having orthogonal polynomial martingales (compare (2.8)).
Hence let us concentrate on OMP process for which there exist a family of orthogonal polynomial martingales p n (X t ; t) i.e. for every n and s < t conditions (3.1) and (3.2) are satisfied. To proceed further let us assume that both onedimensional and transitional distributions of our process have the same support and moreover transitional distribution is absolutely continuous with respect to the marginal one.
Returning to notation from the beginning of the paper let µ(., t), t ∈ I denote one-dimensional distribution and let η(., t; y, s), t, s ∈ I, t > s, y ∈ supp(µ (., s) ). In terms of polynomials p n we have for ∀n ≥ 1, s < t p n (x; t)µ(dx, t) = 0, (3.4) p n (x; t)η(dx, t; y, s)dt = p n (y; s) a.s. (3.5) Let us also introduce functionsp n (t) defined Ep 2 n (X t ; t) =p n (t). Recalling theory of martingales we see that functionsp n (t) are expectations of the so called square brackets of martingales p n (X t ; t). We need only one property of them namely that functionsp n (t) are non-decreasing and of course positive.
Further, unless otherwise stated we will assume the following condition to be satisfied by these densities: Condition 1. Assume that ∀t, s ∈ I, t > s, y ∈ supp µ(., s) : η(., t; y, s) << µ(.,
2 µ(dx, t) < ∞, for all s < t and y ∈ supp µ(., s).
Theorem 2. Assume Condition 1, then ∀t, s ∈ I, t > s :
The convergence is in L 2 (t). Moreover almost everywhere µ(., s) we have:
Proof. First of all let us denote by {r n (x, t, y, s)} n≥−1 the family of polynomials that are orthogonal with respect to the measure η(., t; y, s). Let us denote by γ k,n the family of 'connection coefficients' of polynomials {p n (x, t)} in {r n (x, t, y, s} , i.e.
γ k,n r k (x, t, y, s).
By assumption we have η(dx, t; y, s) = φ (x, t, y, s) µ (dx, t) . we have also ∀n ≥ 1 : r n (x, t, y, s)η(dx, t; y, s) = 0 and p n (x, t)η(dx, t; y, s) = p n (y, s) we deduce that γ 0,n = p n (y, s). Hence following the idea of generalization of expansion of the ratio of two densities (Radon-Nikodym derivative in the case of continuous measures) presented in [25] we deduce that (3.6) is true. The other statement follows Bessel inequality.
Example 3. To see that Condition 1 is not satisfied by an empty set let us return to Subsection 2.1. As shown in [28] (Lemma 1,(v) ) ratio of f CN /f N is bounded and cut away from zero on S(q) hence square integrable. Hence at least for q−Wiener and (α, q)−OU processes Condition 1 is satisfied. Besides let we havep n (t) = t n [n] q ! for the q−Wiener process andp n (t) = exp(2nαt) [n] q ! for the (α, q)−OU processes.
Remark 3. If we add assumption that
(φ(x, t; y, s)) 2 µ(dx, t)dµ (dy, s) < ∞ and follow the fact that η(dx, t; y, s)µ (dy, s) is the joint distribution of (X s , X t ) we can notice that then (3.6) can be written as
which is nothing else but Lancaster type expansion (compare [19] , [20] , [21] , [15] , [22] ) of η(dx, t; y, s)µ (dy, s) since by the definition ofp n (t) polynomials
are orthonormal. As a side result we have then n≥1p n (s)/p n (t) < ∞. Following [15] , [22] we know that not only q−Wiener and (α, q)−OU processes allow expansion (3.6) but also processes with marginals that belong to Meixner classes with infinite support.
We have immediate corollary.
Corollary 4. Under assumptions of Theorem 2 for n ≥ 1, s < t we have :
Consequently {p n (X t ; t)/p n (t); F ≥t } t∈I is the reversed (polynomial) martingale.
Proof. First notice that φ (x, t, y, s) µ(dy, t)µ(dx, s) is a joint distribution of (X s , X t ), consequently η(dy, s; x, t) = µ(dy, s) n≥0
Let us assume that polynomials {p n (x; t)} n≥−1 satisfy the following 3-term recurrence:
with p −1 (x; t) = 0, p 0 (x; t) = 1. We have the following immediate observations: .7) and initial conditions. ii) take square of both sides of p 1 (x; t) = (x − β 0 (t))/α 1 (t) and then definition ofp. iii) multiply both sides of (3.7) by p n−1 (t) and integrate with respect to µ(dx, t). Secondly we note that p 0 (t) = 1. v) This is so since xp 1 (x; t) = α 2 (t)p 2 (x; t) + β 1 (t)p 1 (x; t) + γ 0 (t) = (α 1 (t)p 1 (t) + β 0 (t))p 1 (x; t) by i).
Harnesses
The notion of harness as a special type of the stochastic process was introduced by Hammersley in [16] . Recently it has been so to say rediscovered and is intensively studied by Yor, Bryc, Weso lowski, Matysiak and others in [31] , [9] , [2] , [10] , [13] . In this chapter we are going to study conditions that are to be satisfied for the OPM process to be a harness and also quadratic harness.
We will use the extended slightly definitions of both these notions. Definition 2. A Markov process X = (X t ) t∈I such that ∀t ∈ I : E |X t | r < ∞, r ∈ N is said to be r−harness if ∀s < t < u : E(X r t |F s,u ) is a polynomial of degree r in X s and X u . Definition 3. 1−harness will be called simply harness while the process that is both r−harness for r = 1, 2 will be called quadratic harness.
Remark 4. Let us notice that every r−harness for r = 1, . . . , N which is also N −TLI and N −MSC is also both N −rMPR and N −lMPR however by no means conversely!.
Remark 5. Notice also that for the OPM process is a harness iff
is satisfied for some functionsÂ,B,Ĉ of s, t, u ∈ I and such that s < t < u.
Similarly if a OPM process is a quadratic harness if both (4.1) is satisfied with someÂ,B,Ĉ and
with some A, B, C, D, E, F of (depending on s, t, u ) for all s < t < u.
4.1.
Harnesses. First let us study harnesses. Hence we assume that (4.1) is satisfied with for some continuous functions of s, t, u. First of all notice thatĈ must be equal zero since Ep 1 (X t ; t) = 0 and we get equality 0 = 0 + 0 +Ĉ after calculating expectation of both sides. In the sequel we will denote for simplicityp 1 (t) =p(t). We have the following simple lemma.
Lemma 1.
If an OPM process X = (X t ) t∈I is a harness then:
Proof. Multiplying (4.1) first by p 1 (X s ; s) and then by p 1 (X u ; u) and integrating we get equations:
To get (4.3) and (4.4) is trivial. Now let us add assumption that our process has not only orthogonal polynomial martingales but also it satisfies Condition 1. Consequently its transitional density is given by (3.6). We have the following theorem.
Theorem 3. Let X = (X t ) t∈I be a Markov process with orthogonal polynomial martingales {p n (x; t)} n≥−1 and measures µ(dx, t) and η(dx, t; y, s) being respectively one dimensional and transitional distributions satisfy Condition 1. Then X is a harness iff coefficients of 3-term recurrence (3.7) are given by: β n (t) = β 0 (t) + b n α 1 (t) +b n γ 0 (t), (4.5) α n (t) = a n α 1 (t) +â n γ 0 (t), (4.6) γ n (t) = c n α 1 (t) +ĉ n γ 0 (t), (4.7)
where a n ,â n , b n ,b n , c n ,ĉ n n≥0 are some number sequences such that b 0 =b 0 = a 0 = a 0 =â 1 = c 0 = 0, a 1 =ĉ 0 = 1 and ∀t ∈ I, n ≥ 0 : α n (t)γ n−1 (t) > 0.
Proof. Proof is shifted to Section 6. Example 4. If X is the (α, q)−OU process we have (basing on Proposition 4) p n (x; t) = exp(αnt)H n (x|q). Hence following (2.5) we have α n (t) = exp(−αt), γ n (t) = [n + 1] q exp(αt),p(t) = γ 0 (t)/α 1 (t) = exp(2αt). Thus equation (4.6) is satisfied with a n = 1,â n = 0, equation (4.7) with c n = 0,ĉ n = [n + 1] q while equation (4.5) with b n =b n = 0. Now let us consider q−Wiener process. Recall that now p n (x; t) = t n/2 H n (
. Hence α n (t) = 1 for n ≥ 1 and γ 0 (t) =p(t) = var(X t ) = t as it follows from Proposition 4. Hence γ n (t) = [n + 1] q t = [n + 1] q γ 0 (t) another words c n = 0,ĉ n = [n + 1] q .
Quadratic harnesses.
We will study now conditions leading to the fact that considered process X is a quadratic harness i.e. harness and such that E(X 2 t |F s,t ) is a quadratic function of X s and X u . That is assume that (4.2) is satisfied with some continuous functions A, B, C, D, E, F of s, t, u for all s < t < u, s, t, u ∈ I.
We have the following lemma:
Lemma 2. Let us denote a,â, b,b, c,ĉ six parameters defined by the conditions α 2 (t) = α(t)(a +âp(t)), β 1 (t) − β 0 (t) = α(t)(b +bp(t)), γ 1 (t) = α(t)(c +ĉp(t)), (a +âp(t))(c +ĉp(t)) > 0 for all t ∈ I, where we denoted for simplicity α(t) = α 1 (t) guaranteeing that the analyzed process is a harness. Then
Let us denote for simplicity:
and B can be selected to be any nonzero function of s < t < u and D and E are given by (4.12), below.
If κ 2 + λ 2 > 0, then: Proof. Proof is shifted to Section 6.
Remark 6. Notice that following Proposition 4 we havep 2 (t) =p(t) a+âp(t) c+ĉp(t) . Also as a consequence of Favard's Theorem we must have (a +âp(t))(c +ĉp(t)) > 0.
Further keeping in mind interpretation ofp 2 (t) as the expectation of the 'square bracket' of martingale p 2 (X t ; t) we deduce thatp 2 (t) must be non-decreasing. If interval I is bounded then the only restrictions on parameters a,â, c,ĉ are (a +âp(t))(c +ĉp(t)) > 0,
for all s, t ∈ I and s < t. Now suppose that I is unbounded. If I is unbounded from the right and suppose thatp(t) is bounded. This would mean that martingale p 1 (X t ; t) converges to finite limit a.s. and in L 2 . Consequently X t /α 1 (t) would have a finite a.s. limit. This is rather uninteresting case from the point of view of stochastic processes theory. Hence let us assume from now on thatp(t) is unbounded if I is unbounded from the right hand side. Similarly let us assume thatp(t) −→ 0 as t −→ −∞ that is if I is unbounded from the left hand side or if left boundary of I is 0, i.e. if I = [0, r], then assume thatp(0) = 0. We have also
Consequently if I is unbounded from the left hand side or I = [0, r] we must have ac ≥ 0 and if I is unbounded from the right hand side we must havê aĉ ≥ 0. Ifâĉ = 0 then if I is unbounded from the right we must haveâĉ > 0.
We have also the following corollary concerning particular cases:
Corollary 5. i) If κ = 0 and λ = 0 then we have:
ii)If κ = 0 and λ = 0 then
iii) Otherwise if κ = 0 and λ = 0 then after dividing both denominators and denumerators by κ we get:
If aĉ = 0 then one can simplify these expressions further by dividing both denominators and denumerators by aĉ and we get: 
From these assumptions we deduce that p 1 (x; t) = x,p(t) =p 1 (t) = t, α 1 (t) = 1. Moreover sincep(t) ranges from 0 to infinity and we have conditions : 0 ≤ α 2 (t)γ 1 (t) = (a +ât)(c +ĉt); 0 < α 2 (t) = a +ât we deduce that a > 0, ac ≥ 0, aĉ ≥ 0 and ac +âĉ > 0. Besides we have (basing on our assumptions) γ 1 (t)p(t) = α 2 (t)p 2 (t) which leads to the relationship: (c +ĉt)t =p 2 (t)(a +ât). Ifĉ = 0 then p 2 (t) could not be increasing. Hence we deduce thatĉ > 0. Thus examining equation (4.13)-(4.15) we deduce that there are 3 independent parametersâ/a which Bryc at al. in [10] called σ, c/ĉ which was called τ in and κ−λ κ which was denoted −q in [10] . Notice that λ κ = 1 + q in this notation. Following Proposition 4,iv) we deduce that EX 3 t = β 1 (t)t = (b +bt)t. On the other hand considering [10] ,(4.13) for x = X t , then multiplying both sides of so obtained expression by X t , taking expectation of both sides and on the way making use of orthogonality p 2 and p 1 we can calculate 1+σt is to be increasing we get (by calculating derivative) that for all t ≥ 0 : σt 2 + 2t + τ ≥ 0. Consequently that σ, τ ≥ 0 and q ≤ 1 + 2 √ στ by the Remark 7.
Theorem 4. Let X = (X t ) t∈I be a Markov process with orthogonal polynomial martingales {p n (x; t)} n≥−1 and µ(dx, t) and η(dx, t; y, s) as one dimensional and transitional distributions satisfying Condition 1. Then X is a quadratic harness iff 3-term recurrence satisfied by polynomials p n is given by (3.7) with coefficients α n (t), β n (t), γ n (t) defined by (4.6), (4.5) and (4.7) with the system of 6 number sequences a n ,â n , b n ,b n , c n ,ĉ n that satisfy the following system of 5 recursive equations:
with initial conditions : a 1 = a,â 1 =â, b 1 = b,b 1 =b, c 1 = c andĉ 1 =ĉ, and such that ∀t ∈ I, n ≥ 0 : (a n +â np (t))(c n +ĉ np (t)) > 0.
Proof. Long tedious proof is shifted to Section 6. Let us start with q−Wiener process. Following what was presented in Subsection 2.1 we have p n (x; t) = t n/2 H n (x/ √ t). Hence following (2.5) we have:
Besidesp(t) =p 1 (t) = Ep 2 1 (X t ; t) = t. So α n+1 (t) = 1 + 0t and thus a n = 1,â n = 0. Further β n (t) = 0 so b n =b n = 0. Finally γ n−1 (t) = t[n] q , so c n = 0,ĉ n = [n + 1] q . Consequently values of parameters are a = a 1 ,â =â 1 = 0, b =b = 0, c = c 1 = 0,ĉ = c 1 = 1 + q, κ = 1 + bb +âc = 1, λ = aĉ −âc = 1 + q, κ − λ = −q.
Functions A, B, C, D, E, F are now
One can also check that equations ( 
which is true. Hence we deduce that q−Wiener process is a quadratic harness. Now let us analyze (α, q)−OW process. Following what was presented in Subsection 2.1 we have p n (x; t) = exp(nαt)H n (x|q). Hence following (2.5) we have:
In particular
Following equations (4.5), (4.6) and (4.7) we have α n+1 (t) = e −αt = 1α 1 (t) + 0γ 0 (t) so a n = 1 andâ n = 0,
)(e 2αu − qe 2αt ) (e 2αu − e 2αs )(e 2αu − qe 2αs )
, B = (1 + q)(e 2αt − e 2αs )(e 2αu − e 2αt ) (e 2αu − e 2αs )(e 2αu − qe 2αs ) , C = (e 2αt − e 2αs )(e 2αt − qe 2αs ) (e 2αu − e 2αs )(e 2αu − qe 2αs ) , D = 0, E = 0, F = −e 2αs B.
Like in the case of q−Wiener process equations (4.16), (4.17), (4.18), (4.19), (4.20), (4.21) are trivially satisfied since b =b = 0 eitherâ = 0 or c = 0 and a n = 0, c n = 0. Equation (4.22) (4.23) has the same form as in the q−Wiener process. Hence we deduce that (α, q)−OW process is a quadratic harness. Let us now turn our attention to the Poisson process with parameter µ. Following [18] (section 1.12) we deduce that p n (x; t) = (−µt) n C n (x; µt), where C n denotes Charlier polynomial as defined by ([18], 1.12.1). Moreover following [18] , (1.12.4) we have xp n (x; t) = p n+1 (x; t) + (n + µt)p n (x; t) + nµtp n−1 (x; t). Besides following [18] (1.12.2) we deduce thatp (t) =p 1 (t) = λt. Thus parameters are the following: a = 1,â = 0, b = 1,b = 0, c = 0,ĉ = 2, κ = 1, λ = 2 since parameters b andb are defined by β 1 (t) − β 0 (t) = b +bp (t). Following equations (4.5), (4.6) and (4.7) we have α n+1 (t) = 1 + 0µt, β n (t) = n, γ n−1 (t) = nµt and thus consequently a n = 1,â n = 0, b n = n,b n = 0, c n = 0,ĉ n = n + 1. Functions A, B, C, D, E, F are now
Thus we deduce that Poisson process is a harness. It is not new result since this fact was already known to Jacod et.al. as shown in [17] . As far as the property of being a quadratic harness is concerned we deduce that equations (4.16), (4.17), (4.18), (4.19) are trivially satisfied since eitherâ = 0 or c = 0,â n = 0, c n = 0.
As far as equations (4.20), (4.21) is concerned we on the left hand sides we have 2n(n − n + 1) while on the right hand side we get 2n. Finally equation (4.22) (4.23) leads to the following identity: 2 = 2(−n + n + 1). hence we deduce that process {Z t } t≥0 is a quadratic harness. This confirms result of [10] .
Remark 8. Let us remark that in recent years many more examples of quadratic harnesses were found by Bryc et. al. To mention only [12] , [8] , [13] or [30] .
Open problems and remarks
Quadratic harnesses have been defined for square integrable processes. However majority of examples (e.g. in [9] , [10] , [13] , [7] , [11] ) deal with quadratic harnesses that have all moments and belong to the class OPM. Recently in [12] the authors showed that there exist quadratic harnesses that do not have all moments.
There is an immediate interesting question are there 2−harnesses that are not harnesses? Or more generally are there r + 1−harnesses that are not r−harnesses?
At first sight it seems that yes but I do not know any examples. Recalling Theorem 3 we notice that condition of being a harness defines 6 number sequences {a n ,â n , b n ,b n , c n ,ĉ n } n≥1 . Further little reflection shows that being a harness and r−harness would require more and more equations to be satisfied by the same number of 6 parameters sequences. When r was equal 2 we had 5 conditions, and generally for any r we would have 2r + 1 conditions to be satisfied by 6 number sequences. Hence to be a r−harness would be more and more difficult. Are there processes that are harnesses for every r ∈ N (let's call this property as being a total harness)? The answer is yes. It turns out that not only classical Wiener and Ornstein-Uhlenbeck process are total harnesses but the result presented in [27] , Theorem 2. can be interpreted in such a way that also q−Wiener and (α, q)−OU processes are total harnesses.
Are there other total harnesses? Considering as {X t } t≥0 the Poisson process with parameter say equal to µ, little reflection leads to the conclusion that the conditional distribution of X t |X s = k, X u = n for s < t < u is equal to the distribution of k + Y where Y ∼ Bin(n − k, t−s u−s ), where Bin(n, p) denotes binomial distribution with parameters n ∈ N and p ∈ [0, 1]. Following well known properties of binomial distributions we see that n − th moment of k + Y is a polynomial of degree at most n of k and n. Hence Poisson process is also a total harness. But are they the only ones? What are the necessary and sufficient conditions to be satisfied by {a n ,â n , b n ,b n , c n ,ĉ n } n≥1 for being a total harness?
There are also questions connected with the Theorem 2. If we know that transitional and marginal distributions are identifiable by moments, satisfy Condition 1 and there exist family of polynomials satisfying (3.4) and (3.5) then these distributions must me interrelated by the formula (3.6). However not necessarily conversely. In general expressions n≥0 1 pn(t) p n (x, t)p n (y, s) are not nonnegative on the support on the measure that makes polynomials {p n } orthogonal. For what families of orthogonal polynomials {p n (x, t)} with respect to µ(., t) this expressions are nonnegative on the support of µ? Examples presented above show that there exist nontrivial families of polynomials having this property.
There is another interesting more general and more difficult question that we do not know the answer for. Namely as it follows from Theorem 2 there are at least as many OPM processes as there are marginal measures µ(., t), t ∈ I. Another words having family µ(., t), t ∈ I of probability measures we have family of orthogonal polynomials p n (x; t) and by Theorem 2 we have transitional measure. In general within MPR class we have for all t ∈ I and n ≥ 1 :
Ep n (X t ; t)|F ≤s ) = q n (X s ; s, t), where q n denotes polynomial of degree not exceeding n and p n as before orthogonal polynomial of marginal distribution µ. In general q n (X s ; s, t ) = p n (X s ; s) implying that in general the transitional measure is not determined by the marginal one completely. A relationship however exists. What is its nature? Can we describe it?
6. Proofs Proof of Proposition 1. i) Consider (2.2). By out assumption matrix C n (t, s) is non-singular hence both matrices M n (s) and A n (s, t) must be non-singular.
ii) By the tower property applied to X n u we have :
Comparing respective coefficients we get for k ≤ n : γ n,k (s, u) = n j=k γ n,j (t, u)γ j,k (s, t) this system of equations can written briefly in the matrix form: A n (t, u)A n (s, t).
iii) We set say s = 0 in ii) and then by i) we get
for all t ≤ u. Thus it remains to define V n (u) df = A n (0, u). iv) First of all let us notice that by MSC assumption diagonal entries of matrix A n (s, t) are positive for s sufficiently close to t and s < t. Secondly recall that diagonal elements of triangular matrix are equal to its eigenvalues. Thirdly from the decomposition (2.4) it follows that the product of diagonal entries of matrices V n and V −1 n are equal to diagonal elements of A n (s, t). Hence we can select diagonal entries of V n to be positive at least for s < t close to t. On the other hand since by assumption elements of all matrices V n , A n (s, t) are continuous functions of t they cannot change sign since all matrices involved are non-singular.
Proof of Corollary 3. First let us assume the process is with independent increments. Then from (2.4) it follows that
and we know from Proposition 2 that:
since in this case γ 1,1 (s, t) = 1 and γ 1,0 (s, t) = 0. Hence the i, j−th entry of the matrix A n must be of the form i j γ i−j,0 (s, t) where γ i−j,0 is its (i − j, 0)−th entry. Let us denote γ k,0 (s, t) by γ k (s, t) for brevity. Besides i, i−th entry of this matrix is equal to 1. Assuming that diagonal entries of matrix V n (s) are also 1 we have to show that v i,j (t) = i j g i−j (t) for i > j for some functions g k (t). Secondly notice that i, j−th entry of the matrix equation (6.1) takes the form
Besides since matrix V N is not defined uniquely we can take V N (0) = I Nidentity matrix. Then taking j = i − 1 we see that iγ 1 (s, t) = v i,i−1 (t) − v i,i−1 (s). Now we have also γ 1 (s, t) = v 1,0 (t) − v 1,0 (s). Let us denote v 1,0 (t) = g 1 (t). with g 1 (0) = 0. Comparing these two expressions we see that
Further proof is by induction. Hence assume that v i,i−j (t) = i j g j (t) for j ≤ m. Let us take j = i − m − 1. We have by the induction assumption:
Proof of Theorem 3. First let us notice that χ(dx, t|y, s, z, u) = φ(x,t;y,s)φ(z,u;x,t) φ(z,u;y,s) µ(dx, t) is the conditional distribution of X t |X s = y, X u = z for s < t < u. Let us find E(X t |X s = y, X u = z). We have using (3.6):
χ(x, t|y, s, z, u) = 1 φ(z, u; y, s) µ(dx; t)µ(dz; u)
To perform our calculations swiftly let us notice that from (3.7) it follows that we have expansion (6.3) p 1 (x; t)p n (x; t) =α n+1 (t)p n+1 (x; t) +β n (t)p n (x; t) +γ n−1 (t)p n−1 (x; t), whereα n+1 (t) = α n+1 (t)/α 1 (t);β n (t) = (β n (t)−β 0 (t))/α 1 (t);γ n−1 (t) = γ n−1 (t)/α 1 (t). So we have
Let us calculate
Now using Proposition 4 iii) and definition of functionsα n (t) ,γ n (t) andβ n (t) we have:α
p k (u) and similarly for other coefficients:
Now by assumption that X is a harness we must have the following equality:
Let us multiply both sides of this equality by p m (z; u) and integrate with respect to µ(dz, u). We will get
Taking into account Proposition 4 iii) and uniqueness of expansion in orthogonal polynomials we get the following equationŝ β n (t) = A(s, t, u)β n (s) + B(s, t, u)β n (u), (6.4)γ m−1 (t) = A(s, t, u)γ m−1 (s) + B(s, t, u)γ m−1 (u), (6.5)α m+1 (t) = A(s, t, u)α m+1 (s) + B(s, t, u)α m+1 (u), (6.6) where {α n (t), β n (t), γ n (t)} are the coefficients of the modified 3-term recurrence (6.3) satisfied by polynomials {p n } and functions A, B are given by (4.3) and (4.4). To find functions β n (t), α n (t) and γ n (t) satisfying equations (6.4)-(6.6) we will use the following auxiliary result: Lemma 3. Let g(t) be some nonzero, monotone continuous function and suppose that continuous function f (t) satisfies functional equation
Proof. Since
g(u)−g(s) = 1 we have
. Hence
does not depend on u. Hence f (u) = ξ(t)(g(u) − g(t)) + f (t). Taking two different values of t say t 1 and t 2 we get: 0 = (ξ(t 1 ) − ξ (t 2 ))g(u) + C(t 1 , t 2 ) for all u. Since g(u) is not constant we deduce that ξ (t 1 ) = ξ(t 2 ) and that C(t 1 , t 2 ) = 0 which leads to conclusion that f (
). Both these conclusions lead to linearity of f (t) with respect to g(t).
Now recall that A(s, t, u) =p
. Hence we immediately have: β n (t) = b n +b np (t),γ n (t) = c n +ĉ np (t), α n (t) = a n +â np (t). Now it remains recall definitions of coefficientsα,β,γ.
Proof of Lemma 2. Now let us consider expression for E(p 2 (X t ; t)|F s,u ) . On the way we will use the following notation: p 2 (x; t)p n (x; t) = r 2,n+2 (t)p n+2 (x; t) + r 1,n+1 (t)p n+1 (x; t) (6.7) +r 0,n (t)p n (x; t) + r −1,n−1 (t)p n−1 (x; t)r −2,n−2 (t)p n−2 (x; t), (6.8)
During all calculations we use the following observations that we recall here for the clarity of exposition. They follow properties of polynomials p n and Proposition 4 For n ≥ 0 and t, s ∈ I, s < t < u :
We will show that coefficients A, B, C, D, E, F satisfy the following system of linear equations.:
12)
In our lengthy calculations we will process formula (4.2) which we copy here below for the convenience of the reader. E(p 2 (X t ; t)|F s,u ) = Ap 2 (X s ; s)+Bp 1 (X s ; s)p 1 (X u ; u)+Cp 2 (X u ; u)+Dp 1 (X s ; s)+Ep 1 (X u ; u)+F.
To get first assertion of equation (6.10) we integrate (4.2). To get the second one we multiply (4.2) by p 2 (X s ; s) and integrate. To get (6.11) we multiply (4.2) by p 2 (X u ; u) and integrate. To get first assertion of (6.12) we multiply (4.2) by p 1 (X s ; s) and integrate. To get the second one we multiply (4.2) by p 1 (X u ; u) and integrate. To get (6.13) we multiply (4.2) by p 1 (X s ; s)p 1 (X u ; u) and integrate. Next we use identities: α 2 (t)p 2 (t) = γ 1 (t)p(t) and α 1 (t)p(t) = γ 0 (t) and then cancel out p(s). Now following Theorem 3 and Proposition 4 to prove second assertion we have to take into account the following facts: β 1 (t) − β 0 (t) = bα(t) +bγ(t) = α(t)(b +bp(t)), α 2 (t) = aα(t) +âγ(t) = α(t)(a +âp(t)) γ 1 (t) = cα(t) +ĉγ(t) = α(t)(c +ĉp(t)), p(t) =p 1 (t) = γ(t) α(t) , p 2 (t) = γ 1 (t)p(t) α 2 (t) = γ(t)(cα (t) +ĉγ(t)) α(t)(aα (t) +âγ(t) =p(t) c +ĉp(t) a +âp(t) , where we denoted for simplicity α(t) = α 1 (t) and γ(t) = γ 0 (t) and a,â, b,b, c,ĉ are numerical parameters with defined above meaning. On the way we divide when it is necessary both sides byp (s) sincep(t) is nonzero as an expectation of a square bracket of the martingale p 1 (X t ; t). So equations (6.10)-(6.12) now become: The first set of equations yields: B = aĉλ(p(t) −p(s))(p(u) −p(t)) (a +âp(t))(p(u) −p(s))(p(s)p(u)âĉκ +p(u)aĉκ +p(s)aĉ(κ − λ) + acκ) , A = (a +âp(s))(p(u) −p(t))(p(u)p(t)âĉκ +p(u)aĉκ +p(t)aĉ(κ − λ) + acκ) (a +âp(t))(p(u) −p(s))(p(s)p(u)âĉκ +p(u)aĉκ +p(s)aĉ(κ − λ) + acκ) , C = (a +âp(u))(p(t) −p(s))(p(t)p(s)âĉκ +p(s)aĉ(κ − λ) +p(t)aĉκ + acκ) (a +âp(t))(p(u) −p(s))(p(s)p(u)âĉκ +p(u)aĉκ +p(s)aĉ(κ − λ) + acκ) .
where we denoted κ = (1 + bb +âc), λ = (aĉ −âc)
Coefficients v are related to coefficients of the 3 term recurrence by formulae:
v −1,n−1 (t) = γ n−1 (t) α 1 (t) , v 0,n (t) = β n (t) α 1 (t) , v 1,n+1 (t) = α n+1 (t) α 1 (t) .
Proof. We have: p 2 1 p n = p 1 (v 1,n+1 p n+1 +v 0,n p n +v −1,n−1 p n−1 ) = v 1,n+1 v 1,n+2 p n+2 + v 1,n+1 v 0,n+1 p n+1 + v 1,n+1 v −1,n p n + v 0,n v 1,n+1 p n+1 + v 0,n v 0,n p n + v 0,n v −1,n−1 p n−1 + v −1,n−1 v 1,n p n + v −1,n−1 v 0,n−1 p n−1 + v −1,n−1 v −1,n−2 p n−2 = v 1,n+1 v 1,n+1 p n+2 + (v 1,n+1 v 0,n+1 +v 0,n v 1,n+1 )p n+1 +(v 1,n+1 v −1,n +v 0,n v 0,n +v −1,n−1 v 1,n )p n +(v 0,n v −1,n−1 + v −1,n−1 v 0,n−1 )p n−1 + v −1,n−1 v −1,n−2 p n−2 = v 1,n+1 v 1,n+1 p n+2 + v 1,n+1 (v 0,n+1 + v 0,n ) + (v 1,n+1 v −1,n + v 0,n v 0,n + v −1,n−1 v 1,n )p n + v −1,n−1 (v 0,n + v 0,n−1 )p n−1 + v −1,n−1 v −1,n−2 p n−2 . We dropped arguments to simplify calculations. Remembering that: p 2 = Comparing coefficients by p n+2 , p n+1 , p n , p n−1 , and p n−2 we get our assertion. Now let us assume that we deal with harness that is following assertion of Theorem 4 we assume that:
, γ 0 (t) α 2 (t) = γ 0 (t) α1(t) α2(t) α1(t) = p(t) a +âp(t) , β 1 (t) − β 0 (t) α 2 (t) = β 1 (t)−β 0 (t) α1(t) α2(t) α1(t) = b +bp(t) a +âp(t) , v −1,n−1 (t) = c n−1 +ĉ n−1 p(t), v 0,n (t) = b n +b n p(t), v 1,n+1 (t) = a n+1 +â n+1 p(t), with c 0 = c,ĉ 0 =ĉ, b 1 = b,b 1 =b, a 1 = a,â 1 =â.
Proof. Now to prove Theorem 4 we combine equations from the assertion of Lemma 4, simplifications from Lemma 5 and formulae for coefficients A, B, C, D, E, F given by Lemma 2. We collect all expressions on one side of these equations and factor out (with the help of Mathematica). It turns out that this factorization is of the following form : Certain expression involving sequences a n ,â n , b n ,b n , c n andĉ n times some expressions depending on t. Hence to satisfy our equations expressions in this factorization that do not depend on t must be set to zero.
