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INTRODUCTION 
In 1957, the latter two authors were investigating certain logic 
problems associated with circuitry. In particular, they were concerned 
with the question which “black boxes” are most efficient logically, in the 
sense that fewer units are required in putting circuits together. They also 
wished to clarify which properties of logical black boxes characterize 
good (that is, efficient) as against bad cases. It seemed apparent that the 
most efficient logical black boxes were in fact the most versatile ones, 
in that, under appropriate external adjustments, they would each 
perform the greatest variety of logical operations. Since, for any given 
box, this measure of variety could easily be determined by counting, 
boxes could be compared, and efficient cases could then be studied. 
For logical black boxes involving two, three or four inputs, there was no 
difficulty in exhausting the universe and thus identifying the most 
efficient cases. The programs used in this work were written in machine 
language, using the SHARE Assembly Program, for the IBM 704, with 
4096 thirty-six bit words of core memory. For five or six input black 
boxes, representable by 32 and 64 bit numbers, respectively, one could 
not exhaust the universe with the above programming technology. Hence, 
a heuristic search program for discovering the very few highest scoring 
elements in a very large universe was developed. The method proved 
extremely successful and seemed to be capable of determining the very 
best cases. Indeed, in this paper we will prove that in one special case- 
the details will be discussed later-the method completely solved the 
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problem of finding all best cases. Beyond this, the basic approach under- 
lying the search method subsequently proved a cornerstone in the 
solution of large-scale design automation problems. Indeed, the basic 
problem-solving approach seems capable of managing a number of 
large-scale combinatorial problems unapproachable by other known 
methods. For example, a recent large-scale integration chip required the 
assignment of 1500 elements to one of two possible locations roughly 
equal in size, with the interconnections between the locations minimized. 
This required searching a universe larger than 2i400 elements. Consider- 
able empirical evidence shows that the results obtained by this method 
are stronger than those obtained by any other methods known to us. 
A simplified outline of the problem we will solve in this paper and our 
method of solution can be given as follows: We have a universe U that is 
finite, but too large to enumerate. On the set U, we have a function, 
S(U), u E U, called the score of U, that assumes integral values between 0 
and 40. We want to find 
rnaz S(U) = M 
and to determine al1.u E U such that S(U) = M. 
We have taken the following three steps to completely solve this 
problem: 
1. We programmed the computer to perform systematic experiments 
that found a collection of elements m E U such that s(m) = 36. Our 
experiments strongly suggested that M = 36. 
2. We succeeded in characterizing the subset of U, of U such that 
S(U) > 35 if and only if u E U, . In addition we gave a method of enumer- 
ating the subset U, . 
3. The subset U, is easily exhausted by machine enumeration. 
This exhaustion proves that 
(a) M = 36; 
(b) the systematic procedure used in step 1 had indeed found 
all m E U such that s(m) = 36. 
The solution of our problem proves that the systematic experiments 
used in step I are a very powerful tool for studying maximum problems 
in certain universes. In a later paper, we hope to be able to characterize 
those universes that are subject to analysis by the method used to solve 
this problem. 
Before going on to the technical details of the paper let us pause to 
outline the experiments actually used in step 1. 
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We wish to generate a 32 bit number having the highest possible 
score. (The exact definitions are all to be found in the next section.) 
We start with a 32 bit number taken at random. We score the number. 
We try modifying a single bit, chosen at random. If the new number 
produces a score higher than our original number, we term the change a 
success and accept it. Otherwise it is judged a failure and rejected. We 
continue this process as long as we find successes. If we can find no more 
successes we then accept changes which yield an equal score, taking care 
to avoid a computational loop and always checking after each such change 
to see if we can move forward again, i.e., to a number with a higher 
score. If there are no changes producing equal scores, we examine the 32 
possible changes and select one change that leads to a minimal reduction 
in score or backup. We permit only two moves backward before the 
procedure terminates. We also terminate if we have made a certain 
number of moves without advancing the score beyond the highest score 
already reached. 
We may summarize by saying that the result established in this paper 
is interesting not only because it establishes a difficult mathematical 
result, but also because the solution involves an interesting interplay 
between machine computations and mathematical proof. The computer 
serves two distinct roles in this paper. One is its usual role as a powerful 
way to verify special cases. The interesting new role is the computer’s 
ability to perform mathematical experiments on the basis of which a 
mathematical conjecture may be formulated and a mathematical proof 
built. 
1. AN EXPOSITION OF THE BASIC CONCEPTS IN TERMS OF SPACES 
OF FUNCTIONS 
In the introduction our central problem has been formulated and 
related to logical devices. However, there is a purely mathematical 
framework in which our problem also can be phrased. Accordingly, we 
have taken the liberty of reproducing our problem in this language in 
order to make it more accessible to the general mathematical audience. 
Let {X, ,..., Xn} be a finite set consisting of n objects called variables 
and let F(n) be the binary valued functions on the set {X1 ,..., X,>, 
in other words, S(n) consists of all functions 
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where Z, denotes the integers mod 2. Clearly, 9(n) may be identified 
with (cyi ,..., a,) where ai E P, , i = l,..., n. Thus we may identify 9(n) 
with the n-fold Cartesian product of Z, with itself. 
Now let X, be a variable. We say we have biased the system 08 if we 
look at the subset of 9(n) where the ith coordinate of Z, x a** x Z, is 0 
and biased the system on if we look at the subset of F(n) where the ith 
coordinate of Z, x 0.. x Z, is 1. Similarly, we may talk about biasing 
several variables, each either on or off, as the subset of 9(n) where 
certain coordinates assume one of the two values 0 or 1. 
Let r be a permutation of set {Xi ,..., X,) and let f~ 3(n). Then 
clearlyf o x E 3(n) and so n determines a permutation n# of the set 9(n). 
Now 1etfE 9(n) and letf = (01~ ,..., a,) as an element of Z, x -0. x i2, . 
Define 
N#(f) = (011 + I,..., % + 1) 
where the sum is taken mod 2. It is then trivial to verify that 
N#n# = +N#. 
Let us now consider the binary functions in 9(n) which we will 
denote by 9*(n). Since ?T# permutes the set s(n), it induces a permuta- 
tion V# of F2(n) by 
r*(F) = F o T+ f E F*(n). 
We say that F and r*(F) are interchange equivalent. Clearly interchange 
equivalence is an equivalence relation and the equivalence class determ- 
ined by F under this relation will be denoted by [F]. 
Since, as we have observed, 9(n) = Z, x *mm x 12, we have for any 
subset il ,..., ik of the indices l,..., n a projection p of 9(n) onto 9(K). 
Now let F E s*(k), then F 0 p E F”(n). Any element of 5”(n) that can be 
written as above will be called a degenerate function or to contain a 
vacuous variable. A nondegenerate function will be called a full function. 
Remark. If one element of an interchange class is degenerate then all 
elements in the class are degenerate. 
Consider F E 9”(n) and let k < n. Then we may use F to determine 
a subset of g2(k) as follows: Choose all subsets Xi, ,..., Xik of k variables 
il < iz < -a* --c ik in X, ,..., X, . For each biasing of the variables not 
in Xi, ,..., Xi, we may restrict F to the corresponding subset. The 
corresponding element in S*(k) is called a k-subfunction determined by F. 
We may assign to F E 9”(n) a number sk(F) as follows. sk(F) equals the 
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number of nondegenerate interchange equivalence classes of K-sub- 
functions determined by F under all biasing of any n - iz variables in 
x x,. 1 ,***, The reasonableness of using interchange equivalence 
classes rather than the functions themselves follows from the fact that 
the ordering of subsets of X1 ,..., X, is not intrinsic. 
We are now in a position to state the general problem that is of interest 
to us. Given R < n, find 
max{s,(F) 1 FE Pz(n)) = M(n, k) 
and if possible find all F such that s,(F) = M(n, k). 
For n < 4 this problem can and has been solved by computation and 
enumeration for all K < n. In this paper we will solve this problem for 
n = 5 and K = 3. To give some indication of the orders of magnitude 
of this problem, we note that the number of elements in P(5) = 232 
and that only 1680 elements of P”(5) achieve the maximum score of 36. 
Note: The maximum possible score would be 40 as we may choose 
2 objects out of five in 10 ways and each choice has 4 allowable 
biases. 
It should be remarked that for n = 6 and k = 4 the maximum allow- 
able for M(6,4) = 60 and in [2, p. 521 there are two explicit elements 
of T2(6) for which this maximum value is achieved. It is very likely 
that for all n > 6 we have 
M(n, n - 2) = 2 +-1) .4 , 
which is the maximum allowable value M(n, n - 2), but we have no 
proof for this conjecture. 
2. OUTLINE OF PROOF 
Since by the discussion in the Introduction, and by the examples 
in [2], we know that M(5, 3) > 36, our task is to prove that M(5, 3) < 36. 
The first part of this will consist of an argument that classifies a small 
subset of P2(5) that includes all FE F*(5) whose score might be 
greater than 35. Before stating our basic results we will need a few 
definitions. 
A function F E 374) will be called a full eight if and only if you 
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obtain 8 distinct nondegenerate interchange classes by biasing one 
variable. 
A function FE F*(4) will be called a full seven if and only if you 
obtain 7 distinct nondegenerate interchange classes and 1 degenerate 
function by biasing one variable. 
Remnrks. Notice that F2(4) has 2 l6 = 65,536 elements that partition 
into 3984 interchange classes of which 80 are degenerate. Further 
computations show that of the possible 3904 interchange classes, only 
436 consist of full eights and 408 consist of full sevens. 
Let FE .Y*(5) and let Xi , I < i < 5, be a variable. We will call the 
variable Xi complete if the two 4-variable subfunctions obtained by 
biasing X% are both full eights. We will call Xi almost complete if one of 
the 4-variable subfunctions is a full eight and one is a full seven. An 
element of F2(5) is called pristine if at least one of its variables is either 
complete or almost complete. 
In the next section we will prove our main result. 
THEOREM 1. Let FE P2(5). Then s3(F) > 35 implies F is pristine. 
In order to be able to describe the pristine functions we will need to 
introduce some further structure into our problem. We first introduce 
the concept of the precurser of an interchange equivalence class in order 
to be able to select one element from each interchange class systema- 
tically. By definition, the precurser of a class is that element which when 
written as a binary number has the smallest numerical value. 
Now let F E .9”(n). Then we define D(F) by the formula D(F) =F(f) + 
1, where addition is mod 2 and f E P(n). We call D(F) the denial of F. 
We also define M(F) = F 0 N#, FE P2(n) and N# is as defined in 
Section 1. Further, let G be the group generated by D and M and note 
that G -z Z, @ Z, . The crucial properties of G are that 
(a) s{,.(gF) = s,(F) F E F”(n), g E G. 
(b) For g E G, g preserves interchange equivalence classes. 
We will call U,F, g E G, FE s*(n) a G-orbit and U,[F] a G-orbit of 
interchange equivalence classes. 
Since the rest of this section concerns itself with a description of the 
pristine functions it is natural to choose a way of writing the elements 
of Y(n) and of P(n) and fixing it for the rest of the discussion, We have 
chosen the following presentation of Y(n) and F*(5). 
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Xl X2 X3 X4 X0 
1 1 1 1 1 a1 
0 1 1 1 1 % 
1 0 1 1 1 % 
0 0 I 1 1 a4 
1 1 0 1 1 % 
0 1 0 1 1 % 
1 0 0 1 1 9 
0 0 0 1 1 % 
1 1 1 0 1 a9 
0 1 1 0 1 %a 
1 0 1 0 1 %I 
0 0 1 0 1 Qh2 
1 1 0 0 1 % 
0 1 0 0 1 a14 
1 0 0 0 1 % 
0 0 0 0 1 %I3 
1 1 1 1 0 417 
0 1 1 1 0 %3 
1 0 1 1 0 %9 
0 0 1 1 0 %o 
1 1 0 1 0 %l 
0 1 0 1 0 %2 
1 0 0 1 0 %3 
0 0 0 1 0 %4 
1 1 1 0 0 a.25 
0 1 1 0 0 %o 
1 0 1 0 0 %7 
0 0 1 0 0 @-as 
1 1 0 0 0 %9 
0 1 0 0 0 %I 
1 0 0 0 0 %1 
0 0 0 0 0 % 
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Each row represents an element of F(5) and the ordered set 
(011 ,***, %2) E g’(5). 
We have now established enough notation so that we can describe all 
5-variable functions F such that Q(F) = 36. Let F E F”(5). Then s3(F) = 
36 if and only if one of the sets [FJ, M[F], D[F], MD[F] contains one of 
the four 32 bit numbers written below: 
F,-(0,0,1,0,1,0,0,0,1,0,0,1,1,1,1,1,1,1,1,1,1,0,0,1,0,0,0,1,0,1,0,0) 
F,=(0,0,1,0,1,0,0,0,1,0,0,1,1,1,1,1,1,1,0,0,1,1,0,1,0,1,0,1,0,1,0,0) 
F3=(0,0,1,0,1,0,0,0,1,0,0,1,1,1,1,1,1,1,0,1,0,0,0,1,1,1,0,1,0,1,0,0) 
F4=(0,0,1,0,1,0,0,0,1,0,0,1,1,1,1,1,1,1,0,~,0,1,~,1,~,~,0,~,~,~,~,~) 
Class I 5-variable functions. Select the 218 precursers of the inter- 
change equivalence classes of the 218 full eight 4-variable functions 
starting with 0 and place these in the first 16 positions 01~ *** aI of 
FE F2(5), also called the first 16 bits. For each such case, we let the last 
16 places c+ ,..., olsa , or last 16 bits, be any full eight 4 variable functions. 
The subset of g’(5) consisting of such functions will be denoted by C(I). 
Remark. There are about 436 x 24 full eight 4-variable functions 
and so about 218 x 436 x 24 elements in C(I). 
Let [FJ denote the interchange class for F1 E C(I) and let 
K,O = /(JF[FE[FJ,F~EC(I)(. 
Let g E G, and let 
4 = u gK)* 
9EG 
Section 3 will have a proof of the following result. 
REDUCTION LEMMA 1. Any 5-variable function which has a complete 
variable is in K1 . 
Class II 5-variable functions. Select the 204 precursers of the 204 
interchange classes of full sevens beginning with 0. Place these in the 
first 16 bits of a 5-variable function. Again in the last 16 bits we let the 
entries be that of any full eight 4-variable function. The subset of 975) 
consisting of such functions will be denoted by C(H). 
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Define K, C P(5) as 
K,O = p IFE[F2],&EC(ll)~ 
K, = u gK,O. 
geG 
REDUCTION LEMMA 2. Any 5-variable function which has an almost 
complete variable is in K, . 
Note. C(I) and C(U) are not disjoint. 
3. PROOF OF ASSERTIONS 
Proof of Theorem 1. Let F E F2(5) be a nonpristine function. Then 
every variable in F has at least one pair of duplicating subfunctions or at 
least two degenerate subfunctions under biasing. This follows from our 
definition of complete and almost complete ‘functions. Now suppose 
that X, has the property that one of the 3-variable subfunction obtained 
by biasing X, is interchange equivalent to another of the 3-variable 
subfunctions obtained by the same biasing of X, . We will then say that 
biasing X, produces duplication. 
Let X, be such that biasing X, produces duplication. Since X, has a 
fixed biasing and two variables must be biased in order to get a 3-variable 
subfunction, either one variable X, , 01 # ,kI, is biased on and off or two 
variables X, and X,, , /3 # y, /3 # oi, y # 01, each with one biasing 
determine the two interchange equivalent 3-variable subfunctions, 
which we will denote by L(or, /3) and L(ol, y), respectively. 
We will begin by examining the latter possibility. Now the fact that 
L(a, P) and L(a, Y) are interchange equivalent can only cause either the 
variable X, or X,, to fail to be complete. We will now see that it does not 
cause either X, or X, not to be complete. To see this, assume 
X, biased on and 
X, biased on and 
X, biased off 
X,, biased off 
determines the functions L(a, /I) and L(ol, y), respectively. Now let us 
examine whether I,(ol, /3) and L(ol, y) can cause X, not to be complete. 
But L(cY, y) does not occur once X, is biased off. This argument extends 
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to all the other cases and shows why the presence of L(ol, /3) and L(a, r) 
does not cause either X, or X, to be not complete. 
The next possibility is that duplication is obtained by a fixed biasing 
of X, and biasing X, on and off. Let L(ol, ,8,0) and L(a, 8, 1) denote the 
3-variable subfunctions that are interchange equivalent and determined 
by this biasing. Now let us examine whether L(ol, /3, 0) and L(oI, /?, 1) can 
cause X, not to be complete. The answer is clearly no, for they both 
do not occur for the same biasing of X, . 
Now let L(ol, j3) be a degenerate 3-variable function obtained by biasing 
X, and X, . Then one of the 4-variable subfunctions obtained by biasing 
X, or X, containsL(ol, ,8) among its eight 3-variable subfunctions and so 
cannot be a full eight. ButL(cl, 8) d oes not prevent X, or X, from being a 
full seven. Thus if X, is not a full eight (but has no duplicating sub- 
functions) in order for it to be not a full seven, there must exist another 
degenerate function involving a biasing of X, . 
Hence, if F is not pristine, each failure of X, , a: = l,..., 5 to be 
complete or almost complete reduces M(5, 3) by at least 1 or M(5, 3) < 
40 - 5 and M(5,3) < 35. 
We will now prove Lemma 1. 
Proof of Lemma 1. Let F be a 5-variable function that has X, as a 
complete variable. We now write in the standard form introduced in 
Section 2. We then apply D, if necessary, to be certain that the first bit 
is 0. We may now apply a permutation rr to the variables Xi ,,.., X, so 
that 
(b) n-*(F) restricted to its first 16 bits is the precurser of the 
4-variable function obtained by biasing X, on. Since the first bit of 
r*(F) is the same as that of F, the first bit of n-*(F) is zero. 
In order to prove Lemma 2 we may proceed in exactly the same way 
as we proved Lemma 1 once we have applied M if necessary to assure us 
that biasing X, on gives a full seven. 
4. OUTLINE OF PROGRAMMING METHODS USED TO EXAMINE K, AND K, 
The programs used to examine Kl and K2 were written during the 
summer of 1974, in Fortran IV (using the H compiler with the optimizer), 
and they were run on O/S 360, Model 91. 
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The program which examined the universe KS was constructed as 
follows. Each function of 4-variables (represented by the numbers 0 
through 65536) was scored by counting the number of 3-variable 
subfunctions. The 10,464 which were full eights were saved in one array, 
while those which were full sevens were saved if they began with a 0 
and if they passed through the interchange test explained below. This 
way the 9,742 full sevens are reduced to 210 cases. 
Now each full seven was used as the first half (16 binary bit positions) 
of a five variable function, and all full eights were used as second halves, 
thus examining 210 x 10464 almost complete five variable functions. 
The program begins to generate the 40 possible subfunctions obtained 
by biasing pairs of variables on or off; to conserve time, two types of 
shortcuts are used. First, most functions are rejected, as follows: four 
subfunctions are generated by biasing one pair of variables, for example, 
X, and X5 in all possible ways. If (X, off, X5 on) is numerically larger 
than (X, on, X5 off), we abandon this function and proceed to the next, 
because we know that an interchange equivalent function must exist 
where the relationship of those two subfunctions is reversed. We do this 
for all 10 pairs of variables. Note that this falls short of producing exactly 
one member of each interchange class, but it does produce at least one 
member (among the full sevens, it produced 210 functions representing 
204 interchanve classes). The second shortcut is that, as each 3-variable 
function is produced, it is checked for interchange equivalence with any 
previously produced subfunction (and also for degeneracy) by a single 
table lookup; in either case, a loss of one is recorded. Losses are summed, 
and when the loss exceeds four, we abandon this function. Thus, only 
those s-variable functions scoring 36 or higher can go completely through 
the scoring routine. This routine produces 6 functions scoring 36, in a 
running time of 7 minutes, 28 seconds on the Model 91, including 
compilation. 
A similar routine examines the universe Kl of complete functions of 
five variables, combining each of 222 full eights (representing the 218 
interchange classes of full eights which begin with a zero) with all 
10464 full eights. In 7 minutes, 16 seconds this program produced 
14 functions with a score of 36. Each of the 20 functions scoring 36 which 
were computationally discovered in Kl and K, is a member of one of the 
G-orbits of the equivalence classes [FJ, i = 1, 2, 3,4, Fg as defined in 
Section 2, and the 20 functions include at least one member of the 
G-orbit of [FJ, i = 1, 2, 3,4. 
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