technique is based on a new approach for communication networks modeling by means of point processes and stochastic geometry tools. Simulator ARC developed by the authors and described in the paper uses recent e ective geometrical algorithms for computing the topology of the system model. New algorithms based on stochastic gradient technique and implemented in the simulator, allow evaluation of certain performance characteristics of the system and can be used for optimization of the system parameters. We analyze the used estimator and give its asymptotic variance.
Introduction
The necessity of modeling of large communication systems arises primarily in economic analysis and strategic planning of such systems. The global character and complexity of existing networks often prevents an analyst from a simple simulation of these systems in their integrity. First of all, such a system possesses usually a huge number of parameters that causes di cult machine resource problems. Second, complex mutual correlations between the parameters and the performance of the system often mask its essential behavior principles. All that necessitates the development of a theoretical model catching the essential characteristics of the system through a minimum number of structural parameters and which then can be put in the basis of a simulator. A new approach to modeling of large communication systems was proposed in 2] 3]. The main idea of this approach is to represent the structural units of the network (subscribers, stations of di erent levels, cables etc.) as a realization of stochastic processes. The decision variables are now functionals of the realization and the network description thus reduces to studies of the distributions of the processes. By this way, the performance characteristics can sometimes be analytically expressed through their parameters. The main advantage of these probabilistic models in comparison with existing deterministic ones, is that their non-deterministic nature allows to take into account spatial structural variability of the system without changing dramatically the number of the parameters of the model. In the cases when an analytical description is not possible or too cumbersome, this approach provides, however, possibility to study the model by means of simulations as we show in this paper. The structure of the article is the following. In the next section we describe the probabilistic model of a large cellular communication network which lies in the basis of simulator ARC. Section 3 devoted to the statistical algorithms and their properties used in the simulator. The structure and functionalities of the simulator is the subject of Section 4. We conclude with examples of simulations and the discussion on the used algorithms in Section 5.
Stochastic hierarchical model of cellular systems
In real communication networks the stations play di erent roles depending on their level of hierarchy. We use the term stations in a broad sense, including, for instance, the concentration nodes where cables meet. The level of a station corresponds more or less to the minimal number of stations standing between this station and a network subscriber. The hierarchical structure of existing systems is well seen in the following chain: subscribers, distribution points, remote distribution points, remote concentrators, local exchange etc., though in reality it is rarely observed in a pure form.
In the stochastic hierarchical model the stations of level j (j = 0;::: ; N) are represented by a realization of a planar stochastic point process j . Their distributions can be degenerate to include deterministic positions of stations. Another important case is when the processes 0 ; 1 ; : : : ; N are independent homogeneous Poisson processes with decreasing intensities: 0 > 1 > > N . (For uniformity we call 0-level stations the subscribers themselves.) The points of the processes (stations) are connected according to a certain rule which is one of the main parameters of the model. We distinguish two types of connections: intra-level and inter-level or hierarchical connections. Consider, as an example, the closest neighbor rule. The stations of level j (j = 0;::: ; N ?1) are connected to their closest stations of level j +1. Conversely, with each station x (j) of level j there is an associated convex set C(x (j) ) which consists of the points x of the plane which are closer to x (j) than to any other station of the level j. Exactly those stations of the previous level j ? 1 which are situated in C(x (j) ) are connected to x (j) . The set C(x (j) ) is known as the Voronoi cell with nucleus x (j) constructed with respect to the point set j . Figure 2 shows a typical Voronoi cell. The system of all such cells constitutes a tessellation of the plane known as the Voronoi tessellation. Being a function of a random set j , the Voronoi tessellation is itself a random element. The cells now model the zones served by the stations of j-th level and (as in reality) they are all di erent in size and shape. The described structure repeats itself on each hierarchical level providing connectness of the network. The two level hierarchical model based on Poisson homogeneous processes was studied in 9] where some analytical results concerning distributions of such important characteristics like the number of stations or the total length of hierarchical connections within a zone were obtained. Thanks to the structural similarity, many characteristics of systems with higher number of levels can, in fact, be obtained through consideration of a two level model and then by iteration of the obtained results 2]. In addition to the described above liaisons to the closest station, auxiliary hierarchical links can also be drawn to the second, third, etc. closest station of the next hierarchical level. Di erent rules can be applied to de ne the intra-level connections. They may, for example, be represented by the edges of the Delaunay triangulation, by the full graph, or by the minimal spanning tree (for nite point processes). The Delaunay triangulation is the graph dual to the Voronoi tessellation: two nuclei are connected by a Delaunay graph edge if and only if their Voronoi cells are neighboring, i.e. have a common side. If all the points are in general position (no 3 points are collinear and no 4 points lie on a circle) then the faces of the Delaunay graph are all triangles. For further details on the Voronoi and Delaunay tessellations see e.g., 15] and the references therein. In simulator ARC each connection may have additional parameters like its type (logical, physical), support material (copper, optical ber), the way it is carried over (in the ground, suspended wire) etc. The stations may also possess other characteristics: power, cost etc. as described in details in Section 4. A typical con guration of the described model is shown in Figure 1 .
Statistical algorithms used in ARC and their properties
In the basis of simulator ARC lies the class of hierarchical probabilistic models described in the previous section. When simulating a communication network structure we deal with the superposition of the processes 0 ; : : : ; N restricted onto a compact set W an observation window (a rectangle in simulator ARC). We describe in this section the statistical algorithms used in the current version of the simulator. These algorithms allow one to estimate not only distribution characteristics of performance functionals but also their gradients with respect to the parameters of the model. Although the state space here is always a plane, we should stress that all the results of this section rest valid without any change in arbitrary nite dimensional space R d .
Estimation of the mean values
From now on we assume that the stochastic process is stationary ergodic. In this case a single con guration is (theoretically) su cient to obtain the distribution of any random variable. Since the probability PfF xg equals the expectation E 1fF xg of the indicator function, the problem of con guration , such that any change of outside B does not a ect the value of F. We call such B the dependence region. The reason in inventing such classi cation is the following. Generally a complex problem which arises in applications of the estimator (1), is to eliminate the bias due to the restriction of the in nite con guration onto a nite region W. Local statistics provide an easy solution: the in uence of the con guration outside the observation window W is eliminated if we restrict the integration in (1) onto the set
A variety of local statistics provides a Voronoi cell. It can be easily seen that the geometry of a Voronoi cell C(x 0 ) constructed with respect to a set of points = fx i g is completely determined by a closed domain F(x 0 ) which we call the Voronoi ower (F(x 0 ) is also known as the fundamental region). It is the union of discs centered in the vertices of the cell and having the cell's nucleus x 0 on their boundary (see Figure 2 ). If the points of are in general position then these discs have exactly 3 points of on the boundary and no points of inside. This is also the fundamental property of the Delaunay triangulation: a triangle with the vertices in a three points of belongs to the Delaunay triangulation if and only if its circumdisc contains no points of the process in its interior. If we change the con guration outside F(x 0 ) this does not change the cell C(x 0 ). Therefore any geometrical characteristic of C(x 0 ) (e.g. its area, perimeter, number of edges etc.) is local. Furthermore, in the model, where the station zones are modeled by Voronoi cells, a number of statistics associated with a particular station, like the number of stations attached to a xed station x i , the length (or generally, the cost) of these connections and others will be also local. Consider the case when F is a local statistic associated with stations of a level j. We are interested in estimation of the value of F in a`typical' station. The rigorous analog provides the Palm distribution which can be interpreted as a conditional distribution of the process `given there is a point of j in the origin 0' (cf. 7, Ch.12]). F( ) in this case is a local statistic associated with this station 0. In what follows we x the level j and where it does not lead to ambiguity, we omit the index j. Heuristically, to estimate the mean value of F in a typical station one should average the values of F over all the observed stations of the level j. This is exactly what implemented in simulator ARC. A theoretical basis is provided by the theorem below. In what follows W " R 2 means that W is in fact an element of an averaging family fW t ; t > 0g, i.e. for each t set W t is a convex domain containing the disc of radius r(t) centered in the origin, and r(t) tends to in nity as t grows.
Theorem 3.1. Let E 0 be the expectation corresponding to the Palm distribution of the process (= j ). Let F be a local P 0 -integrable characteristic such that its dependence region B( ) is compact P 0 -almost surely. Then as W " R 2 an estimator of E 0 F is given by ?! 1 for any R, then by the ergodic theorem the rst term in (4) ?! E 0 F as W " R 2 :
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Taking now F = 1 in (5) we get e N=( jWj) a:s:
?! 1 (6) and the statement of the theorem follows. The last integral can be estimated by the Monte-Carlo method nally giving the following estimator which is used in simulator ARC:
Stochastic gradient algorithms
where U m ; m = 1;::: ; M are independent uniformly distributed in W random variables. In addition a theoretical analysis is easier since no skew product measures arise here.
Asymptotic variance of the gradient estimator
Since E 0 F( ) = E 0 E F( ) j , we may assume, without loss of generality, that F is just a function of j = .
In this section we obtain the asymptotic variance of the estimator
where D U ( ) = F( + U ) ? F( )]. It di ers from (10) by a factor jWj= e N, which tends to 1 almost surely by (6) . The probability measure P below is the direct product of the distribution P of the Poisson point process and the distribution P U of vector U of M independent variables U m each having uniform distribution P U on W. The corresponding expectations and covariances have similar indexes.
RR n 2787 Theorem 3.2. Provided the integrals (12) and (13) 
where
and
The proof of this theorem is based on the following lemma which gives the asymptotic variance of the sum showing up in the estimator (2) where H is given by (15) . Combining all the above we obtain the statement of the theorem. 4 The simulator ARC
ARC functionalities
A prototype ARC is designed as a testbed for a simulator of large communication networks and uses the new statistical algorithms described above. Its current version allows the user to generate a new model or to load a previously stored one from a le, to save a model to a le, to visualize the model graphically, and to perform computations based on the model parameters like the evaluation of some performance characteristics and/or optimization of a given cost function. We describe these capabilities in more details in Section 5 below. All interactions with the user are organized via a successive graphical panels made up by a set of buttons and data entry elds. The whole model or only a part of it can be visualized in a graphical window, the color of each displayed object can be chosen by the user. We use the LEDA data structures 13] and graphical library for all the graphical aspects of ARC.
Basic objects
ARC is written in C++ language. The basic objects handled in it, each being a C++ class, are subscribers, stations, physical links, logical links, communication ows and cells. A station, as well as a subscriber, has the following attributes: its coordinates in the plane, the hierarchical level to which it belongs (level 0 for a subscriber), its associated cell, i.e. the zone it serves
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(not present for a subscriber), a list of links attached to it (physical and logical links to the upper, the lower and the same hierarchy levels), and a list of communication ows relative to it. A subscriber has a speci c attribute indicating whether it is xed or mobile. In what follows, a node or site indicates a station or a subscriber. The physical links represent transmission links and the logical links represent commutation links of the modeled communication network. A logical link may comprise several physical links which are listed in a speci c attribute. Conversely, a physical link has a speci c attribute listing all the logical links that use it. Their common attributes are : their length, the objects at their two extremities (a subscriber and a station or two stations), and their support material (copper, optical ber etc., suspended or in a trench). The length of a physical link is the Euclidean distance between its two extremities while the length of a logical link is the sum of the physical links' lengths composing it. A communication ow is established between two nodes of the model, and uses a path composed of logical links between them. A ow's attributes are : the two concerned nodes, three kinds of distances between this nodes (the Euclidean distance, the sum of the lengths of the logical links in use and the di erence in level between the two nodes following the path), and a list of the links used by it. A cell of a site is a polygon that models the zone served by the corresponding station. The attributes of a cell are : its corresponding site and a list of the polygon's vertices. The current version uses only Voronoi cells as the station zones' model, although any other type of polygons can be de ned as the cell objects in ARC.
Speci cations
The needed data structures as well as the operations to be performed over the objects, for the construction of the model and for the implementation of the algorithms described above, can be enumerated as follows.
The simulator needs access to every node of the model, for instance when computing the mean values of parameters or when displaying the whole model. A simple list of each object type for each hierarchy level is su cient for this operation. The simulator needs access to every node contained in a rectangular sub-window of the whole space, for instance when displaying only a small part of the space. Since the point processes used in this rst version of ARC for generation of nodes are homogeneous Poisson processes, the data structure to be used for this access operation is a quaternary tree that does not need to be balanced thanks to the uniform distribution of the nodes in space. In the future implementations, the quaternary tree may no longer be appropriate if the spatial distribution of the nodes is not uniform. The simulator needs to nd the nearest node of a given node, and needs to construct a space tessellation with respect to a large number of nodes. Therefore the chosen algorithm should be robust and fast. The Delaunay tree detailed below is a suitable for such operations data structure.
The Delaunay Tree
The Delaunay tree is a hierarchical data structure which allows an on-line construction of the Delaunay triangulation of a nite set of sites without knowing them in advance. It rst appeared back in 1986 in a paper by Boissonnat and Teillaud 5] ; full details concerning this structure are available in another paper by the same authors 6]. The Delaunay Tree is an incremental algorithm : each site is introduced one after another and the triangulation is updated after each insertion. Let x i be a new site to be introduced in the triangulation. By the characteristic property of the Delaunay tessellation all the triangles whose circumscribing circles contain x i in their interior can no longer be triangles of the triangulation. These triangles which are in con ict with x i are not eliminated from the Delaunay Tree, but labeled dead. So, at each step, relationships between the old and the new triangles is de ned and stored as a history of the construction. This sequential character of the Delaunay Tree is especially convenient for implementation of the stochastic gradient algorithms described in Section 3.2 and was decisive for the choice of this particular structure. As long as the Delaunay triangulation is constructed, the Voronoi cell associated with site x i is the polygon whose vertices are the centers of the circumdiscs around the Delaunay triangles having x i as a vertex. So each time we need to construct the Voronoi cell of x i we just have to locate one triangle that contains this node and then to turn around x i to obtain all the others. The Delaunay Tree enables to do such operations in a very easy and fast way.
The Delaunay Tree had been tested a lot, as con rmed by the technical report written by Devillers 8] . Even if we won't give any details here, we can say that it is possible to compute the Delaunay triangulation of 100.000 sites on an ordinary workstation in a reasonable time (a few minutes on a Sun Sparc Station 5 with 32 Mo RAM). Moreover, the Delaunay Tree is a structure easy to implement, which can be adapted to more general contexts, like k-Delaunay tessellations. This kind of tessellations enables to compute k-order Voronoi diagrams, which will be used in future versions of ARC to solve queries such as the k nearest neighbors of a given site. They arise in the models where a station may be connected not only to nearest station in the upper level, but to the k nearest ones. A randomized analysis of the algorithm proves that the Delaunay Tree (and thus the Delaunay triangulation) of n sites can be incrementally constructed in expected time O(n logn) (for two dimensional space) with an expected storage O(n). It should be emphasized that this order of the expected time has been proved to be optimal.
Model construction
The sites of each hierarchy level are randomly and successively generated according to the distribution of the corresponding point process, and successively put in a storage list, in the quaternary tree and in the Delaunay Tree. These data structures are used afterwards for the generation of the other objects (cells, links, and communication ows). The gure 3 shows the di erent parameters the user has to give (inside a parallelogram) to generate and construct each part of the model (inside a corner-rounded box). A box at the end of an arrow needs the box at the beginning of the arrow to be constructed. In more details, the set of sites needs the speci cation of the point processes to be generated; the intra-level connection needs the set of nodes and the speci cation of the connection law (Delaunay triangulation, full connection etc.); the inter-level connections also need the set of nodes, the number of levels and the space tessellation rule (Voronoi, the power diagram etc.); the construction of communication ows needs all intra-and inter-level connections, and the rules that characterize the communication requests in the model. To be able to evaluate the quality of the estimation algorithms used in ARC, we have chosen the model and the characteristics for which the theoretical values were known. Namely, we considered a 3-level hierarchical model described in Section 2, where the stations were represented by realizations of independent homogeneous Poisson processes. The evaluated characteristics, expressed as functionals of model structuring objects, were the following:
the geometrical characteristics of the cell or the zone served by a typical station on a given hierarchy level: the surface, the length of the boundary and the number of neighboring stations; The cost of all the hierarchical connection of a typical second level station via intermediate 1-level stations down to the subscribers' 0-level.
The expectations and the gradients of these functionals were estimated on a single realization of the process by means of estimators (2) and (10) As a concluding remark we would like to emphasize that the considered algorithms allow estimation of local characteristics on a single con guration. This opens possibility to apply them to the existing con gurations of stations that could give an idea of directions to the system cost reduction. Of course, recommendations based on that kind of observations should be met with some criticism: why, after all, the stations should follow a Poisson process? Whether this hypothesis is statistically plausible or not should be decided on a case-by-case basis. The authors studied available statistics on the station locations in a large city and, when restricted to the residential area, we found no contradiction to the hypothesis for the homogeneous Poisson process distribution.
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