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Let G be a group written additively and let A denote a set of nonzero elements 
of G. The smallest integer n such that every element g in G occurs as a sum of 
distinct elements over any set A with / A 1 > n is called the critical number of G, 
written c(G). In this paper, the existence of c(G) is proved, lower bounds are 
established for certain groups, and p + q - 2 Q c(G) < p + q - 1 is proved 
for Abelian groups of order pq. 
1. INTRODUCTION 
Let G be a finite group. We denote by c(G), the critical number of G, 
the smallest positive integer such that for every subset S of G of distinct 
nonzero elements of size 1 S 1 3 c(G), each element of G is a sum over a 
nonempty subset of S. 
For / G / >, 3, the existence of c(G) follows by taking all the nonzero 
elements of G. Furthermore, if G possesses a maximal normal subgroup 
H of order h with prime index p, it is easy to show c(G) > p + h - 2, if 
p < h. First note that G/H s Z, and consider a set S of p + h - 3 
distinct nonzero elements consisting of the nonzero elements of H and 
consisting of p - 2 distinct elements of the coset 1 + H. Sums over the 
subsets of S miss the coset - 1 + H, hence c(G) 2 p + h - 2. 
H. B. Mann and J. E. Olson in 1968 [7] proved 2p - 2 < c(G) < 2p - 1 
for the elementary Abelian group (p, p). By generalizing their methods, 
we prove 
THEOREM 1.0. Let G be an Abelian group of order pq where q 2 p, 
q and p are primes. Then 
pfq--26c(G)<p+q-1. 
Moreover, if q > 2p + 1, then c(G) = p + q - 2. 
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For the case 1 G ] = 2h (h > 1) the author and H. B. Mann [3] 
proved the 
THEOREM. If G possesses a maximal subgroup of order h, then 
h G c(G) < h + 1. Moreover, if G is Abelian, then 
(i) c(G) = h, ifh > 5 or G = (2,2,2) 
(ii) c(G) = h + 1, otherwise. 
In view of the above results and the discussion on the lower bound 
estimate c(G) > p + h - 2, it is natural to make the following 
Conjecture. If G is an Abelian group of order ph where p > 2 is the 
smallest prime dividing the order of G, then c(G) = p + h - 2, if h is 
composite. 
2. NOTATION AND PRELIMINARY THEOREM 
Let G be an Abelian group written additively, and let A, B, C denote 
nonempty finite subsets of G. We denote by C = A + B, the Schnirelmann 
sum, the set of all sums a + b, a E A, b E B. The number of elements in 
the set A is denoted by 1 A I. For a prime p, Z, denotes the cyclic group of 
p elements. Also C will denote summation over the domain of definition 
of the summand. We say a finite set A in G of size [ A 1 > 2 is in arithmetic 
progression with difference d, d # 0 provided A can be put in the form 
A = {a,, a0 + d,..., a0 + ld}. 
Thus 1 + I = 1 A I and l(d)/ > I A I where (d) is the cyclic group 
generated by d. We call I the reduced length of A. 
In order to carry out the proof of Theorem 1, we require estimates of 
sums of sets in arithmetic progression in Z, . For this purpose we prove 
a generalization of a theorem of Olson [9]. The proof uses the basic 
addition theorems in groups: Cauchy-Davenport theorem (cf., [8, 
Corollary 1.2.3]), Vosper’s theorem (cf., [8, Theorem 1.31) Kneser’s 
theorem (cf., [8, Theorem 1.5]), and Kemperman’s structure theorem 
(cf., [6, Theorem 5.11). 
Since we often refer to these theorems throughout the paper, we shall 
refer to them by their name only. 
THEOREM 2.0. Let G be a cyclic group qfprime orderp and let Al ,..., A, 
be finite subsets of G which are in arithmetic progression with nonzero 
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diflerences dI ,..., d, respectively such that the di’s are distinct in “absolute 
value,” i.e., di # fdj (i # j). Let I Ai 1 = li + 1, 1 < i < s, and arrange 
the notation so that I, > 1, 2 -a* > 1, > 1. Put S = Ci iii and 
k=IA,+ -+- + A, I. Then, 
(i) If 1, > 2, then 
k 2 min{(p + W, 1 + S>. 
(ii) if 1, = 1 and 
or 
2s-2<p-1, s 3 0 (mod 2) 
2S-2+(s-3)/2 <p-- 1, s z 1 (mod2) 
(1) 
then k > 1 + S. 
(iii) k > min s=O(mod2) or s<3 
s = 1 (mod2). 
Furthermore, if G is a torsion-free Abelian group, then k 2 1 + S. 
Moreover, the estimates of k are nearly best possible for G = Z, and 
k < ( p $ 3)/2, and best possible if G is a torsion-free Abelian group. 
Note: Olson proved (ii) and (iii) in Theorem 2.0 for the case 
Proof. We give the proof of Theorem 2.0 only for (i), since the other 
cases (ii), (iii) are similar. Without loss of generality, we may assume that 
Ai = (0, di 2-.-p lid,}, 1 <i<s. 
Note: II > 1, > **a > Z, = 1. Consider the sequence 
9: dI --- dI , d, .-. d, ,..., d, ,..., d, 
-- - 
11 ‘2 1, 
which we put into the following lI x s rectangular array. 
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The ith column has lidi’s of 9 and thejth row contains sj distinct elements 
d 1 ,..., dsj of 9. We have s = s, > s2 > *.* > sz, and C: li = Z,;1 sj . 
Since Ad = (0, di} + a.. + (0, di} (Ij summands), we have C: Aj = C: Bj , 
where Bj = C?{O, d,}. Furthermore, we have 
Sl + *** + St, = S = i iii , where & = 2 j. 
1 1 
Hence this decomposes C Ai into C Bj where Bj is a sum of arithmetic 
progressions with reduced lengths = 1, therefore we may apply (ii), 
(iii) of Theorem 2.0 to estimate each Bj since Olson proved (ii), (iii) for 
the case II = *a* = I, = 1. 
If 1 C Bj 1 3 (p + 3)/2, we are done. Thus we may assume that 
1 C Bj 1 < (p + 1)/2, therefore by (iii) we have 
I Bj I 2 1 4 Sj 3 
I Bj I Z Sj , 
Furthermore, by (ii) we have 
if Sj is even 
if sj is odd. 
(*I 
or 
1 Bj 1 3 1 + Sj provided that 
2Sj-2+(Sj-3)/2 <p-l, ifsjisodd 
2Sj-2 <p--l, ifsjiseven. 
Case I. s, is even. Let h be the smallest index 1 6 h < s such that 
1 B,+ 1 = S, . From equation (*) we know that s, = l(2), so h > 1. The 
Cauchy-Davenport theorem implies that 
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However 
(P+1)/2>S,+-‘+S,, so 
P - 1 2 2(& + *** + S&J - 2 + s, . 
Since S, > S, and 2S, > (s,, - 3)/2, we have 
p - 1 3 2S, - 2 + (So - 3)/2, 
therefore ) BA / > 1 + S, which is a contradiction, i.e., there is no smallest 
index X. Hence by the Cauchy-Davenport theorem 
1 & + *a* + Bll / >, 1 + s, + ... + St, = 1 + S. 
Case II. s1 is odd. Since I, > 2, we must have s1 = s2 = s, and 
we may assume that 1 B1 [ 3 S, and [ B2 1 > S, . The Cauchy-Davenport 
theorem yields 
I&+&l as,+&--1,but 
(P + I)/2 >, s, + & - 1, so 
p - 1 > 25 - 2 + 2s, - 2, however 
2S, - 2 3 (s - 3)/2, consequently 
p - 1 3 2Si - 2 + (s - 3)/2, therefore by (*) 
I B, I 3 1 + S, and similarly 
I B, I 3 1 + 5, whence 
I B, + B, I > 1 + & + & . 
Now we proceed as in Case I, i.e., we consider the smallest index A, 
2 < X < s such that 1 B,, ( = S,, , then as before we finally deduce that 
1 B, + ... + Bz, I 3 1 + S, + ... + Sl, = 1 + S. 
This completes the proof of (i). 
For G a torsion-free Abelian group, one may verify that Olson’s proof 
carries through by applying Kemperman’s structure theorem in place of 
Vosper’s theorem and Kneser’s theorem in place of the Cauchy-Davenport 
theorem. Also, since G is infinite there will be no restrictions of the type 
in (1). Hence k > 1 + S, if I, = I, = **a = 1, = 1. Then we apply 
Kneser’s theorem to estimate 1 C Bi I where each / Bi / > 1 + S, , thus 
I I CBj >l+S,+~~~+S~,=l+S. 
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The estimates given in Theorem 2.0 can be seen to be nearly best possible 
by considering arithmetic progressions with differences 1,2,..., s, i.e., let 
Ai = (0, i ,..., Iii}, 1 <i<s, 
where I, 2 1, 3 ..a > 1, > 1. 
Then 
= min{p, 1 + S}, if I G ) = p 
I I 
CAi = l+S, if G is torsion free. 
This concludes the proof. 
Remark. Another proof of Theorem 2.0 can be given by extending the 
definition of Olson’s hB function to sets. Let A and B be subsets of G, and 
defme 
h,(A) = 1 B n (B - A)/, 
where B is the complement of B in G. If A = {a,..., la} and (0} U A is a 
component of B, i.e., for some set D, D + ((0) u A) = B, then one can 
show 
Using this fact and an inequality of Hardy, Littlewood, and Polya (cf., 
chapter on rearrangements in [5]) which states, “If {a} and {b} are m-length 
sequences of real numbers, then C ub is smallest if {a> is arranged in 
decreasing order and {b} is arranged in increasing order,” one can carry 
out an analysis similar to Olson’s analysis to prove (i)-(iii) of Theorem 2.0. 
We now apply Theorem 2.0 to obtain a result which we will use 
repeatedly in Section 3. 
THEOREM 2.1. Let G = Z, be a group of prime order p, and let 
A 1 ,..., A, be subsets of G which are in arithmetic progression with distinct 
nonzero differences dI ,.. ., d, respectively (s > 1). Let 1 Al 1 = 1 + Ii for 
1 < i < s and dejne I = min i, . Let A, be a subset of G not in progression 
of size IA, 1 Z 3. Then either Ci Ai = G, or 
I I iA< >f:lA+l. 0 0 
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Moreover, ifs >, 8, then 
I I iA$ >~~AiI+ls~1i-S~-2 0 0 1 
where sz = [s/2]. 
Proof. We split up A, ,..., A,, (s >, 2), into two collections AI ,..., AsI 
and A s,+1 3***, A S1+SI where s1 + s, = s so that &:a, ,..., -&& are distinct 
fdl+l ,‘**, *41+8B are distinct. This may be done so that sr > s2 , 
s1 - s2 < 1, hence s2 = [s/2]. Next we put 
and we set 
1 Cd 1 = 1 + Zi and I Dj I = 1 + mj, 
where we have arranged the notation so that I1 > 1, >, **- 2 Is1 3 1 
and m1 > m2 > --- &mm,>l.NotethatCCi+CDj+A,=CAi. 
We first prove either C Ai = G or 1 C Ai 1 >, C I Ai 1 - 1. Without 
loss of generality we may assume that s > 6 because for s < 5 one may 
verify the assertion using Vosper’s theorem and the Cauchy-Davenport 
theorem. Next we proceed by induction on s with s > 6, and we assume 
that the assertion is true for s’ < s. If C Ai # G and 1 C Ci I > (p + 3)/2, 
then we must have I C Ds I < (p - 1)/2. Hence by Theorem 2.0, we have 
I I c 03 Z c jmp, however 
$(jm,-cm,+ 1)) >l'i'j--s,, 
1 
thus 
(2) 
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Furthermore, using (ii) of Theorem 2.0, if S, = 3, we find that 
I I CD3 >CWjlf 1, thus in any case 
I I CDj >CIDjl+l- 
By induction and Vosper’s theorem 
then by the Cauchy-Davenport theorem 
/ 4, + c G + c 4 1 3 c I G I + c I 4 I + I 4, I - 1 
or 
I I CA, >,ClM- 1. 
If I c ~~ I a (P + 3)/z, we use a similar argument. This completes the 
induction step. 
To see 
I I 
Sz--1 
CAi >CIAil +I C j-ss,-2, if ~28, 
1 
we observe that in the above argument we have estimates of the form 
by Theorem 2.0 and inequality (2). Also, by what we have just proved 
1 A, + c G j 3 c I Ci I + I Ai I - 1, 
hence the Cauchy-Davenport theorem yields 
and this completes the proof. 
Remark. If in Theorem 2.1 we exclude the set A,, and consider only 
the sets A, ,..., A, then the conclusion of Theorem 2.1 remains the same. 
The proof is the same as before. 
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Before we enter into the proof of Theorem 1 we require one further 
result. Let G be a group, B a finite nonempty subset, and t a positive 
integer. For t < 1 B ) we define B, as the set of sums of t distinct elements 
over B. For the group G = 2, , Mann-Olson (cf., [7, Lemma 41) proved 
the following 
THEOREM 2.2. Zf t < 1 B I, then 1 Bt 1 > 1 B 1. 
The author, in his dissertation (cf. Theorem 1 [l]) proved the conclusion 
remains the same for any Abelian group G with no 2-torsion. We are now 
equipped with the necessary machinery to begin the proof of Theorem 1. 
3. NOTATION AND DEFINITIONS FOR THE PROOF OF THEOREM 1 
Throughout this section, G denotes an Abelian group of order pq, 
q 2 p, p and q primes. We let S denote a subset of nonzero elements of G 
of size ISl=k=p+q-1. Let Hbe a subgroupof Goforder 
q and let a, ,..., a, denote the elements of S which are distinct mod H 
and +O(mod H). Next we define the following sets 
Bi = (ai + H) n 5, 1 <i<s 
B,, = HnS. 
We put ki = / Bi 1 for 0 < i < s. Clearly we have 
The notation is arranged such that: 
ki > 3, 1 <i<t, t-tuples, 
ki = 1, t<i<t+r, r-singletons, 
ki = 2, t+r<i<t+r+u, u-doublets. 
Thus s = t + r + u and k, + Ci kc + r + 2u = k. Also, since H is of 
order q, we have G/H s Z, , whence 
s=t+r+u<p-1. 
DEFINITION 3.1. Let x E Z, and let x be represented by a, ,..., a, so 
that 
s 
x = 2 t,ui , 
1 
where ti are integers 0 < ti < ki and not all ti = 0. 
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We call a coefficient ai a collapsed coeficient in the representation of x 
in (1) whenever ti = 0 or ti = kt . 
Put C, = C (ki - 1) where the sum is extended over all the collapsed 
coefficients in the representation of x in Eq. (1). We call C, the amount 
of collapse of x in the representation (1). 
Further, if there is a representation of each element of 2, in the form (I), 
we define 
which we call the collapse of the representation of Z, . 
Note. The reason we measure the collapse of C, in terms of (ki - 1)‘s 
instead of ki’s is because the collapsed coefficients will correspond to 
singleton sets. 
3.2. Proof of Theorem 1.0. The inequality c(G) > p + q - 2 has 
already been established for the general case in the Introduction. Here 
we give only the proof that c(G) < p + q - 1 for p k 5, since the proof 
of the remaining statements of the theorem are similar. 
The technique we employ is to show that each H-coset can be obtained 
from BI ,..., B, with bounded collapse. 
LEMMA 3.3. Let k = 1 S 1 = p + q - 1 where q > p > 5. Assume 
that kO < (q - 1)/2 and let C = max(1, k,, - 1). Then there exists a 
representation of Z, in the form of equation (1) (cf., Definition 3.1) with 
collapse C < max(C, p - s). 
ProojI 
Case I. ki < p - 1 for all 1 < i ,< s 
Subcase (a). kO < 1. 
Define the following sets 
Ai = {al ,..., (ki - 1) ai}, 1 <i<t; 
Ai = {O,ail, ttl<t+r. 
Let bi = al+,+, , 1 <i<u,andputb=C:bi.Deflne 
D = {b, b - b, ,..., b - b,}, 
if u > 1. We note if D is in arithmetic progression with difference d, 
then d = fb, for some 1 < X $ u. If D + C Ai = Z, , then this defines 
a representation of Z, with total collapse C < 1 because at most one of 
the doublets contributes a collapse of amount 1. 
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By Theorem 2.1 we have either D + C Ai = 2, (with C < 1) or 
lD+CAiI >iki - t + 2r + (24 + 1) - 1. 
1 
Similarly, for u = 0, we have either C Ai = 2, (with C = 0), or 
I I CA, >,iki--++2r-1. 1 
Now for u = 0 we have 
ik++2r-l= ik*fr fr--t--l 
1 ( 1 1 
= (p + q - 1 - k,) + (I - t - 11, 
and for u > 1, 
i k< - t + 2r + (U + 1) - 1 = 
1 ( 
$’ ki + r + 2~) + (r - t - U) 
= (P + q - 1 - k,) + (r - t - u), 
since ko+C:kt+r+2u=p+q-1. Thus, for u=O sufficient 
conditions for C Ai = 2, are each of the following: 
P -11k,,+r-f-110, 
2t + 2r - 1 3 p. 
Denying both and adding gives 
t + 3r < k. + 1 < 2. 
Therefore r = 0 and t < 2, however Cl ki 2 2p - 2, hence Ci ki - 3 3 
2p-5 >p,soCA<= Z,. 
Similarly for ~21, we find t+3r<k,-- 1 GO. Thus t=r=O 
but 2u > 2p - 2 or u = p - 1, hence D = Z, . This concludes the proof 
of Subcase (a). 
Subcase (b). k, > 2 and u Q k, - 1. 
Define the sets 
Ai = {ai ymm., (ki - 1) ~i}, l<i<r; 
4 = @, 4, t<i<t+r+u. 
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If C Ai = 2, this affords a representation of 2, with total collapse 
C < u < k, - 1 because at most u of the doublets constitute a collapse 
of U. Theorem 2.1 yields the estimate 
I I CA8 $k,-t+2r+2u-1. 1 
Now 
ik,-t++r+2u-l=(p+q-1-k,,)+(r-t-l). 
1 
Sufficient conditions for C Ai = 2, are each of the following: 
(i) p-I-k,,+r-t-110, 
(ii) 2t + 2r + 2u - 1 3 p, 
(iii) (q - 1)/2 + r - t - 1 > 0 (because (q - 1)/2 < k,). 
Deny both (i) and (ii) and add, then 
t + 3r + 22.4 - 1 < k,, < (q - 1)/2. 
Denying (iii) gives 
(q - 1)/2 + r - t < 0. 
(2) 
(3) 
Adding (2) and (3) results in 
4r+2u< 1. 
Thus r = u = 0 and (3) implies that t > (q - 1)/2. We are done if 
t > (p - 1)/2 (by ii), hence if q 2 p + 2. Therefore we may assume that 
q=pandt=( p - 1)/2 2 2 (because p > 5). 
If k, = 3, we replace At by At’ = (0, a, ,2a,), then X4-l Ai + At’ = 2, 
with collapse C < 2 < p - s = (p + 1)/2. 
Therefore we may assume k, Z k, 2 *a* > kt > 4, so 
i ki = p + (p - I)/2 > 41 
1 
which is impossible because t = (p - I)/2 andp > 5. This concludes the 
proof of Subcase (b). 
Subcase (c). u > k, > 2. 
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Let a,, be a parameter such that 0 < u,, < U. Define the sets 
Ai = (at ,..., (ki - 1) ai), l<i<t; 
Ai = 0X4, t<i<t+r+uO; 
and 
where 
and 
D = {b,, b, - b, ,..., b, - b,-,,) 
bj = a t+7fu0-tj 9 1 $j<U-240; 
u-u, 
b, = 1 bj . 
1 
If D + C Ai = 2, , this defines a representation of 2, with collapse 
c<u,+1 <U. We require that C < max(k,, - 1,p - s), so we shall 
choose U, after some preliminary analysis. 
Theorem 2.1 yields the estimate 
jD+CAi/ ~(~-~o+1)+~kt-t+2r+2~0-l 
1 
>ik(--t+2r+u+u,. 
1 
NowC;k,-t+2r+u+u,=(~;ki+r+2u)+(r+u,-u-t)= 
(p + q - 1 - k,) + (r - t + uo - 4. 
Each of the following are sufficient conditions for D + C Ai = Z, . 
(0 2 + 2 + u + u. > p 
(ii) (p - 1 - k,) + (r - t + u. - u) > 0. 
Deny both (i) and (ii), then 
(i)’ 2t + 2r + u + u, < p - I 
and 
(ii)’ (p - 1 - k,) + (r - t + u, - u) < - 1, 
and adding gives 
t + 3r + 224, - k, < -1. (4) 
We now choose u, = k, - 2, then if D + C Ai = Z, we have 
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C < u,, + 1 = k, - 1. Thus by (4) we may assume (with u,, = k, - 2) 
that 
t + 3r + k, < 3. 
Therefore r = 0 and t + k,, < 3, so t < 1. Furthermore (ii)’ impliesithat 
u>p-1-kO--t++,,+l, 
u>p-3. 
Hence we may carry out an analysis for the cases involved with 
r = 0, 
t + ko < 3, t < 1, 
u>,p-3. 
Case(a). u=p-I. 
Set u, = 0, then D = 2, with C < 1. 
Case @). u = p - 2. 
If t = 1, take u,, = 0, then D + A1 = Z, with C < 1. If t = 0, take 
u,, = 0, and let B, = (0, br} then D + B1 = 2, with C < 2 = p - s 
since s = u = p - 2. 
Case (y). u = p - 3. 
If t = 1, take u0 = 0, then D + Al + Bl = Z, , where Bl = (0, bl) 
with C < 2 = p - s. If t = 0 take u,, = 0, and let Bl = (0, bJ and 
B,={0,bz}thenD+B,+B,=Z,withC!<3=p-ssince,u=p:-3. 
This completes the proof of Subcase (c) and of Case I. 
Case II. For some A, 1 < X d s, kA > p 
Define 
Ai = {ai ,..., (& - 1) ai} w  h ere ki = min{p + 1, ki) for 1 < i < t, 
A = {O,aA t<i<t+r, 
D = {b, b - b, ,..., b - b,} (as in Case I). 
Clearly D + CA< = Z, with C < 1. 
This concludes the proof of the lemma. 
Proof of c(G) < p + q - 1 in Theorem 1 
Case I. k0 < (q - 1)/2. 
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Now G/H G Z, and applying Lemma 3.3 gives a representation of Z, 
with bounded collapse C. Thus for each x E Z, we have a representation 
(cf., Definition 3.1) 
X = f: t&i , where 
1 
ti are integers with 0 < ti < ki and 
tj are not all = 0. 
Using the numbers tl ,..., t, , we define the sets (1 < i < s) 
Ei = (&)t, > if ki > ti > 0, 
Ei = U% if tj = 0, 
where we recall the notation (II& stands for sums of tj distinct elements 
over Bi . Also we define the set E,, by 
Eo = V.4 zd + *** + (0, zlc,), 
where 
Bo = (~1 ,..., zkJ, if k,>l, 
and 
Eo = {O), if k, = 0. 
Clearly, we have Ct Ed C x + H. We shall prove xi Ei = x + H. 
Using Theorem 2.1, we estimate E, 
IEol >ko+ 1, if O<k,<l, 
j&l >,2k,-1 =k,+k,-1, if k, > 2. 
In any case 
I Eo I > ko + c, where C = max(1, k, - 1). 
By Theorem 2.2, we find for 1 < i < s: 
I Ei I 2 I Bi I = kt 3 if ai is not a collapsed coefficient. 
l&l = 1, if ad is a collapsed coefficient. 
Thus, C: I Ei I > Cl ki + C - C, where C is the collapse. 
The Cauchy-Davenport theorem yields 
I I i Ei > i I Ei I - s. 0 0 
6411711-4 
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Since c:k, =p + q - 1, then 
I I iEi >p+q-l+t-C-s. 0 
But C < max(c,p - s). 
If max(e, p - s) = p - s, then 
p+q-l++-c-s=q+(p-s-c)+(e-1)>q. 
If max(c, p - s) = f, then 
HenceC:Ei = x+ H. 
Case II. k. > (q + 1)/2. 
By Theorem 2.1 we have E, = H with 0 included as a sum over two 
elements of B, because k, > (q + 1)/2. Thus there remain at least p 
distinct nonzero elements, and application of the Cauchy-Davenport 
theorem gives all the H-cosets of G. 
This concludes the proof. 
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