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THE R–MATRIX OF THE QUANTUM TOROIDAL
ALGEBRA
ANDREI NEGUT,
Abstract. We consider the R–matrix of the quantum toroidal algebra of type
gl1, both abstractly and in Fock space representations. We provide a survey
of a certain point of view on this object which involves the elliptic Hall and
shuffle algebras, and show how to obtain certain explicit formulas.
1. Introduction
The quantum toroidal algebra Uq1,q2(g¨l1) is quite a fascinating object: ubiquitous,
but not completely belonging to a single area of mathematics and physics. It can
be interpreted as the quantum affinization of the deformed Heisenberg algebra:
Uq(g˙l1) = Uq(ĝl1)
although since the latter is not of Drinfeld-Jimbo type, this interpretation is a bit
ad-hoc. The quantum toroidal algebra was studied by Ding-Iohara ([13]) and Miki
([30]), and appeared in numerous places in the both the mathematical and physical
literature, where it is sometimes known as the deformed W1+∞ algebra (see
[3, 4, 5, 6, 9, 10, 11, 16, 21, 22, 40, 41] and many other works). It is connected with
geometric representation theory ([19, 32, 37]) and from there with the q–deformed
Alday-Gaiotto-Tachikawa relations ([1, 7, 29, 35, 39]). Last but not least, the
quantum toroidal algebra is related to double affine Hecke algebras in type A ([38]).
The main purpose of this note is to exploit two other incarnations of Uq1,q2(g¨l1):
the elliptic Hall algebra ([12, 36]) and the double shuffle algebra ([14, 18, 31]), in
order to study the universal∗ R–matrix:
R¨ ∈ Uq1,q2(g¨l1)⊗̂Uq1,q2(g¨l1)
1 Using the tools developed in [12], one obtains the following formula:
Theorem 1.1. The universal∗ R–matrix can be factored as:
R¨ =
∏
coprime (a,b)∈N×Z⊔(0,1)
exp
 ∞∑
d=1
Pda,db ⊗ P−da,−db
d
(
q
d
2 − q−
d
2
)
(
q
d
2
1 − q
− d2
1
)(
q
d
2
2 − q
− d2
2
)

(1.1)
in terms of the generators {Pn,m ∈ Uq1,q2(g¨l1)}(n,m)∈Z2\(0,0) constructed by [12] and
[36] (see Subsection 3.4 for a review). The product is taken in increasing order of b
a
.
1The terminology “universal∗ R–matrix” means that R¨ differs from the actual universal R–
matrix by certain powers of q, see (2.20) and (3.34). This is a well-known feature of usual quantum
groups, where the analogous notion is the quasi R–matrix of [28]
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Formula (1.1) arises from the fact that products of the Pn,m’s in increasing order of
slope form an orthogonal basis of the quantum toroidal algebra, which itself stems
from the fact that coherent sheaves on an elliptic curve have Harder-Narasimhan
filtrations. Moreover, (1.1) may be interpreted as a quantum toroidal version
of the Khoroshkin-Tolstoy factorization formulas for finite and affine quantum
groups ([27]). The g¨ln analogue of the factorization (1.1) was studied in [34].
Combining (1.1) with the shuffle algebra computations developed in [31], one can
obtain explicit formulas for the image of R¨ in two types of Fock spaces:
Uq1,q2(g¨l1)y F
↑
u and F
→
u
2 These formulas can be found in Theorems 4.10 and 4.16, respectively.
I would like to thank Mikhail Bershtein, Jean-Emile Bourgine, Boris Feigin,
Alexandr Garbali, Roman Gonin, Andrei Okounkov, Francesco Sala, Olivier
Schiffmann, Junichi Shiarishi and Alexander Tsymbaliuk for numerous wonderful
discussions on the subject of quantum toroidal algebras over the years. I gratefully
acknowledge NSF grants DMS–1760264 and DMS–1845034, as well as support
from the Alfred P. Sloan Foundation.
2. Warm-up: the deformed Heisenberg algebra
2.1. Let F be a field, implicitly the ground field of all our constructions. Recall that
a bialgebra is an algebra A with unit 1 which is endowed with homomorphisms:
∆ : A→ A⊗A and ε : A→ F
called coproduct and counit, respectively, which satisfy certain compatibility prop-
erties. We will often employ Sweedler notation for the coproduct:
∆(a) = a1 ⊗ a2 (2.1)
the meaning of which is that there is an implied summation of tensors in the right-
hand side. Given two bialgebras A+ and A−, a pairing between them:
〈·, ·〉 : A+ ⊗A− → F (2.2)
is called a bialgebra pairing if it intertwines the product and coproduct as below:
〈a · a′, b〉 = 〈a⊗ a′,∆op(b)〉 (2.3)
〈a, b · b′〉 = 〈∆(a), b⊗ b′〉 (2.4)
for all a, a′ ∈ A+, and b, b′ ∈ A−. Given such a pairing between bialgebras, we can
form the Drinfeld double of the bialgebras A+ and A−, namely the vector space:
A = A+ ⊗A− (2.5)
One can make A into a bialgebra defined by requiring that A+ ∼= A+ ⊗ 1 and
A− ∼= 1 ⊗ A− be sub-bialgebras, and that the multiplication of elements coming
from different tensor factors be constrained by the relation:
a1 · b1〈a2, b2〉 = 〈a1, b1〉b2 · a2 (2.6)
2The representations F ↑u and F
→
u were denoted by F
(0,1)
u and F
(1,0)
u , respectively, in [2].
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Remark 2.2. To define the bialgebra structure on (2.5) using relation (2.6), one
needs all bialgebras involved to be Hopf algebras. In other words, there must exist
antipode maps S : A± → A± which satisfy certain compatibility conditions with the
product, coproduct and pairing, and then relation (2.6) will be equivalent to:
〈S−1(a1), b1〉a2b2〈a3, b3〉 = b · a (2.7)
for all a ∈ A+ and b ∈ A−. Formula (2.7) is the one which allows to unambiguously
define the product on the vector space (2.5). The reason why we do not write down
the antipode explicitly is that in all cases studied in the present paper, it exists and is
uniquely determined by the bialgebra structure, and it is a straightforward exercise
to write it down and to check that it satisfies all the required compatibility properties.
2.3. If the pairing (2.2) is non-degenerate, then we may define:
R =
∑
i
ai ⊗ bi ∈ A
+ ⊗A− →֒ A⊗A (2.8)
as {ai, bi}i go over any set of dual bases with respect to the pairing. The canonical
tensor (2.8) is called the universal R–matrix of A, and satisfies the properties:
R ·∆(a) = ∆op(a) · R (2.9)
for any a ∈ A, as well as:
(∆⊗ 1)R = R13R23 (2.10)
(1⊗∆)R = R13R12 (2.11)
where R12 = R⊗1, R23 = 1⊗R, and R13 is defined analogously. The importance of
this construction is the following: property (2.9) implies that for any representations
V,W ∈ Rep(A), the operator RVW given by:
A⊗A→ End(V ⊗W ), R 7→ RVW
intertwines the A–module structures V ⊗W andW⊗V (up to a swap of the factors).
We may also perform this construction for a single representation V ∈ Rep(A):
A⊗A→ A⊗ End(V ), R 7→ RV
A⊗A→ End(V )⊗A, R 7→ RV
Given a vector and covector v ∈ V , λ ∈ V ∨, we may therefore consider:
λRv ∈ A and
λRv ∈ A
obtained by taking the 〈λ|v〉 matrix coefficient of RV (respectively R
V ) in the
second (respectively first) tensor factor.
2.4. Consider two formal parameters q1 and q2, and set:
q = q1q2 (2.12)
We will slightly abuse notation by writing Q(q1, q2) instead of Q(q
1
2
1 , q
1
2
2 ), which
the reader should interpret as the fact that we fix square roots of q1 and q2. As
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these square roots are simply cosmetic, and not essential, features of the theory,
this abuse seems acceptable. Let us consider the deformed Heisenberg algebra:
Uq(g˙l1) = Q(q1, q2)
〈
Pn, c
±1
〉
n∈Z\0
/c central
relation (2.13)
where: [
Pn, Pn′
]
= δ0n+n′
n
(
q
n
2
1 − q
−n2
1
)(
q
n
2
2 − q
−n2
2
)
(
q−
n
2 − q
n
2
) (cn − c−n) (2.13)
It is a bialgebra with respect to the coproduct determined by:
∆(c) = c⊗ c
∆(Pn) =
{
Pn ⊗ 1 + c
n ⊗ Pn if n > 0
Pn ⊗ c
n + 1⊗ Pn if n < 0
and the counit determined by ε(c) = 1, ε(Pn) = 0 for all n. Moreover:
U≥q (g˙l1) = Q(q1, q2)[Pn, c
±1]n∈N
U≤q (g˙l1) = Q(q1, q2)[P−n, c
±1]n∈N
are sub-bialgebras of Uq(g˙l1), and there is a bialgebra pairing:
〈·, ·〉 : U≥q (g˙l1)⊗ U
≤
q (g˙l1)→ Q(q1, q2) (2.14)
generated by:
〈c,−〉 = 〈−, c〉 = ε(−) (2.15)
〈
Pn, P−n′
〉
= δnn′
n
(
q
n
2
1 − q
−n2
1
)(
q
n
2
2 − q
−n2
2
)
(
q
n
2 − q−
n
2
) (2.16)
and properties (2.3)–(2.4). It is easy to show that:
Uq(g˙l1) = U
≥
q (g˙l1)⊗ U
≤
q (g˙l1)
/
(c⊗ 1− 1⊗ c)
is the Drinfeld double constructed with respect to the pairing (2.14).
Remark 2.5. Note that one can change the right-hand side of (2.13) to any
scalars that depend on n, and alternatively, this can be achieved by changing the
right-hand side of (2.16). The reason why we prefer the scalars above is that they
naturally appear in Macdonald polynomial theory (see [33] for a brief survey of the
connection) and in the study of the quantum toroidal algebra (see Section 3).
2.6. It is easy to see that the restriction of the pairing (2.14) to the subalgebras:
U+q (g˙l1) = Q(q1, q2)[Pn]n∈N
U−q (g˙l1) = Q(q1, q2)[P−n]n∈N
is non-degenerate. Indeed, as n¯ = (n1 ≥ ... ≥ nt) goes over partitions, the products:
P±n¯ = P±n1 . . . P±nt
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give rise to orthogonal bases with respect to (2.14):〈
Pn¯, P−n¯′
〉
= δn¯n¯′zn¯
where:
zn¯ = n¯!
t∏
i=1
ni
(
q
ni
2
1 − q
−
ni
2
1
)(
q
ni
2
2 − q
−
ni
2
2
)
(
q
ni
2 − q−
ni
2
)
and n¯! is the product of factorials of the number of times each positive integer n
appears in the partition n¯. One would like to invoke formula (2.8) to conclude that
the universal R–matrix of the deformed Heisenberg algebra is given by:
R˙ :=
∑
n¯ partition
Pn¯ ⊗ P−n¯
zn¯
= exp
 ∞∑
n=1
Pn ⊗ P−n
n
(
q
n
2 − q−
n
2
)(
q
n
2
1 − q
−n2
1
)(
q
n
2
2 − q
−n2
2
)

(2.17)
Because the exponential is an infinite sum, (2.17) lies in a certain completion:
R˙ ∈ Uq(g˙l1)⊗̂Uq(g˙l1)
We call (2.17) the universal∗ R–matrix of Uq(g˙l1), and note that it slightly differs
from the actual universal R–matrix because it is not equal to the canonical tensor
of the pairing (2.14). The reason for this is that it does not account for the powers
of the central element c. To make matters worse, the expressions cn − cn−1 lie
in the kernel of the bialgebra pairing, making it degenerate, and thus not even
allowing us to construct the canonical tensor. We will now show how to fix the issue.
2.7. To construct the actual universal R–matrix, one needs to introduce an “almost
central” element d into the deformed Heisenberg algebra, and consider:
U˜q(g˙l1) = Uq(g˙l1)⊗Q Q[d
±1]
/(
[c, d] = 0, dPn = q
−nPnd
)
(2.18)
with coproduct ∆(d) = d⊗ d. Moreover, we must replace (2.15) by:
〈c, d〉 = 〈d, c〉 = q, 〈c or d, Pn〉 = 〈Pn, c or d〉 = 0 (2.19)
for all n 6= 0. It is straightforward to check that this gives rise to a bialgebra pairing
between the two halves of (2.18). However, now we have a second problem, in that
it is not clear to construct the canonical tensor on the infinite-dimensional vector
space Q(q1, q2)[c±1, d±1]. To remedy this issue, we set:
q = e~
and work over Q((~)) instead of over Q(q). Then we replace the elements c and d
by their logarithms γ and δ, explicitly defined by:
c = e~γ , d = e~δ
Set ∆(γ) = γ ⊗ 1 + 1⊗ γ and ∆(δ) = δ ⊗ 1 + 1⊗ δ, and define the pairing by:
〈γ, δ〉 = 〈δ, γ〉 =
1
~
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and all other pairings involving γ and δ are set equal to 0. With this in mind, the
canonical tensor restricted to the subalgebra generated by γ, δ takes the form:
∞∑
n,n′=0
γnδn
′
⊗ δnγn
′
·
~n+n
′
n!n′!
= qγ⊗δ+δ⊗γ
Therefore, the correct formula for the universal R–matrix of Uq(g˙l1) is:
RUq(g˙l1) = R˙ · q
logq c⊗logq d+logq d⊗logq c (2.20)
where R˙ ∈ Uq(g˙l1)⊗̂Uq(g˙l1) is defined in (2.17). We stress once again the fact
that in order to properly define the expression (2.20), one needs to make all the
modifications explained in the present Subsection: introduce the “almost central”
element d, work over power series in log q and replace the elements c and d by their
logarithms in base q. Since the power of q in (2.20) will always act by a simple
operator in all representations we are concerned with, we will henceforth focus on
providing formulas for R˙ (which will be the interesting part of the R–matrix for us).
2.8. The basic representation of Uq(g˙l1) is the Fock space:
F = Q(q1, q2)[p1, p2, ...] (2.21)
with the action given by:
c 7→ q
1
2 , d 7→ qdeg
(here, deg denotes the grading on the polynomial ring which sets deg pn = n) and:
P−n 7→ multiplication by pn (2.22)
Pn 7→ −n
(
q
n
2
1 − q
−n2
1
)(
q
n
2
2 − q
−n2
2
) ∂
∂pn
(2.23)
The universal∗ R–matrix (2.17) in a tensor product of Fock modules is therefore:
R˙FF =
∑
n¯=(n1≥...≥nt)
∂
∂pn¯
⊗ pn¯ ·
1
n¯!
t∏
i=1
(
q−
ni
2 − q
ni
2
)
(2.24)
where pn¯ = pn1 . . . pnt and
∂
∂pn¯
= ∂
∂pn1
. . . ∂
∂pnt
. We have:
R˙FF ∈ End(F ⊗ F )
because all but finitely many of the summands in (2.24) act non-trivially on any
vector of F ⊗ F , thus making formula (2.24) a well-defined endomorphism. This
will be the case with all infinite sums that we will write in the present paper.
3. The quantum toroidal algebra
3.1. We will now consider the quantum toroidal algebra of type gl1 (also known as
the Ding-Iohara-Miki algebra). Consider the rational function:
ζ(x) =
(1 − xq1)(1 − xq2)
(1− x)(1 − xq)
(3.1)
and the formal delta series δ(z) =
∑
k∈Z z
k.
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Definition 3.2. ([13, 30]) Let:
Uq1,q2(g¨l1) = Q(q1, q2)
〈
ek, fk, hm, c
±1
1 , c
±1
2
〉
k∈Z,m∈Z\0
/c1,c2 central
relations (3.2)–(3.7)
where we construct the power series e(z) =
∑
k∈Z
ek
zk
, f(z) =
∑
k∈Z
fk
zk
, and let:
[hm, hm′ ] =
δ0m+m′m
(
cm2 − c
−m
2
)(
q
m
2
1 − q
−m2
1
)(
q
m
2
2 − q
−m2
2
) (
q−
m
2 − q
m
2
) (3.2)
[hm, ek] = ek+m ·
{
1 if m > 0
−cm2 if m < 0
(3.3)
[hm, fk] = fk+m ·
{
1 if m < 0
−cm2 if m > 0
(3.4)
e(z)e(w)ζ
( z
w
)
= e(w)e(z)ζ
(w
z
)
(3.5)
f(z)f(w)ζ
(w
z
)
= f(w)f(z)ζ
( z
w
)
(3.6)
[ek, fk′ ] =
(
q
1
2
1 − q
− 12
1
)(
q
1
2
2 − q
− 12
2
)
(
q−
1
2 − q
1
2
)
ψk+k′c1c−k′2︸ ︷︷ ︸
if k+k′≥0
−ψk+k′c
−1
1 c
−k
2︸ ︷︷ ︸
if k+k′≤0

(3.7)
where the elements ψm are defined by the generating series:
∞∑
m=0
ψ±m · x
m = exp
[
∞∑
m=1
h±m
m
· xm
(
q
m
2
1 − q
−m2
1
)(
q
m
2
2 − q
−m2
2
) (
q
m
2 − q−
m
2
)]
To make sense of relations (3.5) and (3.6), one clears denominators in the ratio-
nal functions ζ and identifies the coefficients of zkwl in the left and right-hand sides.
3.3. We note that Uq1,q2(g¨l1) is a bialgebra, with coproduct:
∆(c1) = c1 ⊗ c1 ∆(c2) = c2 ⊗ c2 (3.8)
∆(hm) =
{
hm ⊗ 1 + c
m
2 ⊗ hm if m > 0
hm ⊗ c
m
2 + 1⊗ hm if m < 0
(3.9)
∆(ek) = ek ⊗ 1 +
∞∑
m=0
c1c
k−m
2 ψm ⊗ ek−m (3.10)
∆(fk) = 1⊗ fk +
∞∑
m=0
fk+m ⊗ c
−1
1 c
k+m
2 ψ−m (3.11)
and counit generated by ε(c1) = ε(c2) = 1, ε(ek) = ε(fk) = ε(hm) = 0. Note that
the coproduct is defined in a topological sense, as it takes values in the completion:
∆ : Uq1,q2(g¨l1)→ Uq1,q2(g¨l1)⊗̂Uq1,q2(g¨l1) (3.12)
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It is easy to see that the coproduct preserves the subalgebras:
U≥q1,q2(g¨l1) = Q(q1, q2)
〈
ek, hm, c
±1
1 , c
±1
2
〉
k∈Z,m∈N
U≤q1,q2(g¨l1) = Q(q1, q2)
〈
fk, h−m, c
±1
1 , c
±1
2
〉
k∈Z,m∈N
of Uq1,q2(g¨l1), and it is well-known that we have a triangular decomposition:
Uq1,q2(g¨l1) = U
≥
q1,q2
(g¨l1)⊗ U
≤
q1,q2
(g¨l1)
/
(ci ⊗ 1− 1⊗ ci)i∈{1,2}
(3.13)
Moreover, there exists a bialgebra pairing:
〈·, ·〉 : U≥q1,q2(g¨l1)⊗ U
≤
q1,q2
(g¨l1)→ Q(q1, q2) (3.14)
generated by the assignments:
〈ci,−〉 = 〈−, ci〉 = ε(−) (3.15)
〈
ek, f−k
〉
=
(
q
1
2
1 − q
− 12
1
)(
q
1
2
2 − q
− 12
2
)
(
q
1
2 − q−
1
2
) (3.16)
〈
hm, h−m
〉
=
m(
q
m
2
1 − q
−m2
1
)(
q
m
2
2 − q
−m2
2
) (
q
m
2 − q−
m
2
) (3.17)
(all other pairings between the generators ek, fk, hm are 0). Note that (3.13) is
the Drinfeld double with respect to the datum above. Therefore, to construct and
study the universal R–matrix of the quantum toroidal algebra, we must find dual
bases with respect to the pairing (3.14). To achieve this, we now turn to another
incarnation of the quantum toroidal algebra, namely the elliptic Hall algebra.
3.4. Let us consider the following half planes:
Z2+ = {(n,m) ∈ Z
2 s.t. n > 0 or n = 0,m > 0}
Z2− = {(n,m) ∈ Z
2 s.t. n < 0 or n = 0,m < 0}
Definition 3.5. ([12]) The elliptic Hall algebra is:
A = Q(q1, q2)
〈
Pn,m, c
±1
1 , c
±1
2
〉
(n,m)∈Z2\(0,0)
/c1,c2 central
relations (3.18), (3.19)
where we impose the following relations:
[Pn,m, Pn′,m′ ] = δ
0
n+n′
d
(
q
d
2
1 − q
− d2
1
)(
q
d
2
2 − q
− d2
2
)
(
q−
d
2 − q
d
2
) (cn1 cm2 − c−n1 c−m2 )
(3.18)
if nm′ = n′m and n > 0, with d = gcd(m,n). The second relation states that
whenever nm′ > n′m and the triangle with vertices (0, 0), (n,m), (n+ n′,m +m′)
contains no lattice points inside nor on one of the edges, then we have the relation:
[Pn,m, Pn′,m′ ] =
(
q
d
2
1 − q
− d2
1
)(
q
d
2
2 − q
− d2
2
)
(
q−
1
2 − q
1
2
) Qn+n′,m+m′ (3.19)
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·

c−n
′
1 c
−m′
2 if (n,m) ∈ Z
2
±, (n
′,m′) ∈ Z2∓, (n+ n
′,m+m′) ∈ Z2±
cn1 c
m
2 if (n,m) ∈ Z
2
±, (n
′,m′) ∈ Z2∓, (n+ n
′,m+m′) ∈ Z2∓
1 otherwise
where d = gcd(n,m) gcd(n′,m′) (by the assumption on the triangle, we note that at
most one of the pairs (n,m), (n′,m′), (n+n′,m+m′) can fail to be coprime), and:
∞∑
k=0
Qka,kb · x
k = exp
[
∞∑
k=1
Pka,kb
k
· xk
(
q
k
2 − q−
k
2
)]
for all coprime integers a, b. Note that Q0,0 = 1.
Remark 3.6. In the notation of [12], we have:
Pn,m =
(
q
d
2
1 − q
− d2
1
)(
q
d
2
2 − q
− d2
2
)
un,m
where d = gcd(n,m), as well as cn1 c
m
2 = κn,m.
As shown in loc. cit., when we specialize the parameters q1 and q2 to the Frobenius
eigenvalues of an elliptic curve E over the finite field Fq, and set c1, c2 7→ 1, the
algebra A matches a certain subalgebra of the double Hall algebra of the category
of coherent sheaves over E . The fact that the group SL2(Z) acts on the derived
category of coherent sheaves on E translates into the fact that the universal cover
of this group acts on the algebra A by automorphisms (the reason one needs the
universal cover is the presence of the central elements):
γ˜ · Pn,m = Pan+cm,bn+dm
(
can+cm1 c
bn+dm
2
)#
(3.20)
γ˜ · c1 = c
a
1c
b
2, γ˜ · c2 = c
c
1c
d
2 (3.21)
(see (6.16) of [12] for how to define the integer #) where:
γ˜ ∈ S˜L2(Z) lifts γ =
(
a c
b d
)
∈ SL2(Z)
3.7. It was shown in [36] that there exists an algebra isomorphism:
Uq1,q2(g¨l1)
∼
→ A (3.22)
generated by:
ek 7→ P1,k, fk 7→ P−1,k, hm 7→
P0,m(
q
m
2
1 − q
−m2
1
)(
q
m
2
2 − q
−m2
2
)
This isomorphism allows us to transport the bialgebra structure from Uq1,q2(g¨l1) to
A, as well as the decomposition (3.13) and the pairing (3.14):
A = A≥ ⊗A≤
/
(ci ⊗ 1− 1⊗ ci)i∈{1,2} (3.23)
〈·, ·〉 : A≥ ⊗A≤ → Q(q1, q2) (3.24)
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where we consider the subalgebras:
A≥ = Q(q1, q2)
〈
Pn,m, c
±1
1 , c
±1
2
〉
(n,m)∈Z2+
(3.25)
A≤ = Q(q1, q2)
〈
Pn,m, c
±1
1 , c
±1
2
〉
(n,m)∈Z2−
(3.26)
of A. Moreover, in terms of the Pn,m generators, the pairing takes the form:
〈
Pn,m, Pn′,m′
〉
= δ0n+n′δ
0
m+m′
d
(
q
d
2
1 − q
− d2
1
)(
q
d
2
2 − q
− d2
2
)
(
q
d
2 − q−
d
2
) (3.27)
where d = gcd(n,m), for all m,m′, n, n′. Just like in the case of Uq1,q2(g¨l1), the de-
composition (3.23) realizes A as the Drinfeld double with respect to the data above.
3.8. The relevance of the generators Pn,m is that ordered products of these elements
give rise to an orthogonal basis of A. Explicitly, it was shown in [12] that:
P±v = P±n1,±m1 ...P±nt,±mt (3.28)
for any convex lattice path:
v =
{
(n1,m1), ..., (nt,mt)
}
,
m1
n1
≤ ... ≤
mt
nt
, (ni,mi) ∈ Z
2
+
(3.29)
(we identify convex paths up to permuting those edges (ni,mi) with the same slope,
which does not change the product (3.28) due to (3.18)) give rise to a basis:
A≥ =
( ⊕
v convex
Q(q1, q2) · Pv
)
⊗Q Q[c
±1
1 , c
±1
2 ] (3.30)
as well as the analogous statement involving A≤ and P−v. Moreover, these bases
are orthogonal with respect to the pairing (3.24) (see Proposition 5.7 of [31] for a
proof, although it is already implicit from [12]):〈
Pv, P−v′
〉
= δvv′zv (3.31)
In the formula above, for a convex lattice path (3.29) we define:
zv = v!
t∏
i=1
di
(
q
di
2
1 − q
−
di
2
1
)(
q
di
2
2 − q
−
di
2
2
)
(
q
di
2 − q−
di
2
) (3.32)
where we denote di = gcd(ni,mi), and v! is the product of factorials of the number
of times each vector (n,m) appears in the path v. Therefore, by analogy with
(2.17), we call the following tensor the universal∗ R–matrix:
R¨ :=
∑
v convex
Pv ⊗ P−v
zv
= (3.33)
=
∏
coprime (a,b)∈N×Z⊔(0,1)
exp
 ∞∑
d=1
Pda,db ⊗ P−da,−db
d
·
(
q
d
2 − q−
d
2
)
(
q
d
2
1 − q
− d2
1
)(
q
d
2
2 − q
− d2
2
)

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where the product on the second line is taken in increasing order of b
a
. Because of
the isomorphism (3.22), we will refer to (3.33) as lying in either algebra:
R¨ ∈ A⊗̂A ∼= Uq1,q2(g¨l1)⊗̂Uq1,q2(g¨l1)
As explained in Subsection 2.7, the actual universal R–matrix of Uq1,q2(g¨l1) is:
RUq1,q2 (g¨l1)
= R¨ · q
∑2
i=1 logq ci⊗logq di+logq di⊗logq ci (3.34)
where d1, d2 are elements that one must add to the algebra Uq1,q2(g¨l1) (and work
over Q((~1, ~2)) instead of over Q(q1, q2), where ~i = log qi). We refer the reader to
Section 2.2 of [16] for details as to the correct setup, and henceforth focus on (3.33).
3.9. As is clear from (3.33), understanding the generators Pn,m ∈ A is key. To
make them explicit, we turn to the shuffle algebra incarnation of A. Specifically,
the following is a trigonometric degeneration of the g¨l1 version of [18].
Definition 3.10. ([14]) Consider the Q(q1, q2)–vector space:
V =
⊕
k≥0
Q(q1, q2)(z1, ..., zk)
Sym (3.35)
of rational functions which are symmetric in the variables z1, ..., zk, for any k. We
endow V with an algebra structure by the shuffle product:
R(z1, ..., zk) ∗R
′(z1, ..., zk′) =
=
1
k!k′!
· Sym
R(z1, ..., zk)R′(zk+1, ..., zk+k′) k∏
i=1
k+k′∏
j=k+1
ζ
(
zi
zj
)
(3.36)
where Sym denotes the symmetrization operator:
Sym (R(z1, ..., zk)) =
∑
σ∈S(k)
R(zσ(1), ..., zσ(k))
The shuffle algebra S ⊂ V is defined as the set of rational functions of the form:
R(z1, ..., zk) =
r(z1, ..., zk)∏
1≤i6=j≤k(zi − zjq)
(3.37)
where r is a symmetric Laurent polynomial that satisfies the wheel conditions:
r(z1, ..., zk)
∣∣∣{
z1
z2
,
z2
z3
,
z3
z1
}
={q1,q2, 1q}
= 0 (3.38)
3.11. It was observed in [19, 37] that there are algebra homomorphisms:
A−
Υ−
→ S, P−1,k 7→ z
k
1 (3.39)
A+
Υ+
→ Sop, P1,k 7→ z
k
1 (3.40)
where the subalgebras A± ⊂ A are defined by:
A± = Q(q1, q2)
〈
Pn,m
〉
±n>0,m∈Z
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The maps (3.39) and (3.40) were shown in [31] to be isomorphisms, and the images
of the generators Pn,m under these maps were also computed:
Υ±(P±n,m) = q
n−d
2 Rn,m(z1, ..., zn) (3.41)
where for all n ∈ N and m ∈ Z, we let d = gcd(n,m), a = n
d
and:
Rn,m = Sym
∏ni=1 z⌊ imn ⌋−⌊ (i−1)mn ⌋i∏n−1
i=1
(
1− qzi+1
zi
) d−1∑
s=0
qs
za(d−1)+1...za(d−s)+1
za(d−1)...za(d−s)
∏
1≤i<j≤n
ζ
(
zi
zj
)
We have a triangular decomposition:
A = A+ ⊗A0 ⊗A−, A0 = Q(q1, q2)
〈
P0,m, c
±1
1 , c
±1
2
〉
m 6=0
(3.42)
which matches the well-known triangular decomposition of Uq1,q2(g¨l1) under (3.22).
4. Fock spaces
4.1. Let us recall the bijection between partitions λ = (λ1 ≥ λ2 ≥ ...) and Young
diagrams. The latter are sets of 1 × 1 boxes placed in the first quadrant of the
plane, with λ1 boxes placed on the first row, λ2 boxes on the second row etc. For
example, the following is the Young diagram associated to the partition (4, 3, 1):
t
t
t
❞
❞
❞
❞
(4, 0)
(4, 1)(3, 1)
(3, 2)(1, 2)
(1, 3)(0, 3)
The hollow circles in the figure above will be called the inner corners (abbreviated
by “i.c.”) and the full circles will be called the outer corners (abbreviated “o.c.”)
of the partition. The weight of a box is defined as the quantity:
χ = uq
x
1q
y
2 (4.1)
where (x, y) are the coordinates of the bottom left corner of the box, and u is a
parameter. Given two Young diagrams, we will write µ ⊂ λ if µ is contained in λ.
If this happens, and R is a symmetric rational function in |λ\µ| variables, write:
R(λ\µ) = R(..., χ, ...)∈λ\µ (4.2)
We set R(λ\µ) = 0 if µ 6⊂ λ or if |λ\µ| is not equal to the number of variables of R.
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Definition 4.2. ([19, 37], see also [32]) Let F ↑u be a vector space with a basis |λ〉
indexed by partitions. Then the following formulas induce an action Ay F ↑u :
c1 7→ q
1
2 , c2 7→ 1, (4.3)
〈µ|P0,±m|λ〉 = ±δ
µ
λq
∓m2
 ∑
 i.c. of λ
χ±m

−
∑
 o.c. of λ
χ±m

 (4.4)
and for all X ∈ A− with Υ−(X) = R (resp. Y ∈ A+ with Υ+(Y ) = R), we have:
〈λ|X |µ〉 = R(λ\µ) · σ|λ\µ|
∏
∈λ\µ
∏
 o.c. of λ
(
1− χ
χ
)
∏
 i.c. of λ
(
1− χ
χ
) (4.5)
〈µ|Y |λ〉 = R(λ\µ) · σ¯|λ\µ|
∏
∈λ\µ
∏
 i.c. of µ
(
1− χ
qχ
)
∏
 o.c. of µ
(
1− χ
qχ
) (4.6)
where σ = (1−q1)(1−q2)1−q and σ¯ = σq
1
2 .
The reader might ask how to interpret the evaluation R(λ\µ), given that elements
R of the shuffle algebra take the form (3.37), and thus have poles at zi − zjq. The
answer lies in the wheel conditions. One first defines the specialization:
ρ(y1, y2, ...) = R
(
y1q
λ1−µ1
1 , . . . , y1q
λ1−1
1 , y2q
λ2−µ2
1 , . . . , y2q
λ2−1
1 , . . .
)
(which is allowed, because R has no poles at zi − zjq1) and then invoke the wheel
conditions (3.38) to conclude that ρ has no poles at yi − yjq2. Then we define:
R(λ\µ) = ρ(1, q2, q
2
2 , ...)
Remark 4.3. If we replace individual partitions λ by r–tuples of partitions λ =
(λ1, ..., λr), then straightforward analogues of formulas (4.3)–(4.6) yield an action:
Ay F ↑u1 ⊗ ...⊗ F
↑
ur
To this end, one must replace the weight (4.1) of a box in an individual partition
by the weight χ = uiq
x
1 q
y
2 of a box  located at coordinates (x, y) in the i–th
constituent partition of an r–tuple of partitions λ. We refer the reader to [32] for
details, and for the connection to moduli spaces of rank r sheaves on the affine plane.
4.4. Let us use the notation F→u = Q(q1, q2)[p1, p2, ...] for the Fock space (2.21).
Definition 4.5. ([14, 16]) The following formulas induce an action Ay F→u :
c1 7→ 1, c2 7→ q
1
2 , (4.7)
P0,−m 7→ multiplication by pm (4.8)
P0,m 7→ −m
(
q
m
2
1 − q
−m2
1
)(
q
m
2
2 − q
−m2
2
) ∂
∂pm
(4.9)
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and ∀X ∈ A− with Υ−(X) = R(z1, ..., zn) (respectively Y ∈ A
+ with Υ+(Y ) = R):
X 7→
(uq−
1
2 )n
n!
∫ |q1|,|q2|>1
|z1|=...=|zn|=1
R(z1, ..., zn)∏
1≤i6=j≤n ζ
(
zi
zj
) n∏
a=1
dza
2πiza
(4.10)
exp
[
∞∑
k=1
zk1 + ...+ z
k
n
k
· q
k
2 pk
]
exp
[
−
∞∑
k=1
(z−k1 + ...+ z
−k
n ) · q
− k2 (1 − qk1 )(1− q
k
2 )
∂
∂pk
]
Y 7→
(−u−1q
1
2 )n
n!
∫ |q1|,|q2|<1
|z1|=...=|zn|=1
R(z1, ..., zn)∏
1≤i6=j≤n ζ
(
zi
zj
) n∏
a=1
dza
2πiza (4.11)
exp
[
−
∞∑
k=1
zk1 + ...+ z
k
n
k
· pk
]
exp
[
∞∑
k=1
(z−k1 + ...+ z
−k
n )(1− q
−k
1 )(1 − q
−k
2 ) ·
∂
∂pk
]
The superscript on the integral sign denotes the assumption on the sizes of
the parameters q1 and q2 that must be made in order to evaluate the contour integral.
We have an isomorphism of vector spaces:
Ψ : F ↑u
∼
−→ F→u (4.12)
obtained by sending |λ〉 to the modified Macdonald polynomial associated to the
partition λ (see [23, 26]) for parameters (q, t) ↔ (q−11 , q
−1
2 ). However, the isomor-
phism (4.12) also respects the A actions, up to rotation by 90 degrees:
Ψ(Pn,m · x) = q
mεn,m
2 P−m,n ·Ψ(x) (4.13)
for any x ∈ F ↑u and (n,m) ∈ Z
2\(0, 0), where εn,m is defined to be −1 if (n,m) lies
in the second or fourth quadrant (including the horizontal axis, but excluding the
vertical axis) and 0 otherwise. To prove (4.13), note that the algebra A is generated
by Pn,m with (n,m) ∈ (±1, 0), (0,±1). Moreover:
Pn,m 7→ (c
n
1 c
m
2 )
εn,mP−m,n
is an algebra automorphism, namely the particular case of (3.20) for:
γ =
(
0 −1
1 0
)
∈ SL2(Z) (4.14)
Therefore, in order to prove (4.13) for a general lattice point (n,m), it suffices
to prove it for the four special lattice points (±1, 0), (0,±1). All four of these
statements are well-known facts in Macdonald polynomial theory.
Remark 4.6. The gist of (4.12) and (4.13) is that F ↑u and F
→
u can be perceived
as the same module, up to the automorphism provided by the matrix (4.14). One
could turn the problem on its head, and define for any γ ∈ SL2(Z) the module:
F γu = F
→
u (4.15)
but any element a ∈ A acts on the left-hand side just like γ(a) ∈ A acts on the
right-hand side, where γ(a) denotes the automorphism (3.20) for some lift of γ. Up
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to a simple isomorphism (namely conjugation by powers of the famous ∇ operator,
see [8]), this module structure only depends on:
γ
(
1
0
)
=
(
a
b
)
∈ Z2
i.e. the choice of b/a ∈ Q ⊔ ∞. It is an interesting open problem to present
the module structure on F γu in such a way that any X ∈ A
± acts by an explicit
formula that essentially involves only the rational function R = Υ±(X). This was
provided in (4.5)–(4.6) for the vertical slope and in (4.10)–(4.11) for the horizontal
slope. Such rotated modules for the quantum toroidal algebra play an important
role in the study of refined link invariants, [24, 25].
4.7. We will now compute the matrix coefficients of the universal∗ R–matrix (3.33)
in the two types of Fock spaces considered in the present paper. Recall that convex
paths go over Z2+, and we will use the term convex
∗ path to refer to those whose
edges do not point directly up (i.e. we restrict to ni > 0 in (3.29)). The size of
such a path is the x–coordinate of the lattice point where it terminates, i.e. the
number n1+ ...+nt in (3.29). Any convex path v can be obtained by concatenating
a convex∗ path v∗ with a vertical path, hence we can uniquely write:
Pv = Pv∗P0,n¯
where P0,n¯ = P0,n1 . . . P0,nt for any partition n¯ = (n1 ≥ ... ≥ nt). Therefore:
R¨ = R′R′′ (4.16)
where:
R′ =
∑
v convex∗
Pv ⊗ P−v
zv
∈ A+⊗̂A− ∼= Sop⊗̂S (4.17)
R′′ =
∑
n¯ partition
P0,n¯ ⊗ P0,−n¯
zn¯
∈ A0⊗̂A0 (4.18)
We will now compute the matrix coefficients of R′ and R′′ in the module F ↑u . Take
any two partitions µ and λ, and regard them as a vector and covector:
〈λ| ∈ (F ↑u )
∨ |µ〉 ∈ F ↑u
Then we have:
〈λ|R
′
|µ〉 =
∑
v convex∗
Pv
zv
· 〈λ|P−v |µ〉 (4.19)
〈λ|R
′′
|µ〉 =
∑
n¯ partition
P0,n¯
zn¯
〈λ|P0,−n¯|µ〉 (4.20)
By formulas (4.4) and (4.5), the right-hand sides above are non-zero only if µ ⊂ λ.
Claim 4.8. The right-hand side of (4.20) is equal to:
δµλ · exp
 ∞∑
k=1
P0,k
k
· q
k
2
 ∑
 o.c. of µ
χ−k

−
∑
 i.c. of µ
χ−k

 (4.21)
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The claim above is a simple exercise, which we leave to the interested reader.
Meanwhile, (4.5) implies that the right-hand side of (4.19) is equal to: ∑
v convex∗ of size |λ\µ|
Pv
zv
·Υ−(P−v)(λ\µ)
σ|λ\µ| ∏
∈λ\µ
∏
 o.c. of λ
(
1− χ
χ
)
∏
 i.c. of λ
(
1− χ
χ
)
(4.22)
We note that expression (4.22) is an infinite sum of Pv’s, over convex
∗ paths starting
at 0 and ending at a point on the line x = |λ\µ|. Therefore, one can only act with it
on graded modules where such Pv’s act locally nilpotently, which will henceforth be
called good modules (for example, F→u′ is good). Then let us consider the expression:
W (x) =
∑
k∈Z
P1,kx
k
In any good module, the expression W (x1) . . .W (xn) makes sense when expanded
in |x1| ≫ ...≫ |xn|. Moreover, it is clear from the shuffle algebra incarnation that:
W (x1, . . . , xn) = W (x1) . . .W (xn)
∏
1≤i<j≤n
ζ
(
xj
xi
)
(4.23)
is a symmetric expression in x1, ..., xn, at least formally. In good representations,
this means that the expression (4.23) has the property that all its matrix
coefficients are symmetric rational functions in x1, ..., xn.
Remark 4.9. In the good representation F→u′ , the expression W (x1, ..., xn) acts by:
exp
[
−
∞∑
k=1
x−k1 + ...+ x
−k
n
k
pk
]
exp
[
∞∑
k=1
(xk1 + ...+ x
k
n)(1 − q
−k
1 )(1 − q
−k
2 )
∂
∂pk
]
times (−u′
−1
q
1
2 )n.
As shown in [35], we have the following formula for the pairing:〈
W (x1, . . . , xn), a
〉
= Υ−(a)(x1, ..., xn) ∀a ∈ A
− (4.24)
Letting a = P−v for any convex
∗ path v, and recalling that such convex paths give
rise to orthogonal bases (3.31), we obtain the following formula:
W (x1, . . . , xn) =
∑
v convex∗ of size n
Pv
zv
·Υ−(P−v)(x1, ..., xn) (4.25)
If we plug this formula in (4.22), then we conclude:
Theorem 4.10. For any partitions λ, µ, we have the following identity in A+:
〈λ|R
′
|µ〉 =W (..., χ, ...)∈λ\µ · σ
|λ\µ|
∏
∈λ\µ
∏
 o.c. of λ
(
1− χ
χ
)
∏
 i.c. of λ
(
1− χ
χ
)
(4.26)
Meanwhile, 〈λ|R
′′
|µ〉 is given by (4.21).
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In the module F→u′ , the underlined term in (4.26) is precisely the normal ordered
product (3.12) of [2], which plays a key role in the construction of the intertwiner:
F ↑u ⊗ F
→
u′ −→ F
ր
−uu′
where Fր−uu′ is the module (4.15) for:
γ =
(
1 0
1 1
)
This module was denoted by F
(1,1)
−uu′ in loc. cit.
Remark 4.11. A similar formula to (4.26) holds if we replace the module F ↑u by
the MacMahon module of [17], in which case the variables of the underlined term
should go over the set of weights of boxes of a skew 3–dimensional partition λ\µ.
The generalization is straightforward, but the product of factors in (4.26) is more
involved in the MacMahon case, and so we leave the details as an exercise.
4.12. We will now consider the Fock space of Subsection 4.4, and identify it with:
F→u = Q(q1, q2)[p1, p2, ...]
∼
−→ Q(q1, q2)[x1, x2, ...]
Sym = Λ
via pn = x
n
1 + x
n
2 + .... We note that a linear basis of F
→
u
∼= Λ is given by:
pn¯ = pn1 . . . pnt (4.27)
as n¯ = (n1 ≥ ... ≥ nt) goes over partitions. We regard elements of F
→
u
∼= Λ
as functions f [X ], where X is shorthand for the variable set x1, x2, .... We adopt
“plethystic notation”, according to which one defines, for any symbol z:
f [X ± z] ∈ Λ[[z±1]] (4.28)
to be the image of f [X ] under the ring homomorphism Λ→ Λ[[z±1]] that sends:
pn 7→ pn ± z
n (4.29)
In other words, the way one computes (4.28) is to expand f [X ] in the basis (4.27),
and then replace each pn therein according to (4.29). Morally, the plethysm (4.28)
means “add/remove z from the list of variables”, hence the notation.
Claim 4.13. For any f [X ] ∈ Λ and any variables z1, ..., zn, we have:
exp
[
∞∑
k=1
(z−k1 + ...+ z
−k
n )(1− q
−k
1 )(1 − q
−k
2 )
∂
∂pk
]
· f [X ] =
= f
[
X +
(
1− q−11
) (
1− q−12
) n∑
i=1
z−1i
]
(4.30)
It is enough to prove the claim above for:
f [X ] =
∞∏
i=1
t∏
j=1
(1− xiaj) = exp
[
−
∞∑
k=1
ak1 + ...+ a
k
t
k
· pk
]
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because the coefficients of such expressions in the variables ai provide a linear basis
of Λ. The computation of (4.30) for f as in the formula above is a straightfor-
ward exercise, which we leave to the interested reader. The following is also obvious.
Claim 4.14. The operators − pn
n
and (1−q−n1 )(1−q
−n
2 )
∂
∂pn
are adjoint with respect
to the (modified) Macdonald inner product:
〈·, ·〉 : Λ⊗ Λ→ Q(q1, q2) (4.31)
〈
pn¯, pn¯′
〉
= δn¯n¯′ n¯!
t∏
i=1
[
− ni(1− q
−ni
1 )(1 − q
−ni
2 )
]
We will now use the language above to compute the universal∗ R–matrix in the
module F→u . Let us recall the decomposition (4.16). Then we have:
〈f |R′′
|g〉
=
∑
n¯ partition
P0,−n¯
zn¯
· 〈f, P0,n¯g〉
According to Claim 4.14 and formula (4.9), we obtain:
〈f |R′′
|g〉
=
∑
n¯ partition
P0,−n¯
zn¯
· q
|n¯|
2 〈pn¯f, g〉 =
〈
exp
[
∞∑
n=1
P0,−nq
n
2
n
· pn
]
· f, g
〉
(4.32)
where pn acts on symmetric functions as multiplication by pn, while the symbols
P0,−n ∈ A
0 are unaffected by their interaction with f and g, or the pairing.
To compute the matrix coefficients of R′, we need to understand the action:
A+ ∼= Sop y F→u ∼= Λ
of (4.11) in the language of the present Subsection. Claims 4.13 and 4.14 imply:
〈f |Y |g〉 =
(−u−1q
1
2 )n
n!
∫ |q1|,|q2|<1
|z1|=...=|zn|=1
Υ+(Y )(z1, ..., zn)∏
1≤i6=j≤n ζ
(
zi
zj
) n∏
a=1
dza
2πiza (4.33)〈
f
[
X +
(
1− q−11
) (
1− q−12
) n∑
i=1
zi
]
, g
[
X +
(
1− q−11
) (
1− q−12
) n∑
i=1
z−1i
]〉
for any Y ∈ A+, f = f [X ], g = g[X ] ∈ Λ, where the inner product is given by
(4.31). Let us explain the gist of (4.33): for any two fixed symmetric polynomials
f and g, the second line of (4.33) is a Laurent polynomial in the variables z1, ..., zn,
which one then integrates against the rational function on the first line of (4.33).
With this in mind, we may use the definition of R′ in (4.17) to compute:
〈f |R′
|g〉
=
∞∑
n=0
(−u−1q
1
2 )n
n!
∑
v convex∗ of size n
P−v
zv
∫ |q1|,|q2|<1
|z1|=...=|zn|=1
Υ+(Pv)(z1, ..., zn)∏
1≤i6=j≤n ζ
(
zi
zj
) n∏
a=1
dza
2πiza〈
f
[
X +
(
1− q−11
) (
1− q−12
) n∑
i=1
zi
]
, g
[
X +
(
1− q−11
) (
1− q−12
) n∑
i=1
z−1i
]〉
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To evaluate the sum above, we will use the following formula, which one can prove
using the machinery of [31] (similarly with the way one proves (4.24)).
Proposition 4.15. Consider the following element of A− ∼= S, ∀d1, ..., dn ∈ Z:
Sd1,...,dn = Sym
[
zd11 . . . z
dn
n
]
This element admits the following decomposition in the basis (3.30):
Sd1,...,dn =
∑
v convex∗ of size n
P−v
zv
∫ |q1|,|q2|<1
|y1|=...=|yn|=1
Υ+(Pv)(y1, ..., yn)y
−d1
1 ...y
−dn
n∏
1≤i6=j≤n ζ
(
yi
yj
) n∏
a=1
dya
2πiya
Therefore, if we write:
S(w1, ..., wn) =
∑
d1,...,dn∈Z
Sd1,...,dnw
d1
1 ...w
dn
n
as a formal series of elements of A− ∼= S, then we conclude the following.
Theorem 4.16. For any f, g ∈ Λ, we have the following identity in A− ∼= S:
〈f |R′
|g〉
=
∞∑
n=0
(−u−1q
1
2 )n
n!
∫ |q1|,|q2|<1
|z1|=...=|zn|=1
S(z1, ..., zn)
n∏
a=1
dza
2πiza (4.34)〈
f
[
X +
(
1− q−11
) (
1− q−12
) n∑
i=1
zi
]
, g
[
X +
(
1− q−11
) (
1− q−12
) n∑
i=1
z−1i
]〉
Meanwhile, 〈f |R′′
|g〉
is given by (4.32).
We emphasize the fact that for any fixed f and g, the n–th summand of (4.34) is
a finite linear combination of elements of A− ∼= S. To see this, we note that the
second line of (4.34) is a Laurent polynomial in z1, ..., zn, hence only finitely many
terms of the formal series S(z1, ..., zn) survive the contour integral.
Remark 4.17. Formula (4.34) is reminiscent of [15, 20], where the weighted trace
of R¨F
→
u in the first tensor factor was computed (e.g. Proposition 3.3 of [15]).
4.18. In [16], the authors studied the object 〈1|R¨|g〉 for an arbitrary g ∈ Λ, but
instead of regarding it as an element of A− ∼= S, they regard it as an element of:
A = A↑ ⊗Q(q1, q2)
〈
Pn,0, c
±1
1 , c
±1
2
〉
n6=0
⊗A↓
where A↑ (resp. A↓) is the subalgebra generated by Pn,m for all n ∈ Z and m > 0
(resp. m < 0). Because of the automorphisms (3.20), these subalgebras are also
isomorphic to the shuffle algebra and its opposite, so we have an isomorphism:
A ∼= S ⊗Q(q1, q2)
〈
Pn,0, c
±1
1 , c
±1
2
〉
n6=0
⊗ Sop (4.35)
If we compose the inclusion A− ⊂ A with (4.35), then we obtain:
A−
ι
→֒ S ⊗Q(q1, q2)
〈
Pn,0, c
±1
1 , c
±1
2
〉
n6=0
⊗ Sop
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As a consequence of (3.33), it is not hard to see that:
ι
(
〈1|R¨|g〉
)
∈ S ⊗Q(q1, q2) [Pn,0]n<0 (4.36)
The element (4.36) is related to off-shell Bethe vectors in loc. cit. We do not have
a closed formula for it, but we will now explain how formula (3.33) allows one to
obtain an explicit sum over convex paths. Explicitly, for any f and g, we have:
〈f |R¨|g〉 =
∑
v=
{
m1
n1
≤...≤
mt
nt
}
,(ni,mi)∈Z2+
P−v
zv
· 〈f |Pv|g〉
Let f = λ¯ := Ψ(|λ〉) and g = µ¯ := Ψ(|µ〉) be the modified Macdonald polynomials
associated to partitions λ and µ. Then we can invoke (4.13) to obtain the following:
〈λ¯|R¨|µ¯〉 =
∑
v=
{
m1
n1
≤...≤
mt
nt
}
,(ni,mi)∈Z2+
P−v
zv
· 〈λ|Pm1,−n1 ...Pmt,−nt |µ〉q
∑
i
niεmi,−ni
2
(4.37)
where now the matrix coefficients are calculated in the representation F ↑u , i.e.
according to formulas (4.3)–(4.6). Note that all but finitely many convex paths
have trivial matrix coefficient for any given λ and µ, as can be seen from the fact
that Pmt,−nt |µ〉 is a linear combination of Young diagrams with mt boxes fewer
than µ. Akin to (3.33), we have the following factorization of the operator (4.37):
Proposition 4.19. We have the following formula for the matrix coefficients of R¨
in terms of the decomposition (4.35):
〈λ¯|R¨|µ¯〉 =
∑
Young diagrams ν⊂λ,µ
Aλ,ν ·Dν ·Bν,µ
where:
Aλ,ν =
∑
v=
{
m1
n1
≤...≤
mt
nt
}
,mi<0,ni>0
P−v
zv
· 〈λ|Pm1,−n1 ...Pmt,−nt |ν〉 (4.38)
Bν,µ =
∑
v=
{
m1
n1
≤...≤
mt
nt
}
,mi>0,ni≥0
P−v
zv
· 〈ν|Pm1,−n1 ...Pmt,−nt |µ〉q
−
∑
i
ni
2
(4.39)
and Dν =
∑
n¯=(n1≥...≥nt)
P−n¯,0
zn¯
〈ν|P0,−n¯|ν〉.
By analogy with Claim 4.8, it is easy to see that:
Dν = exp
[
∞∑
k=1
P−k,0
k
· q
k
2
( ∑
 o.c. of ν
χ−k

−
∑
 i.c. of ν
χ−k

)]
which matches formula (4.8) of [16] for the operator L∅,∅ in the terminology of loc.
cit. As for the operators (4.38) and (4.39), formulas (4.5) and (4.6) imply that:
Aλ,ν =
∑
{
m1
n1
≤...≤
mt
nt
}
,mi<0,ni>0
P−n1,−m1 ...P−nt,−mt
zv
· (4.40)
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Υ−(Pm1,−n1 . . . Pmt,−nt)(λ\ν)σ
|λ\ν|
∏
∈λ\ν
∏
 o.c. of λ
(
1− χ
χ
)
∏
 i.c. of λ
(
1− χ
χ
)
Bν,µ =
∑
{
m1
n1
≤...≤
mt
nt
}
,mi>0,ni≥0
P−n1,−m1 ...P−nt,−mt
zv
· (4.41)
Υ+(Pm1,−n1 . . . Pmt,−nt)(µ\ν)σ¯
|µ\ν|
∏
∈µ\ν
∏
 i.c. of ν
(
1− χ
qχ
)
∏
 o.c. of ν
(
1− χ
qχ
)q−∑i ni2
where zv denotes (3.32) for the path v = {(n1,m1), ..., (nt,mt)}. Then one can plug
in formula (3.41) in order to explicitly compute the second lines of (4.40) and (4.41).
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