The main purpose of this article is to discuss applicability of Bayesian belief networks (bbn) within the procedures of working capital credit scoring, conducted in commercial banks. A brief description of Bayesian formulation of causal dependence and its strength is given. Inferential and diagnostic features of bbn are illustrated using sample structure. As an example we present and compare results of estimating a credit risk using two techniques: traditional credit-scoring system and bbn structure.
INTRODUCTION
The history of the credit scoring ideas started in the early 40's, but the prosperity of the scoring techniques widespread in the 50's, when William Fair and Earl Isaac set up Fair, Isaac and Company in San Francisco (Janc & Kraska, 2001 ). The first credit scoring system was called numerical scoring system. Credit scoring in a bank is a supportive procedure of granting individual and/or business credits.
In the system, the rules of gathering information are formalized, so they give the basis for credit approval. This information is substantial for assessment of risk level of a credit. Risk management reduces risk of granted credits, minimizes the number of irregular credits and consequently reduces the costs of capital reserves. Thus, quality of the system directly influences return of assets of the bank.
The quality measures of the system are: • reliability of evaluation of economic and financial position of a customer, • correctness of risk estimation assigned to a specific class of economic and financial position
Taking bank security into consideration, it is recommended to take rigorous measures in the crediting strategy. However, following them too strictly, can unnecessarily limit accessibility to credits, degrade market share and influence profitability of the bank.
Apart from the risk reduction, the quality of service is very important as well. Quality level can be measured using the following criteria:
• credit accessibility • time required by a bank to process a single credit application • credit cost
From the point of view of the bank, the additional criterion is consistence of risk classification -for customers of similar profiles, the decisions should be consistent, when comparing different agencies of the same bank.
The tool that improves quality of service and minimizes risk of credit can substantially increase competitiveness of the bank.
Solutions presented in this article can be applied to working-capital credits for enterprises that are obliged to perform all standard financial statements such as: • balance sheet • income statement • cash-flow
CREDIT SCORING SYSTEM
One of the important functions realized by credit scoring system is information processing. Every information processing system includes:
In the case of credit scoring system input information consists of : • registry information, • financial information (financial statements),
• benchmarking information, • inner information of the bank on creditability of the customer
The outcome of the processing information is a symbol of credit risk class relevant to the level of risk of the transaction. The information on the risk level can be helpful in such decision problems as: • granting or denying a credit, • defining terms of credit, • scope and frequency of monitoring a customer's financial position
As the scope of input information is defined, the credibility of the outcome results, and costs of the processing (e.g. time, involved resources) are closely related to the processing technique.
In this article, we present two techniques of information processing in the credit-scoring system: • traditional credit-scoring method (chapter 4) • using Bayesian belief network (chapter 6)
INTRODUCTION TO BAYESIAN NETWORKS
Bayesian networks are classified as graphical, decision-analytical models. Their most remarkable feature is the capability to encode both quantitative and qualitative knowledge. This means, we can rely in this model on statistical data analysis and experience of domain experts as well. Sometimes referred to as causal networks, Bayesian models are constructed as graph models, where nodes are used to encode parameter characteristics (descriptive variables), and directional links between them encode often complex correlations, usually of causal nature.
The network, as a whole, embodies the structure of problem domain, while local interactions between parameters are quantified in the form of conditional probability tables. This representation of modeled phenomenon is in concert with intuitive approach to its description, which, as is believed, is basis of the reasoning of human experts. At the same time, Bayesian models are founded on robust statistical methods, despite the fact they are formulated using non-frequentist definition of probability.
Practical applications of Bayesian networks derive from their analytical and diagnostic capabilities. The constructed model gives us a state-of-knowledge encodement of modeled phenomenon. Information gathered during observation of real phenomenon, gives us values of at least, some of model parameters -which when stated unambiguously, become facts in the system. In the structure of Bayesian network this means initialization of the state of nodes to one of possible, predefined values. Propagation of probabilities in network perturbed this way, leads to new equilibrium state, where newly calculated and usually changed probability distributions reflect the fact that new information has been gained. Inspection of new probability distributions makes inference regarding non-observable variables possible.
It should be mentioned that number of observed facts could be different, depending on the rate of change of the phenomenon/process, costs of acquiring information or number of variables that cannot be observed directly for different reasons (as the example we can bring the prognostic model where some variables are naturally known post factum).
The Bayesian model reveals in the last case one of its strongest advantagescapability for doing inference, when noisy or incomplete data are available.
The propagation of probabilities in Bayesian networks can be of high computational complexity. At the end of the 80's, a significant breakthrough in propagation algorithms was made. Nevertheless, in extreme cases of dense networks or specific topologies, the problem remains NP-hard. Approximate methods of propagation and algorithms tailored to specific structures become of research interests to overcome problem of intractability.
As an elementary toy-problem we describe the following situation: A bank classifies customers into two categories A and B, In group A account debiting occurs with 0.2 probability, P(D|A)=0.20, In group B account debiting occurs with 0.05 probability, P(D|B)=0.05, 15% of all customers belong to group A Question : randomly chosen account appears to be debited, what is the probability of its belonging to group A customer?
The problem can be easily solved using Bayes theorem
Therefore, we can expect to find solution using Bayesian networks as well. In fact, two-node network <Customer Category> linked to <Debit> node models the problem fully. The network that encodes knowledge of debit statistics in hypothetical bank is given in Figure 1 .
Substituting actual value of debiting probability i.e. P(Debit=Yes)=1, after propagation procedure and reaching equilibrium state of the network, we come to conclusion that given debiting, the probability of being member of category A customer is 0.414. The solution has been obtained using Andersen propagation algorithm (Andersen, 1989) . The given example shows diagnostic function of Bayesian model. The network has been used to perform diagnosis of possible causes on the basis of discovered effects. In situation of reverse state of knowledge, we would be able to infer on effects given states of possible, although not necessarily all, causes.
THE SCOPE OF THE ECONOMIC-FINANCIAL ANALYSIS OF AN ENTERPRISE
Typical process of granting credit covers stages as following:
The system presented in this paper is conceived to be helpul in the third stage of the process. This stage of preparing information for credit decision is the longest and most expensive part of credit granting process. Striving for consistency of the criteria in all agencies of bank, involves definition of precise rules and using the same processing techniques.
Necessary conditions for granting working-capital credit: 1
• current credit capacity of a customer, • the estimated credit risk of the transaction has to be below the admissible level • customer is able to furnish collateral appropriately Current credit capacity of a customer means his ability to repay the credit and interests in time. The ground to estimate the ability is the economic-financial analysis of his current position.
To estimate credit risk of the transaction one needs the information on: the class of the economic-financial position (result of the analysis), previous credit performance 2 
to "Gazeta Bankowa").
The result of the estimation defines credit risk level. The key problem for credit decision is defining the class of economic-financial position of a customer.
It was not our aim to create a model for estimating the position, but presentation, and to some extent comparing the effectiveness of two techniques, using the same model. We use a model of estimation whosescope is in accordance with typical systems that are in use in many Polish banks.
To define the position of an enterprise we use a number of characteristics (factors), which characterize both, the financial position of an enterprise and its business surroundings. Some of them are quantitative characteristics, others are qualitative. All are grouped in nine areas of the analysis (Table 4) . Quantitative characteristics use only financial data to calculate standard financial ratios (ROS, current ratio, etc). That part of the analysis is called estimation of objective factors.
Qualitative characteristics present causal relations, which we cannot simply qualify, at least so far. They can be estimated only in a subjective way, and are called subjective factors.
The structure of the characteristics in the model is hierarchic, which makes synthetic estimation of every area possible.
Multi-criteria estimation model makes it possible to regard different aspects of business activity, and makes analysis wider.
The most significant parameters of the system are weights fixed for different attributes 3 and characteristics. Weights correspond with the influence on credit risk level. Generally, traditional scoring systems use statistical techniques for calculating weights (Janc et al., 2001 ).
BUILDING A CREDIT-SCORING SYSTEM
Estimating credit risk level in credit-scoring system is based on scoring factors covered by model. Scores are defined according to normative point scales. As normative can be considered (Sierpi, 1998) Added characteristic scores make the synthetic estimation of the area. All the considered areas' estimations make the total score that defines the economicfinancial position class. 
Building a Traditional Scoring System
The building scoring system process can be split into several stages: 1. defining aims and assumptions of the system 4 , 2. collecting data of through-the-door population 5 3. analyzing data and defining a model (set of characteristics and their attributes), 4. constructing scoring tables, 5. verification of tables.
More information on aspects of building scoring system can be found in literature (Janc et al., 2001 ). Scoring tables we present below are in use in one of the biggest Polish banks. The normatives are changed periodically. It is stated that current credit capacity of an enterprise is fulfilled under following conditions: a) economic -financial position class -A-1, B-2, or C-3, b) score of both objective and subjective factors are not less than their minima: 35 and 15 points respectively. 
Credit risk class in relation to economic -financial position class

Economic -financial position class in relation to total score
Credit risk of the transaction is Class II.
Credit risk Class II: 1. Credit is allowed but on condition of collateral beyond the Customer's assets. 2. Ceiling rate of interests for working-capital credits. 3. Intensive monitoring of the Customer's position is recommended. 4. Analysis of the financial statements -repeated quarterly.
CREDIT SCORING SYSTEM -THE BAYESIAN NETWORK IMPLEMENTATION
The Bayesian model is a result of formal encoding of the domain expert knowledge, the factors influencing the phenomenon and their mutual interactions. Economic model being the objective of this paper has been created outside the system. Its aim is to analyze the standing of the enterprise from the point of view of its creditworthiness.
At first the primary goal is defining descriptive parameters of the model -the nodes of Bayesian network. At this stage, the domain expert has a crucial work to do. The topology of network and its detailed nature is then specified. Unspecified parameters, lacking or misdirected connections between nodes result in inconsistencies of model, ambiguity of causal relationships and finally in inaccuracy of expertise.
The process of network structure generation, given nodes, can be boosted using dedicated computer programs. Statistical dependencies between model parameters support the expert to eliminate redundant inter-node connections, preventing from non-convergence of propagation algorithms due to overloaded structure. Iterative generation process typically leads to computationally tractable structure.
The next step, quantitative specification of model, requires filling-up conditional probability tables. The computer aided, statistical analysis of historical data can reveal strength of causal dependencies between nodes. During all procedures the domain expert can moderate generation process.
The aim of the economic model we work with in this article is to analyze standing of an enterprise from crediting banks' perspective. We defined nine groups of factors (i.e. scope of analysis) used to classify customers according to credit risklevel.
It should be pointedout that directions of links between nodes are consistent with discovered, causal relationships. Figure 5 shows synthetic nodes only. In reality the network is builtup with some dozens of nodes setting up hierarchical structure. Due to its complexity we show only part of the structure related to "Creditability of enterpreneur" and "Management quality" 
Source: the authors, based on scoring methodology (one of 10 biggest Polish banks acc. to "Gazeta Bankowa").
The network shown on Figure. 6 has not been initialized, i.e. no data are put into the system, yet. Probability distributions come from statistical analyses of historical records or/and domain expert estimations.
Tables of probability distributions are equivalents of "normative scoring tables", and in both systems value range and discretisation of random variables are identical. When deterministic dependencies between nodes were declared in Bayesian system (we use for this purpose square-shaped 0/1 probability distributions) we got classification strictly identical with that obtained in scoring tables methodology. As an example, ROI evaluation given in section 5 is revisited and results are presented in Figure 6 .
Finally, synthetic credit-risk evaluation referring to the example given in section 5 is presented in Figure 7 Qualitative subjective factors are modeled with Bayesian network (structure shown on Figure 8 ). It can be seen that the network is initialized using factual information regarding "Subjective" node.
After propagation procedure, the network reaches equilibrium state. Then, the readout of probability distributions delivers diagnostic statements about probable cause of subjectively good condition of the enterprise. As it was already stated, the quality of diagnoses is determined by correctness of network structure and conditional probability tables. Table 12 shows an example of tabularized probabil-ity distribution, referring to "Quality of management" statistically dependent on "Education", "Experience/" and "Strategy of development". All these factors are present in structure shown on Figure . 9. "Quality of Management" can be found (with different probability) in one of the states: "high", "good", "poor", "bad" and, for instance, "Strategy" in: "defined" or "none".
The presented Bayesian network has the property of making coherent inferences and diagnosing, also when only incomplete information is available. Its natural feature is being susceptible to iterative refinement, made by supplying updated distribution tables, new connections or nodes. Acting in the world, where great repositories of historical data are still growing, and become easily accessible to the banks, we believe that it is feasible to build robust system that gives statistically sound expertise, and not confined to bare tabular procedures. Other, than quite popular neural networks, Bayesian networks supply explanations to given diagnoses or prognoses.
Their outcomes are not so vastly conditioned by size and completeness of datasets, as in the case of neural networks.
On the other hand symbolical methods of information processing, (although of long tradition and sharing 85% of applications market) are bad performers, when noisy information is input to the system. Rule-based knowledge representations are hardly modifiable; searching through rulebase is computationally intensive and time demanding.
For instance, rulebase with 2000 records is considered to be huge.
CONCLUSIONS
Comparison of the presented methods of information processing in credit scoring system -cost analysis.
When evaluating credit application, a credit inspector follows four procedural steps: 1. input of data, supplied by applying customer 2. evaluation of objective and subjective factors 3. scoring -based on worksheet tables 4. verification of calculations The documents are furthermore passed to an authority that, after the second verification of submitted materials, is eligible to refuse or grant a credit.
The system proposed in this article significantly reduces the time of inputting the data to application form sheet.
Evaluation of subjective factors is a tedious and time-consuming task. This evaluation can be however decomposed, into elementary objective choices, although it leads to significant increase of the number of factors to be considered. Again, the time of the analysis is unfavorably impacted. Bayesian networks are free from this drawback -time of the analysis is negligible when compared with scoringtable method.
