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Simulating molecular systems is a significant use of high-performance computing. How-
ever, molecular dynamics simulations are limited by the time scales of events that
can be reliably accessed. Such events are often precisely those that are of interest,
such as chemical reactions or substantial conformational changes. Accelerated simu-
lation methods can bias a simulation towards these so-called ‘rare events’ more quickly,
but they are typically computationally expensive or require the identification of low-
dimensional representations that describe the event.
In this thesis, improvements to simulation methods for accessing these rare events
are presented. The first is the automation and generalisation of the boxed molecular
dynamics (BXD) method, making it more efficient and usable with events that require
higher-dimensional representation. Additionally, a virtual reality framework for inter-
active molecular dynamics (iMD-VR) is presented as a strategy for the rapid identifi-
cation of pathways and collective variables that can be used with existing accelerated
molecular dynamics methods.
The framework is evaluated in a user study, in which it was found that VR enables
a statistically significant advantage over traditional interfaces for performing tasks
in molecular systems. Furthermore, the framework is evaluated for generating initial
pathways on a benchmark system, alanine dipeptide, and found to produce reasonable
pathways. These pathways were then optimised for use with metadynamics, an accel-
erated sampling method, to produce converged free energy surfaces. The framework is
further tested in larger systems including knotting pathways in the hypothetical protein
MJ0366 and loop motions in the enzyme cyclophilin A. In these cases, it was possible to
produce the desired pathways and initial conditions with the iMD-VR framework. The
use of adaptive sampling with Markov models to perform follow-up sampling on these
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With the rapid advances in computational power over the latter half of the 20th cen-
tury and the early 21st century, the simulation of molecular systems with computa-
tional models has become a widely-used tool for both basic science research and applied
science, forming large portions of high-performance computing workloads[1, 2]. Unlike
experimental research, simulated models of a molecular system can capture the en-
tire state and dynamics of the system[3], providing minute detail into the processes at
scales not visible to experiment. For the basic research scientist, this detail can provide
insight into how molecular systems work, such as how a protein folds[4], the reaction
mechanism of a particular enzyme[5], or the mechanism of a chemical reaction[6]. For
scientists working in applications or industry, simulations can provide insight into ma-
terial design[7], or provide an automated-screening process for new materials and drug
candidates, lowering costs[8].
While improvements in algorithms, increasing compute power and the adoption of
parallel computer architectures enables the study of large systems, such as simulations
of an entire ribosome in an explicit water solvent, consisting of 2 million atoms[9], or 20
trillion atoms in a Lennard Jones fluid[10], the timescales a molecular simulation can
access is limited. In a molecular dynamics simulation, a simulation propagates forward
in time with the resulting state of the previous step affecting the next. Molecular sim-
ulations are thus limited by how quickly a single step can be computed, and the size,
in units of time, of this step. The small vibrations of a molecular system occur on the
timescale of femtoseconds, while the process of interest, such as a chemical reaction or
1
CHAPTER 1. INTRODUCTION
a transition to a new configuration, may occur much more slowly, on the timescales of
milliseconds or seconds. Balancing the complexity of the model, the size of the system
and the event to be studied such that it can be simulated within a reasonable time on
the available compute power is a constant concern for the computational chemist.
This thesis is concerned with the problem of optimising simulations to access these
so-called ‘rare events’. Many strategies for this problem have been proposed and are in
use, all of which have advantages and disadvantages. This thesis identifies some of the
limitations of these methods, and through the development of new algorithms that are
appropriate for modern computer architectures, and the use of novel human-computer
interaction methods, develops and evaluates new methodologies and workflows that can
be combined with existing methods to enable computational chemists to more rapidly
identify and sample novel events.
1.1 Thesis Outline
This thesis is organised into the following chapters:
• In Chapter 2 an overview of the principles of molecular dynamics is given to pro-
vide context on the rare event problem, and a review of the approaches used to
tackle rare event sampling is described. The successes and shortcomings of these
existing methods are discussed, laying the foundations on which the contributions
of this thesis are built.
• In Chapter 3 the boxed molecular dynamics algorithm (BXD) is discussed in de-
tail, and extensions to the algorithm are presented. These include an automated
procedure for generating boundaries and a generalisation to multidimensional
collective variable space. An application of the extensions made to the BXD al-
gorithm is presented in the accelerated sampling of the abstraction of deuterium
from acetonitrile in both the solution and gas phases.
• Chapter 4 describes a platform developed for performing interactive molecular
dynamics using virtual reality (iMD-VR) and cloud computing. The performance of




• In Chapter 5, a user study performed to evaluate the utility of virtual reality in
performing complex molecular tasks is presented and evaluated in the context of
accelerated sampling.
• In Chapter 6 algorithmic strategies for analysing the output of the iMD-VR plat-
form is evaluated through combination with existing methods to accelerate sam-
pling of pathways in alanine dipeptide.
• In Chapter 7 the utility of the iMD-VR platform is evaluated further in the for-
mation of slipknots in the protein MJ0366 and the accelerated sampling of loop
motions in cyclophilin A, through combination with Markov State modelling.
• In Chapter 8 the developments of the previous chapters are discussed in order to
summarise the findings and give an outlook on future work.
1.2 Contributions
Due to the highly collaborative nature of some of the work undertaken in this thesis,
the major contributions, and their contributors, are listed in detail below:
• A novel automation procedure for the boxed molecular dynamics algorithm is in-
troduced, making it easier, less error-prone and more efficient to use. By adap-
tively generating BXD boundaries on the fly during a molecular dynamics run,
the overhead in setting up accelerated sampling along a reaction coordinate is re-
duced. David Glowacki and I designed the method, and I developed, implemented
and evaluated the algorithms, with input from supervisors David Glowacki and
Simon McIntosh Smith.
• A generalisation of the BXD algorithm to multidimensional collective variable
space. The generalisation allows BXD to be used in a wider variety of molecular
systems, where it is often the case that two or more collective variables are re-
quired to describe a process. Furthermore, a general velocity inversion procedure
in collective variable space is developed, which while a key part of the BXD al-
gorithm, may also have uses in other areas of molecular dynamics. I designed,
developed, implemented and evaluated the algorithms, with input from supervi-
sors David Glowacki and Simon McIntosh Smith.
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• An open-source platform for performing interactive molecular dynamics (iMD-VR)
using virtual reality is developed. The software was developed in collaboration
with developers at Interactive Scientific Ltd, and developers at the University
of Bristol building on previous molecular dynamics implementations of Glowacki
and co-workers[11]. Rebecca Sage, Phill Tew, Mark Wonnacott and I developed
much of the original software together, with Rebecca Sage managing the project,
Phill Tew developing the transport layer, the cloud architecture and providing
guidance on the overall software design and contributing to the virtual reality
application, and with Mark Wonnacott developing the initial front-end implemen-
tation for tablets and smartphones, and developing the molecular renderers. My
key contributions were contributing to the design and development of software ar-
chitecture and algorithms. These included algorithms for applying bias potentials
to molecular dynamics simulations interactively, the initial virtual reality appli-
cation, software for a user study that evaluated the utility of virtual reality for
3D molecular manipulation, and a modular framework allowing the platform to
be used with a wide variety of packages. I additionally manage the open-source
project. Researcher Simon Bennie and I developed the DFTB+ plugin, and Simon
Bennie developed the DL-POLY integration. Researcher Helen Deeks designed
and performed the user study, for which I developed software and provided techni-
cal support, detailed in Chapter 5. The project was managed by David R. Glowacki,
who provided support, guidance and ideas.
Since its release as open-source software, researchers Helen Deeks, Alex Jameson-
Binnie, Alex Jones, and Rebecca Walters have made significant contributions and
improvements, under my guidance and direction.
• The combination of the iMD-VR platform with existing rare event methods to
enable accelerated sampling of a variety of molecular systems, and subsequent
evaluation of the methods. These include using iMD-VR to generate a path for
use with the path collective variable and metadynamics, and as initial seeds for
combination with adaptive sampling using Markov State Models. I developed the
necessary methods and software, ran the experiments and performed the analysis
of results. Researcher Jordi Juarez Jimenez from the University of Edinburgh
provided the structure and original input files used in the study of cyclophilin A
in Chapter 7, and guidance on the loop motion that was studied.
These contributions have led to the following publications:
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• M. O’Connor, P. Tew, B. Sage, S. McIntosh-Smith and D. R. Glowacki, “Nano Sim-
box: An OpenCL-accelerated Framework for Interactive Molecular Dynamics” in
Proceedings of the 3rd International Workshop on OpenCL, ACM, 2015, p. 20:1–
20:1.
Summary of Contributions: MO and PT designed and implemented the applica-
tion. BS, SMS and DRG managed the overall project. MO wrote the initial draft
with subsequent input from DRG.
• M. O’Connor, E. Paci, S. McIntosh-Smith, and D. R. Glowacki, “Adaptive boxed
molecular dynamics in multidimensional collective variable space,” Faraday Dis-
cussions (2016), doi:10.1039/C6FD00138F.
Summary of Contributions: MO and DRG designed the algorithms. MO imple-
mented the algorithms and performed the computational experiments, and wrote
the initial paper draft along with DRG, with subsequent input from EP and SMS.
• M. O’Connor, H. M. Deeks, E. Dawn, O. Metatla, A. Roudaut, M. Sutton, B. R.
Glowacki, L. M. Thomas, R. Sage, P. Tew, M. Wonnacott, P. Bates, A. J. Mulholland,
D. R. Glowacki, “Sampling molecular conformations and dynamics in a multi-user
virtual reality framework”, 2018, Science Advances 4(6), doi:10.1126/sciadv.aat2731.
Summary of Contributions: MO, PT, MW, and RS designed and implemented the
cross-platform, real-time, cloud-mounted multiperson IMD framework. HMD and
ED carried out user studies and performed data analysis. HMD, OM, and AR
designed the user studies. MS constructed the video figures. BRG and DRG de-
signed the molecular tasks in Fig. 2. AJM and DRG conceived the TEM-1 b-
lactamase/benzylpenicillin application, which was developed by HMD under their
supervision. PB provided crucial support in implementing the cloud-mounted sim-
ulation infrastructure. DRG designed the overall project concept, organised exe-
cution of the work strands, analysed the data, and wrote the initial paper draft
along with HMD and MO, with subsequent input from AJM, LMT, BRG, OM, and
AR
• R. J. Shannon, S. Amabilino, M. O’Connor, D. V. Shalishilin, D. R. Glowacki, "Adap-
tively Accelerating Reactive Molecular Dynamics Using Boxed Molecular Dynam-




Summary of Contributions: RJS and SA designed and implemented the BXDE
algorithm, performed the computational experiments and analysed the results.
RS derived the required mathematical framework, with input from MO, and RJS,
SA, MO and DRG wrote the initial paper draft with subsequent input from DS.
• M. O’Connor, S.J. Bennie, H.M. Deeks, A. Jamieson-Binnie, A.J. Jones, R.J. Shan-
non, R. Walters, T. Mitchell, A.J. Mulholland, D.R. Glowacki, “An open-source
multi-person virtual reality framework for interactive molecular dynamics: from
quantum chemistry to drug binding”, arXiv:1902.01827, Journal of Chemical Physics,
submitted, 2019.
Summary of Contributions: DRG, SJB, HMD, AJB, AJ, and MO developed the nec-
essary software. SJB performed the zeolite experiments, HMD and BW performed
the ligand binding simulations, with supervision from AJM, BRG and AJB devel-
oped the data glove prototypes, AJ developed the sonification algorithms, RJS and
MO developed the chemical reaction discovery prototype, and MO performed the
cyclophilin A study. DRG wrote the initial paper draft, with input from all authors.
• S. J. Bennie, K. Ranaghan, H. M. Deeks, H. Goldsmith, M. O’Connor, A. J. Mulhol-
land, D. R. Glowacki, “Teaching Enzyme Catalysis Using an Open Source Frame-
work for Interactive Molecular Dynamics in Virtual Reality”, ChemRxiv, doi: 10.26434/chem-
rxiv.7819982.v1, 2019.
• H. M. Deeks, R. K. Walters, M. O’Connor, A. J. Mulholland and D. R. Glowacki,
“Fully flexible ligand docking to proteins using interactive molecular dynamics in












The study of molecular systems using theoretical models was one of the early uses of
computers for basic science research[12]. The use of computers arose out of the need for
fast and accurate numerical computation[13]. While the properties of a single particle
and the interaction of two particles could be described analytically, the behaviour of
many interacting particles cannot be dealt with exactly. Even a small extension from
two particles to three represents a huge difficulty for analytical methods, and before the
advent of computers, researchers calculated trajectories of simple chemical reactions by
hand[14]. The development of computers paved the way for studying molecular systems
computationally rather than analytically. The landmark use was the development of
the Monte Carlo methods in the 1950s, and its use to study small systems of hard
spheres[12, 15, 16]. This was followed by the first molecular dynamics simulations of
liquid argon using a Lennard-Jones potential[13], eventually leading to simulations of
more complex liquids such as the first study of liquid water[17]. Molecular dynamics
is distinct from the Monte Carlo method in that it propagates the molecular system
through Newtonian mechanics, meaning that both static and dynamic behaviours can
be probed[13, 17].
With computational power accelerating at an exponential rate, it was not long be-
fore more complex molecular systems could be studied. Using empirical potential energy
functions and their derivatives developed by Warshel and Levitt[18–21], in a landmark
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study Karplus et al. performed the first molecular dynamics trajectory of a protein[22].
While the potentials used were inaccurate by today’s standards[23], and the trajectory
a mere 9.2 picoseconds, the demonstration of the protein fluctuating around the struc-
ture observed with X-ray crystallography highlighted the importance of dynamics as it
relates to biochemical structure and function. Since then, improvements in methodol-
ogy, models and computation make molecular dynamics a valuable tool in diverse fields
such as atmospheric chemistry[6], material science and drug discovery[8].
2.1.1 Theory
Classical molecular dynamics is a method for exploring configurations of molecular sys-
tems and computing properties of them, by propagating an initial state of the system
forward in time under a set of equations of motion[24]. The bodies are the nuclei of the
N atoms of the system. The interaction between the nuclei of the atoms are modelled
with a potential energy function, V , which is related to the forces acting on the atoms
via
(2.1) ~f (t)=−∇V (~r(t)),
where~r(t) ∈ R3N is the vector consisting of the positions of each atom at time t and
~f (t) ∈R3N is the resulting vector of forces acting on the atoms at time t.
By iteratively solving the differential equations in Newton’s second law, the famous
F = ma (in one dimension), classical molecular dynamics uses the relation above to prop-
agate the system according to the underlying potential energy function. For a system of
N particles, this may be written as
(2.2) ~a(t)=M−1~f (t),
where M ∈R3N×3N is the diagonal matrix of atomic masses, and ~a ∈R3N is the vector of
atomic accelerations. As an n-body problem, numerical methods are generally required
to solve these equations for any system larger than two atoms[3]. In molecular dynam-
ics, the most commonly used method is the finite difference method, typically in the
form of verlet integration[3, 24]. In this method, the system is broken down into config-
urations separated by a small fixed amount of time denoted δt. The positions, velocities
and forces at a particular time t are used to propagate the system forward to time t+δt,
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which are then used to propagate the system on to time t+2δt and so on. Velocity Verlet,
a specific flavour of this integration technique, uses the following equations to propagate
the positions and velocities:
~r(t+δt)=~r(t)+δt~v(t)+ 12δt2~a(t),(2.3a)
~v(t+δt)=~v(t)+ 12δt (~a(t)+~a(t+δt)) .(2.3b)
The distinction between molecular systems and other n-body problems is how the
particles interact, which is introduced into the equations of motion via the forces. A
wide range of models exist, generally trading accuracy for computational expense. The
majority of practical methods make the Born-Oppenheimer approximation - that the nu-
clear positions can be considered fixed during the calculation of electronic movements.
From this starting point, at the most accurate end are the ab initio methods, such as
coupled-cluster theory[25], for solving the electronic structure (the motion of electrons)
of a molecular system. Such methods can yield very accurate energies and properties of
a molecular system, but are extremely computationally expensive and so are not gener-
ally practical for molecular dynamics[26].
At the other extreme, in the study of large systems at atomic detail, empirically
fitted functions based on classical mechanics are used, in what is known as molecular
mechanics (MM)[27]. Such methods are inexpensive compared to the ab initio meth-
ods, but do not model electronic structure so therefore typically cannot model chemical
reactions.
In the spectrum between these two extremes, there many methods ranging from
ab initio methods such as density functional theory (DFT), which, depending on sys-
tem size, basis set choice and functionals used, can be used for molecular dynamics[28],
to methods such as density functional theory tight-binding (DFTB)[29, 30] and semi-
empirical methods such as PM6[31], which replace some of the more expensive cal-
culations in electronic structure with empirically fitted functions or parameters. Such
methods are able to model complex chemical reactions, while still being computationally
cheap enough for molecular dynamics, for small molecular systems.
In the study of very large molecular systems, coarse-grained models which, as their
names suggest, take a low-resolution approach by grouping atoms into units, such as
amino acids in a protein, can be used[32].
It is also possible to combine models, with a specific small area of interest modelled
with a more accurate model, and the surrounding system modelled with less accurate
9
CHAPTER 2. MOLECULAR DYNAMICS
models. The most popular of these is the QM/MM methods, combining an electronic
structure method such as DFT with molecular mechanics[33–35].
In the systems that follow in this document, molecular mechanics force fields are
used, but it should be noted that the principles, methods and algorithms apply equally
to systems using other force fields. The choice of model is always a trade-off between
the available computing power, the timescale of the event of interest, and the required
accuracy.
Molecular Mechanics
In a classical molecular mechanics force field, the interaction of atoms is computed us-
ing pair-wise interatomic potentials which approximately describe molecular behaviour.
















where ε is the depth of the potential well, σ is the distance at which the potential is
zero, and r i j is the distance between the atoms i and j. As illustrated in Figure 2.1a,
this potential results in repulsion at short range, attraction in the medium range, before
decaying to zero at long distances.
The values for ε and σ may be fitted through comparison to experiment or an ab
initio method. As well as the van der Waal interactions, the electrostatic interactions







where qi and q j are the partial charges of the atoms i and j, and ε is a dielectric
constant. Such an atom-centric approach cannot easily model polarization, where the
charge distribution of a molecule changes in response to its environment. Force fields
that can model this, known as ‘polarisable force fields’, are thus an active area of devel-
opment[38, 39].
The interaction of covalently bonded atoms is typically expressed as the sum of three
components, the bond, angle and dihedral terms, and are depicted in Figure 2.1. The
bond and angle terms typically take quadratic forms, which means they are essentially
modelled as springs. The dihedral term may take a few forms, but a commonly used















Here, kb, kθ and kd are force constants governing the strength of the interaction, r is
the distance between two bonded atoms, with r0 the equilibrium bond distance, θ is
the angle between two pairs of bonded atoms sharing an atom with θ0 the equilibrium
angle, φ is the dihedral angle of four connected atoms, n is the periodicity of the dihedral
force and φd is the phase.
The total energy of the system in a classical molecular mechanics forcefield may
hence be written as





rij r / θ φ
A B C
Figure 2.1: Illustrations of the potentials used in a molecular mechanics force field. A)
The Lennard-Jones potential (VV DW ) for two particles i and j at a distance r i j. B) The
harmonic potential used for bonds between two atoms at a distance r and for modelling
the angle, θ, between a triple of atoms. C) The potential used for modelling the dihedral
angle, φ, between quadruples of bonded atoms. The pair of planes used to define the
angle is shown as dashed lines parallel to the bonds between the relevant atoms.
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The evaluation of the potential energy functions and their gradients make up the
most expensive part of a molecular dynamics simulation, with the Lennard Jones and
electrostatic potentials scaling O(N2) as written, and the bonded forces scaling O(N).
Through the use cell lists[41] the overall scaling can be reduced to O(N). These force
fields are the basis of all-atom molecular dynamics calculations for non-reactive sys-
tems.
An important observation to make is that as the bonds are modelled with predeter-
mined pairwise quadratic expressions, the force between atoms increases quadratically
at large distances, and so bonds cannot be broken. This means that molecular mechan-
ics force fields such as those described here can only be used to study conformational
changes, and cannot treat chemical reactions involving bond formation or breakage. To
enable the study of such reactions, other force fields such as ReaxFF[42] or the Empiri-
cal Valence Bond methods[43–45] incorporate strategies for introducing reactive poten-
tials into molecular mechanics.
2.1.2 Computing Observables and the Ergodic Hypothesis
Computational experiments using molecular dynamics simulations can be used to cal-
culate many equilibrium and transport properties of a simulation[24]. Much like physi-
cal experiments, these properties are calculated by preparing the system appropriately,
then running the simulation during which measurements are taken. The measured
value of the property we are interested in, A, is then taken as the average of these
measurements, 〈A〉.
The basis for this method of computing observables from molecular dynamics is the
ergodic hypothesis, which states that the ensemble average of an observable, taken by
measuring the observable from many independently prepared states, is equal to the
long time average of an observable, taken by measuring the observable repeatedly over
a long time[46]:








Here, ~p ∈RN is the vector of atomic momenta, Z = ∫ e−H(~r,~p)/kBTd~rd~p is the partition
function, kB is the Boltzmann constant and T is the temperature of the system. H(~r,~p)









where ||~pi||2 is the square magnitude of the momentum of atom i and mi is the mass
of atom i.
The ergodic hypothesis means that in principle if one runs a molecular dynamics
simulation for long enough, the average value of an observable will converge to the value
it would have taken if we were able to generate initial conditions across the entirety of
the relevant volume of phase space.
As we shall shortly see, in practice it is often not possible to run molecular dynamics
trajectories for long enough in order to satisfy this ergodic hypothesis.
2.1.3 Reaction Coordinates, Collective Variables and
Dimensionality Reduction
The phase space volume of any given molecular system is comprised of the 6N-dimensional
set of all possible values of the position and momentum variables, where N is the num-
ber of atoms, and represents all possible configurations of the system. With such high-
dimensionality, it is almost always necessary to project the dimensionality of the system
down onto some metric of interest. The metric used depends on the context and required
properties.
Following the definitions of Abrams and Bussi[47], a collective variable (CV) is a
function S(~r,~ρ) of the 6N-dimensional space of atomic positions and momenta mapping
onto an M-dimensional CV space ~s ≡ {si|i = 1, . . . , M}, where M ¿ N. This definition
may be used to refer to a collective variable that consists of multiple components, or the
combination of multiple one-dimensional collective variables.
Projecting a molecular simulation onto a few collective variables is highly useful
for the computation of meaningful observables. For example, the free energy along a
collective variable, ∆G(~s), is given by
(2.8) ∆G(~s)=−kBT lnP(~s),
where P(~s) is the probability density function describing the distribution of ~s, T is
the temperature and kB is the Boltzmann constant[46]. This thermodynamic calculation
can provide insight into the favourability of a process, the free energy barriers along it
indicating the energy available for work required (see Figure 2.2) for the process, as
well as providing a means for calculating entropic effects.
These collective variables can take many forms and are dependent on the system
being studied, but commonly used variables include the distance between subsets of
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atoms, dihedral angles, the radius of gyration and combinations of them[47]. Specific
collective variables may be developed for particular problems, such as finding ligand
binding sites in proteins[48]. Another common metric is the distance between configu-





||~r i −~r0i ||2,
where~r is the positions of the atoms in the configuration, and~r0 ∈R3N is the position
of the atoms in the reference configuration. It is common to perform this calculation on
only a subset of the atoms of the system, such as the backbone atoms in a protein.
A one-dimensional collective variable, where M = 1, used to represent progress along
a reaction or conformational pathway is typically called a reaction coordinate. When
discussing one-dimensional collective variables, the term reaction coordinate with de-
notation ρ will be used in the rest of this document.
Finding good low-dimensionality representations of molecular systems is a crucial
step in many analysis and simulation methods, both for interpreting the data and for
making computational methods scale more efficiently with system size.
2.1.4 Markov State Models
As computing resources have increased in power through increased parallelism, projects
such as Folding@Home have produced huge datasets of many trajectories[50–52]. Addi-
tionally, purpose-built machines such as the ANTON have made millisecond long trajec-
tories accessible[4, 53]. The analysis of these trajectories becomes a ‘Big Data’ problem,
with the need for sophisticated tools. Over the last two decades, the Markov state model
(MSM) analysis methods for molecular simulations have been developed. Many excel-
lent review articles have been written on the theory, development and practical appli-
cation of Markov models[54–57]. Here, a brief overview necessary for the applications
undertaken in this thesis is given.
Conceptually, the MSM approach performs two key operations. The first is to dis-
cretise the data into N states, through dimensionality reduction and clustering. The
second is to take this discretised set of states and estimate the probability of transi-
tioning between each state, forming a transition matrix T(τ) ∈RN×N where Ti j(τ) gives
the probability of transitioning from state i to state j after some lag time τ. This tran-
sition matrix forms the central data structure around which many observables can be
computed, including kinetic rates and free energies[56].
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Building a Markov Model
In the MSM framework, trajectories are projected onto some lower dimensional feature
space, such as dihedral angles or contact distances between relevant parts of the sys-
tem. The feature space may then be projected further onto a lower dimensional space
through dimensionality reduction techniques such as Principal Component Analysis
(PCA) or Time-Structure Based Independent Component Analysis (TICA)[54, 55]. The
TICA method is particularly appropriate for molecular dynamics trajectories because it
maximises the autocorrelation of the transformed coordinates, enabling it to describe
the slow motions that are relevant in a molecular simulation[58, 59].
Once the trajectories have been projected onto some low dimensional space, they are
discretised into microstates through some clustering algorithm such as K-Centering[60],
grouping similar configurations together. These microstates form the states of the Markov
state model. The choice of projection and discretisation approach can have a significant
impact on the resulting Markov model. Chodera and Noe observe that a “challenge in
all these approaches is that they propose a distance metric a priori. Because trajectory
data is always limited in quantity by practical simulation times, it is essential that con-
figurations that are highly similar by this metric are actually kinetically related”[55].
One has to find a projection (or metric) that sufficiently captures the relevant kinetic
process. In many ways, this is an analogous situation to the identification of collective
variables in other methods discussed in previous chapters. While TICA is an important
method for identifying slow motions, one still typically needs to choose some distance
metric first on which to apply it. Identifying robust representations and procedures
for discretizing a Markov state model is still an ongoing research area, with new di-
mensionality reduction methods such as variational autoencoders being proposed[61].
Additionally, new approaches that do not require the assumption of Markovian dynam-
ics on the discretized system, coined Projected Markov Models, offer a potential way
forward[62].
To construct the Markov state model, an estimation of the transition probabilities
between the microstates produced through discretisation is required. The simplest way
to do this is to simply proceed through the trajectories in a stride, known as the lag time,
τ, and count how many times a trajectory transitions from a microstate i to a microstate
j. A count matrix C(τ) can be formed, where Ci j(τ) is a count of how many times a tra-
jectory transitioned from microstate i to j. A transition matrix T(τ) can then be formed
by dividing each count Ci j by the total number of observations of state j. More sophis-
ticated approaches are now in use, the most common being to produce a model from
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the largest connected set of states, using maximum likelihood estimation and Bayesian
analysis[55, 62, 63]. In a Markov model, there may be thousands of microstates, and
so one often chooses to coarse-grain the model at this point into some macrostates to
make it more human-readable. Coarse-graining a model is not a trivial operation as
combining microstates into macrostates may affect the quality of the model, and thus
should primarily be used for visualisation properties. The most common technique for
coarse graining a model is Perron-cluster cluster analysis (PCCA), a technique based
on clustering the microstates according to spectral analysis of the eigenvectors of the
transition matrix[54, 64].
There are many validation schemes for testing a Markov model. Most validation
schemes are based on the Chapman-Kolmogorov equation[54, 57, 65]:
T(nτ)=T(τ)n,
where n is an integer number of steps, and τ is the lag time. The basis of this equation is
that taking n steps in a Markov model with lag time τ (the right-hand side of the equa-
tion), should be equivalent to taking one step with a lag time nτ. The first test usually
applied is to plot the implied timescales, which should be constant with increasing lag
time τ above the Markov time - the time that exhibits the Markov property. The implied
timescale, ti, for an eigenvalue λi of the transition matrix is given by
ti =− τlnλi
.
If the implied timescales do not level off, this is an indication of either poor dis-
cretisation or poorly converged sampling. This method can also be used to identify an
appropriate lag time for a model. Additional tests that are less subjective exist, and are
detailed in Refs [54, 57].
Another general test that can be applied is bootstrapping, the process of rebuilding
the model with subsets of the data. A converged model should be robust to the use of a
random sample of the data[8].
These evaluations of a model are crucial, as, in the process of building a Markov
model, there are many parameters and methods to tune. The derivation of a variational
principle for Markov state models has enabled automated hyper-parameter optimisa-
tion procedures to begin to be developed[66], but this is not yet a fully automated pro-
cedure.
Open source tools for building Markov state models such as MSMBuilder and PyEMMA
make the process of building and evaluating Markov models for the analysis of molecu-
lar dynamics trajectories accessible[67, 68]. By being able to produce high-level models
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from large complex sets of molecular dynamics trajectories, they are a powerful method
for the analysis of molecular simulation.
2.2 The Rare Event Problem
Propagation of the system in phase space through an approximate integration method
means that each dynamics trajectory is a sample from the set of all possible trajectories,
each of which is sensitive to tiny differences in initial conditions. This is the principle
known as Lyapunov instability[24]. In running a dynamics simulation, it is assumed
that the interactions between the atoms will give rise to the events that we hypothe-
sise should occur, relying upon our choice of initial conditions and fluctuations in the
underlying potential energy surface. The problem is that events such as protein rear-
rangements, enzyme-catalysed reactions and even simple reactions in the gas phase
occur rarely[46, 69], and time-scales of trajectories are typically much shorter than the
time required for these events to occur.
The reason for this is because many interesting events require the trajectory to
transition over one or more energy barriers between states. A common representation
of this for a chemical reaction is the free energy along some reaction coordinate which
defines progress between states, as shown in Figure 2.2a.
The height of the barrier between states, ∆G‡, determines the rate at which the
reaction will happen. Under the assumptions of transition state theory (TST)[70], that
there exists a hypersurface in phase space that divides reactants and products which
has no ‘recrossing’ of products back to reactants before equilibration across this hyper-









where kb is the Boltzmann constant, T is the temperature, h is Planck’s constant, R
is the molar gas constant, and Γ(T) is the transmission coefficient. This equation shows
that the rate of a reaction decreases exponentially as the height of the barrier increases.
In classical TST, the transmission coefficient Γ(T) is assumed to take the value unity,
in which case ln(k(T)) and 1/T have a linear relationship[72]. Table 2.1 provides some
examples of how the reaction rate decreases as a function of increasing barrier height.
The half-life, the expected time in which half of an ensemble would transition from re-
actant to product, is given by ln(2)/k and is shown in Table 2.1 for each barrier height.
The key observation here is that in order for half of an ensemble of molecular dynamics
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Figure 2.2: A) Illustration of a typical chemical reaction barrier with barrier height ∆G‡,
in which the reaction proceeds along some reaction coordinate. B) Schematic represen-
tation of the funnel-based protein folding landscape. Figure modified from figure by
Thomas Splettstoesser licensed under the Creative Commons Attribution-Share Alike
3.0 Unported license.
trajectories to overcome the energy barrier, the length of these trajectories increases
exponentially with the barrier height. Large-scale simulations run on today’s hardware
access timescales on the order of microseconds to a few milliseconds[51, 53, 73], and
thus may be able to sample transitions with barriers on the order of 10 kcal/mol. Many
systems of interest are known to exhibit slower rates. For example, protein-ligand bind-
ing timescales may be up to milliseconds, and unbinding on the order of seconds[74],
while protein folding events range from microseconds to seconds, generally correlated
with the size of the protein[75].
The protein folding energy landscape does not have the simple shape of a chemical
reaction. The current consensus is that the landscape is a rugged funnel[76], generally
trending down in free energy from the unfolded state towards the folded state, as shown
in Figure2.2b. This funnel shape explains the tendency for proteins to reliably fold into
their native state, as the number of accessible configurations decreases as folding takes
place. However, the ruggedness of the landscape means that many successive energy
barriers between metastable states must be overcome en route.
Thus the crux of the rare event problem is that the phase space of a molecular sys-
tem is divided into volumes of high-probability metastable regions (the wells in Figure
2.2), with low-probability transition regions between them (the peaks in Figure2.2).
Molecular dynamics simulations, driven by the forces that derive from the gradient of
the underlying potential energy surface, spend the majority of their time in these wells
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∆G‡ (kcal / mol) Reaction Rate (s-1) Half-life
1 1.168e+12 593 fs
5 1.424e+09 486 ps
10 3.244e+05 2.13 µs
15 7.390e+01 9.37 ms
20 1.684e-02 4.11 s
25 3.835e-06 50.2 hours
Table 2.1: The relation between the barrier height, ∆G‡, the reaction rate k, and the
half life.
with very occasional transitions between metastable states. This means that new con-
figurations in different metastable states can be hard to discover, and even if they are
discovered, transitions are sampled rarely. In these situations, the ergodic hypothesis
described by equation 2.7 is not satisfied, and so observables do not converge within
accessible simulation timescales.
While continuous improvements in computational power mean trajectory lengths
will continue to increase, the self-fulfilling prophecy of Moore’s ‘law’ shows signs of
slowing as physical limits of heat dissipation on silicon are reached. Today, builders of
exascale machines are primarily concerned with maximising energy efficiency and fault
tolerance[77]. Power and cooling constraints mean that clock speeds are not increasing,
and instead performance is achieved by increased parallelism and a more complex mem-
ory hierarchy[78–81]. The development of general purpose graphics processing units
(GPGPUs), and their relatively rapid adoption in numerous molecular dynamics pack-
ages[40, 82–85] is an indication of the scientific community’s willingness to invest in
diverse technologies to produce any cost reduction in simulations. Despite the highly
optimised implementations with support for distributed parallel architectures achieved
by some MD packages[84, 86], there is a limit to the parallelism that can be exploited in
a molecular dynamics simulation, as there must be some communication and synchroni-
sation of atom positions every time step. Furthermore, molecular dynamics trajectories
are serial in time, as the results of the previous step must be computed in order to
compute the next.
Some researchers have attempted to increase trajectory times by building specialised,
dedicated machines for molecular simulation, such as the Anton machines[53, 73]. The
second generation of these machines achieve millisecond long protein folding trajecto-
ries in two weeks; a speed-up of two orders of magnitude compared to traditional cluster
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architectures.
While the achievements of these machines are impressive, the fact remains that ob-
serving a single folding event of a 10,000-atom simulation after two weeks of simulation
does not produce converged, statistically significant sampling.
In contrast to these specialised machines, the other main approach in molecular
dynamics has been the development of analysis methods for datasets comprised of many
short trajectories, combining the developments of grid computing, cloud computing and
Markov State modelling[8, 54, 66, 87]. These methods add an element of statistical
rigour to the process of analysing molecular dynamics trajectories. However, sampling is
still restricted to relatively small systems such as ligand binding events, loop motions, or
the folding of short peptide chains[8, 88], as each short simulation is unlikely to traverse
large energy barriers. These methods are discussed in greater detail in Chapter 7.
2.3 Accelerated Molecular Dynamics
To address the rare event problem, numerous accelerated MD methods have been de-
veloped that effectively enable one to sample structures that would otherwise only be
possible on longer simulation timescales. The basic principle of the methods is to alter
the sampling by manipulating some variable that affects what is sampled, biasing the
simulation.
There are three broad categories of methods that take different approaches to achieve
this. These are:
• Temperature based methods, which exploit the fact that raising the temperature
of the simulation will make the resulting simulation overcome energy barriers
more easily.
• Statistically biased methods, which exploit knowledge about the system to more
optimally spawn new trajectories in poorly sampled regions.
• Potential energy-based methods, which apply a bias to the potential energy that
governs the dynamics in order to encourage the system to overcome energy barri-
ers.
Many methods have been developed that fall into one of these categories, as well as
some that blend the ideas of multiple categories. Other factors that distinguish these
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methods is the amount of information that needs to be known about the process of in-
terest to use them, and the observables that can be computed with them. Some methods
aim to capture all of the kinetic aspects of a system, while others aim to compute an im-
portant observable, such as the free energy of the event sampled. Some methods require
very little knowledge about the system, while others assume that the free energy along
a specific set of collective variables is all one wishes to compute.
An additional consideration is the unbiasing procedure of the method. Simply sam-
pling lots of different states with a biased simulation may be qualitatively informative,
but to calculate accurate observables it must be possible to calculate the underlying
observables of the original, unbiased system robustly.
In this section, some of the representative methods will be reviewed, with a particu-
lar focus on free energy calculation.
2.3.1 Temperature Based Methods
An obvious and intuitive way to sample phase space more efficiently is to increase the
temperature of the simulation. At higher temperatures, the system has more kinetic
energy with which to overcome energy barriers, and so will sample phase space more
rapidly. This is indeed a reasonable method in some cases, such as producing unfolded
states in a protein folding simulation[89]. However, by exciting all the vibrations of the
system, one may sample a lot of irrelevant states. The replica-exchange molecular dy-
namics (REMD) methods, such as parallel tempering, provide a way of estimating the
equilibrium population of states by running simulations at lots of different tempera-
tures and exchanging configurations between the simulations at these different configu-
rations with a Monte Carlo step[90]. This enables low-temperature simulations to tran-
sition to those sampled at high temperature, and vice versa. This method has had some
success in protein folding simulations and is effective for estimating the population
of states, but kinetic properties are difficult to extract[91]. Furthermore, the method is
computationally expensive[92], and the number of simulations and temperatures to run
have to be chosen such that there is sufficient overlap between configurations at differ-
ent temperatures, so that efficient mixing of the configurations in simulations offsets
the cost of running many parallel simulations.
An additional problem with the method is that the probability of exchange decreases
with increased dimensionality of the system, as each degree of freedom in the system
reduces the probability of overlap in configurational space such that the Monte Carlo
criterion for exchange is satisfied. A method to alleviate this in simulations with explicit
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Figure 2.3: Schematic illustration of the phase space partition rare event methods such
as BXD.
solvent has been developed, called Replica Exchange with Solute Tempering (REST),
and its successor, REST2, in which the Hamiltonian of each replica is altered such
that acceptance criteria for replica exchange does not depend on the number of wa-
ter molecules [93, 94]. Another strategy is to combine the method with another biasing
method, either along collective variables or the energy function itself. Such methods are
described below in the context of metadynamics.
2.3.2 Ensemble Based Methods
Another approach is to statistically bias the simulation, through the use of an ensemble
of simulations specifically selected to sample the less well-sampled regions of phase
space.
Transition path sampling (TPS), and its derivatives such as transition interface
sampling (TIS), are the progenitors of this category of methods[95, 96]. It is an impor-
tance sampling method, based on Transition State Theory, biasing trajectories based
on Montecarlo acceptance criteria towards those that are reactive trajectories. Trajecto-
ries are spawned from the path, typically with random perturbations in velocities, and
those that make progress along the reaction path, subject to a detailed balance crite-
rion, are weighted more heavily for resampling. The method requires a good estimation
of an initial path between reactants and products and requires many trajectories to con-
verge. Transition Interface Sampling converges more quickly through the introduction
of partitions along the path[96].
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Descendants of the transition path sampling method use collective variables or a
reaction coordinate to define a region of phase space captures the process of interest,
and partition this space up into regions that are sampled independently, by producing
trajectories that reach the boundaries between the partitions (see Figure 2.3). The ac-
celeration comes from the fact that regions of phase space that would not be sampled
regularly in unbiased molecular dynamics, such as transition states across energy bar-
riers, can be repeatedly sampled by initialising trajectories in the region.
Forward flux sampling (FFS), milestoning, the weighted ensemble and boxed molec-
ular dynamics (BXD) methods all fall under this category. The advantages of these
methods are their abilities to calculate kinetic rates as well as free energies, and the
fact that the underlying dynamics is still meaningful as no bias has been introduced in
the potential energy surface.
In forward flux sampling[97], a reaction coordinate (or order parameter) is divided
with a series of partitions ρ0,ρ1, . . . ,ρn, and an ensemble of trajectories are started from
ρ0. Any that reach ρ1 have their configurations stored. These configurations are then
chosen at random and new trajectories are spawned that either reach ρ2 or return to
ρ1. From this, the probability of reaching ρ2 can be calculated. The process is repeated
until ρn is reached, at which point reaction rates can be calculated. Forward flux sam-
pling has the advantage that, unlike TPS, it can be used for non-equilibrium processes,
but many trajectories have to be used. The weighted ensemble method is very closely
related to FFS[97, 98], but uses a hierarchical scheme to more efficiently coordinate the
sampling of the reaction coordinate space[99]. It has been used to accelerate very long
timescale events, including a ligand binding event on the order of minutes[100].
In the boxed molecular dynamics method[69], the reaction coordinate is again di-
vided with a series of partitions, and trajectories are run in each partition. The key
difference is that rather than reinitialising trajectories when they reach a partition
boundary, the trajectories are continued by inverting the velocities of the atoms in the
trajectory. The velocity inversion procedure conserves energy as well as linear and an-
gular momentum, and so minimally perturbs the underlying trajectory. This means
that dynamics can be constrained within poorly sampled regions until convergence is
achieved, but introduces the requirement that trajectories must decorrelate between
reflections against a boundary. The method is discussed in more detail (and improved
upon) in Chapter 3. Like FFS, it can be used in non-equilibrium regimes [69, 101].
BXD shares several similarities with the milestoning method[102], which partitions
a reaction coordinate with ‘milestones’, boundaries which represent an infinitesimal
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slice of phase space. In the original formulation, trajectories had to be initialised at
equilibrium on a milestone and were run until a subsequent milestone was reached. A
more recent update of the procedure uses Voronoi tessellations to partition collective
variable space[103], with trajectories locked between milestones using a velocity inver-
sion procedure. The inversion procedure used differs from the BXD method in that it is
merely an inversion of all the Cartesian velocities of the atoms, so it does not conserve
linear and angular momentum.
Another importance sampling approach has been developed that leverages the anal-
ysis of Markov state models[8, 54]. By building a Markov state model after some short
molecular dynamics trajectories, the regions of phase space that have been observed
but not adequately sampled can be used to reinitialise sampling. Thus, the model adap-
tively expands across phase space, with each generation filling in the statistical gaps
of the previous generation. The method has been used successfully to accelerate small
protein folding simulations, ligand binding and protein-protein associations[8, 104].
The advantage of this approach is that one does not have to identify specific paths
or collective variables before running simulations. However, since each trajectory is un-
biased, the majority of simulation time will be spent exploring local conformations, and
so it may not be as efficient as more focused methods.
2.3.3 Atom Potential Biasing Methods
The last of the three major categories of methods are those that modify the underlying
potential encountered by atoms.
An obvious strategy is to steer a molecular dynamics trajectory from an appropri-
ate and easy-to-define state towards the point of interest. This is precisely the method
used in steered molecular dynamics[105] and targeted molecular dynamics[106, 107] by
introducing additional forces to the potential. The former employs a time-dependent ex-
ternal force in a predetermined direction. A typical formulation is a harmonic potential
that moves from an initial position~s0 with constant velocity~v:
VB(~s, t)= K(~s−~s0 +~vt)2,
where ~s0 is the initial position, ~s is the current value of the collective variables, and
K is a spring constant. Targeted molecular dynamics is analogous except it uses the
root-mean-square distance (RMSD) between the current configuration and a target con-
figuration to provide the direction in which to apply a harmonic potential[107].
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Through the use of Jarynski’s equation, which relates the amount of work done on a
system to the change in free energy, it is possible to compute free energy profiles along a
steered molecular dynamics simulation[108]. However, a high-spring constant K must
be used, restricting the dynamics to follow the steered path very closely.
These methods saw several notable uses in exploring mechanical functions of pro-
teins and binding simulations[109]. They have limited utility in more complex pro-
cesses, however, as they effectively attempt to steer dynamics along a straight line in
collective variable space. Such paths may be high in energy or difficult to sample.
The three other prominent methods used for biasing the potential energy surface
are umbrella sampling, accelerated sampling, and metadynamics.
In the umbrella sampling method[47, 110], multiple bias potentials are added along
a single collective variable s to overcome free energy barriers (depicted in Figure 2.4),
with each potential typically taking the form of a harmonic potential:
VB(s)= K(s− si)2,
where s is the collective variable value, si is the centre of the potential, and K is the
spring constant.
These potentials confine the dynamics to a particular region, or ‘window’, of CV
space. Multiple overlapping windows are used to enable sampling of the entire region,
with dynamics run independently in each window. The statistics gathered from each of
these simulations must be unbiased to determine the free energy of the original surface.
The weighted histogram analysis method (WHAM) is widely used to achieve this[111].
Users of the method have to be careful of numerical error which can arise from poor
sampling within a window, but the recent development of the dynamic weighted his-
togram analysis method (DHAM) may potentially alleviate some these issues[112]. The
placement of windows and choice of the biasing potential requires a significant amount
of trial and error, so an adaptive procedure was developed to automate this[113]. Um-
brella sampling can be used simultaneously on multiple collective variables but scales
poorly with increasing dimensions.
Metadynamics[114] is a related method that adaptively introduces bias potentials
throughout the dynamics simulation to escape energy minima. The bias is built as a sum
of Gaussian functions that are placed to fill domains in CV space that have been visited
so far. The shape of the free energy profile ∆G(~s) describes the goal of a metadynamics
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(a) (b)
Figure 2.4: Schematic illustrations of A) the umbrella sampling method and B) the
metadynamics method. A) A set of umbrella potentials across the underlying double
well potential. B) A schematic illustration of a metadynamics trajectory depositing po-
tentials until a diffusive surface is reached. Deposition starts on the left hand well and
is coloured from blue through green and yellow as a function of simulation time.
then the resulting dynamics on potential would be that of a flat diffusive surface
upon which a random walk would occur. On this surface, all of the relevant configura-
tions and pathways would be sampled rapidly, and ∆G(~s) is simply the negation of the
bias potential (to an additive constant). In practice of course, ∆G(~s) is not known, and so
metadynamics attempts to construct biasing potentials that lead to as close to diffusive
behaviour as possible.
Following the formulation presented in Ref [115], in a metadynamics simulation, the
bias potential takes the form












where τ is the stride at which new Gaussian potentials are deposited, σi is the width of
the Gaussian for the collective variable si, and W(kτ) is the height of the Gaussian.
In the infinite limit, the bias is approximately the negative of the free energy, ∆G(~s).
The original formulation of metadynamics had difficulties in determining when to stop
a run. Since the method deposited Gaussians of a constant height, h, with W(kτ) =
h, it would over-fill the surface, sampling irrelevant regions of configurational space
and oscillating around the true value of ∆G(~s). These issues led the development of
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well-tempered metadynamics[116], where the deposited Gaussian heights decrease over







where W0 is the initial Gaussian height and ∆T is a temperature.
Metadynamics is implemented in PLUMED[117], which allows it to be used in a
wide variety of molecular dynamics packages. As a result, it has seen widespread adop-
tion in a broad range of applications[47].
A limitation of metadynamics is that it must sample large regions of CV space in
order to fill the free energy surface with bias potentials. This means it scales poorly
with the dimensionality of the CV space, which limits its application to systems which
can be described by a small number of collective variables. A number of new variants
of metadynamics have been developed to that attempt to resolve the problem[92], in-
cluding bias exchange metadynamics[118, 119], which combines metadynamics runs in
many collective variables with replica exchange molecular dynamics, allowing fast ex-
ploration along each CV. Well tempered metadynamics using the potential energy as
the collective variable, the so called Well Tempered Ensemble, has also been combined
with parallel tempering to enable rapid sampling of configuration space[120].
Another similar method, accelerated sampling[121, 122], does not require the defi-
nition of collective variables at all. Instead, a boost potential is applied to the potential
energy surface whenever the energy is less than some predetermined value E:
V (~r)B =
{
V (~r) if V (~r)≥ E
V (~r)+∆V (~r) if V (~r)< E.
While the exact form of ∆V (~r) varies[122], a common choice[121] is
∆V (~r)= (E−V (~r))
2
α+ (E−V (~r)) ,
where α is a tuning parameter. The advantage of this method is of course the fact that
collective variables do not need to be defined, but, like parallel tempering, the parame-
ters must be carefully tuned so as to explore relevant regions of conformational space.
It is often combined with the use of restraining potentials so that only relevant parts of
phase space are explored[123].
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2.4 Discussion
There is a huge array of methods for overcoming the rare event problem, all with their
advantages and shortcomings. The general trade-off one is making in these methods is
the amount of information required versus the computational resources available[124].
Methods such as parallel tempering or accelerated molecular dynamics can sample
many configurations but are computationally expensive or may sample irrelevant re-
gions of phase space. Methods based on ensembles of trajectories can be used to calcu-
late kinetic information or be used in non-equilibrium regimes, but are either slow or
require the definition of an appropriate collective variable. Collective variable methods
based on biasing the potential energy surface, such as metadynamics, are efficient at
sampling and converging free energy surfaces, but, like all collective variable methods,
requires careful selection of a small set of collective variables that adequately describe
the process[46, 92]. The prevailing method to identify collective variables has been to
exploit knowledge about the system: the user knows the process that they want to sam-
ple, and so can generate a set of candidate collective variables using ‘chemical intuition’.
This approach is not particularly systematic and does not leave room for the discovery
of better collective variables than that constructed by the user.
In recent years, as the size of molecular systems being studied has increased there
has been a trend to introduce more general dimensionality reduction techniques from
the fields of machine learning such as principal component analysis (PCA), time-lagged
independent component analysis (TICA), diffusion maps[125], and even neural-network
based variational auto-encoders[54, 61, 126]. Furthermore, there has been some success
in combining these methods with accelerated sampling methods[127]. One problem with
these methods is that the interpretable, human-readable nature can be lost, and thus
there have been attempts to select more intuitive reaction coordinates that best explain
the underlying data[128]. Another strategy is to represent processes with a series of
configurations, called paths, avoiding the need to identify the collective variables at
work explicitly[129].
These approaches are appealing, as they provide a way to automate the process of
finding collective variables. A drawback is that they require data to work with, either in
the form of a molecular dynamics trajectory from which to extract variables[128, 130],
or an initial path demonstrating the process that is to be sampled further[129]. This
leads to something of a chicken-and-egg situation, as in order to find collective variables
which allow efficient sampling of an event, the event needs to either have already been
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observed or at least be described.
In the following chapters, these issues are discussed in more detail from the con-
text of different methods and applications. The boxed molecular dynamics method is ex-
tended and generalised, making it more competitive with existing methods and bringing
its advantages with it. Attention is then turned to the problem of finding initial datasets
from which to extract initial conditions, collective variables, and paths. Here, advances
in virtual reality technology are exploited to develop an interactive molecular dynam-
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3.1 Boxed Molecular Dynamics
As discussed in Chapter 2, Boxed Molecular Dynamics[69, 101] (BXD) is an enhanced
sampling algorithm that uses a collective variable to accelerate rare-event dynamics. In
this chapter, the original algorithm is reviewed in detail, and novel algorithmic devel-
opments and applications are described and evaluated that culminated in publication
as Ref [131].
In its initial formulation, BXD accelerates dynamics by introducing a series of con-
straints along a one-dimensional collective variable (reaction coordinate), which provide
a set of ‘boxes’ within which to lock the trajectory, as illustrated in Figure 3.1. The re-
gion defined by the reaction coordinate ρ is split into m boxes between points BR and
BP by the introduction of m+1 user-defined constraints. The trajectory is kept in each
box by an elastic collision procedure with the boundaries. Whenever the next time step
in the dynamics would result in the trajectory crossing the boundary, the trajectory is
reset to the previous step, and a velocity inversion procedure is applied to those atoms
that contribute to the definition of the reaction coordinate. Constraining the dynamics
in this manner means that configurations that may be unfavourable can be sampled
more thoroughly, and using multiple boxes allows one to coax dynamics along pathways
of interest. The fundamental speed-up comes from the fact that it is easier to converge
statistics within each box separately than the total configuration space.
After sufficient sampling within each box, rate coefficients and free energies may
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Figure 3.1: Illustration of the original BXD algorithm. A reaction coordinate ρ is parti-
tioned between regions BR and BP with a series of hard boundaries, B1, B2, and B3, in
which trajectories are locked through a velocity inversion procedure.
be calculated as follows. For a given box i bounded by ρ i and ρ i−1, the rate coefficient
for transfer from box i to i−1 is determined by the inverse of the mean first passage
time (MFPT), 〈τi,i−1〉. This can be computed by keeping track of the number of times
the trajectory is inverted at each boundary, and the lifetime of the trajectory within the
box, which gives the rate coefficient for transfer from box i to box i−1, ki,i−1 via:




Equilibrium constants between box i and box i−1 may then be obtained from equi-
librium statistical mechanics[69] as








where ∆G i−1,i is the free energy difference between box i and box i−1. With respect to
an arbitrary zero, the free energy of each box ∆G i may then be determined along with
pi, the probability of the trajectory residing in box i:
(3.3) pi = 1∑
i exp(−∆G i/kBT)
exp(−∆G i/kBT).
With the probability calculated for each box, it is then possible to determine p(ρ) to
arbitrary resolution by renormalising statistics within each box using histogram bin-
ning. By estimating pi(ρ), the probability of a particular value of ρ within the box, by
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constructing a histogram from observations over the trajectory, the probability of resid-
ing anywhere along the reaction coordinate is then
(3.4) p(ρ)= pi(ρ)× pi.
With this in hand, the free energy along the reaction coordinate to arbitrary resolu-
tion can be obtained via
(3.5) ∆G(ρ)=−kBT ln(p(ρ)).
Since the box-to-box rate coefficients are the only values that need to be computed,
the length of time the trajectory needs to spend in each box is only determined by how
long it takes for these rate coefficients to converge.
The dynamics within each box can be sampled independently, which lends itself well
to parallelisation on modern cluster architectures, as shown in Figure 3.1, in which a
trajectory is shown running independently in each box. Alternatively, it is easy to for-
mulate a trajectory such that after a given number of inversion events with a boundary
the trajectory is allowed to proceed to the next box.
BXD has some advantages over some of the other enhanced sampling methods de-
scribed above. Foremost, it is a simple and intuitive method, making it easy to imple-
ment in dynamics packages and easy to interpret. As demonstrated above, and unlike
some of the other methods described previously, it is possible to compute both thermo-
dynamic and kinetic information in the form of rate coefficients and free energy respec-
tively from a single run. BXD does not perturb the underlying potential energy surface,
and the velocity inversion procedure may be formulated so that it conserves energy as
well as linear and angular momentum, which means that, following decorrelation of ve-
locities after inversion against a boundary, the dynamics within a box are meaningful.
Maintaining physically meaningful dynamics allows the BXD method to be used within
a microcanonical (NVE) ensemble, where the number of particles (N), volume (V), and
energy (E) are fixed[132, 133].
The original BXD implementation had several aspects that limit its utility. Firstly,
the procedure requires an appropriate selection of boundaries along the reaction co-
ordinate. The user places these boundaries through a combination of experimentation
and knowledge of the system. They then perform trial molecular dynamics trajectories,
iteratively adjusting the positions of the boxes until simulations reach the boundaries
of all boxes in a reasonable amount of time. To date, users of BXD have exploited the
fact that the results it generates are mostly insensitive to the position of the bound-
aries. So long as the transit time from one box boundary to another is larger than the
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system’s decorrelation timescale, which is the time it takes for the dynamics within a
box to be independent of the previous boundary hit, the statistics generated are largely
invariant[69, 101]. However, this does not mean that the time required to converge pas-
sage times is independent of the boundary placements, as some regions of the reaction
coordinate space require more acceleration than others.
Additionally, the original formulation of BXD allows for the use of only one collective
variable, referred to as a reaction coordinate. The requirement for the rare event of
interest to be represented by a one-dimensional reaction coordinate restricts BXD to
simple events. In what follows, novel algorithmic developments of the BXD method are
described and demonstrated through application in sampling a chemical reaction in a
liquid.
3.2 Adaptive Boxed Molecular Dynamics in 1D
Before presenting the full generalisation of BXD to multi-dimensional collective vari-
able space, let us begin with an automated procedure for placing boundaries along a
single reaction coordinate. Automating the placement of boundaries is a natural exten-
sion of the original BXD algorithm, stemming from the simple desire to avoid the labour
in placing boundaries by hand. Moreover, it provides the context in which generalisa-
tions can be made.
For a one-dimensional surface represented by ρ, the reaction coordinate, the width
of the BXD boundaries should be inversely proportional to the gradient of the surface, as
illustrated for a hypothetical surface in Figure 3.1, where boundaries have been placed
equally spaced along the reaction coordinate.
If a region has a large gradient, the box needs to be smaller so that it is constrained
to sample the steep incline. An unbiased trajectory is inclined to travel downhill rather
than uphill and so if too large a box is placed across the region the higher part of the
slope will rarely be sampled. The blue and green trajectories of Figure 3.1 bounded
by B2 and B3, and B3 and B4 respectively, illustrate this problem. Hence to accelerate
sampling on the entire slope of the hill we need to place several small boxes.
Conversely, if the region is relatively flat, then the box should be larger so the tra-
jectory can sample the whole region rapidly. As shown by the trajectory in the first box
in Figure 3.1, created by boundaries BR and B1, a box that is too small unnecessarily
constrains the dynamics within the region, when it could be sampling other areas. In
extreme cases, small boxes can result in dynamics that does not decorrelate between
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successive inversions, biasing the statistics.
In what follows, an automated algorithm is described which attempts to automat-
ically determine optimal box locations through on-the-fly statistical analysis during a
trajectory, published in Ref [131].
Instead of providing a full list of hand-picked box boundaries, the user provides the
following input data which they believe adequately represents an educated guess perti-
nent to the rare event they wish to accelerate: (1) a reaction coordinate definition ρ ∈R
and (2) a minimum and maximum bound on that coordinate. Let Γ ∈ R be the region of
phase space defined by the two boundaries BR and BP . The approach in adaptive BXD is
to make two passes over the space, once ascending from BR to BP and then descending
back down from BP to BR placing additional bounds into an ordered set of boundaries,
{BR ,B1, . . . ,Bm,BP }, as necessary so as to proceed in a timely fashion. A pass in both
directions is required so that any slopes in the energy landscape are sampled in both
directions - a downhill slope in one direction will require additional bounds from the
other direction. Upon completion of the two passes, Γ is partitioned into a set of boxes
with bounds for subsequent use in the BXD algorithm. The overall process is illustrated
in Figure 3.2 for a typical hypothetical reaction profile described by reaction coordinate
ρ.
The procedure for identifying intermediate bounds is illustrated in Figure 3.3. With-
out loss of generality, we assume that sampling is heading for BP from BR . At the start
of the adaptive trajectory we define Bi ← BR and BEnd ← BP , indicating that Bi is our
current best boundary on route to the target destination, BEnd. The trajectory samples
the region of Γ between Bi and BEnd, Γs, for n steps, constrained to stay within the
region by the velocity inversion procedure of BXD. After n steps, there are two possible
outcomes: (1) there are no velocity inversions against BEnd, indicating that Γs could be
more efficiently sampled with an additional BXD boundary, or (2) velocity inversions
against BEnd were observed, indicating that there is no need for additional boundaries
in Γs as the sampling of the space is occurring efficiently. In the first case this additional
boundary Bnew is placed based on the values of ρ sampled (the procedure for which is
detailed below), and Bi ← Bnew to sample the region enclosed between Bnew and BEnd.
In the second case, if BEnd = BP then the target has been reached, and so the direction
of travel is reversed (see Figure 3.2b), with Bi ← BP and BEnd ← Bi−1. Sampling occurs
again, but this time there are additional boundaries BR ,B1, . . . ,Bm,BP along the route.
During the second pass, if inversions against BEnd occur, then either BEnd = BR , or
BEnd = Bi−1, the latter being some intermediate boundary placed during the first pass.
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(a) (b)
(c)
Figure 3.2: Illustration of the adaptive BXD boundary generation algorithm. A) Place-
ment of the first boundary based on a histogram of sampled values. B) Continued sam-
pling from the placement of the first boundary resulting in a transition and inversion
against BP , upon which sampling direction is reversed. C) Placement of additional
boundaries to accelerate the reverse reaction. The boundary generation algorithm is
complete when the trajectory returns to BR .
In the first case, we have sampled the whole space and are done. In the second case
the region between Bi and Bi−1 is well sampled, so no additional boundary is placed,
BEnd ← Bi−2 and Bi ← Bi−1 (see Figure 3.2c).
When a new boundary is deemed to be required, it is placed by constructing a his-
togram of the n previously sampled values of ρ between Bi and BEnd (see Figure 3.2a).
The value of ρ maximally far from Bi with probability of being sampled at least ε ∈ (0,1),
according to the histogram, is chosen as the position of the new boundary. The param-
eter ε is used to adjust the distance at which a boundary is placed. If the value of ε is
too small, the boundary may be placed at some extreme value of ρ representing a rare
event, resulting in poor acceleration. If ε is too large, the boundary may be placed too
close to Bi, resulting in ballistic trajectories within the box in which dynamics do not
decorrelate. So far, a value between 0.01 and 0.1 has been found to be suitable, and the
results are not sensitive to the specific value.
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Figure 3.3: Flowchart illustrating the adaptive BXD boundary generation procedure.
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3.3 Extending Boxed Molecular Dynamics to
Multidimensional Collective Variable Space
The automatic boundary generation procedure described above makes it easier to run an
accelerated BXD calculation for systems that can be described with a one-dimensional
collective variable. However, in practice, many systems are not easily represented by a
single collective variable, and so it is desirable to accelerate dynamics in multidimen-
sional collective variable space.
BXD could be extended to support multidimensional CVs in a number of ways. An
obvious manner, as suggested in Ref [69], is to partition the space with BXD bound-
aries in each dimension, in a similar manner to that taken in multidimensional um-
brella sampling[134]. An illustration of this strategy is depicted in Figure 3.4a. While
the simplest extension, this approach has many problems. Firstly, the number of par-
titions scales with the dimensionality of the CV space, making it inefficient for high-
dimensional systems. This scaling property is also wasteful, as large regions of the CV
space are likely to be irrelevant due to their high energy. Additionally, partitioning the
system in a grid will ignore the gradient of the underlying potential, resulting in the
inefficiencies described in vanilla BXD.
A more attractive option is to accelerate along pathways through the collective vari-
able space, partitioning the space with BXD boundaries orthogonal to the direction of
motion. In this approach, shown in Figure 3.4b, the number of partitions scales with
the length of the path, and only the regions of CV space relevant to a given application
will be sampled. For a system of N atoms described by a set of M collective variables
represented as a vector ~s(t) = [s1(t), s2(t), . . . , sM(t)], the collective variable space is par-
titioned into a set of (M −1)-dimensional boundaries. A one-dimensional space (as in
vanilla BXD) is partitioned by a series of points along the reaction coordinate; a two-
dimensional CV space is partitioned by a series of lines, a three-dimensional CV space
is partitioned by a series of planes, and so on to the general case of hyperplanes. In this
form, a BXD boundary B j is defined as a hyperplane in Hessian normal form with unit
norm ~n ∈RM and positioning constant D j:






+D j = 0.
This approach is a natural extension of the original BXD algorithm: passage times
between a linear sequence of boxes is all that one needs to sample, and the calculation of
38








Figure 3.4: Strategies for extending BXD to multidimensional collective variable space.
Panel A illustrates the grid-based approach in which the appropriate CV region is di-
vided evenly, while panel B shows the path-based approach in which boundaries are
placed orthogonally to the dynamical pathway.
box-to-box rates remains unchanged. The method requires a generalisation of the veloc-
ity inversion procedure. Additionally, the use of hyperplanes as boundaries compounds
the problem of their placement, as one now needs to choose the location and orienta-
tion of the hyperplane in a higher dimensional manifold. The following sections address
these challenges.
3.3.1 General Velocity Reflection Procedure in
Multidimensional Collective Variable Space
Given a set of BXD boundaries as defined above, generalising the BXD algorithm re-
quires a reformulation of the velocity inversion procedure. The original algorithm de-
vised a method for inverting velocities along the reaction coordinate, minimally per-
turbing the system to ensure that a boundary was not crossed[69]. For several reaction
coordinates, it had been formulated to conserve energy, as well as linear and angular
momentum. However, the procedure had to be derived and implemented separately for
each reaction coordinate, and there is no clear way to generalise to multidimensional
collective variables. One approach is to simply invert the Cartesian velocities of all the
atoms involved in the collective variable definition. This is the method used in mileston-
ing with Voronoi tesselations[103], which shares similarities to the multidimensional
generalisation of BXD. This approach does not minimally perturb the dynamics, how-
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Figure 3.5: Diagram illustrating the desired properties of a velocity inversion in mul-
tidimensional collective variable space. Panel (a) shows a particle about to cross the
boundary B, (b) shows the result of a simple Cartesian inversion of velocities and (c)
shows a reflection against the boundary.
ever, as can be seen in the following toy model.
Consider a system represented by two collective variables s1 and s2, and suppose
we constructed a boundary B = s2 −D, i.e, a boundary that is only dependent on the
value of s2. As shown in Figure 3.5b, simply inverting the Cartesian velocities results
in the propagation along s1 to be inverted as well as the desired inversion of the com-
ponent contributing to crossing the boundary. Contrast this with a reflection against
the boundary, as showing in Figure 3.5c, where the propagation of s1 is unperturbed.
By only perturbing the components of the velocity that would result in crossing the
boundary, we minimally interfere with the dynamics and allow full exploration along
s1.
The generalisation of the velocity inversion procedure to a velocity reflection proce-
dure in M-dimensional collective variable space was developed by recasting the problem
to one of using impulses to enforce constraints, using the mathematical framework of
rigid body dynamics under constraints[135–138]. Enforcing constraints on the atomic
motion in molecular dynamics simulations is a routine operation available in many
molecular dynamics packages, such as the restriction of interatomic distances or angles
through algorithms such as SHAKE[139], RATTLE[140], Settle[141] or their deriva-
tives[142]. Such algorithms represent the constraint in the following form:
(3.7) f (~r(t))= 0,
where the f is some function of atomic coordinates. A constraint of this form is a holo-
nomic constraint[135], and is continuously enforced. The constraints that BXD enforces
on a system can be represented in a similar form. Let B j be a BXD boundary, repre-
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sented as in Equation 3.6. The function
(3.8) φ(~r(t))=~s(t) ·~n j +D j
provides a measure of how far the trajectory is from the boundary at time t, with
changes in sign representing a crossing of the boundary. To constrain the dynamics
of the system such that the trajectory remains on a particular side of B j, we require:
(3.9) φ(~r(t))≥ 0.
The introduction of the inequality in the definition of the constraint, compared to
that given in Equation 3.7, results in what is referred to as a unilateral constraint.
Unlike a holonomic constraint, a unilateral constraint is only enforced at time steps
where the constraint is unsatisfied. A simple example from rigid body dynamics is that
of a ball bouncing on a surface under the influence of gravity: the constraint that the
ball should not intersect through the surface only needs to be applied at the moment of
impact.
Similarly, the BXD boundary needs only to be enforced at time steps where the tra-
jectory would cross the boundary if unperturbed and is implemented as follows. Suppose
at time t that φ(~r(t))≥ 0, and in the next time step t+δt the trajectory crosses the bound-
ary, resulting in φ(~r(t+δt))< 0. Following the original BXD procedure, we seek to revert
the atomic positions to the previous step,~r(t), and invert the velocities to give new ve-
locities ~v′(t), which result in the constraint being satisfied at time t+δt. The velocities
are inverted as follows. By the chain rule, the time derivative of the constraint function









In a general system of rigid bodies, there are many constraints which need to be
resolved simultaneously, in which case ∇φ is a matrix of K rows by 3N columns, where
K is the number of constraints. In the path-based methodology described here only one
BXD boundary can be crossed at a time, meaning we can restrict ourselves to the case
of a single constraint. The gradient ∇φ in Equation 3.10 thus represents a row vector,
which enables us to derive an analytic solution. However, it should be noted that the
method can also be used with any number of independent holonomic and non-holonomic
constraints (such as that shown in Figure 3.4a), as recently demonstrated in Ref [124].
To ensure that the constraint will be satisfied at time t+δt, the inverted velocities
must satisfy the following:
(3.11) ∇φ ·~v′(t)+b = 0.
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The term b is typically used to introduce friction or elasticity into a rigid body sys-
tem. In order to conserve energy, we seek a fully elastic reflection of the velocities normal
to B j, so we set b =∇φ ·~v(t), resulting in the following equation that must be satisfied:
(3.12) ∇φ ·~v′(t)+∇φ ·~v(t)= 0
The equation of motion for dynamics[135] under a single constraint may be written
as:
(3.13) M~a = ~f +~g,
where M ∈ R3N×3N is a diagonal matrix of atomic masses, ~a ∈ R3N is the vector of ac-
celerations, ~f is the force vector from the MD gradient calculation, and ~g are the forces
due to the constraint, given by
(3.14) ~g =−λ∇φT ,
where λ is a time-dependent Lagrangian multiplier, and φT represents the transpose
of the row vector φ. To act upon velocities rather than forces, the constraint is enforced
using an impulse[137, 138] as follows:
(3.15) ~v′(t)=~v(t)+λM−1∇φT
By substituting Equation 3.15 into Equation 3.12 and rearranging for λ we have
(3.16) λ= −2∇φ ·~v(t)∇φM−1∇φT .
This value for λ can then be used to give~v′(t), resulting in velocities that satisfy the
constraint and reflect away from the boundary B j. The Lagrangian multiplier and sub-
sequent impulse need only to be computed and applied to time steps which if unaltered
would result in crossing the BXD boundary, making it highly compatible with existing
BXD implementations.
A demonstration of the inversion procedure for a toy system of 3 particles, A, B and
C with a bond between atoms A and B, and a bond between atoms B and C, is shown
in Figure 3.6A. The bonds are implemented as spring potentials, and the system is in-
tegrated under velocity verlet under NVE conditions (program available in Ref: [143]).
Collective variables representing the A-B and B-C distances, s1 and s2 respectively, are
constrained with a BXD boundary with unit norm ~n = (−0.37,0.93) at distance D = 0.5.
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The choice of the boundary location is arbitrary but includes contributions from both
collective variables so that the inversion procedure can be tested thoroughly. Further-
more, this toy system is representative of abstraction reactions which are a target for
acceleration (as explored further below). A derivation of the inversion procedure for a
system such as this is given in Appendix A.
Figure 3.6 shows how a simulation under the new inversion procedure proceeds.
The dynamics in collective variable space are shown in Figure 3.6B, where reflections
against the boundary (represented as a dark grey line) are observed, exhibiting the
desired reflective behaviour in all cases. Figure 3.6C, shows the value of φ(~r) over the
course of the trajectory. Whenever φ(~r) reaches zero, the simulation has crossed the
boundary, and the inversion procedure is applied. Figure 3.6D shows the energy of the
system, and demonstrates that the new velocity inversion procedure conserves kinetic
energy. While not shown, the procedure also conserves linear momentum.
The toy system demonstrates the effectiveness of the new inversion procedure for
multidimensional collective variables. Furthermore, this inversion procedure is much
more general than the original procedure, which had to be derived and implemented for
each new reaction coordinate. The definition of BXD boundaries as hyperplanes with
unit norm ~n = (n1,n2, . . . ,nM) means that the derivatives of φ in Equation 3.10 may be




= n1 ds1d~r +n2
ds2
d~r
+ . . .+nM dsMd~r .
This feature is hugely beneficial for BXD’s practical implementation. Requiring only
the gradients of each collective variable means that it will now be much more straight-
forward to use with existing collective variable based methods and implementations,
such as the PLUMED[117] package used for umbrella sampling and metadynamics.
3.3.2 Adaptive Boxed Molecular Dynamics in Multidimensional
CV Space
With a definition of multidimensional BXD boundaries and a method for constrain-
ing dynamics within the regions defined by them, all that remains is to generalise the
algorithm for placing BXD boundaries. The automated algorithm for generating BXD
boundaries presented in section 3.2 generalises to multidimensional CV space straight-
forwardly. As in the one-dimensional case, a start and end point in the collective vari-
able space is required, and then boundaries are placed in two passes over the system.
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Figure 3.6: Demonstration of the generalised velocity inversion procedure for a toy sys-
tem of three atoms with two harmonic bonds. A) A schematic of the A-B-C system with
collective variables labelled. B) the trajectory projected onto the collective variables s1
and s2, coloured from dark to light blue over the course of the trajectory, with reflections
against a BXD boundary (in grey) shown. C) Plot of the value of φ(~r) over the course of
the trajectory. D) The kinetic, potential and total energy of the system over the course
of the trajectory.
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The only significant change to consider is in how to place a new boundary. In the one-
dimensional case, the method simply aimed to maximise (or equivalently, minimise) the
value of ρ sampled so far, using a histogramming procedure. In the multidimensional
regime, the value of ~s cannot simply be maximised or minimised, as individual compo-
nents may be required to increase or decrease depending on the underlying path. How
can we identify the correct direction in which to accelerate the dynamics, given what
has been sampled so far? A greedy algorithm that extends naturally from the 1D case is
proposed, which seeks to maximise the distance from the previous bound. Let S ∈Rn×M
be the set of sampled values of ~s, as illustrated by the blue dots in Figure 3.7, and let
~R ∈Rn be the set of perpendicular distances from the boundary Bi to the sampled values
in S.
1. A normalised histogram of ~R is computed, giving an estimation of p(r), the proba-
bility density function of the distance from Bi reached between successive velocity
inversions (see Figure 3.7B).
2. The histogram bin that is maximally distant from Bi, subject to it having a cumu-
lative probability of at least (1−ε) is identified as bmax and the average value of~s
in this region is computed to give~smax.
3. Similarly, the average value of~s in the bin closest to the bound Bi is computed to
give ~smin. The normalised vector ~nnew from ~smin to ~smax is computed, providing
the orientation of the new bound.
4. The new bound Bnew is then defined with norm ~n
′








+D = 0, where D =−~n′ ·~smax.
As illustrated in Figure 3.7, which is from a real application of a chemical reaction in
a liquid (see Chapter 3.4), this procedure for generating a new BXD boundary allows the
dynamics to follow the shape of the pathway of the underlying free energy surface. For
the algorithm to be used in high-dimensional collective variable space, this is crucial,
as it allows for the user to not know exactly the shape of the surface a priori - the only
requirement is a start point and end point, providing a sense of direction.
With the adaptive algorithm and velocity inversion procedure generalised to the
multidimensional collective variable case, BXD can now be used in a wide range of
applications.
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Figure 3.7: Illustration of the procedure used to generate a new intermediate BXD
boundary in multidimensional BXD: A) Sampled values of ~s, with boundary Bi used
to constrain dynamics. B) Histogram binning of sampled values of ~s. The bins used to
identify smax and smin are highlighted in red. C) Placement of new bound Bnew, using
the vector from smin to smax.
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3.4 Accelerated Sampling of Chemical Reactions in
Liquids
In this section, the extensions to BXD described in the previous sections are evaluated
through application to the reaction F + CD3CN → DF + CD2CN in both the gas and
solution phases. The input files and resulting datasets are available in Ref [144]. This
system is an appropriate test of the method, as it has been the subject of both ultrafast
transient IR spectroscopy experiments and MD simulations[6], providing experimental
values and previous theoretical values against which to compare. The reaction is the
abstraction of deuterium by a single fluorine atom from acetonitrile and takes place in
a solvent of acetonitrile. An example reaction from a molecular dynamics simulation is
shown in Figure 3.8.
A B
C D
Figure 3.8: Snapshots from a molecular dynamics simulation of F + CD3CN in an ex-
plicit solvent of 62 CD3CN molecules. The images show: A) approach of F to a CD3CN
co-reactant, B) passage over the abstraction transition state, C) the nascent DF and its
CD2CN co-product, and D) formation of a hydrogen-bonded complex between DF and
another solvent molecule. Source: Ref [131], used with permission.
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3.4.1 Methods
The system is simulated using a custom version of the molecular dynamics package
CHARMM (version c36a1) in which the multistate empirical valence bond method (MS-
EVB) method is implemented[145]. The MS-EVB method provides a method for efficient
simulation of reactive systems by modelling each user-defined valence state of the sys-
tem simultaneously and coupling them together through a Hamiltonian matrix H(~r).
The diagonal elements of this matrix V (~r)1, . . . ,V (~r)n correspond to the energy of each
state, and the off-diagonal elements are the coupling between each state. By diagonal-
ising this matrix, the smallest eigenvalue-eigenvector pair can be extracted to give the
energy of the system and the contribution of each state to the Hamiltonian, result-
ing in a smooth reactive potential. Further details of the method and a discussion of
high-performance implementations of it which were published in Ref [45] are given in
Appendix B.
In the previous work of Glowacki et al and what follows, the reaction was simulated
in the solution phase through a reactive complex of a fluorine atom and an individual
acetonitrile from which the deuterium could be abstracted, and a solvent of 62 addi-
tional acetonitrile molecules[6]. 64 EVB states were used to provide reactivity: one for
the reactant state of F + CD3CN, one for the product state of deuterium abstraction,
and 62 additional states corresponding to hydrogen-bonding interactions between the
produced DF and the nitrile groups on the solvent molecules.
In their molecular dynamics studies, BXD was used first used to equilibrate the
system by restricting the distance between the F radical and the reactive deuterium
between 1.5 Å and 1.8 Å, preventing the fluorine radical from diffusing away during
equilibration. After equilibration, the lower bound of 1.5 Å was removed in the NVE
runs, accelerating the rate at which the reaction occurred.
A free energy calculation of this reaction in equilibrium was not possible at the
time due to the lack of support for multidimensional collective variables in the original
BXD implementation. While restricting the F-D distance is sufficient to accelerate the
sampling of abstraction, it is not enough for reversible reaction sampling. Once the re-
action occurs, the FD product will diffuse away from the CD2CN, at which point the F-D
distance is meaningless in the context of accelerating the reverse reaction. To make
sampling of the reaction reversible, an additional collective variable is required: the
distance between the deuterium and the carbon atom from which it is abstracted. Con-
straining this collective variable prevents the product FD from diffusing away. With the
new generalisations to BXD, the system could be sampled sufficiently to converge a free
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energy calculation.
As well as the condensed phase, dynamics on the gas phase of the system was run
for comparison, in which there are only 3 EVB states: the reactant F + CD3CN state,
the co-product DF + CD2CN state, and the [CD3CND]+ + [F]- state. For both phases, the
simulations were set up using the MS-EVB parametrisation as described in Ref [145],
with a time step of 0.1 fs, a Langevin thermostat at 300K and a friction coefficient of 20
ps-1, using Leapfrog integration.
The adaptive boundary generation procedure was applied to the system in both
phases, with 100 ps of sampling between boundary placement in the gas phase, and 30
ps in the solution phase. The gas phase, consisting of only three states, was significantly
faster to run and thus relatively long sample times were possible. A value of 0.01 was
used for ε, the parameter controlling the placement of boundaries. This choice means
a boundary was created based upon values of the collective variable ~s = (C −D,F −D)
sampled 1% of the time.
Once the boundaries had been generated for both gas and solution phases, BXD dy-
namics were run on the system to converge statistics for free energy calculation. In the
gas phase, a single 100 ns run was performed. As stated, the full 64 EVB state solution
phase was significantly more computationally expensive to run, so the trivially parallel
nature of the BXD algorithm was exploited to run dynamics in each box independently,
totalling 12 ns of dynamics.
The MFPTs between each box was calculated as described in Eqn 3.1, and the box-
to-box probabilities were computed as in Eqn 3.3. In the original BXD implementation,
histogram binning is a straightforward partition of the single collective variable, en-
abling a fine-grained free energy profile of a single reaction coordinate ρ to be produced.
The following method was used to define a reaction coordinate as a pathway through
the hyperplanes of the multidimensional BXD implementation1 (see Figure 3.12):
1. Define a path ρ which passes through the average point on each boundary (i.e.
~smax).
2. Bisect the box defined between two boundaries with additional hyperplanes up to
a user-defined resolution (in the units of the CV space). For m bins to be placed
between two boxes, m−1 bisections are computed as ~nbin = (1− f /m)∗~ni + ( f /m)∗
~ni+1, where f ∈ {1,2, . . . ,m−1}.
1The full set of scripts for performing analysis of BXD trajectories are available at https://github.
com/mikeoconnor0308/bxd-analysis.
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3. Define the centre of each bin to be the point along ρ which is equidistant between
the two hyperplanes defining it.
These histogram bins can then be used with Equation 3.4 and Equation 3.5 to cal-
culate the free energy along the path ρ.
3.4.2 Results and Discussion
To illuminate the behaviour of the adaptive procedure for generating BXD boundaries,
Figure 3.9 shows the BXD boundary generation procedure applied to the gas phase. The
final set of bounds used for sampling are shown in Figure 3.10 for both the gas phase
and solution phase.
The resulting time series and boundaries produced highlight several notable conse-
quences of using an automated procedure. The size of the boxes placed differ depending
on the underlying potential. The free energy surface up to the transition state (TS) is
relatively flat, with a single boundary set at similar positions in both gas and solution
phase. Once over the transition state, the produced DF rapidly diffuses away (increas-
ing C-D distance) until it hits the boundary at 3.5 Å. From there, boundaries are placed
in the other direction, heading towards a reversal of the reaction. As this progresses,
a very steep landscape is encountered, resulting in several boundaries with relatively
short box widths. Also of note is that the boundaries generally follow the dynamical
pathway, and are placed orthogonally to it. Lastly, the solution phase results in 12 BXD
boundaries compared to 10 in the gas phase. The difference in the number of boxes is
due to a combination of two factors: friction and sampling time. In the solution phase,
higher friction is experienced due to the solvent. As well as that, the relatively short
sampling time of 30 picoseconds before placing a boundary means that values more dis-
tant from the previous boundary are less likely to be sampled, resulting in the boundary
being positioned closer to the last. Effectively, this means the choice of sampling time
before placing a boundary is proportional to the boundary size, and so can be chosen as
appropriate to accelerate sampling. For the gas phase, broader BXD boxes are allowable
since the dynamics were faster to compute, while in the solution phase smaller bound-
aries are desirable to increase acceleration, owing to the more expensive dynamics.
The boundaries generated with the adaptive procedure were then used to converge
mean first passage times. The box-to-box mean first passage times for the solution phase
are shown in Figure 3.11, with errors computed using block averaging (see Appendix
C.1) to account for any correlation effects. Even with substantially less sampling than
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(a) (b)
(c) (d)
Figure 3.9: The adaptive boundary generation process for gas phase F + CD3CN. The
grey dots indicate points in CV space that have already been sampled, and the black X
indicates the position of the system at the time when the snapshot for each respective
panel was taken. The underlying potential energy surface is displayed for reference.
Panel A shows initial sampling near BR , and snapshot Panel B shows the generation of
the first boundary. Panel C shows the state of the system immediately following transi-
tion state passage and rapid downhill transit toward BR . Panel D shows the adaptive
boundary placement as the system finds its way back to the first box (i.e., that which is
bounded by BR).
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(a) Gas Phase (b) Solution Phase
Figure 3.10: The BXD boundaries generated for both gas and solution phase F + CD3CN.
The grey dots indicate the sampled points in CV space, the grey lines represent the BXD
boundaries, and the underlying potential energy surface is shown for reference.
the gas phase, the passage times are well converged, with the resulting box-to-box free
energy profile also indicating convergence, as shown in Figure 3.11. Errors are calcu-
lated by standard propagation of uncertainty (see Appendix C.1) methods, and give an
error of 0.15 kcal/mol.
The free energy calculated along the reaction path for the gas phase along with the
histogram bins used to define the path reaction coordinate is shown in Figure 3.12. The
figure shows how the free energy profile converges rapidly for this system.
The free energy profiles for both gas and solution phase are shown in Figure 3.13.
The profiles are similar in the reactant phase and up to the transition state, with a
slightly higher barrier in the gas phase. In the post-reaction region, however, the gas
phase exhibits a deep well which is not present in the solution phase profile. In the
gas phase, the DF product forms a hydrogen-bonding complex with the nitrogen of the
CD2CN, which corresponds to a C-D distance of approximately 4 Å. In the solution phase
the product can form this complex with any of the solvent acetonitrile molecules; hence
there are no particular minima evident in the profile.
It is worth noting the small discontinuity in the profile that is present in the gas
phase profile at the value of ρ of approximately 2 Å. The discontinuity occurs in the
third box (counting from an extended F-D distance). A plot of the sampled values of
~s in the third box in Figure 3.14a indicates that the region closest to the boundary
is sampled less than the region slightly away from the boundary, which leads to the
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Figure 3.11: In the top panel, mean first passage times (MFPTs) for the solution phase
between boxes are shown in each direction (blue from reactant to product, orange from
product to reactant), with standard error bars computed through block averaging shown
in black. In the bottom panel, the box-to-box free energy profile is shown, with error
bars.
bin nearest the boundary having an increased free energy contribution. Intuitively, one
would expect in this region of the free energy surface for an extended C-D distance to be
favourable, and indeed this is observed clearly in the fifth box, shown in Figure 3.14b.
It appears that the dynamics within the third box have a consistently ballistic nature
in the region of the boundary, as shown for a short trajectory in Figure 3.14c. Because
the surface is so steep, there is no time for the dynamics to decorrelate before another
reflection against the boundary occurs. This ballistic nature leads to undersampling in
the region very close to the boundary. Indeed, close inspection of Figure 3.14b shows
that the area immediately to the left of the right-hand boundary in this box is also
undersampled, but the effect is much smaller. For small boxes on such steep regions,
the ballistic nature near the boundary has an impact on the histogram binning and
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Figure 3.12: A) Illustration of the histogram binning procedure used to define ρ, the
path from the reactant to product state, showing the BXD boundaries in dark grey, with
dashed grey lines representing the bins. The blue circles are the centre of the bins,
and the line between them represents the path ρ. B) Convergence of free energy as a
function of sampling time in the gas phase.
final free energy surface as there are only a small number of bins in the box. Developing
a robust method for accounting for these effects in the fine-grained histogram binning
procedure remains a problem for future study, but they do not contribute significantly
to the overall free energy profile.
For the purposes of validating the method, the free energy difference in solution
phase between the transition state and the product represents an upper bound on the
amount of energy that is available to the produced DF after the reaction. The observed
value of 27.6 kcal/mol is in good agreement with the previous theoretical and computa-
tional studies in which 23 kcal/mol was found to be deposited into the stretching motion
of the DF[6].
3.5 Conclusions
In this chapter, a generalisation of BXD to multidimensional collective variable space
was presented, as well as an automated procedure for generating boundaries along a
continuous path in collective variable space. The application of the new procedures to a
reactive system that was not possible to study with the method previously, in which the
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Figure 3.13: Free energy profile for gas and solution phase as a function of the projected
reaction coordinate ρ.
results were in good agreement with previous computational and experimental studies,
provides substantial evidence for the reliability and utility of the methods. The gener-
alisations of the algorithm give it broader utility, as well as making it easier to fit into
existing methodologies.
The methodology for finding paths and placing boundaries in the multidimensional
space described has some shortcomings that could be improved upon. The first prob-
lem is a reformulation of the chronic problem that plagues collective variable based
methods. The quality of the boundaries placed and the path that will be found depends
strongly on the choice of collective variables. Implicit in the assumption of the boundary
generation is that between the start and end points defined by the user there is a single
path in the collective variable space that will be discovered by placing boundaries. If
the collective variables do not adequately describe the transition, such a path may not
exist. Similarly, if there are multiple viable paths or a bifurcation in the free energy
surface leading to differing products, then the behaviour of the adaptive algorithm is
not well defined. Requiring the user to correctly and precisely identify the set of rele-
vant collective variables means that the method will still rely heavily on intuition and
trial-and-error. However, there have been recent developments in using more general
dimensionality reduction techniques to provide appropriate collective variables, such as
the PCA and TICA algorithms[127], as well as machine learning methods such as au-
toencoders[61]. Alternatively, several descriptions of a path collective variable, where
progress is defined along a series of configurations, have been described[146]. In these
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(a) (b)
(c)
Figure 3.14: Histograms of sampled values of ~s in the third and fifth boxes of the F +
CD3CN system. The colour scale from blue to red indicates frequency of sampling. The
third box is shown in panel A while the fifth box is shown in panel B. In panel C, a short




methods, initial data must be gathered which adequately describes the process. The
algorithms presented in this chapter should be entirely compatible with such descrip-
tions.
As previously observed, the algorithm for placing a new boundary based on the pre-
vious bound and observed dynamics is a greedy one, seeking to maximise the distance
from the previous bound in the direction of the product. The critical assumption of this
greedy method is that the direction in collective variable space that exhibits maximal
variance, i.e., the local path of least resistance, is the globally relevant pathway in
the region of collective variable space defined by the user. Equivalently, the method
always proceeds along the pathway that is locally the lowest free-energy path in col-
lective variable space. While pathological cases exist in which this approach will fail,
it is not immediately clear how common such failures will be. The algorithm could be
improved by allowing the BXD algorithm to explore multiple pathways simultaneously
when directionality is not apparent. Such an extension would also enable accelerated
sampling of bifurcating reaction pathways. Alternatively, one could use path collective
variables[129] (discussed in detail in Chapter 6) to provide an initial guiding path which
could be followed.
For the BXD method to become more widely used, further tests to its robustness and
methods for calculating error and convergence criteria will need to be developed. The
introduction of block error analysis to reduce correlation effects in the calculation of er-
rors in the MFPTs and propagation of error through to the box free energies mark some
progress in this regard, but further rigour is required. In particular, methods for val-
idating and assessing the convergence of the fine-grained free energy profile produced
through histogram binning have not yet been developed. The bootstrapping method,
in which existing data is sampled with replacement to allow confidence intervals to
be calculated, is a promising avenue as it avoids the need for complex propagation of
uncertainty calculations[147].
The focus of the development described in this document was for accelerated sam-
pling along a particular reaction pathway which could be well defined by an appropriate
choice of collective variables. However, the methods developed can be used in a broader
context. In particular, the method has been further extended for use in accelerated sam-
pling of reaction networks[124]. Here, the potential energy of the system was used as the
reaction coordinate to encourage the system to undergo reactions, utilising the velocity
inversion procedure described in this thesis to restrain the system. Because the goal in
this application was to map configuration space rather than to converge statistics, the
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adaptive procedure was altered to allow the system to continuously explore new regions
of phase space, by adding and removing barriers on the fly. This novel development to












The use of BXD to accelerate the sampling of rare events such as those described in the
previous chapter requires the user to determine a few key collective variables before
use. This requirement is shared among many of the most commonly used rare event
acceleration methods discussed in Chapter 2. Determining these collective variables is
a highly non-trivial task that requires a mixture of chemical intuition and a significant
amount of trial and error. For simple systems such as the F+CD3CN reaction previously
studied, this is rather easy (but still time-consuming to identify). For substantial confor-
mational changes such as those found in protein folding or drug-binding, it can become
extremely difficult to identify these collective variables. If a poor choice of collective
variable is made, rare event methods will usually fail, encountering hidden barriers or
entering irrelevant regions of phase space.
An example of this was seen in the previous chapter, where using the F — D dis-
tance alone was insufficient for the F+CD3CN system, necessitating the development
of an extension to BXD to multidimensional collective variables. As discussed in Chap-
ter 2, there is always a trade-off between spending time identifying key collective vari-
ables that enable the use of efficient accelerated molecular dynamics methods and using
methods that require less information but more compute power. While developments in
machine learning approaches are beginning to attempt to automate the process of ex-
tracting collective variables[128, 130], in many cases, it seems for now at least human
intuition will still play a role in identifying important dynamical pathways to study. An
enticing method for systematically introducing human intuition into the scientific work-
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flow for accelerating molecular dynamics is through interactive molecular dynamics. By
introducing interactive biasing potentials into a molecular dynamics simulation, a user
can accelerate processes of interest, and use the resulting structures and pathways as
starting points for further analysis.
In the following chapter, I present a brief history of interactive molecular simula-
tion and virtual reality technologies and present a framework for interactive molecular
dynamics using commodity virtual reality that can run on remote computer infrastruc-
tures. This work builds my previous experience in developing GPU-accelerated interac-
tive molecular dynamics using commodity depth-sensors[11, 148]. The framework and
utility of VR for molecular tasks are then evaluated with a user study in Chapter 5,
which resulted in a publication in Science Advances[149]. My contributions to this work
were in the development of a modular framework for interactive molecular dynamics,
implementation of molecular dynamics algorithms, and design and implementation of
the virtual reality experience. The framework was developed in collaboration with de-
velopers at Interactive Scientific Ltd, who provided support, funding through a CASE
studentship, and designed and implemented the cloud architecture, the communication
layer, and the molecular renderers. The input files and resulting datasets for all simu-
lations and experiments described in this chapter are available in Ref [150].
The idea of interactive simulations goes back to work carried out in the late 1980s by
Fred Brooks with their visionary Project GROPEHaptic1, in which a room-sized haptic
device combined with a 2D screen was used for molecular docking tasks[151]. In a user
study, they found that binding poses found interactively were better than those of the
algorithms used at the time and that haptic feedback improved user performance. It
is worth noting that due to computational power available at that time, energy and
forces were precomputed in a grid across the relevant configuration space, so users
had limited exploration options. At the same time, the group developed an interactive
protein manipulation tool, which allowed users to manipulate protein structures with
real-time minimization[152].
As computing power increased exponentially and graphical processing developed,
haptic devices were miniaturised, 3D visualisation hardware became available, and
molecular simulations became much faster, and so the idea was developed further by
Schulten and co-workers in the early 2000s[153, 154]. It was now possible to run full
molecular dynamics simulations interactively in ‘real-time’. Here, real-time means that
each time step of the simulation is calculated fast enough so that the results can be
1An unfortunate name.
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displayed to the user at a responsive speed - the simulation itself is still simulating
dynamics at a rate orders of magnitude slower than ‘real-time’. An interactive form of
Steered Molecular Dynamics (SMD) was implemented, with the term Interactive Molec-
ular Dynamics (IMD) being coined. Unlike SMD, in interactive molecular dynamics, a
user could vary the application of biasing forces throughout the simulation, allowing
more delicate control. This fundamental difference means that a user can begin an in-
teractive session without having to define any specific distances or collective variables to
steer, instead, they can explore hypotheses on-the-fly as they use the biasing potentials
to steer the simulation towards desired events.
The system connected the existing visualisation tool VMD with the molecular dy-
namics package NAMD over a TCP/IP connection, with a spring force applied to atoms
that could be felt in the haptic feedback device. The molecular dynamics package trans-
mits atomic positions every few steps (a variable controlled by the user) to the visuali-
sation client, and the client returns an array of interactive forces to be applied to atoms,
which are integrated into the Newtonian mechanics of the system.
Schulten’s group performed some applications with their IMD system, the first being
exploration of conduction pathways of the monosaccharides ribitol and arabitol through
the membrane channel GlpF[155]. IMD was used to perform initial steering of the
molecules through channels, providing qualitative insight. Of particular note is that
the unique haptic interface itself provides insight: “as the molecule of ribitol or arabitol
is pulled into the channel, a strong resistance is felt in the user’s hand, and he must
push forcefully to overcome it ... after the sugar molecule has been pulled 10 Å through
the channel, the resistance lessens noticeably”[155].
As the authors note, the interactive molecular dynamics sessions provide only quali-
tative information, so follow-up dynamics was performed at various snapshots produced
in the interactive molecular dynamics. These short simulations were used to equilibrate
the various configurations found with interactive molecular dynamics, but an unbiased
characterisation of the pathway is not given.
In another application, investigating anionic conduction in CIC channels, the IMD
system was used to manipulate a structure before follow-up simulation[156]. Finding
that the relevant pore was blocked due to the orientation of a glutamic acid residue
(Glu148), IMD was used to adjust the position of the residue such that the pore became
open. While the exact conformational change the protein must undertake to allow ion
transport was not known, it was reasonably assumed that the Glu148 residue would
have to be moved. With the new conformation created, umbrella sampling was used
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to perform accelerated sampling of the conduction process. Similarly, a more recent
application used interactive molecular dynamics to adjust initial configurations in RNA
simulations[157].
Other groups developed their own implementations, for different applications. A
generalisation of the method with the development of a library for communicating
with MD packages, as well as application to coarse-grained simulations was developed
by Baaden and colleagues[158]. Meanwhile, at the atomistic level Dreher et al devel-
oped a high-performance, scalable framework, resulting in an impressive 1.7 million
atoms that could be simulated and visualised with molecular mechanics at interactive
speeds[159].
As increasing computational power has enabled simulations of hundreds of thou-
sands of atoms to be simulated and interacted with using molecular mechanics force
fields, likewise accelerations in electronic structure calculations mean that interactive
quantum chemistry has now become feasible. Reiher and colleagues use semi-empirical
methods combined with continuous minimisation to allow interactive exploration of the
potential energy surface of reactions, enabling reaction pathway discovery[160–162]. In
another approach, Martinez and colleagues’ development of GPU-accelerated quantum
chemistry enabled the VMD IMD framework to be applied to ab initio molecular dy-
namics, resulting in the ability to accelerate the exploration of chemical reactions such
as proton transfer[163].
Arguably the most high profile interactive molecular simulation application is Foldit,
by Cooper and colleagues [164–166]. This application is a more specific form of molecu-
lar simulation applied to protein structure prediction and does not use atomistic molec-
ular dynamics methods. Instead, the application is an interface to the Rosetta protein
structure prediction tools, wrapped in a user-friendly gamification layer allowing users
to perform specific actions upon protein structures to change their structure. These
actions include pulling on sections of the protein, rotating helices and introducing con-
straints, as well as applying simplified algorithms from the Rosetta tools such as “com-
binatorial side-chain rotamer packing (‘shake’), gradient-based minimisation (‘wiggle’),
and fragment insertion (‘rebuild’)”[167]. These actions are based on the algorithms used
by automated methods for searching the configuration space of protein folding. This ap-
plication can be thought of as a step-by-step puzzle, in which the user is deciding which
of the tools to apply next, in the same way that a stochastic optimisation method would
decide whether to apply a minimisation or attempt to escape minima. Therefore, despite
not having a 3D interface, users were able to build ‘recipes’ of actions that successfully
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solved the puzzles, finding folded states. Of particular note is the crowd-sourced, coop-
erative/competitive nature of this application, in which a web interface enabled users to
share scores and strategies, resulting in collective improvements to the approaches used
and the resulting protein structures. As these strategies spread and became engrained
into the community, it was discovered that the algorithm within two of these recipes was
similar to novel algorithms being developed by Rosetta developers at the time and that
they outperformed existing automated algorithms[167]. This was a demonstration that
interactive simulation not only produces results in applications but can also improve
existing automated methods.
Given the success of Foldit, it is worth considering whether interactive simulation
can be successful in broader applications, such as drug binding, protein dynamics and
chemical reactions, and more broadly as a tool to assist molecular simulation work-
flows. Despite several implementations of interactive molecular dynamics (IMD), there
have been few applications (the most notable being described above) and relatively little
adoption of IMD into the computational chemistry workflow. The main reasons for this
are the size of simulation that can be routinely simulated, the problem of simulation
timescales, and the availability, cost and quality of interaction and display equipment.
However, developments in both hardware, software and algorithms suggest there may
be some remedies to these issues and are discussed in turn.
Simulation Scaling and Timescales
The first limitation is the size of simulation that can be simulated and visualised in real-
time. While the systems described above can now be used with large systems[159], the
hardware required has not previously been generally available. The need to use shared
HPC clusters for performing simulations does not lend itself to an interactive workflow.
Simulations are usually submitted in batches to a queue system, making it difficult
for existing IT infrastructures to provide interactive sessions. However, the availabil-
ity of low-cost GPUs and the development of GPU-accelerated molecular simulation
packages means that systems of an interesting size can now be simulated routinely
on a workstation, expanding the scope for interactive simulation. Additionally, the rise
of containerised and cloud-based compute resources has increased the availability of
affordable on-demand compute. An example of this is in Jupyter notebooks, in which
simulations are instantiated, run and analysed within an isolated environment[168].
A related problem is the timescales of molecular simulation. All-atom molecular
mechanics simulations use time steps at the scale of femtoseconds, while rare events
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occur on the timescales of picoseconds, microseconds or even milliseconds depending
on the system and the event, as discussed in Chapter 2. From the user’s perspective,
this means that a minute spent in an interactive session corresponds to the order of a
few picoseconds of simulation time. In order to accelerate events within a reasonable
interactive session, one typically needs to apply strong interactive forces, which can
result in unphysical pathways.
Furthermore, applying such strong forces results in a significant bias, so results are
primarily qualitative or form the starting point for further study. The impact of this
depends on the application. If interactive simulations are used to as a tool to simplify
the process of setting up simulations, for example to position molecules near a site
of interest as in Ref [157], then this is not an issue. To be able to use IMD to truly
accelerate processes, however, pathways generated with IMD need to be combined with
additional sampling methods. The real value of an IMD session is as an efficient method
for expressing a user’s intuition for a potential pathway, rather than a precise definition
of it.
As described in Chapters 2 and 3, in recent years there have been many develop-
ments of accelerated sampling methods that require initial pathways, configurations
or the identification of collective variables or features for dimensionality reduction. For
example, linear interpolation is used regularly to initialise a nudged elastic band[169,
170] (NEB) or path metadynamics simulation[129], but linear interpolations can often
produce physically unrealistic pathways that can be challenging to optimise[171]. An-
other approach is to use biased simulations to produce an initial pathway. It seems that
combining interactive molecular dynamics with an appropriate sampling method could
address the problem of timescales and bias, while simultaneously providing a way of
combining human intuition and automated method to produce statistically significant
results. A high-level proposed workflow is given in Figure 4.1. The workflow is inten-
tionally non-specific, allowing for it to be used in combination with any of the myriad of
existing methods, or ‘module’, used in computational chemistry. Given paths or configu-
rations generated in IMD, these are passed to some method for feature extraction. This
may be the identification of collective variables for a method such as BXD, the optimi-
sation of a path for methods such as NEB or path metadynamics, or the extraction of
features for the building of a Markov state model. These features are then passed, along
with the relevant initial conditions, to the appropriate sampling algorithm, which con-
verges statistics to produce the desired observable, which may be free energies or rates.













Figure 4.1: A high level illustration of a proposed workflow for interactive molecular
dynamics. The dotted bordered region represents an application specific method.
much as possible, resulting in a black-box method from intuition to quantitative results.
Given the result of an observable calculation, a user may return to IMD to generate
more hypotheses, using the information gained about the system.
3D User Interfaces and Virtual Reality
As well as the limited availability of hardware for simulations, similarly the availability
of graphical workstations, 3D displays and the haptic devices used to control and visu-
alise the simulations in the implementations described were a barrier. As well as being
expensive, these setups do not provide an intuitive manner in which to control three-
dimensional objects such as molecules. 3D displays provide depth information, but the
user’s viewpoint is mostly fixed, and they must rotate the camera to observe and manip-
ulate the system at different angles. While haptic devices such as the Phantom Desktop
do allow for 3D control[153], the range of movement is limited, and typically not co-
located. Co-location is the experience of input being located where it is being displayed.
For example, using a touch-screen to draw on a 2D image is co-located, while using a
mouse to achieve the same task is not. In a 3D environment using haptic devices such
as the Phantom, it is difficult to achieve co-location. However, when it is achieved, user
ability to perform tasks has been shown to improve[172]. This lack of true 3D control is
reflected in the set of applications that IMD has been used for: tasks like the transport
of ligands and ions through channels are relatively simple pathways to explore, and so
can be achieved with limited 3D manipulation.
The 3D-display and haptic devices used in previous attempts at IMD could be con-
sidered a particular implementation of virtual reality, and recent developments of vir-
tual reality technology may address the problem of 3D visualisation and manipulation
with greater success. The term virtual reality (VR) is used to describe many technolo-
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gies and experiences; VR pioneer Fred Brooks’ defines a virtual reality experience as
“any in which the user is effectively immersed in a responsive virtual world”[173]. Vir-
tual reality has been a technological frontier in development since the 1960s, with Ivan
Sutherland being one of the first to consider what such a human-computer experience
would be like and to develop the first head mounted display (HMD)[174, 175]. Indeed,
Sutherland considered that such a display would not “have to follow the ordinary rules
of physical reality with which we are familiar”, a prescient statement as we consider
its utility for understanding the physics governing molecular systems. The 1980s saw
the first wave of public enthusiasm for virtual reality, as Jaron Lanier, a pioneer in VR,
formed the company VPL that sold the first commercially available virtual reality de-
vices. The technology of the time did not live up to its promises, and the idea appeared
to ‘die’[176]. However, in a 1999 survey by Fred Brooks of the use of VR in industry, and
a more recent review by Slater in 2014, it was observed that the technology had been
quietly adopted by industry and was continuing to be developed[173, 177], particularly
in medical applications[178]. Numerous technologies including HMDs, body tracking
and CAVE systems are in use.
Today, driven by the consumer video games market, advances in graphics processing,
the miniaturisation of displays and sensors have led to a seemingly sudden commoditi-
zation of virtual reality (VR) hardware and another wave of public interest. In particu-
lar, head-mounted displays (HMDs) have become synonymous with VR, and there has
been a proliferation of solutions and terms including 360 videos, mixed reality (MR),
and augmented reality (AR) that are generally encompassed under the umbrella term
of extended reality (XR). It is worth distinguishing between some of these technologies,
as the possibilities for immersion, visualisation and control are quite different.
At the time of writing, the state-of-the-art in commodity VR is the HTC Vive and
Oculus Rift[179], in which a head-mounted display covers a user’s field of view, replac-
ing the physical world with a virtual world. The technologies combine optical tracking
and inertial movement units to provide full 6-degree of freedom movement and tracking
to within one centimetre accuracy within a space up to ten by ten meters. Dedicated con-
trollers, reminiscent of video game controllers with numerous triggers and buttons, are
also tracked in the virtual space and so provide a co-located link between the user and
the virtual world: they see a virtual representation of the controllers in the virtual world
that matches the location of the controllers in the physical world. Thus these systems
provide solutions to 3D co-location problems and provide immersive 3D experiences and
interaction.
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At the low-budget end of virtual reality technologies, a mobile phone is placed in
stereoscopic goggles. By relying solely on the AMUs of mobile phones or the goggles the
experience is limited to the rotational degrees of freedom, and without tracking there is
no way to interact with what is being seen in 3D. While providing an accessible entry
point into virtual reality, VR pioneers such as Lanier make the point to distinguish
between such technologies from the higher-end offerings: “If you can’t reach out and
touch the virtual world and do something to it, you are a second-class citizen within it...
a subordinate ghost that cannot even haunt”[180].
While it remains to be seen whether this wave of enthusiasm for consumer virtual
reality will be short-lived, the level of immersion achieved with modern (high-end) vir-
tual reality, and the resulting feeling of presence - that one is actually temporarily in-
habiting the virtual reality - is highly convincing[181]. This immersion and the enabling
of true 3D visualisation has resulted in applications of VR becoming more common in
industry and research[176], suggesting that it may be here to stay.
Augmented reality (AR) / mixed reality (MR) distinguishes itself from VR by overlay-
ing virtual elements over the physical environment. Combining the virtual and physical
environments has the advantage of not isolating the user from the physical world and
others. Additionally, AR/MR is often developed as a self-contained system, and so the
tangle of wires currently affecting virtual reality does not apply2. However, a number
of distinct challenges remain to be addressed convincingly.
The most difficult challenge to overcome that is distinct from VR is the require-
ment for the system to have a semantic understanding of the physical world, in order
to display virtual objects within it convincingly[182]. Additionally, the considerations
of latency, graphics quality, and interaction options, must be solved again, as the self-
contained systems have limited computational capability when compared to the work-
stations used for VR. In the same way that there is a wide variety of VR hardware
to accommodate different budgets, the quality of the experience in the various AR im-
plementations currently available vary significantly. These technologies are still in a
nascent stage of development, but the potential applications make them an exciting
technology to follow in the years to come.
With virtual reality proving to be a valuable tool in many domains, particularly
those that depend upon 3D reasoning such as surgery, computer-aided design and ar-
chitecture[173, 176], it seems appropriate to determine whether the understanding and
manipulation of molecular systems would be enhanced with virtual reality. Several VR
2Wireless VR solutions are now available, but in early stages of adoption.
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applications for chemistry have emerged, so far mostly porting molecular dynamics vi-
sualisation and analysis tools to virtual reality[183–186]. With my existing experience
in developing interactive molecular dynamics with novel control schemes[11, 148], it
was deemed to be worth revisiting the concept of interactive molecular dynamics, with
a particular emphasis on using it produce initial guesses and pathways with which
one can accelerate the study of rare events. At the time of development, the experi-
ence provided by the HTC Vive seemed the most promising technology for enabling
intuitive, co-located manipulation of molecular systems. In the following sections, the
necessary system architecture, algorithms and user experience considerations for inter-
active molecular simulation in virtual reality are presented.
4.1 A Platform for Interactive Simulations
The open-source framework for interactive molecular dynamics in a virtual reality envi-
ronment presented in this section began as part of the Nano Simbox platform, growing
out of the aforementioned interactive molecular dynamics implementation[11]. It was
developed in collaboration with Interactive Scientific Limited as part of my CASE PhD,
and provides a modular and scalable framework for running, visualising and interact-
ing with simulations. The open-source release of the software is, at the time of writing,
referred to as NarupaXR3. The name Narupa is a portmanteau of the words nano and
arūpa, a Sanskrit word referring to formless, or non-material objects. In the remainder
of this document, the phrase iMD-VR will be used to refer to the software.
The iMD-VR architecture consists of a few fundamental concepts upon which spe-
cific applications can be built. The core concept is a client/server model of visualisation
and computation, in which computation and hosting of simulations and content are per-
formed on a server, which may be deployed locally on a client machine, on a remote
cluster or a cloud-based compute resource. Client applications connect to this server to
perform visualisation and interaction, as shown for a VR interface in Figure 4.2. This
connection takes place over a simple TCP/IP connection if the server is on an on-site
network, or over a WebSocket if connecting to remote or cloud-based computing re-
sources. The WebSocket implementation provides scalability, as it is easier to use with
existing IT infrastructures and enables the use of well-established web technologies for
authentication, security and routing. The client/server design, as well as separating vi-
sualisation from physics computation, provides another advantage in that it is easy to
3Available at https://gitlab.com/intangiblerealities.
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Figure 4.2: Schematic of the HTC Vive VR set-up of iMD-VR. The bottom panel shows
two users within the multi-person VR framework passing a simulated buckminster-
fullerene molecule back and forth. Each user’s position is determined using a real-time
optical tracking system composed of synchronised IR light sources. Each user’s HMD
is rendered locally; molecular dynamics calculations and maintenance of global user
position data take place on a separate server, which can be cloud-mounted. The top
panel shows a single-person set-up, where the user is chaperoning a real-time GPU-
accelerated MD simulation to generate an association pathway that docks a benzyl-
penicillin ligand (magenta) into a binding pose on the TEM-1 β-lactamase enzyme.
Source: Ref [149] used with permission under Creative Commons Attribution-Share
Alike 3.0 Unported license.
adapt to produce a multi-user experience. For teaching, sharing results and collaborat-
ing on complex problems, the ability to visualise and interact with the same simulation
can be extremely beneficial.
Data between the client and server is sent in two manners. Bulk data is transmitted
using streams, which are capable of transmitting arrays of fixed length data structures
using a simple TCP/IP socket implementation. These streams are intended to be used
with simulation data that changes regularly, such as atomic positions, or interactive
forces. Control structures provide a simple interface with which to query the current
state of a stream and to read/write to it.
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Data that does not fit into the requirements of the bulk data streams are commu-
nicated using the Open Sound Control protocol[187]. This protocol provides a URL-
style address scheme, meaning that specific data can be associated with an address.
Clients can subscribe to these addresses to trigger methods upon the receipt of a mes-
sage matching the given address. This can be used in a wide variety of scenarios, such
as transmitting the state of a system variable, or commands from clients to the server.
For example, the command to pause a simulation is simply /pause, while the command
to resume playback is ‘/play, 30’, where the argument specifies the frame rate at which
to play.
With this client/server model and flexible communication protocol, specific appli-
cations can be built rapidly. While the work presented in this thesis is dedicated to
molecular simulation, and what follows is an overview of the modular design strategy
for interactive molecular dynamics simulations, it should be noted that the framework
described is general can be used to visualise other types of simulation and data.
The molecular dynamics implementation in the iMD-VR framework makes heavy
use of object-oriented design concepts. A server instantiates a simulation object, which
is a base class for molecular simulation. This consists of an atomic system object and
an integrator interface. The base atomic system object, in turn, consists of a topology
describing the grouping of atoms and the bonds between them; the current position,
velocities and forces of the atoms; a set of force fields that determine how the atoms
interact; and any thermostats or barostats. By explicitly designing with modular com-
ponents in mind, as displayed in Figure 4.3, the simulations are highly flexible. There
are many integration schemes, thermostats and force fields used in molecular dynamics
simulations, and so it is beneficial to expect customisation to take place.
Furthermore, writing an efficient and accurate force field that performs well on mod-
ern parallel architectures is not trivial. By actively designing in a modular fashion with
a simple API and specifying only interfaces for what a simulation or force field must
provide, it becomes straightforward to interface the iMD-VR framework with existing
force field implementations and molecular dynamics programs, avoiding duplicate work.
A plug-in scheme exists, allowing such additional functionality to be developed without
recompiling the whole program, which enables users to customise their installation, and
encourages experimentation and extension while maintaining a sustainable code base.
As a starting point, a relatively simple set of molecular dynamics algorithms were
developed, including velocity verlet integration, a serial MM3 force field implementa-
tion[188–190] and a Berendsen and Andersen thermostat, based on implementations
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Figure 4.3: The iMD-VR Molecular Dynamics Architecture.
of Glowacki and co-workers[11]. These implementations serve as references for future
development and enable basic testing of the architecture stack. Additionally, several
plug-ins have been developed which integrate the functionality of existing codes. For
classical molecular mechanics, a plug-in with the OpenMM molecular dynamics pack-
age[191], which provides GPU-accelerated support for a wide variety of force fields in-
cluding Amber, CHARMM and various implicit and explicit water models, hugely ex-
tends the simulations that one can run interactively. In this plug-in, an implementation
of the CCMA and SETTLE constraint algorithms[141, 142] are also implemented, based
on the OpenMM implementation[142, 191], enabling simulations that make use of fixed
bond lengths.
To enable molecular dynamics simulations of chemical reactions, plug-ins with DFTB+,
an implementation of the DFTB method[29], and the semi-empirical force fields devel-
oped by Reiher and co-workers, including DFTB and PM6, have been produced[160–
162]. So far, it has been found to typically be more natural to interface at the force
field level and perform the integration internally, so that considerations for interactive
simulation such as interactive biasing potentials and visualisation can be preserved.
In some applications, however, it can be advantageous to allow an external molecular
dynamics program to set up and integrate the simulation. This may be for a few reasons:
to enable rapid prototyping; because the desired functionality of the program is not
easily incorporated into a modular component; for performance reasons; or because one
does not wish to interrupt their workflow to run an interactive simulation.
The VMD IMD API, previously described, provides a way to achieve this[153]. In
the API, a TCP/IP connection is established between a client and the MD program, and
the MD program transmits coordinates and basic information such as the energy of the
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system while the client returns interactive forces to be applied to the system. An imple-
mentation of the VMD IMD API was available in the PLUMED package, which is well
suited to the task as it is incorporated into many existing MD programs to apply biases
in the form of atomic forces. The implementation was removed in the official PLUMED
v2.2 distribution, but it has been re-enabled in a fork maintained by the author4 and
developed further by adding support for pausing the simulation, adding transmission of
the periodic boundaries of the system, and adding the ability to transmit a subset of the
atoms in the system to improve performance. Furthermore, the communication protocol
has been made more robust with platform/language independent serialisation of atom
positions and forces. A corresponding C# implementation was implemented for use with
the iMD-VR APIs.
The protocol consists of a socket connection between a client that provides the inter-
active forces and a server that provides the position of the atoms and other simulation
data. Data is transmitted as a 16-bit header followed by a payload of data. The 16-
bit header specifies the type of data being transmitted (atom positions, forces, periodic
bounds, simulation data, or control signals) and the length of the payload. The simu-
lation data consists of a data structure including the time step, the temperature of the
system, and the energy of the system.
The implementation serves as an example of the flexibility of the iMD-VR frame-
work, as the entire Simulation module is replaced with a VMD.IMD component, as
shown in Figure 4.4. In this context, the simulation details are handled by the molec-
ular dynamics package, while the iMD-VR framework provides visualisation, handles
interactions, provides topology awareness, cloud compute support, and a shared session
for multiple clients (MP Data in the figure).
Incorporating this way of running interactive molecular dynamics simulations through
PLUMED enables an interface with a wide variety of programs, including OpenMM,
Gromacs, Amber14, LAMMPS and DL-POLY to name a few. The integration is a bal-
ance between generality and functionality. It allows an interactive session with many of
the popular molecular dynamics programs, but in order to be compatible with so many
different packages and be minimally invasive, it has very limited functionality. A client
can only apply interactive forces to atoms and query the basic information detailed
above. Additionally, the architecture introduces two transfers of atom positions across
the network. The VMD IMD API provides an avenue for rapid evaluation of interactive
simulations with particular applications, after which the modular design of the iMD-VR
4In a fork available at https://github.com/mikeoconnor0308/plumed2.
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Figure 4.4: Schematic illustrating how a generic connection to existing molecular dy-
namics codes for the purposes of interactive molecular dynamics can be achieved with
the VMD IMD API.
framework can be leveraged to develop specific plug-ins for particular applications.
4.2 A Virtual Reality Environment for Interactive
Molecular Dynamics
The flexible nature of the iMD-VR platform and an existing basic molecular visualisa-
tion application developed in Unity3D in collaboration with Interactive Scientific pro-
vided a good starting point for virtual reality developments. As described above, the
HTC Vive virtual reality hardware is at the time of writing one of the best consumer
grade solutions available, and so the VR client was designed for use with it. It should be
noted, however, that by developing the client in Unity3D, it is straightforward to port
to other technologies as they emerge.
With the HTC Vive hardware, users are tracked within a space of up to 10 m x 10 m,
allowing them to move around freely[192]. This particular feature has significant impli-
cations in the design of the user experience for molecular simulation. Since the user can
move freely around the space, the simulation can be implemented as an object within
the space that the user can move, rotate and rescale: a virtual analogue of the phys-
ical models familiar to many chemists. Users interact with the molecular simulation
through a pair of controllers that are tracked within the virtual environment, enabling
them to reach into the simulation and interact with the model intuitively.
In the following sections, algorithms and user experience considerations for perform-
ing interactive molecular dynamics in virtual reality are presented.
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4.2.1 Interactive Potentials
Pulling the trigger on a controller in a ‘live’ simulation - one that is running real-time
molecular dynamics - results in an interactive biasing potential being applied, as de-
picted in Figure 4.5a. As described in Chapter 2, the atomic motion is simulated by




where ~r ∈ R3N is the vector of atom positions for a system of N atoms. In the in-
teractive molecular dynamics system, an external component to the potential energy is
introduced in the form of the user’s interactive forces, splitting V into the components
V =Vint +Vext,
where Vint corresponds to the internal energy of the system, while Vext corresponds
to the potential energy a user exerts upon the system when interacting with it. The






The user can interact with atoms in the system with two different potential forms.
The first is implemented by projecting a spherical Gaussian field into the system at the
3D location specified by the user, ~g i, which acts upon the nearest atom j via
dVext
d~r j
= m j c
σ2
(








where c is a scale factor that tunes the strength of the interaction, m j is the mass of
the selected atom, and σ controls the width of the interactive Gaussian field. The value
c can be tuned on the fly by the user, allowing them to adjust the required strength of
the interaction for a given task. This formulation is a generalisation of the form used
in the previous interactive molecular dynamics system to make it applicable to a 3D
virtual environment[11].
An alternative potential is a spring force, which has been used in previous iMD
frameworks such as the VMD implementation[193], and takes the following form:
dVext
d~r j
= 2m j c
(
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Figure 4.5: Interactive force fields applied to a live molecular dynamics simulation in
VR. A) A user applying a force to a carbon atom, highlighted with a white ring, by
pulling the trigger on the tracked controller which is rendered in the scene. The in-
teraction is centred at the purple sphere on the tip of the controller, and a graphical
representation of the energy in the form of an oscillating wave is drawn between the
controller and the atom. B) Comparison of the force that results from the two different
interactive potential formulations.
The Gaussian field has the advantage that the maximum force is limited by the
Gaussian height, while the spring has no limit. To prevent instability in the molecular
system, the maximum force a user can apply is clamped to a maximum value that can
be specified by the user and defaults to 20000 kJ/(mol*nm). The difference between
the two potentials is shown in Figure 4.5, using the mass of a carbon atom (12 a.m.u)
for m j, a value of 1000 kJ/(mol*a.m.u). for c for the spring potential, and a value of
2000 kJ/(mol*a.m.u) for the Gaussian potential. For the Gaussian potential the force is
maximised at a distance of 1 nm from the target, then decays as the user moves their
controller further from the atom, while the spring potential maintains a constant force
as distance increases. The Gaussian potential has more avenues to tune the strength
of the potential, and its decay reduces the chance of accidentally exerting a large force
on an atom. On the other hand, the spring potential may be more intuitive as one can
simply increase the distance to increase the strength. Determining which interactive
potential is better for particular applications remains a question for further study in
user tests.
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Group Interaction Potential
While interacting with single atoms is sufficient for some uses, such as moving small,
inflexible molecules, manipulations of large structures such as protein secondary struc-
tures are not possible since applying a large force to an individual atom would alter
the structure. To be able to manipulate such structures, it is necessary to apply a force
to all the atoms in the structure simultaneously, resulting in a translational motion
that preserves the internal structure. Given a set of N atoms that are to be moved as
a group, let ~xN be the centre of mass of the atoms. When an interactive potential is
applied to this group, it is calculated as in the single atom case, but instead of a single
atomic position, the centre of mass of the group is used as the centre of the interaction,
substituting ~xN for ~r j and setting m j to one. This calculation, ~fN , provides the overall
direction and scale of the force applied to each atom. This total force is divided amongst






This methodology enables smooth interaction with groups of atoms, enabling com-
plex manipulations.
Velocity Reinitialization Procedure for Interactive Biasing Potentials
Interacting with the atomic system by applying bias potentials enables the motion of
the system to be integrated as usual, with the simple addition of the bias. However,
the accumulation of biasing forces on the system can have unintended consequences,
as the forces are integrated into the velocities of the atoms of the system. This can
make systems challenging to control, as the only ways an atom interacted upon will
lose the momentum it has built up is either by colliding into something else, through
velocity dampening, or friction, from the thermostat, or by the user applying a force in
the opposite direction. A reasonable analogy is that it is like pulling a sled on ice by
ropes in which the only braking system is the friction felt by the sled. Once the sled
picks up speed, the only options are to pull on the rope from the other side to slow it
down or to stand by idly as it crashes into something.
Another strategy for interactive molecular simulation is not to integrate the simula-
tion under molecular dynamics, but instead to perform continuous minimization[162].
This strategy works well for small molecular systems and reactions, in which manipu-
lating a single atom and having the system minimise around it is applicable.
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Inspired by this strategy, a hybrid method has been developed that uses velocity
reinitialization as a way to mitigate the effects of accumulated momentum. Without
user manipulations, molecular dynamics takes place as usual. Upon interacting with a
single atom, or group of atoms, the molecular dynamics continues to be integrated as
usual, except now the interactions forces are also being applied. Once the user stops
interacting with the atoms, the atoms involved in the interaction have their velocities
randomly drawn from a Maxwell-Boltzmann distribution at a target temperature of
αT, where T is the target equilibrium temperature of the thermostat, and α ∈ (0,1] is a
scale factor chosen by the user, which by default is set to a value of 0.5. Velocities are
typically reinitialised to a temperature lower than the target equilibrium temperature
to maintain stability. This is similar to the Andersen thermostat, except rather than
being applied to atoms at random, the velocity re-initialisation is specifically applied
to the atoms involved in an interaction[24]. By reinitialising the velocities, any overall
momentum in the atoms in a particular direction is removed. Of course, the system will
take time to re-equilibrate, but applying interactive forces already takes the system out
of equilibrium, and the benefit of being able to accurately place groups of atoms in a
target area outweighs this effect.
4.2.2 Evaluation of the Biasing Potentials
The design and implementation of the group interactive potentials and the velocity re-
initialisation procedure were tested by interactively steering the entirety of the small
knotted protein MJ0366[194]. This system was chosen because it is flexible but has a
specific native conformation, and so it is possible to test whether the group interac-
tion potential preserved structure as designed. The simulation was carried out using
the built-in Velocity Verlet integrator at a time step of 1 fs, with the Amber 2010 force
field provided by the OpenMM plug-in, with a temperature of 300K maintained with a
Berendsen thermostat. The simulation was carried out in a vacuum so that the internal
dynamics of the protein and the external potentials were the only effects on the struc-
ture of the system. The harmonic interactive potential was used, with a value of 500
kJ/(mol*a.m.u.) for the interactive scaling constant, c. Two trajectories were performed,
with interactions beginning after 20 ps of equilibration starting from a minimised state
based on PDB entry 2EFV[194]. In the first, group interaction was used to repeatedly
move the protein up and down within the periodic boundaries of the system (as shown
in Figure 4.6), but without the velocity re-initialisation procedure. In the second, the
experiment was repeated, but this time with the velocity re-initialisation procedure ap-
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plied after each interaction.
The resulting trajectories were analysed with the analysis package MDTraj[49]. The
top panel of Figure 4.6d shows the distance of the centre of mass of the protein from the
initial starting condition for each trajectory. The trajectories with and without velocity
re-initialisation are shown in orange and blue respectively. The middle panel shows the
root mean square deviation (RMSD) from the initial conditions throughout each tra-
jectory, and the bottom panel shows the temperature of the system for each trajectory.
Applications of the interactive potentials are indicated by thicker lines in the centre
of mass displacement plot. The most important observation to make is that after the
protein settles to an equilibrated RMSD, the application of either of the interactive po-
tential schemes does not result in any disruption to the protein structure, indicating
that the group interactive potential behaves as desired. There are, however, some dif-
ferences which illustrate the need for the velocity reinitialization procedure.
Without velocity reinitialization, the motion of the protein is preserved after an in-
teraction, which can be seen by observing that the centre of mass distance continues to
increase at the same rate after the interactive potential is applied from simulation time
27 ps to 30 ps. In order to slow the protein down, the interaction potential is aggressively
applied again at 31 ps in the opposite direction, resulting in a smooth deceleration be-
fore the centre of mass distance decreases as the protein instead moves in the other
direction. The user has to repeatedly apply interactive potentials to slow the protein
down. By comparison, in the trajectory with velocity re-initialisation the protein loses
all concerted momentum when the interactive potential stops being applied, allowing
for greater control and more efficient movement. In both schemes, interaction results
in the vibrational motion of the protein being dampened out, as the Berendsen ther-
mostat slows the velocities of atoms down in response to the interactive potential. This
results in the fluctuations of temperature and RMSD being reduced during an interac-
tion. In the scheme with velocity reinitialization, after the interaction stops the system
temperature momentarily drops as all the velocities reinitialise to 150 K, but rapidly
equilibrates. The orange line in the RMSD and temperature plots illustrate this. In the
system without velocity reinitialization, however, the fluctuations in RMSD and tem-
perature continue to be reduced long after interaction stops, as the translational motion
continues to be the most significant contribution to atom velocities.
This experiment demonstrates that a combination of the group interaction and ve-
locity reinitialization methods give much greater control over the molecular system
compared to interaction schemes based on applying forces used in previous interactive
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molecular dynamics implementations[11, 153].
4.2.3 A Virtual Reality Interface For Interactive Molecular
Dynamics
With the algorithms for manipulating complex structures in place, the user experience
for actually performing these manipulations in virtual reality has to be developed. Vir-
tual reality presents a new design space for user interfaces and experiences, and so
many of the components that are taken foregranted in some of the more commonly
used computer interfaces have to be reconsidered. For example, despite some naive at-
tempts by the author, it does not seem viable to bring a QWERTY keyboard with you
into the virtual environment, and so many UI crutches such as hot-keys and text-based
commands are unavailable. In the years to come, it is likely that new standards for
interfacing with VR will emerge that leverage the specific capabilities and limitations
of the medium. In what follows, the current design of the VR experience in iMD-VR
is presented. As an initial design, it is driven by knowledge of the tasks that users
need to be able to perform and follows the design principle of leveraging existing frame-
works and interaction methods, enabling rapid development and maximal familiarity
to users[195].
Upon initialisation of the simulation, the molecular system is displayed in the cen-
tre of the virtual environment at a scale of 1 m in the virtual and physical space cor-
responding to 1 nm in the simulation. From an implementation standpoint, this initial
configuration provides a convenient reference but is arbitrary: the user can change the
position and scale of the simulation as required. To move the molecular system, the user
can press the ‘grip’ button on either controller and drag the simulation to any position in
the virtual environment. To rotate and adjust the size of the simulation, the user presses
both grip buttons on both controllers, and moves their hands in a circular motion to ro-
tate, and draws their controllers together/apart to zoom in/out. This control scheme is
a virtual reality analogue to the ‘pinch and zoom’ control scheme used by many modern
touchscreen devices[196] and has been used in other notable VR applications such as
Google Tiltbrush[197].
As well as interacting with the simulation, which has been described above, a user
needs to be able to easily select groups of atoms in order to restrain them, or to interact
with them collectively. Additionally, users need to be able to customise the visualisation
of the complex molecular systems. Such operations cannot be achieved with the hard-
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Figure 4.6: Demonstration of the group interaction potential, and the velocity reinitial-
ization procedure in moving the entirety of the protein MJ0366. A) The initial state of
the protein at the bottom of the simulation environment, B) interactive potential ap-
plied to the protein, with selected atoms highlighted with white rings, C) the protein
repositioned to the top of the simulation environment after the interaction. D) The dis-
tance of the centre of mass of the protein from its initial conditions, with periods of
interaction indicated by thicker lines, the RMSD of over the course of the trajectory
and the temperature of the system for two trajectories: one in which the group inter-
active potential is applied without velocity re-initialisation (in blue) and one where the
velocity re-initialisation procedure is applied (in orange).
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ware buttons alone, and so in-world UI is required. A commonly used approach in VR
is to emit a virtual laser pointer from one of the controllers, which can be used as a
cursor to interact with menu panels placed in the virtual environment. The advantages
of this method are that it is intuitive for users as traditional 2D UI components such
as buttons, toggles and scrollbars behave as expected, and developers can leverage ex-
isting 2D UI frameworks to rapidly develop new interfaces. The menus were designed
following the Material flat design, ensuring consistency[198].
The central UI element available to the user is the menu displayed next to the left
controller, depicted in Figure 4.7a. This is a virtual analogue to the artist’s palette, al-
lowing the user to quickly change settings on the fly as they interact with the system.
Depending on the current state of the simulation, different UI options are displayed.
When additional advanced options need to be displayed, these are presented in addi-
tional UI panels that appear in front of the user at head height.
The design approach for customisation of rendering and interaction modes that was
taken was to enable users to create layers from within the virtual environment, which
consist of a selection of atoms, visualisation options, and interaction options. This design
will be familiar to many users, as it is similar to the ‘representations’ in VMD used to
define visualisation layers[193], or layers in image editing programs for overlaying and
manipulating regions of an image. The purpose is similar; the full molecular system
is visually decomposed into a set of overlapping layers to compartmentalise regions of
interest. This design gives a wide range of customizability to the user, in which they can
create specific visualisations to match their application.
To create layers, a user must select a range of atoms. A virtual reality environment
provides a unique implementation opportunity for interactive selection of atoms: a user
can literally reach into space and touch the atoms in order to select them, as shown
in Figure 4.7b5. They can be selected individually, by group information (such as pro-
tein residues), or entire molecules or protein chains can be selected. Upon placing the
controller near a particular atom, the atom, group or chain are highlighted to indicate
that they can be selected, and detailed atom information such as index, residue number,
residue name and atom name is displayed. Since many users coming from traditional
keyboard and mouse programs typically have some predefined notion of areas of the
system that are of interest, it is also possible to select residues in a protein by residue
ID lookup.
Upon creation of a layer, a user can choose from many representations and colour
5Video available at https://vimeo.com/306778010.
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(a) (b)
(c)
Figure 4.7: User interface elements for selection and visualisation customisation in
the virtual reality application. A) The controller menu, presenting options for select-
ing atoms. The molecular system (a small knotted protein) is shown on the right, with
the user’s current selection highlighted with translucent spheres. B) The user is select-
ing residues in the protein by touching them with the controller. The current selection
is highlighted with translucent spheres, and the residue the user is potentially adding
to the selection is displayed with white rings. Information about the atom currently
being pointed at is shown in a panel positioned near the atoms. C) The user customis-
ing the visualisation and interaction settings for the layer highlighted with translucent
spheres.
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schemes to apply to selection as appropriate, as shown in Figure 4.7c. For interactive
simulation, the interactive options that can be applied to a selection are single atom
interaction, group interaction, particle restraints, or no interaction. With single atom
interaction selection, atoms within a layer respond to interactive forces individually. In
group interaction, the entire layer is moved based upon the centre of mass of the atoms
in the layer as described above. If particle restraints are applied, each atom in the layer
is restrained in its current location with a harmonic potential.
Users’ customisations for a particular simulation are stored in a JSON format, which
can be transmitted to other users to synchronise visualisation settings. The generality
of the layers allows for application specific settings to be created by users in a pro-
grammable fashion. For example, users can generate a visualisation scheme from the
results of a Waterswap calculation that represents the score of each residue by an appro-
priate colour[199], or write scripts to port visualisation settings from existing molecular
visualisation tools.
These user interfaces enable experts in molecular simulation to perform complex se-
lections for customisation of both visualisation and interaction settings. However, they
are merely the first design iteration. In future work, the interfaces will need to be tested
under controlled user studies to enable informed iterations that can leverage the unique
affordances of virtual reality[200].
Implementation of a Local and Remote Multi-User Virtual Reality Experience
As noted above, the client/server model is inherently multi-user, and so the iMD-VR
framework was designed with collaboration in mind. Users can connect to the same
simulation from any device, including tablets, desktop computers and of course, other
virtual reality setups. In this case, the position of each user’s headset and controllers
in the simulation’s frame of reference is shared via the server with all other users and
rendered as simple avatars, resulting in a shared virtual environment in which a molec-
ular simulation can be investigated. Each user can interact with the molecular system
independently, and so can coordinate efforts to manipulate the system. This style of
multi-user environment is familiar to the video game community in which users have
shared a virtual environment through avatars for decades[201].
However, it is also possible to use the dedicated shared space of virtual reality to cre-
ate an experience, unique to virtual reality, in which users are co-present in the physical
and virtual space. By noting that the HTC Vive lighthouses, the infra-red emitters used
to provide optical tracking, provide fixed reference points within the space, it is possible
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to align the view of all users within the space to create a shared collaborative experi-
ence. Let the first lighthouse be labelled A, and the second B. The order is not impor-
tant but must be consistent across all devices (in the current implementation, the serial
numbers of the lighthouses are used to provide this consistency). Let~rA and~rB be the
tracked positions of the lighthouses in the virtual space. The position of the simulation
is set to the midpoint between~rA and~rB and rotated by θ, the angle between the boxes







to align the simulation to be perpendicular to the lighthouses.
This computation is performed on each VR client within the same virtual space,
resulting in the simulation being located physically in the same location for all users.
Additionally, the reference frame of the simulation is consistent for all users, meaning
that the physical and virtual location of each user and their avatar can be shared be-
tween clients and be consistent. While the implementation described here is specific to
HTC Vive, a similar approach could be used for other extended reality hardware; the
critical requirement is a fixed reference point. The result is a shared virtual experience
in which multiple users share the same view of the virtual environment and are located
physically where their avatar is. Users can gesture, guide and communicate with each
other naturally, and interact with virtual objects in a collaborative manner. For exam-
ple, Figure 4.8 shows two users coordinating to perform a ligand-binding simulation.
This development has a range of implications for the adoption of virtual reality. For re-
search and teaching, the ability to bring others into the virtual environment to inspect
a molecular simulation increases its utility as a communication tool.
4.3 Performance of Cloud-Mounted Interactive
Simulations
As described above, the client/server model for the interactive simulation framework
means that the servers can be hosted remotely on any appropriate infrastructure, be
it an academic cluster or a commercial cloud node. The requirements for interactive
molecular simulation require high performance in three distinct, asynchronous compo-
nents: the molecular simulation on the server, the communication to the client, and the
VR rendering. Each is crucial: the time to run a time step in the simulation, the lag
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Figure 4.8: Implementation of locally co-located multi-user virtual reality. A) Schematic
representation of the method used to align physical and virtual spaces. The SteamVR
lighthouses are shown as black outlined boxes. The angle between the lighthouses rela-
tive to the Cartesian coordinate system of the virtual scene in the xz plane, indicated by
θ, is used to align the simulation. The simulation space, shown as a orange rectangle,
is placed at the midpoint between the physical locations of the lighthouses and the in-
ternal right-handed coordinate system of the simulation is rotated by θ. B) Depiction of
two user avatars in which their virtual location and physical location is consistent for all
users. The enzyme H7N9 influenza neuraminidase with bound ligand oseltamivir[202]
is manipulated by all users simultaneously, with avatars consisting of outlined cuboids
and controllers displayed, positioned by the location of users’ headsets and controllers.
time in transmitting the resulting data to the client, and the resulting rendering of the
molecular simulation in the updated positions all have an impact on the experience.
The development process thus far has been focused on application delivery - an end-to-
end prototype that can explore the feasibility of remote interactive simulation in virtual
reality, rather than on achieving the highest possible performance in each component.
Nevertheless, high performance is a requirement as one scales up to larger systems. In
this section, the performance of each of the major components is evaluated.
4.3.1 Molecular Simulation
The target frame rate for a simulation time step is 30 frames per second, or equivalently,
33 ms per step. Below this frame rate, the simulation becomes less responsive to user
interactions, and in a virtual reality application this can be uncomfortable.
The compute time for an integration step depends on the complexity of the under-
lying model and the size of the atomic system. As described, the molecular simulation
capabilities of the framework are broad, ranging from classical molecular mechanics to
semi-empirical electronic structure. Previous implementations have demonstrated im-
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pressive scaling on multi-node systems, simulating up to 1.7 million atoms[159]. How-
ever, requiring uninterrupted access to large compute clusters for interactive simula-
tions is a severe limitation. With today’s GPU-accelerated molecular dynamics imple-
mentations, however, it is now possible to simulate large systems on relatively modest
hardware. Figure 4.9 shows the performance of a typical molecular dynamics simula-
tion using the Amber 2010 molecular mechanics force field in OpenMM. The system is
a cyclophilin A with increasingly large solvation boxes simulated with the TIP3P water
model. A Langevin thermostat was used with a time step of 1 fs, at a temperature of
300 K. A cutoff distance of 2 nm was used for nonbonded interactions, and any bonds
involving a hydrogen atom were fixed in length. The simulations were run on an Or-
acle VM.GPU2.1 virtual machine instance based in Frankfurt with 12 core 2.0 GHz
Intel Xeon Platinum 8167M processor, and an NVIDIA Tesla P100. Both the Narupa
integrator, calling OpenMM each step for forces, and OpenMM running the PLUMED
IMD plug-in described above are shown. The Narupa integrator was run with the mono
5.16 runtime, and the OpenMM plug-in was compiled with the GNU 5.3 C compiler
with level 3 optimisations. For comparison, results for simulations running in vanilla
OpenMM with no IMD considerations are also shown. The Narupa integrator, unsur-
prisingly, is the least performant, breaching the 30 FPS target at around 32000 atoms.
Simulations running the interactive molecular dynamics protocol in OpenMM, which
requires the copying of atomic positions from the GPU every simulation step to trans-
mit to the clients, can run simulations of up to one million atoms before reaching 30 FPS.
The IMD protocol results in a decrease in performance of a factor of approximately two
when compared to running a vanilla OpenMM simulation.
On the one hand, the results from using OpenMM with IMD enabled are encour-
aging, indicating that it should be possible to simulate large systems. However, this
implementation, which communicates with OpenMM (and other molecular dynamics
packages) via PLUMED, has limited capability to manipulate the molecular system.
For example, the velocity reinitialization procedure and the ability to reset positions
back to a previous time step are not available. While in general one seeks to avoid
reimplementation of already optimised molecular dynamics algorithms, unless more
aggressive integrations with molecular simulation packages such as OpenMM are im-
plemented, the Narupa integrator provides some crucial advantages and thus should be
optimised.
Figure 4.9 shows a breakdown of the method occupancy in the Narupa engine. This
breakdown indicates that there are many inefficiencies in the current implementation.
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The most significant component is the SETTLE constraint solver, which is currently a
very basic implementation with no parallelisation or optimisation. The OpenMM forces
calculation is the next largest component. A significant portion of this is in copying
data between Narupa managed memory and the OpenMM unmanaged memory, which
includes significant memory allocation, as indicated by the breakdown of the force field
computation in the right-hand panel of the plot. Setting the positions, reading back the
forces, and accumulating them back from OpenMM all take a significant amount of time.
This is due to the use of an automated procedure, SWIG, to create a wrapper around the
OpenMM library. This approach was taken in the interest of maintainability and ease-
of-use but has introduced significant overheads. This an implementation issue that can
be resolved, and so it should be possible to achieve scaling closer to that of OpenMM
with the PLUMED plug-in.
The other major bottleneck is in propagating the molecular positions and ensuring
the molecules are wrapped into the periodic box, following the minimum image conven-
tion. The overhead of this procedure could be reduced by introducing parallelism.
From this profiling, it is clear that there are some obvious and straightforward op-
timisations that can be made which will significantly increase the size of simulations
that can be run with the Narupa integrator. Additionally, the current implementation is
pure C#, which enables good interoperability with Unity3D and cross-platform support.
However, as a just-in-time compiled language, it can be slower than statically compiled
languages such as C/C++, and thus it may be beneficial to reimplement some of the core
routines in such languages. This would also allow for interoperability with languages
more commonly used in scientific simulation such as Python.
Despite the implementation issues, the molecular dynamics compute performance is
encouraging, as it indicates that simulations of a scale of interest to biochemists can be
simulated at speeds conducive to interactive modelling.
4.3.2 Network Communication
A crucial component when manipulating a remote simulation is the lag time. In the
context of an interactive simulation, the lag time is defined as the round trip time: the
time it takes to communicate with the server and for it to respond. This is the relevant
definition as this is the time it takes for the simulation to respond to user input and for
the user to observe the response. As the ping time increases, the lag between selecting
molecules to interact with and the force being applied to them increases, with it even-
tually becoming very difficult to control. With servers in Frankfurt, Germany; Ashburn,
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Figure 4.9: Average time to perform an integration step with increasing number of
atoms for a classical MD simulation running on an Oracle VM.GPU2.1 virtual ma-
chine instance based in Frankfurt with 12 core 2.0 GHz Intel Xeon Platinum 8167M
processor, and an NVIDIA Tesla P100. The green line indicates the performance of the
Narupa integrator, using the OpenMM CUDA force field. The blue line indicates the
performance of unaltered OpenMM, while the orange line indicates the performance of
OpenMM with interactive MD transmissions occurring every frame via PLUMED. The
grey line indicates the 30 frames per second target.
Figure 4.10: Detailed profiling of molecular dynamics in iMD-VR. The left-hand panel
shows the breakdown of time spent in various operations per integration step, while the
right hand-panel shows a detailed breakdown of the force calculation with OpenMM.
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Figure 4.11: Distribution of round-trip times from University of Bristol, U.K., to a server
running on each of the three cloud centre locations: Frankfurt, Germany, Ashburn, Vir-
ginia, U.S.A, and Phoenix, Arizona, U.S.A.
Virginia, U.S.A; and Phoenix, Arizona, U.S.A; it becomes possible to provide a quan-
titative evaluation of how increasing distance from servers over commercial network
infrastructure affects performance. Figure 4.11 shows the distribution of ping times
from the University of Bristol, U.K., to each of the three cloud centres running the sim-
ulations available in the application described in Chapter 5. The ping time was mea-
sured from within the application, and so is an accurate representation including any
software stack effects. Unsurprisingly, the average ping time increases with distance
from the server, as does the variance of ping times. The ping times to Frankfurt have
a mean of 47 ms, with a standard deviation of 8 ms, which results in a smooth user
experience. With mean lag times of over 117 ms for the servers in the USA, manipula-
tion of molecules becomes challenging. Therefore, for interactive molecular simulation,
the location of the remote servers and the quality of the infrastructure is an important
consideration.
To test the effect of increasing system size on the transmission of data, a variety
of simulations were run on the GPU node in Frankfurt described above and connected
to from Didcot, U.K, over a WiFi connection. The effect of increasing numbers of atoms
was measured from an application-centric view, by measuring the rate at which the
client was receiving frames from the server. This measures the performance of the en-
tire transport stack, including the implementation of the WebSockets protocol as well
as the data transfer over the wire. These included TIP3P water boxes of increasing size
and ideal gas simulations of increasing numbers of atoms. Additionally, a server which
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directly communicated the initial set of atom positions at a rate of 30 frames per second
and performed no integration at all was tested, to investigate the effect of the computa-
tional workload.
Strip plots of the frame receive time as a function of the number of atoms are shown
in the left-hand panel of Figure 4.12. The distributions are very narrow with long tails,
as shown in the right-hand panel which plots the percentiles of the distribution of re-
ceive rates for increasing number of atoms, showing the proportion of observations that
were received within a given time. The flat shape of each of these distributions up to
the 95th percentile indicates that the majority of frames are received at a consistent
rate, with a long tail of outliers that take longer to arrive. For small simulations of up to
12000 atoms, the receive rate is mostly at the target rate of 33 ms, as shown by the grey
horizontal line. As the simulation size increases, the average receive rate increases, as
does the variance, with more outliers in which the time between frames can be momen-
tarily on the order of hundreds of milliseconds. Beyond 12000 atoms, the average frame
rate trends upwards beyond 33 ms at which point noticeable lag becomes apparent in
the application. A simulation of 12000 atoms corresponds to the transmission of the ar-
ray of 36000 half-precision floating point numbers 30 times per second, or equivalently
a throughput of 2.16 MB/s.
The observed receive rates are encouraging, considering the distance to the server,
showing that the network layer is reliable as it delivers frames at a consistent rate. It is
likely to be possible to optimise the transport implementation, but the result that 12000
atoms can be comfortably transmitted in real-time is encouraging, as it means that
systems of a meaningful size can be hosted remotely. According to an analysis by Karlin
and Brocchieri, the median length of a representative dataset of eukaryotic proteins is
375 amino acids[203]. The mean number of atoms across all amino acids is 19.2[204],
and so an estimate for a typical number of atoms is around 7200 atoms. This back-
of-the-envelope calculation suggests there are many systems of interest to biochemists
that are accessible to the current implementation if one does not transmit the positions
of any explicit solvent. Assuming a user wishes to perform larger simulations (which
is inevitable), such an atom-centric view of data transmission is not necessarily the
most relevant. While the simulations are performed at an atomistic level, analysis and
visualisation are typically at a coarse-grained level, with a few areas of detail. Instead,
it is better to consider the limit of 12000 atoms as a guide of 12000 positions, or more
generally 72 kilobytes per simulation frame. Within this limit, one seeks to optimise the
transmission of data that is of maximal utility to the user. This idea is amplified when
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Figure 4.12: Effect of increasing simulation size on the client receive time for cloud
based-simulations. The left-hand panel shows strip plots of the receive time for a variety
of workloads with an increasing number of atoms. Ideal gas simulations are shown in
green, simulations of water are shown in orange, and sending data with no simulation
running is shown in blue. The right-hand panel shows percentile plots of the receive
time for increasing number of atoms in an ideal gas simulation.
considering the requirements for real-time rendering.
4.3.3 Real-time Molecular Trajectory Visualisation in Virtual
Reality
In a VR application, the target frame rate is 90 frames per second for each eye or 180
frames per second in total[205], which is substantially higher than traditional video
game or other desktop application refresh rates (typically 30 frames per second on video
game consoles, and up to 60 frames per second on personal computers)[206]. This high
frame rate is required to ensure user comfort, as lower frame rates are more likely to
result in discomforts such as headaches and motion sickness. In molecular visualisa-
tion, there are many different ways to represent molecules, all of which have different
performance characteristics[153]. An additional consideration for interactive molecular
simulation is the requirement for rendering to take place in real-time. Unlike other
molecular viewers, where a pre-recorded trajectory is processed and then rendered, an
interactive simulation is a stream of data that is continuously updating. Thus the atom
position streams have to be processed as they are received and then passed to the ren-
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Figure 4.13: Average time to process a visualisation frame in the virtual reality client
with increasing number of atoms. The blue line shows the performance of the virtual
reality client, while the dashed and solid grey lines indicate the 90 and 60 frames per
second performance targets respectively.
dering pipeline.
As noted above, the molecular renderers were developed by developers at Interactive
Scientific, and are not the focus of this thesis. Nevertheless, understanding their current
performance characteristics is essential for future development.
Figure 4.13 shows the measured frames rendered per second of the virtual reality
client with increasing number of atoms, using the default ball-and-stick model which,
as shown in Figure 4.15, consists of medium quality hemispheres (icosahedron with
40 vertices), mesh bonds, and outlines rendered using billboards, all rendered using
Unity3D particle systems. The simulations are the same as those used for profiling the
molecular dynamics (cyclophilin A in increasingly large solvents of explicit water). The
VR headset was placed in a fixed position during measurements. The benchmarking was
performed on an Alienware15 R3 gaming laptop with a 2.6GHz quad-core Intel Core i7-
6700HQ and an NVIDIA 1070 GTX dedicated VR graphics card, with an HTC Vive Pro
headset with a resolution of 2880 by 1600 pixels. This laptop meets the requirements
for running virtual reality hardware but is not an exceedingly high-end machine.
Up to around 4000 atoms, the virtual reality client achieves the target 90 FPS per
eye, but drops to 60 FPS at 6000 atoms and then continues to degrade beyond that.
Profiling in the Unity3D editor was undertaken for a simulation of 30000 atoms, to
determine which processes need optimisation. The processing largely takes place in two
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threads, the main CPU thread and the rendering thread. The left-hand panel of Figure
4.14 shows the contribution to the total time per frame, shown on a logarithmic scale,
for the largest CPU processes. Processing the updated positions of the bonds, spheres
and the size of outlines is a significant bottleneck, taking up to 24 ms per frame, while
the components of the rendering performed on the CPU are reasonable, at 0.93ms.
The right-hand panel shows the rendering time, on a logarithmic scale, for the avail-
able base renderers. The point and lines renderers display 2D atoms and bonds respec-
tively using sprites, the VDW renderer displays spheres (of adjustable quality), and the
bond renderer displays cylinders (of adjustable quality). As described above, the outline
renderer combines low-quality spheres and bond renders with the point and line render-
ers to display outlines. The point and line renderers are very efficient, with a rendering
time of just over 1 ms for 30000 atoms, while the mesh based renderers introduce signif-
icant overheads. The quality of the spheres has a tremendous impact on performance,
with the highest quality spheres, with 256 vertices each, taking over 200 ms to render.
Combining a lower quality sphere of 40 vertices with the points renderer to produce an
outline gives a much better performance of 26 ms per step, and the outlines effectively
obfuscate the lower quality sphere.
It is clear from the profiling that there is a lot of room for improvement in the render-
ing performance. Working with a game engine such as Unity3D provides an excellent
platform for rapid development of user interfaces and portability to many platforms,
but it can be challenging to balance this ease-of-use with performance. The profiling
suggests that the processing of atomic data on the CPU needs optimisation and that
billboard representations should be used for the display of large systems at atomic res-
olution. Processing on the CPU currently takes place on a single thread, and so an
obvious optimisation is to introduce multithreading. However, efficiently constructing a
multithreaded pool in a manner that interacts well with Unity3D and does not intro-
duce CPU pressure from too many threads is not trivial. A recent update to Unity3D
introduces a job system that will make this easier[207]. It is not currently compatible
with the particle system pipeline used to batch the atom rendering, but this is expected
to change in an upcoming update. It should then be possible to optimise the processing
of atomic data.
Alternatively, compute shaders have now become available in Unity3D, which allow
for general-purpose GPU code to be written in a manner similar to that of CUDA or
OpenCL[208]. With this, it ought to be possible to perform the atom processing on the
GPU and pass it directly to shaders for rendering. Advances in real-time ray-tracing
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Figure 4.14: Profiling of the VR application running a simulation of Cyclophilin A in an
explicit solvent, totalling 34577 atoms. The left-hand panel shows the time spent per
frame on various CPU processes, including rendering, processing bond representations,
atom positions and the position of outlines. The right-hand panel shows the time per
frame for the available renderers. The Points renderer is a billboard renderer of simple
circles, the Lines renderer is a billboard renderer of simple lines, the VDW HQ/LQ
renderers are spherical meshes with 256 and 40 vertices respectively, the Bonds HQ /
LQ renderers are prism meshes with 9 and 5 sides respectively, and Outline renderer
combines the VDW LQ renderer with the Bonds HQ renderer, and Points and Lines
renderers to provide an outline.
Figure 4.15: Example of the default outline renderer, showing a glycine molecule. Ren-
dered using the VDW LQ renderer for the sphere, the Bonds HQ renderer for the bonds,
and a Points and Lines renderer for the outlines.
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on GPUs may make it possible to produce the high-quality, high-performance render-
ing in virtual reality that is already familiar to users of other molecular visualisation
programs[209].
While there is no doubt the rendering could be improved, as the current implemen-
tation has not been heavily optimised, there is a question of the value of rendering
thousands of particles explicitly.
Given that it is possible to run simulations that are much larger than can both be
transmitted and rendered at atomistic detail, there is a lot of scope for optimisations in
the choice of what data is transmitted to the user and how it is presented. This is an area
at the cross-section between high-performance computing and user experience design,
as one seeks to intelligently identify what needs to be represented at any given time.
For example, it is common for users to choose not to render solvent in virtual reality,
and not even to transmit them to the client application. Furthermore, for biomolecular
applications, a user is typically only interested in the secondary structure of most of the
simulation, with a few crucial regions rendered in more detail. Rendering secondary
structure is typically substantially less expensive than a full atomistic representation,
as a simple mesh can be generated that only requires the position of the atoms in the
backbone of the protein. A common approach in computer graphics is to use ‘level-of-
detail’ (LOD) method in which objects are rendered at lower quality as the distance
from the camera increases[210]. This is certainly applicable to molecular rendering. In
future research, it would be desirable to optimise the dataset that is transmitted to
the client based on what the user is looking at and their current visualisation options.
The modular and extensible streams architecture of the framework will enable rapid
development of transmission protocols for specific applications.
4.4 Conclusions
In this chapter, the concept of interactive molecular dynamics as a means to sample
molecular conformations was reviewed, with the limitations of previous attempts dis-
cussed. A framework for multi-user interactive molecular simulation was described
which can be deployed on remote computer infrastructure, and novel algorithms and
design considerations for a virtual reality environment for interactive molecular dy-
namics were presented. The modular, extensible framework provides a complete set of
molecular dynamics algorithms, communication protocols, molecular visualisation and
interaction methods appropriate for manipulation of complex molecular systems. The
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scaling performance of the major components of the system was evaluated, and while
there is plenty of room for optimisations, the current implementation was found to be
sufficient for proof-of-principle applications. In order to scale up to larger systems, op-
timisations in the communication with molecular dynamics plug-ins are required, new
rendering technologies will need to be explored, and intelligent filtering of the data that
is transmitted and how it is represented to the user will need to be considered.
Interactive molecular dynamics and virtual reality provides an intuitive way to iden-
tify pathways and conformations rapidly, and the framework has been developed explic-
itly as a method for finding initial pathways and configurations that rare event algo-
rithms will be able to leverage. The following chapter utilises the interactive molecular
dynamics framework described in a user study to evaluate the utility of virtual reality
in performing various molecular tasks. In subsequent chapters, the framework is eval-
uated in a number of preliminary applications for finding pathways and conformations
in complex molecular systems.
While not the focus of this thesis, the platform has broad potential beyond the goal
of accelerating molecular simulation. It can also be used as an analysis tool for existing
molecular trajectories and structures. The multi-user design allows for collaboration
in this analysis, as well as opportunities for it to be used in the teaching of molecular
science. In recent work, it has been used in undergraduate teaching to complement
a molecular dynamics teaching lab. A cohort of students were given molecular tasks
to complete in VR, such as a rearrangement of chorismate in vacuum, and binding of
chorismate with chorismate mutase. A student survey indicated that not only did most
students find the VR component more engaging but that it also improved their perceived
educational outcomes and their interest in continuing on in the field of computational










ACCELERATION OF MOLECULAR TASKS WITH
INTERACTIVE MOLECULAR DYNAMICS
A reasonable question, given the repeated rise and fall of consumer interest in VR, is
whether VR interfaces, while undoubtedly providing a more immersive experience com-
pared to traditional devices, actually provide any measurable benefit in the undertak-
ing of tasks within the virtual environment. For some tasks dependent on 3D reasoning,
such as medical surgery, there is an existing body of evidence to support the notion of
VR being an effective tool for training surgeons to complete surgeries faster with a lower
error rate[178]. It stands to reason that manipulating 3D molecular structures may also
benefit from the use of VR, but it is crucial to evaluate this claim if it is to be used to
accelerate rare events in molecular systems.
This chapter, adapted from Ref [149], presents a user study that was undertaken
to test this claim. The study exploited the fact that the interactive molecular dynamics
framework described in the previous chapter can be easily configured to run on a vari-
ety of devices with different input schemes. These include the aforementioned virtual
reality interface using the HTC Vive, a desktop set-up using a 2D display with mouse
and keyboard for input, and an implementation for smartphones and tablets, which
are referred to as the VR, mouse and tablet set-ups respectively for the remainder of
the chapter. Three tasks for users to carry out were designed, with increasing complex-
ity intended to challenge 3D reasoning. The tasks were threading a methane molecule
through a carbon nanotube, reversing the screw-sense of a helicene molecule, and tying
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a knot in a small 17-ALA polypeptide. A total of 32 users were tasked with performing
each of these tasks on the different platforms within a specified time and surveyed for
qualitative feedback on the experience of using each platform.
My contributions to this study included the development of the software and algo-
rithms discussed in the previous chapter, the configuration and implementation of the
simulations used in the study, and development, in collaboration with developers at In-
teractive Scientific Ltd, of the specific applications developed for the study that were
made available for download1. PhD student Helen Deeks and undergraduate student
Edward Dawn performed the user study, gathered user feedback and performed inter-
views, and Helen Deeks performed the analysis of the resulting data.
5.1 Methods
5.1.1 Outline of User Tasks
The following molecular tasks were designed for users to carry out, and are illustrated
in Figure 5.1.
• Buckminsterfullerene task: A simulation of two buckminsterfullerene molecules
was run in the iMD-VR framework. Participants were instructed to spend as long
as they liked familiarising themselves with the control schemes, e.g. moving the
molecules and reorienting themselves and the simulation.
• Nanotube/methane task: A simulation of a short open-ended carbon nanotube and
a methane molecule was run in the iMD-VR framework. Participants were in-
structed to use the interactive potentials to guide the methane through one end
of the nanotube and out the other. The task had a time limit of 180 seconds, and
was considered completed when the participant successfully pulled the methane
out of the nanotube from the opposite side to which it entered.
• Helicene task: A simulation of a single 12-helicene molecule was run in the iMD-
VR framework. Participants were instructed to use the interactive potentials to
reverse the screw-sense of the molecule. The task had a time limit of 210 seconds.
• Protein knot tying task: A simulation of a 17-alanine peptide was run in the iMD-




Figure 5.1: Interactive molecular simulation tasks used as application tests: (A) thread-
ing a methane molecular through a nanotube; (B) changing the screw-sense of a helicene
molecule and (C) tying a knot in a polypeptide. Colours selected in this figure are chosen
for the sake of clarity in representing 3D objects on 2D media.
knot. Due to the complexity of the task, participants were shown a video of the
task being completed prior to participating. The task had a time limit of 180 sec-
onds.
These tasks were designed to require a range of 3D reasoning and to be small, acces-
sible analogues to important applications across nanomaterials and molecular biology
in which IMD may prove useful. For example, transport of materials through nanotubes
is an active area of research[211] and is similar in spirit to the transport of molecules
through pores and channels in cell membranes. While small peptides are not thought
to tie themselves into knots spontaneously, a significant number of proteins are now
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known to exhibit knots in their native structure[212]. Indeed, to the author’s knowledge,
a trefoil knot in a small peptide has never been demonstrated previously, providing an
indication of the possibilities of interactive molecular dynamics in the exploration of
conformational space. The stability of such conformations is an area of future study.
5.1.2 Simulation Methods
The simulations used for performing the tasks were developed for use with the interac-
tive molecular dynamics framework described above. A specific client application was
developed for each platform. The VR application was a simplified version to that de-
scribed in Chapter 4.2, with all advanced features and customisations unavailable to
the user. The user could rotate, resize and move the simulation using hardware buttons
and gestures on the VR controllers, and could interact with the simulation by reach-
ing into the simulation and pulling the trigger, as described above. In the desktop and
tablet versions of the application, the user cannot simply walk around the molecule to
adjust their viewpoint. Instead, the simulation was displayed in the centre of the field
of view of the application, and, in a strategy used in other molecular visualisation ap-
plications[193], the user could rotate the camera around the centre of the simulation
and zoom in and out. On the desktop version, this was achieved by clicking and drag-
ging to orbit the camera, and scrolling of the mouse-wheel to zoom in and out. On the
tablet version, a single finger press and dragging motion orbited the camera, while a
two-finger ‘pinch and zoom’ motion was used to zoom in and out.
A different method of interaction with the simulation on the tablet and desktop
versions of the app was required, as the user cannot specify precisely where in the 3D
space they wish to apply the interactive potential. Instead, upon clicking the mouse or
tapping the screen, a ray was cast into the simulation from the point on the screen at
which the user clicked. The first atom to intersect with this ray was then selected as the
atom to be interacted with, and the interactive potential field was placed at this point.
While holding the mouse button down or sustaining a finger on the screen, the user
could then guide the atom by moving the potential. While interacting with an atom,
the potential was moved in the 2D plane that intersected the atom and was parallel to
the camera orientation, as shown in Figure 5.2. On all platforms and all tasks, a value
of 2000 kJ/(mol*a.m.u.) was used for the scaling constant c, balancing responsiveness
with dynamic stability, the Gaussian potential was used, and only single atoms could be
interacted with. To indicate which atoms had been selected, all other atoms darken in
colour except for the atom selected (see Figure 5.2). This was found to be a particularly
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effective form of visual feedback on the tablet version of the app, where the user is often
trying to manipulate an atom that is hidden under their finger, and so by darkening all
other atoms, it was clear that the correct atom had been selected.
The implementation of the molecular simulation for each task leveraged the mod-
ular implementation of the IMD framework, using different forcefields as appropriate.
For the buckminsterfullerene, carbon nanotube and helicene tasks the MM3 forcefield
was used, while for the knot tying task the GPU-accelerated Amber99SB-ILDN force-
field provided within the OpenMM molecular dynamics package was used. The forces
were integrated with a Velocity Verlet integrator, and a Berendsen thermostat was used
to maintain a target temperature of 200K for all tasks. This low temperature was used
to ensure stability and to make it easier for users to manipulate. For the nanotube and
helicene tasks, a time step of 1 fs was used, while the protein knot task used a time step
of 2 fs, and hydrogen bonds were held at a fixed length with holonomic constraints.
The simulations used in the user studies were hosted on separate machines within
a local area network. The simulations were hosted on local machines because at the
time the study was undertaken the cloud-mounted simulation architecture was not yet
available. One machine was used for each task, in order to avoid circumstances where
latency could arise from an excessive computational load on the machine. The three
machines that were used as simulation servers during the user studies included the
following: (1) a mid-range gaming desktop with a 3.5GHz quad-core Intel i5-6600K pro-
cessor and a Nvidia GTX 970 graphics card; (2) a high-end Alienware13 R3 gaming
laptop with a 2.6GHz quad-core Intel Core i7-6700HQ processor and an Nvidia 1060
dedicated VR graphics card; and (3) a high-end Alienware15 R3 gaming laptop with a
2.6GHz quad-core Intel Core i7-6700HQ and an Nvidia 1070 GTX dedicated VR graph-
ics card. The mouse tests described in the first user study (run at the lab in the Bristol
chemistry department) were carried out using machine (1) along with an external USB
mouse and a 21” external monitor. The mouse tests described below in the third user
study (run at the CCP-Biosim 2017 conference) were carried out using the screen on
the Alienware15 along with an external USB mouse. During all user studies, the sim-
ulations integrated the simulations at a rate of 30 steps per second on all platforms.
This ensured that the latency across all test platforms gave an equally fluid user expe-
rience. For the touchscreen version of the tasks, we used a Samsung Galaxy S3 tablet,
connected to the simulation over an 802.11ac Dual Band Gigabit Wi-Fi connection.
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Figure 5.2: Screenshot of the interactive potential interface on the tablet and desktop
versions of the IMD application. The light-coloured atom on the buckminsterfullerene
molecule is the selected atom, and the translucent grey circle is the position of the inter-
active potential. The plane of interaction between the selected atom and the interactive
potential, not usually displayed in the application, is shown here in translucent grey to
illustrate the degrees of freedom available to the user.
5.1.3 User Study Design
The experiment took place in the form of three separate user studies which broadly
share the same methodology but with a different focus and are outlined below.
In the first user study, a total of 32 participants were tasked with the carbon nan-
otube and helicene tasks described above. To mitigate any learning or fatigue effect,
participants started the study on one of the three platforms (mouse, tablet and VR) at
random, and then rotated through the remaining platforms such that all participants
undertook the tasks on all three platforms. Participants were recruited from staff and
students at the University of Bristol by email, enticed by a £10 Amazon gift voucher for
their time.
Before beginning the timed tasks on any platform, participants were introduced
to the buckminsterfullerene simulation to familiarise themselves with the particular
experience of molecular interaction on the platform. Once a sufficient familiarity had
been gained, the participant then moved onto the nanotube/methane task, in which they
were timed. The study facilitators moved the participant onto the next task, the helicene
task, immediately after they had completed task or after the allotted time expired if the
participant was unable to complete the task. This process was repeated for each task
on each platform until all participants had attempted all tasks on all platforms. Upon
finishing all the platforms, participants were then given a short questionnaire to fill out
to provide some insight into the participant demographics, their familiarity with each
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platform, and feedback on the experience. The participant’s self-reported familiarity
with VR and tablet touchscreen interfaces were recorded on a Likert scale, where 1
represents no experience, and 5 represents a great deal of experience. Given the age
and education level of the participants, familiarity with mouse and keyboard interfaces
was assumed to be high. To probe into what features of the VR interface, in particular,
were deemed important or useful for achieving tasks, participants were asked to rate
on a Likert scale from 1 to 5 the importance of some previously identified aspects of
the interface. These included the importance of depth perception, the importance of
being able to physically move around the simulation, and the importance of being able
to interact with two atoms simultaneously, where one indicates not important at all
and five indicates very important. Finally, general comments on the experience were
gathered by asking the participants to note any benefits or difficulties in using each
platform.
A second study was performed in which 12 participants were tasked with performing
the knot-tying task on each platform, with an emphasis on gaining qualitative feedback
from participants on using the different platforms by interviewing them after attempt-
ing all three tasks. Feedback gathered included ascertaining which platform (if any)
was preferred, and why, as well as general feedback on the user experience. Again, the
participants were randomly assigned to an initial platform and used the buckminster-
fullerene simulation as a tutorial.
A third study was undertaken in which the methodology of the second study was
repeated with 32 participants undertaking the knot-tying task on each platform. In
this study, there was no follow-up interview as the goal was to gather more data on task
accomplishment rates in the knot tying task. Participants were recruited during the 5th
annual UK CCPBioSim conference, held at the University of Southampton.
5.2 Results and Discussion
5.2.1 Task Accomplishment
Table 5.1 and Figure 5.3 shows the accomplishment rate and times of the participants
for each task on each platform. The accomplishment rate provides insight into what
proportion of the cohort completed each task on each platform, while the accomplish-
ment time indicates if the task could be completed faster on any particular platform.
The error bars shown in the accomplishment rate plot were calculated using Poisson
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statistics2. The error bars indicate that rates are statistically distinguishable if the er-
ror bars do not overlap, and so provide a reasonable way of determining if a platform
provided any benefit.
Participants performed reasonably well on tasks when using the VR platform, with
97% able to accomplish the nanotube task, 47% able to change the helicene screw sense
and 72% able to achieve the knot-tying task. This indicates that the tasks varied in
difficulty, as intended, and were challenging enough to require competence with the
interface. The mouse and tablet interfaces are comparable, indicating that users did
not find either to give any particular advantage.
For the nanotube and knot tying tasks, the virtual reality interface provides a clear,
statistically significant benefit. The average accomplishment rate of the nanotube task
on the VR platform was nearly twice that of the mouse platform, and for the knot tying
task the rate was an order of magnitude greater. Threading the methane through the
nanotube requires precise control in 3D space, as both the nanotube and methane are
freely rotating and moving. On the VR platform, one can use one controller to position
the nanotube, and the depth perception provided by the HMD to accurately position
the methane to thread it through. Similarly, the knot task requires a complex sequence
of positioning, reorientation and motions in multiple directions in 3D space, which is
extremely challenging on the 2D interfaces3.
The helicene task stands out in that there is no significant difference in accom-
plishment rates between the platforms. Upon considering the manipulations required
to achieve the task, it becomes clear that this result is reasonable. The ‘trick’ to this
task is to realise that it can be achieved by selecting an end of the molecule and rotat-
ing it counter-clockwise in the plane orthogonal to the lengthwise axis of the helicene
molecule. This reverses the helicity of the end grabbed, which with continued applica-
tion propagates down the rest of the molecule. It is effectively a 2D motion that can be
achieved with ease on all platforms if one discovers it.
Additionally, for the nanotube task, assuming a participant completed a task on a
given platform, they were more likely to complete the task more quickly with the VR
platform than the other platforms. A Welch’s t-test[213] was performed with the python
package Scipy[214] between each pair of platforms for each task, testing the hypothesis
that the mean completion time was lower on a given task with one platform compared
2Error is calculated as ±0.5+pn+0.25, where n is the number of observations.
3The author, despite high familiarity with all platforms, has never managed to achieve this task on
the touchscreen platform.
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Mean (s) Rate Mean (s) Rate Mean(s) Rate
Mouse 110 ± 44 16 124 ± 56 14 120 ± 30 2
Touchscreen 106 ± 59 13 107 ± 54 14 n/a 0
VR 64 ± 42 31 107 ± 62 15 86 ± 48 23
Table 5.1: The task accomplishment rates and mean completion times by participants
in the study. The average completion time is given to the nearest second, and the rate




t p t p t p
Mouse -3.320 0.002 -0.746 0.462 -1.06 0.45
Touchscreen -2.254 0.038 0.003 0.998 n/a n/a
Table 5.2: Table showing the results of Welch’s test for the hypotheses that participants
using the VR platform have faster completion times than the mouse and touchscreen
platforms. For each platform, mouse and keyboard, the t-value and corresponding p-
value for each task is shown.
to the other. The Welch’s t-test computes the statistic t, which indicates how different
the two sample means are, via:








where x̄a, s2a, Na, x̄b, s
2
b and Nb are the sample mean, sample variance and sample size
for samples a and b respectively. The t-value for a particular t-distribution can then
be used to compute the p-value, which gives the probability that the difference in the
observed sample means is due to chance.
For the nanotube task, the VR platform completion times give a p-value of less than
0.05 against the other platforms, as shown in Table 5.2. For the other platforms and
tasks, the differences between the means are not statistically significant, indicating
that VR did not give a statistically significant advantage in completion time.
5.2.2 Qualitative Feedback
As well as gathering quantitative data to evaluate the VR framework, the studies in-
cluded qualitative feedback components to gather some insights as to how the user
105





























Figure 5.3: The task accomplishment rates and completion times by users in the study.
The top panel shows user accomplishment rates for the tasks outlined in Figure 5.1,
with error bars produced with Poisson error estimation. The bottom panel shows the
corresponding distribution of task accomplishment times, along with box-and-whisker
plots. The box ranges from the lower to upper quartile values of the observed completion
times, with a solid line at the median. The mean is shown with a dashed line. The
whiskers illustrate the full range of the data. The distribution of the data set is overlaid
with a swarm plot, where points are adjusted on the horizontal axis so as to not overlap.
experience varied between platforms. In the first user study, a questionnaire was used,
while in the second user study, in which participants undertook the knot tying task,
participants were interviewed after finishing the tasks. The participant’s self-reported
familiarity with each platform was recorded on a Likert scale, where 1 represents no
experience, and 5 represents a great deal of experience and is shown in Figure 5.4. Gen-
erally, prior experience of VR was found to be low, while familiarity with tablet touch-
screen interfaces was found to be reasonably high, which is consistent with the market
availability of the platforms. Despite such familiarity with the tablet and mouse plat-
forms, participants overwhelmingly preferred the VR interface to the other interfaces
(41 out of 44 participants). What was it about the VR interface that made the tasks
easier?
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Figure 5.4: Likert scale responses indicating participants self-reported familiarity with
the VR and tablet platforms.The scale ranges from 1 to 5, with 1 indicating no familiar-
ity and 5 indicated very high familiarity. High familiarity with the mouse and keyboard
platform was assumed.
The Likert scale responses on the features of the VR interface are shown in Figure
5.5. The general trend was that all three features, depth perception, physical movement
and the ability to interact with two atoms simultaneously were all useful in some way,
but participants seem to agree that depth perception was the most important feature.
In feedback, participants explicitly commented on the difficulties posed by the mouse
and tablet interfaces in not being able to rotate the view and grab atoms at the same
time and observed that it was difficult to determine where in 3D space the plane of
interaction (see Figure 5.2) was moving atoms. This was particularly problematic for
the knot-tying task, which requires creating a loop through which to thread an end of
the peptide. Because the molecular dynamics was continually running, if a participant
had to stop interacting with an atom to rotate the camera it often meant that some
progress towards tying the knot was lost. In contrast, in VR it was easier to choose
atoms to interact with and guide them more precisely, while simultaneously adjusting
perspective. Additionally, different parts of the molecule could be held simultaneously
with the two controllers, providing avenues for anchoring a section while pulling an end
through to thread the loop.
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Figure 5.5: The Likert scale responses indicating participants opinions on the impor-
tance of various aspects of the VR interface. The scale ranges from 1 to 5, with 1 in-
dicating the feature is of no importance and five indicating that the feature is very
important.
5.3 Conclusions
The user study on task accomplishment provided an initial benchmark and evaluation
of the effectiveness of virtual reality for the manipulation of molecular conformations.
The virtual reality interface was found to be the most effective platform for completing
the tasks, with the efficiency gains increasing with the amount of 3D manipulation re-
quired in the task. For the most complex task, tying a knot in a small peptide, users were
an order of magnitude more likely to be able to complete the task with the virtual real-
ity platform compared to other platforms. Additionally, despite generally low familiarity
with VR interfaces, users overwhelmingly preferred interacting with the molecular sys-
tem using the VR interface. The study provides evidence that the IMD framework using
VR enables efficient exploration of molecular configurations, supporting the notion that
it could be a useful method for generating pathways and conformational hypotheses.
With the resources available, it was only possible to compare the VR platform to
mouse and touchscreen interfaces, and user feedback indicated a variety of features
of the VR interface that made it excel. There are other 3D interfaces that one could
compare against which could isolate the importance of these features. In the context
of interactive molecular dynamics, an obvious example is the haptic devices used in
previous IMD implementations[153]. Such devices are prohibitively expensive and so
were not available for this task (a key advantage of commodity virtual reality hard-
ware). However, unlike the mouse/touchscreen interfaces, this interface does allow for
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3D control but is not co-located, and so would provide an insightful indication as to how
much co-located input devices within the virtual reality environment contribute to task
accomplishment.
The lower-cost virtual reality platforms such as the Google Cardboard or Gear VR
do not provide six degree-of-freedom tracking, and controllers are not tracked in the
virtual environment. Repeating the study with one of these devices would isolate the
effect of depth perception, enabling one to test how important this feature is. Addition-
ally, these low-cost virtual reality platforms are the most widespread, so determining
whether these interfaces are sufficient for manipulation of molecular systems would be
beneficial. Similarly, mixed reality platforms such as the Hololens, which rely on ges-
ture controls to interact with virtual objects, would also be an interesting comparison
point.
Based on user feedback and extensive personal experience with all these platforms,
it is the opinion of the author that these other platforms (in their current forms), would
not be as effective the VR platform. It is the combination of all the features of VR - the
depth perception provided by the HMD, the co-located controllers and high-precision
tracking allowing freedom of movement - that give VR the advantage. With all these
features combined, the feeling of immersion transcends into the experience of pres-
ence[181], in which one feels as if they are embodied within the virtual environment.
The sense of proprioception enables the controllers to become an extension of oneself,
and thus the simulated model becomes tangible, with the user able to, for example, hold
one section of a molecular system in place while looking at another. Combined with
accurate depth perception, it becomes much easier to perform precise manipulations.
A criticism of the study is that it does not address the accessibility of the other plat-
forms compared to VR. While VR may provide useful benefits in completing a task, are
they enough to outweigh the ubiquity of mouse and keyboard? The commoditization of
VR technology means that the barrier to access of this equipment is continuously de-
creasing as the technology gets cheaper and more widespread. However, like any tech-
nology, a combination of market forces and ’killer’ applications must be demonstrated
in order for it to be adopted. In the author’s opinion, the complexity of some of the tasks
that molecular scientists have to achieve is sufficient for there to be a case for the adop-
tion of VR in computational chemistry labs.
The tasks designed for the user study, as well as being interesting toy systems anal-
ogous to true applications, provided a basis on which to evaluate the framework from
end-to-end in both user experience, task accomplishment and technical stability. With
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a complex software and hardware stack from GPU-accelerated simulations running on
commercial cloud through to virtual reality user interfaces available to the public for
free, the technical accomplishment achieved through collaboration across a range of
fields is notable in its own right. Follow up user studies investigating the accomplish-
ment of tasks of real use to computational chemistry workflows, such as interactive
drug-binding to enzymes, are currently being undertaken.
While the study evaluated the accomplishment of tasks, it did not evaluate the util-
ity of the pathways found by users, and no quantitative data such as collective variables
or free energies were extracted. In the following chapters, methods for evaluating tra-
jectories generating VR, and extracting pathways, collective variables and seeds from











GENERATION OF DYNAMICAL PATHWAYS ON ALANINE
DIPEPTIDE
In the previous chapter, various reconfigurations of molecular systems were presented
as tasks for users to achieve. The reconfigurations, transitions, or reactions between
states in a molecular system are often considered in terms of dynamical pathways.
These pathways are used as both a conceptual description of a dynamical process, a
convenient dimensionality reduction, and as tools in analysis and sampling of these
processes. In the study of chemical transformations, when one is interested in deter-
mining the transition state of the process, it is common to optimise some initial path
with path optimisation methods. There are many such methods, including the nudged
elastic band (NEB), the string method, the growing string method, and others[169, 215,
216]. Additionally, such paths may be used as a basis for additional sampling, as in
transition path sampling, transition interface sampling, or metadynamics with path
collective variables[95, 129].
To use these methods, however, one needs an initial path. For small systems, given
some definition of start and end points, interpolation methods are often used to provide
these pathways[171]. However, this approach means the path may traverse through un-
physical regions of phase space. For example, clashes between atoms that pass through
each other may occur. Such pathways are then difficult to optimise, getting trapped in
unrealistic configurations, and can require complex optimisation methods to resolve,
such as the quasi-continuous interpolation scheme described by Wales et al[171]. As
111
CHAPTER 6. GENERATION OF DYNAMICAL PATHWAYS ON ALANINE DIPEPTIDE
the size of the system increases, the curse of dimensionality rears its head, with op-
timisation methods becoming increasingly unlikely to converge to optimal pathways.
Additionally, these methods presuppose that one has a reasonable start and end state,
which may not always be the case.
Another approach is to generate pathways from molecular dynamics simulations.
The challenge then becomes overcoming the rare event problem in order to sample the
event of interest. High temperature or high pressure simulations, or simulations biased
to propagate along some collective variable hypothesis may provide these initial path-
ways[129, 217]. Essentially, one seeks to find a reasonable initial path by any means
possible, and optimise it in post-processing.
The interactive molecular dynamics framework described in the previous chapters
could be a useful tool in the arsenal for finding these paths. In this chapter, the iMD-VR
framework is applied to the task of finding an initial pathway in the isomerisation of
alanine dipeptide. This pathway is evaluated, then optimised with the nudged elastic
band method and used as a basis for additional sampling with metadynamics. The pur-
pose of this study is to evaluate the interactive molecular dynamics workflow and how
it interacts with existing path methods. The full set of input files, analysis scripts and
data for this chapter are available in Ref [218].
6.1 Pathways Generated in Virtual Reality
The isomerisation of alanine dipeptide is a staple benchmark used to test path sam-
pling, rare event and CV analysis methods[129, 134, 219–225]. In vacuum, the states
C7eq and C7ax are prominent, as shown in Figure 6.1a, and transitions between these
states can be characterised with paths using the dihedral angles φ and ψ as collective
variables[221, 224], as shown in the free energy surface in Figure 6.1b. This free en-
ergy surface was computed from a single one nanosecond metadynamics trajectory at
300K using OpenMM using the AMBER99SB force field under Langevin dynamics with
a time step of two femtoseconds. The trajectory was biased with metadynamics along
both the φ and ψ angles. Standard metadynamics was used, with Gaussians of a height
of 1.2 kJ/mol and standard deviation of 0.35 radians for both φ and ψ deposited every
500 molecular dynamics steps. The resulting free energy surface, with a barrier of 8
kcal/mol between the C7eq and C7ax states, is in good agreement with previous calcula-
tions[129, 225], sufficient for the following discussion.
The system was simulated in iMD-VR analogously to the metadynamics calculation,
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Figure 6.1: Isomerisation of alanine dipeptide: (A) Shows the C7eq state, (B) shows the
C7ax state, and (C) shows a free energy surface as a function of the dihedral angles φ
and ψ calculated using metadynamics. Isolines are drawn every 5 kJ/mol.
using the OpenMM plug-in and AMBER99SB force field, with a Velocity Verlet integra-
tor and Berendsen Thermostat set to 300K. A time step of 0.5 fs was used to provide
greater control as it is a relatively fast transition. The Gaussian interactive potential
was used, with the scaling parameter c set to 1000 kJ/(mol*a.m.u.). A restraining po-
tential, as described in Chapter 4.2, was applied to the central carbon atom so the user
could focus on the rotation. The system was then manipulated through the application
of the bias potentials, attempting to transition smoothly from state C7eq to C7ax. The
first attempt with these settings resulted in a successful transition carried out over a
300 fs period.
With a pathway generated from an interactive session, the next step is to process
it into a simple path. A challenge here for a general molecular system is to find ap-
propriate representations that allow for the identification of the key configurations in
the pathway. One of the goals for the IMD pipeline is for it to be as generic and ideally
black-box as possible, as discussed in Chapter 4.2 (see Figure 4.1). A simple general
metric that can be applied to many systems is the root mean square deviation (RMSD),
which is shown for the IMD trajectory in Figure 6.2. The RMSD was computed with
MDTraj[49], using the initial condition as the reference frame. The RMSD (or MSD)
is often used as a way of measuring the distance between configurations in pathways,
and in what follows, is even used to bias the system along the pathway. However, for
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(a) (b)
Figure 6.2: The raw molecular dynamics trajectory generated with interactive molecular
dynamics. A) RMSD of each frame with respect to the first frame. B) The trajectory
projected onto the dihedral angles φ and ψ.
a system with many degrees of freedom it can be a misleading metric in constructing
a pathway. Indeed, even in the small system of alanine dipeptide, other pathways such
as a complete rotation about the ψ angle would confuse this metric. For the benchmark
system of alanine dipeptide, however, we can leverage the knowledge of two key collec-
tive variables φ and ψ to characterise the pathway. The dynamical pathway generated
during this interactive session is shown in Figure 6.2b, represented in terms of the di-
hedral angles φ and ψ, with the free energy surface computed from the metadynamics
displayed for reference. There are a few observations to be made about this path. Firstly
it follows the minimum energy pathway reasonably well, which makes it a good candi-
date for use as a path to accelerate dynamics. However, as the path is generated from
molecular dynamics, the path is full of vibrations, turns and loops as random (and user-
guided) interactions push the dynamics around. A smoother, simplified path is desired
to serve as a base for optimisation. In this case, it was a trivial exercise to select some
representative frames along the trajectory by hand. 21 points along the trajectory were
used to form the initial pathway, and are shown in Figure 6.3.
114
6.2. NUDGED ELASTIC BAND OPTIMISATIONS
Figure 6.3: The alanine dipeptide isomerisation trajectory generated interactively using
iMD-VR.
6.2 Nudged Elastic Band Optimisations
With a candidate path in hand, one typically seeks to locally optimise the pathway to
provide more accurate details of the energetics along the path, or for use in follow-up
sampling. The candidate path produced for the alanine dipeptide system was optimised
using the nudged elastic band algorithm[170], with the Atomic Simulation Environ-
ment (ASE) python package[226]. Given an initial starting path consisting of a set of
configurations, or ‘beads’, the method optimises a path on the potential energy surface
by relaxing the beads, with a local optimisation algorithm, based on the forces from
the potential energy surface, with spring forces between the beads used to preserve the
overall integrity of the path. The details of the method can found in Refs [169, 170]. An
OpenMM plug-in to ASE was developed to enable the same forcefield as that used in the
previous sections to provide energy calculations and gradients1. The improved tangent
NEB method provided by ASE was used, with a force constant value, k, of 0.5 eV/Å,
with rotations and translations in the molecule removed. A BFGS optimiser, which be-
longs to the quasi-Newton family of optimisation methods[226], in which approximate
calculations of the Hessian matrix (the matrix of second order derivatives) are used to
perform local optimisation, was used. The improved tangent NEB method, as its name
suggests, provides an improvement to the definition of the tangent between each bead,
1Code available at bitbucket.org/mikeoconnor0308/openmm-ase-calculator.
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which is used to define the orthogonal direction along which forces from the underlying
potential energy surface are applied. A convergence criterion of a maximum force of 0.04
eV/Å between any pairs of beads was used. Before performing the NEB, the start and
end points were minimised using a BFGS local optimisation, as they are fixed during
the NEB calculation. The relaxed path after NEB is shown in Figure 6.4a, and took 277
steps to converge. The optimised pathway now smoothly transitions between the energy
wells and follows the minimum energy pathway. While a full transition state search was
not performed, the barrier height of approximately 8 kcal/mol is consistent with previ-
ous results[225]. There is, however, some slipping of an additional bead at the start and
end point into the wells.
To provide a comparison of the interactive pathway to the off-the-shelf methods
available in ASE, the same NEB calculation was performed using both a simple inter-
polation between the start and end points as an initial guess. The interpolation method
failed to converge for any values of a range of values k, the force constant, between 0.1
and 50, with nonsensical paths emerging. It was necessary to change the optimizer to
the FIRE variant, which is an optimizer drawing inspiration from molecular dynam-
ics[216], after which the interpolation method did converge after 298 steps at a force
constant value of 0.5 eV/Å. However, the resulting path does not follow the minimum
energy pathway, as shown in Figures 6.4b and c.
6.3 The Path Collective Variable
The optimised path produced by the nudged elastic band method on the potential energy
surface characterises the reaction pathway but provides only enthalpic information. If
we wish to sample entropic effects, additional sampling is required. It would be useful
to have a measure of where on the path a configuration is, as well as how much it has
diverged from the path. We may also want to accelerate dynamics along the path to
converge a free energy surface. A method for achieving this proposed by Branduardi et





where R represents a given configuration, Ri is a sequence of N configurations that
represents the path, and |R−Ri| is some metric of difference between configurations.
When a configuration is close to the configuration Ri on the path, the value |R−Ri|
will be close to zero, and the other terms will vanish if λ is sufficiently large, so S(R)
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Figure 6.4: The paths optimised with the nudged elastic band method. A) The IMD path
after optimisation plotted as a function of dihedral angles of alanine dipeptide, B) the
path produced by linear interpolation, using the FIRE optimiser, after optimisation. C)
Comparison of the potential energy along the pathway found with IMD compared to the
pathway found with linear interpolation.
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Figure 6.5: Schematic of the path collective variable between two states A and B.
will tend to the value i. The parameter λ provides smoothing between each configura-
tion. For the interpretation of S(R) to smooth, continuous and meaningful between the
values of 0 and N, the following requirements must be met. The distances between adja-
cent configurations on the path, |Ri+1−Ri|, must be as close to equal as possible, so each
integer value of the path represents a similar distance in configuration space. Addition-
ally, λ must be set so that values of S(R) smoothly transition between the integer values
along the path. If it is set too low, S(R) will not distinguish between configurations. If
it is set too high, S(R) will not smoothly transition between configurations, and instead
jump to near-integer values. The suggested rule of thumb is to set λ to be proportional
to the inverse of the mean square displacement between successive frames[227].
The value S(R) indicates how far along the path we are, but it tells us nothing of
how far from the path we are (see Figure 6.5). An approximate measure of the distance










The values Z(R)= z form a tube around the path with radius z. This metric enables
one to discover alternative pathways to that defined by the original path. Typically the
RMSD or MSD distance is used as a distance metric |R−Ri|, but other measures such
as the difference of appropriate collective variables could be used.
With such a definition, the path collective variable is smooth and differentiable,
and so can be used as a collective variable for a biased simulation with an enhanced
sampling method such as umbrella sampling, metadynamics or BXD.
The optimised path produced by the nudged elastic band method was configured for
use with the path collective variable using the tools provided by the PLUMED package,
which, given an initial path, adjust the positions of the nodes along the path such that
they are equidistant from one another. The two beads from the optimised path that had
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(a) (b)
Figure 6.6: The processed path for use with the path collective variable. A) Projection of
the path onto the dihedral angles φ and ψ of alanine dipeptide. B) The RMSD matrix be-
tween all pairs of configurations on the path, coloured from blue to yellow by increasing
RMSD.
fallen into the wells were removed for convenience. The resulting path is shown in Fig-
ure 6.6a. A useful visualisation to verify that the path is sufficiently smooth for use with
the path collective variable is the matrix of pairwise RMSD calculations between con-
figurations on the path. The flatter the shape of this surface, especially on the diagonal
elements which represent the pairwise distance between configurations on the path, the
better, as it indicates the nodes along the path are equidistant from one another[129]
and monotonically increasing in RMSD. The path for alanine dipeptide exhibits good
properties for use with the path CV, as it is smoothly increasing. With an average dis-
tance between configurations of 0.018 nm and a standard deviation of 9.145e-06 nm,
the path configurations are very close to equidistant.
6.4 Metadynamics on the Path
The last step in the pipeline proposed in Chapter 4.2 from an iMD-VR session to observ-
ables such as free energies is additional sampling based on configurations found in the
session. This final step was explored by running metadynamics using the path collec-
tive variable with the path optimised in the previous section. This section replicates the
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method of one of the metadynamics tutorials provided by the PLUMED developers[228],
but using a path independently generated with iMD-VR rather than the one supplied,
and operating on the Amber99SB forcefield in OpenMM. The well-tempered variant
of metadynamics with adaptive Gaussians was used, which automatically adjusts the
height and shape of Gaussians deposited over time, accelerating convergence and reduc-
ing the effect of parameter choice on the results[116, 229]. In the well-tempered adap-
tive Gaussian metadynamics variant, one needs to set the length of time over which to
sample in order to define the Gaussian sizes, τD . This was set to every 100 steps. Addi-
tionally, one needs to specify the initial Gaussian height, which was set to 3.2 kJ/mol.
The bias factor, which adjusts the speed at which the Gaussian heights decrease, was
set to 10, and the pace at which Gaussians are deposited which was set to every 125
steps. These parameters were based on the typical inputs used in existing examples of
metadynamics calculations on alanine dipeptide[115]. A metadynamics trajectory of 5
ns was run, in the same manner as the original metadynamics calculation described
above in which the dihedral angles were used as the collective variables.
Resulting free energy surfaces were computed with the histogram re-weighting pro-
cedure described in Ref [229], using the PLUMED command line tools.
6.4.1 Results
Figure 6.7 shows the resulting 2D free energy surface in terms of the components of
the path collective variable S(R) and Z(R). A number of heuristics can be applied to
assess the convergence of the free energy surface, and are shown in Figure 6.8. Firstly,
one must ensure that the expected range of collective variable space has been observed
multiple times. This is shown in panels A and B of Figure 6.8, and it is clear that the
full path has been repeatedly sampled, as well as regions distant from the path. The
trajectories are not completely diffusive across the collective variable space, however,
indicating that more sampling may be required for full convergence.
Another heuristic, the height of the Gaussians deposited over the course of the tra-
jectory, indicates convergence, as the Gaussians decrease dramatically in height to a
median of 0.05 kJ/mol in the last 100 depositions of the trajectory. The exceptions to
these small deposits, indicated by large spikes in the plot, correlate with large values of
Z(R), which correspond to regions of collective variable space far from the path, and so
are not of great concern. Finally, panel D of Figure 6.8 shows the convergence of a 1D
projection of the free energy surface along S(R) over time. This was produced by com-
puting cumulative free energy surfaces after every 500 Gaussian depositions, indicated
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Figure 6.7: Free energy surface computed using well tempered metadynamics on the
path collective variable. Isolines represent a free energy difference of 1 kcal/mol.
by decreasing transparency and darker shades of blue. The 1D projection is computed
by integrating out the second collective variable Z(R), and is presented only to assess
convergence. The final free energy surface is shown as the solid grey line. The free en-
ergy surface appears to converge rapidly, not changing significantly after the first few
strides. Taking these heuristics in combination, it can be concluded that the free energy
surface depicted in Figure 6.7 is sufficiently well converged for this discussion.
However, the free energy surface in Figure 6.7 produced through the use of the path
collective variable can be confusing and difficult to interpret. It is helpful to visualise
the trajectory projected onto other collective variables, in this case, the ever-reliable
dihedral angles φ and ψ, to interpret the surface. These projections are shown in Figure
6.9. The first two panels of this Figure, A and B, show the value of S(R) and Z(R) in
terms of the angles φ and ψ. From this, we can see that the path variable behaves as
one would expect, with S(R) smoothly transitioning along the path, with values of Z(R)
near zero corresponding to the positions very near the pathway. The free energy surface
of Figure 6.7 is hence straightforward to interpret in this region, for values of Z(R) near
zero, the shape is clearly reminiscent of the surface one expects, with three minima, and
a large barrier between Ceq and Cax. The barrier height is approximately 8 kcal/mol, in
good agreement with the barrier calculated by metadynamics along the φ and ψ angles
presented in Figure 6.1 and previous calculations. Up to a Z(R) value of around 0.015
nm2, the corresponding φ and ψ angles (shown in panels C and D of Figure 6.9) are
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Figure 6.8: Heuristics to assess the convergence of the metadynamics trajectory. A) The
value of S(R), the progress along the path, over the course of the trajectory. B) The value
of Z(R), the distance from the path, over the course of the trajectory. C) The height of
the deposited Gaussians over the course of the trajectory. D) The convergence of a 1D
projection of the free energy surface in terms of S(R) as a function of increasing trajec-
tory time, at a stride of 0.1 ns. Lighter and more transparent shades of blue indicate the
earlier free energy surface estimates, while the solid grey line indicates the final free
energy surface.
consistent with the structure of the path. Beyond this distance, the free energy surface
becomes difficult to interpret as the path variable begins to distort across additional
pathways and the periodic nature of the system. In particular, the rotation about ψ
between 0 and -2 radians, with φ approximately -3 radians, corresponds to many values
of S(R).
An additional observation to make is the distortion of the free energy surface at the
endpoints of the path. At these points, the collective variable becomes discontinuous as
the values of S(R) of 0 and 17 are hard limits, causing artefacts in the histogram pro-
cedure. One way to alleviate this is to include additional points along the path beyond
the start and end points of interest.
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Figure 6.9: Projections of the metadynamics trajectory of the alanine dipeptide system
onto the collective variables S(R), Z(R), φ and ψ. Projection of the trajectory onto A)
the angles φ and ψ, coloured by distance along the path S(R), B) the angles φ and ψ
coloured by distance from the path Z(R), C) the path variables S(R) and Z(R), coloured
by the angle φ, D) the path variables S(R) and Z(R), coloured by the angle ψ.
6.5 Discussion and Conclusions
This chapter provides a demonstration of a workflow using interactive molecular dy-
namics sessions to sample pathways, which can then be used to accelerate sampling
and converge observables. The use of the benchmark system alanine dipeptide allowed
for critical evaluation of the methods as the pathways produced could be validated.
The interactive molecular dynamics framework made creating an initial sample of
the isomerisation of alanine dipeptide trivial, and it was shown that despite the large
biasing potentials applied during an interactive session, the resulting trajectory fol-
lowed a pathway close to the minimum energy path. In this work, the raw molecular
dynamics trajectory was analysed, and a pathway of a small number of configurations
was extracted by hand. In order to make the workflow more black-box, towards the ideal
outlined in Chapter 4.2, this process would ideally be automated. Wang et al have de-
scribed a process, coined nebterpolation, for automatically extracting reaction pathways
from ab initio trajectories[217] which includes a filter applied to the internal coordi-
nates of the system to produce a smooth pathway that can then be used as a path for
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optimisation. While the method specifically targets reaction pathways, it may be appli-
cable or extendible to conformational changes in larger biomolecular systems treated
with the molecular mechanics forcefields used here.
The initial pathway produced from interactive molecular dynamics was optimised on
the potential energy surface with the nudged elastic band method. By providing a path-
way that was already reasonably near the minimum energy pathway as a starting point,
NEB quickly converged to a reasonable path using default parameters. The fact that so
many different parameters had to be trialled in order to converge NEB with ASE using
interpolation to a passable pathway, for such a simple system, provides an indication
of the difficulties users face in tuning hyper-parameters2 to find reasonable pathways
in complex systems. However, this appears to be an implementation issue, as there are
many examples of successful NEB calculations of alanine dipeptide with other software
packages[231, 232]. As a package primarily used in materials and electronic structure
calculations, it is possible that the implementation in ASE is not tuned for molecular
mechanics force fields, which can exhibit high energies due to the use of spring poten-
tials. Indeed, example calculations on alanine dipeptide using the molecular mechanics
program AMBER make use of simulated annealing and a slow heating process to en-
sure stability[233]. Applying similarly careful strategies to the calculation performed
with ASE may yield better results with interpolation. Nevertheless, these considera-
tions further highlight the utility of pathways produced from molecular dynamics, and
in particular interactive molecular dynamics, which has been demonstrated here to ef-
ficiently produce a reasonable initial pathway which can be optimized effectively.
The pathway was then optimised for use with the path collective variable and ac-
celerated with metadynamics using the resulting path. The resulting free energy sur-
face was reasonably converged to the qualitative level required for this study and in
agreement with a control calculation performed on the dihedral angles. Despite being
optimised on the potential energy surface, the path proved to be near optimal in the
free energy surface too. Methods for optimising paths used for the path collective vari-
able in free energy space throughout a metadynamics trajectory have been previously
demonstrated[129] and are now available in PLUMED 2.4, but an implementation was
not available at the time this experiment was carried out.
The path collective variable is a useful way of accelerating dynamics without having
to identify more traditional collective variables, but it is also quite esoteric, difficult to
interpret without invoking additional collective variables and, like NEB, has a number
2An optimization methodology humorously referred to as graduate student descent[230].
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of parameters to be tuned. These include the λ variable, the distance between each node
in the path, the number of nodes in the path, and of course the positioning of the nodes
themselves.
As noted, a more recent implementation of PLUMED now includes an adaptive path
optimisation procedure which may alleviate some of these issues. Additionally, a new
formulation of a path collective variable by Leines and Ensing[146], also available in
PLUMED 2.4, claims to provide faster convergence as well as better scaling.
Despite some difficulties in using these methods, this chapter provides evidence
that interactive molecular dynamics can provide initial pathways and configurations
that can be used to complement existing optimisation and sampling methods, enabling
more efficient sampling. Furthermore, the interactive molecular dynamics is simply the
starting point in this pipeline, and so can be adapted to any of a number of alternative
strategies as they continue to emerge and develop. This idea is explored further in the
following chapter, in which Markov state models are used to sample knot formation in











INTERACTIVE SAMPLING OF PROTEIN DYNAMICS
The previous chapter demonstrated a workflow for pathway discovery and rare event
acceleration using interactive molecular dynamics, using the interactive sessions to
generate initial pathways of isomerisation in alanine dipeptide that were then used
by the path metadynamics method to produce free energy profiles. This is just one of
many potential ways in which interactive molecular dynamics can be followed up by
other methods to converge statistics. In this chapter, an exploration using the interac-
tive molecular dynamics framework for rare events in considerably larger systems, the
knotted protein MJ0366 and the enzyme cyclophilin A, is undertaken, this time using
adaptive sampling with Markov state models to perform additional sampling.
7.1 Sampling of Protein Knotting Pathways
The discovery of knotted proteins, starting with some initial findings of simple trefoil
knots[234] before the discovery of hundreds more through searches of the Protein Data
Bank[212, 235, 236] have become a poorly understood curiosity in the field of protein
structure and folding. There have been many experimental studies of these knots, pro-
viding insight into possible folding pathways and intermediate structures[237–239]. To
understand the folding process, computational studies could provide huge insight. How-
ever, due to the timescale limitations of all-atom molecular simulations, and the rare
event problem, computational studies have been restricted to simplified coarse-grain
models of relatively small proteins[240, 241], where running unbiased molecular dy-
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namics fast enough to observe folding events is possible.
This class of proteins make for an interesting use case of the interactive molecu-
lar dynamics virtual reality framework described, as the collective motions involved in
tying and untying of knots are complex and difficult to accelerate with other methods.
One of the smallest knotted proteins, MJ0366, a hypothetical protein sequenced
from Methanocaldococcus jannaschii, presents itself as an ideal candidate for explo-
ration. The protein exhibits the simplest knot, a trefoil (31) knot[194]. It has been stud-
ied computationally using an all-atom coarse-grained model[240], where Noel and co-
workers found that knot formation is a late-transition process, and occurs after the
main beta-sheet of the protein has formed. They observed there were two pathways to
knot formation: ‘plugging’ and ‘slipknotting’, as shown in Figure 7.1. In the plugging
pathway, the terminal threads through an exposed loop, whereas in the slipknotting
pathway the terminal hairpins upon itself and then threads through the loop, creating
a slipknot which leads to the final knotted form. Additionally, both slipknotting and
plugging of the C-terminal occurred through a loop hereby referred to as the C-loop,
occurring 55% and 45% of the time respectively. Intriguingly, when the additional five
residues at the C-terminal found in the sequence of MJ0366’s crystal structure were
included, the slipknotting pathway becomes extremely dominant, occurring 99% of the
time, because the plugging pathway has a higher entropic barrier as it needs to line up
the C-terminal along the loop.
In addition to the knotting pathways, various kinetically trapped states were found,
where the protein forms structure close (in terms of relative atomic positions) to the
native state but with malformed knots. In order to progress towards the native state,
backtracking must take place to a more unfolded state. The energy landscape is thus
rugged and complex, a challenge for molecular simulation.
To date, this system has not been studied using all-atom molecular mechanics force-
fields. Using the virtual reality interactive molecular dynamics framework, knotting
pathways in this system were explored. The iMD-VR framework was used to perform
initial sampling, by untying the protein from its native state, then performing a slip-
knot or plugging path to re-tie the system. To the author’s knowledge, this is the most
complex task ever attempted with interactive molecular dynamics. This initial sampling
provided the seeds with which to run adaptive sampling using Markov state models.
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Figure 7.1: Schematic representation of the hypothetical funnel-based energy landscape
for the knotted protein MJ0366. The protein folds into an intermediate structure in
which the C-loop has formed, after which either the slipknotting or plugging path-
way can take place, represented with a bifurcation in the energy landscape. Topological
traps, which are close to the native state but could only transition to the native state by
significant backtracking, are also shown. Source: [240], used with permission.
7.1.1 Initial Pathway Generation using Interactive Molecular
Dynamics
The system was set up to run molecular dynamics in OpenMM, using the Amber10
force field, configured with the PLUMED plug-in described in Chapter 4.2 developed
to enable interactive molecular dynamics. The IMD was configured to transmit frames
to the client every ten molecular dynamics steps. Starting from the native structure,
the system was equilibrated for one nanosecond in 2 nm of an explicit solvent of TIP3P
water at a temperature of 300K, using a Langevin integrator with a time step of 2
femtoseconds. A cut-off distance of 2 nm was used for non-bonded interactions, and any
bonds involving a hydrogen atom were fixed in length. The simulation was connected
to from the iMD-VR client after this time. The positions of all the atoms in the protein
were transmitted to the client, but the solvent was not transmitted to reduce bandwidth
and rendering costs.
To manipulate the system, any mixture of the selection and interaction tools de-
scribed were used, as appropriate for the task at hand. To untie the knot from the native
state, a selection of the alpha helix that forms the thread through the C-loop was made
(residues Ser74-Asp87, the purple section in Figure 7.2). This was then interacted with
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Figure 7.2: The knotted protein MJ0366 in its native structure from PDB entry
2EFV[194], with sections selected for interaction during the interactive molecular dy-
namics trajectory highlighted. The C-terminal alpha helix, residues Ser74-Asp87, is
shown in purple, while the residues Thr43-Glu49 selected from the C-loop are shown in
orange.
as a group, applying a force to all atoms equally, to untie the knot. A second selection
along some residues of the alpha helix forming the C-loop from residues Thr43-Glu49
was also made (the orange section in Figure 7.2), and this was pulled away from the
threading helix, allowing more space for untying. This deformation of this helix was ob-
served in the coarse-grained studies of Noel et al[240]. The ability to easily and rapidly
select atoms and manipulate them as a group in order to preserve secondary structure
as much as possible was crucial for this task. Once the knot has been untied into a par-
tially folded form, both the plugging and the slipknotting pathways were explored. The
plugging pathway was performed by selecting the atoms of the C-terminal and pulling
them back through the loop, while the slipknot pathway was explored by forming a slip-
knot by making another selection of atoms at residues Leu78-Asn80 and pulling them
back through as a group, as depicted in Figure 7.3.
While performing these tasks, one quickly gains qualitative insights into the sys-
tem. Untying the knot was an easy task in IMD, and retying with a plug knot was also
straightforward. However, one would typically end up with the C-terminus chain under
tension as it was pulled through. Tying with a slipknot, as depicted in the fifth panel of
Figure 7.3, was challenging, as it is difficult to the manoeuvre the slipknot through the
loop, past all the sidechains, without causing significant disruption to C-loop. This is in
part due to visual representations used, with the C-terminus chain between residues
Ser74 to Asp87 represented with ball-and-stick representation while a ribbon repre-
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Figure 7.3: Snapshots of an IMD session in which the native state trefoil knot of the
protein MJ0366 (panel A) is unthreaded to a partially folded form (panels B and C), and
tied with a slipknot to form a loosely knotted conformation (panels D-F)1.
sentation was used for the rest of the protein, meaning that steric clashes were not
always visible. While the user could stop and edit the visualisation parameters to show
these regions, it can be cumbersome to do this continually, and the resulting visualisa-
tion can become cluttered and overwhelming. An exploration of automated visualisation
and sonification to represent such features will be undertaken in future work.
The fact that it seemed to be easier to tie a knot using the plugging motion than
the slipknot, which does not match the findings of Noel et al, raises a valid concern
regarding the use of interactive molecular dynamics for large conformational changes.
The user’s bias in both the pathways they choose to explore, and the ease with which
they can be explored in a high dimensional system within the interactive molecular
dynamics framework can have an impact on the qualitative insights gained, and so the
need for methods that can test hypotheses generated through IMD is reiterated.
7.1.2 Adaptive Sampling with High Throughput Molecular
Dynamics using Markov State Models
Given the application of chemical intuition that has been applied in generating config-
urations, it is desirable for that to be the final point of human labour in this endeavour,
and to pass additional sampling over to automated methods. In the previous chapter,
the path sampling strategy using metadynamics and the path collective variable was
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explored, but it was not particularly automated, requiring some significant preprocess-
ing and tuning of the path (even for a simple system).
An obvious automated strategy is to simply run unbiased molecular dynamics, using
the configurations generated in IMD as initial conditions for sampling. Indeed, this is
the approach that was taken in some of the previous applications of IMD[155]. Over the
last two decades, the Markov state model (MSM) methodology has been developed for
the analysis of molecular dynamics simulations[54, 55]. Combining interactive molecu-
lar dynamics with this approach is appealing. As Pande states: “many different types of
simulations could be useful in creating the initial data set. One scheme is to ‘seed’ MD
simulations, i.e. start them in potentially relevant states apriori"[54]. IMD can readily
provide these states, and then one can run dynamics until a converged Markov model
based on dynamics from these states is produced.
In practice, however, the unbiased dynamics strategy with Markov models would
still suffer from the previously discussed issues of unbiased molecular dynamics - that
rare, and typically interesting, events are infrequently sampled. This has of course not
gone unnoticed, and hence adaptive sampling strategies based on Markov models have
been developed[8, 63, 242, 243] that use the statistical analysis provided by MSMs to
improve sampling iteratively. The methodology has seen some high profile success in the
atomistic simulation of protein-protein association[104]. While several strategies exist,
in this work the High Throughput Molecular Dynamics (HTMD) framework developed
by Doerr et al was used due to its availability and ease of use[8].
In the HTMD framework, an initial set of nmax short simulations are run. This
initial set of simulations is analysed, and new simulations are spawned based on this
analysis. Each set of simulations is called an epoch, and after each epoch, all the data
produced so far is analysed again to inform the next, as depicted in Figure 7.4. The
HTMD framework is specifically designed to be modular, so the details of the analy-
sis may be configured depending on the application. The default method uses an MSM
model to select conformations in what is called the 1Mc method. In this method, after
each epoch, all the data is processed to produce an MSM model with n macrostates,
with zi observations of each macrostate for i ∈ [1,n]. Conformations are selected for
re-spawning with probability inversely proportional to zi — the macrostates less fre-
quently sampled are more likely to be re-spawned.
With this strategy, the process of selecting conformations from which to run ad-
ditional molecular dynamics simulations is automated. Since novel conformations are
favoured, the process will accelerate the exploration of the system. The process is re-
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Figure 7.4: Flowchart of the HTMD Adaptive Sampling Procedure.
peated for a user-specified number of epochs nepochs, upon which the final Markov state
model can be used to assess convergence. This strategy is a compelling companion to
IMD, which can provide a set of potentially relevant configurations.
An initial foray into adaptive sampling using HTMD was undertaken, using six con-
figurations along the proposed slipknotting pathway IMD sampling as the initial con-
ditions, shown in Figure 7.5. An extension to HTMD was written to enable adaptive
sampling using OpenMM as the molecular dynamics engine2. These initial conditions
were equilibrated for two nanoseconds with OpenMM using the Amber10 forcefield in
Amber10 GBSA-OBC implicit solvent, with a temperature of 300K maintained using
a Langevin thermostat with a friction coefficient of 1 ps-1 and a time step of 1 fem-
tosecond. A non-bonded cut-off distance of 2 nm was used, with the length of all bonds
that involve a hydrogen atom constrained. Each epoch consisted of a maximum of 8
simulations, each run on a single local GPU. These production simulations were 50
nanoseconds long using the same parameters. After each epoch, a Markov state model
was produced as follows. The trajectory data was projected onto a lower dimensionality
representation using the distances between all pairs of alpha-carbon atoms, and TICA
was used to reduce dimensionality further. The default parameters of 3 TICA dimen-
sions and a TICA lag of 20 frames were used. The projected data were then clustered
using the K-Center method using the default heuristic in HTMD for determining the
number of clusters to use. From this a Markov state model was generated, again using
the default parameters of a lag time of 1 frame. HTMD uses PyEmma to construct the
MSM, which uses the largest connected set of states at a given lag time to produce a
model, and then uses PCCA to coarse grain the model into macrostates[68]. The default
value of 8 macrostates was used, but the default algorithm may reduce this number of
macrostates if PCCA produces empty states. Default parameters were used as they are
2Available at https://github.com/mikeoconnor0308/HTMD-Adaptive-OpenMM.
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Figure 7.5: The slipknot pathway configurations used to seed the HTMD adaptive sam-
pling run.
designed for use with protein folding simulations[8], and with a lack of prior knowledge
about the system, the goal at this point in the process is to accelerate sampling, not to
necessarily produce the best Markov model.
Twenty-seven epochs were run with this methodology, totalling 4.1 microseconds of
molecular dynamics trajectories. At this point, the sampling was halted to review its
progress. Figure 7.6 shows the genealogical tree of trajectories performed with adaptive
sampling, providing insight into how the various initial configurations were used by the
algorithm to perform sampling. The nodes of the figure are coloured from light green
to dark blue as a function of the epoch, with darker shades indicating later samples.
As can be seen, the majority of sampling occurs in a tree of trajectories spawned from
a single configuration (e1s7), in this case, a knotted one. Rather than using the differ-
ent configurations to perform sampling in novel conformations, the adaptive algorithm
samples heavily from the local region around a particular configuration.
Upon reflection, it is unsurprising that sampling chiefly occurs from a single re-
gion of configuration space, if we consider how the Markov state model is generated.
The model is constructed from the largest connected set of microstates calculated af-
ter dimensionality reduction and clustering, using a maximum likelihood estimation.
Upon coarse-graining, the macrostates of the model are then based upon this set of
microstates. The fact that it is a maximum likelihood estimation means that it may oc-
casionally determine a different connected set of microstates to be the best fit (this can
be seen by the set of simulations spawned from e1s6 later into the process). However, as
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Figure 7.6: Genealogical tree of the simulations run in adaptive sampling. Starting from
the large labelled white squares representing the initial configurations, each node rep-
resents a simulation, coloured by the epoch from white to green to dark blue. An edge
from a node proceeding down the figure represents the spawning on a new simulation
from a frame in the preceding simulation. Red squares indicate simulations that failed
to run, due to either unstable configurations or node failure. The final epoch’s simula-
tions are labelled as dark blue squares to indicate the state of the adaptive sampling
algorithm at the end of the run.
a particular set of connected states becomes better sampled, a feedback loop is formed
in which that set of states is repeatedly sampled. This means that, by design, the dis-
parate states between which there have not been any transitions will not be sampled
further.
One solution to this problem would be to produce a much more fine-grained set of
initial seeds, in the hope that they are more likely to result in transitions. However,
such an approach would not be guaranteed to succeed, as initial conditions may rapidly
fall into minima without transitions between them being observed.
The configurations generated through IMD effectively represent a prior estimation
of potential metastable states and transition states between them that can be leveraged
to accelerate sampling. The adaptive algorithm needs to include our assumption of con-
nectivity between the states a priori until such transitions are observed. One method to
facilitate this is to add transitions between each microstate artificially, by manipulating
the count matrix clusters C to indicate that between every pair of clusters a transition
has been observed. This results in a fully connected set of microstates, and the resulting
macrostates will represent all the configurations sampled thus far.
Adaptive sampling was repeated with this modification made. Additionally, the num-
ber of initial configurations was increased to 10, as shown in Figure 7.7. These configu-
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Figure 7.7: Initial configurations used for adaptive sampling. Each tile is labelled with
its corresponding simulation identifier.
rations were selected to be various states before and leading up to the slipknot event, as
well as one configuration in a loosely knotted configuration. These configurations were
selected under the hypothesis that they would be accessible states from one another
within simulation timescales. The number of simulations in each epoch was increased
to 10 for this run due to increased computational resources becoming available. A total
of 14.3 microseconds of molecular dynamics was run, over 62 epochs. With each sim-
ulation running on an NVIDIA GTX 1080Ti capable of 500 nanoseconds per day, on a
machine with three such GPUs, this represents approximately nine days of computer
time.
Figure 7.8 shows the genealogical tree from the adaptive sampling. This time, sam-
pling is slightly more uniform across the seeds, as indicated by the larger spread of
samples from different starting configurations as well as the large spread of blue dots
indicating that late into sampling different configurations are being explored, but the
seeds e1s1 and e1s10 constitute most of the sampling. A feedback loop occurs as config-
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Figure 7.8: Genealogical tree of the simulations run in the second batch of adaptive
sampling, with artificial transitions added to the count matrix. Starting from the large
labelled white squares representing the initial configurations, each node represents a
simulation, coloured by the epoch from white to green to dark blue. An edge from a
node proceeding down the figure represents the spawning on a new simulation from a
frame in the preceding simulation. The final epoch’s simulations are labelled as dark
blue squares to indicate the state of the adaptive sampling algorithm at the end of the
run.
urations from these seeds are sampled that leads to more macrostates being associated
with them.
After adaptive sampling, a Markov state model was constructed to analyse the re-
sults. As this model was for analysis of the trajectories, the count matrix was not manip-
ulated. The model was constructed using the same dimensionality reduction methods
described above, but the number of macrostates and lag time was determined through
inspection of the implied timescales of the model as shown in Figure 7.9. This timescale
plot indicates that additional sampling is required because for no lag time are the im-
plied timescales constant[54]. For visualisation purposes, a lag time of 25 nanoseconds
was selected to build a model, coarse-grained into three macrostates. These macrostates
are visualised in Figure 7.9, and it can be seen that all three macrostates correspond
to fluctuations around the loosely knotted state. As the largest connected set of mi-
crostates is used to construct the model, we can conclude that, under the discretisa-
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Figure 7.9: a) Implied timescale plot of Markov state model constructed from trajecto-
ries in adaptive sampling. b) Sampled conformation from the three macrostates pro-
duced by construction of a Markov state model with lag time 25 nanoseconds.
tion method used, there were no transitions between the knotted and unknotted states.
Indeed, Figure 7.10 shows the genealogical tree again, this time with samples of the
three macrostates highlighted to indicate the trajectory they belong to. There are no
highlighted trajectories from any of the nodes that are not spawned from e1s10, which
further indicates that there were no significant transitions.
With 14 microseconds of molecular dynamics data across a large configuration space,
it is possible that there were some transitions that have not yet been detected in this
preliminary analysis. However, one can conclude that the large conformational changes
associated with knotting did not occur, because one of the most general discretisation
approaches, the contact distance between heavy atoms, was unable to detect any such
transitions, which would surely have produced disparate microstates had they occurred.
The adaptive sampling strategy did not produce converged sampling of knotting
pathways. However, given the size and complexity of this system, one cannot conclude
at this point that the combined strategy of IMD with adaptive sampling with HTMD
would not be an appropriate method for other systems. In the following section, the
approach developed further to perform sampling of loop motions in Cyclophilin A.
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Figure 7.10: Genealogical tree of the simulations run in the second batch of adaptive
sampling. The trajectories from which 100 samples of each of the macrostates in the
Markov state model originate are indicated by the colours green, purple, orange, while
trajectories that do not appear in this sampling are shown in white.
7.2 Accelerated Sampling of Loop Motions in
Cyclophilin A
The dynamic nature of protein structures is increasingly being considered in the context
of enzyme catalysis. The well-studied protein cyclophilin A (CypA) provides evidence
that large-scale collective motions take place[244, 245]. The loop formed by residues
Asp66-Gly75 (70s motion, the purple loop in Figure 7.11) has been observed in both
experimental and theoretical studies[123, 245] to open on the millisecond timescale.
Additionally, the loop formed by residues Ala101-Gln111 (100s motion, see Figure 7.11)
has recently been observed to open in molecular dynamics trajectories, occurring on
the nanosecond timescale[123]. Whether motions on long timescales have a role during
catalysis is an ongoing debate[246], with molecular simulations indicating that it is
motions on shorter timescales near the active site that affect catalysis[88].
If the iMD-VR framework is to be used in the study of drug binding and catalysis,
it will be necessary to able to characterise any structural changes in enzymes that may
be necessary for binding. The applicability of the iMD-VR framework was tested by
performing the aforementioned loop motions in cyclophilin A.
Cyclophilin A was simulated in OpenMM, using the Amber FF14SB-ILDN force-
field, using particle mesh Ewald summation with a cut-off of 1 nm, with an explicit
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(a) (b) (c)
Figure 7.11: Configurations of 100s loop motion in CypA generated in iMD-VR. The loop
formed by residues Met100-Ser110 is highlighted in orange, the loop formed by residues
Gly65-Gly75 is highlighted in purple and residues Gly80-Leu90 are highlighted in cyan.
solvent of 8610 explicit water molecules modelled with TIP3P. The input structure was
based on PDB entry 1AK4[247], provided by Jordi Juarez Jimenez at the University of
Edinburgh[123]. The system was simulated with a Langevin integrator at 300K with a
friction coefficient of 1 ps-1. A time step of 0.5 fs was used to give the user more control
over the manipulation, as it is easier to adjust the bias in response to the dynamics
when it is running more slowly. After an equilibration period of one nanosecond, the
PLUMED plug-in with IMD enabled was used to connect to the iMD-VR framework.
Both loop motions were explored in iMD-VR using the range of controls described
in Chapter 4.23. Qualitatively, loop motions were intuitive to guide with the tools de-
veloped, with the notable exception of the build-up of momentum. At the time that
this study was performed, the velocity re-initialisation method developed for removing
the build-up of momentum described in Chapter 4.2 had not been implemented, and
so care had to be taken not to introduce too much energy into the loop motions. In-
deed, it was this study that motivated the development of the velocity re-initialisation
method. While both loop motions were explored in iMD-VR, in what follows attention
is focussed on the 100s loop motion - since it has previously been observed to occur on
short timescales, it ought to be an easier target for follow-up simulation.
Some representative configurations generated with iMD-VR are shown in Figure
7.11, including the native state, in which the 100s loop (highlighted in orange) is in
contact with residues Gly80-Leu90, and two states in which the loop has been moved
away from this starting configuration towards the 70s loop.
3A video of the 70s loop motion is provided at https://vimeo.com/306778545.
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Three trajectories were generated with iMD-VR, each starting from the native state.
In previous applications, interesting configurations have been chosen by hand. Here,
some more automated methods are proposed for selecting configurations appropriate
for seeding follow-up sampling with Markov modelling.
7.2.1 Analysis of iMD-VR Trajectories
In the MJ0366 application, structures for follow-up sampling were selected by hand. In
this section, an exploratory analysis is performed to identify methods for automatically
extracting representative structures from iMD-VR trajectories of the cyclophilin loop
motion.
The first requirement in processing iMD-VR trajectories is the determination of
what happened in an iMD-VR trajectory and the pruning of any outliers that are not
useful for further analysis. For this application, the fraction of native contacts[248] is
used, which provides a measure of how close to the native state a given configuration
is. Native contacts are defined here as a distance between heavy atoms i and j in the
native state of less than 4.5 Å, subject to the constraint that the residues are at least
four residues apart from one another in the protein sequence. The fraction of native
contacts, Q(X ), which measures how many of the native contacts are present in a given
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where the sum runs over the N native contacts, (i, j), r i j(X ) is the distance between
the pair i and j in the configuration X , r0i j is the distance between the pair in the native
state, β is a smoothing parameter taken to be 5 Å-1 and λ accounts for small fluctuations
during contact formation, taken to be 1.8 for an all-atom model.
Figure 7.12 shows the native contact fraction for each iMD-VR trajectory. From this,
it can be seen that two of the trajectories make excursions away from the native state
before returning towards it, while the trajectory coloured in orange trends away, fairly
drastically, from the native state. Manual inspection of this trajectory shows a move-
ment of the 100s loop towards residues Gly65-Gly75, but upon returning too much mo-
mentum was introduced into the loop, resulting in severe distortion. The trajectory in
green is particularly noteworthy as it shows that the user can return the loop to a con-
figuration that is very close to the native state, with a maximum proportion of native
contacts of 0.996 restored. This is a very encouraging result, as it provides evidence
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Figure 7.12: Fraction of native contacts, Q(X ), over the course of three IMD trajectories
in which the 100s loop motion of CypA was explored.
that it is possible, if the user is skilled and careful, to perform subtle, reversible recon-
figurations of the protein structure with the iMD-VR framework. The blue trajectory
represents an exaggerated loop motion (as seen in Figure 7.11c), but the user manages
to return the loop towards the native state.
The native contact fraction metric was used to remove undesired configurations, by
removing frames with a value of Q(X ) of less than 0.925. This value was chosen from
inspection of Figure 7.12, and is clearly context dependent.
7.2.2 Dimensionality Reduction and Feature Extraction
With a set of potentially interesting configurations, a method was sought to choose a
representative subset of configurations for follow-up sampling automatically. In what
follows, the conformations are clustered in a lower-dimensionality representation and
sampled uniformly from the clusters to form the subset with which to carry out addi-
tional sampling.
A commonly used method to reduce dimensionality is principal component analysis
(PCA)[126, 249]. Given a matrix of feature values, PCA produces a linear transform onto
a q-dimensional matrix via a transformation matrix Aq ∈RN×q, where N is the number
of dimensions of the original dataset, that best encompasses the variance in the data.
Let X ∈ Rm×N be the matrix of m samples of some N dimensional data, adjusted such
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that the mean of each column has a mean of zero. Constructing Aq to have columns con-
sisting of the eigenvectors corresponding to the q largest eigenvalues of the covariance
matrix XTX yields the projection that preserves the largest amount of variance. The
q-dimensional projection can then be calculated as
T=XAq,
where T ∈Rm×q is the dataset projected onto the q principal components.
What features should we use to represent our molecular dynamics trajectory? With-
out any prior knowledge, a reasonable feature set in this application is the distances
between all pairs of heavy atoms. PCA was applied to this feature set, using the imple-
mentation provided by the python package scikit-learn[60]. Projection onto the first two
principal components, which in this case explain 40.4% and 22.7% of the variance of the
data respectively, results in the reduced dimensionality representation of each trajec-
tory shown in Figure 7.13. The first observation to make here is that each trajectory
is distinguishable in the lower dimensionality representation. This demonstrates the
flexibility and size of the configuration space in protein dynamics that can be explored
with interactive molecular dynamics, even in a simple loop motion. The overlapping
region between all three trajectories represents the loop motion explored by all three
trajectories, with excursions from the native state at around (-8,0) in PCA space, with
distinct regions explored by all three trajectories as slightly different loop motions were
produced. The distinct region near (-10, -2) in PCA space in the orange trajectory (panel
D) shows the trajectory beginning to distort the protein.
One could immediately use this reduced representation to generate a spread of con-
figurations for the follow-up sampling, by clustering the reduced dimensionality into
the desired number of configurations and picking one from each cluster. However, it can
be desirable to be able to understand which features, i.e. which inter-residue distances,
are important in these trajectories. Such features are more intuitive and can be used
with many rare event methods.
This is the remit of feature selection, which is distinct from dimensionality reduction
in that rather than simply reducing the dimensionality of the data (in whatever pro-
jection best reduces it), we seek to extract a few key features from the original set that
best explain the data. Many methods for this are applicable in different contexts, many
of which are available in the python package scikit-learn[60]. Since PCA is a common
dimensionality reduction technique commonly used in the analysis of molecular simula-
tions, the use of Principle Feature Analysis[249] was investigated as a feature selection
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Figure 7.13: Trajectories from IMD projected onto the first two principal components
of PCA using the all heavy-atom contact distances as the features. Panel A shows all
trajectories projected on to the first two PCA components, while panels B, C, and D
show each trajectory separately. Trajectories are coloured from light to dark shades to
indicate the passage of time.
method, which uses PCA and then attempts to back out the features that best map onto
the reduced dimensionality. It does this by observing that each row of the PCA matrix
Aq represents the projection of a particular feature onto the principal components. Fea-
tures that are highly correlated will have row vectors associated with them in Aq that
share similar absolute weights in each component. This property is used to select fea-
tures by clustering the rows of Aq into a number of clusters equal to the desired number
of features. The features corresponding to the rows of Aq closest to each cluster centre
are then extracted. The rationale here is that the feature that is closest to the cluster
centre best represents that particular region of the reduced dimensionality space and
all the features belonging to the same cluster can be considered closely correlated.
Applying the method to the dataset of all contact distances produces unsatisfying
results. With three features set for extraction, the features extracted are the distances
between residues Arg55 and Thr73, residues Val12 and Hie70, and residues Met1 and
Val127. The projection of the iMD-VR trajectories onto each pair of these features is
shown in Figure 7.14. These features are not directly involved in the 100s loop motion,
but adjustments in these distances that are correlated with the loop motion are clear.
For example, in the blue trajectory, the distance between residues Val12 and Hie70
increases then decreases throughout the trajectory, as it relaxes in response to the loop
motion performed by the user.
This seemingly random set can be understood by viewing the structure of the PCA
matrix Aq and the resulting clustering that is used to select features, as shown in Fig-
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Figure 7.14: The three IMD trajectories projected onto the three pairs of features ex-
tracted via PFA using all heavy atom distances as features. These features are the
contact distances between residues Arg55 and Thr73, residues Val12 and Hie70, and
residues Met1 and Val127. Each panel shows a different pair of projections. Each tra-
jectory is shown in a different colour, shaded from light to dark to indicate the passage
of time.
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Figure 7.15: A plot of the rows of the PCA matrix Aq with all heavy-atom contact dis-
tances used as features, along with the clusters produced by PFA. Cluster membership
is indicated by different colours, with cluster centres indicated by grey squares.
ure 7.15. The absolute values of the rows of the matrix Aq are plotted, and there are
many features with similar weights, indicating that they are correlated. With so many
features exhibiting correlation, the nearest feature to a cluster centre merely extracts
one of the features that exhibit this correlation. It appears that the PFA method is not
effective at extracting features from a very high dimensional feature space in which
many features are correlated. This is a challenge for feature selection algorithms in
molecular dynamics. Because the system is coupled through interatomic forces, there
can be many correlations in the dataset, but it can be difficult to extract the causation,
i.e. what features drove the changes in the system.
In this analysis, we have neglected some crucial information from the trajectories
produced with iMD-VR: the user has provided guidance into which features are rele-
vant. The selections made by the user and the sets of atoms upon which interactive
forces or restraints were applied effectively provide a dimensionality reduction and pre-
liminary feature extraction. In the trajectories, the residues in ranges Lys82-Asn87,
Met100-Ser110 and Phe67-Gly75 were selected by the user. Repeating the analysis but
this time using the contact distances between heavy atoms in residues contained in
the ranges Lys82-Asn87, Met100-Ser110, Phe67-Gly75 as the feature set produces very
different results. Figure 7.16 shows the trajectories projected onto the first two PCA
components using this reduced set of distances. The variance explained by these two
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Figure 7.16: Trajectories from iMD-VR projected onto the first two principal components
of PCA using the user determined contact distances as the features. Panel A shows all
trajectories projected on to the first two PCA components, while panels B, C, and D
show each trajectory separately. Trajectories are coloured from light to dark shades to
indicate the passage of time.
components is 66% and 18% respectively, indicating that the variance in this reduced
set of distances can be explained better by fewer components. The structure is largely
comparable to that produced by using all the heavy atom contacts, but there is a notable
exception in the orange trajectory (panel C in Figure 7.16 and Figure 7.13). Here, the re-
duced feature set suggests that the orange trajectory passes back over the native state,
while the full set of contact distances indicate that the orange trajectory is heading off
into a new area of phase space (the beginning of the distortion of the loop introduced by
an excess of energy into the system by the user).
Figure 7.17 shows the PCA Aq matrix values for the reduced feature space, and the
clustering performed to select three features. Because the feature set is reduced signif-
icantly, the number of correlated features is reduced, and so there is a clearer struc-
ture to the feature set. The features extracted in this case were the distances between
residue pairs Gly74 and Ala103, Lys82 and Gly104, and Asp85 and Gly72.
These extracted features make intuitive sense when the trajectories are projected
onto each pair of these distances as shown in Figure 7.18. The top row of this figure
is the most revealing. The increasing distance between residues Lys82 and Gly104 cor-
responds to the loop moving away from the native state (the orange loop moving away
from the cyan region in Figure 7.11), while the distance between residues Gly74 and
Ala103 corresponds to the loop moving towards the loop formed by residues Gly65-Gly75
(Figure 7.11c). The transition from light to dark shades of the colours shows the user
attempting to bring the loop back to its native position. The difference between the dis-
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Figure 7.17: A plot of the PCA matrix Aq with user-determined contact distances used
as features, along with the clusters produced by PFA. Cluster membership is indicated
by different colours, with cluster centres indicated by grey squares.
tances between residues Lys82 and Gly104 at the end of the blue and green trajectories
respectively clearly indicates the greater success in this attempt in the green trajectory.
Also visible is the greater extension of the loop motion achieved by the blue trajectory,
compared to the relatively modest motion in the green trajectory. The distortion in the
protein loop at the end of the orange trajectory can be seen in the increase in distance
between residues Gly74 and Ala103.
While the distance between residues Asp85 and Gly72 does vary throughout each
trajectory, it is not particularly correlated with the other features. For example, in the
blue trajectory the distance between residues Asp85 and Gly72 increases as the distance
between Lys82 and Gly104 increases, while in the green trajectory, the relation is the
opposite.
The PFA method provides a method to extract features, especially if one is already
using PCA to perform dimensionality reduction. However, it performs poorly if the fea-
ture set has high dimensionality, with many correlated features. The fact that it was
successful on the reduced feature set is not particularly impressive, as any of the pairs
of distances between the various structures selected (the orange, purple and cyan re-
gions in Figure 7.11) produce similar results. This can be seen by changing the number
of features selected, which changes the features selected, as the positions of clusters
change. For example, increasing the number of features to five results in the residue
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Figure 7.18: The three IMD trajectories projected onto the three pairs of features ex-
tracted via PFA. These features are the contact distances between residues Gly74 and
Ala103, Lys82 and Gly104, and Asp85 and Asn72. Each panel shows a different pair of
projections. Each trajectory is shown in a different colour, shaded from light to dark to
indicate the passage of time.
pairs (Asn72, Met100), (Thr68, Thr107), (Glu84, Thr73), (Lys82, Gly109) and (Lys82,
Ala103) to be selected. These residue pairs exhibit similar characteristics to those dis-
cussed above. It is also not immediately clear how important each feature is, or how
many to use.
In this case, the regions selected by the user provides a good initial dimensionality
reduction from which the trajectories could be characterised. Further study on differ-
ent datasets would be required to determine whether this is generally the case. More
advanced feature selection methods, such as those provided in scikit-learn should be
explored to develop more robust workflows[60].
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The three features selected were used to cluster the trajectories into 15 clusters
using the KMeans clustering algorithm in scikit-learn. From these clusters, a single
configuration was randomly selected. These 15 configurations, shown in Figure 7.19,
representing a variety of conformations throughout the 100s loop motion. These initial
conditions include a range of configurations including the native state and a variety
of open loop positions. These configurations were then used to seed adaptive sampling
with HTMD.
7.2.3 Adaptive Sampling with HTMD: Revisited
The adaptive sampling approach using Markov state models was revisited for this ap-
plication, the reasoning being that since it is a smaller configurational change that is
being sampled, compared to knot tying and protein folding, that it may be possible to
converge a model.
The approach for adaptive sampling was developed further. In the previous attempt,
the transition matrix used by HTMD to construct a Markov model was manipulated
to indicate that all the observed microstates should be considered connected. This ap-
proach was quite invasive from an implementation standpoint, and furthermore, en-
forcing a particular structure to the Markov model defeats the purpose of using one for
sampling. Instead, let us consider the desired behaviour of a sampling approach. We
would like for sampling to take place from each of the initial conditions provided, and
for any new conformations discovered to be sampled further. Additionally, we would like
for regions of configuration space that have been visited less frequently to be sampled
further.
Such sampling can be achieved without the construction of a full Markov model.
Before construction of an MSM, one applies dimensionality reduction techniques and
clusters the data. This projected dataset provides enough information for automated
adaptive sampling.
After applying appropriate projection and dimensionality reduction techniques, the
data is clustered into M clusters, where clusters of less than n members (a user-set
parameter) are merged. The initial conditions for the required number of simulations
for the next epoch, nsims, is then selected by sampling from the clusters, such that
less visited clusters have a higher chance of being selected. This is similar to the 1/Mc
method used by HTMD, except applied to clusters. The proportion of frames in each
cluster, pc, out of the total number of frames, N, is inverted and normalised to give
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Figure 7.19: The cyclophilin A configurations generated with iMD-VR extracted and
used for follow-up sampling. The loop formed by residues Met100-Ser110 is high-
lighted in orange, the loop formed by residues Gly65-Gly75 is highlighted in purple
and residues Gly80-Leu90 are highlighted in cyan.
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a probability of being sampled, pspawn that is inversely proportional to the frequency






Here, Nc is the number of frames in cluster c. As noted by Doerr et al. in their de-
scription of the adaptive sampling algorithm used by HTMD[242], using cluster labels
(or microstates) as a basis for choosing samples can introduce statistical error due to
mislabelling of clusters. However, the advantage of this method is in being able to auto-
matically sample disparate configurations between which transitions have not yet been
observed, while the procedure used by HTMD will only sample from a connected set of
macrostates.
As mentioned above, the HTMD framework is modular, and so this new sampling
approach could be implemented within it, allowing for the rest of HTMD’s functional-
ity in managing the adaptive sampling to be used. This modified procedure was used
to perform additional sampling of the 100s loop motion, using the initial conditions
generated with interactive molecular dynamics. Fifteen initial conditions with various
configurations of the loop were used as the initial seeds, with 25 simulations of 50 ns
each per epoch. The distances between the α-carbon atoms in residues Gly80 to Ile89,
Met100 to Ser110, and Phe67 to Gly75 were used as the projection for clustering, drawn
from the selections made by the user during the iMD-VR sessions, and TICA was used
for dimensionality reduction with the default number of dimensions of 3. Clusters of
less than ten members were merged. The simulations were run with OpenMM using
the Amber03 forcefield with the accompanying GBSA-OBC implicit solvent (for com-
putational efficiency) at a target temperature of 300K with a time step of 2 fs using a
Langevin integrator. A cut-off of 2 nm was used for non-bonded interactions, and any
bonds involving a hydrogen atom were constrained to a fixed length. The simulations
were halted after 19 epochs, totalling 20.1 µs of molecular dynamics data.
The same approach was used with vanilla HTMD adaptive sampling, using only the
native PDB state as an initial generator, to provide a comparison to the iMD-VR seeded
sampling.
152
7.2. ACCELERATED SAMPLING OF LOOP MOTIONS IN CYCLOPHILIN A
(a) (b)
Figure 7.20: Implied timescale plots for the Markov models produced with A) adap-
tive sampling from iMD-VR seeds and B) adaptive sampling from the native state only.
Produced with PyEmma using Bayesian sampling of the posterior to compute uncer-
tainties[68].
7.2.4 Results
After the sampling, a Markov model was constructed from all of the trajectories. A sep-
arate model was produced for the sampling seeded from VR trajectories and for the
sampling seeded from the native state. The model used the contact distances between
the alpha carbon atoms in residues Phe60 through Glu120. The set of residues to in-
clude in the final sample was expanded to capture any additional motions not described
by the residues Gly80 to Ile89, Met100 to Ser110 and Phe67 to Gly75. The default K-
Centers clustering algorithm in HTMD was used, and TICA was applied with a lag time
of 20 frames, using two dimensions.
Figure 7.20 shows the implied timescales for each model, from which we can con-
clude that neither model is particularly well-converged, as the timescales are not con-
stant for any value of lag time, with overlapping error bars in different implied time
scales. Nevertheless, for the purpose of analysing the performance of the sampling al-
gorithm, Markov models using the lag time 25 ns were constructed for each dataset.
This set of parameters produced a Markov model that used 67.7% of the data for the
dataset produced with trajectories seeded from VR, while 93% of the data was used in
the corresponding Markov model produced from the native state only.
The model seeded from VR was coarse-grained with PCCA into four macrostates
for visualisation purposes, and five random samples of each macrostate are shown in
the panels A through D of Figure 7.21, along with their observed populations. These
samples indicate that a range of small motions in cyclophilin A were observed, but the
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states sampled do not reproduce all the configurations sampled with interactive molec-
ular dynamics (see Figure 7.19). Panel E of Figure 7.21 shows the macrostates produced
from the adaptive sampling from the native state only. Here, a much smaller range of
fluctuations in the loop is observed. From this, we can conclude that the trajectories
seeded from VR did sample a broader range of configuration space compared to adap-
tive sampling from the native state only. However, the fact that 99% of the population
is labelled macrostate three, and that specific open/closed states are not recovered with
significant populations, such as those found in previous studies[123], suggest either
poorly converged sampling, a poor discretisation, or that the use of GBSA-OBC implicit
solvent model has significantly impacted the interactions of the system. Additionally,
there were no observations of the 70s loop opening.
Figure 7.22 shows the genealogical tree of adaptive sampling seeded from VR, with
simulations contributing to a macrostate highlighted. The spread of the tree indicates
that sampling was more uniform across initial conditions than the previous approach.
However, there is still a tendency to favour spawning trajectories from some trees rather
than others. This is due to a combination of selection bias and the relatively small num-
ber of spawning opportunities. By default, in HTMD the number of clusters generated
increases as a function of the number of simulation frames. As a given ‘tree’ is sam-
pled more, it generates new, slightly different conformations, and is thus is more likely
to have samples included in a greater proportion of both new and existing clusters, and
thus more likely to be chosen for resampling. Additionally, the merging of small clusters
further decreases the likelihood of very rarely visited conformations being sampled.
This can be seen in Figure 7.23, which shows the cluster membership proportions
and the resulting cluster spawn probability after the first five epochs of sampling. While
the resulting spawn probabilities do favour less sampled clusters, there are so many
clusters that the likelihood of a particular cluster from a particularly poorly sampled
tree being chosen for spawning is relatively low. For instance, the least sampled clus-
ter in Figure 7.23 has a probability of being resampled of only 0.007. The Bayesian
approach taken by the FAST algorithm [250], which estimates the likelihood that sam-
pling from a given state is likely to lead to the discovery of new states, may provide a
better solution to this problem.
While the sampling was less uniform than intended, the existence of different macrostates
within and across separate simulation trees indicates that, under the discretisation
used, transitions between disparate seed conformations produced with iMD-VR were
observed. However, nearly a third of the trajectories are disconnected from the model,
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(a) Macro 0 (0.5%) (b) Macro 1 (<0.1%)
(c) Macro 2 (<0.1%) (d) Macro 3 (99.4%)
(e) Native Sampling
Figure 7.21: Panels A through D: Visualisation of the macrostates of a Markov state
model produced from adaptive sampling of Cyclophilin A seeded from trajectories
produced with molecular dynamics in VR, along with their populations. Each panel
shows five samples of the given macrostate, sampled uniformly at random. Panel E:
The macrostates produced through adaptive sampling from the native state. The loop
formed by residues Met100 to Ser110 is highlighted in orange. In panel E, the native
state loop position is highlighted in purple. Visualisations produced with VMD[193].
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Figure 7.22: Genealogical tree of the simulations run in the adaptive sampling of CypA
loop motions. The trajectories from which 100 samples of each of the macrostates in the
Markov state model originate are indicated by the colours green, purple, orange and
yellow, while trajectories that do not appear in this sampling are shown in white.
indicating transitions were not observed between all the configurations seeded from VR.
With a poor Markov model that is not well converged, it is desirable to understand
further the region of configuration space sampled. To achieve this, the data was pro-
jected, at a stride of 5 ns, onto the residue distances extracted during the original anal-
ysis of the virtual reality trajectories. While these features certainly do not capture all
of the relevant dynamics of the system, they provide some intuitive insight. A heat map
of the sampled values is shown for each pair of distances in Figure 7.24, with the 15 ini-
tial seeds projected on top in orange. It is clear from this projection that sampling was
focussed on configurations characterised by a shorter distance between residues Lys82
and Gly104, with the extensions which would be indicative of the larger loop motions
produced in the iMD-VR sessions sampled less frequently, if at all. This can be seen in
the macrostates extracted in Figure 7.22, compared to the initial conditions in Figure
7.19. Additionally, the sampling explored a range of configurations characterised by a
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Figure 7.23: The cluster proportions (left) and resulting spawn probabilities (right) after
the first five epochs of adaptive sampling of the loop motion in cyclophilin A.
short distance of less than 0.5 nm between residues Lys82 and Gly104 that were not
sampled in iMD-VR.
This sampling is reflected in the macrostate populations. Macrostate 3, account-
ing for 99% of the population, is characterised by a series of long lived contacts. In a
sample of 100 configurations from macrostate 3, there are 99 occurrences of a contact
between Glu81 and Asn106, with an average distance of 0.25 nm, 99 occurrences of a
contact between Phe83 and Gly109, with an average distance of 0.26 nm, and 95 oc-
currences of a contact between Asp85 and Asn102, with an average distance of 0.25
nm. The other (minutely populated) macrostates can be characterised by different con-
tacts forming, such as a contact between Phe83 and Asn108 in macrostate 0, Phe83
and Asn102 in macrostate 1, and Asp85 and Asn102 in macrostate 2. Such long lived
contacts in macrostate 3 indicate that the sampling was trapped in this state, with rare
transitions to other closely related loop conformations.
A plausible explanation for this behaviour, and the lack of the opening of the 70s
loop, is overstabilisation due to the use of the GBSA-OBC solvent. It has previously been
shown in simulations of small peptides that GBSA-OBC implicit solvent models lead
to overstabilised salt bridges and a tendency for stronger electrostatic effects between
residues, when compared to explicit solvent models[251, 252]. The residues in the 100s
loop forming long lived contacts are not those associated with the formation of salt
bridges, but the dynamics certainly appears to have become trapped with sustained
electrostatic interactions between the aforementioned sets of residues. A comparative
study with explicit solvent and other implicit solvent models would have to be made to
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Figure 7.24: The adaptive sampling trajectories, seeded from VR, projected onto the
three pairs of features extracted via PFA. These features are the distances between
residues Gly74 and Ala103, Lys82 and Gly104, and Asp85 and Asn72. Each panel shows
a different pair of projections. A heat map is used to indicate the density of sampling
of each projection. The initial conditions of the adaptive sampling trajectories, seeded
from VR, is overlaid in orange.
determine whether the force field has caused this behaviour, or if loop closing events
were simply unsampled due to lack of computational resources.
From this analysis, it can be concluded that the adaptive sampling seeded from VR
trajectories sampled a considerably wider range of configurations than an equivalent
sampling strategy from just the native state. However, the trajectories did not produce
further samples of several of the configurations produced in VR. Instead, they sampled a
range of other, smaller, loop opening motions, and did not recover the equilibrium pop-
ulations previously reported[123]. Given the flexibility of the configurations involved,
this is perhaps not surprising. Indeed, it is expected for the dynamics to relax into a
variety of minima. It seems plausible that the choice of forcefield and use of an implicit
solvent, while enabling longer timescales to be sampled, may have affected the popu-
lations observed. The poor sampling makes it impossible to quantitatively determine
whether the virtual reality trajectories were unrealistic, or that they represent a rare
event over some larger energy barriers that went unsampled.
7.3 Discussion and Conclusions
In this chapter, an exploration into using adaptive sampling with Markov state models
to sample the knotting pathway of MJ0366 and loop motions in cyclophilin A was per-
formed. The iMD-VR framework was used to produce initial configurations which were
extracted to form the initial configurations used in adaptive sampling. The resulting
trajectories, which can be generated quickly, provide data that can be used to perform
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analysis and extract low dimensionality representations, collective variables and initial
conditions.
It was also observed, however, that without care, it is easy to introduce too much
energy into the system and produce high energy pathways and configurations. Addi-
tionally, the strength of the biasing potentials used and the timescales in which manip-
ulations take place means that the resulting pathways are unlikely to follow a minimum
energy pathway. Instead, they merely serve as a quick way of generating initial condi-
tions and hypotheses, which must be validated.
Automating the procedure from interactive sampling to feature selection was ex-
plored using principal component analysis and principal feature analysis. It was found
that PCA was able to distinguish between the characteristics of the different VR tra-
jectories. Principal feature analysis was not successful on inputs with large numbers
of correlated features, but reducing the feature set to the distances between residues
selected by the user in the iMD-VR sessions proved an effective strategy for reducing
the dimensionality to allow feature selection to take place. Incorporating the user’s in-
tuition in this manner appears to be a promising way to automate the processing of
iMD-VR trajectories for follow-up sampling.
For performing follow-up sampling, the HTMD framework is easy to use and lends
itself well to automation. It was observed, however, that the adaptive sampling strate-
gies based on Markov models are primarily designed to start from a single point in con-
figuration space, and so modifications to the sampling algorithm were made to perform
automated sampling from multiple starting points of configuration space.
With the computational resources available, the sampling of neither system pro-
duced converged statistics. Furthermore, the decision to use implicit solvent models in
an attempt to expediate sampling may have dramatically affected the resulting sam-
pled populations. However, the sampling undertaken does provide some insights into
the topology of protein energy landscapes, and the use of adaptive sampling of unbiased
molecular dynamics. The knotting folding pathway was a large and ambitious confor-
mational change by the standards of protein folding simulations[4]. Analysis of the re-
sulting trajectories indicate that no significant transitions occurred, and in particular,
there were no transitions between the separate seeds of the trajectories, suggesting that
each ‘tree’ of sampling was trapped exploring local minima. The high-level schematic il-
lustrations of protein folding landscapes as funnels (such as that depicted in Figure 7.1)
obfuscate the fact that many local minima must be traversed on the path to protein fold-
ing. The knotting path of MJ0366, in particular, appears to have a rate-limiting step of
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the threading event[240].
The trajectories produced in the sampling the loop motion of cyclophilin A, on the
other hand, did exhibit transitions between some of the initial conditions. This is be-
cause the loop motions are smaller reconfigurations, likely with lower energy barri-
ers, compared to a knotting event. The distance between these configurations in phase
space, and thus the likelihood of transition events being sampled, was much greater.
However, the cyclophilin A trajectories did not produce any additional samples of sev-
eral of the initial configurations sampled with interactive molecular dynamics. Instead,
the initial conditions quickly relaxed into different minima, from which it struggled to
escape. This is due to protein landscapes having many metastable states with a range
of barriers between them that are accessed at different timescales[253]. In both sys-
tems, due to the lack of converged sampling or a good Markov model, it is impossible to
determine whether the pathways identified with interactive molecular dynamics were
reasonable, or indeed whether the states that were sampled are relevant.
This is the pitfall of unbiased molecular sampling and further evidence of the rare
event problem. Without statistically converged observations, quantitative results and
conclusions about the dynamics cannot be drawn. The Markov state model framework
provides an excellent scheme for quantitatively assessing molecular dynamics trajecto-
ries[66]. However, there are many hyper-parameters, which, especially when combined
with poorly converged sampling, can be difficult to navigate systematically. In the stud-
ies presented here, initial Markov models were built from a limited exploration of the
hyper-parameter space. While it is likely that hyper-parameter optimisation, with cross
validation, would lead to better Markov models, the ones constructed here served their
purpose for providing qualitative insight into the sampling process.
Of course, one could always perform more sampling to converge a Markov model.
The 10s of microseconds of molecular dynamics undertaken in these applications is a
relatively small amount of molecular dynamics by the standards of large compute facili-
ties, which often perform simulations for total aggregate times of hundreds of microsec-
onds or even milliseconds[51, 104, 123]. The problem is that to access rare events, one
must perform a sufficient amount of sampling in order to overcome the energetic bar-
riers between disparate states and traverse these barriers a sufficient number of times
to converge statistics. While large compute facilities may be able to perform enough
molecular dynamics to ignore these inefficiencies, it seems wasteful to run simulations
which primarily sample energy minima already observed.
The studies undertaken here sought to investigate whether adaptive sampling, an
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attractive strategy that promises automation and statistical rigour, would result in sig-
nificant acceleration. The results suggest this is not the case, especially compared to the
acceleration achieved with the biasing methods of BXD and metadynamics discussed
in other chapters. While the adaptive sampling methods based on unbiased molecu-
lar dynamics are efficient at sampling systems characterised by small energy barriers,
there is no mechanism to guide the system over large energy barriers efficiently. The
cluster-based approach developed here enables sampling from multiple disparate initial
conditions, and makes sampling completely automated, but cannot directly encourage
transitions. A possible improvement would be to define some of the configurations from
iMD-VR as targets for other configurations, biasing the sampling to head towards them.
This more targeted exploration scheme has been proposed previously by Zimmerman
and Bowman in Ref [250], in which the macrostate approach of HTMD can be combined
with a specific goal (such as a target RMSD for example).
As noted above, a goal for the follow-up sampling is to provide a means for unbias-
ing the trajectories produced in interactive molecular dynamics. This is both the bias
applied directly by the biasing potentials and the user bias in their hypothesis of a
potentially viable pathway. The results of these two studies suggest that performing
unbiased molecular dynamics is not an efficient way to do this. Instead, it becomes
clear that a more targeted strategy is required that can quickly assess whether a user’s
intuition was reasonable, and if not, identify alternatives. The accelerated sampling
methods such as BXD and the path metadynamics method explored in Chapters 3 and
6 seem to be more suitable for this task.
In both the MJ0366 and cyclophilin A systems, the pathways found using iMD-VR
should serve to provide BXD with the intial pathways it needs to accelerate dynamics.
At the time of this study an implementation of BXD with OpenMM was not available
and so BXD could not be applied to the system. At the time of writing, however, an
implementation of BXD with OpenMM has now been developed4, and it ought to be
possible to perform a follow-up study evaluating the iMD-VR paths with BXD.
By providing a set of configurations or an initial path from which appropriate collec-
tive variables can be extracted, the interactive molecular dynamics framework enables
these methods to be used more easily. The accelerated sampling methods can quickly
determine whether these paths are reasonable. In the case of a good pathway, they will
be able to produce converged sampling and free energies along the pathway from which
quantitative statements about the path may be drawn. In the case of a poor pathway,
4Available at https://github.com/RobinShannon/ChemDyME.
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they may still succeed to sample the path, and thus provide feedback by indicating that
the pathway was high in energy. Even in the case that the accelerated sampling fails,
information can still be gained. The exhibition of hysteresis - getting trapped in a region
of configuration space - is a common way for these methods to fail, and is an indication
of a poor path. In a biased simulation based on collective variables, it is usually obvious
when this is occurring, as progress along some collective variables is stifled. Compared
to unbiased sampling, in which any of these possibilities could also occur, such methods











The problem of rare event sampling in molecular dynamics limits the ability of compu-
tational scientists to produce converged, statistically significant sampling of molecular
processes, particularly long processes such as chemical reactions, enzyme catalysis and
protein folding. The contributions of this thesis are to offer some new and updated tools
in alleviating this problem.
The boxed molecular dynamics method was automated and generalised to multi-
dimensional collective variable space, through the introduction of a general velocity
inversion procedure using non-holonomic constraints. These extensions make it appli-
cable to many more systems, enabling the BXD method to take its place in the toolbox of
methods for rare event acceleration. It is particularly useful in cases where the dynam-
ics of the system need to be minimally perturbed, in non-equilibrium regimes or where
kinetics are the observable that is desired. The contributions of this thesis have since
led to the method being extended further for use as a new reaction discovery method
in the field of combustion chemistry[124]. However, like other collective variable based
methods, its main limitation is the need to identify a suitable set of collective variables
which produces a dynamical pathway of the given process that can be accelerated.
The requirement for preliminary exploration of a molecular system in order to iden-
tify potential configurations, pathways and collective variables, along with the advent
of commodity virtual reality hardware, motivated the development of a framework for
interactive molecular dynamics (iMD-VR). The iMD-VR framework developed is a spiri-
tual successor to previous attempts such as VMD IMD that predated commodity VR. By
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leveraging modern GPU-accelerated molecular dynamics programs such as OpenMM,
cloud-based computing and user-friendly tools such as Unity3D for developing VR ap-
plications, the resulting framework is modular, extensible, inherently multi-user and
capable of performing simulations in real-time at scales appropriate for applications
across multiple fields such as drug discovery and materials. The software is open source
and maintained by a growing community of developers.
In the development of the iMD-VR framework novel user interfaces and algorithms
were developed to enable rapid and precise manipulation of molecular structures, such
as a virtual reality user interface for selecting molecular structures, group interactive
potentials and a velocity re-initialisation scheme for fine control.
While the framework is in a state ready for use, there are many improvements to
be made. The performance of the system needs improving to minimise overheads in
running the simulation, and more advanced rendering techniques need to be used to
improve rendering capabilities. Additionally, methods for connecting to existing molec-
ular simulation software packages need to be simplified and standardised, to make it
easy for the community to develop extensions. The interaction controls developed so far
have been focussed on the manipulation of all-atom biomolecular simulations. One can
expect novel interaction methods to be developed as new applications emerge.
Additionally, virtual, augmented and mixed reality hardware solutions continue to
be developed. The framework developed is agnostic to the details of these platforms,
assuming only that a molecular simulation can be represented in 3D space, and that
some form of 3D interaction method allows one to select and interact with the molecules.
It should thus be easy to port to new developments as they come to market.
It was demonstrated that by utilising the 3D manipulation enabled by VR, users
could reproducibly perform complex molecular manipulations in real-time. The frame-
work thus appears to be appropriate as a method for finding novel configurations and
pathways.
Furthermore, because a rigorous molecular simulation is governing the dynamics,
continuously driving the system towards stable configurations, the pathways found typ-
ically represent reasonable starting points for qualitative insight and follow-up analy-
sis.
This was demonstrated by generating an isomerisation path in the benchmark sys-
tem alanine dipeptide, in which the pathway found in VR and optimised with the
nudged elastic band method was lower in energy than a pathway optimised starting
from a linear interpolated structure. By performing metadynamics using the pathway
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generated in virtual reality as a collective variable, it was demonstrated that the in-
teractive molecular dynamics framework could be easily combined with existing meth-
ods to go from an initial hypothesis through to converged observables, in this case, a
free energy surface. While this demonstration did not quite achieve the goal of a com-
pletely automated workflow, as the methods used require some hand-tuning, it can be
concluded that accelerated sampling from interactive molecular dynamics can produce
quantifiable results.
Following the success on a benchmark system, larger systems with more complex
transitions were explored. These consisted of knot formation in the protein MJ0366,
and loop motions in cyclophilin A. In these applications, it was possible to achieve all
the desired transitions and configurations with iMD-VR, but converging follow-up sam-
pling, with the amount of computation time available, was unsuccessful. In particular, it
was not possible to quantitatively assess the relevance of pathways and configurations
produced with interactive molecular dynamics with the calculation of free energies or
rates. The user study of small molecular tasks, the alanine dipeptide example, and the
reversibility of the loop motions performed in the cyclophilin A system demonstrate that
for simple tasks the pathways produced with interactive molecular dynamics can be rea-
sonable. However, the limits of the kind of processes that can be studied with iMD-VR
remains an open question. An application that could test this more thoroughly would
be to interactively fold small proteins, such as the β-hairpin[118]. These small proteins
are extremely well studied, and so the pathways found through interactive molecular
dynamics can be compared to those found with other methods.
The success of the path metadynamics approach for verifying and converging a free
energy surface from an iMD-VR simulation, in contrast to the uncertainty from running
adaptive sampling with Markov state models, leads to the conclusion that interactive
molecular dynamics simulations should be combined with efficient biased sampling so
that hypotheses can be rapidly evaluated. Thus, tools for performing dimensionality
reduction, extracting paths and sets of collective variables that can be used with accel-
erated sampling methods such as metadynamics or BXD should be the focus of future
development. The path collective variable approach in particular is promising because
it includes a mechanism for allowing exploration of the system away from the predeter-
mined path, which makes it possible to sample additional pathways not identified with
iMD-VR. This is important as there is no guarantee that a pathway found with iMD-VR
will be optimal.
Since its release as an open-source project, Narupa has begun to see uptake both
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as a tool for rare event acceleration and for general use as a platform for developing
virtual reality enabled interactive simulations. In some recent work in the field of drug
discovery, ligand binding simulations have shown binding poses discovered through in-
teractive molecular dynamics simulations are stable in follow-up simulations, providing
more evidence that interactive molecular dynamics can produce quantifiable results. It
is also being used to generate initial training sets for the machine-learning of potential
energy and forces in non-equilibrium reactive systems. In future research, the platform
will also be used to facilitate and visualise protein design in collaboration with synthetic
biologists.
With the commercial availability of virtual reality hardware for consumers, and the
compatibility of the iMD-VR framework with cloud computing, the prospect of ‘gamify-
ing’ rare event problems becomes tenable. This idea has already been demonstrated to
be viable in the field of protein folding[167]. The models available in the iMD-VR frame-
work expand the possibility space for such gamification. Since the framework is based
on molecular dynamics and is agnostic to the underlying details of the force fields used,
it can be used in a wide variety of fields.
Using the interactive molecular dynamics framework for this purpose is now being
explored. In a preliminary application, users can explore chemical reactions in simu-
lations running semi-empirical force fields developed by Reiher and co-workers[162].
Using the interactive force fields, they can bring reactants together, and stretch, break
and form bonds to achieve new reactions. Methods for providing feedback and scores of
a user’s progress in discovering novel reactions are in development.
The maturity of some molecular simulation software, particularly biomolecular sim-
ulation, makes it possible to envisage the creation of robust, user-facing applications.
For example, in future work, the real-time all-atom models of drug binding simulations
will be used to gamify drug discovery. The proposed workflow is to publicly host simula-
tions HPC architecture in the cloud, and drawing inspiration from FoldIt[167], provide
‘puzzles’ consisting of a set of possible drugs along with a target binding site in a pro-
tein. Scoring functions, such as RMSD from the drug candidate to the active site, the
potential energy, and other heuristics will be used to provide scoring, as well as visual
and auditory feedback. Well-studied examples such as benzylpenicillin binding to beta-
lactamase will be used to provide tutorials, but in advanced cases, users will be able to
select novel drug candidates.
The updated boxed molecular dynamics algorithm and the interactive molecular dy-
namics framework are not panaceas to sampling problems in molecular simulation, but
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they can alleviate some of the issues, and provide new ways to approach molecular
simulation. The variety of applications and ongoing projects that are now beginning to











EXAMPLE DERIVATION OF THE VELOCITY INVERSION
PROCEDURE IN BOXED MOLECULAR DYNAMICS
What follows is an example calculation of the velocity inversion procedure using con-
straints described in Chapter 3, for a simple but illustrative case (the same as that used
in Figure 3.6). This example is based on that described by the author in the SI of Ref
[131].
Consider a system of atoms A, B, and C where the collective variables are the dis-
tances AB and BC. This style of collective variable is useful in many situations, includ-
ing the acceleration of abstraction reactions as discussed in the main document.
In the interest of saving paper, the example is restricted to two spatial coordi-
nates. Let ~r = [ax,ay,bx,by, cx, cy] be the coordinates of the atoms in the system, let
~v = [vax ,vay,vbx ,vby,vcx,vcy] be the velocities of atoms A, B and C, and let M be the diagonal
matrix of atomic masses, i.e.:
M=

ma 0 0 0 0 0
0 ma 0 0 0 0
0 0 mb 0 0 0
0 0 0 mb 0 0
0 0 0 0 mc 0
0 0 0 0 0 mc

.
The collective variable~s(~r) representing the distances AB and AC is given by
169
APPENDIX A. EXAMPLE DERIVATION OF THE VELOCITY INVERSION PROCEDURE IN
BOXED MOLECULAR DYNAMICS
~s(~r)= (rAB, rBC) , where(A.1)
rAB =
√
(ax −bx)2 + (ay −by)2,(A.2)
rBC =
√
(bx − cx)2 + (by − cy)2.(A.3)
Suppose there is some BXD boundary B, defined as a two-dimensional line in Hes-
sian form with norm ~n = (n1,n2) and point D. The BXD constraint on the dynamics is
then
φ= n1rAB +n2rBC +D ≥ 0.
Suppose that at some time step the constraint will no longer be satisfied: taking a
step forward using the current velocities will result in the boundary being crossed. This
is the case in which the velocity reflection is required. In order to perform the velocity











n1(ax −bx)/rAB +n2(bx − cx)/rBC





The expression above demonstrates how the reflection procedure can be constructed
from the gradients of the individual components of the collective variables. With ∇φ in
hand, the Lagrangian multiplier λ can be computed as in Equation 3.16:
(A.4) λ= −2∇φ ·~v∇φM−1∇φT ,
and subsequently used to compute inverted velocities as ~v′ =~v+λM−1∇φT . In the












HIGH PERFORMANCE IMPLEMENTATIONS OF THE
MULTI-STATE EMPIRICAL VALENCE BOND METHOD
In this section, more details of the EVB method for the simulation of reactive events
are given, and the implementation details of the method used in the simulation of reac-
tions in liquids in Chapter 3.4 are discussed. This section is adapted from the chapter
written by Harvey, Glowacki and O’Connor in Ref [45]. In this work, I contributed to the
development of the MPI implementation of EVB in CHARMM, performed benchmarks,
and wrote a GPU accelerated implementation of EVB developed for use in interactive
molecular dynamics (in a precursor application to the NarupaXR framework described
in Chapter 4.2)[148].
B.1 Empirical Valence Bond Methods for Exploring
Reaction Dynamics in Gas Phase and In Solution
In the EVB reactive dynamics method, a pseudo-Hamiltonian matrix H(~r), constructed
from a reactant function (R) and a product function (P):
H(~r)=
[
VR + eR H12
H12 VP + eP
]
,
where VR and VP are the energies of the reactant and product states respectively, eR
and eP are constant energy shifts, and H12 is a coupling function that couples the reac-
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tant and product states. This function is usually implemented as some simple function
of nuclear coordinates[145]. This Hamiltonian matrix H is then diagonalized
(B.1) D=UTHU
to produce D, the diagonal matrix containing the eigenvalues λi of H, where i ∈ {0,1}.
The matrix U contains the corresponding eigenvectors, ~ui. The ground state energy is
taken as λ0, the lowest eigenvalue of H (illustrated in Figure B.1), and the coefficients of
the corresponding eigenvector ~u0 describe how each state contributes to the state with







The vector F0 provides the forces corresponding to the lowest eigenvalue λ0, and are
used to propagate the system. To compute dH/d~r, the gradients of VR and VP must be
computed, along with the gradient of H12. This is a rather convenient calculation as
the gradients of VR and VP are simply the negative of the forces computed in a typical
molecular dynamics calculation. The method described above generalises straightfor-
wardly to the case of many more states, as in the CD3CN application of Chapter 3.4, in
which a flourine radical, which abstracted deuterium from one particular CD3CN was
embedded in n solvent molecules, resulting in a matrix with dimensions (n+2)× (n+2):
H=

V1 +ε1 H12 0 0 . . . 0
H12 V2 +ε2 H23 H24 . . . H2n
0 H23 V3 +ε3 0 0 0




... . . .
...
0 H2n 0 0 . . . Vn+2 +εn+2

,
where Vi is the energy of each state, and there is a coupling term between states 1
and 2 (the reactant and product), and between state 2 and each solvent state represent-
ing a proton transfer between the product and a solvent molecule. For a solvent of 62
CD3CN molecules, resulting in 64 states, this results in a considerable amount molec-
ular dynamics to compute for each state. To be able to perform simulations of this size
efficiently, high performance implementations are required.
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Figure B.1: Illustration of the EVB potential for an abstraction reaction along some
reaction coordinate ρ. The potential for the reactant state is shown as the green dashed
line, while the potential for the product state is shown as the blue dashed line. The
resulting potential formed from the smallest eigenvalue λ0 is shown in blue, producing
a smooth reactive potential.
B.2 High Performance Implementation Details
In the interest of using EVB for large reactive systems, two different implementation
strategies have been explored. The first, described here as it is relevant to the appli-
cations of Chapter 3.4 , is based on the message-passing interface (MPI) and exploits
multi-core computer processing unit (CPU) architectures. A GPU implementation was
also developed, the details of which can be found in Ref [45].
The parallelisation strategy used for the CHARMM implementation of EVB is a
master/slave approach using MPI, illustrated in Figure B.2. An MPI process manages
each state, and propagates the energy and forces applied to that state independently.
The master process then gathers together the results for each state to construct the
diagonal matrix elements for H, then calculates the off-diagonal matrix elements of H.
With the matrix constructed, it is then diagonalized to solve Equation B.1, yielding the
λ0 eigenvalue of the D matrix and its corresponding eigenvector ~u0. Finally, the master
process solves Equation B.2 to yield the Hellman-Feynman force vector F0. Once this is
done, F0 and λ0 are then dispatched to each MPI process. Each process then propagates
forward a single dynamical timestep, with the identical forces and energies ensuring
that the new geometry on each process is also identical. Each process then carries out
its own energy and force calculations, the results of which are specific to the connectivity
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Figure B.2: EVB Propagation scheme using MPI.
of the particular state.
This parallelized propagation strategy scales nearly linearly in the number of EVB
states, with the exception of the communication and diagonalisation step during which
all processes except the master process are idle. One could improve upon this by intro-
ducing parallelism into this step. Figure B.3 shows the scaling that has been observed
for the MPI-parallelized CHARMM implementation on up to 64 cores (i.e., eight 8-core
nodes), tested on the 64-state F + CD3CN systems described above, along with analysis
of the timings spent on particular computational tasks. For very large matrices, diag-
onalization will eventually emerge as the computational bottleneck; however, this has
not yet been observed for the size of systems the framework has been applied to.
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Figure B.3: Performance of the EVB MPI implementation in CHARMM. The left-hand
panel shows the relative speed-up in strong scaling, with increasing number of nodes
applied to the same 64-state F + CD3CN system. The right-hand panel shows how the













ERROR ANALYSIS IN BOXED MOLECULAR DYNAMICS
C.1 Block Averaging Analysis for Mean First
Passage Times
The calculation of the standard deviation or standard error of a statistic, such as a
mean, relies upon the central limit theorem, which holds only for identically distributed
independent samples. In a molecular dynamics trajectory, this may not be the case, with
samples being correlated between frames. A robust method for accounting for correla-
tion effects is block averaging[254]. For a set of N samples with mean µ, rather than
computing the sample variance of all samples of an observed value, the data is instead









from which error can be calculated as
p
σ2/M. If the block length is 1, meaning M =
N, then this is simply the usual standard error calculation. However, as the block length
increases, the block average accounts for correlation in the data, effectively reducing the
number of samples accordingly. This procedure can be used in the calculation of error
bars for mean first passage times between boxes in the analysis of a BXD trajectory,
accounting for correlation effects between passage times in a robust manner. Figure C.1
shows the error in MFPT with increasing block lengths for two different boxes in the
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Figure C.1: Block Averaging Analysis for MFPT calculation in a BXD trajectory. The left
hand panel shows an MFPT for which passage times were long and therefore decorre-
lated, as indicated by lack of change in the error bars with increased block length, while
the right hand panel shows an box for which passage times were short and correlated.
F + CD3CN BXD trajectory in solution. The left hand panel corresponds to the passage
time from the first box to the second. The error does not increase with block length,
indicating that the passage times were not correlated. This is unsurprising given that
it is a relatively flat region of the free energy surface with long passage times. The right
hand panel, however, corresponding to a box on the steep post-reaction side of the free
energy landscape, exhibits highly correlated passage times, as indicated by the error
increasing with block length until a converging value is reached at a block length of
around 11000. The converged value can then be taken as the error.
C.2 Propagation of Error to Box-to-box Free
Energies








A simple rearrangement (dropping kB and T for convenience) gives





The rates ki,i−1 and ki−1,i are given by the calculations of MFPTs µi,i−1 and µi−1,i via
1/µi,i−1 and 1/µi−1,i. The MFPTs are thus the ultimate source of error in a BXD free
energy calculation. Let σi,i−1 and σi−1,i be the standard error of the MFPTs in the
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box. By assuming that µi,i−1 and µ0i−1, i are independent, we may apply the standard













































This result provides a particular box to box error, but the full box free energy calcu-





This leads to a rather complex looking formula for the propagation of error, as we

































This leads to the expected result that the error in the free energy increases as one
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