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Abstract
We investigate quasi-Monte Carlo rules for the numerical integration of multivari-
ate periodic functions from Besov spaces Srp,qB(Td) with dominating mixed smoothness
1/p < r < 2. We show that order 2 digital nets achieve the optimal rate of convergence
N−r(logN)(d−1)(1−1/q). The logarithmic term does not depend on r and hence improves
the known bound of Dick [6] for the special case of Sobolev spaces Hrmix(Td). Secondly, the
rate of convergence is independent of the integrability p of the Besov space, which allows
for sacrificing integrability in order to gain Besov regularity. Our method combines char-
acterizations of periodic Besov spaces with dominating mixed smoothness via Faber bases
with sharp estimates of Haar coefficients for the discrepancy function of order 2 digital
nets. Moreover, we provide numerical computations which indicate that this bound also
holds for the case r = 2.
1 Introduction
Quasi-Monte Carlo methods play an important role for the efficient numerical integration of
multivariate functions. Many real world problems, for instance, from finance, quantum physics,
meteorology, etc., require the computation of integrals of d-variate functions where d may be
very large. This can almost never be done analytically since often the available information
of the signal or function f is highly incomplete or simply no closed-form solution exists. A
quasi-Monte Carlo rule approximates the integral I(f) =
∫
[0,1]d f(x) dx by (deterministically)
averaging over N function values taken at fixed points XN = {x1, . . . , xN}, i.e.,
IN (XN , f) :=
1
N
N∑
i=1
f(xi),
where the d-variate function f is assumed to belong to some (quasi-)normed function space
Fd ⊂ C([0, 1]d). Since the integration weights 1N are positive and sum up to 1, QMC integration
is stable and easy to implement which significantly contributed to its popularity. The QMC-
optimal worst-case error with respect to the class Fd is given by
QMCN (Fd) := inf
XN⊂[0,1]d
#XN=N
sup
‖f |Fd‖≤1
|I(f)− IN (XN , f)| . (1.1)
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In this paper we investigate the asymptotical properties of Dick’s construction [6] of order σ
digital nets XN where N = 2
n. This construction has recently attracted much attention in
the area of uncertainty quantification [11, 10]. In the present paper we are interested in the
asymptotic optimality of those higher order nets in the sense of (1.1) with respect to Fd being
a periodic Nikol’skij-Besov space Srp,qB(Td) with smoothness r larger than 1 and less than 2.
Dick [6] showed for periodic Sobolev spaces Hrmix(Td) = Sr2,2B(Td)1
QMCN (H
r
mix(Td)) . N−brc(logN)dbrc−1 , N ≥ 2 , (1.2)
if 1/2 < r ≤ σ. He also considered non-periodic integrands, see [7]. However, well-known
asymptotically optimal results for the integration of periodic Sobolev functions, see for instance
the survey [50], show that the exponent of the log should be independent of the smoothness
parameter r, namely (d − 1)/2. In that sense, (1.2) is far from being optimal. Nevertheless,
Dick’s bound (1.2) beats the well-known sparse grid bound if r is an integer and d is large.
The latter bound involves the log-term (logN)(d−1)(r+1/2), see [20, 51] and (1.8) below, which
represents the best possible rate among all cubature formulas taking function values on a sparse
grid [20].
The aim of this paper is twofold. On the one hand we aim at showing the sharp relation
QMCN (H
r
mix(Td))  N−r(logN)(d−1)/2 , N ≥ 2 , (1.3)
if 1/2 < r < 2 by proving the asymptotical optimality of order 2 digital nets for (1.1). On the
other hand we would like to extend (1.3) to periodic Nikol’skij-Besov spaces with dominating
mixed smoothness Srp,qB(Td), namely,
QMCN (S
r
p,qB(Td))  N−r(logN)(d−1)(1−1/q) , N ≥ 2 , (1.4)
for 1/p < r < 2, see Definition 2.3 below. An immediate feature of these error bounds is the
fact that the log-term disappears in case q = 1. Besov regularity is the correct framework
when it comes to integrands of the form
f(x) = max{0, g(x)} , x ∈ Rd , (1.5)
so-called kink functions, which often occur in mathematical finance, e.g. the pricing of a Eu-
ropean call option, whose pay-off function possesses a kink at the strike price, see e.g. [22,
Chapter 1]. In general, one can not expect Sobolev regularity higher than r = 3/2. However,
when considering Besov regularity we can achieve smoothness r = 2. Indeed, the simple ex-
ample f(t) = max{0, t− 1/2} belongs to B21,∞([0, 1]) while its Sobolev regularity Hs is below
s = 3/2. In a sense, one sacrifices integrability for gaining regularity. Looking at the bound
(1.4) above, we see that cubature methods based on order 2 digital nets benefit from higher
Besov regularity while the integrability p does not enter the picture.
Apart from that, spaces of this type have a long history in the former Soviet Union, see
[1, 39, 43, 49] and the references therein. The scale of spaces Srp,qB(Td) contains several
important special cases of spaces with mixed smoothness like Ho¨lder-Zygmund spaces (p =
q = ∞), the above mentioned Sobolev spaces (p = q = 2) and the classical Nikol’skij spaces
(q = ∞). Note that Sobolev spaces SrpH(Td) with integrability 1 < p < ∞ and r > 0
are not contained in the Besov scale. They represent special cases of Triebel-Lizorkin spaces
Srp,qF (Td) if q = 2. However, classical embedding theorems allow to reduce the question for
QMCN (S
r
pH(Td)) to (1.4) in the case of “large” smoothness r > max{1/p, 1/2}, see Corollary
1These spaces are sometimes also referred to as Korobov spaces.
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5.6 below. For a complete study of asymptotical error bounds (including the case of “small”
smoothness) of numerical integration in spaces SrpH(Td) and Srp,qF (Td) we refer to the recent
preprint [53]. See also Remark 5.7 below.
The by now classical research topic of numerically integrating periodic functions goes back
to the work of Korobov [28], Hlawka [27], and Bakhvalov [3] in the 1960s and was continued
later by Temlyakov, see [46, 47, 48], Dubinin [17, 18] and Skriganov [44]. See also the survey
articles Temlyakov [50] and Novak [40]. In particular, Temlyakov [46, 47] used the classical
Korobov lattice rules in order to obtain for 1/2 < r ≤ 1
N−r(logN)(d−1) . QMCN (Sr2,∞B(Td)) . N−r(logN)(d−1)(r+1/2) (1.6)
as well as
N−r(logN)(d−1)/2 . QMCN (Hrmix(Td)) . N−r(logN)(d−1)r (1.7)
for N ≥ 2. In contrast to the quadrature of univariate functions, where equidistant point grids
lead to optimal formulas, the multivariate problem is much more involved. In fact, the choice
of proper sets XN ⊂ Td of integration nodes in the d-dimensional unit cube is the essence of
“discrepancy theory” [14, 13] and connected with deep problems in number theory, already for
d = 2.
Recently, Triebel [51, 52] and, independently, Du˜ng [19] brought up the framework of
tensor Faber bases for functions of the above type. The main feature is the fact that the basis
coefficients are linear combinations of function values. The corresponding series expansion is
thus extremely useful for sampling and integration issues. Triebel was actually the first who
investigated cubature formulas for spaces Srp,qB(Qd) of functions on the unit cube Qd := [0, 1]
d.
By using more general cubature formulas of type (1.9) below (with non-equal weights) and
nodes from a sparse grid Triebel obtained the two-sided estimate
N−r(logN)(d−1)(1−1/q) . IntN (Srp,qB(Qd)) . N−r(logN)(d−1)(r+1−1/q) (1.8)
if 1 ≤ p, q ≤ ∞ and 1/p < r < 1 + 1/p. Here, IntN denotes the optimal worst-case integration
error where one admits general (not only QMC) cubature formulas of type
ΛN (XN , f) :=
N∑
i=1
λif(x
i) . (1.9)
In contrast to Srp,qB(Td), the space Srp,qB(Qd) consists of non-periodic functions on Qd :=
[0, 1]d. The questions remain how to close the gaps in the power of the logarithms in (1.6),
(1.7), and (1.8) and what (if existing) are optimal QMC algorithms?
This question has partly been answered by the first and second named authors for a subclass
of Srp,qB(Qd) with 1/p < r ≤ 1, namely those functions Srp,qB(Qd)q with vanishing boundary
values on the “upper and right” boundary faces, by showing that the lower bound in (1.8)
is sharp for quasi-Monte Carlo methods based on Chen-Skriganov points, see [24, 31, 32, 30].
Furthermore, together with M. Ullrich the last named author recently observed, that the
classical Frolov method is optimal in all (reasonable) spaces Srp,qB(Qd)
 and Srp,qF (Qd)
 of
functions with homogeneous boundary condition, see [53]. Note, that Frolov’s method is an
equal-weight cubature formula of type (1.9) with nodes from a lattice (not a lattice rule). In
a strict sense, Frolov’s method is not a QMC method since the weights λi do not sum up to 1.
In this paper we investigate special QMC methods for periodic Nikol’skij-Besov spaces
on Td and answer the above question partly. The picture is clear in case d = 2, i.e., for
spaces on the 2-torus T2. In fact, we know that the lower bound in (1.8) is even sharp for all
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r > 1/p, see [48, 56, 20]. The optimal QMC rule in case 1/p < r < 2 is based on Hammersley
points [56], which provide the optimal discrepancy in this setting [24]. This paper can be
seen as continuation of [56] for the higher-dimensional situation by adopting methods from
[24, 32, 31, 33].
We will prove the optimality of QMC methods based on order 2 digital nets in the framework
of periodic Besov spaces with dominating mixed smoothness if 1/p < r < 2. Due to the
piecewise linear building blocks, we can not expect to get beyond 1/p < r < 2 with our
proof method even when taking higher order digital nets. Therefore, this restriction seems to
be technical and may be overcome by using smoother basis atoms like piecewise polynomial
B-splines [19].
We illustrate our theoretical results with numerical computations in the Hilbert space case
Hrmix(Td) in several dimensions d and for different smoothness parameters r. In the case of
integer smoothness we exploit an exact representation formula for the worst-case integration
error of an arbitrary cubature rule. A numerical evaluation of this formula indicates that the
results in Theorem 5.3 below keep valid for r = 2. The comparison with other widely used
cubature rules such as sparse grids and Halton points in all dimensions and Fibonacci lattices
in dimension d = 2 shows that order 2 digital nets perform very well not only asymptotically
but already for a relatively small number of sample points. Finally, we consider a simple test
function which is a tensor product of univariate functions of the form (1.5). Expressing the
regularity of such functions in Besov spaces of mixed smoothness allows the correct prediction
of the asymptotical rate of the numerical integration error which is verified by our numerical
experiments. However, the applicability of order 2 nets to real-world problems from option
pricing etc., where the kinks are not necessarily axis aligned, requires further research.
The paper is organized as follows. In Section 2 we introduce the function spaces of interest
and provide the necessary characterizations and properties. The classical definition by mixed
iterated differences will turn out to be of crucial importance. In Section 3 we deal with the
Faber and Haar basis, especially with their hyperbolic (anisotropic) tensor product. The main
tools represent Propositions 3.4 and 3.5 where the function space norm is related to the Faber
coefficient sequence space norm and vice versa. In Section 4 we recall Dick’s construction
of higher order digital nets and compute the Haar coefficients of the associated discrepancy
function. We continue in Section 5 by interpreting the Haar coefficients of the discrepancy
function in terms of integration errors for tensorized Faber hat functions. Combining those
estimates with the Faber basis expansion and the characterization from Section 3 we obtain
our main results in Theorem 5.3. Finally, Section 6 provides the numerical results.
Notation. As usual N denotes the natural numbers, N0 = N ∪ {0}, N−1 = N0 ∪ {−1}, Z
denotes the integers, R the real numbers, and C the complex numbers. The letter d is always
reserved for the underlying dimension in Rd,Zd etc. We denote by 〈x, y〉 the usual Euclidean
inner product and inner products in general. For a ∈ R we denote a+ := max{a, 0}. For
0 < p ≤ ∞ and x ∈ Rd we denote |x|p = (
∑d
i=1 |xi|p)1/p with the usual modification in the case
p =∞. We further denote x+ := ((x1)+, . . . , (xd)+) and |x|+ := |x+|1. By (x1, . . . , xd) > 0 we
mean that each coordinate is positive. By T we denote the torus represented by the interval
[0, 1], where the end points are identified. If X and Y are two (quasi-)normed spaces, the
(quasi-)norm of an element x in X will be denoted by ‖x|X‖. The symbol X ↪→ Y indicates
that the identity operator is continuous. For two sequences an and bn we will write an . bn if
there exists a constant c > 0 such that an ≤ c bn for all n. We will write an  bn if an . bn
and bn . an.
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2 Periodic Besov spaces with dominating mixed smoothness
Let Td denote the d-torus, represented in the Euclidean space Rd by the cube Td = [0, 1]d, where
opposite points are identified. That means x, y ∈ Rd are identified if and only if x − y = k,
where k = (k1, . . . , kd) ∈ Zd. The computation of the Fourier coefficients of an integrable
d-variate periodic function is performed by the formula
fˆ(k) =
∫
Td
f(x)e−i2pik·x dx , k ∈ Zd .
Let further denote Lp(Td), 0 < p ≤ ∞, the space of all measurable functions f : Td → C
satisfying
‖f‖p =
( ∫
Td
|f(x)|p dx
)1/p
<∞
with the usual modification in case p =∞. The space C(Td) is often used as a replacement for
L∞(Td). It denotes the collection of all continuous and bounded periodic functions equipped
with the L∞-topology.
2.1 Definition and basic properties
In this section we give the definition of Besov spaces with dominating mixed smoothness on
Td based on a dyadic decomposition on the Fourier side. We closely follow [43, Chapter 2].
To begin with, we recall the concept of a dyadic decomposition of unity. The space C∞0 (Rd)
consists of all infinitely many times differentiable compactly supported functions.
Definition 2.1. Let Φ(R) be the collection of all systems ϕ = {ϕn(x)}∞n=0 ⊂ C∞0 (Rd) satisfying
(i) supp ϕ0 ⊂ {x : |x| ≤ 2} ,
(ii) supp ϕn ⊂ {x : 2n−1 ≤ |x| ≤ 2n+1} , n = 1, 2, . . . ,
(iii) For all ` ∈ N0 it holds sup
x,n
2n` |D`ϕn(x)| ≤ c` <∞ ,
(iv)
∞∑
n=0
ϕn(x) = 1 for all x ∈ R.
Remark 2.2. The class Φ(R) is not empty. We consider the following standard example. Let
ϕ0(x) ∈ S(R) be a smooth function with ϕ0(x) = 1 on [−1, 1] and ϕ0(x) = 0 if |x| > 2. For
n > 0 we define
ϕn(x) = ϕ0(2
−nx)− ϕ0(2−n+1x).
It is easy to verify that the system ϕ = {ϕn(x)}∞n=0 satisfies (i) - (iv).
Now we fix a system ϕ = {ϕn}n∈Z ∈ Φ(R), where we put ϕn ≡ 0 if n < 0. For j = (j1, . . . , jd) ∈
Zd let the building blocks fj be given by
fj(x) =
∑
k∈Zd
ϕj1(k1) · · ·ϕjd(kd)fˆ(k)ei2pik·x , x ∈ Td , j ∈ Zd . (2.1)
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Definition 2.3. (Mixed periodic Besov and Sobolev space)
(i) Let 0 < p, q ≤ ∞ and r > σp := (1/p− 1)+. Then Srp,qB(Td) is defined as the collection of
all f ∈ L1(Td) such that
‖f |Srp,qB(Td)‖ϕ :=
( ∑
j∈Nd0
2|j|1rq‖fj‖qp
)1/q
(2.2)
is finite (usual modification in case q =∞).
(ii) Let 1 < p < ∞ and r > 0. Then SrpH(Td) is defined as the collection of all f ∈ Lp(Td)
such that
‖f |SrpH(Td)‖ϕ :=
∥∥∥( ∑
j∈Nd0
2|j1|r2|fj(x)|2
)1/2∥∥∥
p
is finite.
Recall, that this definition is independent of the chosen system ϕ in the sense of equivalent
(quasi-)norms. Moreover, in case min{p, q} ≥ 1 the defined spaces are Banach spaces, whereas
they are quasi-Banach spaces in case min{p, q} < 1. For details confer [43, 2.2.4]. In this paper
we are mainly concerned with spaces providing sufficiently large smoothness (r > 1/p) such
that the elements (equivalence classes) in Srp,qB(Td) contain a continuous representative. We
have the following elementary embeddings, see [43, 2.2.3].
Lemma 2.4. Let 0 < p <∞, r ∈ R, and 0 < q ≤ ∞.
(i) If ε > 0 and 0 < v ≤ ∞ then
Sr+εp,q B(Td) ↪→ Srp,vB(Td) .
(ii) If p < u ≤ ∞ and r − 1/p = t− 1/u then
Srp,qB(Td) ↪→ Stu,qB(Td) .
(iii) If r > 1/p then
Srp,qB(Td) ↪→ C(Td) .
(iv) If 1 < p <∞ and r > 0 then
Srp,min{p,2}B(T
d) ↪→ SrpH(Td) ↪→ Srp,max{p,2}B .
(v) If 2 ≤ p <∞ and r > 0 then
SrpH(Td) ↪→ Sr2H(Td) = Hrmix(Td) = Sr2,2B(Td) .
2.2 Characterization by mixed differences
In this subsection we will provide the classical characterization by mixed iterated differences
as it is used for instance in [1]. The main issue will be the equivalence of both approaches,
the Fourier analytical approach in Definition 2.3 and the difference approach, see Lemma 2.7
below. We will need some tools from Harmonic Analysis, the Peetre maximal function and
the associated maximal inequality, see [43, 1.6.4, 3.3.5]. For a > 0 and b = (b1, . . . , bd) > 0 we
define the Peetre maximal function Pb,af for a trigonometric polynomial f , i.e.,
Pb,af(x) := sup
y∈Rd
|f(y)|
(1 + b1|x1 − y1|)a · · · (1 + bd|xd − yd|)a
The following maximal inequality for multivariate trigonometric polynomials with frequencies
in the rectangle Qb := [−b1, b1]× . . .× [−bd, bd] will be of crucial importance.
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Lemma 2.5. Let 0 < p ≤ ∞, b = (b1, . . . , bd) > 0, and a > 1/p. Let further
f =
∑
|ki|≤bi
i=1,...,d
fˆ(k)e2piik·x
be a trigonometric polynomial with frequencies in the rectangle Qb . Then a constant c > 0
independent of f and b exists such that
‖Pb,af‖p ≤ c‖f‖p .
Now we introduce the basic concepts of iterated differences ∆mh (f, x) of a function f . For
univariate functions f : T→ C the mth difference operator ∆mh is defined by
∆mh (f, x) :=
m∑
j=0
(−1)m−j
(
m
j
)
f(x+ jh) , x ∈ T, h ∈ [0, 1] .
The following Lemma states an important relation between mth order differences and
Peetre maximal functions of trigonometric polynomials, see [54, Lemma 3.3.1].
Lemma 2.6. Let a, b > 0 and
f =
∑
|k|≤b
fˆ(k)e2piikx , x ∈ T ,
be a univariate trigonometric polynomial with frequencies in [−b, b]. Then there exists a con-
stant c > 0 independent of f such that for every h ∈ R
|∆mh (f, x)| ≤ cmin{1, |bh|m}max{1, |bh|a}Pb,af(x) , x ∈ T . (2.3)
In order to characterize multivariate functions we need the concept of mixed differences
with respect to coordinate directions. Let e be any subset of {1, . . . , d}. For multivariate
functions f : Td → C and h ∈ [0, 1]d the mixed (m, e)th difference operator ∆m,eh is defined by
∆m,eh :=
∏
i∈e
∆mhi,i and ∆
m,∅
h = Id,
where Id f = f and ∆mhi,i is the univariate operator applied to the i-th coordinate of f with
the other variables kept fixed. Let us further define the mixed (m, e)th modulus of continuity
by
ωem(f, t)p := sup
|hi|<ti,i∈e
‖∆m,eh (f, ·)‖p , t ∈ [0, 1]d, (2.4)
for f ∈ Lp(Td) (in particular, ω∅m(f, t)p = ‖f‖p) . We aim at an equivalent characterization
of the Besov spaces Srp,qB(Td). The following lemma answers this question partially. There
are still some open questions around this topic, see for instance [43, 2.3.4, Remark 2]. The
following Lemma is a straight-forward modification of [54, Theorem 4.6.1].
Lemma 2.7. Let 1 ≤ p ≤ ∞, 0 < q ≤ ∞ and m ∈ N with m > r > 0. Then
‖f |Srp,qB(Td)‖ϕ  ‖f |Srp,qB(Td)‖(m) , f ∈ L1(Td) ,
where
‖f |Srp,qB(Td)‖(m) :=
[ ∑
j∈Nd0
2r|j|1qωe(j)m (f, 2
−j)qp
]1/q
. (2.5)
In case q =∞ the sum in (2.5) is replaced by the sup over j. Here, e(j) = {i : ji 6= 0}.
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Proof . This assertion is a modified version of [54, Theorem 4.6.2] for the bivariate setting.
Let us recall some basic steps in the proof. The relation
‖f |Srp,qB(Td)‖(m) ≤ C1‖f |Srp,qB(Td)‖ϕ
is obtained by applying [54, Lemma 3.3.2] to the building blocks fj in (2.1), which are indeed
trigonometric polynomials, and using the proof technique in [54, Theorem 3.8.1].
To obtain the converse relation
‖f |Srp,qB(Td)‖ϕ ≤ C2‖f |Srp,qB(Td)‖(m)
we take into account the characterization via rectangle means given in [54, Theorem 4.5.1].
We apply the techniques in Proposition 3.6.1 to switch from rectangle means to moduli of
smoothness by following the arguments in the proof of Theorem 3.8.2. It remains to discretize
the outer integral (with respect to the step length of the differences) in order to replace it by
a sum. This is done by standard arguments. Thus, we almost arrived at (2.5). Indeed, the
final step is to get rid of those summands where the summation index is negative. But this
is trivially done by omitting the corresponding difference (translation invariance of Lp) such
that the respective sum is just a converging geometric series (recall that r > 0). 
Remark 2.8. By replacing the moduli of continuity (2.4) by more regular variants like integral
means of differences [54] we can extend the characterization in Lemma 2.7 to all 0 < p ≤ ∞
and r > (1/p− 1)+, see also Remark 3.6 below.
3 Haar and Faber bases
1
1 v0,0
j = 0
1
1 v1,1v1,0
j = 1
1
1
j ∈ {0, 1}
Figure 1: Univariate hierarchical Faber basis on T for levels j ∈ {0, 1} and their union.
3.1 The tensor Haar basis
Let h(x) denote a piecewise constant step function on the real line given by
h(x) =

1 : 0 ≤ x ≤ 1/2 ,
−1 : 1/2 < x ≤ 1 ,
0 : otherwise .
For j ∈ N0 and k ∈ Dj := {0, 1, . . . , 2j − 1} we put
hj,k := h(2
j · −k) .
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Clearly hj,k is supported in [0, 1] for j ∈ N0, k ∈ Dj . Let now j = (j1, . . . , jd) ∈ Nd0 and
k ∈ Dj := Dj1 × . . .× Djd . We denote by
hj,k(x1, . . . , xd) := hj1,k1(x1) · · ·hjd,kd(xd) , (x1, . . . , xd) ∈ [0, 1]d ,
the tensor Haar function with respect to the level j ∈ Nd0 and the translation k ∈ Zd and
µj,k(f) =
∫
[0,1]d
f(x)hj,k(x) dx
the corresponding Haar coefficient for f ∈ L1([0, 1]d).
3.2 The univariate Faber basis
Recently, Triebel [51, 52] and, independently, Du˜ng [19] observed the potential of the Faber
basis for the approximation and integration of functions with dominating mixed smoothness.
The latter reference is even more general and uses so-called B-spline representations of func-
tions, where the Faber system is a special case. We note that the Faber basis also plays
an important role in the construction of sparse grids which go back to [45] and are utilized in
many applications for the discretization and approximation of function spaces with dominating
mixed smoothness, see e.g. [5, 55].
Let us briefly recall the basic facts about the Faber basis taken from [51, 3.2.1, 3.2.2].
Definition 3.1. Let v(x) be the L∞-normalized integrated Haar function h, i.e.,
v(x) := 2
∫ x
0
h(t) dt , x ∈ R , (3.1)
and for j ∈ N0, k ∈ Dj
vj,k = v(2
j · −k) . (3.2)
For notational reasons we let v−1,0 := 1 and obtain the Faber system
F := {vj,k : j ∈ N−1, k ∈ Dj} .
Faber [21] observed that every continuous (non-periodic) function f on [0, 1] can be repre-
sented as
f(x) = f(0) · (1− x) + f(1) · x− 1
2
∞∑
j=0
2j−1∑
k=0
∆22−j−1(f, 2
−jk)vj,k(x) (3.3)
with uniform convergence, see e.g. [51, Theorem 2.1, Step 4]. Consequently, every periodic
function from C(T) can be decomposed via the (1-periodic extended) system F such that
f(x) = f(0)− 1
2
∞∑
j=0
2j−1∑
k=0
∆22−j−1(f, 2
−jk)vj,k(x) (3.4)
with convergence in C(T) .
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3.3 The tensor Faber basis
Let now f(x1, . . . , xd) be a d-variate function f ∈ C(Td). By fixing all variables except xi we
obtain by g(·) = f(x1, . . . , xi−1, ·, xi+1, . . . , xd) a univariate periodic continuous function. By
applying (3.4) in every such component we obtain the representation in C(Td)
f(x) =
∑
j∈Nd−1
∑
k∈Dj
d2j,k(f)vj,k(x) , x ∈ Td , (3.5)
where
vj,k(x1, . . . , xd) := vj1,k1(x1) · · · vjd,kd(xd) , j ∈ Nd−1, k ∈ Dj ,
and
d2j,k(f) = (−2)−|e(j)|∆2,e(j)2−(j+1)(f, xj,k) , j ∈ Nd−1, k ∈ Dj . (3.6)
Here we put e(j) = {i : ji 6= −1} and xj,k = (2−(j1)+k1, . . . , 2−(jd)+kd) .
Our next goal is to discretize the spaces Srp,qB(Td) using the Faber system {vj,k : j ∈
Nd−1, k ∈ Dj}. We obtain a sequence space isomorphism performed by the coefficient mapping
d2j,k(f) above. In [51, 3.2.3, 3.2.4] and [19, Theorem 4.1] this was done for the non-periodic
setting Srp,qB(Qd). Our proof is completely different and uses only classical tools. This makes
the proof a bit more transparent and self-contained. With these tools we show that one
direction of the equivalence relation can be extended to 1/p < r < 2.
Definition 3.2. Let 0 < p, q ≤ ∞ and r ∈ R. Then srp,qb is the collection of all sequences
{λj,k}j∈Nd−1,k∈Dj such that
‖λj,k|srp,qb‖ :=
[ ∑
j∈Nd−1
2|j|1(r−1/p)q
( ∑
k∈Dj
|λj,k|p
)q/p]1/q
is finite.
Lemma 3.3. Let 0 < p, q ≤ ∞ and r ∈ R. The space srp,qb is a Banach space if min{p, q} ≥ 1.
In case min{p, q} < 1 the space srp,qb is a quasi-Banach space. Moreover, if u := min{p, q, 1}
it is a u-Banach space, i.e.,
‖λ+ µ|srp,qb‖u ≤ ‖λ|srp,qb‖u + ‖µ|srp,qb‖u , λ, µ ∈ srp,qb .
Proposition 3.4. Let 1/2 < p ≤ ∞, 0 < q ≤ ∞ and 1/p < r < 2. Then there exists a
constant c > 0 such that ∥∥d2j,k(f)|srp,qb∥∥ ≤ c‖f |Srp,qB(Td)‖ϕ (3.7)
for all f ∈ C(Td).
Proof . The main idea is the same as in the proof of Lemma 2.7. We make use of the decompo-
sition (2.1) in a slightly modified way. Let us first assume 1 ≤ p, q ≤ ∞. The modifications in
case min{p, q} < 1 are straight-forward. For fixed j ∈ Nd−1 we write f =
∑
`∈Zd fj+`. Putting
this into (3.7) and using the triangle inequality yields∥∥d2j,k(f)|srp,qb∥∥  [ ∑
j∈Nd−1
2r|j|1q
∥∥∥ ∑
k∈Dj
d2j,k(f)vj,k(x)
∥∥∥q
p
]1/q
≤
∑
`∈Zd
[ ∑
j∈Nd−1
2r|j|1q
∥∥∥ ∑
k∈Dj
d2j,k(fj+`)vj,k(x)
∥∥∥q
p
]1/q
.
(3.8)
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Let us continue in deriving a point-wise upper bound for the absolute value of the function
Fj,`(x) :=
∑
k∈Dj
d2j,k(fj+`)vj,k(x) .
Clearly, we have
|Fj,`(x)| ≤ |d2j,k(fj+`)| . |∆2,e(j)2−(j+1)(fj+`, xj,k)| (3.9)
whenever x ∈ [2−(j1)+k1, 2−(j1)+(k1 + 1)] × . . . × [2−(jd)+kd, 2−(jd)+(kd + 1)] . Let us estimate
the iterated differences ∆
2,e(j)
2−(j+1)(fj+`, xj,k) one by one. For i ∈ e(j) we have for x such that
|xji,ki − x| ≤ 2−ji the bound
|∆2
2−(ji+1)(g, xji,ki)| . sup|y|.2−ji
|g(x+ y)| . sup
|y|.2−ji
|g(x+ y)|
(1 + 2ji |y|)a ≤ P2ji ,ag(x)
for a univariate continuous function g. In case i /∈ e(j) we have ji = −1 and
|g(0)| ≤ sup
|y|≤1
|g(x+ y)| . sup
|y|≤1
|g(x+ y)|
(1 + 2ji |y|)a ≤ P2ji ,ag(x) .
If `i ≥ 0 then, by definition,
P2ji ,ag(x) ≤ 2`iaP2ji+`i ,ag(x) . (3.10)
On the other hand, the estimate in Lemma 2.6 gives in case i ∈ e(j) for a univariate trigono-
metric polynomial gji+`i(t) =
∑
k∈Z ϕji+`i(k)gˆ(k)e
2piikt
|∆2
2−(ji+1)(gji+`i , xji,ki)| . min{1, 22`i}max{1, 2`ia}P2`i+ji ,agji+`i(xji,ki) .
If `i < 0 and |x− xji,ki | ≤ 2−ji this reduces to
|∆2
2−(ji+1)(gji+`i , xji,ki)| . 22`iP2`i+ji ,agji+`i(x) . (3.11)
Note, that in case i /∈ e(j) there is nothing to prove since gji+`i ≡ 0. Applying the point-wise
estimates (3.10) and (3.11) to the right-hand side of (3.9) we obtain
|Fj,`(x)| . P2`+j ,afj+`(x)
∏
i∈e(j)
min{22`i , 1}max{2`ia, 1} ,
where 2`+j := (2`1+j1 , . . . , 2`d+jd) . Using the Peetre maximal inequality, Lemma 2.5 yields
‖Fj,`‖p . ‖P2`+j ,afj+`‖p ·
∏
i∈e(j)
min{22`i , 1}max{2`ia, 1}
. ‖fj+`‖p
∏
i∈e(j)
min{22`i , 1}max{2`ia, 1} ,
(3.12)
whenever a > 1/p . If r > 1/p we can choose
1/p < a < r < 2 . (3.13)
Therefore, if ` ∈ Zd
∑
j∈Nd−1
2r|j|1q‖Fj,`‖qp .
∑
j∈Nd−1
2r|j+`|1q‖fj+`‖qp
d∏
i=1
Aq`i , (3.14)
11
where for n ∈ Z
An =
{
2(2−r)n : n < 0,
2(a−r)n : n ≥ 0. (3.15)
Under the condition (3.13) it follows from (3.15) that there is a δ > 0 such that An ≤ 2−δ|n|
and hence ∑
j∈Nd−1
2r|j|1q‖Fj,`‖qp . 2−qδ|`|1‖f |Srp,qB(Td)‖q·
Plugging this into (3.8) yields (3.7) . 
Let us prove the converse statement. The version below slightly differs from its 2-dimensional
counterpart given in [56] although the proof technique is the same. We observed that the re-
striction r > 1/p is actually not required.
Proposition 3.5. Let 1 ≤ p ≤ ∞, 0 < q ≤ ∞, 0 < r < 1 + 1/p. Then there exists a constant
c > 0 such that
‖f |Srp,qB(Td)‖ϕ ≤ c‖d2j,k(f)|srp,qb‖ (3.16)
for all f ∈ C(Td) with finite right-hand side (3.16) .
Proof . We use the characterization in Lemma 2.7, which says that
‖f |Srp,qB(Td)‖ϕ . ‖f |Srp,qB(Td)‖(m)
for some fixed m ≥ 2 . Let us assume 1 ≤ q ≤ ∞. The modifications in case q < 1 are
straight-forward. Similar as done in the previous proof we obtain by triangle inequality[ ∑
j∈Nd0
2r|j|1qωe(j)m (f, 2
−j)qp
]1/q
.
∑
`∈Zd
[ ∑
j∈Nd0
2r|j|1qωe(j)m (fj+`, 2
−j)qp
]1/q
, (3.17)
where we put (in contrast to the previous proof)
fj(x) =
∑
k∈Dj
d2j,k(f)vj,k(x) ,
with fj = 0 if j /∈ Nd−1 . We exploit the piecewise linearity of the basis functions vj+`,k together
with the at least second order differences in ω
e(j)
m (fj+`, 2
−j)p. In fact, let us consider the
variable x1. For `1 < 0 and |h1| < 2−j1 the difference ∆mh1(vj1+`1,k1 , x1) vanishes unless x1
belongs to one of the intervals IL, IM , IR given by IL := {x ∈ T : |x − 2−(j1+`1)k1| . |h1|},
IM := {x ∈ T : |x − 2−(j1+`1)(k1 + 1/2)| . |h1|}, and IR := {x ∈ T : |x − 2−(`1+j1)(k1 + 1)| .
|h1|}. Furthermore, in case `1 < 0 it is easy to verify that
|∆mh1(vj1+`1,k1 , x1)| . 2`1 , x1 ∈ IL ∪ IM ∪ IR .
In particular, as a consequence of |IL ∪ IM ∪ IR| . |h1| ≤ 2−j1 we obtain∫
T
|(∆2h1vj1+`1,k1)(x1)|p dx1 . 2p`12−j1 (3.18)
in case `1 < 0 . In case `1 ≥ 0 we use the trivial estimate∫
T
|(∆mh1vj1+`1,k1)(x1)|p dx1 . 2−(j1+`1) . (3.19)
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Now we combine the component-wise estimates in (3.18) and (3.19) to estimate ω
e(j)
m (fj+`, 2
−j)p
from above. Indeed, using the perfect localization property of the basis functions we obtain
ωe(j)m (fj+`, 2
−j)p .
(
2−(j+`)
∑
k∈Dj+`
|d2j+`,k(f)|p
)1/p d∏
i=1
{
2`i(1+1/p) : `i < 0 ,
1 : `i ≥ 0 .
Now, similar as in (3.14) in the previous proof we see for ` ∈ Zd∑
j∈Nd0
2r|j|1rqωe(j)m (fj+`, 2
−j)qp
.
∑
j∈Nd0
2(r−1/p)|j+`|1q
( ∑
k∈Dj+`
|d2j+`,k(f)|p
)q/p{ 2`i(1+1/p−r)q : `i < 0 ,
2−r`iq : `i ≥ 0 ,
(3.20)
which results in ∑
j∈Nd0
2r|j|1rqωe(j)m (fj+`, 2
−j)qp . 2−qδ|`|1‖d2j,k(f)|srp,qb‖q ,
where we used that 0 < r < 1 + 1/p . Plugging this into (3.17) concludes the proof . 
Remark 3.6. The restriction p ≥ 1 in Proposition 3.5 can be removed. Note, that this
restriction is caused by the difference characterization in Lemma 2.7 which can be extended to
0 < p, q ≤ ∞ and m > r > (1/p − 1)+, see [54, Theorem 4.5.1], by using rectangle means of
differences,
Rem(f, t)p :=
∥∥∥∫
[−1,1]d
|∆m,e(h1t1,...,hdtd)(f, ·)|dh
∥∥∥
p
, t ∈ [0, 1]d , (3.21)
instead of the mixed moduli of continuity (2.4). In other words, if
0 < p, q ≤ ∞ and (1/p− 1)+ < r < 1 + 1/p
it holds with m ≥ max{2, 1 + 1/p}
‖f |Srp,qB(Td)‖ϕ . ‖f |Srp,qB(Td)‖(m)R . ‖d2j,k(f)|srp,qb‖ (3.22)
for all f ∈ C(Td) with finite discrete quasi-norm ‖d2j,k(f)|srp,qb‖ . The quasi-norm in the middle
of (3.22) represents the counterpart of (2.5), where (2.4) is replaced by (3.21) . Note, that the
restriction r < 2 does not occur here in case p < 1.
4 Discrepancy of order 2 digital nets
4.1 Digital (t, n, d)-nets
We quote from [7, Section 4] to describe the construction method of order σ digital (t, n, d)-nets
which in case σ = 1 are original digital nets from [36] but in this form they were introduced in
[6].
For s, n ∈ N with s ≥ n let C1, . . . , Cd be s×n matrices over F2. For ν ∈ {0, 1, . . . , 2n− 1}
with the dyadic expansion ν = ν0 + ν12 + . . . + νn−12n−1 with digits ν0, ν1, . . . , νn−1 ∈ {0, 1}
the dyadic digit vector ν¯ is given as ν¯ = (ν0, ν1, . . . , νn−1)> ∈ Fn2 . Then we compute Ciν¯ =
(xi,ν,1, xi,ν,2, . . . , xi,ν,s)
> ∈ Fs2 for 1 ≤ i ≤ d. Finally we define
xi,ν = xi,ν,12
−1 + xi,ν,22−2 + . . .+ xi,ν,s2−s ∈ [0, 1)
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and xν = (x1,ν , . . . , xd,ν). We call the point set Pn = {x0, x1, . . . , x2n−1} a digital net over F2.
Now let σ ∈ N and suppose s ≥ σn. Let 0 ≤ t ≤ σn be an integer. For every 1 ≤ i ≤ d
we write Ci = (ci,1, . . . , ci,s)
> where ci,1, . . . , ci,s ∈ Fn2 are the row vectors of Ci. If for all
1 ≤ λi,1 < . . . < λi,ηi ≤ s, 1 ≤ i ≤ d with
λ1,1 + . . .+ λ1,min{η1,σ} + . . .+ λd,1 + . . .+ λd,min{ηd,σ} ≤ σn− t
the vectors c1,λ1,1 , . . . , c1,λ1,η1 , . . . , cd,λd,1 , . . . , cd,λd,ηd are linearly independent over F2, then Pn
is called an order σ digital (t, n, d)-net over F2.
The quality parameter t and the order σ qualify the structure of the point set, the lower t
and the higher σ – the more structure do the point sets have.
Lemma 4.1. Let Pn be an order 1 digital (t, n, d)-net then every dyadic interval of order n− t
contains exactly 2t points of Pn.
Therefore (t, n, d)-nets are also (t+ 1, n, d)-nets and order σ + 1 nets are also order σ nets
(with even lower quality parameter). In particular every point set Pn constructed with the
method described above is at least an order σ digital (σn, n, d)-net. We refer to [6] and [7] for
more details on such relations.
We need the following fact concerning projections of digital nets ([9, Theorem 2]).
Lemma 4.2. Let Pn be an order 2 digital (t, n, d)-net. Let further I` := {i1, . . . , i`} ⊂
{1, . . . , d} be a fixed set of coordinates. Then the projection Pn(I`) ⊂ [0, 1]` of the set Pn
on the coordinates in I` is an order 2 digital (t, n, `)-net.
Now we quote explicit constructions of higher order digital nets. We will only briefly
describe the method, for details consult [16], [15] and [8]. The starting point are order 1 digital
(t′, n, σd)-nets and the so called digit interlacing composition
Dσ : [0, 1]
σ → [0, 1]
(x1, . . . , xσ) 7→
∞∑
a=1
σ∑
r=1
ξr,a2
−r−(a−1)σ,
(4.1)
where ξr,1, ξr,2, . . . are the digits of the dyadic decomposition of xr. The digit interlacing is
applied component wise on vectors, namely
(x1, . . . , xσd) 7→ (Dσ(x1, . . . , xσ), . . . ,Dσ(x(d−1)σ+1, . . . , xσd)).
element wise. Suppose that Pn is an order 1 digital (t′, n, σd)-net. Then Ddσ(P) is an order σ
digital (t, n, d)-net with t = σt′ + dσ(σ − 1)/2. Therefore, it is possible to construct order 2
digital (t, n, d)-nets.
4.2 The discrepancy function and its Haar coefficients
Let N be a positive integer and let P be a point set in [0, 1]d with N points. Then the
discrepancy function DP is defined as
DP(x) =
1
N
∑
z∈P
χ[0,x](z)− x1 · · ·xd (4.2)
for any x = (x1, . . . , xd) ∈ [0, 1]d. By χ[0,x] we denote the characteristic function of the
interval [0, x] = [0, x1] × . . . × [0, xd], so the term
∑
z χ[0,x](z) is equal to #(P ∩ [0, x]). DP
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measures the deviation of the number of points of P in [0, x] from the fair number of points
N |[0, x]| = N x1 · · ·xd.
For further studies of the discrepancy function we refer to the monographs [13, 41, 34, 29]
and surveys [4, 25, 30].
We will use Haar coefficients of the discrepancy function which are given by [33, Proposition
5.7] .
Proposition 4.3. Let Pn be an order 2 digital (t, n, d)-net over F2. Let further j ∈ Nd0 and
m ∈ Dj. Then there exists a constant c = c(d) > 0 that satisfies the following properties.
(i) If |j|1 ≥ n− dt/2e then
µj,m(DPn) ≤ c 2−|j|1−n+t/2
and µj,m(DPn) ≤ c 2−2|j|1 for all but 2n values of m .
(ii) If |j|1 < n− dt/2e then
µj,m(DPn) ≤ c 2−2n+t(2n− t− 2|j|1)d−1 .
Remark 4.4. (i) It is in this proposition that the higher order property of the digital nets is
needed. For a usual order 1 digital (t, n, d)-net the main factor in the second estimate would
only be 2−|j|1−n−t instead of 2−2n+t which is not sufficient to yield the right order of conver-
gence in our results.
(ii) In [24] the author computed Haar coefficients of the dicrepancy function with respect to
the two-dimensional Hammersley point set. In contrast to the current paper the author con-
sidered the non-periodic situation Srp,qB([0, 1]
d) and therefore had to deal with the cases where
components ji of j equal −1 as well. This corresponds to the inner product of DPn with the
characteristic function χ[0,1] in the respective component i, see [24, Theorem 3.1, (iv)]. This
upper bound is essentially sharp, as shown in [24, Lemma 3.7], and responsible for the fact,
that the results in [24] can not be extended to r < 0. A d-dimensional counterpart for Chen-
Skriganov points can be found in [30].
5 QMC integration for periodic mixed Besov spaces
In the sequel we consider quasi-Monte Carlo integration methods for approximating the integral
I(f) :=
∫
Td f(x) dx of a d-variate continuous function f ∈ C(Td). More precisely, for a discrete
set P ⊂ [0, 1]d of N points we compute
IN (P, f) := 1
N
∑
z∈P
f(z) , f ∈ Fd ,
where Fd denotes a class of functions from C(Td). Assume that for f ∈ Fd the multivari-
ate Faber expansion (3.5) converges in C(Td). We consider the integration error RN (f) :=
IN (P, f)− I(f) . In fact,
|RN (f)| =
∣∣∣ 1
N
∑
z∈P
f(z)−
∫
Td
f(x) dx
∣∣∣
=
∣∣∣ ∑
j∈Nd−1
∑
m∈Dj
d2j,m(f)
1
N
∑
z∈P
vj,m(z)−
∑
j∈Nd−1
∑
m∈Dj
d2j,m(f)
∫
Td
vj,m(x) dx
∣∣∣
=
∣∣∣ ∑
j∈Nd−1
∑
m∈Dj
d2j,m(f)cj,m(P)
∣∣∣ ,
(5.1)
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where
cj,m(P) := 1
N
∑
z∈P
vj,m(z)−
∫
Td
vj,m(x) dx , j ∈ Nd−1,m ∈ Dj . (5.2)
Let us first take a look at the second summand.
Lemma 5.1. Let j ∈ Nd−1 and m ∈ Dj then∫
Td
vj,m(x) dx = 2
−|j+1|1 .
Proof . We use the tensor product structure of the vj,m to compute∫
Td
vj,m(x) dx =
d∏
i=1
∫
T
vji,mi(xi) dxi =
d∏
i=1
2−|ji+1| = 2−|j+1|1 .

The next Lemma connects the Haar coefficients µj,m(DP) of the discrepancy function DP
with the numbers cj,m(P) .
Lemma 5.2. Let P ⊂ [0, 1]d with #P = N .
(i) If j ∈ Nd0 and m ∈ Dj we have
µj,m(DP) = (−1)d2−|j|1cj,m(P) ,
(ii) If j ∈ Nd−1 \ Nd0 and m ∈ Dj we have
µj,m(DP¯) = (−1)s2−|j|+cj,m(P) ,
where P¯ denotes the projection of P onto those s coordinates zi where ji 6= −1. Moreover
µj,m(DP¯) is the Haar coefficient with respect to the s-variate function DP¯
Proof . Let j ∈ Nd0 and m ∈ Dj . We compute µj,m(DP). This involves two parts. We first
deal with ∫
[0,1]d
1
N
∑
z∈P
χ[0,x)(z)hj,m(x) dx =
1
N
∑
z∈P
∫
[0,1]d
χ[z,1)(x)hj,m(x) dx
=
1
N
∑
z∈P
d∏
i=1
∫ 1
zi
hji,mi(y) dy .
(5.3)
Let us deal with the univariate integrals on the right-hand side of (5.3). Clearly, for any
i = 1, . . . , d, ∫ 1
zi
hji,mi(y) dy = −
∫ zi
0
hji,mi(y) dy = −
∫ zi
0
h(2jiy −mi) dy
= −2−ji
∫ 2jizi−mi
0
h(τ) dτ
= −2−jiv(2jizi −mi) = −2−j1vji,mi(zi) .
(5.4)
This together with (5.3) yields∫
[0,1]d
1
N
∑
z∈P
χ[0,x)(z)hj,m(x) dx = (−1)d2−|j|1
1
N
∑
z∈P
vj,m(z) , z ∈ [0, 1]d . (5.5)
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It remains to compute∫
[0,1]d
x1 · · ·xd hj,m(x) dx =
d∏
i=1
∫ 1
0
y hji,mi(y) dy . (5.6)
Integration by parts together with (5.4) yields for i = 1, . . . , d∫ 1
0
y hji,mi(y) dy = −2−ji
∫ 1
0
vji,mi(y) dy
which, together with (5.6), implies∫
[0,1]d
x1 · · ·xd hj,m(x) dx = (−1)d2−|j|1
∫
[0,1]d
vj,m(x) dx (5.7)
Combining, (5.3), (5.4), and (5.7) yields the result in (i). The result in (ii) is a simple conse-
quence of (i). 
The following result represents our main theorem.
Theorem 5.3. Let Pn be an order 2 digital (t, n, d)-net over F2. Then for 1 ≤ p, q ≤ ∞ and
1/p < r < 2 there exists a constant c = c(p, q, r, d) > 0 and we have with N = 2n
QMCN (S
r
p,qB(Td)) ≤ sup
‖f |Srp,qB(Td)‖≤1
|I(f)−IN (Pn, f)| ≤ c 2rt/2N−r(logN)(d−1)(1−1/q) , n ∈ N .
Proof . Let f ∈ Srp,qB(Td). By the embedding result in Lemma 2.4/(ii),(iii) we see that
f ∈ Sε∞,1B(Td) for an ε > 0 . As a consequence of Proposition 3.4 we obtain that (3.5)
converges to f in C(Td) and therefore in Lp(Td). Then, by (5.1) together with twice Ho¨lder’s
inequality we obtain
|RN (f)| ≤
∑
j∈Nd−1
∑
m∈Dj
|d2j,m(f)cj,m(Pn)|
≤
[ ∑
j∈Nd−1
2(r−1/p)|j|1q
( ∑
m∈Dj
|d2j,m(f)|p
)q/p]1/q
×
[ ∑
j∈Nd−1
2−(r−1/p)|j|1q
′( ∑
m∈Dj
|cj,m(Pn)|p′
)q′/p′]1/q′
.‖f |Srp,qB(Td)‖ ·
[ ∑
j∈Nd−1
2−(r−1/p)|j|1q
′( ∑
m∈Dj
|cj,m(Pn)|p′
)q′/p′]1/q′
,
(5.8)
where we used Proposition 3.4 in the last step. In order to prove the error bound it remains
to estimate the second factor. Let us deal with∑
|j|1<n−dt/2e
j∈Nd0
2−(r−1/p)|j|1q
′( ∑
m∈Dj
|cj,m|p′
)q′/p′
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first. By Lemma 5.2 together with Proposition 4.3,(ii) we obtain∑
|j|1<n−dt/2e
j∈Nd0
2−(r−1/p)|j|1q
′( ∑
m∈Dj
|cj,m|p′
)q′/p′
.
∑
|j|1<n−dt/2e
j∈Nd0
2−|j|1(r−1/p)q
′
2(−2n+t)q
′
2|j|1q
′
2|j|1q
′/p′(2n− t− 2|j|1)(d−1)q′
. 2(−2n+t)q′
∑
|j|1<n−dt/2e
j∈Nd0
2−|j|1(r−2)q
′
(2n− t− 2|j|1)(d−1)q′
 2(−2n+t)q′
n−dt/2e−1∑
`=0
`d−1(2n− t− 2`)(d−1)q′2−`(r−2)q′ .
(5.9)
Putting M := n− dt/2e we obtain
∑
|j|1<n−dt/2e
j∈Nd0
2−(r−1/p)|j|1q
′( ∑
m∈Dj
|cj,m|p′
)q′/p′  2(−2n+t)q′ M−1∑
`=0
`d−1(M − `)(d−1)q′2−`(r−2)q′
 2(−2n+t)q′2(2−r)Mq′Md−1
×
M−1∑
`=0
2(2−r)(`−M)q
′
(`/M)d−1(M − `)(d−1)q′ .
At this point we need the assumption r < 2 in order to estimate
M−1∑
`=0
2(2−r)(`−M)q
′
(`/M)d−1(M − `)(d−1)q′ ≤
∞∑
`=0
2−`(2−r)q
′
`(d−1)q
′ ≤ C <∞ .
This gives∑
|j|1<n−dt/2e
j∈Nd0
2−(r−1/p)|j|1q
′( ∑
m∈Dj
|cj,m|p′
)q′/p′
. 2(−2n+t)q′2(2−r)Mq′Md−1  2−rnq′ 2rq′t/2 n(d−1) .
Let us now deal with
∑
|j|1≥n−dt/2e . By Proposition 4.1, (ii) and Lemma 5.2 we get∑
|j|1≥n−dt/2e
j∈Nd0
2−(r−1/p)|j|1q
′( ∑
m∈Dj
|cj,m|p′
)q′/p′
.
∑
|j|1≥n−dt/2e
j∈Nd0
2−(r−1/p)|j|1q
′( ∑
m∈Aj
|cj,m|p′
)q′/p′
+
∑
|j|1≥n−dt/2e
j∈Nd0
2−(r−1/p)|j|1q
′( ∑
m∈Dj\Aj
|cj,m|p′
)q′/p′
,
where Aj denotes the set of indices m ∈ Dj where Ij,m ∩ Pn 6= ∅. Clearly #Aj ≤ 2n. By
Lemma 5.1 we directly obtain |cj,m| ≤ 2−|j+1|1 if m ∈ Dj \ Aj , whereas by Lemma 5.2 and
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Proposition 4.3, (i), |cj,m| . 2−n+t/2 if m ∈ Aj . This gives∑
|j|1≥n−dt/2e
j∈Nd0
2−(r−1/p)|j|1q
′( ∑
m∈Aj
|cj,m|p′
)q′/p′
.
∑
|j|1≥n−dt/2e
j∈Nd0
2−(r−1/p)|j|1q
′
2nq
′/p′2(−n+t/2)q
′
. 2(−n+t/2)q′2nq′/p′
∑
|j|1≥n−dt/2e
j∈Nd0
2−(r−1/p)|j|1q
′
. 2(−n+t/2)q′2nq′/p′2−(r−1/p)nq′nd−1  2−rnq′ 2rq′t/2 nd−1 ,
(5.10)
where we used r > 1/p in the last step. Furthermore,∑
|j|1≥n−dt/2e
j∈Nd0
2−(r−1/p)|j|1q
′( ∑
m∈Dj\Aj
|cj,m|p′
)q′/p′
.
∑
|j|1≥n−dt/2e
j∈Nd0
2−(r−1/p)|j|1q
′
2−|j|1q
′
2|j1|q
′/p′
.
∑
|j|1≥n−dt/2e
j∈Nd0
2−|j|1(r−1/p+1−1/p
′)q′ . 2−nrq′nd−1 .
Putting everything together yields[ ∑
j∈Nd0
2−(r−1/p)|j|1q
′( ∑
m∈Dj
|cj,m(Pn)|p′
)q′/p′]1/q′
. 2−rn 2rt/2 n(d−1)(1−1/q) . (5.11)
It remains to consider the sum
∑
j∈Nd−1\Nd0 . In fact, we decompose∑
j∈Nd−1
=
∑
e⊂{1,...,d}
∑
j∈Nd−1(e)
,
where Nd−1(e) = {j ∈ Nd−1 : ji ∈ N0 if i ∈ e, and ji = −1 if i /∈ e}. By Lemma 5.2, (ii) together
with Lemma 4.2 we can estimate
∑
j∈Nd−1(e) by means of (5.11) and obtain for any fixed e 6= ∅[ ∑
j∈Nd0(e)
2−(r−1/p)|j|1q
′( ∑
m∈Dj
|cj,m(Pn)|p′
)q′/p′]1/q′
. 2−rnn(|e|−1)(1−1/q) . (5.12)
Note, that in case e = ∅ we obtain c(−1,...,−1),0(Pn) = 0 . Finally, (5.11) and (5.12) together
yield [ ∑
j∈Nd−1
2−(r−1/p)|j|1q
′( ∑
m∈Dj
|cj,m(Pn)|p′
)q′/p′]1/q′
. 2−rn 2rt/2 n(d−1)(1−1/q) ,
which concludes the proof. 
Remark 5.4. (i) We comment on the question of extending the result in Theorem 5.3 to non-
periodic Besov-spaces of mixed smoothness Srp,qB([0, 1]
d). Similar as in [24, 30] we are able
to prove a corresponding bound for non-periodic spaces if r ≤ 1 using order 2 digital nets. By
Remark 4.4,(ii) and the correspondence in Lemma 5.2 this result may not extend to r > 1 in
general. Note, that the Hammersley points represent an order 2 digital net in d = 2. Therefore,
the correct order of QMCN (S
r
p,qB([0, 1]
d)) in the non-periodic situation r > 1 is open.
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(ii) In order to integrate non-periodic functions one would rather use a standard modification
of the QMC-rule (which then is not a longer a QMC-rule) given by
QψN (f) := IN (XN , T
ψ
d f) =
N∑
j=1
d∏
i=1
ψ′(xji )
N
f(ψ(xj1), . . . , ψ(x
j
d)) , (5.13)
where
Tψd : f 7→
( d∏
i=1
ψ′(xi)
)
· f(ψ(x1), . . . , ψ(xd)) , f ∈ L1([0, 1]d) , x = (x1, . . . , xd) ∈ [0, 1]d ,
and ψ′ is a univariate sufficiently smooth bump with ψ′(0) = ψ′(1) = 0. If Tψd : S
r
p,qB([0, 1]
d)→
Srp,qB(Td) is a bounded mapping, see [18] and the upcoming paper [35], then the cubature
formula QψN has the same order of convergence on S
r
p,qB([0, 1]
d) as IN (XN , ·) on the periodic
space Srp,qB(Td).
The result in Theorem 5.3 is optimal. In fact, the following lower bound for general cubature
rules has been shown in [47] and independently with a different method in [20].
Theorem 5.5. Let 1 ≤ p, q ≤ ∞ and r > 1/p. Then we have
IntN (S
r
p,qB(Td)) & N−r(logN)(d−1)(1−1/q) , N ∈ N .
By embedding, see Lemma 2.4, (iv), (v) we directly obtain the following bound for the
classes SrpH(Td).
Corollary 5.6. Let Pn be an order 2 digital (t, n, d)-net over F2. Then for 1 < p < ∞ and
max{1/p, 1/2} < r < 2 there exists a constant c = c(p, q, r, d) > 0 and we have with N = 2n
QMCN (S
r
pH(Td)) ≤ sup
‖f |SrpH(Td)‖≤1
|I(f)− IN (Pn, f)| ≤ c 2rt/2N−r(logN)(d−1)/2 , n ∈ N .
Proof . If p > 2 we use the embedding Lemma 2.4, (v) together with Theorem 5.3. Note, that
we need r > 1/2 here. If 1 < p ≤ 2 we use Lemma 2.4, (v) together with Theorem 5.3. 
Remark 5.7. The case 2 < p < ∞ and 1/p < r ≤ 1/2 is not covered by Corollary 5.6.
This situation is often referred to as the “Problem of small smoothness”. It is not known how
digital nets (order 1 should be enough) behave in this situation. Temlyakov [48] was the first
who observed an interesting behavior of the asymptotical error for the Fibonacci cubature rule
in the bivariate situation in spaces SrpH(T2). Recently, in [53] this behavior has been also
established for the Frolov method in the d-variate situation. In fact, for spaces SrpH(Td) with
support in the unit cube Qd it holds for 1 < p <∞ and r > 1/p
IntN (S
r
pH(Qd)
) . N−r

(logN)(d−1)(1−r) : p > 2 ∧ 1/p < r < 1/2,
(logN)(d−1)/2
√
log logN : p > 2 ∧ r = 1/2,
(logN)(d−1)/2 : r > max{1/p, 1/2} .
We strongly conjecture the same behavior for SrpH(Td) where classical digital (order 1) nets
give the optimal upper bound.
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Figure 2: Worst-case errors of order 2 digital nets in Hrmix(Td) for smoothness r = 1.
6 Numerical experiments
In this section we use the theory of reproducing kernel Hilbert spaces (RKHS) to explicitly
compute the worst-case error for particular constructions of order 2 digital nets based on
Niederreiter-Xing sequences in the case of integer smoothness r ∈ {1, 2}. Moreover, we give
numerical examples for the case of fractional smoothness, i.e. r = 32 .
6.1 Worst-case errors in H2mix(Td)
Let us recall that the Besov space Sr2,2B(Td) coincides with the classical tensor product Sobolev
space Hrmix(Td) := Hr(T)⊗ . . .⊗Hr(T) of functions with mixed derivatives of order r bounded
in L2(Td). Since for r > 1/2 the space Hrmix(Td) is a Hilbert space which is embedded in
C(Td), it is well-known [2] that for a given choice of an inner product 〈·, ·〉Hrmix there exists a
symmetric and positive definite kernel K : Td×Td → R that reproduces point-evaluation, i.e.,
it holds f(x) = 〈f(·),K(·, x)〉Hrmix for all x ∈ [0, 1)d and f ∈ Hrmix(Td). Then one can use the
well-known worst-case error formula to compute the quantities
‖RN |(Hrmix)∗‖2 = sup
‖f |Hrmix‖≤1
∣∣∣∣∣
∫
Td
f(x) dx−
N∑
i=1
λif(x
i)
∣∣∣∣∣
2
(6.1)
=
∫
Td
∫
Td
K(x, y) dxdy − 2
N∑
i=1
λi
∫
Td
K(xi, y) dy +
N∑
i=1
N∑
j=1
λiλjK(x
i, xj)
(6.2)
explicitly, if a point set PN = {x1, . . . , xN} of integration nodes and associated integration
weights λ1, . . . , λN ∈ R are given. In order to have a simple closed-form representation of the
kernel K we choose the inner product of the univariate Sobolev space Hr(T) to be
〈f, g〉Hr(T) = fˆ(0) gˆ(0) +
∑
k∈Z\{0}
|2pik|2rfˆ(k) gˆ(k). (6.3)
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Figure 3: Worst-case errors of order 2 digital nets in Hrmix(Td) for smoothness r = 1.
The induced norm is given by
‖f‖2Hr = |fˆ(0)|2 +
∞∑
k∈Z\{0}
|2pik|2r |fˆ(k)|2 =
∣∣∣∣∫ 1
0
f(x) dx
∣∣∣∣2 + ∫ 1
0
|f (r)(x)|2 dx, (6.4)
where the last equality only holds for r ∈ N. Then the reproducing kernel K1 : T× T→ R of
Hr(T) is given by [57]
K1,r(x, y) :=1 +
∑
k∈Z\{0}
|2pik|−2r exp(2piik(x− y))
=1 + 2
∞∑
k=1
|2pik|−2r cos(2pik(x− y)) .
(6.5)
If r ∈ N the kernel can be written as
K1,r(x, y) = 1 +
(−1)r+1
(2r)!
B2r(|x− y|), (6.6)
where B2r : [0, 1] → R denotes the Bernoulli polynomial of degree 2r. Since Hrmix(Td) is the
tensor product of univariate Sobolev spaces, the reproducing kernel of Hrmix(Td) is given by
the product of the univariate kernels, i.e.
Kd,r(x, y) =
d∏
j=1
K1,r(xj , yj), x, y ∈ Td
reproduces point evaluation in Hrmix(Td).
As an example we employ order 2 digital nets that are based on Xing-Niederreiter se-
quences [37], which are known to yield smaller t-values than e.g. Sobol- or classical Niederreiter-
sequences [12]. For the special case of rational places this construction was implemented by
Pirsic [42], see also [13]. It is known [38] that one obtains a digital (t, n, d)-net from a digital
(t, n, d− 1)-sequence {x0, . . . , x2n−1} by adding an equidistant coordinate, i.e.
{(bxi1)cn, . . . , bxid−1)cn, i/2n) : i = 0, . . . , 2n − 1}, (6.7)
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Figure 4: Worst-case errors for smoothness r = 2 and various cubature methods.
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Figure 5: Worst-case errors for smoothness r = 2 and various cubature methods.
where b·cn denotes the n-th digit truncation.
So we first construct a classical (order 1) digital net from the Xing-Niederreiter sequence
using the ’sequence-to-net’ propagation rule (6.7). Then we employ the digit interlacing oper-
ation (4.1) to obtain an order 2 net.
For this particular kernel and point set the formula for the squared worst-case error can be
written as
sup
‖f |Hrmix(Td)‖≤1
∣∣∣∣∣
∫
Td
f(x) dx− 2−n
2n−1∑
i=0
f(xi)
∣∣∣∣∣
2
= −1 + 2−2n
2n−1∑
i=0
2n−1∑
j=0
Kd,r(x
i, xj). (6.8)
In Figures 2 and 3 we computed the worst-case errors of the described construction of an
order 2 digital net in H1mix(Td) for dimensions d = 2, . . . , 5 and compared it to the bounds
from Theorem 5.3. These expected rates of convergence N−r(logN)(d−1)/2 were plotted in
dashed lines. One can see that our observed rate of convergence matches the predicted one
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even though a dimension-dependent constant seems to be involved. Additionally we computed
the worst-case error for the Halton construction [23] which is amongst the most popular QMC
sequences and performs very well for smoothness r = 1. Moreover, we consider the sparse
grid construction which consists of certain tensor products of the univariate trapezoidal rule,
yielding an error decay of O(N−r(logN)(d−1)(r+ 12 )), see [20]. Sparse grids go back to ideas from
Smolyak [45] and belong to todays standard approaches when it comes to high-dimensional
problems, see e.g. [5] and the references therein. It can be seen that their rate of convergence
depends stronger on the dimension d than the low-discrepancy approaches.
The same analysis was done for the case of second order smoothness in H2mix(Td). The
results are given in Figures 4 and 5. Here, all quantities were computed in 128-bit floating
point arithmetic. In the bivariate case it is known [48, 20] that the Fibonacci lattice performs
asymptotically optimal. This can also be observed in Figures 2 and 4 where the Fibonacci
lattice yields the same (optimal) rate of convergence as the order 2 digital nets, although it
seems to have a significantly smaller constant. For small Fibonacci numbers, it is even known
that the Fibonacci lattice is the globally optimal point set [26]. In summary, we can see that
the order 2 net, the Fibonacci lattice and the sparse grid are able to benefit from the higher
order smoothness, while the Halton sequence does not improve over N−1(logN)(d−1)/2.
6.2 Integration of kink functions
Mixed Sobolev regularity Hrmix is often not suitable to reflect the correct asymptotical behavior
of the integration error of one fixed function. In case of kink functions, like for instance the
Faber hat functions vj,k from (3.2), we observe the Sobolev regularity vj,k ∈ H3/2−ε whereas
the Besov regularity is B21,∞. The tensor product kink functions belong to H
3/2−ε
mix , but as
well to S21,∞B. This can be easily deduced from the characterization in Lemma 2.7. Glancing
at Theorem 5.3, we see that the (optimal) error bound does not depend on the integrability
parameter p of the mixed Besov space Srp,qB. Hence, it seems to be reasonable to “sacrifice”
integrability in order to gain smoothness which makes our Besov model more suitable for this
issue. Our first example is a typical kink function of the form g(x) = max{0, h(x)}. To be
more precise, we consider tensor products of the univariate ( normalized) function
g(x) =
15
√
5
4
max
{
1
5
− (x− 1/2)2, 0
}
, (6.9)
which belongs to B21,∞(T) and has integral
∫ 1
0 g(x) dx = 1. Hence the tensor product function
gd(x) :=
d∏
j=1
g(xj) , x ∈ Td , (6.10)
belongs to S21,∞B(Td) with integral
∫
Td gd(x) dx = 1 and the same holds for the shifted functions
g˜d(x, η) :=
d∏
j=1
g(frac(xj + ηj)) , x ∈ Td , (6.11)
where frac(t) = t− btc denotes the fractional part of t and η ∈ [0, 1]d.
In order to obtain smooth convergence rates we compute the maximum error of 1000
randomly shifted instances of g˜d, i.e.
R˜N (g) = max
k∈{1,...,1000}
∣∣∣∣∣
∫
Td
g˜d(x, η
k) dx−
N∑
i=1
λig˜d(x
i, ηk)
∣∣∣∣∣ . (6.12)
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Figure 6: Maximum over the relative integration errors for the test function (6.11) with kinks.
Here, the shifts ηk ∼ U [0, 1]d are independent and identically uniformly distributed in Td for
k = 1, . . . , 1000 and the integration nodes xi, i = 1, . . . , N and associated integration weights
λi depend on the chosen integration method and also the total number of function values N .
The results are given in Figure 6, where we compared the performance of the order 2 nets to
both the sparse grid and Halton construction.
Next, we consider a toy example from B
3/2
1,∞(T) which has Sobolev regularity below r = 1.
We take the square root of the level 0 hat function (3.2) normalized with respect to L1(Td),
i.e.,
g(t) :=
3√
2
√
v0,0(t) . (6.13)
It holds
∫
T g(t) dt = 1. The Besov regularity r = 3/2 can be easily deduced from Lemma 2.7.
Hence the tensor product function
gd(x) :=
d∏
j=1
g(xj) , x ∈ Td , (6.14)
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Figure 7: Maximum over the relative integration errors for the test function (6.15) with frac-
tional smoothness r = 32 .
belongs to S
3/2
1,∞B(Td) with integral
∫
Td gd(x) dx = 1. The same holds for the shifted functions
g˜d(x, η) :=
d∏
j=1
g(frac(xj + ηj)) , x ∈ Td . (6.15)
Again, we compute the maximum integration error of 1000 shifted instances of g˜. The results
are given in Figure 7. It can be clearly observed that the obtained convergence rates match
the ones predicted in Theorem 5.3, i.e. N−
3
2 (logN)d−1.
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