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RESUMO/ABSTRACT 
 
The Daily Returns of the Portuguese Stock Index: A Distributional 
Characterization 
 
 
 
This paper compares the fitting of the normal, generalized hyperbolic, normal 
inverse Gaussian and Student t distributions to the daily returns of the 
Portuguese Stock Index PSI-20 over the period 1992-2013. We find that the 
distribution of the actual returns of the PSI-20 exhibits much higher kurtosis and 
extreme values as compared to the normal distribution. Overall, the best fit is 
provided by the Student t and the generalized hyperbolic distributions. This 
pattern also applies to the tail behavior, as the density of the Student t 
distribution exhibits fatter tails then the density of the other distributions, 
followed by the density of the generalized hyperbolic distribution. Finally, we 
find that the normal inverse Gaussian and the normal distributions have the 
lowest fitting quality to the actual daily returns of the Portuguese stock index. 
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returns. 
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Abstract This paper compares the fitting of the normal, generalized hyperbolic, normal inverse 
Gaussian and Student t distributions to the daily returns of the Portuguese Stock Index PSI-20 over the 
period 1992-2013. We find that the distribution of the actual returns of the PSI-20 exhibits much higher 
kurtosis and extreme values as compared to the normal distribution. Overall, the best fit is provided by the 
Student t and the generalized hyperbolic distributions. This pattern also applies to the tail behavior, as the 
density of the Student t distribution exhibits fatter tails then the density of the other distributions, 
followed by the density of the generalized hyperbolic distribution. Finally, we find that the normal inverse 
Gaussian and the normal distributions have the lowest fitting quality to the actual daily returns of the 
Portuguese stock index. 
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1 Introduction 
Starting with the seminal work of Mandelbrot (1963) and Fama (1963), there has been a 
long standing interest in the financial literature for the identification of the return 
distribution of financial securities. The stock market crash of 1987 has highlighted the 
importance of the systematic study of the return distributions of financial instruments 
since from that moment it was clear that the real distribution of the percentage price 
change in stock market indices was not Gaussian. In fact, the financial literature seemed 
to agree that the probabilities of extreme values of log-returns in market indices, stocks 
and exchange rates were much larger than those predicted by the standard Gaussian 
distribution (Platen and Rendek, 2008).2  
 For the particular case of financial indices, it is now well documented that their 
return densities exhibit heavier tails and are more peaked than the Gaussian assumption 
(Fergusson and Platen, 2006).  The most obvious stylized evidence that contradicts the 
normality assumption is the large excess kurtosis that is often observed. However, the 
literature has not been able to agree upon the best distribution that fits the returns of 
stock market indices. This paper contributes to this literature by comparing the fitting of 
the daily returns of the Portuguese Stock Index (PSI-20) provided by the generalized 
hyperbolic, normal inverse Gaussian, Student t and normal distributions.  
 The identification of the distribution that best fits the returns of stock market 
indices is of crucial importance since an invalid use of the normal distribution 
assumption can lead to series problems with the application of risk management 
instruments. For instance, by ignoring the skewness or kurtosis risk, many asset pricing 
models may simple misprice financial assets or derivatives. One obvious application 
where the incorrect measurement of skewness and kurtosis risk can lead to flawed 
                                                 
2 See Cont (2001) for a summary of stylized facts concerning the empirical properties of asset returns.  
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results in measuring the risk of a certain portfolio is the value-at-risk concept (VaR) 
since this concept still relies on the normality of the random variables.3  
  Our paper is closely related to the literature that has used the normal inverse 
Gaussian distribution, the generalized hyperbolic distribution and the Student t 
distribution in measuring the fitting of stock market returns.  For the normal inverse 
Gaussian distribution our work relies on the paper by Barndorff-Nielsen (1995), while 
for the generalized hyperbolic distribution it relates to the studies by Barndorff-Nielsen 
(1978) and McNeil, Frey and Embrechts (2005). The study of the Student t distribution 
is also very relevant as Markowitz and Usmen (1996a, 1996b) analyzed the S&P500 
log-returns in a Bayesian framework and they identified the Student t distribution as the 
best fit to daily log-return data of the S&P, whereas Hurst and Platen (1997) reached a 
similar result for the S&P500 and other regional indices.  
The aim of this study is to compare the fitting performance of the normal inverse 
Gaussian, the generalized hyperbolic and the Student t distribution using daily data for 
the returns of the PSI-20. Most literature that addresses the distribution of stock market 
returns often uses quarterly data or yearly data. Also, it is well known that distributions 
of returns appear to come closer to normal distributions the longer the time horizon of 
measurement (Fergusson and Platen, 2006). Therefore, we believe that by using daily 
data we will be able to better identify fat tails on the data. We should also note that this 
is, as far as we are concerned, the first study to investigate the fitting of the normal 
inverse Gaussian, the generalized hyperbolic and the Student t distributions for a 
Portuguese stock index. 
As far as the methodology is concerned, we use the Expectation-Maximization 
algorithm for maximum likelihood, as described by Karlis (2002), to estimate the 
                                                 
3 Bauer (2000) provides evidence that elliptical distributions are more adequate in VaR applications. 
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parameters of the normal inverse Gaussian distribution and the Student t distribution, 
and use the Nelder-Mead (1965) algorithm to estimate the parameter values of the 
generalized hyperbolic distribution. 
The results show that the actual returns are characterized by much higher 
kurtosis and extreme values as compared to the normal distribution. Also, a global 
comparison of the histogram of the daily returns with the densities of the distributions 
reveals that the generalized hyperbolic distribution closely follows the histogram of 
actual daily returns, whereas the normal inverse Gaussian has a fit close to the normal 
distribution. A detailed analysis of the behavior of the distributions at the tails shows 
that the Student t distribution provides the best fit to the atual returns, followed by the 
generalized hyperbolic distributions. With lower fitting quality we find the normal 
inverse Gaussian and the normal distributions.  
 This paper is organized as follows. First, in Section 2, we introduce the 
framework characterizing the generalized hyperbolic, the normal inverse gaussian and 
the Student t distributions. Then, in Section 3, we discuss the procedure used to estimate 
the parameters of the distributions by describing the maximum likelihood test for this 
class of distributions. In Section 4 the application of this methodology to the stock 
market data provides the statistical tests and the corresponding estimated parameters 
and significance levels, allowing us to discuss the fitting of the distributions. Section 5 
concludes.   
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2 The Index Returns Distributions 
In this section we characterize the generalized hyperbolic, the normal inverse Gaussian 
and the Student t distributions by presenting the expressions for their density functions, 
moments, mean and standard deviations.   
 
2.1 Generalized Hyperbolic distribution 
The generalized hyperbolic (GH) distribution, introduced by Barndorff-Nielsen (1977), 
is a continuous probability distribution that belongs to the family of normal mean-
variance mixture distributions. The random variable ݔ is said to have a normal mean-
variance mixture distribution if 
ݔ ൌ ߤ ൅ ߚݖ ൅ ݕ√ݖ      (1) 
where ݕ ~ ܰሺ0,1ሻ is standard Gaussian. Here ݖ ൒ 0 is a nonnegative random variable 
which is independent of ݕ, ߤ is a parameter for location and ߚ is a parameter for 
skewness.  
The dimensional density function of the generalized hyperbolic distribution has 
five parameters: the location parameter ߤ and the skewness ߚ previously mentioned, 
ߜ for scale and ߙ and ߣ for change in tails.4 The distribution of ݔ ~ ܩܪሺߙ, ߚ, ߜ, ߣ, ߤ ሻ,
for  ݔ א Ը, is characterized by its density: 
ܩܪሺݔሻ ൌ ܽሺߙ, ߚ, ߜ, ߤሻሺߜଶ ൅ ሺݔ െ ߤሻଶሻ
ഊషభ మ⁄
మ ൈ ܭఒିଵ ଶ⁄ ቀߙඥߜଶ ൅ ሺݔ െ ߤሻଶቁ݁ఉሺ௫ିఓሻ   (2) 
where ܽሺߙ, ߚ, ߜ, ߤሻ is given by: 
ܽሺߙ, ߚ, ߜ, ߤሻ ൌ ൫ఈ
మିఉమ൯ഊ మ
⁄
√ଶగఈഊషభ మ⁄ ఋഊ௄ഊቀఋඥఈమିఉమቁ
   (3) 
                                                 
4 ߜ , ߙ and λ are real and µ and β are vector parameters. 
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and ܭఒሺݔሻ is a modified Bessel function of the third kind with index ߣ, as introduced by 
Abramowitz and Stegun (1972),  ߜ ൒ 0 and 0 ൑ |ߚ| ൏ ߙ.  
Moreover, this density function can be obtained by assuming a generalized 
inverse Gaussian (GIG) distribution for the mixing density with ݖ ~ ܩܫܩሺߣ, ߜ, ߛሻ, where 
ܩܫܩሺݖሻ ൌ ቀఊ
ఋ
ቁ
ఒ ୸ഊషభ
ଶ௄ഊఋఊ
eି
భ
మ൬
ഃమ
౰ ାఊ
మ୸൰    (4) 
and ߛ ൌ ඥߙଶ െ ߚଶ. 
 Note also the resulting convenient representation for ߣ ൌ ݊ ൅ 1 2⁄ , with 
݊ ൌ 0,1,2 …, where the Bessel function is expressed as: 
ܭ௡ାଵ ଶ⁄ ሺݔሻ ൌ ට
గ
ଶ
ݔିଵ ଶ⁄ ݁ି௫ ቀ1 ൅ ∑ ሺ௡ା௜ሻ!ሺ௡ି௜ሻ!௜!ሺଶ௫ሻష೔
௡
௜ୀଵ ቁ   (5) 
and ܭఒሺݔሻ ൌ ܭିఒሺݔሻ, implying that ܭଵ ଶ⁄ ሺݔሻ ൌ ܭିଵ ଶ⁄ ሺݔሻ ൌ ට
గ
ଶ
ݔିଵ ଶ⁄ ݁ି௫. 
 In order to obtain the various moments of the distribution, we first define its 
characteristic function. Denoting it by ߶௫ሺݐሻ, Barndorff-Nielsen (1977) show that this is 
given by: 
߶௫ሺݐሻ ൌ ݁௜ఓ௧ ቀ
ఈమିఉమ
ఈమିሺఉା௜௧ሻమ
ቁ
ఒ ଶ⁄ ௄ഊቀఋඥఈమିሺఉା௜௧ሻమቁ
௄ഊቀఋඥఈమିఉమቁ
   ሺ6ሻ 
Furthermore, if the define ߰௫ሺݐሻ as the natural logarithm of the characteristic function, 
i.e. ߰௫ሺݐሻ ൌ ݈݊ሾ߶௫ሺݐሻሿ, the various moments of the distribution are as follows: 
ܯ݁ܽ݊              ܧሺݔሻ ൌ ଵ
௜
߰௫ᇱ ሺݐሻ     ሺ7ሻ 
ܸܽݎ݅ܽ݊ܿ݁        ܧሺݔଶሻ െ ܧሺݔሻଶ ൌ ଵ
௜మ
߰௫ᇱᇱሺݐሻ    ሺ8ሻ 
ܵ݇݁ݓ݊݁ݏݏ        టೣ
ᇲᇲᇲሺ௧ሻ
ൣటೣᇲᇲሺ௧ሻ൧
య మ⁄ ൌ
ଵ
௜య
߰௫ᇱᇱᇱሺݐሻ    ሺ9ሻ 
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ܭݑݎݐ݋ݏ݅ݏ        టೣ
ᇲᇲᇲᇲሺ௧ሻ
ൣటೣᇲᇲሺ௧ሻ൧
మ ൌ
ଵ
௜ర
߰௫ᇱᇱᇱᇱሺݐሻ               ሺ10ሻ 
where ݅ ൌ √െ1 is the imaginary number and ߰௫ᇱ ሺݐሻ, ߰௫ᇱᇱሺݐሻ, ߰௫ᇱᇱᇱሺݐሻ, and ߰௫ᇱᇱᇱᇱሺݐሻ denotes 
the first, second, third and fourth derivatives, respectively, of ߰௫ሺݐሻ with respect to t, 
evaluated at ݐ ൌ 0. 
 It then follows that the mean, ܧሺݔሻ, and the variance, ߪଶ, of the generalized 
hyperbolic distribution are given by:  
ܧሺݔሻ ൌ ߤ ൅ ቆ
௄ഊశభቀఋඥఈమିఉమቁ
௄ഊቀఋඥఈమିఉమቁ
െ ఋఉ
ඥఈమିఉమ
ቇ   ሺ11ሻ 
ߪଶ ൌ ߜଶ ൜௩௄ഊశభሺ௩ሻ
௩మ௄ഊሺ௩ሻ
൅ ఉ
మ
ఈమିఉమ
൤௩௄ഊశమሺ௩ሻ
௩௄ഊሺ௩ሻ
െ ቀ௩௄ഊశభሺ௩ሻ
௩௄ഊሺ௩ሻ
ቁ
ଶ
൨ൠ  ሺ12ሻ 
with ݒ ؠ  ߜඥߙଶ െ ߚଶ. 
 
2.2 Normal Inverse Gaussian distribution 
There are several special cases of the generalized inverse Gaussian distribution but we 
will focus in particular in the normal inverse Gaussian (NIG) and the Student t 
distributions as these are widely used in finance since Barndorff-Nielsen (1995) and 
Praetz (1972) proposed log-returns to follow these mixture distributions, respectively. 
As far as the normal inverse Gaussian distribution is concerned, the corresponding 
density arises from the generalized inverse Gaussian density when the shape parameter 
ߣ ൌ െ 1 2⁄  is chosen. For this parameter value the variance is inverse Gaussian 
distributed and it follows from (2) that the density function is 
ܰܫܩሺݔሻ ൌ ఈఋ
గ
݁൬ఋඥఈ
మିఉమାఉሺ௫ିఓሻ൰ ௄భቀఈඥఋమାሺ௫ିఓሻమቁ
ඥఋమାሺ௫ିఓሻమ
   ሺ13ሻ 
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where ݔ and ߤ א Ը, ߜ ൒ 0 and 0 ൑ |ߚ| ൏ ߙ. The mixing distribution of the NIG is the 
Inverse Gaussian (IG), and therefore we have that ݖ ~ ܫܩሺߜ, ߛሻ where  
  ܫܩሺݖሻ ൌ ఋ
√ଶగ
eఋ௭zି
య
మeି
భ
మ൬
ഃమ
౰ ାఊ
మ୸൰    ሺ14ሻ 
 
It also follows that the characteristic function of the NIG distribution is defined 
as: 
߶௫ሺݐሻ ൌ ݁ఋඥఈ
మିఉమିఋඥఈమିሺఉା௜௧ሻమା௜௧ఓ    ሺ15ሻ 
and the mean, ܧሺݔሻ, and the variance, ߪଶ, are given by: 
ܧሺݔሻ ൌ ߤ ൅ ఋఉ
ඥఈమିఉమ
     ሺ16ሻ 
ߪଶ ൌ ߤ ൅ ఋఈ
మ
ሺఈమିఉమሻయ మ⁄
     ሺ17ሻ 
2.3 Student t distribution 
The Student t distribution has been identified by Praetz (1972), Blattberg and Gonedes 
(1974), Fergusson and Platen (2006) and Platen and Rendek (2008) to model the log-
returns of financial securities. It is another special case of the generalized hyperbolic 
distribution with ݒ ൌ െ2ߣ degrees of freedom and shape parameters ߣ ൌ ଵ
ଶ
ߣ ൏ 0 and 
ߙത ൌ 0, that is ߙ ൌ 0 and ߜ ൌ ߝ√ݒ. The Student t density function for the log-return ݕ௧೔ 
is therefore defined as: 
௬݂ሺݔሻ ൌ
୻ቀభమ௩ା
భ
మቁ
க√గ௩୻ቀభమ௩ቁ
ቀ1 ൅ ሺ௫ିµሻ
మ
கమ௩
ቁ
ିభమ௩ି
భ
మ    ሺ18ሻ 
for ݔ א Ը, where Γሺ. ሻ is the gamma function. The log-return ݕ௧೔ has mean µ, variance 
ఌమ
௩ିଶ
 and kurtosis ଷሺ௩ିଶሻ
௩ିସ
. As the degrees of freedom decrease, we observe an increase in 
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the tail heaviness of the density, which implies a larger probability of extreme values. 
Moreover, as the degrees of freedom increase such that ݒ ՜ ∞, the Student t density 
approaches asymptotically the normal density. 
3 Estimation of Distribution Parameters 
Having identified the theoretical framework of the two distributions, we now discuss the 
procedure used to estimate the parameters of the distributions.   
 
3.1 Normal Inverse Gaussian distribution 
In order to estimate the parameters of the NIG distribution we use the Expectation-
Maximization (EM) algorithm for maximum likelihood, as described by Karlis (2002). 
Karlis (2002) highlights that the EM algorithm is a powerful algorithm for maximum 
likelihood estimation for data containing missing values. This formulation is 
particularly suitable for distributions arising as mixtures since the mixing operation can 
be considered responsible for producing missing data.  
The EM algorithm can be briefly described as follows. We first obtain the 
expressions for the parameters of the NIG distribution by maximizing the log-likelihood 
function, using as mixing distribution the inverse Gaussian distribution. The values of 
the series of returns ݔ௜ is known from the data, and the unobserved quantities ݖ௜ are 
simply the realizations of the unobserved mixing parameter for each data point. At the 
E-step one needs to calculate the conditional expectation of the sufficient statistics for 
the inverse Gaussian distribution which are ∑ ݖ௜ and ∑
ଵ
௭೔
. Therefore, the E-step of the 
algorithm at the kth iteration consists of estimating ܧ൫ݖ௜หݔ௜, ߠሺ௞ሻ൯ and ܧ ቀ
ଵ
௭೔
ቚݔ௜, ߠሺ௞ሻቁ, 
where ߠሺ௞ሻ are the current values of the parameters. Next, the M-step updates the 
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parameters using the expectations of the sufficient statistics, derived at the E-step, for 
deriving the maximum likelihood estimates from the inverse Gaussian distribution. 
We derive the expressions for the distribution parameters by maximizing the 
log-likelihood function. Given a random sample of size n from a NIGሺߙ, ߚ, ߜ, ߤ ሻ 
distribution, the log-likelihood function is given by: 
݈݋݃ܮሺߙ, ߚ, ߜ, ߤ|ݔ௜, ݖ௜ሻ ൌ ݈݋݃ሺߚ, ߜ, ߤ, ߛ|ݔ௜, ݖ௜ሻ ൌ ݈݋݃ൣ∏ ௫݂|௬ሺݔ௜|ݖ௜; ߤ, ߚሻ ௭݂ሺݖ௜|ߜ, ߛሻ௡௜ୀଵ ൧   ሺ19ሻ 
Denoting the expressions on the right-hand side of (16) by ܮଵ and ܮଶ as  
ܮଵ ؠ ∏ ௫݂|௬ሺݔ௜|ݖ௜; ߤ, ߚሻ௡௜ୀଵ     ሺ20ሻ 
ܮଶ ؠ ∏ ௭݂ሺݖ௜|ߜ, ߛሻ௡௜ୀଵ      ሺ21ሻ 
it follows that  
ܮଵ ൌ ∑
௘
ష
ቀೣ೔ష൫ഋశഁ೥೔൯ቁ
మ
మ೥೔
௭೔√ଶగ
௡
௜ୀଵ     ሺ22ሻ 
ܮଶ ൌ ∑
ఋ
√ଶగ
eఋ௭z୧
ିయమe
ିభమቆ
ഃమ
౰౟
మାఊ
మ୸౟ቇ௡
௜ୀଵ    ሺ23ሻ 
with ߛ ൌ ඥߙଶ െ ߚଶ. Optimizing the log of ܮଵ with respect to ߤ and ߚ and the log of  ܮଶ 
with respect to ߜ and ߛ, we obtain the estimated parameters as follows: 
ߤ ൌ ݔҧ െ ߚݖҧ      ሺ24ሻ 
ߚ ൌ
∑ ೣ೔೥೔
ି௫ҧ ∑ భ೥೔
೙
೔సభ
೙
೔సభ
௡ି௭ҧ ∑ భ೥೔
೙
೔సభ
     ሺ25ሻ 
ߛ ൌ ఋ
௭ҧ
       ሺ26ሻ 
ߜ ൌ ට
௡
∑ భ೥೔
೙
೔సభ ି
೙
೥ത
      ሺ27ሻ 
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Following Karlis (2002), at the E-step the expressions for the conditional 
distributions of ݖ௜ and 
ଵ
௭೔
 given ݔ௜ are, respectively: 
ܧሺݖ௜|ݔ௜ሻ ൌ
௤ሺ௫೔ሻ
ఈ
௄బఈ௤ሺ௫೔ሻ
௄భఈ௤ሺ௫೔ሻ
    ሺ28ሻ 
ܧ ቀ ଵ
௭೔
ቚݔ௜ቁ ൌ
ఈ
௤ሺ௫೔ሻ
௄మఈ௤ሺ௫೔ሻ
௄భఈ௤ሺ௫೔ሻ
    ሺ29ሻ 
with ݍሺݔ௜ሻ ൌ ඥߜଶ ൅ ሺݔ௜ െ ߤሻଶ. Then, the M-step allows the derivation of the 
parameters in the following order of iterations ݇ ൌ 1, 2, 3, … , ݊, resulting in the 
following estimations: 
ߚሺ௞ାଵሻ ൌ
∑ ೣ೔೥೔
ି௫ҧ ∑ భ೥೔
೙
೔సభ
೙
೔సభ
௡ି௭ҧ ∑ భ೥೔
೙
೔సభ
    ሺ30ሻ 
ߤሺ௞ାଵሻ ൌ ݔҧ െ ߚሺ௞ାଵሻݖҧ    ሺ31ሻ 
ߜሺ௞ାଵሻ ൌ ට
௡
∑ భ೥೔
೙
೔సభ ି
೙
೥ത
     ሺ32ሻ 
ߛሺ௞ାଵሻ ൌ ఋ
ሺೖశభሻ
௭ҧ
     ሺ33ሻ 
ߙሺ௞ାଵሻ ൌ ඥሺߛሺ௞ାଵሻሻଶ ൅ ሺߚሺ௞ାଵሻሻଶ   ሺ34ሻ 
where ݔҧ is the mean of the observed returns and ݖҧ is the mean of the realizations of the 
unobserved mixing parameter for each data point. 
3.2 Generalized Hyperbolic Distribution 
As far as the generalized hyperbolic is concerned, its likelihood function ܮ is given by: 
ܮ ൌ ݊ ݈݋݃ܽሺߙ, ߚ, ߜ, ߛሻ ൅ ቀఒ
ଶ
െ ଵ
ସ
ቁ ∑ ݈݋݃ݒ௜ଶ ൅ ∑ ݈݋݃ ൤ܭቀఒିభమቁ
൫ߙݒ௜ ൅ ߚሺݔ௜ െ ߤሻ൯൨௡௜ୀଵ௡௜ୀଵ   ሺ35ሻ 
where ݒ௜ ൌ ඥߜଶ ൅ ሺݔ௜ െ ߤሻଶ and ߣ is as previously defined. By optimizing the 
likelihood function with respect to the parameters, we obtain 
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௄
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ఊ
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ଶ
ቁ ଵ
ఈ
ቃ ൅ ∑ ൥
௄
ഊషభమ
ᇲ ఈ௩೔
௄
ഊషభమ
ఈ௩೔
ݒ௜൩௡௜ୀଵ    ሺ37ሻ 
ߚ ൌ ݊ ቂି௄ഊశభఋఊ
௄ഊఋఊ
ఉఋ
ఊ
െ ߤቃ ൅ ∑ ݔ௜௡௜ୀଵ      ሺ38ሻ 
ߜ ൌ ݊ ቂെ ଶఒ
ఋ
൅ ௄ഊశభఋఊ
௄ഊఋఊ
ߛቃ ൅ ∑ ൥ሺଶఒିଵሻఋ
ଶ௩೔
మ ൅
௄
ഊషభమ
ᇲ ఈ௩೔
௄
ഊషభమ
ఈ௩೔
ఋఈ
௩೔
൩௡௜ୀଵ   ሺ39ሻ 
ߤ ൌ െ݊ߚ െ ∑ ሺ௫೔షఓሻ
௩೔
௡
௜ୀଵ ൥
ሺଶఒିଵሻ
ଶ௩೔
൅
ఈ௄
ഊషభమ
ᇲ ఈ௩೔
௄
ഊషభమ
ఈ௩೔
൩    ሺ40ሻ 
We use the Nelder-Mead (1965) algorithm to estimate the parameter values of 
the generalized hyperbolic distribution and follow the procedure described in Press, 
Teukolski, Vetterling and Flannery (1992) to obtain the values of the Bessel function of 
the third kind, which are used to estimate these parameters.  
 
3.3 Student t distribution 
We use the EM algorithm to estimate the degrees of freedom for the Student t 
distribution. This distribution is a scaled mixture of normals, with ݔ௜ ൌ  ߤ ൅  ݁௜, where 
݁௜|ߪ, ݓ௜~ܰሺ0, ߪଶݓ௜ିଵሻ and ݓ௜~߁ ቀ
జ
ଶ
, జ
ଶ
ቁ. In the M-step ̂ߤ ൌ ∑ ௪೔௫೔∑ ௪೔  and ߪො
ଶ ൌ ∑ ௪೔ሺ௫೔ିఓෝሻ
మ
೔
௡
 , 
whereas in the E-step ݓෝ௜ ൌ  
ሺజାଵሻఙమ
జఙమାሺ௫೔ିஜሻమ
.  
We iterate over the E and M-steps until convergence. We find that there is a 
monotonic decrease in the value of the likelihood function as the degrees of freedom 
follow from 1 to 30. We ignore 1 degree of freedom as it is the Cauchy distribution. We 
also use the fitdistr function in R for various degrees of freedom (R Core Team, 2013). 
13 
 
Our results reveal that the Student t distribution has the maximum at 2 degrees of 
freedom and, as a consequence, we estimate the degrees of freedom to be 2. 
 
4 Data and Results  
The data used to estimate the distributions consists of daily returns between December 
31 1992 and May 20 2013 for the PSI-20 Index, in a total of 4.979 observations.  Figure 
1 shows the series with the closing price and the daily returns. We do not remove any 
extreme values as potential outliers from our data set, therefore market crashes and 
other sudden market corrections are not discarded. It would not be appropriate to 
remove outliers as the proper modeling of extreme returns is of great importance in risk 
management.  
(Insert Figure 1 here) 
 First, to get a visual impression of the shape of the daily returns density, we 
show in Figure 2 how the normal distribution fits this density. The actual returns are 
characterized by much higher kurtosis and extreme values as compared to the normal 
distribution.  
(Insert Figure 2 here) 
 Second, we estimate the parameters of the normal, generalized hyperbolic, 
normal inverse Gaussian and Student t distributions using the procedure described in the 
previous section. Table 1 depicts these estimations. These parameters are then used to 
simulate the distributions and compare them with the actual daily returns.  
(Insert Table 1 here) 
 In order to simulate the random variables of the distributions we use two 
different techniques: for the normal inverse Gaussian and Student t distributions we use 
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the Rydberg (1997) method, while for the generalized hyperbolic distribution we use the 
methodology proposed by Scott (2009). The results are depicted in Figure 3. It shows 
the histogram of the daily returns, superimposed with the densities of the normal, the 
generalized hyperbolic, the normal inverse Gaussian and the Student t distributions. We 
find that the generalized hyperbolic distribution closely follows the histogram of the 
actual daily returns, while the normal inverse Gaussian and the normal distributions 
have globally a lower fitting quality.  
(Insert Figure 3 here) 
 Next, we develop our study of the distributional characterizations of the 
Portuguese stock index by examining what is really important for risk management, 
namely the tail behavior of the different probability distributions. We run 4.500 
simulations for each of the four distributions using the estimated parameters and then 
compute the average of these simulations and plot the tail behavior for a one and five 
percent probability levels, at both the right and left tails. In particular, we plot the log of 
the frequency of observations at each return for the left and right tails, as shown in 
Figure 4.  
(Insert Figure 4 here) 
 We find that, in all scenarios, the density of the Student t distribution exhibits 
fatter tails then the other three distributions. It is closely followed by the generalized 
hyperbolic distribution and, at last, with less pronounced tails, we have the normal 
inverse Gaussian and the normal distributions. Since the Student t distribution has a 
marginally larger occurrence of frequency in both tails, it is the distribution that better 
captures the tail behavior of Portuguese stock index returns.   
 Another result that better explains the behavior of the distributions at the tails is 
provided by Figure 5. It shows the cumulative returns for the actual data and for the 
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simulated generalized hyperbolic, normal inverse Gaussian, normal and Student t 
distributions, based on 4.500 simulations. The different distributions are on the y-axis, 
while the simulations of the cumulative returns are on the x-axis. Panel a considers the 
cumulative returns at the left tails, at a five and one percent probability of the tails, 
whereas Panel b considers the cumulative returns at the right tails, also at a five and one 
percent probability of the tails. Except for the PSI-20 data which is a single data point, 
for all four distributions there is a range of cumulative returns at a five and one percent 
probability. Our aim is to examine which distribution approximates better the tails or 
manages to simulate returns exhibited by the actual data. We find that the Student t 
distribution is much better placed in capturing the cumulative returns at one and five 
percent probability levels, at both the right and left tails. The simulation of the 
generalized hyperbolic distribution also provides a good approximation of the tails, 
especially on the right tails. Finally, we observe that the normal inverse Gaussian and 
the normal distributions exhibit relatively poorer tail probabilities.  
(Insert Figure 5 here) 
 In sum, we can say that the analysis of the tail behavior of the Portuguese stock 
index returns reveals that the Student t distribution provides the best approximation of 
the actual returns, followed by the generalized hyperbolic distribution. The average tail 
probability of high negative or positive returns over 4.500 simulations is higher for the 
Student t distribution as compared to the generalized hyperbolic distribution. The 
Student t distribution is important to estimate the potential loss that may be incurred on 
account of adverse movements in the Portuguese stock index as it would provide a 
better estimate of the risks. This result is in line with the findings of Markowitz and 
Usmen (1996a, 1996b) and Hurst and Platen (1997) who identified the Student t 
distribution as the best fit to daily log-return data of the S&P and other regional indices.  
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5 Conclusions 
This paper investigates the fitting performance of the generalized hyperbolic, the normal 
inverse gaussian, the Student t and the normal distributions to the returns of the PSI-20 
over the period 1992–2013.  It is motivated by empirical evidence that the distribution 
of index returns is not Gaussian. The primary aim is to compare the density function of 
these distributions and to examine which one better fits the actual data for daily returns.  
 This paper is, as far as we are concerned, the first to examine how the returns of 
the Portuguese stock index conform to the density of these distributions. Initially, we 
compare the density function of the generalized hyperbolic, the normal inverse Gaussian 
and the Student t distributions to the density of the normal distribution and subsequently 
we analyze the tails of the distributions.  
 The results show that the distribution of the actual returns of the PSI-20 exhibits 
much higher kurtosis and extreme values as compared to the normal distribution. 
Furthermore, a comparison of the histogram of the daily returns with the density of the 
distributions reveals that the generalized hyperbolic distribution provides a very good 
approximation of the actual returns. This conclusion is, however, insufficient as what is 
really important is to study the behavior of the distributions at the tails. A more detailed 
analysis of the tails of the four distributions reveals that the density of the Student t 
distribution exhibits fatter tails then density of the other distributions. The generalized 
hyperbolic distribution follows the Student t distribution in terms of fitting quality at the 
tails and, with lower fitting quality, we find the normal inverse Gaussian and the normal 
distributions.  
 We believe the results presented in this study are of particular importance for 
portfolio managers who may include in their portfolios mutual funds replicating the 
Portuguese stock index or even derivatives associated with this index. By assuming the 
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normality of the returns in VaR analysis or other risk management decisions, not 
accounting for the non-normality that we have identified, portfolio managers may 
achieve flawed results and unreasonable estimations of portfolio returns. Future 
empirical research should try to apply the methodology of this paper to the returns of 
other European indexes, in particular of countries with similarities in terms of size and 
economic development with Portugal.  
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Fig. 1 Price and daily returns of the Portuguese Stock Index (PSI-20) from 31/12/1992 
to 20/05/2013 
Panel a – Price 
 
 
 
Panel b – Daily returns 
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Fig. 2 Histogram with daily returns and normal distribution 
 
  
22 
 
Fig. 3 Histogram with daily returns and density of distributions 
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Fig. 4 Tails at 5% and 1% for the actual daily returns of PSI-20 and normal, normal 
inverse Gaussian, generalized hyperbolic and Student t distributions 
Panel a – Left tails 
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Panel b – Right tails 
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Fig. 5 Cumulative returns at 5% and 1% for the actual daily returns and the distributions 
We use the following notation: Portuguese stock index (psi); Student t distribution (t); normal inverse Gaussian 
distribution (nig); normal distribution (n); and generalized hyperbolic distribution (ghyp). 
Panel a – Left tails 
 
 
Panel b – Right tails 
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Table 1 Estimated parameters of the distributions 
Panel a – Normal distribution 
 µ σ 
Normal 
distribution 
0,014214 1,165586 
 
Panel b – Generalized hyperbolic, normal inverse Gaussian and Student t distributions 
 Maximum 
Likelihood  
value 
λ α β δ µ 
Generalized 
hyperbolic 
distribution 
-2.596,24 1,0 1,3 0,0001166 0,00002 0,014214 
Normal inverse 
Gaussian 
distribution 
-13.217,41 -1/2 0,583217 -0,042927 0,757655 0,070133 
Student t 
distribution 
-7.093,39 2,0 0 0 2,44949 0,014214 
 
