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APOLARITY AND DIRECT SUM DECOMPOSABILITY OF
POLYNOMIALS
WERONIKA BUCZYN´SKA, JAROS LAW BUCZYN´SKI, JOHANNES KLEPPE,
AND ZACH TEITLER
Abstract. A polynomial is a direct sum if it can be written as a sum of two non-zero
polynomials in some distinct sets of variables, up to a linear change of variables. We
analyse criteria for a homogeneous polynomial to be decomposable as a direct sum,
in terms of the apolar ideal of the polynomial. We prove that the apolar ideal of a
polynomial of degree d strictly depending on all variables has a minimal generator of
degree d if and only if it is a limit of direct sums.
1. Introduction
A homogeneous polynomial F is a direct sum if there exist non-zero polynomials F1,
F2 such that F = F1 + F2 and F1 = F1(t1, . . . , ts), F2 = F2(ts+1, . . . , tn) for some linearly
independent linear forms t1, . . . , tn. For example, F = xy is a direct sum, as F =
1
4
(x+ y)2 − 1
4
(x− y)2. In coordinate-free terms, F ∈ SdV is a direct sum if F = F1 + F2
for nonzero Fi ∈ SdVi, i = 1, 2, such that V1 ⊕ V2 = V .
Most polynomials are not direct sums, see Lemma 3.3. Nevertheless it can be difficult
to show that a particular polynomial is not a direct sum. For instance, Sepideh Shafiei
shared with us the following question: is the generic determinant detn = det((xi,j)
n
i,j=1),
a homogeneous form of degree n in n2 variables, a direct sum? For n = 2, det2 =
x1,1x2,2 − x1,2x2,1 is visibly a direct sum. On the other hand, for n > 2 it is easy to see
the determinant is not decomposable as a direct sum in the original variables, but it is
not immediately clear whether it is decomposable after a linear change of coordinates.
We answer this question in the negative, see Corollary 1.2.
Problem A. Give necessary or sufficient conditions for a polynomial to be a direct sum.
We approach this problem through apolarity. Suppose S = C[x1, . . . , xn] and T =
C[α1, . . . , αn]. When the number of variables is small we may write S = C[x, y] and
T = C[α, β], or S = C[x, y, z] and T = C[α, β, γ]. (For simplicity we assume through-
out that our base field is the field of complex numbers C. However, our results also
hold for other algebraically closed base fields of any characteristic. We comment on the
applicable modifications in Section 6.3.) We let T act on S by letting αi act as the
partial differentiation operator ∂/∂xi. This action is denoted by the symbol , as in
αβ2 x2y3z4 = ∂3x2y3z4/∂x∂y2 = 12xyz4. This is the apolarity action; T is called the
dual ring of S. Let F ∈ S be a homogeneous polynomial of degree d. The apolar or
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annihilating ideal F⊥ ⊂ T is the set of polynomials Θ ∈ T such that Θ F = 0. The
quotient AF = T/F
⊥ is called the apolar algebra of F .
The Waring rank r(F ) of F is the least r such that F = ℓd1 + · · ·+ ℓdr for some linear
forms ℓi. A lower bound for Waring rank, following from ideas of Sylvester in 1851 [52],
is that r(F ) is bounded below by the maximum value of the Hilbert function of AF .
Ranestad and Schreyer [42] have recently shown that the Waring rank of F is bounded
below by 1
δ
length(AF ), where δ is the greatest degree of a minimal generator of F
⊥ and
length(AF ) is the length of the apolar algebra, that is, the sum of all the values of the
Hilbert function of AF . The bound of Ranestad–Schreyer is best when δ is small, that
is when F⊥ is generated in small degrees. So it is natural to ask when this occurs, or
conversely when F⊥ has high-degree generators.
Problem B. Give necessary or sufficient conditions for F⊥ to be generated in low degrees
or in high degrees; that is, for the greatest degree δ of a minimal generator of F⊥ to be
small or large.
As we shall see, “small” and “large” should be considered relative to the degree d of
F .
It is through serendipity that while simultaneously studying Problems A and B, as
separate problems, the authors noticed that they were actually not separate. These two
problems are linked by the following result (see also [33, Lem. 2.9, Lem. 3.27]).
Theorem 1.1. If F is a direct sum then F⊥ has a minimal generator of degree deg(F ).
Sepideh Shafiei has shown that the apolar ideal of the generic determinant detn is
generated in degree 2 [47]. Thus
Corollary 1.2. For n > 2 the generic determinant is not a direct sum.
Other results of Shafiei concerning apolar ideals of permanents, Pfaffians, etc., have
similar consequences for direct sum indecomposability of these forms.
Despite its centrality in linking Problems A and B, Theorem 1.1 is surprisingly easy
to prove, see Section 1.2.
The converse to Theorem 1.1 does not hold.
Example 1.3. F = xy2 ∈ S = C[x, y] has F⊥ = 〈α2, β3〉 ⊂ T = C[α, β] with the minimal
generator β3 of degree 3, but F is not a direct sum. Indeed, in two variables a direct
sum xd − yd factors as xd − yd = ∏dk=1(x − ζky) (ζ a primitive d-th root of unity), with
distinct linear factors, while xy2 does not have distinct factors; or use Proposition 2.12.
Example 1.4. The cubic F = x2y−y2z = y(x2−yz) ∈ C[x, y, z] has F⊥ = 〈γ2, αγ, α2+
βγ, β3, αβ2〉, so F⊥ has two minimal generators of degree 3. Thus F satisfies the necessary
condition of Theorem 1.1. However F is not a direct sum by Proposition 2.12.
Note however that xy2 is a limit of direct sums:
xy2 = lim
t→0
1
3t
(
(y + tx)3 − y3
)
as is y(x2 + yz):
y(x2 + yz) = lim
t→0
1
6t2
(
(y + tx+ 2t2z)3 + (y − tx)3 − 2y3
)
.
We will show that if F⊥ has a minimal generator of degree deg(F ), then F is a limit of
direct sums. But the converse does not hold: not every limit F of direct sums has the
property that F⊥ has a minimal generator of degree deg(F ).
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Example 1.5. For t 6= 0, xd − tyd is a direct sum and limt→0 xd − tyd = xd. However
(xd)⊥ = 〈αd+1, β〉 has no minimal generator of degree d.
A perhaps more satisfying example is limt→0 xyz − tw3 = xyz, again a limit of direct
sums, with (xyz)⊥ = 〈α2, β2, γ2, δ〉, having no minimal generator of degree 3.
It is no coincidence that in both of these examples the limit polynomial uses fewer
variables than the direct sums at t 6= 0. We will show that in general, if F is a limit
of direct sums which cannot be written using fewer variables, then F⊥ has a minimal
generator of degree deg(F ).
We now introduce terminology to give a precise statement of these results.
First note that F⊥ is a homogeneous ideal containing 〈α1, . . . , αn〉d+1, all forms of
degree at least d + 1. Thus F⊥ is generated in degree at most d + 1: the δ in the
Ranestad–Schreyer theorem satisfies 1 ≤ δ ≤ d+1. We mention the following observation,
previously noted by Casnati and Notari [12, Rem. 4.3].
Proposition 1.6. F⊥ has a minimal generator of degree d + 1 if and only if F = ℓd is
a power of a linear form.
A proof is given in Section 1.2.
For brevity we refer to a minimal generator of F⊥ as an apolar generator of F . Any
apolar generator of degree equal to deg(F ) is called an equipotent apolar generator.
We introduce the notation DirSum = DirSumn;d for the set of direct sums (of degree
d in n variables), ApoEqu for the set of forms with an equipotent apolar generator, and
Con for the set of forms that cannot be written using fewer variables. (Such forms are
called concise, see Section 2.2.) We will show that every form with an equipotent apolar
generator is a limit of direct sums, so that we have the following inclusions:
DirSum ⊂ ApoEqu ⊂ DirSum
∪ ∪ ∪
DirSum∩Con ⊂ ApoEqu∩Con ⊂ DirSum ∩ Con
In fact most of these inclusions are strict in general. The vertical inclusions clearly
are strict as soon as n ≥ 2. We have DirSum∩Con $ ApoEqu∩Con (and of course
DirSum $ ApoEqu) by Examples 1.3 and 1.4. And we have ApoEqu $ DirSum by
Example 1.5.
Surprisingly, the last remaining inclusion is in fact an equality (compare with [33,
Cor. 4.7]).
Theorem 1.7. For n ≥ 2 and d ≥ 3, every form with an equipotent apolar generator is a
limit of direct sums and conversely, every concise limit of direct sums has an equipotent
apolar generator. In particular ApoEqu∩Con = DirSum ∩ Con.
The theorem is proved in Section 4.2. One direction is proved in Theorem 4.5 and the
other direction is proved in Theorem 4.8. Moreover, Theorem 4.5 provides a normal form
for the limits of direct sums which are not direct sums. In such cases, for some choice of
basis x1, . . . , xk, y1, . . . , yk, z1, . . . , zn−2k of V :
(1) F (x1, . . . , xk, y1, . . . , yk, z1, . . . , zn−2k)
=
k∑
i=1
xi
∂H(y1, . . . , yk)
∂yi
+G(y1, . . . , yk, z1, . . . , zn−2k)
for homogeneous polynomials H(y) in k variables and G(y, z) in n− k variables, both of
degree d.
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One might hope naively to prove at least one direction of Theorem 1.7 by arguing that
if Ft → F , then presumably F⊥t → F⊥. If for each t 6= 0, Ft is a direct sum, then F⊥t has
a minimal generator of degree d = degF by Theorem 1.1; and then one might hope to
finish by appealing to the semicontinuity of graded Betti numbers, to show that F⊥ also
has at least one minimal generator of degree d. However this argument cannot succeed,
as Ft → F does not imply F⊥t → F⊥ as a flat limit. For instance, consider the family
of polynomials Ft = tx
d + xyd−1 in x and y parametrized by t, with d ≥ 4. We have
Ft → F0 = xyd−1, and
F⊥t =
{
〈α2β, αd−1 + dtβd−1〉 for t 6= 0, or
〈α2, βd〉 for t = 0.
Thus the flat limit limt→0(F
⊥
t ) = 〈α2β, αd−1, βd〉 $ F⊥0 .
Nevertheless, for those cases in which Ft → F , the Ft are direct sums, and F⊥t → F⊥ is
a flat family, it follows that F⊥ has a degree d generator by semicontinuity. When such a
family {Ft} exists, we say F is an apolar limit of direct sums. The locus of apolar limits
of direct sums is denoted ApoLim. We have
Theorem 1.8. ApoLim ⊂ ApoEqu, and:
(i) There exists n such that for d ≥ 2n, the inclusion is strict: ApoLim $ ApoEqu.
(ii) If d = 3 or if n = 3, then ApoLim = ApoEqu.
In other words, the inclusion is strict for some n and sufficiently large d, but there
is equality in some cases, including d = 3 or n = 3. The inclusion ApoLim ⊂ ApoEqu
follows by the semicontinuity of graded Betti numbers, as described above. The existence
of n for which the inclusion is strict is explained in Section 5.2, particularly, in Propo-
sition 5.14. The proof of the equality for d = 3 is straightforward, and it is explained
in Proposition 5.2. The proof of the equality for n = 3 is obtained by longer, but el-
ementary methods in Theorem 5.16. Certainly, using more refined techniques one may
be able to determine whether ApoLim = ApoEqu also in other cases. In any case, we
emphasize that because of Theorem 1.8, the naive hope described above cannot suffice
to prove Theorem 1.7. That is, for some n and d, there are forms in ApoEqu whose
apolar generators of degree d do not arise via semicontinuity of graded Betti numbers for
any family of direct sums. The strictness of ApoLim $ ApoEqu forces a more delicate
argument for Theorem 1.7.
The strictness of the inclusion is a consequence of the existence of certain zero-dimen-
sional Gorenstein local schemes with restricted deformations, which we call uncleavable
schemes. A scheme supported at a single point is uncleavable if all its deformations are
supported at a single point, see Section 5.2 for references and more details. We show
that for at least n = 14 we have ApoLim $ ApoEqu. This is because the shortest non-
smoothable zero-dimensional Gorenstein scheme of length 14 is uncleavable. However,
we expect that ApoLim $ ApoEqu should hold for all sufficiently large n. We explain
in detail in Section 5.2 which deformation theoretic properties of schemes of length n we
need in order to obtain ApoLim 6= ApoEqu.
See also [33, Sect. 4.2, Cor. 4.24] for related examples.
It is also interesting to study the case in which F⊥ is generated in low degrees. For
example, (detn)
⊥ is generated in degree 2, as is (x1 · · ·xn)⊥ = 〈α21, . . . , α2n〉. See Table 1
for examples of plane cubics. We show that an upper bound for the degrees of minimal
generators of F⊥ forces an upper bound on the degree of F ; equivalently, if F has a
high degree relative to the number of variables then F⊥ must have high degree minimal
generators.
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Theorem 1.9. If F is a homogeneous form of degree d in n variables and δ is the highest
among the degrees of minimal generators of F⊥ then d ≤ (δ − 1)n.
In particular if F⊥ is generated by quadrics then d ≤ n. It would be interesting to
classify polynomials F of degree d = n such that F⊥ is generated by quadrics. See
Section 4.3 for a brief discussion and the proof of the theorem.
Notation 1.10. Throughout the paper, F ∈ SdV is a homogeneous form of degree d in
n = dimV variables. More generally F may be a divided-powers form of degree d, see
[27, App. A].
Remark 1.11. Direct sums and their limits have also appeared in other articles. In [53],
functions (not necessarily polynomials) are called decomposable when they are sums of
functions in independent variables. In [39] they are called sum-maps, while in [38] and
[15] they are called direct sums. In [54], polynomials with a direct sum decomposition
are called polynomials of Sebastiani–Thom type. They are called connected sums in [47],
following [36], [50], where the term connected sum is used to refer to a closely related
concept, see Section 2.8. In [43], forms (homogeneous polynomials) p and q over C are
called unitarily disjoint if they depend on disjoint sets of variables, after a unitary linear
change of variables with respect to a fixed Hermitian product on the space of linear forms.
(see [43] for details). In [33], direct sum decompositions are called regular splittings and
limits of direct sum decompositions are called degenerate splittings.
In [19] and references therein the authors study apolar algebras of homogeneous forms
F , which are either direct sums F = xd + G(y1, . . . , yn−1) of “type” (1, n − 1) or their
limits xyd−1 + G(y, z1, . . . , zn−2) — compare with the normal form (1) for k = 1. Their
work is motivated by earlier articles [28], [20], where the special case of n = 4 has been
studied. In this series of articles the direct sums and their limits serve the purpose of a
classification of Gorenstein Artin algebras with prescribed invariants. Our results in this
article may have similar applications, which need to be further studied.
1.1. Outline of paper. In the remainder of this Introduction we give proofs of some
elementary statements including Theorem 1.1 and Proposition 1.6.
In Section 2 we review background, including: apolarity; conciseness; secant varieties
and border rank; the easy cases of binary forms and plane cubics; semicontinuity of
graded Betti numbers; Gorenstein Artin algebras; and connected sums.
In Section 3 we discuss the dimension of the direct sum locus and uniqueness of direct
sum decompositions.
In Section 4 we collect results that relate quadratic apolar generators to direct sums
and to maximal degree apolar generators. We prove Theorem 1.7. Then we prove Theo-
rem 1.9.
In Section 5 we prove Theorem 1.8.
In Section 6 we generalize some of our results to linear series of forms (instead of a
single form). We consider “almost direct sums.” Finally we discuss the generalization of
our results to algebraically closed fields in any characteristic.
1.2. Equipotent apolar generator of a direct sum. We begin with a few elementary
statements.
Proof of Theorem 1.1. Say F = G − H where G ∈ Sx = C[x1, . . . , xi], H ∈ Sy =
C[y1, . . . , yj], and G,H 6= 0. Let us denote the dual rings T α = C[α1, . . . , αi], T β =
C[β1, . . . , βj ]. We work in S = Sx ⊗ Sy = C[x1, . . . , xi, y1, . . . , yj] with dual ring T =
T α ⊗ T β = C[α1, . . . , αi, β1, . . . , βj ].
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We have G⊥ ∩H⊥ ⊂ F⊥, where G⊥ and H⊥ are computed in T rather than T α, T β.
On the other hand if Θ ∈ (F⊥)k, then Θ G = Θ H ∈ Sxd−k ∩Syd−k. But this intersection
is zero if k 6= d, so we must have Θ G = Θ H = 0. Thus (G⊥ ∩H⊥)k = (F⊥)k for all
k 6= d.
Now let δ1 ∈ T αd such that δ1 G = 1 and let δ2 ∈ T βd such that δ2 H = 1. Such
elements exist in abundance: there is an affine hyperplane of them in T αd and in T
β
d , by
the hypothesis that G and H are nonzero. Let ∆ = δ1 + δ2. Then ∆ G = ∆ H = 1,
so ∆ /∈ G⊥ ∩H⊥, but ∆ F = 0.
This element ∆ is a minimal generator of F⊥: it cannot be generated in lower degrees,
since all elements in lower degrees lie in G⊥ ∩H⊥. 
For future reference we record the additional details given in the above proof (see also
[33, Lem. 3.27]).
Lemma 1.12. Let F = G − H be a direct sum decomposition of degree d, with G, H
nonzero. Then
F⊥ = G⊥ ∩H⊥ + 〈∆〉
where ∆ = δ1+ δ2 ∈ Td is homogeneous of degree d, δ1 G = δ2 H = 1, δ1 can be written
only using variables dual to variables of G, and δ2 can be written only using variables
dual to variables of H.
Proof. The only statement left to prove is that any degree d element of F⊥ is in the ideal
G⊥ ∩H⊥ + 〈∆〉. Let Θ ∈ (F⊥)d. Then Θ G = Θ H ∈ C; call this value c. We have
Θ− c∆ ∈ G⊥ ∩H⊥. 
See also [11, Lemma 3.1] for a description of F⊥ in terms of the extensions of the ideals
G⊥ ∩ T α, H⊥ ∩ T β.
Corollary 1.13. If F = F1 + · · · + Fs is a direct sum of s terms then F⊥ has at least
s− 1 equipotent apolar generators.
Proof. It follows by induction on s from Lemma 1.12. Explicitly, if F = F1 + · · · + Fs
then
dimF⊥d = 1 + dim(F
⊥
1 ∩ (F2 + · · ·+ Fs)⊥)d
= · · · = s− 1 + dim(F⊥1 ∩ · · · ∩ F⊥s )d,
so F⊥ has at least s− 1 minimal generators of degree d. 
We call F an s-fold direct sum when F can be written as a direct sum of s terms, that
is, F = F1 + · · ·+ Fs with each Fi ∈ Vi and V1 ⊕ · · · ⊕ Vs = V .
We will use frequently the following simple characterization of direct sums.
Corollary 1.14. Let V = V1 ⊕ V2 and F ∈ SdV . Then the following are equivalent:
(i) F = F1 + F2 where F1 ∈ SdV1 and F2 ∈ SdV2,
(ii) V ∗1 V
∗
2 ⊂ F⊥,
(iii) V1 ∪ V2 contains the common affine scheme-theoretic zero locus V ((F⊥)2) of the
quadrics in F⊥.
Note that in (i) F is not necessarily a direct sum, as F1 or F2 could be zero. It is easy
to overcome this, by simply adding an assumption that F⊥ has no linear generators and
both vector spaces V1 and V2 are non-trivial.
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Proof. If F = F1 + F2, then clearly the reducible quadrics in V
∗
1 V
∗
2 annihilate F . In
the other direction, if V ∗1 V
∗
2 ⊂ F⊥, and we give V1 a basis x1, . . . , xa and V2 a basis
y1, . . . , yn−a, then the condition (ii) implies that F cannot have mixed terms divisible by
xiyj. Thus F is as in (i).
Finally (iii) is simply a geometric rephrasing of (ii), using the correspondence between
ideals and affine schemes. 
We give an alternate proof of the statement observed by Casnati and Notari [12,
Rem. 4.3], that a form F of degree d has an apolar generator of degree d + 1 if and
only if F = xd has Waring rank 1. This proof illustrates in a simple case some of the
techniques we will use later.
Proof of Proposition 1.6. If F = xd1 then F
⊥ = 〈αd+11 , α2, . . . , αn〉.
Conversely suppose F has degree d and F⊥d+1 has a minimal generator. Let I = (F
⊥)≤d,
the ideal generated by forms in F⊥ of degree at most d, and note that Id+1 ⊂ Td+1 = F⊥d+1
has codimension at least 1, because otherwise no generator would be needed. Then there
is a nonzero polynomial G of degree d + 1 annihilated by I, since G is annihilated by
I if and only if it is annihilated by Id+1 (see [7, Prop. 3.4(iii)]). Moreover Id = (F
⊥)d
has codimension exactly 1, by the symmetry of the Hilbert function of AF (see §2.7):
dim(AF )d = dim(AF )0 = 1. Now Id ⊂ (G⊥)d $ Td, so Id = (G⊥)d. Thus the Hilbert
function of AG has hAG(d) = 1. By symmetry hAG(1) = 1. Then G has only one essential
variable (see §2.2) so G can be written as a homogeneous form of a single variable;
necessarily G has Waring rank 1. Say G = xd+1. We have G⊥ ⊂ F⊥, since (G⊥)≤d =
I≤d = (F
⊥)≤d and (F
⊥)≥d+1 = T≥d+1. So F = α G = cx
d for some α by Lemma 2.1,
i.e., by the inclusion-reversing part of the Macaulay inverse system Theorem. 
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2. Background
For a homogeneous ideal I in the polynomial ring S, a minimal generator of I is a
non-zero homogeneous element of the graded module I/mI where m = 〈x1, . . . , xn〉 is the
irrelevant ideal. By the “number” of minimal generators of a given degree k we mean the
dimension of the k-th graded piece (I/mI)k.
Following the convention of [25], by an (algebraic) variety, we always mean an irre-
ducible algebraic set. By a general element of an algebraic variety we always mean any
element of some suitably chosen open dense subset.
When V is a vector space, PV denotes the projective space of lines through the origin
of V . When v ∈ V is a nonzero vector, [v] denotes the point in PV determined by v, that
is, the line through the origin of V spanned by v.
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2.1. Apolarity. Let S be a polynomial ring and T its dual ring. For a fixed homogeneous
F ∈ Sd of degree d, the i-th catalecticant C iF is a linear map Td−i → Si defined by
C iF (Θ) = Θ F . The term “catalecticant” was introduced by Sylvester in 1851 [52]. The
images of the catalecticants are the inverse systems studied by Macaulay [35].
The catalecticant maps give an isomorphism between AG = T/G
⊥ and the principal
T -submodule of S generated by G, consisting of elements Θ G for Θ ∈ T .
Lemma 2.1. Suppose F,G ∈ S are two homogeneous polynomials. If G⊥ ⊂ F⊥, then
F = Θ G for some Θ ∈ T .
Indeed, by the inclusion-reversing part of Theorem 21.6 of [17], the T -submodule of S
generated by F is contained in the T -submodule generated by G.
One connection between apolarity and geometry is indicated by Exercise 21.6 of [17],
which relates the apolar ideals of plane conics to their ranks. Another connection is given
by the following well-known lemma (see for example [16, Proposition 4.1]).
Lemma 2.2. Let α ∈ T1 be a linear form. Then αk ∈ F⊥ if and only if F vanishes to
order at least d−k+1 at the corresponding point in the projective space [α] ∈ PT1 ∼= PS∗1 .
In particular αd−1 ∈ F⊥ if and only if V (F ) is singular at [α].
Proof. αk ∈ F⊥ is equivalent to Θαk F = 0 for all Θ ∈ Td−k, equivalently αk (Θ F ) = 0
for all Θ ∈ Td−k. For such Θ, ΘF is a form of degree k, so αk (Θ F ) is equal to the
evaluation of Θ F at the point [α] (up to scalar multiple). This vanishes for all Θ ∈ Td−k
precisely when F vanishes at [α] to order at least d− k + 1. 
More detailed treatments of apolarity may be found in [22, Lect. 8], [27, Sect. 1.1], and
[7].
2.2. Conciseness. A homogeneous form F ∈ C[x1, . . . , xn] is concise (with respect to
x1, . . . , xn) if F cannot be written as a polynomial in fewer variables. That is, if there are
linearly independent linear forms t1, . . . , tk such that F ∈ C[t1, . . . , tk] ⊂ C[x1, . . . , xn],
then k = n. In coordinate-free terms, F ∈ SdV is concise (with respect to V ) if F ∈ SdW ,
W ⊂ V implies W = V .
Concise polynomials are also called nondegenerate, but we will follow the terminology
of the tensor literature.
The following are equivalent:
(i) F ∈ SdV is concise.
(ii) The hypersurface V (F ) ⊂ PV ∗ is not a cone.
(iii) There is no point in PV ∗ at which F vanishes to order d.
(iv) The catalecticant C1F is onto.
(v) The apolar ideal F⊥ has no linear elements: F⊥1 = 0.
We define the span of F , denoted 〈F 〉, to be the image of the catalecticant C1F . We
have F ∈ Sd〈F 〉. With this notation, G +H is a direct sum decomposition if and only
if 〈G〉 ∩ 〈H〉 = {0} and G,H 6= 0. The elements of 〈F 〉 are called essential variables of
F ; by the number of essential variables of F we mean the dimension dim〈F 〉 of 〈F 〉 as a
C-vector space. See [9].
The locus in SdV of non-concise polynomials is a Zariski-closed subset called the sub-
space variety and denoted Sub. Its complement is the open set Con.
2.3. Secant varieties and border rank. Let vd : PV → P(SdV ) be the Veronese map,
vd([ℓ]) = [ℓ
d].
Recall F ∈ SdV has Waring rank r if and only if F is a sum of r d-th powers of linear
forms in V , but not fewer. Equivalently, [F ] ∈ P(SdV ) lies in the linear span of some r
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points in the Veronese variety vd(PV ), but does not lie in the span of any fewer points.
The Zariski closure of the set of projective points corresponding to affine points of rank
at most r is the r-th secant variety σr(vd(PV )) of the Veronese variety. The border rank
of F , denoted br(F ), is the least k such that [F ] lies in the k-th secant variety of the
Veronese variety. Evidently br(F ) ≤ r(F ) and strict inequality may occur.
Note dim〈F 〉 ≤ br(F ). Indeed, dim〈F 〉 ≤ r(F ) clearly, so dim〈F 〉 ≤ r for all F in a
dense subset of σr(vd(PV )). Since dim〈F 〉 = rankC1F varies lower semicontinuously in F ,
we have dim〈F 〉 ≤ r for all F in σr(vd(PV )).
The second secant variety σ2(vd(PV )) is the disjoint union of the set of points of rank
2, the set vd(PV ) itself, and (for d > 2) the set of points on tangent lines to vd(PV ).
Points of the third type have border rank 2, so only 2 essential variables. Such a point
necessarily has the form xyd−1 after a linear change of variables; we have r(xyd−1) = d.
Thus br(F ) = 2 if and only if either F = xd + yd and r(F ) = 2, or F = xyd−1 and
r(F ) = d.
We remark that the extreme case of direct sum, i.e., the n-fold direct sum in an n-
dimensional vector space V coincides with a sufficiently general element of the n-th secant
variety σn(vd(PV )). In particular, the closure of the set of such extreme direct sums is
equal to the secant variety.
2.4. Binary forms. The following lemma is standard; see, for example, Theorem 1.44
of [27].
Lemma 2.3. The apolar ideal of a homogeneous binary form F of degree d is a complete
intersection ideal generated in degrees r and d+2− r for some integer 1 ≤ r ≤ (d+2)/2.
The border rank of F is r.
Corollary 2.4. Let F be a binary form of degree d. The apolar ideal of F has a generator
of degree d if and only if F has border rank 2.
Note that the condition br(F ) = 2 excludes polynomials of rank 1, so F must be
concise. Thus the locus of concise forms with an equipotent degree apolar generator is
exactly the locus of concise forms which are limits of direct sums, that is, ApoEqu∩Con =
DirSum ∩ Con. This is the case n = 2 of Theorem 1.7.
2.5. Plane cubics. If a plane cubic F is a direct sum then in suitable coordinates we
may write F = x3 + G(y, z) where G is a nonzero binary cubic form. We may choose
coordinates so that G(y, z) is y3, y3 + z3, or y2z, that is, r(G) = 1, 2 or 3. Thus up to
change of coordinates there are exactly three plane cubics which are direct sums.
We summarize the types of plane cubics in Table 1, adapted from [34]. The columns
mean the following: β1,i is the number of apolar generators of degree i, r is Waring rank,
and br is border rank. (We omit β1,4 = 1 for F = x
3.) The rows representing direct sums
are in bold face and the rows representing non-concise polynomials are in italic face.
This table shows the case n = 3, d = 3 of Theorem 1.7.
Corollary 2.5. Let F be a concise plane cubic. The apolar ideal of F has a minimal
generator of degree 3 if and only if F is a limit of direct sums.
Proof. Table 1 shows that a concise plane cubic has a minimal apolar generator of degree
3 if and only if the cubic has border rank 3, which is equivalent to its being a limit of
Fermat cubics. 
2.6. Semicontinuity of graded Betti numbers. In this section we work over an ar-
bitrary algebraically closed field k. Let I be a homogeneous ideal in a polynomial ring
10 W. BUCZYN´SKA, J. BUCZYN´SKI, J. KLEPPE, AND Z. TEITLER
Description normal form β1,1 β1,2 β1,3 r br
triple line x3 2 0 0 1 1
three concurrent lines x3 − y3 1 1 1 2 2
double line + line x2y 1 1 1 3 2
irreducible (Fermat) x3 + y3 + z3 3 2 3 3
irreducible y2z − x3 − xz2 3 0 4 4
cusp y2z − x3 3 2 4 3
triangle xyz 3 0 4 4
conic + transversal line x(x2 + yz) 3 0 4 4
irreducible, smooth y2z − x3 3 0 4 4
(a3 6= 0,−27/4) −axz2 − z3
irreducible, singular y2z − x3 3 0 4 4
(a3 = −27/4) −axz2 − z3
conic + tangent line y(x2 + yz) 3 2 5 3
Table 1. Plane cubic curves.
T = k[α1, . . . , αn] with standard grading. The graded Betti numbers of I are defined as
follows. Fix a minimal free resolution of T/I,
0← T ←
⊕
T (−j)β1,j ←
⊕
T (−j)β2,j ← · · ·
The βi,j are the graded Betti numbers of I (more precisely, of T/I). We have βi,j =
dimkTor
i(I, k)j [18, Prop. 1.7].
In the proof of Theorem 4.8 we will use the fact that when the ideal I varies in a flat
family, the graded Betti numbers vary upper-semicontinuously. That is, if It is a flat
family of ideals, βi,j(I0) ≥ limt→0 βi,j(It).
Boratyn´ski and Greco proved that when the ideal I varies in a flat family, the Hilbert
functions and Betti numbers vary semicontinuously [4]. Ragusa and Zappala´ proved the
semicontinuity of graded Betti numbers of flat families of zero-dimensional ideals [41,
Lem. 1.2]. Semicontinuity of graded Betti numbers more generally seems to be a well-
known “folk theorem”; for example, different ideas for proofs are sketched in [40, Remark
following Theorem 1.1], and in [32, Corollary 3.3]. We give a quick proof here for the
sake of self-containedness.
Proposition 2.6. Let T = k[α1, . . . , αn] with standard grading, and consider the power
series ring k[[U ]], with degU = 0. Suppose I ⊂ T ⊗k k[[U ]] is a homogeneous ideal, flat
over Spec(k[[U ]]). For p ∈ Spec(k[[U ]]) let Ip = I ⊗ k(p). Fix any i and j. Then the
function p 7→ βi,j(Ip) is upper-semicontinuous.
Proof. Start with the Koszul resolution of k = T/(α1, . . . , αn), regarded as a sheaf on
Spec(k[[U ]]) (although independent of U). Tensor the resolution with I, take the degree
j part of the resulting complex, and denote by Ik,p the k-th graded piece of Ip. The Tor
we are interested in is the homology of this complex of vector spaces:
· · · ← ∧i−1V ∗ ⊗ Ij−i+1,p ← ∧iV ∗ ⊗ Ij−i,p ← ∧i+1V ∗ ⊗ Ij−i−1,p ← · · ·
where V ∗ is the vector space spanned by α1, . . . , αn. By [17, Exer. 20.14], the dimensions
of the vector spaces Iq,p are locally (in p) constant. Locally in p, then, this is a complex of
fixed finite dimensional vector spaces with differentials given by matrices whose entries are
polynomial in p. The graded Betti number βi,j is the dimension of the i-th cohomology of
this complex; the dimensions of cohomology of such complexes are upper semicontinuous.

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Remark 2.7. Graded Betti numbers of flat families of ideal sheaves on projective space are
not semicontinuous. For example, let three points in P2 move from linearly independent
position for u 6= 0 to collinear position when u = 0. For u 6= 0, the ideal sheaf I˜u is
generated by three quadrics having two linear syzygies. At u = 0 the ideal sheaf I˜0 is a
complete intersection of type (1, 3) (with one linear generator, one cubic generator, and
just one syzygy).
The point is that the sheaf I˜0 is the sheafification of the flat limit ideal I0. In the above
example the flat limit ideal has an embedded point at the origin, which is lost in the
sheafification.
Our brief proof does not recover the “consecutive cancellation” as in [40], but we will
not use consecutive cancellation.
2.7. Gorenstein Artin algebras. Let A be an algebra. Most of the time we will
consider standard graded algebras, that is, A is a graded algebra with A0 = C and A
is generated in degree 1. In this situation, the embedding dimension of A is dimA1.
Let m =
⊕
i>0Ai be the graded maximal ideal. The socle of a graded algebra A is
the ideal Soc(A) = (0 : m), that is, the annihilator of the graded maximal ideal in A.
When A is Artinian the socle includes Ad where d = max{i : Ai 6= 0}. When A is
Artinian, A is Gorenstein if and only if Soc(A) is 1-dimensional. The socle degree of A
is max{i : Ai 6= 0}.
We use [17, Cor. 21.16]. Say F is a concise homogeneous form of degree d in n variables
and I = F⊥ is a zero-dimensional Gorenstein ideal, so A = T/I is a Gorenstein Artin
algebra. Then A has socle degree d = degF and embedding dimension n. Let A = T/I
have the minimal free resolution M•:
0← T =M0 d1←M1 d2← · · · dn←Mn ← 0.
The resolution M• is self-dual, that is, isomorphic to its dual, up to shifts in grading and
homological degrees. We call this isomorphism the Gorenstein symmetry. In particular,
writing each Mi =
⊕
j T (−aij), we have:
Mn =M
∗
0 = T (−d− n) and Mn−i =M∗i =
⊕
T (−d− n+ aij).
The main focus of this paper is Gorenstein ideals having a minimal generator in de-
gree d, that is β1,d(I) > 0. Throughout the article we will frequently use the following
consequence of the Gorenstein symmetry:
(2) β1,d(F
⊥) = βn−1,n(F
⊥), thus β1,d(F
⊥) > 0⇐⇒ βn−1,n(F⊥) > 0.
As we shall see, βn−1,n(F
⊥) can be easier to control than β1,d(F
⊥).
We will also use the more elementary symmetry of the Hilbert function of a graded
Gorenstein Artin algebra, hA(i) = hA(d − i) for a Gorenstein Artin algebra A of socle
degree d. See for example [51, Theorem 4.1].
We will make use of the following two results. The first is a special case of Thm. 8.18
of [18].
Lemma 2.8 ([18, Thm. 8.18]). Suppose I ⊂ T is a homogeneous ideal with βn−1,n(I) > 0
and no linear generators. Then there exists a choice of coordinates α1, . . . , αn of T and
linearly independent linear forms ℓ1, . . . , ℓk ∈ T1 for some 0 < k < n such that the 2 × 2
minors of the following matrix are contained in I:
(3)
(
α1 · · · αk αk+1 · · · αn
ℓ1 · · · ℓk 0 · · · 0
)
.
The second is a special case of Thm. 8.11 of [18].
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Lemma 2.9 ([18, Thm. 8.11]). Suppose I ⊂ T is a homogeneous ideal containing no
linear forms and J ⊂ I is a homogeneous subideal. Then βn−1,n(J) ≤ βn−1,n(I).
In Section 5 we will also mention Gorenstein Artin algebras which are not necessarily
graded. More precisely we will consider finite Gorenstein schemes that are spectra of
those algebras. These schemes arise naturally when treating deformations of Gorenstein
Artin schemes.
2.8. Connected sum. When A, A′ are graded Gorenstein Artin algebras over a field k,
both of socle degree d, the (formal) connected sum A#A′ is defined as follows [36, 50].
A#A′ is the graded algebra with graded pieces
(A#A′)k =

k, k = 0,
Ak ⊕ A′k, 0 < k < d,
k k = d,
in which the products of two elements in A or in A′ are as before modulo the identification
of Ad ∼= A′d ∼= (A#A′)d, and the product of a positive-degree element in A with one in A′
is zero. (See also [1, 2] for more general constructions.)
That this is named the “connected sum” of algebras is motivated by the following
example. If X, Y are d-dimensional connected closed manifolds with cohomology rings
AX , AY , then the cohomology ring of the connected sum X#Y is the connected sum of
the cohomology rings: AX#Y = AX#AY .
When a polynomial is a direct sum as we have defined it, its apolar algebra is a
connected sum in the above sense (see also [33, Lem. 3.27]).
Proposition 2.10. If F = G−H is a direct sum decomposition then AF = AG#AH .
Proof. Let d = degF , T , T α, and T β be as in the proof of Lemma 1.12.
By Lemma 1.12 the annihilators satisfy (G⊥)k ∩ (H⊥)k = (F⊥)k when k < d. Note
that T α1 ⊂ H⊥ and T β1 ⊂ G⊥. Thus for p, q > 0, T αp ⊗ T βq ⊂ G⊥ ∩H⊥ ⊂ F⊥. Recall that
G⊥ is the apolar ideal of G in T , i.e., of G as an element of S; the apolar ideal of G in
T α (considering G ∈ Sx) is G⊥ ∩ T α, and similarly for H . Hence for 0 < k < d,
(AF )k = Tk/F
⊥
k =
( ⊕
p+q=k
T αp ⊗ T βq
)
/F⊥
= (T α)k/(G
⊥ ∩ T α)k ⊕ (T β)k/(H⊥ ∩ T β)k = (AG)k ⊕ (AH)k
as claimed. 
We can use this to give a simple “toy” application of our results. Suppose X and Y are
d-dimensional connected closed complex manifolds with cohomology rings AX , AY , and
suppose that these rings are standard graded (which is by no means typical: cohomology
rings of manifolds can contain generators of different degrees). Write AX = S
x/G⊥ and
AY = S
y/H⊥. Then the connected sum X#Y has cohomology ring AX#Y ∼= AX#AY ∼=
(Sx⊗Sy)/(G+H)⊥. Therefore ifM is a d-dimensional connected closed complex manifold
whose cohomology ring AM = S/F
⊥ is standard graded and F is not decomposable
as a direct sum, then M is not decomposable as a connected sum, at least not into
factors whose cohomology rings are standard graded. In particular if F⊥ has no minimal
generator in degree d then this holds by Theorem 1.1.
There are well-known topological consequences of a direct sum decomposition, for
example involving monodromy [44] and logarithmic vector fields [54]. It is not immedi-
ately obvious what geometric consequences may follow from a direct sum decomposition.
R. Lazarsfeld shared with the fourth author the observation that if F = F1 + F2 is
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a direct sum then Sing(V (F )) = Sing(V (F1)) ∩ Sing(V (F2)), that is, the singular lo-
cus of F is an intersection of two cones with disjoint vertices. Furthermore, defining
Σa(G) = {p | multp(G) > a}, the common zero locus of the a-th partial derivatives of G
(so that Σ0(G) = V (G), Σ1(G) = Sing V (G)), we have Σa(F ) = Σa(F1) ∩ Σa(F2) for all
a > 0.
One necessary condition for F to be a direct sum can be deduced immediately from
Proposition 4.2 of [50], which we state here for the reader’s convenience. We use the
following terminology, taken from [50]: A standard graded Poincare´ duality algebra of
formal dimension d is precisely a (standard graded) Gorenstein Artin algebra of socle
degree d (together with a choice of a nonzero socle element, which we ignore). The rank
of such an algebra H is the dimension of H1. The ×-length of a subspace V ⊂ H1 is the
least integer c such that any product of c+1 elements of V is zero in H if such an integer
exists, otherwise the ×-length of V is infinite. In particular, V has ×-length strictly less
than d if and only if any product of d elements of V is zero in H .
Proposition 2.11 (Proposition 4.2 of [50]). Let H be a standard graded Poincare´ duality
algebra of formal dimension d. Suppose there is a codimension one subspace V ⊂ H1 of
×-length strictly less than d. Then, either
(i) H is indecomposable with respect to the connected sum operation #, or
(ii) H has rank two and H ∼= F[x, y]/(xy, xd − yd) ∼= (F[x]/(xd+1))#(F[y]/(yd+1)).
Note that we work over the base field F = C.
The resulting necessary condition for F to be a direct sum is the following:
Proposition 2.12. If F has a linear factor then either F is not a direct sum, or F =
xd − yd for some linear forms x, y.
Proof. By changing coordinates if necessary, suppose x1 divides F . Let W = x
⊥
1 =
〈α2, . . . , αn〉 ⊂ V ∗ = T1. This is a codimension 1 subspace whose d-th power is in F⊥,
that is w1 · · ·wd ∈ F⊥ for every w1, . . . , wd ∈ W . Indeed, each monomial appearing in F
has at least one factor x1 and hence is annihilated by every product of d elements of W .
Let H = AF = T/F
⊥. Then W1 = W/F
⊥
1 is a codimension 1 subspace of H1 such
that the product of any d elements in W1 is zero in H . By Proposition 2.11, either H is
indecomposable with respect to the connected sum operation, or H ∼= C[α, β]/(αβ, αd −
βd) ∼= (C[α]/αd+1)#(C[β]/βd+1). In the first case it follows that F is not a direct sum.
In the second case it follows that F = xd − yd after a suitable change of coordinates. 
We remark in passing that this proposition is essentially just a restatement of Proposi-
tion 2.11. We have seen that if F has a linear factor then there is a codimension 1 subspace
W1 ⊂ (AF )1 such that the product of any d elements inW1 is zero in AF , i.e., the ×-length
of W1 is less than d. Conversely if W1 is such a subspace, say W1 = x
⊥
1 = 〈α2, . . . , αn〉,
then every degree d monomial in α2, . . . , αn annihilates F , so F does not contain any
terms that are monomials in just the variables x2, . . . , xn. That is, every monomial ap-
pearing in F has at least one factor x1, so F is divisible by x1. Thus the hypotheses
of Proposition 2.11 and Proposition 2.12 are equivalent. Similarly, the conclusions are
equivalent.
3. Dimension of direct sum locus and uniqueness
We discuss the uniqueness of the subspaces over which F ∈ DirSum splits and we
compute the dimension of DirSum.
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3.1. Uniqueness of direct sum decompositions. Thom conjectured in [53] that every
germ at 0 of an analytic function F has a unique finest decomposition as a sum of germs
of functions in independent variables, up to analytic equivalence. This means that if
F = F1 + F2 + · · ·+ Fk
with Fi in independent variables and each Fi cannot be written as such a sum, then Thom
expected that for any other such decomposition F = G1 +G2 + · · ·+Gl, one must have
k = l and there exists an analytic isomorphism near 0 preserving F and transporting Gi
to Fi (up to permuting the Gi). This was proved for quasi-homogeneous functions in [21].
One may ask if a homogeneous polynomial has a unique finest decomposition as a sum
of polynomials in independent variables.
More generally, for a homogeneous polynomial F , we say that one direct decompo-
sition is finer than another if every direct summand subspace appearing in the second
decomposition is a direct sum of subspaces appearing in the first (finer) one. That is,
if F = G1 + · · · + Gk with Gi ∈ SdVi for i = 1, . . . , k and V1 ⊕ · · · ⊕ Vk = V and also
F = G′1+ · · ·+G′l with G′j ∈ SdV ′j for j = 1, . . . , l and V ′1 ⊕ · · ·⊕V ′l = V , then the direct
sum decomposition G1 + · · ·+ Gl is finer than G′1 + · · ·+G′k if every V ′i is a direct sum
of one or more of the Vj .
Clearly if F is concise then a direct sum decomposition F = G1 + · · · + Gk is max-
imally fine if and only if each summand Gi ∈ SdVi is concise with respect to Vi and
indecomposable as a direct sum. And clearly every concise F has a maximally fine direct
sum decomposition. The uniqueness question asks whether every concise F has a unique
maximally fine direct sum decomposition.
In fact, quadrics decompose as direct sums over many splittings of the vector space:
for example x2 + y2 = (cx+ sy)2 + (sx− cy)2 for any c, s such that c2 + s2 = 1. For this
reason we usually restrict to degrees d ≥ 3, and sometimes d ≥ 4. In these degrees the
question of uniqueness has a positive answer.
Theorem 3.1 ([33, Thm. 3.7]). Let F be a concise form of degree d ≥ 3. Then F has a
unique maximally fine direct sum decomposition.
In fact [33, Thm. 3.7] holds in any characteristic and gives a description of the subspaces
appearing in the maximally fine direct sum decomposition. Moreover, [49, Prop. 3.1]
provides an analogous uniqueness decomposition for connected sums of Gorenstein Artin
algebras. However the proof of Theorem 3.1 requires some preparation which lies outside
the scope of this paper.
Here we show a weaker statement: essentially that the direct sum decomposition is
uniquely determined for forms in an open dense subset of DirSum. This is sufficient for
our purposes and does not require many tools other than those already introduced.
It is easy for binary forms.
Proposition 3.2. Every direct sum in two variables of degree d ≥ 3 has a uniquely
determined decomposition.
Proof. There is a unique (up to scalar) generator of the apolar ideal in degree 2 (and
another in degree d). Writing F = xd − yd, this quadratic apolar generator is Q = αβ,
and the pair of subspaces 〈x〉, 〈y〉 over which F decomposes is determined as the pair of
lines corresponding to the pair of points in projective space {[x], [y]} = V (Q). 
To go further we use the notion of compressed algebras, see Definition 3.11 and Propo-
sition 3.12 of [27]. We recall, not the most general definition, but just the definition
in the case that A = AF = T/F
⊥ is a graded Gorenstein Artin algebra of socle de-
gree d. In this case A is compressed if, for each i = 0, . . . , d, we have dimAi =
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min(dimSi(A1), dimS
d−i(A1)). If we have chosen T and the isomorphism A = AF =
T/F⊥ in such a way that F is concise, then A is compressed if and only if dimAi =
min(dimTi, dimTd−i). When F ∈ SdV is general, AF is compressed [27, Proposition 3.12].
(Recall that a general element of a variety is any element of a suitable dense open subset
of the variety.)
Lemma 3.3. Let d ≥ 4 and n = dimV ≥ 2. For F ∈ SdV general, F⊥ has no quadratic
generators and F is not decomposable as a direct sum.
Proof. We have that AF is compressed. This implies F
⊥ has no generators in degrees less
than or equal to d/2, as dim(F⊥)i = dimTi − dimAi = 0 for 0 ≤ i ≤ d/2. In particular
(F⊥)2 = 0 so F is not decomposable as a direct sum (see Corollary 1.14). 
Table 1 shows that a general cubic in n = 3 variables is not decomposable as a direct
sum. But a general binary cubic is decomposable as a direct sum: Let F = F (x, y) be a
binary cubic with distinct roots. By a linear substitution we may move those roots to be
the cubic roots of unity; in these coordinates F = x3 − y3.
Proposition 3.4. For d ≥ 4 and n ≥ 2, there is a dense subset of DirSum (that is, a
union of a dense subset of each irreducible component of DirSum) such that for F in this
subset, F decomposes as a direct sum over a uniquely determined pair of subspaces.
Proof. Let F ∈ DirSum be arbitrary, F = G+H , with G ∈ SdV1, H ∈ SdV2, V1⊕V2 = V .
Now, let G′ ∈ SdV1, H ′ ∈ SdV2 be general, and F ′ = G′ + H ′. As G′ → G and
H ′ → H we have F ′ → F . Clearly F ′ decomposes as a direct sum over V1 ⊕ V2; we
claim that this is the unique pair of subspaces over which F ′ decomposes. We have
(F ′⊥)2 = (G
′⊥)2 ∩ (H ′⊥)2, see Lemma 1.12. Since AG′ and AH′ are compressed, G′⊥ and
H ′⊥ have no quadratic generators other than (G′⊥)2 = V
∗
2 V
∗ and (H ′⊥)2 = V
∗V ∗1 . In
particular, then, (F ′⊥)2 = V
∗
1 V
∗∩V ∗V ∗2 = V ∗1 V ∗2 and V1∪V2 is the zero locus V ((F ′⊥)2).
Hence V1 and V2 are uniquely determined by F
′, as claimed. This shows that there
is a dense subset of DirSum whose elements decompose as direct sums over uniquely
determined pairs of subspaces. 
On the other hand, there exists an open dense subset of cubic direct sums in three
variables for which there is not a unique decomposition as a direct sum over two subspaces.
Indeed, a cubic direct sum in three variables can be written as F = x3 +G(y, z). If G is
a general cubic binary form, then (with another change of coordinates) F = x3+ y3+ z3.
However, we do see that F decomposes as a direct sum over V = 〈x〉⊕〈y〉⊕〈z〉, and this
finest decomposition is uniquely determined by F , as {[x], [y], [z]} = V (αβ, αγ, βγ) =
V ((F⊥)2).
3.2. Dimension. For V1⊕V2 = V let DirSum∗(V1, V2) = Sd(V1)⊕Sd(V2); note that this
contains degenerate sums involving 0 ∈ Sd(V1) or 0 ∈ Sd(V2). For a + b = n, a ≤ b,
let DirSum∗(a, b) be the union of the DirSum∗(V1, V2) for dimV1 = a, dimV2 = b. Each
DirSum∗(a, b) is irreducible as it is the image of the natural projection
Sd(Ca)× Sd(Cb)×GLn(C)→ Sd(V ),
(G,H,M) 7→ G(m1, . . . , ma) +H(ma+1, . . . , mn)
where the mi are the columns of the matrix M . Of course this is not injective.
For each a + b = n let DirSum(a, b) ⊂ DirSum∗(a, b) be the subset of F which are
indeed decomposable as direct sums in which one term involves a variables and the other
involves b variables, i.e., discarding those elements of DirSum∗(a, b) in which one or both
terms are identically zero. Further, let DirSum◦(a, b) ⊂ DirSum(a, b) be the subset of
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concise forms F . Then DirSum◦(a, b) is a Zariski open subset of DirSum∗(a, b), since its
complement is defined by rank conditions on the catalecticant C1F .
Now DirSum =
⋃
a+b=nDirSum(a, b). We see that DirSum contains the dense subset
DirSum◦ =
⋃
a+b=nDirSum
◦(a, b), i.e., a union of a dense open subset of each DirSum(a, b).
Proposition 3.5. For d ≥ 4 and n ≥ 3, dimDirSum∗(a, b) = 2ab + (d+a−1
a−1
)
+
(
d+b−1
b−1
)
and dimDirSum = 2(n− 1) + 1 + (d+n−2
n−2
)
.
Proof. Let DirSum◦◦(a, b) ⊂ DirSum◦(a, b) be the set of F = G+H such that AG and AH
are compressed. There is a map from DirSum◦◦(a, b) to G(a, V )×G(b, V ) whose general
fiber has dimension
(
d+a−1
a−1
)
+
(
d+b−1
b−1
)
. This shows dimDirSum∗(a, b) is as claimed. This
dimension is maximized when (a, b) = (1, n− 1). 
A more refined dimension formula is found in [33, Thm. 3.47]. Moreover an analogous
formula for connected sum Gorenstein algebras is in [50, Prop. 4.4].
4. Apolar generators and limits of direct sums
Let F ∈ SdV be a homogeneous polynomial of degree d. Recall that an equipotent
generator of F is a minimal generator of the ideal F⊥ of degree d. In this section we
collect results that relate quadratic generators to direct sums and to equipotent apolar
generators. Then we relate equipotent apolar generators to limits of direct sums.
4.1. Quadratic generators. Forms with an equipotent apolar generator have similar
characteristics to forms which are direct sums. Perhaps the best illustration of this is the
behavior of quadratic apolar generators.
We make first the following easy observation:
Proposition 4.1. If F is a concise direct sum in n variables then F has at least n − 1
quadratic apolar generators.
It was previously shown by Meyer and Smith that F has at least one quadratic apolar
generator [36, Lem. VI.2.1], without assuming F to be concise. Moreover, [33, Thm. 3.35]
provides a calculation of all graded Betti numbers of F⊥.
Proof. Say F ∈ SdV is a direct sum over V = V1 ⊕ V2 with dimVi = vi, v1 + v2 =
dimV = n. Then by Corollary 1.14 we have V ∗1 V
∗
2 ⊂ (F⊥)2, a subspace of dimension
v1v2 ≥ n− 1. By hypothesis there are no linear forms in F⊥ so everything in (F⊥)2 is a
minimal generator. 
Conversely, if V = V1 ⊕ V2 and V ∗1 V ∗2 ⊂ F⊥ then F = F1 + F2 where F1 ∈ SdV1,
F2 ∈ SdV2, see Corollary 1.14. If furthermore F is concise then F1, F2 6= 0 and F is a
direct sum.
More generally, if V = V1⊕· · ·⊕Vs, then F = F1+· · ·+Fs where Fi ∈ SdVi if and only if⊕
i<j V
∗
i V
∗
j ⊂ F⊥ as quadratic generators, where V ∗i =
⋂
j 6=i V
⊥
j . (In coordinates, if each
Vi has a basis xi,1, . . . , xi,ni then V
∗
i is spanned by the dual basis elements αi,1, . . . , αi,ni.)
If this holds and furthermore F is concise then each Fi 6= 0 and F is a direct sum of s
terms.
Corollary 4.2. If F is a concise form in n variables which is a direct sum of s ≥ 2
terms then F⊥ has at least (s− 1)(2n− s)/2 quadratic generators.
Proof. When F is a direct sum over V = V1 ⊕ · · · ⊕ Vs, F⊥ contains
⊕
i<j V
∗
i V
∗
j as
quadratic generators, see Corollary 1.14. The fewest quadratic generators arise when the
summands V1, . . . , Vs have dimensions 1, . . . , 1, n+ 1− s, yielding the statement. 
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Less obviously we have
Proposition 4.3. If F is a concise form in n variables and F has an equipotent apolar
generator then F has at least n− 1 quadratic apolar generators.
Proof. Since F is concise, F⊥ has no linear generators. Then the quadratic elements
provided by Lemma 2.8 are minimal generators, and there are at least n− 1 independent
ones, for example the 2×2 minors given by the first and i-th columns of (3) for 2 ≤ i ≤ n.

Note that the Fermat hypersurface xd1 + · · ·+ xdn has
(
n
2
)
quadratic apolar generators.
This is the maximum number possible for smooth forms, as the following easy observation
shows.
Proposition 4.4. If F defines a smooth hypersurface of degree d ≥ 3 on Pn−1 then F⊥
has at most
(
n
2
)
quadratic generators. More generally if the set of points in Pn−1 at which
F vanishes to order ≥ a has dimension k, then dim(F⊥)d−a+1 ≤
(
n+d−a
d−a+1
)− n+ k + 1.
Proof. Otherwise PF⊥d−a+1 ⊂ PTd−a+1 necessarily has a (k + 1)-dimensional intersection
with the Veronese variety vd−a+1(PT1), since it has codimension
(
n+d−a
d−a+1
) − n. For each
[αd−a+1] in this intersection, F vanishes to order at least a at [α] by Lemma 2.2. This
gives a (k + 1)-dimensional set along which F vanishes to order a. The first statement
follows with a = d− 1 and k = −1 when V (F ) is smooth. 
Having the maximum number of quadratic apolar generators does not characterize
Fermat hypersurfaces, however; the concise plane cubics all have the maximum number
of quadratic apolar generators, see Table 1.
4.2. Equipotent apolar generators and limits of direct sums. Fix a degree d and
number of variables n. Let V be a vector space with dimV = n. In this section we
prove first that if F ∈ SdV has an equipotent apolar generator then F is a limit of direct
sums. We next prove that if F is also concise then the converse holds. This assumption
is needed, by Example 1.5.
Theorem 4.5. If F has an equipotent apolar generator then F is a limit of direct sums.
Moreover, either F is a direct sum or it can be written in the following normal form, for
some choice of basis x1, . . . , xk, y1, . . . , yk, z1, . . . , zn−2k of V :
F (x, y, z) =
∑
xi
∂H(y)
∂yi
+G(y, z).
Here G ∈ Sd〈y1, . . . , yk, z1, . . . , zn−2k〉 and H ∈ Sd〈y1, . . . , yk〉.
Proof. We immediately reduce to the case that F is concise: If F is concise over W ⊂ V ,
we will write F as a limit of direct sums which are in SdW .
We assume F⊥ has a generator in degree d = deg F . By Gorenstein symmetry (2),
βn−1,n(F
⊥) > 0. By Lemma 2.8 there are linearly independent linear forms ℓ1, . . . , ℓk for
some 0 < k < n such that F⊥ contains the 2× 2 minors of the matrix(
α1 · · · αk αk+1 · · · αn
ℓ1 · · · ℓk 0 · · · 0
)
.
Let L : T1 → T1 be the linear map given by L(αi) = ℓi for 1 ≤ i ≤ k, L(αi) = 0 for i > k.
That is, for all i, j, αiL(αj) − αjL(αi) ∈ F⊥. By linearity, vL(w) − wL(v) ∈ F⊥ for all
v, w ∈ T1. Let L˜ :
∧2T1 → F⊥ be defined by L˜(v ∧ w) = vL(w)− wL(v) ∈ F⊥.
Since 0 < k < n, L is not zero or a scalar multiple of the identity and has a nontrivial
kernel. We begin by changing basis in V ∗ (and dually in V ) to put L into Jordan normal
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form. It turns out that if L has distinct eigenvalues then F decomposes as a direct sum
over the generalized eigenspaces of L; otherwise, if L is a nonzero nilpotent matrix, then
F is a limit of direct sums.
Suppose first that λi 6= λj are distinct eigenvalues of L. Then there are some positive
integers νi, νj such that (L−λi)νiαi = (L−λj)νjαj = 0 but (L−λi)νi−1αi, (L−λj)νj−1αj 6=
0. We show that αiαj ∈ image(L˜) ⊂ F⊥, by induction on νi + νj . The induction begins
with νi = νj = 1. Then L˜(αi∧αj) = αiL(αj)−αjL(αi) = (λj−λi)αiαj. If, say, νi > 1, so
L(αi) = λiαi + αi−1, then L˜(αi ∧ αj) = (λj − λi)αiαj + αi−1αj ∈ F⊥. Since αi−1αj ∈ F⊥
by induction, αiαj ∈ F⊥.
This shows that, for the generalized eigenspace decomposition V ∗ =
⊕
λ V
∗
λ , we have
(V ∗λ )(
⊕
µ6=λ V
∗
µ ) ⊂ F⊥ for each eigenvalue λ. Thus F =
∑
λ Fλ, Fλ ∈ SdVλ where
Vλ = (V
∗
λ )
∗ =
⋂
µ6=λ(V
∗
µ )
⊥ by Corollary 1.14. Since F is concise each Fλ must be nonzero
(in fact, concise with respect to Vλ). In this case, then, F is a direct sum.
Now we see what happens when L has just one eigenvalue. Then L is nilpotent, since
kerL 6= 0. We claim image(L˜ν) ⊂ F⊥ for all ν ≥ 1. Indeed,
L˜ν(α ∧ β) = α · Lν(β)− β · Lν(α)
= αL(Lν−1β)− (Lν−1β)(Lα) + (Lα)(Lν−1β)− β(Lν−1Lα)
= L˜(α ∧ Lν−1β) + L˜ν−1(L(α) ∧ β)
which is in F⊥ by induction. Now suppose Lν+1 = 0 6= Lν ; we replace L with Lν , so we
can assume L2 = 0 6= L. Say k = rankL. Then the Jordan normal form of L yields a basis
α1, . . . , αk, β1, . . . , βk, γ1, . . . , γn−2k of V
∗ such that L(βi) = αi and L(αi) = L(γi) = 0.
So L can be written in block form with respect to this basis,
L =
α β γ( )
0 I 0 α
0 0 0 β
0 0 0 γ
.
We give V the dual basis x1, . . . , xk, y1, . . . , yk, z1, . . . , zn−2k. Now L˜(αi∧βj) = αiαj ∈ F⊥,
and L˜(γi ∧ βj) = γiαj ∈ F⊥. Since
〈α1, . . . , αk〉〈α1, . . . , αk, γ1, . . . , γn−2k〉 ⊂ F⊥,
we have F =
∑
xiHi(y) + G(y, z) where degHi = d − 1, degG = d. Furthermore
L˜(βi ∧βj) = αjβi−αiβj ∈ F⊥, so ∂Hi/∂yj = ∂Hj/∂yi. Thus there exists H(y) such that
Hi = ∂H/∂yi. This shows the normal form part of the statement of the theorem. Finally
we write F as a limit of direct sums as follows:
(4) F = lim
t→0
1
t
(
H(y1 + tx1, . . . , yk + txk) + tG(y, z)−H(y)
)
,
which for t 6= 0 is a direct sum over 〈yi + txi〉 ⊕ 〈y, z〉. 
Example 4.6. Let F = xyd−1 so that F⊥ = 〈α2, βd〉. Then F⊥ contains the 2×2 minors
of the matrix (
α β
0 α
)
.
In the notation of the above proof, L : T1 → T1 is given by L(α) = 0, L(β) = α. Then L
is nilpotent, L2 = 0. The next step in the proof provides a decomposition F = xH1(y),
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where degH1 = d − 1; so H1(y) = yd−1. We have H1 = ∂H/∂y where H(y) = (1/d)yd.
In the proof’s notation, G = 0. Of course then
F = xyd−1 = lim
t→0
1
dt
(
(y + tx)d − yd) .
Example 4.7. Let F = x2y − y2z. We saw in Example 1.4 that F⊥ = 〈γ2, αγ, α2 +
βγ, β3, αβ2〉, so F has two equipotent apolar generators. And F⊥ contains the 2 × 2
minors of the matrix (
α β γ
−γ α 0
)
.
In the notation of the above proof, the endomorphism corresponding to this matrix is
L : T1 → T1, given by L(α) = −γ, L(β) = α, L(γ) = 0. Note that L is nilpotent, L3 = 0.
We replace L with L′ = L2, represented by the matrix(
α β γ
0 −γ 0
)
.
Again L′ is nilpotent, L′2 = 0. Although the labeling of variables is different than in the
proof, the proof’s next step yields F = zH1(y) +G(x, y) where H1(y) = −y2; apparently
G(x, y) = x2y. Then H(y) = −(1/3)y3. We get
F = lim
t→0
1
t
(H(y + tz) + tG(x, y)−H(y))
= lim
t→0
1
3t
(−(y + tz)3 + tx2y + y3) ,
a limit of direct sums over the subspaces 〈y + tz〉 ⊕ 〈x, y〉 for t 6= 0.
Theorem 4.5 has several parallels in [33]. The linear map L in its proof corresponds
to one of the matrices in [33, Def. 2.14]. The nilpotent case is covered by [33, Thm. 4.5].
In the case of distinct eigenvalues, the projections onto the distinct eigenspaces give the
orthogonal idempotent matrices discussed in [33, Prop. 3.5]. An extended result in this
case is given in [33, Thm. 3.7].
Now we prove the converse (c.f. [33, Lem. 4.2]).
Theorem 4.8. If F is a concise limit of s-fold direct sums then F has at least s − 1
equipotent apolar generators.
Proof. Suppose F = F0 is a concise limit of s-fold direct sums, F0 = limFt. Let J be the
flat limit of the ideals F⊥t . We have J ⊂ F⊥, since differentiation varies continuously as
the Ft varies regularly. Indeed, for Θ ∈ J , Θ = limΘt for Θt ∈ F⊥t , so Θt Ft = 0 for
t 6= 0; hence Θ F = limΘt Ft = 0, so Θ ∈ F⊥. By Proposition 2.6, upper-semicontinuity
of graded Betti numbers, βn−1,n(J) ≥ s− 1.
Now there is no general inequality between the graded Betti numbers of an arbitrary
homogeneous ideal I and homogeneous subideal J ⊂ I; βi,j(I) > βi,j(J), βi,j(I) < βi,j(J),
and βi,j(I) = βi,j(J) all are possible. However in this simple case we do have the inequality
we are looking for by Lemma 2.9. That is, βn−1,n(F
⊥) ≥ βn−1,n(J) ≥ s − 1, since F is
concise, meaning (F⊥)1 = 0. By Gorenstein symmetry (2) there are at least s−1 minimal
generators of degree d in F⊥. 
This completes the proof of Theorem 1.7, which comprises Theorems 4.5 and 4.8.
Example 4.9. Let F be a concise plane curve (n = 3) of degree d having an equipotent
apolar generator. Either F is a direct sum, F = xd+G(y, z), or else F is a limit of direct
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sums of the form F = xyd−1 + G(y, z) by the normal form part of Theorem 4.5. Note
that if G(y, z) includes terms ayd−1z + byd then replacing x with x+ az + by gives us
F = xyd−1 + z2Gd−2(y, z)
where degGd−2 = d − 2. Conversely if F is of this form then F is a limit of direct sums
and has an equipotent apolar generator.
Thus a concise plane curve F is a limit of direct sums and has an equipotent apolar
generator if and only if, after a linear change of coordinates, either F = xd + G(y, z) or
F = xyd−1 + z2Gd−2(y, z).
4.3. Lower bound for degree of apolar generators. Here we prove Theorem 1.9, a
lower bound for the maximum degree of the apolar generators of a form F in terms of
the degree d of F and the number n of variables: we show that F⊥ always has a minimal
generator of degree at least (d+ n)/n.
Lemma 4.10. Suppose I ⊂ T is a homogeneous complete intersection ideal of codimen-
sion n. Then I = G⊥ for some G ∈ S. If the minimal generators of I are homogeneous
of degrees δ1, . . . , δn, then degG = δ1 + · · ·+ δn − n.
Proof. The existence of G follows from Theorem 21.6 of [17]. The degree of G is equal to
the socle degree of AG ∼= T/I, which is
∑n
i=1(δi − 1) by, for example, Exercise 21.16 of
[17]. 
We will deduce Theorem 1.9 from the following slightly stronger proposition.
Proposition 4.11. Let F be a homogeneous form of degree d in n variables. Suppose F⊥
has minimal generators Θ1, . . . ,Θs such that degΘi = di for each i, and d1 ≤ · · · ≤ ds.
Let δ be an integer such that the ideal (F⊥)≤δ is m-primary. Assume dk = δ < dk+1 or
k = s and δ = ds; necessarily k ≥ n. Then d ≤ dk + dk−1 + · · ·+ dk−n+1 − n.
Proof. For each i = k, k − 1, . . . , k − n + 1, let Ψi ∈ (F⊥)di be general. Since (F⊥)≤dk
is m-primary, (F⊥)di is a basepoint free linear series on V (Ψk, . . . ,Ψi+1) for each i.
Then by Bertini’s Theorem [31, Thm. I.6.3] and downward induction on i, the ideal
(Ψk,Ψk−1, . . . ,Ψi) is a complete intersection for each i ≥ k − n + 1. In particular
I = 〈Ψk, . . . ,Ψk−n+1〉 is a complete intersection of codimension n. By Lemma 4.10,
I = G⊥ for a form G of degree dk + · · ·+ dk−n+1− n. And F = Θ G for some Θ ∈ T by
Lemma 2.1, so degF ≤ degG. 
Proof of Theorem 1.9. Let d1 ≤ · · · ≤ ds be the degrees of the minimal generators of
F⊥, as in the previous proposition. Then regardless of the value of k we have d ≤
dk + · · ·+ dk−n+1 − n ≤ nδ − n. 
Suppose F is a concise homogeneous polynomial in n variables for which δ = 2, i.e.,
F⊥ is generated by quadrics. Then Theorem 1.9 implies d = degF ≤ n. Moreover, the
proof of the theorem shows F = Θ G for some Θ ∈ T and G ∈ S such that degG = n
and G⊥ is a complete intersection of n quadrics. For example, let F be a determinant of
a generic k × k matrix,
F = det
x11 · · · x1k... ...
xk1 · · · xkk
 .
In this case degF = k and the number of variables is k2. Then as G we may take the
monomial
∏k
i,j=1 xij .
However it is not true that every homogeneous polynomial of the form Θ G must have
(Θ G)⊥ generated by quadrics. For example, let G = x1 · · ·x6, let Θ = α1α2α3−α4α5α6,
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and let F = Θ G = x4x5x6 − x1x2x3. Then G⊥ is a complete intersection of quadrics
but F⊥ has a minimal generator of degree 3 by Theorem 1.1, namely, α4α5α6 + α1α2α3.
The problem of classification of all homogeneous polynomials F with F⊥ generated
by quadrics appears to be difficult. We expect that the answer must be complex: if
F is the permanent of a generic symmetric matrix then F⊥ has minimal generators of
degree 3, while the apolar ideal of the determinant of the same matrix has only quadratic
generators, see Theorems 3.23 and 3.11 of [46]. However, the above discussion shows that
it might be helpful to first classify G with d = degG = n and G⊥ generated by quadrics.
Even the classification of G is difficult. For d = n = 2, any rank two quadric G has G⊥
generated by quadrics. For d = n = 3, the plane cubic G has G⊥ generated by quadrics
if and only if it is concise and has no degree 3 minimal generators, equivalently, G is not
a limit of direct sums, see Table 1. In particular, the general plane cubic has its apolar
ideal generated by quadrics. For d = n ≥ 4, the general form produces a compressed
algebra (see proof of Lemma 3.3), and thus has no quadratic generators in the apolar
ideal.
5. Variation in families
If Ft → F , it does not necessarily follow that F⊥t → F⊥ or AFt → AF as flat families.
For example, xd + tyd → xd as t → 0, but (xd)⊥ = 〈αd+1, β〉 is not the flat limit of the
ideals (xd + tyd)⊥ = 〈tαd − βd, αβ〉. This can also occur if all polynomials in the family
are concise, for example xd + yd + t(x+ y)d → xd + yd as t→ 0.
When {Ft} is a family of polynomials such that {F⊥t } is a flat family, we say {Ft} is
an apolar family and Ft → F0 is an apolar limit. It is equivalent to say {AFt} is a flat
family.
Since we only consider homogeneous polynomials, {Ft} is an apolar family if and only
if the Hilbert functions of the AFt are locally constant [17, Exer. 20.14]. When this holds,
in particular their sum, the length of AFt , is locally constant. On the other hand, the
values of the Hilbert function are lower semicontinuous in t since they are the ranks of
catalecticants, which are linear maps depending regularly on t. Thus if length(AFt) is
constant in t then the Hilbert function must also be constant. We underline that this
implication is dramatically false if we consider flat families of apolar algebras of non-
homogeneous polynomials, see for instance [26] or [10].
Remark 5.1. Families of homogeneous polynomials with constant Hilbert function are
intensively studied. If T is a finite sequence of positive integers, then the set of all
homogeneous polynomials of degreee d with Hilbert function T is denoted in the literature
by Gor(T ), see for instance [27]. In particular, a family Ft is an apolar family if and only
if for some T we have Ft ∈ Gor(T ) for all t.
Proposition 5.2. Every concise limit of cubic forms is an apolar limit.
Proof. The Hilbert function of the apolar algebra of any concise cubic form in n variables
is 1, n, n, 1, so every concise cubic form has apolar length 2n + 2 and every family of
concise cubic forms is automatically an apolar family. 
Proposition 5.2 shows that when d = 3, ApoLim∩Con = ApoEqu∩Con. We will show
that for some n and sufficiently large d, ApoLim∩Con $ ApoEqu∩Con. Then will we
show that for n = 3 once again ApoLim∩Con = ApoEqu∩Con. First, we introduce
cactus rank and use it to examine some cases in which we can show that a form F has
numerous equipotent apolar generators.
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5.1. Cactus rank and number of maximal degree apolar generators. In this
section we examine some cases in which we can show that a form F not only has a
maximal degree apolar generator, but in fact has several. Throughout this section we
assume n = dimV ≥ 2.
Proposition 5.3. Suppose F is concise and in addition the Waring rank r(F ) = n.
Then F is a direct sum of n terms and F has at least n− 1 equipotent apolar generators.
Furthermore if d > 2, F has exactly n− 1 equipotent apolar generators.
Proof. Up to a choice of coordinates, F is the equation of the Fermat hypersurface. 
Proposition 5.4. Suppose F is concise and in addition the border rank br(F ) = n.
Then F is a limit of direct sums of n terms and F has at least n − 1 equipotent apolar
generators.
Proof. F is a limit of polynomials as in Proposition 5.3. The second statement follows
by Theorem 4.8. 
There is another notion of rank of polynomials, namely the cactus rank [42]. It is
also called the scheme length in [27, Definition 5.1]. The cactus rank of F ∈ SdV is the
minimal length of a zero dimensional subscheme R ⊂ PV such that [F ] ∈ 〈vd(R)〉, or
equivalently I(R) ⊂ F⊥ [7, Prop. 3.4(vi)]. We prove an analogue of Propositions 5.3 and
5.4 for cactus rank:
Theorem 5.5. Suppose F is concise and in addition the cactus rank cr(F ) = n. Then
F is a limit of direct sums and F has at least n− 1 equipotent apolar generators.
Unlike in Propositions 5.3 and 5.4, we do not claim that F is a limit of n-fold direct
sums.
This theorem is proven in three steps. The first step (Lemma 5.6) is the same statement,
but with an extra assumption that d ≥ n + 1. In the second step we use the first step
to prove a property about syzygies of zero dimensional schemes embedded in a concisely
independent way, which might be of interest on its own. In the final step we use the
syzygies of schemes to prove the theorem.
To obtain a number of minimal generators in some degree we compare two ideals
J ⊂ I ⊂ T (for example I = F⊥), where J is generated by I≤δ. Then we compare
the Hilbert functions of T/I and T/J . The smallest integer d where hT/I(d) 6= hT/J(d)
is a degree in which there must be a minimal generator of I; in fact there are at least
hT/J(d)− hT/I(d) minimal generators of degree d.
Lemma 5.6. With F as in Theorem 5.5, if in addition d ≥ n+ 1, then hAF , the Hilbert
function of AF , is (1, n, n, . . . , n, 1, 0, . . . ) and F
⊥ has exactly n − 1 minimal generators
in degree d.
Proof. Consider an ideal I ⊂ T defining the scheme realizing the cactus rank of F . That
is, I is a saturated homogeneous ideal, I ⊂ F⊥ and B = T/I is a graded algebra with
constant Hilbert polynomial equal to cr(F ) = n. Let I ′ = I≤n be the ideal generated by
the forms in I of degree less than or equal to n, and let B′ = T/I ′.
First note that we have the following inequality of Hilbert functions: hAF ≤ hB ≤
n. Since F is concise, n = hAF (1) = hAF (d − 1). Thus hB(1) = n, and since hB
is nondecreasing [37, Rem. 2.8], we must have hB(i) = n for all i ≥ 1. In particular
hB′(n) = hB(n) = n since I
′
n = In, and hB′(n + 1) ≥ hB(n + 1) = n. On the other
hand, by Macaulay’s Growth Theorem [24, Thm 3.3] or [7, Cor. 5.1] we have hB′(n +
1) ≤ hB′(n). Thus B′ realizes the maximal possible growth of a Hilbert function from
hB′(n) = hB′(n+1) onwards and hence by Gotzmann’s Persistence Theorem [24, Thm 3.8]
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or [7, Cor. 5.3] we have hB′(i) = n = hB(i) for all i ≥ n. Thus I ′i = Ii for all i ≥ n. This
shows that the ideal I is generated by I≤n.
By Macaulay’s Growth Theorem we have n = hAF (d − 1) ≤ hAF (d − 2) ≤ · · · ≤
hAF (n) ≤ n. In particular, I and the ideal generated by In = (F⊥)n agree in degrees
n, n+ 1, · · · , d− 1. However hAF (d) = 1 while hB(d) = n. Thus F⊥ needs exactly n− 1
minimal generators in degree d. Moreover, I is saturated and F⊥≤n is a saturation of
(F⊥)n = In, hence:
F⊥≤n = ((F
⊥)n)
sat = (In)
sat ⊂ Isat = I ⊂ F⊥.
Therefore F⊥ and I agree up to degree d−1, and the Hilbert function ofAF is (1, n, n, . . . , n, 1).

We will consider R ⊂ PV , a zero dimensional locally Gorenstein subscheme. Such
schemes arise naturally when considering cactus rank. Namely it follows from [7, Lem. 2.3]
that if cr(F ) = n, then there exists a zero dimensional locally Gorenstein subscheme
R such that lengthR = n and F ∈ 〈vd(R)〉. Here we will study such R which are
embedded into PV in a concisely independent way, that is lengthR = dimV and R is
not contained in any hyperplane. Note that every finite scheme can be embedded in a
concisely independent way: By, for example, [8, Lem. 2.3], if R ⊂ PV is a finite scheme
of length r, then the Veronese re-embedding vr−1(R) ⊂ P(Sr−1V ) spans an (r − 1)-
dimensional projective subspace in which R is embedded concisely independently.
Example 5.7. Suppose G is a concise cubic in 6 variables x1, . . . , x6. Let R = SpecAG
be the zero-dimensional Gorenstein scheme of length 14 determined by G. We will now
describe in some detail a concisely independent embedding ofR into P13 = PV , where V =
〈x1, . . . , x6, y1, . . . , y6, z, w〉, and T = C[α1, . . . , α6, β1, . . . , β6, γ, δ] is the coordinate ring.
This embedding will play a role in Example 5.15, our explicit example of a homogeneous
form which is a limit of direct sums but not an apolar limit of direct sums.
Consider the ideal I generated by:
(i) The apolar ideal of G in C[α1, . . . , α6]. This provides 15 quadric minimal gener-
ators and perhaps some cubics.
(ii) 30 quadrics αiβj for i 6= j, i, j ∈ {1, . . . , 6}.
(iii) 13 quadrics αiγ, βiγ, γ
2 for i ∈ {1, . . . , 6}.
(iv) 21 quadrics βiβj for i, j ∈ {1, . . . , 6}.
(v) 6 quadrics αiβi − γδ for i ∈ {1, . . . , 6}.
(vi) 6 quadrics obtained in the following way: For i ∈ {1, . . . , 6} let Θi ∈ C[α1, . . . , α6]
be a quadric such that Θi G = xi (these quadrics exist, since G is concise with
respect to 〈x1, . . . , x6〉). Then include in I the following quadrics: Θi − βiδ.
Altogether we obtain 91 quadrics and perhaps some cubics (depending on G). The radical
of the homogeneous ideal I is generated by:
√
I = 〈α1, . . . , α6, β1, . . . , β6, γ〉.
To see this, α4i ∈ I by (i), β2i ∈ I by (iv), γ2 ∈ I by (iii). Thus the projective scheme
defined by I is supported at the single point [w] ∈ PV , which is contained in the open
subset δ 6= 0. Evaluating the generators of I at δ = 1, the reader can easily check that
the scheme supported at [w] is isomorphic to R, and also that there are no linear forms
in T1 that contain this scheme.
Also it is not difficult to see that the Hilbert function of T/I is (1, 14, 14, 14, . . . ). We
combine this information with the fact that the Hilbert function of a saturated ideal is
non-decreasing, see [37, Rem. 2.8]. We conclude that I is the saturated ideal defining
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R ⊂ PV , and the embedding ofR is concisely independent, because I1 = 0 and lengthR =
dimV = 14.
Finally, we remark that for general G ∈ S3C6, the scheme R is the shortest non-
smoothable Gorenstein scheme. See [27, Lemma 6.21], where it is shown that R is
non-smoothable, and [13], where it is shown that all shorter Gorenstein schemes are
smoothable.
Proposition 5.8. Suppose R is a finite Gorenstein scheme as above, lengthR = n and
R ⊂ PV is concisely independent. Let J ⊂ T be the saturated homogeneous ideal of R.
Then βn−1,n(J) ≥ n− 1.
Proof. Consider a general F ∈ 〈vd(R)〉 for some d ≥ 2n. It follows from [7, Lem. 2.3]
that F is not contained in 〈vd(Q)〉 for any Q $ R. It further follows from [8, Cor. 2.7]
that R is determined by F . Namely, R is the unique subscheme of PV of length n such
that F ∈ 〈vd(R)〉. Also cr(F ) = n. By [7, Thm. 1.6], J = (F⊥)≤n. In particular,
hAF (1) = hT/J(1) = n, that is F is concise.
By Lemma 5.6 and Gorenstein symmetry (2) we have βn−1,n(F
⊥) ≥ n − 1. The
syzygies involve only quadratic generators of F⊥, so they also exist in (F⊥)≤n = J , and
βn−1,n(J) ≥ n− 1 as claimed. 
Proof of Theorem 5.5. Let R ⊂ PV be a locally Gorenstein scheme of length n such
that F ∈ 〈vd(R)〉, whose existence is guaranteed by the definition of cactus rank and [7,
Lem. 2.3]. Let J ⊂ T be the homogeneous saturated ideal defining R. We have J ⊂ F⊥,
and thus
βn−1,n(F
⊥) ≥ βn−1,n(J) ≥ n− 1
by Lemma 2.9 and Proposition 5.8. By Gorenstein symmetry (2) the ideal F⊥ must have
at least n− 1 minimal generators of degree d, as claimed. 
5.2. Cleavable and uncleavable schemes. In this section we give examples of limits
of direct sums which cannot be obtained as apolar limits of direct sums; these are points
in ApoEqu that are not in ApoLim.
Recall that we are working over the field C, in particular in characteristic 0. Let n0 be
the minimal integer such that there exists a non-smoothable locally Gorenstein scheme of
length n0. As we will see, for our purposes we do not need to know the value of n0, just
that there is such a value. And in fact the value of n0 may depend on the characteristic.
Although the value of n0 does not matter for us, it turns out that in characteristic 0
this value has been determined very recently. It is well known that 12 ≤ n0 ≤ 14, see [7,
Sect. 6, Sect. 8.1] for an overview and references, and the recent work [13] proving n0 6= 11.
Even more recently, Gianfranco Casnati, Joachim Jelisiejew, and Roberto Notari have
shown that n0 = 14 [10, Thms A and B]. That is, they prove that all Gorenstein schemes
of length at most 13 are smoothable. This has been predicted by Anthony Iarrobino
(private communication). See also [30] for a related partial result.
For the remainder of this section we work in characteristic 0, so the reader may take
n0 to be 14. Nevertheless, to emphasize that the particular value does not matter and in
order to write statements which are easier to generalize to other characteristics—and also
because the proof that n0 = 14 in characteristic 0 was in fact found after a first version
of this paper was posted—we continue to write n0.
Proposition 5.9. Let n = dimV ≥ n0, and d ≥ 2n − 1. Then there exist concise
polynomials F ∈ SdV with cr(F ) = n, but br(F ) > n.
Proof. Let R be any non-smoothable Gorenstein scheme of length n. Embed R ⊂ PV
in a concisely independent way. Let F ∈ 〈vd(R)〉 be a general element. Then F is not
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contained in 〈vd(R′)〉 for any R′ $ R by [8, Lem. 3.5(iii)]. By [8, Cor. 2.7] we cannot
have F ∈ 〈vd(Q)〉 for any scheme Q ⊂ PV of length less than n, so cr(F ) = n. For the
same reason, since R is not smoothable, there exists no smoothable scheme Q ⊂ PV of
length at most n, with F ∈ 〈vd(Q)〉. Were br(F ) ≤ n, then there would have to be such
a Q, see for example [3, Prop. 11], [8, Lem. 2.6], or [7, Prop. 2.5]. Thus br(F ) > n. 
Remark 5.10. We have seen that if F has an equipotent apolar generator then F is a
limit of direct sums. And we have seen that if F is a concise form in n variables and F
is a limit of direct sums of n terms then F has n− 1 equipotent apolar generators. Now,
a form F as in Proposition 5.9 has n − 1 equipotent apolar generators by Theorem 5.5,
so it is a limit of direct sums, but it is not necessarily a limit of direct sums of n terms.
Thus the closure of the locus of Fermat polynomials is contained in the locus of forms
with n− 1 equipotent apolar generators, but this containment can be strict.
Proposition 5.11. Let n < n0. Then every homogeneous concise polynomial F ∈ SdV
with cr(F ) = n has br(F ) = n.
Proof. By [7, Thm. 1.4(i)] we have br(F ) ≤ n. Since F is concise we also have br(F ) ≥
n. 
We would like to introduce some terminology about zero-dimensional schemes.
Definition 5.12. Suppose R → B is a flat family of zero-dimensional schemes, b ∈ B is
a closed point, and R = Rb is the special fiber over b. We say R → B is a cleaving of
R if the base B is irreducible, the special fiber R is supported at a single point, and the
general fiber is not supported at a single point. If R admits a cleaving, then we say R is
cleavable. Otherwise, i.e., if R is finite scheme supported at a single point that does not
admit any cleaving, we say R is uncleavable.
We remark that in [10] cleavable schemes are called limit-reducible, and uncleavable
schemes are called strongly non-smoothable. In [29] a component of the Hilbert scheme
containing uncleavable schemes is called an elementary component. Note however that
not every scheme which belongs to an elementary component is uncleavable, as this
component intersects also other components of the Hilbert scheme.
Lemma 5.13. The following are elementary properties of cleavings and (un-)cleavable
schemes.
(i) A single reduced point is uncleavable. All other smoothable schemes are cleavable.
(ii) A general fiber of any cleaving of a zero dimensional Gorenstein scheme supported
at a single point is a Gorenstein scheme. (More generally, every deformation of
a finite Gorenstein scheme is Gorenstein.)
(iii) Every non-smoothable Gorenstein scheme of length n0 = 14 is local (that is,
supported at a single point) and uncleavable.
(iv) Every Gorenstein scheme of length less than n0 is cleavable, unless it is a single
reduced point.
Proof. The first property is clear. To be Gorenstein is an open condition on the Hilbert
scheme, thus the second property follows.
Also the third property is straightforward — if there exists a cleaving of a Gorenstein
scheme of length n0, then R is a flat limit of a disjoint union of two shorter Gorenstein
schemes. By definition of n0, both shorter schemes must be smoothable. Thus R is
smoothable.
The final property is clear, since all smoothable schemes are flat limits of disjoint
points, hence they admit a cleaving. 
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Note that not every non-smoothable Gorenstein scheme is uncleavable. Potentially it
could happen that every non-smoothable Gorenstein scheme of some fixed length admits
a cleaving to a disjoint union of two shorter schemes, at least one of which is non-
smoothable. Thus while every n ≥ n0 is clearly the length of a non-smoothable Gorenstein
scheme, it could potentially happen that some n > n0 is not the length of any uncleavable
Gorenstein scheme. And in fact it is not immediately clear how to show that any n > n0
is the length of an uncleavable Gorenstein scheme. It would be rather surprising if n0
were the only length of an uncleavable Gorenstein scheme, or if there were only finitely
many such lengths. If that were the case, the Gorenstein schemes would be “finitely
generated”, that is, there would be a finite number of schemes (“generators”), such that
all the others can be obtained in a flat family (with irreducible base), from a disjoint
union of “generators”. It seems more plausible that every sufficiently large integer is
the length of some uncleavable Gorenstein scheme, or at least that there are infinitely
many such lengths. But it is beyond the scope of this paper to determine all the possible
lengths of uncleavable Gorenstein schemes. For the purpose of Theorem 1.8 it is enough
that there exists such a length, namely n0.
Let us briefly remark, that there exist uncleavable schemes of any (sufficiently high)
finite length, if we drop the assumption of Gorenstein [45, Thm 2]. In the Gorenstein case,
it is expected that for every n ≥ 8 a general Gorenstein scheme with Hilbert function
(1, n, n, 1) is uncleavable, see [26, Lem. 6.21].
So, let R be an uncleavable Gorenstein scheme of length n1 > 1. In particular, by
Lemma 5.13, we have n1 ≥ n0. For example, we may choose R such that n1 = n0. In
characteritic 0, another possible value of n1 > 14, would be the minimal length of non-
smoothable Gorenstein scheme contained in P5 (or, respectively, in P4). It is known that
such n1 ≤ 42 (respectively, n1 ≤ 140).
Proposition 5.14. Suppose n = n1 and d ≥ 2n1, with R ⊂ PV a concisely indepen-
dently embedded uncleavable Gorenstein scheme of length n1. Let F ∈ SdV be a concise
polynomial such that cr(F ) = n1 and F ∈ 〈vd(R)〉. (For example, if n1 = n0, take F with
cr(F ) = n0 and br(F ) > n0.) Then F is a limit of direct sums, but it is not an apolar
limit of direct sums.
See Example 5.15 for an explicit example of such a polynomial F .
Proof. Suppose on the contrary that F is an apolar limit of direct sums Ft = Gt+Ht. The
Hilbert function of AF is (1, n, n, . . . , n, 1, 0, . . . ) by Lemma 5.6. Consider the two Hilbert
functions hAGt and hAHt . We must have hAGt (k) + hAHt (k) = n for all 1 ≤ k ≤ d − 1.
In particular, since hAGt (k), hAHt (k) ≥ 1, we have hAGt (k), hAHt (k) ≤ n − 1, for all
1 ≤ k ≤ d − 1. By [7, Lem. 5.2] we must have hAGt (k) = (1, a, a, . . . , a, 1, 0, . . . ) and
hAHt (k) = (1, b, b, . . . , b, 1, 0, . . . ) for all t close to 0, where a+ b = n.
By [7, Thm. 1.6], Gt ∈ 〈vd(Q′t)〉 and Ht ∈ 〈vd(Q′′t )〉 for schemes Q′t and Q′′t of length a
and b, respectively. Denote the flat limitQ = limt→0(Q
′
t⊔Q′′t ). The length ofQ is a+b = n.
Moreover, for each t close but not equal to zero, Q′t and Q
′′
t are embedded (respectively)
into disjoint linear subspaces Pa−1t and P
b−1
t . Thus the defining ideal I(Q
′
t⊔Q′′t ) of Q′t⊔Q′′t
satisfies:
I(Q′t ⊔Q′′t ) = I(Q′t) ∩ I(Q′′t ) = (G⊥t )≤n ∩ (H⊥t )≤n
The last equality I(Q′t) = (G
⊥
t )≤n (and analogously for Q
′′
t and Ht) follows from [7,
Thm. 1.6(iii)]. Since Ft = Gt + Ht is a direct sum, by Lemma 1.12 one has (G
⊥
t )≤n ∩
(H⊥t )≤n = (F
⊥
t )≤n. Since we are considering an apolar limit, we may pass to the limit
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with ideals:
J = lim
t→0
(I(Q′t ⊔Q′′t )) = lim
t→0
(F⊥t )≤n = (F
⊥)≤n.
J is a homogeneous ideal defining Q = limt→0(Q
′
t ⊔Q′′t ), though at this point potentially
J is not saturated. However, using J = (F⊥)≤n, and by [7, Thm. 1.6(iii)] applied to F ,
the ideal J must be saturated and F ∈ 〈vd(Q)〉. By the uniqueness in [7, Thm. 1.6(ii)]
we have R = Q, which is a contradiction, since Q is a limit of smaller disjoint schemes,
i.e., Q is cleavable, while R is not.
In the case n1 = n0, Q is smoothable of length n0, the above considerations imply that
the border rank of F is (at most) n, a contradiction with our assumption br(F ) > n. 
Example 5.15. Let G be a general homogeneous cubic in 6 variables x1, . . . , x6, and let
F = (d− 2)zd−3G+ zd−2(x1y1 + x2y2 + x3y3 + x4y4 + x5y5 + x6y6) + 1
d− 1z
d−1w.
Consider the concisely independent scheme R defined from G as in Example 5.7. Then
F is apolar to R, which can be verified by acting on F with the generators (i)–(vi) of
Example 5.7. Thus F ∈ 〈vd(R)〉. Moreover, since G is general, in characteristic 0, R is
a shortest non-smoothable Gorenstein scheme, see [10, Thm A] and [27, Lem. 6.21]. In
particular, R is uncleavable by Lemma 5.13. Thus, by Proposition 5.14, F is a limit of
direct sums, but not an apolar limit of direct sums.
5.3. Apolar limits in the plane. We show that in the plane, ApoLim = ApoEqu.
Recall that when considering forms in 3 variables we write S = C[x, y, z] and T =
C[α, β, γ].
Theorem 5.16. Let F be a concise form of degree d in n = 3 variables having an
equipotent apolar generator. Then F is an apolar limit of direct sums.
Note that in contrast to the situation of Proposition 5.2, where every family of direct
sum cubic forms having as the limit a concise cubic form must be an apolar family, we
do not claim here that every family Ft → F is necessarily an apolar family. Rather, we
claim only that there exists some apolar family of direct sums Ft → F .
As we will see in the proof of Theorem 5.16, “typically” (here we do not want to specify
precisely what does “typically” mean, see the proof below for an explicit statement), the
limit indicated in Example 4.9 provides an apolar limit. However, this limit does not
work in all cases, as illustrated by the following example:
Example 5.17. Consider the following sextic in three variables:
F = xy5 + y3z3.
As indicated by Example 4.9, this is a limit of direct sums. Indeed:
Ft =
1
t
(
(y + 1
6
tx)6 + ty3z3 − y6)
is a family of homogeneous polynomials (t is a parameter of the family), with F0 = F
and Ft for t 6= 0 after an easy coordinate change becomes:
x6 + y3z3 − y6.
In particular, Ft for t 6= 0 is a direct sum and the Hilbert function of AFt is 1, 3, 4, 5, 4, 3, 1,
while the Hilbert function of AF = AF0 is 1, 3, 4, 4, 4, 3, 1. Thus the family Ft is not an
apolar family. However, another family:
1
t
(
(y + 1
6
tx)6 − y6 + ty3z3 − 1
400
t2z6
)
presents F as an apolar limit of direct sums.
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Proof of Theorem 5.16. By Example 4.9, either F is a direct sum, in which case the
statement is trivial, or else after a change of coordinates, F = xyd−1 + G(y, z). Write
G(y, z) =
∑d
q=0
(
d
q
)
aqy
qzd−q.
First we find the Hilbert function of AF . In order to reduce subscripts, we write hF for
the Hilbert function of AF . We have hF (0) = hF (d) = 1. We claim that for 1 ≤ k ≤ d−1,
hF (k) = hγ2 G(k − 1) + 2.
Recall that for a form H ∈ Se of degree e and an integer i ≥ 0, Ti H is the linear
subspace Ti H = {Θ H | Θ ∈ Ti} ⊆ Se−i.
First, hγ2 G(k − 1) = dimTd−k−1γ2 G, and Td−k−1γ2 G is spanned by, for 0 ≤ i ≤
d− k − 1,
βiγd−k−1−iγ2 G =
d!
(k − 1)!
i+k−1∑
q=i
(
k − 1
q − i
)
aqy
q−izk+i−q−1
=
d!
(k − 1)!
k−1∑
j=0
(
k − 1
j
)
aj+iy
jzk−j−1.
So hγ2 G(k − 1) = rankM where Mij =
(
k−1
j
)
aj+i for 0 ≤ i ≤ d− k − 1, 0 ≤ j ≤ k − 1.
Meanwhile hF (k) = dim Td−k F , and Td−k F is spanned by Td−k−1γ F = Td−k−1γ G
together with {αjβd−k−j F | 0 ≤ j ≤ d− k}. Note that α2 F = 0. We have
αβd−k−1 F =
(d− 1)!
k!
yk, βd−k F =
(d− 1)!
(k − 1)!xy
k−1 + βd−k G.
Here, βd−k F is linearly independent of the other spanning elements since it is the only
one with a monomial involving x. And Td−k−1γ G is spanned by, for 0 ≤ i ≤ d− k − 1,
βiγd−k−1−iγ G =
d!
k!
i+k∑
q=i
(
k
q − i
)
aqy
q−izk+i−q
=
d!
k!
k∑
j=0
(
k
j
)
aj+iy
jzk−j .
Thus Td−k−1γ G+ Cyk is spanned by yk together with, for 0 ≤ i ≤ d− k − 1,
k−1∑
j=0
(
k
j
)
aj+iy
jzk−j.
So dim(Td−k−1γ G + Cyk) = 1 + rankN where Nij =
(
k
j
)
aj+i for 0 ≤ i ≤ d − k − 1,
0 ≤ j ≤ k − 1. Note N is obtained from M by rescaling columns, so rankM = rankN .
This proves that hF (k) = hγ2 G(k − 1) + 2, as claimed.
For any 1 ≤ r ≤ d
2
, let hr be the following function:
hr(k) =

1, k = 0
k + 2, 1 ≤ k ≤ r − 1
r + 2, r ≤ k ≤ d− r
(d− k) + 2, d− r + 1 ≤ k ≤ d− 1
1, k = d
0, k < 0 or k > d.
What we have shown is that hF = h
r where r = br(γ2 G). Let
Hr = {F = xyd−1 +G(y, z) | br(γ2 G) = r}.
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Write σˆr(vd(P1)) for the affine cone over the r-th secant variety. Then F 7→ γ2 G maps
Hr onto σˆr(vd−2(P1)) \ σˆr−1(vd−2(P1)), the set of binary forms of border rank r. Also the
fibers of the map are irreducible, specifically copies of A2, as the fiber through F consists
of F + ayd + byd−1z. Thus Hr is irreducible.
The claim of the Theorem is that for all F ∈ Hr we can obtain F as a limit of direct
sums which have Hilbert function hr. In the following paragraph we are going to prove
the claim under an additional assumption that F is a general element of Hr. Then, in
the final paragraph, we are going to use this “generic” case, and the irreducibility of Hr
to conclude the statement for all polynomials F in question.
So suppose F ∈ Hr is general. Then γ2 G ∈ σˆr(vd−2(P1)) is also a general element,
so γ2 G = ℓd−21 + · · · + ℓd−2r where the [ℓi] ∈ P1 are in general position. In this case
it is easy to integrate γ2 G (twice) and hence G = c1ℓ
d
1 + · · · + crℓdr + ayd−1z + byd.
Therefore F = (x + az + by)yd−1 + (c1ℓ
d
1 + · · ·+ crℓdr). Let x′ = x + az + by. For t 6= 0,
let F ′t =
1
t
(y + t
d
x′)d + (c1ℓ
d
1 + · · ·+ crℓdr − 1t yd). Since the ℓi are general and r+ 1 ≤ d+22 ,
we have for general t 6= 0,
r
(
c1ℓ
d
1 + · · ·+ crℓdr −
1
t
yd
)
= br
(
c1ℓ
d
1 + · · ·+ crℓdr −
1
t
yd
)
= r + 1.
Since F ′t is a direct sum, hF ′t = h
r = hF (the first equality follows from Proposition 2.10).
Thus F ′t → F is an apolar limit.
By the argument in the previous paragraph, the irreducible set Hr is contained in the
Zariski closure of the locus of direct sums with Hilbert function hr. So every F ∈ Hr is
a limit of direct sums with Hilbert function hr, i.e., it is an apolar limit of direct sums.
This proves the claim of the theorem. 
Note that the apolar ideal of a form in 3 variables is a height 3 Gorenstein ideal,
and is therefore generated by the principal Pfaffians of a skew-symmetric matrix [6].
Nevertheless we have not used this information; instead, the key was information about
apolar ideals of forms in one less variable. It would be interesting to investigate whether
the structure described in [6] can lead to a generalization of Theorem 5.16 for forms in
n = 4 variables, compare with [20].
It would also be interesting to study limits of direct sums of type (1, n − 1), s-fold
direct sums of type (1, 1, . . . , 1, n− s+ 1), direct sums of type (1, . . . , 1, 2, . . . , 2), and so
on. Note however that for limits of direct sums of type (1, n − 1) one cannot expect a
similar result to Theorem 5.16. This is because for n = 14, the polynomial F presented
in Example 5.15 is a limit of direct sums of type (1, 13) and it has been proved it is not
an apolar limit.
6. Generalizations and further questions
6.1. Linear series. There are natural generalizations of some of our results to linear
series. Let W ⊆ SdV be a linear series. A simultaneous power sum decomposition of W
is a collection of linear forms ℓ1, . . . , ℓr such that W is contained in the span of ℓ
d
1, . . . , ℓ
d
r ;
equivalently, for each F ∈ W , there are scalars c1, . . . , cr such that F =
∑
ciℓ
d
i . The
simultaneous Waring rank of W , denoted r(W ), is the least length r of a simultaneous
power sum decomposition.
Let S = C[V ] = C[x1, . . . , xn], where x1, . . . , xn is a basis for V , and let T = C[V ∗] =
C[α1, . . . , αn] act on S by letting αi act as the partial differentiation operator ∂/∂xi.
The apolar annihilating ideal W⊥ ⊂ T is W⊥ = {Θ | Θ F = 0, ∀F ∈ W}. That is,
W⊥ =
⋂
F∈W F
⊥. The apolar algebra AW = T/W
⊥ is a level Artinian algebra with socle
degree d and type equal to the dimension of W , meaning that its socle is entirely in
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degree d and has dimension equal to dimW . In particular AW is Gorenstein if and only
if W is one-dimensional, i.e., spanned by a single form.
There is an Apolarity Lemma just as in the case of a single form. This is well-known
to experts; see for example [14, Thm. 2.3]. For the reader’s convenience we state it here:
Lemma 6.1. With notation as above, ℓ1, . . . , ℓr is a simultaneous power sum decompo-
sition of W if and only if the ideal I = I({[ℓ1], . . . , [ℓr]}) satisfies I ⊆W⊥.
Proof. ℓ1, . . . , ℓr is a simultaneous power sum decomposition of W if and only if W lies
in the span of the ℓdi , if and only if every F ∈ W can be written as a linear combination
of the ℓdi , if and only if I ⊆ F⊥ for every F ∈ W (by the usual Apolarity Lemma), if and
only if I ⊆ ⋂F⊥ = W⊥. 
Thus r(W ) ≥ dim(AW )a for every 0 ≤ a ≤ d: indeed, if ℓ1, . . . , ℓr is a simultaneous
power sum decomposition ofW with defining ideal I then r = codim Ia ≥ codim(W⊥)a =
dim(AW )a for a > 0 (and it is trivial for a = 0).
There is a generalization of the Ranestad–Schreyer lower bound [42] for Waring rank
for linear series, with essentially the same proof as for the case of a single form. We
briefly review the proof for completeness.
Proposition 6.2. With notation as above, let length(AW ) be the length of AW and
suppose W⊥ is generated in degrees less than or equal to δ. Then r(W ) ≥ length(AW )/δ.
Proof. Suppose ℓ1, . . . , ℓr is a simultaneous power sum decomposition of W with defining
ideal I. The vanishing locus V ((W⊥)δ) in affine space is just the origin (i.e., a scheme
supported at the origin). By Bertini’s theorem, the linear series (W⊥)δ has no basepoints
in projective space. Let G ∈ (W⊥)δ be a general form. Then G does not vanish at any
projective point [ℓi], so the affine hypersurface V (G) does not contain any line which is
an irreducible component of V (I). Therefore by Bezout’s theorem, the intersection of
V (G) and V (I) has degree equal to δr. But this intersection contains the scheme V (W⊥)
which has length equal to length(AW ). So δr ≥ length(AW ). 
A direct sum decomposition of W is an expression V = V1 ⊕ V2 and subspaces W1 ⊆
SdV1, W2 ⊆ SdV2, such that W ⊂ W1 ⊕W2 and the projections W → W1, W → W2
are isomorphisms. Equivalently, for a basis F 1, . . . , F k of W , each F i = F i1 + F
i
2 with
F i1 ∈ W1, F i2 ∈ W2, and the F i1 are linearly independent and so are the F i2.
Now we can generalize some of our results to the case of linear series. Here is a
generalization of Theorem 1.1:
Proposition 6.3. If a linear series W of degree d forms admits a direct sum decompo-
sition then W⊥ has at least s = dimW minimal generators of degree d.
Proof. Say W ⊂Wx ⊕Wy is a direct sum decomposition where
Wx ⊆ (Sx)d = C[x1, . . . , xi]d, Wy ⊆ (Sy)d = C[y1, . . . , yj]d, and Wx,Wy 6= 0.
We denote the dual rings T α = C[α1, . . . , αi], T β = C[β1, . . . , βj], T = T α ⊗ T β.
We have W⊥x ∩W⊥y ⊆ W⊥. If 0 ≤ k ≤ d and Θ ∈ (W⊥)k then for every F ∈ W , say
F = G − H where G ∈ Wx, H ∈ Wy, we have Θ (G − H) = 0 = Θ G − Θ H . So
Θ G ∈ Sxd−k and Θ H ∈ Syd−k are equal, which implies Θ G = Θ H = 0 or d− k = 0.
Thus (W⊥x ∩W⊥y )k = W⊥k for 0 ≤ k < d.
Let F 1, . . . , F s be a basis for W and for each i let F i = F ix − F iy, F ix ∈ Wx, F iy ∈ Wy.
For 1 ≤ j ≤ s let δx,j ∈ T xd such that δx,j F ix = 1 if i = j, 0 if i 6= j. Similarly let
δy,j ∈ T yd such that δy,j F iy = 1 if i = j, 0 if i 6= j. There are such elements by the
linear independence of the F ix and the F
i
y. Let ∆j = δx,j + δy,j . Then ∆j F
i = 0 for
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each i, so ∆j ∈ W⊥, but ∆j F jx = ∆j F jy = 1 so ∆j /∈ W⊥x ∩W⊥y . Hence each ∆j is
a minimal generator of W⊥. The ∆j are linearly independent since if
∑
aj∆j = 0 then
ai = (
∑
aj∆j) F
i
x = 0 for each i. 
Next we give a generalization of Proposition 1.6.
Proposition 6.4. Let W ⊆ SdV . Then W⊥ has a minimal generator of degree d + 1 if
and only if there is a nonzero (d+ 1)-form G ∈ Sd+1V such that T1 G ⊆ W .
Proof. First suppose W⊥ has a minimal generator of degree d + 1. Let I ⊂ W⊥ be the
ideal generated by elements of degree ≤ d. Then Id+1 6= Td+1. Let G ∈ Sd+1V be a
nonzero element annihilated by Id+1. Since G is annihilated by Id+1, G is annihilated by
I, so (W⊥)d = Id ⊆ (G⊥)d. If F ∈ T1 G then G⊥ ⊆ F⊥. In particular (W⊥)d ⊆ F⊥, so
F ∈ W . This shows T1 G ⊆W .
Conversely, suppose G ∈ Sd+1V is a nonzero (d + 1)-form such that T1 G ⊆ W . As
before, let I ⊆ W⊥ be the ideal generated by elements of degree ≤ d. In particular,
Id ⊆ (W⊥)d ⊆ ((T1 G)⊥)d. Then Id+1 ⊆ (G⊥)d+1: indeed, if Θ =
∑
αiθi, each θi ∈ Id,
then Θ G =
∑
θi (αi G) = 0 since each αi G ∈ W and each θi ∈ Id ⊆ (W⊥)d. In
particular, Id+1 6= Td+1 = (W⊥)d+1. So W⊥ has a minimal generator of degree d+ 1. 
Recall that the r-th prolongation of W ⊆ SdV is the set of (d + r)-forms G such that
T e−d G ⊆W [48, Definition 1.1]. The above Proposition shows that W⊥ has a minimal
generator of degree d+ 1 if and only if the first prolongation of W is nonzero.
We give a generalization of Theorem 1.9. First we generalize Lemma 2.1.
Lemma 6.5. Suppose W ⊆ SdV , U ⊆ SeV are linear series such that U⊥ ⊆W⊥. Then
e ≥ d and W ⊆ Te−d U . That is, for every F ∈ W , there are G ∈ U and Θ ∈ Te−d such
that F = Θ G.
Proof. This follows by the inclusion-reversing part of [17, Thm. 21.6]. 
Now here is a generalization of Theorem 1.9.
Proposition 6.6. Let W ⊆ SdV be a linear series and n = dimV . Suppose W⊥ has
minimal generators Θ1, . . . ,Θs such that degΘi = di for each i, and d1 ≤ · · · ≤ ds. Let δ
be an integer such that the ideal (W⊥)≤δ is m-primary. Assume dk = δ < dk+1 or k = s
and δ = ds; necessarily k ≥ n. Then d ≤ dk + dk−1 + · · ·+ dk−n+1 − n.
The proof is similar to the proof of Proposition 4.11. As before, we immediately deduce
Corollary 6.7. Let W ⊆ SdV be a linear series. Let n = dim V . Suppose W⊥ is
generated in degrees less than or equal to δ. Then d ≤ (δ − 1)n.
It would be interesting to see if our other results, such as Theorem 1.7, can be gener-
alized to linear series. The proofs we have given have used Gorenstein duality, which is
not available since the ideals W⊥ are not Gorenstein.
6.2. Overlapping sums. Let F = G1−G2, Gi ∈ SdVi, Gi 6= 0 for i = 1, 2. Theorem 1.1
shows that if V1 ∩ V2 = {0}, then F⊥ has a minimal generator of degree d. Here we are
interested in allowing V1 ∩ V2 to be nonzero, so that they form an “almost direct sum”
or “overlapping sum.” We give a statement for the case dim(V1 ∩ V2) = 1.
Proposition 6.8. Let F = G1 − G2, Gi ∈ SdVi, with Gi concise in Vi for i = 1, 2,
and suppose V1 ∩ V2 is one-dimensional, spanned by x. Moreover, suppose Vi 6= 〈x〉, and
max(degx(G1), degx(G2)) < d/2. Let s = max{t | xt ∈ T G1 ∩ T G2}. Then F⊥ has a
minimal generator of degree d− s.
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Proof. As in the proof of Theorem 1.1, G⊥1 ∩G⊥2 ⊂ F⊥. We claim F⊥a = (G⊥1 ∩G⊥2 )a for
0 ≤ a < d−s. If Θ ∈ F⊥a then Θ G1 = Θ G2 ∈ Sd−a〈x〉, that is, Θ G1 = Θ G2 = cxd−a
for some scalar c. We have xs ∈ T G1 ∩ T G2, xs+1 /∈ T G1 ∩ T G2; more generally,
xk ∈ T G1∩T G2 if and only if k ≤ s. So we must have c = 0 or d−a ≤ s, equivalently
Θ ∈ G⊥1 ∩G⊥2 or a ≥ d− s. This proves the claim.
Note if xt ∈ T G1 then t ≤ degx(G1). Thus s ≤ degx(G1) < d/2.
Now there exist δ1, δ2 ∈ Td−s such that δi Gi = xs, δ1 G2 = δ2 G1 = 0. To see this, let
V1 have basis {x, y1, . . . , yj} and let V2 have basis {x, z1, . . . , zk}. Let {α, β1, . . . , βj} be the
dual basis for V ∗1 and {α, γ1, . . . , γk} be the dual basis for V ∗2 . Let T β = C[α, β1, . . . , βj ]
and T γ = C[α, γ1, . . . , γk]. We have T = C[α, β1, . . . , βj, γ1, . . . , γk]. There is a δ′1 ∈ Td−s
such that δ′1 G1 = x
s. Since every term of δ′1 that involves a γi annihilates G1, we can
delete those terms to get an element δ1 ∈ T βd−s such that δ1 G1 = xs. Every term of
δ1 that has a βi annihilates G2. If δ1 has a term cα
d−s, c 6= 0, then by the hypothesis
degx(G2) < d/2 < d−s we see that this term also annihilates G2. So δ1G2 = 0 as desired.
It is similar to produce δ2.
Let ∆ = δ1 + δ2. Then ∆ ∈ F⊥d−s, but ∆ /∈ G⊥1 ∩G⊥2 . Hence ∆ is a minimal generator
of F⊥: it cannot be generated in lower degrees, since all elements in lower degrees lie in
G⊥1 ∩G⊥2 . 
Corollary 6.9. Let F = G1 − G2, Gi ∈ SdVi, Gi concise in Vi for i = 1, 2, and
suppose V1 ∩ V2 is one-dimensional, spanned by x. Moreover, suppose Vi 6= 〈x〉 and
t = max(degx(G1), degx(G2)) < d/2. Then F
⊥ has a minimal generator of degree at least
d− t, in particular strictly greater than d/2.
It would also be interesting to investigate cases with larger overlap, or more than two
overlapping summands.
6.3. Other base fields. Most of our results, including results overlapping with [33], also
hold over any algebraically closed field k. The main difference is that we need to consider
S = k[x1, . . . , xn]DP to be the divided power algebra, rather than the polynomial ring, and
the apolarity action of T on S is now as if the differentiation was very naive: αi xi
(d) =
xi
(d−1) (no d coeffficient). See [27, Appendix A], [17, Section A2.4]. All occurences of
powers of linear forms in S should now be replaced by the divided powers, for instance
xd−1y should be x(d−1)y, etc. In particular, the Veronese embedding vd : PV → P(SdV )
is now vd([x]) = [x
(d)] and the Waring rank is computed with respect to the image of vd
(and the border rank, cactus rank, etc.).
In this setup Theorems 1.1, 1.7 and 1.9 and their proofs remain valid over any alge-
braically closed base field k of any characteristic, so in particular, direct sums and their
concise limits have equipotent apolar generators; any concise divided powers form with
an equipotent apolar generator is a limit of direct sums; and the bound d ≤ (δ − 1)n
relating the greatest degree δ of apolar generators and the degree d of the form is valid.
Proposition 1.6 only requires the change of ℓd into ℓ(d), so that forms of degree d with
apolar generator in degree d+1 essentially depend on just one variable. Proposition 2.12
is proved over any field in [50].
Theorem 1.8 consists of two parts. The first consists of Theorem 5.16 (in three variables
all limits of direct sums are apolar limits of direct sums) and Proposition 5.2 (all limits
of cubics are apolar limits), which are valid with no significant change to the statements
or proofs. In fact the proof of Theorem 5.16 becames slightly simpler, as all coefficients
like d!
k!
or
(
k
q−i
)
are replaced with just 1 and in the end the matrices M and N are just
equal. The second part is Proposition 5.14 (there exists a limit of direct sums, which is
not an apolar limit of direct sums). To prove this statement, we used results from [7],
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which is written over C, so Proposition 5.14 is not proven over k. Similarly, the other
results presented in Sections 5.1 and 5.2 also depend on [7]. However, the first and the
second named authors believe that the results of [7] used in this article can be generalized
to any characteristic.
Section 2.5 and Table 1 describe the behavior and classification of plane cubics. In
positive characteristics, these are different, particularly the cases of characteristics 2 and
3. The numerous examples throughout the paper might be valid only in some charac-
teristics, while in the other characteristics they need to be appropriately adjusted. The
exact values of integers n0 (the length of the shortest non-smoothable scheme) and n1
(the possible lengths of uncleavable schemes) may be different in positive characteristics,
particularly in characteristics 2 and 3. No other changes are needed to make this paper
valid over any algebraically closed field.
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