For each partition λ, we introduce the multiset partition algebra MP λ (ξ) over F [ξ], where F is a field of characteristic 0. Upon specializing ξ to a positive integer n, the resulting algebra MP λ (n) is in Schur-Weyl duality with the action of the symmetric group Sn on Sym λ (F n ). The generating function of the dimensions of irreducible representations of MP λ (n) is given in terms of Schur functions. When λ is a partition of k, MP λ (ξ) is isomorphic to a subalgebra of the partition algebra P k (ξ) of Jones and Martin. When λ = (1 k ), MP λ (ξ) is isomorphic to P k (ξ). We identify a subalgebra of MP λ (ξ) called the balanced multiset partition algebra whose structure constants do not depend on ξ. This algebra is in Schur-Weyl duality with the group of monomial matrices acting on Sym λ (F n ).
Introduction
The commuting actions of two algebras or groups on the same space allows one to develop the representation theory of either from that of the other. The first instance of this occured in 1927 in a work of Schur [14] for the commuting actions of symmetric group S k and the general linear group GL n (C) on the k-fold tensor product (C n ) ⊗k . Here the space C n is the defining representation of GL n (C) and so it acts diagonally on (C n ) ⊗k . On the other hand S k acts on (C n ) ⊗k by permuting its tensor factors. This is called the classical Schur-Weyl duality.
In 1937 Brauer [5] restricted the action of GL n (C) to the orthogonal group O n (C) and showed Schur-Weyl duality between the actions of Brauer algerba and O n (C) on (C n ) ⊗k . In 1990 Jones [9] and Martin [11] , independently, further restricted the action of O n (C) to the symmetric group S n . This led to the definition of partition algebra which has a connection with the Potts model in statistical mechanics.
The partition algebra P k (ξ) is an algebra over the polynomial ring F [ξ], where F is a field of characteristic 0. The algebra P k (ξ) has a basis given by the set of all partition diagrams on a set of cardinality 2k. Jones [9] showed that, when ξ is evaluated at a positive integer n, then P k (n) maps onto the commutant of S n in (F n ) ⊗k . Moreover, when n ≥ 2k, (1) P k (n) ∼ = End Sn ((F n ) ⊗k ).
The space (F n ) ⊗k is the evaluation at F n on the k-fold tensor polynomial functor. There are other classical poynomial functors arising from the multilinear algebra, for example: symmetric power functors, exterior power functors, and more generally, Weyl functors and Schur functors; see Akin, Buchsbaum, and Weyman [1] . It is well-known that any polynomial functor evaluated at F n is a representation of GL n (F ).
Let Sym l (F n ) denote lth symmetric power of F n . For a partition λ = (λ 1 , . . . , λ s ) of k, the following tensor product of symmetric powers, Sym λ (F n ) = Sym λ 1 (F n ) ⊗ · · · ⊗ Sym λs (F n ), is a representation of GL n (F ). So by restriction Sym λ (F n ) becomes a representation of S n . In spirit of the isomorphism (1), we study the centralizer algebra End Sn (Sym λ (F n )) and define a new diagram algebra MP λ (ξ) over F [ξ] .
In Section 4, we define an associative algebra MP λ (ξ) in terms of a basis consisting of certain bipartite multigraphs, and structure constants that are polynomials in ξ (Theorem 4.12). The bipartite multigraphs in the basis parametrize multiset partitions of a multiset corresponding to λ (Equation 35). Following Harman [8, Page 22], we call MP λ (ξ) the multiset partition algebra. We obtain a generating function for the dimension of MP λ (ξ) (Theorem 4.13).
By specializing ξ to a positive integer n, Theorem 5.10 establishes Schur-Weyl duality between the actions of MP λ (n) and S n on Sym λ (F n ). That is, we give a surjective algebra homomorphism from MP λ (n) onto End Sn (Sym λ (F n )), which is an isomorphism for n ≥ 2k. This provides a diagrammatic interpretation of the centralizer algebra End Sn (Sym λ (F n )), thereby answering a question in [8, Page 22] .
A bijection between the set of bipartite multigraphs and certain equivalence classes of partition diagrams is described in Theorem 6.5. By utilizing this bijection we construct an injective algebra homomorphism from MP λ (ξ) to P k (ξ) (Theorem 6.7). When λ = (1 k ) this algebra homomorphism becomes an isomorphism so that P k (ξ) ∼ = MP (1 k ) (ξ).
Thus the classical partition algebra is a special case of the multiset partition algebra.
For a partition ν of n, let a ν λ (n) denote the multiplicity of Specht module corresponding to ν, in Sym λ (F n ), then we obtain the ordinary generating function (Lemma 3.13) for {a ν λ (n)}:
a ν λ (n) q λ 1 1 q λ 2 2 · · · q λs s = s ν ((q i 1 1 q i 2 2 · · · q is s ) i 1 i 2 ...is ), where (i 1 , i 2 , . . . , i s ) ∈ Z s ≥0 , and s ν denotes the Schur function corresponding to ν. When λ = (k) we explicitly describe the Specht modules occurring in Sym k (F n ); this is the set Λ k,n = {ν ⊢ n| i (i − 1)ν i ≤ k} (Lemma 3.8).
In [8, Proposition 4.1] , the action of GL n (F ) on (F n ) ⊗k is restricted to the subgroup consisting of monomial matrices. This prompts in the definition of balanced partition algebra which is a subalgebra of P k (ξ). We define balanced mulitset partition algebra in Section 7, and prove Schur-Weyl duality (Theorem 7.3) between the actions of MP bal λ and the group of monomial matrices on Sym λ (F n ).
Preliminaries
2.1. Permutation Representations. For a field F and a finite set X, let F [X] be the space of F -valued functions on X. By a G-set X, we mean a group G acts on X on left. Then G also acts on F [X] as follows: (2) g · f (x) = f (g −1 x), for x ∈ X, g ∈ G, and f ∈ F [X].
The space F [X] is called the permutation representation of G associated to G-set X. Suppose that X and Y are finite G-sets. Given a function φ : X × Y → F , the integral operator ζ φ : F [Y ] → F [X] associated to φ is defined as
If Z is another G-set and φ : X × Y → F and ψ : Y × Z → F are functions, then
From [13, Theorem 2.4.4] we have:
Partition algebra.
We give some background for the partition algebra which is needed in this article. The standard references for this section are [7] , [9] , and [10] .
Let k be a positive integer. A set partition of {1, 2, . . . , k,
. . , k ′ }. Such a set partition can be drawn as a graph which has vertices on two rows with each row having exactly k vertices, and for i, j ∈ {1, 2, . . . , k, 1 ′ , 2 ′ , . . . , k ′ }, there is an edge between i and j if i, j ∈ B s for some 1 ≤ s ≤ l. Such a graph is called a partition diagram and B s is called a block. Let A k denote the set of all partition diagrams on {1, 2, . . . , k, 1 ′ , 2 ′ , . . . , k ′ }.
corresponds to the following partition diagram:
Throughout this paper we assume F is a field of characteristic 0. Let P k (ξ) denote the free module over the polynomial ring F [ξ] with basis A k . Given two partition diagrams d 1 and d 2 , we follow the convention from Bloss [4, Page 12] , that d 1 • d 2 denote the concatenation of d 1 with d 2 , which is obtained by placing d 2 on the top of d 1 . Define an operation:
where l is the number of internal blocks, i.e., the blocks which lie entirely in the middle while computing d 1 •d 2 . The linear extension of the operation (5) makes P k (ξ) an associative algebra over F [ξ], and it is called the partition algebra.
Given two partition diagrams d, d ′ , we say d ′ is coarser than d, denoted as d ′ ≤ d, if whenever i and j are in the same block in d, then i and j are in the same block in d ′ .
For a partition diagram d, define the element x d ∈ P k (n) by setting:
It can be easily seen that the transition matrix between {d} and {x d } is an upper triangular matrix with 1 ′ s on the diagonal and thus, {x d } is also a basis of the partition algebra P k (ξ). 2.2.1. Partition algebra as a centralizer algebra. By specializing ξ to a positive integer n, we recall Schur-Weyl duality between actions P k (n) and the symmetric group S n on (F n ) ⊗k . Let F n be the n-dimensional vector space over F with standard basis e 1 , e 2 , . . . , e n . The group S n acts on a basis element e i as:
So S n acts on the k-fold tensor product (F n ) ⊗k diagonally. Let I(n, k) denote the set of k-tuples with entries from the set {1, 2, . . . , n}. For i = (i 1 , i 2 , . . . , i k ) ∈ I(n, k) and σ ∈ S n , define σi := (σ(i 1 ), . . . , σ(i n )).
So I(n, k) is a S n -set. The space (F n ) ⊗k is isomorphic to the permutation representation F [I(n, k)] of S n . Using Theorem 2.1, the centralizer algebra (7) End
has a basis given by the integral operators, which are indexed by the orbits of S n acting on I(n, k) × I(n, k).
The set {B 1 , B 2 , . . . , B n } (some B s possibly could be empty) is a partition diagram with at most n blocks. It is easy to see that two elements in I(n, k) × I(n, k) are in the same orbit if and only if their corresponding partition diagrams are the same. Thus the orbits of S n acting on I(n, k) × I(n, k) are paramterized by the partition diagrams with at most n blocks.
Define a map φ k : P k (n) → End F ((F n ) ⊗k ) as follows:
From [9] we have:
Theorem 2.3 (Schur-Weyl duality for the partition alegbra). The map φ k : P k (n) → End Sn ((F n ) ⊗k ) is a surjective algebra homomorphism. The kernel of φ k is spanned by the set {x d | d has more than n blocks}. In particular, when n ≥ 2k, the map φ k is an isomorphism.
Tensor Product of Symmetric Powers
The defining action of GL n (F ) on F n extends uniquely to the kth symmetric power Sym k (F n ). So the subgroup S n of GL n (F ) acts on Sym k (F n ) by the restriction. Let M (n, k) = {a := (a 1 , . . . , a n ) | n i=1 a i = k, a i ∈ Z ≥0 }.
The set {e a = e a 1 1 · · · e an n ∈ Sym k (F n ) | a = (a 1 , . . . , a n ) ∈ M (n, k)} is a basis of Sym k (F n ). For w ∈ S n and a ∈ M (n, k) define an action of S n on M (n, k) by w.a = (a w −1 (1) , . . . , a w −1 (n) ).
The S n -linear map e a → 1 a , where 1 a is the indicator function of a ∈ M (n, k) determines the isomorphism:
Thus Sym k (F n ) is a permutation representation of S n .
3.1. Combinatorial interpretation of S n -orbits. For an element a = (a 1 , . . . , a n ) ∈ M (n, k), let c i be the number of times i occurs in a for 0 ≤ i ≤ k. It is immediate that
The tuple c = (c 0 , . . . , c k ) is called the type sequence of a. Let C(k, n) denote the set of all tuples of non negative integers (c 0 , . . . , c k ) satisfying the conditions (10). where M c (n, k) consists of elements in M (n, k) whose type sequence is c.
We need the following definition from [2] .
Definition 3.2. A multiset M is a collection of possibly repeated elements. A multiset partition of M is a collection of multisets, called the blocks, such that the multiset union of blocks, (i.e. the union with repetition) is M.
is a bijection between C(k, n) and the set of multiset partitions with at most n parts of the multiset {1 k }. Partitions of {1 4 } (2, 0, 0, 0, 1)
Decomposition of symmetric powers as S n -representations.
For a partition ν = (ν 1 , ν 2 , . . .) ⊢ n, let V ν denote the Specht module corresponding to ν, and K νc denote the Kostka number, the set of semistandard Young tableau (SSYT) of shape ν and type c in the alphabet {1, 2, . . . , n}.
The group S c := S c 0 × S c 1 × · · · × S c k is the Young subgroup of S n corresponding to the composition c. 
In particular, the multiplicity a ν k is the number of SSYT of shape ν in the alphabet {0, 1, . . . , n − 1}, where the sum of entries is k.
Proof. We have the following decomposition Now replace the alphabet {1, 2, . . . , n} by {0, 1, 2, . . . , n − 1} for filling the tableau. The condition in Equation (10) on the type sequence (c 0 , . . . , c k ) ensures that the sum of the entries of a tableau filled with c 0 many 0's, c 1 many 1's ,. . . , c k many k's is k. So a ν k is the number of SSYT of shape ν with total sum k. Therefore V (2,1) occurs with multiplicity five in Sym 4 (F 3 ).
Lemma 3.6. The ordinary generating function for the sequence {a ν k } k≥0 is:
Proof. The Schur function s ν (x) in variables x = (x 1 , . . . , x n , . . .) can be expressed as
summed over all composition α = (α 0 , α 1 , . . .) of n. Now substituting x 1 = q 0 , x 2 = q 1 , . . . , x n = q n−1 , . . ., we get
The coefficient of q k in s ν (1, . . . , q n−1 , . . .) is thus α K να , where the sum runs over all compositions α of n such that i≥0 iα i = k. The set of all such compositions α is precisely C(k, n). Thus, Proof. By applying the characteristic map ch to both sides of Equation (13) and using generating function for {a ν k } as in Lemma (3.6) we get:
thereby proving the identity.
Lemma 3.8. Let Λ k,n denote the set of all ν ⊢ n such that V ν occurs in Sym k (F n ). Then
Proof. From [15, Corollary 7.21.3], we have the identity:
it is always possible to find a cell x of hook length 1, and obtain a q k− (i−1)ν i from the binomial expansion of 1 (1−q h(x) ) . Thus the coefficient of q k (and thus the multiplicity a ν k ) is nonzero. 3.3. General case. For a partition λ = (λ 1 , . . . , λ s ), define the space
The choice of indexing set M (n, λ j ) for a basis of each Sym λ j (F n ) yields the following indexing set M (n, λ) for a basis of Sym λ (F n )
n ⊗ e a 21 1 . . . e a 2n n ⊗ · · · ⊗ e a s1 1 . . . e asn n . The symmetric group S n acts on M (n, λ) by a permuting the columns of its elements. As previously, see Equation (9), we have
Thus Sym λ (F n ) is a permutation module of S n . 3.4. Combinatorial interpretation of S n -orbits. For A ∈ M (n, λ), let c i 1 i 2 ...is be the number of times the column (i 1 , i 2 , . . . , i s ) T appears in A, 0 ≤ i j ≤ λ j , 1 ≤ j ≤ s. Since A has n columns therefore (18)
Also, the sum of the entries of the jth row of A is λ j , which gives
Denote by C(λ, n) the set of sequences (c i 1 i 2 ...is ) 0≤i j ≤λ j , 1≤j≤s of nonnegative integers satisfying Equations (18) and (19). where M c (n, λ) is the orbit consisting of elements in M (n, λ) whose type sequence is c.
is a bijection from C(λ, n) onto the set of multiset partitions of the multiset {1 λ 1 , 2 λ 2 , . . . , s λs }.
Decomposition.
Then the multiplicity a ν λ (n) is the number of SSYT of shape ν in the alphabet A such that the sum of entries is (λ 1 , . . . , λ s ).
Proof: We have the following isomorphisms
from Equation (17),
from Equation (20).
For c = (c i 1 i 2 ...is ) 0≤i j ≤λ j , 1≤j≤s ∈ C(λ, n), let A be the element of M (n, λ) whose columns are (i 1 , i 2 , . . . , i s ) T written in the lexicographic order, which appear c i 1 i 2 ...is times. Then the stabilizer subgroup of A is the Young subgroup S c of S n corresponding to c. Now the proof follows as the proof of Theorem 3.4.
Example 3.11. For λ = (2, 1) and n = 3, there are six SSYT of shape ν = (2, 1) and the sum of entries λ = (2, 1):
The following corollary recover the decomposition of S n -module (F n ) ⊗k proved in [[3],Section 3.1].
Corollary 3.12. Let λ = (1 k ) and k t denote the number of set partitions of {1, 2 . . . , k} into 1 ≤ t ≤ n parts. Then
Proof. When λ = (1 k ), by Equation (19) we get
Now observe that the Eqution (21) determines bijective correspondence between C(λ, n) and the set of set-partitions of {1, 2, . . . , k} into atmost n parts. If t is the number of parts of the set partition corresponding to c ∈ C(λ, n) then K νc = K ν(n−t,1 t ) . Since there are k t set partitions with t parts, a λ ν (n) = c∈C(λ,n) K νc = n t=1 k t K ν(n−t,1 t ) . Now generalizing the generating function for λ = (k) case in 3.6 we get the following lemma.
Lemma 3.13. The ordinary generating function for the sequence {a ν λ (n)} is:
The following corollary generalizes Corollary 3.7.
The Multiset Partition Algebra
In this section, we define the multiset partition algebra MP λ (ξ) over F [ξ] based on certain bipartite multigraphs. This algebra generalizes the partition algebra P k (ξ) over F [ξ].
We first elaborate our results for λ = (k) case for the sake of simplicity in Section 4.1. The results for the general case are stated in Section 4.2.
4.1. The algebra MP k (ξ). Let Γ be a bipartite multigraph with vertex bipartition {0, 1, . . . , k} {0, 1, . . . , k} and edge multiset E Γ . We arrange the vertices in two rows, with edges joining a vertex in the top row to one in the bottom row.
We define a weight function w : E Γ → Z 2 ≥0 by setting w(e) = (i, j) for every edge e from the vertex i in the top row to the vertex j in the bottom row. The weight of Γ is w(Γ) := e∈E Γ w(e). Let B k be the set of all bipartite multigraphs Γ with the weight w(Γ) = (k, k).
Two bipartite multigraphs are said to be equivalent if one can be obtained from the other by deleting some of its (0, 0) edges. Denote byB k the set of all equivalence classes in B k .
Given an edge e of Γ ∈ B k , we say e is nonzero weighted if w(e) = (0, 0). Define the rank of Γ, denoted rank(Γ), to be the number of nonzero weighted edges of Γ. Since all graphs in the same equivalence class have the same rank, the rank of the equivalence class [Γ] is defined as rank([Γ]) = rank(Γ). The setB k is in bijection with the set of multiset partitions of the mul-
. . , (a n , b n )}, we have the following bijective correspondence:
Thus graphs inB k are diagrammatic interpretations of multiset partitions of {1 k , 1 ′k }. For example, the multiset partition associated with the class of
Let MP k (ξ) denote the free module over F [ξ] with basisB k . The main theorem of this section is the following. 
is given in Equation (33). The linear extension of this operation makes MP k (ξ) an associative algebra over F [ξ].
We call this new diagram algebra MP k (ξ) as multiset partition algebra. The proof of associativity is given in Corollary 5.11.
The next theorem gives the generating function for the cardinality of the set of graphsB k .
is the number of equivalence classes of bipartite multigraphs of weight (k, l). In particular, the cardinality ofB k is the coefficient of x k y k in f (x, y).
Proof. Weigh each edge (i, j) by the monomial x i y j . The weight of a graph is the product of the monomial weights of its edges. The contribution to the weight from edges of the form (i, j) is (x i y j ) #(i,j) edges . The weight of a multigraph is thus the product over non-zero edges (i, j) of monomials of the form (x i y j ) m ij , where m ij is the number of (i, j) edges, thus a nonnegative integer. Thus we have:
Where g (i,j) (x, y) as a generating function counts the contribution from (i, j) edges.
Substituting Equation (24) into Equation (23) completes the proof.
the top multiset to be the multiset {a 1 , . . . , a n } and the bottom multiset to be the multiset {b 1 , . . . , b n }. For Γ 1 , Γ 2 ∈ B k , we say Γ 1 matches with Γ 2 if the bottom multiset of Γ 2 and top multiset of Γ 1 are the same.
For example, the two graphs in Example 4.1 do not match with each other.
The rest of this section is about the definition of Φ [Γ 1 ][Γ 2 ] (ξ) when ξ is specialized to a positive integer. The case of ξ being specialized to a positive integer is of particular interest because of Schur-Weyl duality between the actions of MP k (n) and S n on Sym k (F n ).
Let Γ 1 and Γ 2 be two graphs in B k with the same number n of edges, and ranks r 1 and r 2 respectively. Note that n ≥ max{r 1 , r 2 }. Place the graph Γ 2 above Γ 1 and identify the vertices in the bottom row of Γ 2 with those in the top row of Γ 1 . We now have a diagram with top, middle and bottom rows.
A path on this diagram is an ordered triple (a, b, c) such that (a, b) is an edge of Γ 2 and (b, c) is an edge of Γ 1 .
Definition 4.5 (Configuration of paths). A configuration of paths with respect to an ordered pair (Γ 1 , Γ 2 ) ∈ B k × B k is a multiset P = {p 1 , . . . , p n } of n paths, p i = (a i , b i , c i ), such that the covering condition (C) holds:
Given P as above, let Γ P denote the multigraph with edge multiset E Γ P = {(a 1 , c 1 ), . . . , (a n , c n )} ∈ B k . Note that rank(Γ P ) ≤ max(rank(Γ 1 ), rank(Γ 2 )).
Let Supp(Γ 1 , Γ 2 ) denote the set of all configurations of paths with respect to (Γ 1 , Γ 2 ). The set Supp(Γ 1 , Γ 2 ) is nonempty if and only if Γ 1 matches with Γ 2 .
Let Γ be an element in B k with n edges. Arrange the edges (a 1 , c 1 ) ≤ · · · ≤ (a n , c n ) of Γ in weakly increasing lexicographic order.
Define the set Notation. For any positive integer l we will denote by (ξ) l the falling factorial polynomial ξ(ξ − 1) · · · (ξ − l + 1). When l = 0, we set (ξ) 0 = 1. 
Proof. If Γ = Γ P for any P ∈ Supp(Γ 1 , Γ 2 ), then C Γ Γ 1 Γ 2 (n) = ∅. In this case, take
[Γ 1 ][Γ 2 ] (ξ) = 0 (the zero polynomial).
Suppose Γ = Γ P for some P ∈ Supp(Γ 1 , Γ 2 ). The aim is to compute the cardinality of the set C Γ P Γ 1 Γ 2 (n). Let E Γ P = {(a 1 , c 1 ), (a 2 , c 2 ), . . . , (a n , c n )} and (a 1 , c 1 ) ≤ · · · ≤ (a n , c n ) in weakly increasing lexicographic order. Denote by D = {(s 1 , t 1 ), . . . , (s j , t j )}, the set of all distinct elements of E Γ P , and we assume (s 1 , t 1 ) < · · · < (s j , t j ) in strict increasing lexicographic order.
If m st denote the multiplicity of the edge (s, t) then we can rewrite
. Regard it as having segments of size m s 1 t 1 , . . . , m s j t j :
We observe that the every other element of C Γ P Γ 1 Γ 2 (n) is obtained by the distinct rearrangements of tuples of each of the following segments
In order to count the total number of such arrangements we first need to set up some notation. Given an edge (s, t) of multiplicity m st in Γ P , for 0 ≤ l ≤ k, define m st (l) := cardinality of the multiset {p i ∈ P | p i = (s, l, t)} Note that
Then the number of all such arrangements is given by
where mst mst(0),...,mst(k) is the multinomial coefficient mst! mst(0)!mst(1)!···mst(k)! . Since m 00 = n − rank(Γ P ) and m st is independent of n for all nonzero edge(s, t), we further simplify m 00 m 00 (0),...,m 00 (k) . Denote by [P Γ 1 •Γ 2 ] the number of paths in P joining 0 to itself via nonzero vertices. Therefore Then m 00 m 00 (0), . . . , m 00 (k) = m 00 m 00 (0) m 00 − m 00 (0) m 00 (1), . . . , m 00 (k)
m 00 (1)! · · · m 00 (k)! using Equation (30). Here (n − rank(Γ P )) [P Γ 1 •Γ 2 ] is the falling factorial polynomial. Now the cardinality |C Γ P Γ 1 Γ 2 (n)| in Equation (28) is equals to
.
We write it in the form We wish to find [Γ 1 ] * [Γ 2 ], so we pick representatives Γ 1 and Γ 2 of the classes with n edges each. We do so by adding the requisite number (n − 2) of extra (0, 0) edges. Then we identify the bottom row of Γ 2 with the top row of Γ 1 to obtain:
The set Supp(Γ 1 , Γ 2 ) comprises two elements, represented by the graphs:
• 0 (n−1)
Which we call Γ P 1 , and
• 0 (n−2) P P P P P P P P P P P P P P P
which we refer to as Γ P 2 .
From Equation (31) we see |C
is equal to:
(n−1)
Corollary 4.9. Let Γ 1 , Γ 2 , Γ be any three graph in B k with same number of edges, then Φ 
and rank(Γ) ≤ n < max(rank(Γ 1 ), rank(Γ 2 )).
Proof. For the sufficient part, first two conditions are immediate. The third condition follows by considering the observation: 
4.2. The algebra MP λ (ξ). In this section, we generalize the definition of B k to any partition λ, which will allow us to define a new diagram algebra MP λ (ξ) over F [ξ]. The multiplication rule in MP λ (ξ) is completely analogous to the case of MP k (ξ). So here we will omit the proofs.
Let Γ be a bipartite multigraph on
For an edge e of Γ, joining (i 1 , i 2 , . . . , i s ) in the top row with (j 1 , j 2 , . . . , j s ) in the bottom row, the weight w(e) of e is ((i 1 , i 2 , . . . , i s ), (j 1 , j 2 , . . . , j s )) ∈ Z s ≥0 × Z s ≥0 . Let B λ denote the set of bipartite multigraphs Γ on V λ ⊔ V λ such that the total weight of edges of Γ is (λ, λ) := ((λ 1 , . . . , λ s ), (λ 1 , . . . , λ s )). For 0 = (0, . . . , 0) ∈ Z s ≥0 , an edge e of Γ is non-zero if w(e) = (0, 0). The rank(Γ) is the number of non-zero edges of Γ.
Two bipartite multigraphs in B λ are said to be equivalent if one can be obtained from the other by deleting some of its (0, 0) edges. LetB λ denote the set of all equivalence classes in B λ . As in the case of λ = (k), we define rank([Γ]) := rank(Γ).
Let (I, J) := ((i 1 , i 2 , . . . , i s ), (j 1 , j 2 , . . . , j s )) be a weighted edge of a graph in B λ . The correspondence (35) (I, J) ↔ {1 i 1 , 2 i 2 , . . . , s is , 1 ′j 1 , 2 ′j 2 , . . . , s ′js } determines a bijection between the setB λ and the set of multiset partitions of the multiset {1 λ 1 , 2 λ 2 , . . . , s λs , 1 ′λ 1 , 2 ′λ 2 , . . . , s ′λs }.
Example 4.11. Consider the following graph in B (2, 1) .
The multiset partition of {1 2 , 2, 1 ′2 , 2 ′ } associated to this graph is 
where g (I,J) (X, Y ) is the generating function for a graph with only (I, J) edges.
Substituting Equation (38) into Equation (37) completes the proof.
Given Γ, Γ 1 , Γ 2 ∈ B λ , now by merely replacing the vertices by tuples of integers, the configuration of paths P = {p 1 , p 2 , . . . , p n }, the sets Supp(Γ 1 , Γ 2 ) and C Γ Γ 1 Γ 2 (n), and the number [P Γ 1 •Γ 2 ] are defined exactly in the same manner as in the case of B k .
In order to give the next theorem we give the following definition. For an edge of weight (I, J) = ((i 1 , i 2 , . . . , i s ), (j 1 , j 2 , . . . , j s )) in Γ P with P ∈ Supp(Γ 1 , Γ 2 ), and L ∈ V λ , define 
and D denotes the set of all distinct edges of Γ.
Centralizer Algebra and Schur-Weyl dualiy
The main object of this section is the centralizer algebra End Sn (Sym λ (F n )) and its connection with MP λ (n).
From the S n -linear isomorphism (9), we have the following algebra isomorphism 
where Γ a,b is the graph with multiset of edges {(a i , b i ) | i = 1, 2, . . . , n}.
The map is well-defined because two biwords, which are same upto permutation of their columns, determine the same graph. The multiset of edges of Γ with n edges in the class [Γ] ∈B k,n uniquely determines an S n -orbit of M (n, k) × M (n, k). Hence we get the bijection S n \(M (n, k) × M (n, k)) ↔B k,n Following Theorem 2.1 we define integral operator corresponding to an S n -orbit of M (n, k) × M (n, k). • T [Γ] (1 (2,0,0) ) = 1 (1,1,0) + 1 (1,0,1) , i.e. T [Γ] (e 2 1 ) = e 1 e 2 + e 1 e 3 . • T [Γ] (1 (0,2,0) ) = 1 (1,1,0) + 1 (0,1,1) , i.e. T [Γ] (e 2 2 ) = e 1 e 2 + e 2 e 3 . (1 (1,1,0 ) ) = 0, i.e. T [Γ] (e 1 e 2 ) = 0.
• T [Γ]
Proof. The proof follows from Theorem 2.1, the isomorphism (40) and bijection (5) . Proof. We refer the reader to the proof of Theorem 4.3. Since each graph may be written as a biword by reading its edges in a predefined manner, we are counting graphs. Here we add a variable z to each term in the product, which counts the number of edges. To a graph with fewer than n edges, we may regard its associated biword as an element of End Sn (Sym k (F n )) by adding (0, 0) edges, which contribute nothing to the weight but increment the count of edges to n. Thus the range of the product is expanded to include i = 0, j = 0 and an extra variable z is added to each term. Now we give the rule for the composition of two integral operators. Given [Γ 1 ], [Γ 2 ] ∈B k,n , we can express their product as follows:
where Γ, Γ 1 , Γ 2 are the representative of the respective classes with n edges.
5.1. General case. We identify a basis for End Sn (Sym λ (C n )) with the S n orbits of space M (n, λ) × M (n, λ) as in Section 5. The following theorem is an analogue of Theorem 5.3.
where for (A := (a ij ), B := (b ij )) ∈ S n \ (M (n, λ) × M (n, λ)), the graph Γ A,B has the multiset of edges {((a 1j , . . . , a sj ), (b 1j , . . . , b sj ))} 1≤j≤n .
where the product runs over pairs of lists of nonnegative integers I = (i 1 , . . . , i s ) and J = (j 1 , . . . , j s ). And X = (x 1 , . . . , x s ), Y = (y 1 , . . . , y s ) are vectors of variables and X I :
Proof. The proof is same as the proof of Theorem 4.13 except that in this case the vertices are labeled by the tuples of integers.
In this case the structure constant α Γ Γ 1 Γ 2 given by
where [Γ 1 ], [Γ 2 ] ∈B λ,n , is computed analogously to the Theorem 5.5.
Theorem 5.9.
(42)
[Γ 1 ][Γ 2 ] (n) is given in Equation (39).
Schur-Weyl Duality.
In the seminal paper [9] Jones has shown that there is a Schur-Weyl duality (Theorem 2.3) between the actions of P k (n) and S n on (F n ) ⊗k . In this section we introduce an analog of the above scenario for the actions of MP λ and S n on Sym λ (F n ).
Theorem 5.10 (Schur-Weyl duality for multiset partition algebra). Define a map
otherwise. The map φ is a surjective algebra homomorphism with the kernel
In particular, when n ≥ 2k, MP λ (n) ∼ = End Sn (Sym λ (F n )).
Proof. From Theorem 5.7,
≤ n} is a basis of End Sn (Sym λ (F n )), so by the definition of φ it is a surjective linear map.
from Theorem 5.9.
If rank(Γ 1 ) > n or rank(Γ 2 ) > n, then generalising the Corollary 4.9, we get that no
Note that [Γ] ∈B λ has rank at most 2k, so when n ≥ 2k, ker(φ) is trivial and thus φ is an isomorphism. ) are polynomials in ξ. From Theorem 5.10, these polynomials are equal when evaluated to any positive integer n ≥ 2k. Since characteristic of F is 0, these polynomials must be the same.
Corollary 5.12. The algebra MP λ (n) is semisimple for n ≥ 2k.
Proof. Since F is a field of characteristic 0, the S n -module Sym λ (F n ) is completely reducible. Therefore, by double centralizer theorem, the centralizer algebra End Sn (Sym λ (F n )) is semisimple. Thus by Schur-Weyl duality MP λ (n) is semisimple for n ≥ 2k.
Let Λ λ,n denote the set of irreducible S n -modules appearing in the decomposition of Sym λ (F n ), that is Λ λ,n = {ν ⊢ n | a ν λ (n) = 0}. Corollary 5.13. For n ≥ 2k, let M ν λ,n denote the irreducible representation of MP λ (n) indexed by ν ⊢ n. Then as S n × MP λ (n)-bimodule
where dim(M ν λ,n ) = a ν λ (n).
Connection with partition algebra
In this section we explore the connection between the multiset partition algebra and the partition algebra. We describe a map between bipartite multigraphs inB λ and certain class of partition diagrams in A |λ| for any partition λ. In particular, for λ = (1 k ), MP λ (ξ) is isomorphic to P k (ξ).
The direct product S k × S k acts on A k as follows: for (σ, τ ) ∈ S k × S k and d ∈ A k , σ and τ act by the value permutation of the vertices of top and bottom rows of d respectively. This action preserves the number of blocks of d, and preserves the number of elements of the top and bottom rows occurring in each block.
Given Γ ∈ B k with n edges, associate to it the canonical biword a 1 a 2 . . . a n b 1 b 2 . . . b n by arranging the edges of Γ in weakly increasing lexicographic order. For 1 ≤ i ≤ n, define:
gives a set partition of {1, 2, . . . , k, 1 ′ , 2 ′ , . . . , k ′ }, which we call the canonical partition diagram d Γ associated to Γ. Note that B s is an empty set if and only if the pair (a s , b s ) = (0, 0). Example 6.1. Let Γ be the following graph:
Then the corresponding biword of Γ is 0 0 2 0 1 1 . By Equation (44), we
and so d Γ is as follows:
Let (S k × S k ) \ A k denote the set of orbits of S k × S k on A k . Then the following map is a bijection,
Example 6.3. Under the above bijection, the graph in Example 6.1 is mapped to the orbit consisting of the following two diagrams:
This idea may be extended to arbitrary partitions. Let λ = (λ 1 , λ 2 , . . . , λ s ) be a partition of k. Given Γ ∈B λ with n edges, we have a pair (P, Q) of s × n matrices that uniquely determines the graph, where
Recall each column of P is the label for a vertex in the top row of Γ and each column of Q is the label for a vertex in the bottom row of Γ. A column of P is connected by an edge to the corresponding column of Q. The columns of P are arranged in weakly increasing lexicographic order, and if (p 1j , . . . , p sj ) T = (p 1j+1 , . . . , p sj+1 ) T then (q 1j , . . . , q sj ) T ≤ (q 1j+1 , . . . , q sj+1 ) T . We define a set partition of the set {1, . . . , k, 1 ′ , . . . , k ′ } corresponding to the pair of matrices (P, Q):
Note that some of these blocks might be empty. It follwos from the construction that if two graphs in B λ are equivalent then their corresponding canonical partition diagrams are the same. Let Γ be the following bipartite multigraph on the vertex set V (2,1) V (2, 1) .
Then corresponding pair of matrices are follows: P = 0 0 2 0 1 0 and Q = 0 1 1 0 0 1 , And we have: (47), the blocks of canonical set partition associated to Γ are:
This canonical partition diagram d Γ in A 3 is depicted as follows:
The subgroup S λ × S λ of S k × S k acts on A k by the restriction. So analogously to Theorem 6.2 we have: Theorem 6.5. Let λ be a partition of k. Let (S λ × S λ ) \ A k be the set of orbits of the action of S λ × S λ on A k . The following map is a bijection
Corollary 6.6. The setB (1 k 
Proof. The results follows from Theorem 6.5, because for λ = (1 k ), the subgroup S λ × S λ is trivial.
6.
1. An embedding of MP λ (ξ) into P k (ξ). The canonical projection map π k : (F n ) ⊗k → Sym k (F n ) has a section i k : Sym k (F n ) → (F n ) ⊗k , which is defined as
We have,
Let π λ = π λ 1 ⊗ · · · ⊗ π λs and i λ = i λ 1 ⊗ · · · ⊗ i λs . Then using Equation (50), we have π λ • i λ = id Sym λ (F n ) . The maps π λ and i λ induce the following map:
Since i λ is a section of π λ , φ is an algebra homomorphism. Also, since i λ and π λ are injective and surjective, respectively, η λ is an embedding of algebras. Theorem 6.7. For λ a partition of k, the algebra MP λ (ξ) is isomorphic to a subalgebra of P k (ξ). In particular, when λ = (1 k ), MP λ (ξ) and P k (ξ) are isomorphic.
Before we offer a proof we need to setup some notation. Definition 6.8. We represent an element e i 1 ⊗ · · · ⊗ e i k in (F n ) ⊗k as an ordered set partition of the set {1, . . . , k}. That is,
. . , k}. For example the element e 2 ⊗ e 1 ⊗ e 1 in (F 4 ) ⊗3 is represented by the tuple ({2, 3}, {1}, ∅, ∅).
Using Definition 6.8, the map π k : (F n ) ⊗k → Sym k (F n ) can be written as (52) π(1 (A 1 ,...,An) ) = 1 |A| ,
where |A| := (|A 1 |, . . . , |A n |) ∈ M (n, k). Definition 6.9. For a given element a = (a 1 , . . . , a n ) ∈ M (n, k) define the set
Using above definition, the map i k : Sym k (F n ) → (F n ) ⊗k can be written as Using Definition 6.10, the map (8) can be written as
where A = (A 1 , . . . , A n ) and C = (C 1 , . . . , C n ). Now we give a proof of Theorem 6.7.
Proof. First we will prove that under the embedding
where α d Γ is given in Definition 6.11. We extend the above map as follows
We proveη λ is an embedding of algebras. Since the structure constants for both MP λ (ξ) and P k (ξ) are polynomials in ξ, therefore it is sufficient to proveη λ is an algebra homomorphism when ξ is evaluated at any positive integer. Now consider the following diagram
where the vertical maps are as in Theorem 5.10 and Theorem 2.3. By Schur-Weyl duality the vertical maps are algebra isomorphisms for n ≥ 2k.
Therefore it is enough to prove Equation (56) as this ensures that the above diagram commutes.
We do so for λ = (k) which is notationally less demanding, and note that the same procedure works for arbitrary partitions λ. Let Γ be the graph whose canonical biword is a 1 a 2 . . . a n b 1 b 2 . . . b n . Fix a = (a 1 , . . . , a n ), b = (b 1 , . . . , b n ). Let A = (A 1 , . . . , A n ) be a set partition of {1, . . . , k}.
The right hand side of Equation (56) is
For the last equality recall that for Γ = Γ |A|,c , we have α d Γ = |D(c)|.
If set(|A|) = set(a), then for every
the cardinality of a given block of d is equal to a i for some 1 ≤ i ≤ n. So by Equation (55), we get
x d (1 A ) = 0. Assume set(|A|) = set(a). Following the notation of Definition 6.10: such that {(|X 1 |, |Y 1 |), . . . , (|X n |, |Y n |)} is the biword associated to a graph that is in the class [Γ]. From Equation (55) we know that: . ..,Sn)|{(A 1 ,S 1 ),...,(An,Sn)}=d}
Thus we have:
Comparing Equation (59) and Equation (58) we see that Equation (56) is true.
The particular case when λ = (1 k ) the algebras are isomorphic following Corollary 6.6.
Balanced multiset partition algebra
Recall the multiset partition algebra MP λ (ξ) has a basis indexed by multiset partitions of {1 λ 1 , . . . , s λs , 1 ′λ 1 , . . . , s ′λs }. We say that a multiset partition is balanced if each block B of the multiset partition satisfies: 
is independent of ξ, and henceforth we denote MP bal λ (ξ) by MP bal λ . Let D be the subgroup all diagonal matrices in GL n (F ). Then D ⋊ S n is the subgroup of all the monomial matrices in GL n (F ). So D ⋊ S n acts on Sym λ (F n ) by the restriction. 
is a basis of End D⋊Sn (Sym λ (F n )).
Proof. Let [Γ]
∈B bal λ such that rank([Γ]) ≤ n. Let diag(x 1 , . . . , x n ) be a diagonal matrix in D and A = (I T 1 , . . . , I T n ) ∈ M (n, λ), where I T j is the jth column of A. Then
On the other hand, diag(x 1 , . . . , x n )T [Γ] (e A ) = diag(x 1 , . . . , x n )
Since [Γ] ∈B bal λ and Γ A,B = Γ, this forces |I 1 | = |J 1 |, . . . , |I n | = |J n |. Thus T [Γ] ∈ End D⋊Sn (Sym λ (F n )).
Let ψ ∈ End D⋊Sn (Sym λ (F n )). The symmetric group S n is a subgroup of D ⋊ S n , so we have an embedding of algebras (61) End D⋊Sn (Sym λ (F n )) ⊆ End Sn (Sym λ (F n )). In order to prove the result it is sufficient to show that in Equation (62) if [Γ] / ∈B bal λ then α Γ = 0. So let [Γ ′ ] / ∈B bal λ . Then Γ ′ has an edge of weight (I ′ , J ′ ) such that |I ′ | = |J ′ |. Let A ′ and B ′ in M (n, λ) such that Γ A ′ ,B ′ = Γ ′ . Note that there exists 1 ≤ s ≤ n such that I ′ and J ′ are the sth columns of A ′ and B ′ , respectively. Let X = diag(x 1 , . . . , x n ) such that x s = x and x i = 1 for
On the other hand,
Now equating the coefficient of e B ′ in the Equations (63) and (64), we get
Since |I ′ | = |J ′ |, we get α Γ ′ = 0. Recall from [8, Page 21] a set partition is balanced if it satisfies Equation (60) for λ = (1 k ). Let P bal k denote the sub algebra of P k with basis consisting of balanced set partition diagrams.
The following is a corollary of Theorem 6.7. (65) P 1 (ξ) ⊂ P 2 (ξ) ⊂ P 3 (ξ) ⊂ · · · which is not a multiplicity free tower. In [7] , by introducing partition algebras corresponding to half integers, this tower is further refined so that it becomes a multiplicity free tower. So it is a natural step to investigate the possibility of an infinite tower of algebras consisting of MP k (ξ). This we answer negatively for centralizer algebra End Sn (Sym k (F n )), by giving the following counter example. Let n = 3 and k = 2. The algebra End S 3 (Sym 3 F 2 ) has exactly two irreducible representations, and both have dimension 2. On the other hand, there are exactly three irreducible representations of End S 3 (Sym 3 F 3 ) with dimensions 3, 3, and 1. So there is no way one can decompose the restriction of a 3-dimensional representation of End S 3 (Sym 3 F 3 ) to End S 3 (Sym 2 F 3 ), into irreducible representations of End S 3 (Sym 2 F 3 ). This exhibits an obstruction to an embedding End S 3 (Sym 2 F 3 ) inside End S 3 (Sym 3 F 3 ).
However, it is not clear for large n whether such a tower (65) consisting of MP k (n) exist. of Hom C (V p , V q ), and a combinatorial rule for computing the structure constants c Γ Γ ′ Γ ′′ that are defined by:
for Γ ′ ∈ M (p, q), Γ ′′ ∈ M (q, r) and Γ ∈ M (p, r).
For a positive integer n, we define a new category MP(n). The object class is given by the set of all partitions. The morphism space from λ to µ is the F -span of elements ofB λ,µ . WhereB λ,µ consists of equivalence classes of weighted bipartite multigraphs on V λ ⊔ V µ with weight equal to (λ, µ). [Γ ′ ][Γ ′′ ] (n) can be computed combinatorially using the methods in Section 5. Thus MP(n) is a diagram category. We call MP(n) the multiset partition category.
We see from Theorem 6.5 that the partition category, when δ = n in [12, Section 5] , is isomorphic to a full subcategory of MP(n) whose object class is given by (1 k ), where k varies over the natural numbers.
