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Abstract 
Development of Experimental and Computational Techniques to Improve or 
Predict the Likelihood of Separation Success of Chromatographic and 
Electrophoretic Techniques 
Erin Joan Ennis 
 
 
 
 
In the method development process, it is imperative not only to be able to achieve 
a successful separation of all components of interest (all components fully resolved in a 
single experiment), but also to be able to achieve those separations without sacrificing 
time or chromatographic efficiency. Experimental optimization, both in the laboratory 
and in computational approaches, allows for the thorough development of 
chromatographic and electrophoretic techniques to separate compounds of interest. An 
experimental method was developed to improve electrophoretic separations of 
pharmaceutical compounds, a stochastic approach was developed to evaluate the 
likelihood of achieving separations for competitive techniques, and a computational 
approach was developed to optimize experimental parameters to increase the likelihood 
of achieving complete separation of complex samples. 
Nonaqueous capillary electrophoresis (NACE), an organic-solvent based capillary 
electrophoresis technique, was developed for the separation of pharmaceutical 
enantiomers without the addition of chiral selectors. In the interest of fully investigating 
the ability of the background electrolyte to separate enantiomers (when the organic 
solvent was enantiopure) the aqueous content, identity and concentration of organic 
solvent, and degree of enantioseparation were thoroughly examined in terms of selected 
chromatographic figures of merit for a variety of analytes and analyte mixtures. A chiral 
NACE background electrolyte (BGE) containing cyclodextrin was also developed to 
 xxxvii 
improve the non-visual enantioseparation achieved with only a chiral solvent to a visual 
enantioseparation with the chiral NACE BGE and additives. 
Two approaches were developed for the unbiased prediction of the probability of 
a successful separation of a given number of components for chromatographic and 
electrophoretic techniques.  For high-performance liquid chromatography (HPLC), the 
stochastic approach eliminated the positive bias in previous studies by redefining the 
separation space and allowing all components in a separation to be considered in the 
prediction. The HPLC stochastic approach was applied to both gradient and isocratic 
separations, the latter of which had not been considered previously. The probability 
calculations were applied to sequential elution liquid chromatography (SE-LC) to 
facilitate an accurate comparison of the likelihood of separation in HPLC and SE-LC.  
For capillary electrophoresis separations, a computational approach was utilized 
to determine the effect of electroosmotic flow (EOF), migration distance, and electric 
field on the probability of a successful separation of a given number of components. A 
factorial design was utilized to examine the probability of success in the total separation 
space and in a time-restricted separation space for a given peak capacity and number of 
components. The individual and factorial design analysis allows for the full optimization 
of experimental parameters to achieve successful separations in capillary electrophoresis. 
The combination of experimental and computational approaches for 
chromatographic and electrophoretic techniques encompass many of the goals of 
analytical method development and provide new pathways to predict the feasibility of a 
separation and optimize experimental conditions. 
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Chapter 1: Introduction to Separation Science, Capillary Zone Electrophoresis, and 
Nonaqueous Capillary Electrophoresis 
 
1.1 Separation Science 
The objective of separation science is to separate ions, ionizable species, and/or 
neutral compounds, either partially or fully, utilizing one or more techniques from a wide 
range of potential methodologies [1]. This is typically done by finding a balance between 
separative transport (which distinguishes each compound of interest from another) and 
bulk transport (which moves all material from the beginning to the end of the separation 
medium), in order to separate all compounds quickly and efficiently. Separation science 
is a widely used technique, particularly in applications such as pharmaceutical and 
biological analysis, and as such methods must be developed that are faster, cheaper, 
greener, and more efficient than the methods that came before. The method development 
process can be performed in the laboratory utilizing instrumentation to enhance existing 
techniques or to create new techniques to increase separation capabilities, or outside of 
the laboratory in dry-lab-like settings to evaluate, optimize, and improve methodologies 
while minimizing experimental analysis time and the generation of waste.  
1.2 Capillary Zone Electrophoresis 
 
Capillary zone electrophoresis (CZE), an analytical technique used to separate 
complex samples into their individual components based on their migration under an 
applied electric field, was developed as a competitive separation technique to high 
performance liquid chromatography (HPLC) in terms of efficiency, resolution, and 
selectivity. CZE, like many separation techniques, can be controlled through the 
manipulation of three factors: the properties of the analytes of interest, the properties of 
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the separation medium(s), and external influences [2]. 
 
1.2.1 Historical Development of Capillary Zone Electrophoresis 
 
While the term “electrophoresis” was first coined by Michaelis in 1909 [3], 
Tiselius first introduced the concept of “moving boundary” electrophoresis in 1937 to 
separate proteins in a U-shaped tube with free flowing bulk liquid and refractive index 
detection using ultraviolet light [4, 5]. The middle of the tube was filled with sample, 
then surrounded by buffering electrolyte, so that when current was applied the analytes 
separate into zones with shared boundaries [6].  However, his initial experiments failed to 
completely separate protein samples into unique zones due to broadening and suffered 
from high Joule heat generation in the U-shaped tubes [7, 8]. 
In order to combat these limitations, “moving boundary” electrophoresis would 
need to establish a method of limiting thermal convection and heat gradients. Tiselius 
coined the term “zone electrophoresis” to describe the phenomenon through a stabilizing 
media, where the lack of gravitational effects minimizes convection and components 
migrate into fully separated zones [7-9]. A representative image of the separation 
difference between moving boundary electrophoresis and zone electrophoresis is shown 
in Figure 1.1 [5]. Additionally, the full separation of zones allows for better fraction 
isolation and the use of lower concentrations [7, 9]. Throughout the 1950’s, stabilizing 
media such as glass powder [10], paper [7, 11], starch [12, 13], cellulose [14, 15], and 
agarose [16] were examined as anti-convective means. Potentiometric detection, where 
potential differences between the electrodes indicate the passing of a conductive zone, 
was introduced for zone electrophoresis in glass capillaries in 1974 [2, 17]. However,  
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Figure 1.1: A representative illustration of moving boundary electrophoresis (A, top) and 
zone electrophoresis (B, bottom). Striped lines represent the first analyte; black dots 
represent the second analyte.
  
  
A 
B 
 4 
while these approaches tended to increase the resolution of analyte zones, wall adsorption 
led to poor peak shape or problems with detection [9].  
In 1958, Hjerten and co-workers employed a rotating, horizontal quartz crystal 
tube of small diameter (0.6 cm) to minimize gravitational effects on convection [18, 19]. 
Due to the complexity of the instrumentation required to perform this technique, it was 
not readily adopted [8]. Rotating tubes also suffered from experimental difficulties: the 
need to eliminate electroendoosmosis, poor detection capabilities, the lack of a means to 
introduce sample in a sharp zone, and most importantly, the need to thermostat the tube 
in a liquid bath that could simultaneously transmit light for detection without interference 
[20].  
In 1979, Mikkers and co-workers developed high performance zone 
electrophoresis, where convection was minimized by using the “anti-convective wall 
effect”; decreasing the ratio of the cross sectional area of the separation space to the 
surface area [18]. The heat generation due to ions moving through a conductive medium 
via an applied electric field (Joule heat) dissipates unevenly throughout a wide-bore tube; 
with fluid in the center having an increased temperature compared to fluid near the wall. 
Since analyte mobilities increase approximately two percent per degree Celsius, it is 
important to regulate the temperature within the tube [21, 22]. By decreasing the ratio of 
the cross sectional area of the tube in comparison to its total surface area (i.e, smaller 
diameter tubes), the Joule heat fluctuations across the tube could be minimized and thus 
result in well-defined analyte zones and limited thermal convection [21, 22]. However, 
Mikkers’ work suffered from poor detector sensitivity due to the equivalently small 
analyte zones. 
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Jorgensen and Lukacs conducted the first “modern” CZE experiments in 1981 
utilizing even smaller diameter (< 100 μm) open capillaries and fluorescence detection to 
separate dansyl–derivatives of amino acids [23, 24]. Their pioneering work, the first 
termed capillary zone electrophoresis, highlighted the benefits of narrow-bore capillaries 
for decreased zone broadening, reduced heat generation, and increased efficiency [21, 
22]. Unlike many common analytical separations, CZE analysis could be carried out in 
free solution without the requirement of supporting separation media. Additionally, due 
to the small diameter tubing, samples can diffuse back and forth across the tube much 
more frequently, minimizing the effect of any still-existing temperature gradients due to 
sampling of the entire separation space [21]. Tsuda and coworkers expanded this work to 
investigate different types of capillaries (Pyrex, fused-silica, and poly(fluoroethylene-
propylene)) to determine the influence of capillary material on plate number, mobility, 
and electroosmotic flow [25].  
Reviews published in the early 1980’s highlighted the high efficiencies of 
capillary zone electrophoresis compared to other common separation techniques [26-28]. 
The introduction of the first commercial instrumentation for CZE in 1988 [29] led to a 
surge in literature focusing on instrumentation/method development [30-34] and potential 
applications including (but not limited to) pharmaceuticals [35-39], proteins and peptides 
[40-44], nucleotides [45], and complex mixtures. CZE gained momentum due to its 
increased resolution, quantitative precision for low concentrations and volumes, minimal 
zone broadening, and minimal solvent consumption [46].  
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1.2.2 Governing Principles of Capillary Zone Electrophoresis 
1.2.2.1 Instrumentation 
A schematic of a typical CZE instrument is shown in Figure 1.2. The main 
components include a fused silica capillary, a capillary cartridge or cassette, two platinum 
electrodes, buffer vials, a high voltage power supply, and a detector [47]. The narrow 
bore capillary is typically 30-40 cm in length (although this may be adjusted dependent 
on instrument configurations) and coated externally with polyamide to allow flexibility 
[48]. If a small window is burned into the polyamide capillary coating, on-column 
spectroscopic methods of detection, such as absorbance and fluorescence, can be applied 
[48]. The inside of a typical fused silica capillary is comprised of surface bound silanol 
(SiOH) groups that can be ionized to create bulk flow within the capillary [47]. 
Capillaries can be coated with other materials [49-51] to hinder bulk flow or aid in 
separation. Internal diameters are usually less than 100 μm and a high voltage power 
supply typically delivers up to 30 kV and a maximum current of 100-250 µA. In the 
normal polarity mode, the anode is located at the point of injection and the cathode is 
located beyond the detector; in the reversed polarity mode, the cathode is located at the 
point of injection and the anode is located beyond the detector.  
Typically, injection of sample into the capillary can be performed by voltage or 
by pressure. Electrokinetic injection is performed by applying a voltage across the 
capillary while the inlet end is inserted into a sample vial [29, 51]. This voltage drives 
sample into the capillary due to the induction of electroosmotic flow and the inherent 
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Figure 1.2: Basic diagram of a capillary zone electrophoresis (CZE) system. 
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 8 
electrophoretic mobilities of the analytes (net mobility). However, mobility differences 
among analytes in a single sample will result in different amounts of the various analytes 
moving into the capillary with the applied voltage (analytes with high electrophoretic 
mobilities will be preferentially induced into the capillary at a larger concentration), thus 
altering concentrations within the separation space compared to the sample vial [51]. 
Hydrodynamic injection is performed by applying a positive pressure or vacuum to the 
inlet or outlet end of the capillary, respectively, while the inlet end is inserted into a 
sample vial; the resulting pressure difference moves liquid into the capillary [29, 51]. The 
liquid will load at the front of the capillary and will not cause concentration differences 
due to the lack of voltage and electroosmotic flow. 
 
1.2.2.2 Separations in Capillary Zone Electrophoresis 
1.2.2.2.1 Electrophoretic Mobility 
Two primary factors that affect the velocity of a charged species in CZE are i) the 
applied electrical force, which depends on the charge of the ion and the electric field (the 
voltage over unit length) and ii) the frictional force that the species undergoes as it moves 
through solution (as modeled by Stoke’s Law for rigid spheres) [17, 47, 52]. The velocity 
can be calculated when these two forces are equivalent, or when: 
     𝑞 𝑉
𝐿𝑡
= 6𝜋𝜋𝜋𝑣𝑛𝑛𝑛     (1.1) 
 
where q is the charge of the molecule, V is the voltage, Lt is the total length of the 
capillary, r is the solvation radius, η is the viscosity of the solution, and vnet is the 
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migration velocity of the species. The migration velocity of a charged species can further 
be expressed in terms of the electrophoretic mobility, 
     𝑣𝑛𝑒 = 𝜇𝑛𝑒𝐸      (1.2) 
 
where E is the applied electric field (voltage per unit length), vep is the electrophoretic 
velocity and μep is the electrophoretic mobility [21]. Based on equation 1.2, it can be seen 
that an analyte with a given electrophoretic mobility will have a different migration 
velocity depending on the electric field, and thusly on the voltage. Larger voltages will 
lead to larger electric fields and, therefore, faster-migrating analytes.  By expressing 
equation 1.1 in terms of electrophoretic velocity and combining with equation 1.2 and 
rearranging, the electrophoretic mobility of a given species can be expressed below. 
     𝜇𝑛𝑒 = 𝑞6𝜋𝜋𝜋       (1.3)  
Based on equation 1.3, it can be seen that smaller species (smaller values of r) 
will migrate much faster in the same capillary conditions than larger molecules (larger 
values of r) of the same charge. Similarly, a highly charged species (larger q) will migrate 
much faster in the same capillary conditions than lesser-charged species (smaller q) of the 
same size.  
The degree of ionization of a monoprotic ionizable compound can be determined 
from the dissociation constant of the compound (pKa) and the pH of the surrounding 
buffer solution, utilizing the Henderson-Hasselbalch equation 
    𝑝𝑝 = 𝑝𝐾𝑎 + log [𝑏𝑎𝑏𝑛][𝑎𝑎𝑎𝑎]     (1.4) 
where “base” is the concentration of the deprotonated acid form (A-) of the compound (or 
the undisssociated base form B) and “acid” is the concentration of the un-dissociated acid 
form (HA) of the compound (or the protonated base form, BH+) [53]. 
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Utilizing this relationship, if the pH of the buffer solution is equal to the analyte 
pKa, equal amounts of the analyte will be in an uncharged and charged state (the second 
term in equation 1.4 would be zero, i.e, the log(1) = 0). If the pH of the buffer solution is 
greater than the pKa, a weak acid or base will exist predominantly in its deprotonated 
form. If, on the other hand, the pH of the buffer solution is less than the pKa (the second 
term in equation 1.2 is smaller than 1), a weak acid or base will exist predominantly in its 
protonated form. [53]. 
While the concepts underlying equations 1.2-1.4 account for the elution order of 
species based on their size, charge, and degree of the electric field, they do not account 
for the ability to simultaneously measure oppositely charged species in a single 
experiment. This capability is due to the electroosmotic flow (EOF) generated within the 
capillary. 
1.2.2.2.2 Electroosmotic Flow 
A schematic of EOF, or the bulk flow of the separation, can be seen in Figure 1.3, 
A. Silanol groups on the capillary wall can be ionized into negatively charged silanoate 
groups. The pH of the buffer system dictates the fraction of silanol groups that are 
ionized. Positive electrolyte counter-ions will be attracted to the negative charge of the 
capillary wall, resulting in a layer of immobilized, compact cations and a second layer of 
diffuse, free flowing cations [54]. The immobilized compact cations can be further 
divided into two sublayers; the inner Helmholtz plane (IHP) composed of immobilized, x 
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Figure 1.3: Illustration of A) the formation of surface bound cations, diffuse cations, and 
electroosmotic flow in the capillary due to interaction with the negatively charged 
capillary wall and B) the movement and direction of electroosmotic flow from anode 
(left) to cathode (right) under the influence of an applied electric field [53].
A 
B 
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electrophoretic mobilities of the analytes (net mobility). However, mobility differences 
among analytes in a single sample will result in different amounts of the various analytes 
cations. These cations are still attracted to the capillary wall, but considerably less than 
the immobilized layer due to steric hindrance. If an electric field is applied through the 
capillary, these cations migrate toward the cathode, dragging solvent with them [56]. This 
free flowing movement of solvent is termed the electroosmotic flow. A representative 
illustration of the flow is shown in Figure 1.3, B. 
Similar to equation 1.2, the velocity of the electroosmotic flow can be expressed 
as 
     𝜈𝑛𝑒 = 𝜇𝑛𝑒𝐸      (1.5) 
 
or by the Helmholtz-Von Smoluchowski equation 
     𝜈𝑛𝑒 = � 𝜀𝜀4𝜋𝜋�𝐸     (1.6) 
 
where μeo is the electroosmotic mobility, ε is the dielectric constant, and ζ is the zeta 
potential [21]. Therefore, the electroosmotic mobility can be defined by combining 
equations 1.5 and 1.6 [56, 57]. 
     𝜇𝑛𝑒 = � 𝜀𝜀4𝜋𝜋�      (1.7) 
 
Electrophoretic mobility of an analyte, as described in equation 1.1, does not 
account for the effect of the electroosmotic flow on the total mobility of the analyte. A 
combined term, the net mobility of an analyte of interest (or the observed mobility), can 
be determined from the sum of equations 1.3 and 1.7. 
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    𝜇𝑛𝑛𝑛 = 𝜇𝑛𝑒 + 𝜇𝑛𝑒      (1.8) 
 
Since these values are vectors, the electroosmotic flow (if strong enough) will 
carry all analytes to the detector regardless of charge. In normal polarity mode cations, 
inherently attracted to the cathode beyond the detector (positive vector), will be aided by 
the electroosmotic flow and elute first. Anions, inherently attracted to the anode (negative 
vector), will be aided by the electroosmotic flow if it is strong enough and eventually 
elute last. Rearranging equation 1.8, the electrophoretic mobility, in vector form, can be 
found by equation 1.9. 
    𝜇𝑛𝑒 = 𝜇𝑛𝑛𝑛 − 𝜇𝑛𝑒      (1.9) 
 
A simplified diagram of the distinction between the vectors of μep, μnet, and μeo is shown 
in Figure 1.4. 
 
1.2.2.2.3 Calculating Mobility from an Electropherogram 
When evaluating a capillary electrophoresis experiment, results will be reported 
in migration time (i.e, the time in which it takes an analyte to reach the detector), not 
mobility. The migration time, which is the measure of the distance traveled by the analyte 
from the inlet to the detector, can be determined from the length of the capillary and the 
velocity of the analyte. In order to determine the net mobility (and, moreso, the 
electrophoretic mobility of an analyte of interest and/or the electroosmotic flow of the 
experiment), the migration time of an analyte of interest must be first adjusted to account 
for the linear voltage ramp typically applied at the beginning of an experiment [58]. This 
can be accomplished by utilizing the relation, 
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Figure 1.4: Diagram of the vector relationship of electrophoretic mobility (μep), 
electroosmotic mobility (μeo) and net mobility (μnet) for cationic compounds (top left), 
anionic compounds (top right), and neutral compounds (bottom, middle). The cathode 
would be located on the right hand side and the anode would be located on the left hand 
side.
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     𝑡𝑉𝑉𝑉 = 𝑡𝑚 − 𝑛𝑟𝑟𝑟𝑟2      (1.10) 
where tVRC is the voltage ramp corrected migration time, tm is the experimentally 
observed migration time, and tramp is the time for the voltage ramp. 
As stated above, the experimentally observed migration time can be calculated as 
the distance traveled by the analyte (the migration distance) divided by the net (or 
observed) velocity of the analyte. Therefore, in terms of electrophoretic and 
electroosmotic mobilities, utilizing equations 1.2 and 1.5, tm can be calculated by 
equation 1.11. 
    𝑡𝑚 = 𝐿𝑑𝜈𝑛𝑛𝑡 = 𝐿𝑑𝐸(𝜇𝑛𝑛𝑡) = 𝐿𝑑𝐿𝑡𝑉(𝜇𝑛𝑛𝑡)     (1.11) 
 
The net mobility can be calculated using the voltage corrected migration time in 
place of the experimental migration time and rearranging equation 1.11, 
     𝜇𝑛𝑛𝑛 = 𝐿𝑡𝐿𝑑𝑛𝑉𝑉𝑉𝑉      (1.12) 
and the electroosmotic flow can be calculated in the same manner 
     𝜇𝑛𝑒 = 𝐿𝑡𝐿𝑑𝑛0,𝑉𝑉𝑉𝑉      (1.13) 
 
where Ld is the length of capillary from the inlet to the detector, Lt is the total capillary 
length (inlet to outlet), V is the voltage, and t0vrc is the voltage ramp adjusted migration 
time of an unretained peak, which can serve as a measure of the electroosmotic flow.  
Equation 1.9 can then be utilized to determine the analyte’s electrophoretic mobility. 
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1.2.2.3 Detection 
Ultraviolet-visible absorption (UV-visible) is the most common form of on-line 
detection utilized for capillary electrophoresis [59]. Utilizing Beer’s law 
     𝐴 = 𝜀𝜀𝜀      (1.14) 
 
where A is the absorbance, ε is the molar absorptivity, b is the pathlength, and c is the 
concentration, the absorbance of a passing analyte through the detector window correlates 
linearly to the analyte’s concentration [3]. The mean cross-sectional pathlength of a 
capillary can be determined by the equation 
     𝜀𝑚𝑛𝑎𝑛 = 𝜋𝑎4       (1.15) 
where d is the diameter [3]. This equation shows that typical CZE capillaries (< 100 μm) 
result in a mean pathlength less than 79 μm, approximately 130 times smaller than a 
standard UV-Vis absorbance spectrophotometer.  While the short pathlength of the 
detector window in commercial instrumentation allows for the use of shorter wavelengths 
(where molar absorptivities are typically larger) that might otherwise result in an 
absorbance beyond the linear dynamic range of the photometric detector, the same short 
pathlength limits the detection capabilities and increases the influence of noise [3, 59]. 
Additionally, absorbance detection requires the analytes of interest to possess a 
chromophore. 
Fluorescence detection is the second most common form of on-line detection 
utilized for CZE, particularly in the early 1990’s [3, 59]. Again, the use of small diameter 
capillaries and thusly, short pathlength limits the detection capabilities. Additionally, 
fluorescence detection requires the analytes of interest to have a fluorophore or be 
chemically derivatized to fluoresce [53]. While not as popular as absorption methods and 
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beyond the focus of this manuscript, interest is growing in mass spectrometry, which can 
be coupled to capillary electrophoresis for analyte detection, if the background electrolyte 
is suitably volatile [51].  
 
1.2.3 Evaluation of Capillary Zone Electrophoresis 
As mentioned previously, CZE was developed due to its enhanced 
chromatographic figures of merit, specifically selectivity, efficiency, and resolution. 
 
1.2.3.1 Selectivity 
Selectivity, or the measure of the relative spacing between analyte zones, can be 
described in terms of mobility by 
     𝛼 = 𝜇1,𝑛𝑟
𝜇2,𝑛𝑟      (1.16) 
where μ1,ep and μ2,ep are the electrophoretic mobilities of the first and second analyte, 
respectively [1]. Selectivites greater than 1 indicate differences in the electrophoretic 
mobilities of the analytes, while a selectivity equal to 1 indicates equivalent values of 
mobility and, thusly, the analyte zones are inseparable.  By definition selectivities are 
calculated with the larger electrophoretic mobility in the numerator, and thus can never 
be less than 1. The selectivity can be manipulated by increasing or decreasing the 
electrophoretic mobilities of the analytes. 
 
1.2.3.2 Band Broadening 
During any separation technique, analyte zones are not only separated but also 
broadened due to a variety of factors. Typically, in chromatographic techniques, the van 
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Deemter equation is used to relate HETP (height equivalence to a theoretical plate, or 
total dispersive in-column variance per unit length) to band broadening factors 
    𝑝𝐸𝐻𝐻 = 𝐴 + 𝐵
𝑢
+ 𝐶𝐶      (1.17) 
 
where A is the eddy-dispersion parameter, B is the diffusion term resulting from 
longitudinal diffusion, C is the resistance to mass transfer parameter, and u is the linear 
velocity [53]. Eddy-dispersion, or dispersion resulting from multiple paths that can be 
traveled by an analyte (through a packed medium), is irrelevant in the open-tube 
capillaries used in CZE. Additionally the mass transfer parameter, which correlates to the 
diffusion rate between the stationary phase and mobile phase, is also irrelevant in the 
single-phase present in CZE. Therefore, the van Deemter equation for capillary 
electrophoresis can be rewritten from equation 1.17, as shown below [3, 53], 
     𝑝𝐸𝐻𝐻 = 𝐵
𝑢
      (1.18) 
with band broadening solely attributed to longitudinal diffusion. However, in any non-
optimal experiment, additional factors may contribute to the overall broadening of a 
single analyte. The total dispersive variance in capillary electrophoresis can be described 
in a single equation 
  𝜎2𝑛𝑒𝑛𝑎𝑡 = 𝜎2𝑎𝑛𝑖 +  𝜎2𝑎𝑎𝑑𝑑 + 𝜎2𝐸𝐸𝐸 + 𝜎2𝑛𝑛𝑚𝑒 + 𝜎2𝑎𝑎𝑏 + 𝜎2𝑎𝑛𝑛  (1.19) 
 
where injection length, longitudinal diffusion, electromigration dispersion, radial 
temperature gradients, analyte adsorption to the wall, and the detection process all 
contribute [60, 61]. 
The variance attributed to the injection length is described as 
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     𝜎2𝑎𝑛𝑖 = �𝑊𝑖𝑛𝑖�212      (1.20) 
where Winj is the width of the injection plug [47]. This variance can also be determined 
from injection volume [62, 63]. Typically, the width of the injection zone should be 
smaller than 1% of the length of the capillary in order to permit good efficiency and 
eliminate this term, but not so small as to inhibit detection [60].  
Electromigration dispersion is related to the similarity of the local field strength of 
the migrating analyte zone to that of the background electrolyte [60]. When the analyte 
zone has a higher mobility (and thusly higher conductivity) than the background 
electrolyte in the tube, the analyte ions will diffuse into the leading boundary of the 
background electrolyte, where the conductivity is lower [47, 64]. This will cause the 
resulting peak to be fronted. When the analyte zone has a lower mobility (and thusly 
lower conductivity) than the background electrolyte in the tube, the analyte ions will 
diffuse into the trailing boundary of the background electrolyte, where the conductivity is 
higher [47, 64]. This will cause the resulting peak to be tailed. 
The variance due to electromigration dispersion can be defined as 
   𝜎2𝐸𝐸𝐸 = (𝜇𝑛𝑛𝑡𝐸𝑛)216 �∆𝑘𝑛𝑘𝑛 �2     (1.21) 
   ∆𝑘𝑛 = 𝑧𝑉𝑧𝜇𝑆 �𝜇𝐵,𝑎𝑒 − 𝜇𝑆��𝜇𝐵,𝑎𝑒𝑢𝑛𝑛𝑛𝜋 − 𝜇𝑆�    (1.22) 
 
where Δke is the conductivity difference between the background electrolyte and the 
sample zone, z is the valence charge of the sample, C is the concentration of the sample, 
F  is the faraday constant, µs is the mobility of the sample ion, µB,co is the mobility of the 
buffer co-ion, µB,counter is the mobility of the buffer counter-ion, and ke is the conductivity 
of the background electrolyte [61].  The variance attributed to electromigration dispersion 
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can be minimized by either minimizing the difference in the conductivity of the 
background electrolyte and the sample zone (third term equation in 1.21, or equation 
1.22) or by minimizing the difference in the mobility of the buffer co-ion and the sample 
ion (second term equation 1.22).   
Zone broadening due to temperature effects is due to the existence of temperature 
gradients within the capillary.  When the temperature at the center of the tube is higher 
than the temperature near the wall, the viscosity at the center of the tube will be lower 
and, thusly, the velocity of the same analyte will be higher than near the capillary wall 
[61]. Minimizing temperature gradients throughout the capillary can be accomplished by 
utilizing small inner diameters to minimize the effect of Joule heating on zone 
broadening. 
The variance due to the adsorption of analytes to the exposed silanol groups on 
the capillary wall can be determined by 
    𝜎2𝑎𝑎𝑏 = 2𝑅(1 − 𝑅)2𝜇𝑛𝑛𝑛2𝐸2 𝑛𝑘𝑟    (1.23) 
where R is the fractional concentration of free solute and ka is the rate constant of 
adsorption, or 
      𝑘𝑎 = 𝑍𝑍𝑍𝑛𝑉𝑟     (1.24) 
 
where Z is the number of molecules striking a unit surface area per second, n is the 
number of molecules per unit volume, α is the fraction of molecules that stick to the wall, 
and A/Vm is the surface area per unit volume [65]. Reduction of the variance due to 
adsorption can primarily be achieved by minimizing the length of the capillary, the 
number of available silanol or silanoate groups for an adsorbing analyte to interact with 
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by the addition of a reagent that competes for the adsorption sites, or by changing the pH 
to manipulate ionization [47, 65]. 
The variance due to the width of the detection region of interest can be 
determined by 
     𝜎2𝑎𝑛𝑛 = (𝑊𝑑𝑛𝑡)212      (1.25) 
 
where Wdet is the width of the detection zone of the capillary. Due to commercially 
available instrumentation limitations for on-column detection, this type of zone 
broadening is nearly always fixed and thus difficult to manipulate, but typically small. 
Longitudinal diffusion in capillary electrophoresis behaves the same as in HPLC; 
a zone broadens as it migrates through the capillary [53]. The dispersion due to 
longitudinal diffusion is time dependent; by increasing the mobility of the analyte or the 
electric field (thus decreasing the time of analysis), longitudinal diffusion can be 
minimized to an extent, but not fully. 
 
1.2.3.3 Efficiency 
Efficiency, or the measure of the ability of the separation to achieve narrow 
peaks, can be described in terms of the number of theoretical plates (N) by  
     𝑁 = 𝐿𝑑2
𝜎𝑡𝑡𝑡𝑟𝑡2
      (1.26) 
 
where σ2 is the total spatial variance (as defined by equation 1.19). Since, as shown, 
nearly all values of the total spatial variance can be effectively minimized except for 
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longitudinal diffusion (σtotal2 = σdiff2), σ2 is traditionally calculated by the Einstein 
equation, 
    𝜎𝑛𝑒𝑛𝑎𝑡2 = 𝜎𝑎𝑎𝑑𝑑2 = 2𝐷𝑡    (1.27)  
 where D is the diffusion coefficient of the solute and t is time. In order to relate plate 
number to CZE, equations 1.11, 1.26, and 1.27 can be combined so that 
   𝑁 = 𝐿𝑑2
2𝐸�
𝐿𝑑𝐿𝑡
𝑉(𝜇𝑛𝑛𝑡) � = 𝐿𝑑2𝑉(𝜇𝑛𝑛𝑡)2𝐸𝐿𝑑𝐿𝑡 = 𝐿𝑑𝑉(𝜇𝑛𝑛𝑡)2𝐸𝐿𝑡     (1.28) 
 
 Plate number can also be calculated experimentally by 
     𝑁 = 16𝑛𝑟2
𝑊𝑏
2       (1.29) 
 
where wb is the width of the peak at baseline [1]. Additional forms of the plate number 
equation exist depending on the location of the peak width measurement (half-height, 
etc.) [1]. Based on equation 1.28, the migration distance, net mobility, and applied 
voltage will each have a positive effect on the plate number if increased. Based on 
equation 1.29, smaller, narrower peak widths result in larger values of theoretical plates. 
Typically, it can be expected for capillary electrophoresis techniques to have an 
efficiency 1-2 orders of magnitude higher than HPLC techniques [66].  
Resolution, or the measure of the degree of separation between two analytes, can 
be described for separation techniques based on differential migration as  
     𝑅𝑏 = √𝑁4 ∆𝜈𝜈𝑟𝑎𝑎          (1.30) 
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Where Δv is the difference in electrophoretic velocity and vavg is the average of the 
electrophoretic velocity of neighboring analytes [1]. The second term in equation 1.30 
can be expressed in terms of electrophoretic mobility as 
    ∆𝜈
𝜈𝑟𝑎𝑎
 = ∆𝜇𝑛𝑟
�𝜇𝑛𝑟,𝑟𝑎𝑎+𝜇𝑛𝑡�      (1.31) 
 
Where Δμep is the difference in electrophoretic mobility and μep,avg is the average of the 
electrophoretic mobility of neighboring analytes [67]. Therefore, resolution can be 
defined as a combination of equations 1.30 and 1.31. 
    𝑅𝑏 = √𝑁4 ∆𝜇𝑛𝑟�𝜇𝑛𝑟,𝑟𝑎𝑎+𝜇𝑛𝑡�      (1.32) 
 
The “second term” in equation 1.32 is commonly referred to as the electrophoretic 
selectivity. Based on equation 1.32, large values of theoretical plates (and thusly, narrow 
peak widths) will result in larger values of resolution (peaks spaced farther apart). 
Additionally, neighboring analytes with large values of Δμep will result in larger values 
of resolution. Minimizing the electroosomotic flow (μeo) will also result in larger values 
of resolution. A more thorough equation for resolution has been reported [67]. Ideally, for 
two Gaussian zones to be completely baseline separated, a resolution of 1.5 or greater is 
required.  
 
1.2.4 Limitations of Capillary Zone Electrophoresis 
While capillary zone electrophoresis provides excellent separations with increased 
efficiency, short analysis times, minimal solvent consumption, and minimal zone 
broadening, it is not without drawbacks. Although proficient in separating charged 
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species, techniques based solely on differences in electrophoretic mobility are by 
definition incapable of separating neutral species. Neutral analytes, which have no 
inherent electrophoretic mobility and are only carried by the bulk electroosmotic flow, 
are simultaneously detected in CZE. Other CE techniques (such as electrokinetic 
chromatography) developed from the need to utilize not only electrophoretic methods to 
separate charged analytes but also chromatographic methods to separate neutral analytes 
[68]. Traditional capillary electrophoresis is also incapable of separating chiral 
compounds without adjustments to facilitate enantioselectivity. By adjusting the 
background electrolyte, whether through the identity of the solvent or additives, capillary 
electrophoresis can be tuned to separate almost any set of compounds of interest. 
 
1.3 Nonaqueous Capillary Electrophoresis 
1.3.1 Historical Development of Nonaqueous Capillary Electrophoresis 
While capillary electrophoresis in aqueous-based media has been the main focus 
of electrophoretically driven separations since the early 1980s, a desire to expand the 
method’s application range led to the investigation of new separation media. Hayek first 
implemented a nonaqueous medium in 1951 for the investigation of the mobility of 
carbon black particles in kerosene using a microelectrophoresis cell [69]. However, 
Walbroehl and Jorgenson are credited for pioneering the technique with the separation of 
five quinolone type compounds in tetraethylammonium perchlorate, hydrochloric acid, 
and acetonitrile [70]. They expanded this work in 1986, using mixed mode systems (part 
aqueous, part nonaqueous) to promote a wider range of solubilized analytes [71]. 
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Fujiwara and Honda evaluated nonaqueous capillary electrophoresis at up to 50% organic 
solvent in phosphate buffer for positional isomers [72].  
In the early 1990s, focus shifted to the theoretical aspects of mixed mode systems, 
particularly for the examination of the effects of organic solvent on electroosmotic flow 
[54, 73, 74], Joule heating [75-77], and selectivity [75, 78-80]. In 1994, Sahota and 
Khaledi published one of the first papers on nonaqueous capillary electrophoresis 
(NACE) using formamide as a background electrolyte [81]. This led to increased interest 
in the identity and applicability of nonaqueous solvents for small analyte separations. Shi 
and Fritz, whose work with quaternary ammonium ion additives aided in the separation 
of neutral compounds in traditional CZE, indicated the potential of mixed mode 
acetonitrile compositions above 40% [82]. Bjornsdottir and Hansen performed one of the 
first systematic comparisons of nonaqueous and aqueous CE, with focus on the change in 
selectivity with variation of pH* (pH as measured in organic solvent), temperature, water 
content, and organic solvent identity [78].  
It is important to note that the term “nonaqueous” can be somewhat of a 
misnomer, since many organic solvents contain small traces of water. As interest in 
NACE shifted from mixed mode media to fully nonaqueous solvents, it became 
imperative to determine the effect of residual moisture in commercially available organic 
solvents. Hansen and coworkers studied the effect of the addition of water up to 1% in 
organic solvents on selectivity for cationic and anionic analytes [79]. Minimal changes in 
selectivity verified the use of the term “nonaqueous” to describe organic solvents despite 
trace levels of water. 
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1.3.2 Composition of Nonaqueous Capillary Electorphoresis 
Organic solvent composition, including the identity and concentration of 
supporting electrolytes, heavily influenced NACE research in the late 1990s and early 
2000s. Cherkaoui and coworkers investigated acetic acid/trifluoroacetic acid and 
ammonium acetate as electrolytes in varying combinations of methanol/acetonitrile for 
the separation of tropane alkaloids [83]. It was found that the identity of the electrolyte 
improves resolution and can modify migration order [83]. Porras and coworkers 
examined the identity of the electrolyte cation and anion on the migration order of the 
analytes and the electroosmotic flow [84, 85]. These results mirrored those reported in 
traditional CZE, suggesting the choice of electrolyte composition is independent of the 
aqueous content (beyond solubility) [84, 85]. Changing the organic solvent alters 
viscosity, dielectric constant, and the zeta potential, ultimately affecting the 
electroosmotic flow and the electrophoretic mobility of the analytes, as seen in equations 
1.3 and 1.6 [83, 84].  
Hansen and coworkers systematically investigated the electrolyte identity; 
highlighting the importance of solubility, UV cut-off, and acidity when choosing 
appropriate electrolyte compositions for NACE [79].  Organic solvents decrease the 
conductivity of a buffer [3]. Therefore, for the same voltage, electrolyte salt 
concentrations in organic solvent can be increased beyond typical concentrations used in 
aqueous CZE while maintaining an acceptable amount of Joule heating [86]. Lister and 
Dorsey examined current and electroosmotic flow in organic and aqueous-based solvents; 
their findings show that electroosmotic flow is predominantly governed by the properties 
of the solvent (viscosity, dielectric constant) and less on the concentration of the 
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electrolyte [87]. This finding suggests that NACE (unlike CZE) can also benefit from 
reduced concentrations of electrolyte, thus reducing current and Joule heating even more 
so, ultimately allowing for changes in capillary dimensions [87, 88]. While it has seen 
significantly less attention, some research has been conducted to attempt to eliminate the 
use of supporting electrolyte completely by focusing on strictly water/organic media [89, 
90].  
Sarmini and Kenndler published a series of papers, that comprehensively studied 
methanol [91], ethanol [92], and propanol [93] as NACE solvents in mixed media with 
phosphate buffer. Additional solvents, such as acetone, formamide, and medium-chain 
alcohols (n-butanol, n-pentanol) were examined in combined organic systems, which 
proved to be advantageous for influencing one solvent’s properties with the addition of a 
second suitable solvent [86, 94]. In 2002, Grob and Steiner systematically evaluated 
seven nonaqueous solvents (amphiprotic and dipolar-aprotic) containing different 
electrolytes in the presence and absence of additives to determine the nature and strength 
of the generated electroosmotic flow [95]. Their work highlighted the importance of 
solvent selection, as substantial changes to electroosmotic flow (both in direction and 
magnitude) occur with varying nonaqueous composition [95]. Additionally, this finding 
suggested NACE has far wider ranging flexibility in terms of mobility control than 
traditional CZE.  
Numerous review papers have been published that focused on the interaction between 
organic solvents, additives, and analytes in NACE [96-99], potential applications [100, 
101], advantages of NACE over traditional CZE [102, 103], and chiral separations [104, 
105]. Recently, focus has also shifted toward the compatibility of NACE solvents with 
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mass spectrometry detection [79, 83, 106, 107]. 
 
1.3.3 Governing Principles of Nonaqueous Capillary Electrophoresis 
Nonaqueous background electrolytes are typically useful for separating two types 
of compounds: those not readily soluble in water and those with similar electrophoretic 
mobilities in aqueous media [81]. In order to be useful as electrophoretic solvents, 
nonaqueous solvents should have a large dielectric constant (> 30), a relatively high 
boiling point to avoid loss of solvent with heat generation ( > 60 degrees Celsius), and a 
relatively low viscosity ( < 5 mPas) to avoid excessive analysis times [79, 81]. 
 
1.3.3.1 Electroosmotic Flow 
As in traditional CZE, an important aspect of separation in NACE is the 
generation of electroosmotic flow. Schwer and Kenndler examined six organic solvents 
in mixed mode systems to determine the influence of organic media on the creation of the 
electric double layer [54]. For all six solvent mixtures, the dielectric constants and zeta 
potentials were found to decrease linearly with increasing organic solvent concentrations 
[54]. These decreases would lead to an overall decrease in the electroosmotic flow. 
However, additional empirical studies have encountered flaws in this logic. Salomon and 
coworkers have presented evidence that organic solvent does not affect the surface-
charge medium, but instead increases the total number of ionized silanol groups in a 
given surface area, thus increasing the zeta potential [108]. It is instead the reduction of 
the compact layer, which is more pronounced, that results in the overall reduction of the 
electroosmotic flow [108]. Contradictorily, VanOrman and coworkers found that 
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electroosmotic flow reduction in organic alcohols is dependent upon the alcohol chain 
length, suggesting viscosity differences in the separation medium most predominantly 
influence the electroosmotic flow [73]. Jansson and Roeraade presented the first 
comprehensive fundamental theory with respect to organic media [109]. They derived an 
equation for electroosmotic flow, 
    𝜇𝑛𝑒 = −�𝜀0𝜀𝑟,𝑤𝑟𝑡𝑡𝜀𝑤𝑟𝑡𝑡𝜋𝑤𝑟𝑡𝑡 �     (1.33) 
where ε0 is the permittivity of the vacuum, εr,wall is the dielectric constant of the electric 
double layer, ζwall is the zeta potential of the capillary wall, and ηwall is the viscosity in 
the electric double layer [109]. This equation shows the dependence of the electroosmotic 
flow on the ratio between dielectric constant, zeta potential, and viscosity. Geiser and 
coworkers evaluated 27 solvent systems in either formate/ammonia or acetate/ammonia, 
finding a strong correlation between donor number (DN, or the measure of the basicity of 
the solvent system), dielectric constant, viscosity, and electroosmotic flow [110]. This 
relationship accounts for potential changes in the zeta potential of the capillary wall from 
solvent to solvent. High values of DN indicate strongly solvated protons, which will 
decrease in quantity in the electric double layer, ultimately decreasing the charge density. 
This change suggests that ζwall is inversely proportional to DN, which can be expressed 
by rearranging equation 1.33  [110]. 
     𝜇𝑛𝑒 = −�𝜀0𝜀𝑟,𝑤𝑟𝑡𝑡𝜋𝑤𝑟𝑡𝑡𝐸𝑁�     (1.34) 
 
1.3.3.2 Electrophoretic Mobility 
An additional driving force of separation in NACE is the analytes’ electrophoretic 
mobility. The electrophoretic mobility is affected by organic solvent in three ways: the 
 30 
mobility of the analyte due to changes in the solvation radius, the mobility of the analyte 
due to changes in the bulk viscosity of the organic solvent, and the acid-base properties of 
the analyte as determined by it’s pKa value [111]. Jansson and Roeraade derived an 
equation to highlight the dependence of electrophoretic mobility on the identity of the 
organic solvent 
     𝜇𝑛𝑒 = 23 �𝜀0𝜀𝑟𝜀𝑖𝑡𝑛𝜋 �     (1.35) 
where εr is the dielectric constant of the solvent, ζion is the zeta potential of the analyte 
ion and η is the viscosity of the solvent [109]. Like electroosmotic flow, this equation 
shows the dependence of the analyte mobility on the ratio between dieelectric constant, 
zeta potential, and viscosity.  
Typically solvated by water molecules, analytes solvated by organic solvent will 
undergo a change in their solvation radius [80]. Additionally, ionization tends to occur at 
higher pH* values in organic solvent than in water. This ionization shift results in slightly 
increased pKa values of acidic compounds and slightly decreased pKa values of basic 
compounds in nonaqueous systems, ultimately resulting in a shift in electrophoretic 
mobility [80, 112]. Porras and coworkers published a series of articles that investigated 
the change in pKa and pH* in methanol and acetonitrile, as well as its effect on the 
electrophoretic mobility of small cationic drug compounds [113-115].  
Other important factors for evaluating electrophoretic mobility include ion-
specific interactions, such as ion-solvent interactions (which determine solvation), ion-
dipole interactions with the solvent, and ion-ion interactions (which can limit mobility) 
[116]. Since all ion-specific interactions are affected in some way by the solvent, 
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nonaqueous solvent selection can be used as a tool for finely tuning the separation. 
 
1.3.4 Efficiency in Nonaqueous Capillary Electrophoresis 
Jansson and Roeraade also derived an equation to describe the dependence of 
theoretical plates per unit time on the solvent properties, 
    𝑁
𝑛
= 𝜋
𝑘𝑘𝜋
(2𝜁𝑎𝑒𝑛 − 𝜁𝑤𝑎𝑡𝑡)2(𝜀0𝜀𝜋𝐸)2    (1.36) 
 
where N is the number of theoretical plates, t is the migration time, r is the stokes radius 
of the analyte, k is the Boltzmann’s constant, T is the absolute temperature, and E is the 
applied electric field [109]. This equation demonstrates that, for a given analyte and 
electric field strength, efficiency increases with the ratio of dielectric constant to 
viscosity. Therefore, NACE separations can far exceed traditional separations in CZE by 
utilizing this ratio to control electroosmotic flow and electrophoretic mobility (essentially 
minimizing separation time) while increasing efficiency. Palonen and coworkers 
validated this theory by testing a series of alcoholic solvents for anionic analytes [117].  
 
1.3.5 Applications for Nonaqueous Capillary Electrophoresis 
  Similar to CZE, NACE can be used to separate a wide variety of ionizable 
compounds while providing excellent separations with increased efficiency, short 
analysis times, minimal solvent consumption, and minimal zone broadening. The most 
prevalent applications of NACE include household products [118-127] foods [128-132], 
herbals [133-137], and pharmaceuticals [76, 138-151]. Although less prevalent, some 
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work has been done on the separation of neutral compounds [152].  
 
1.4 Summary  
Capillary zone electrophoresis has developed into an efficient separation 
technique for small charged molecules, due to its minimal solvent consumption and waste 
production, increased efficiency, decreased analysis time, and minimized zone 
broadening. However, CZE is not without drawbacks. Nonaqueous capillary 
electrophoresis can be utilized to separate compounds that may be minimally separated in 
traditional CZE without forfeiting the benefits to separation. Method development 
optimization, both experimentally and in dry-lab like settings, can be used to enhance the 
chromatographic figures of merit of CZE and NACE separations. 
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Chapter 2: Development of a Nonaqueous Capillary Electrophoresis Method for the 
Separation of Charged Pharmaceutical Enantiomers 
 
2.1 Introduction  
2.1.1 Chiral Separations 
Chiral molecules, or those that have identical compositions in non-
superimposable mirror image configurations, play vital roles in biological, consumer, and 
pharmaceutical research.  The human hands are the most common examples of 
“chirality”: the left and right hand are identical, but cannot be superimposed over each 
other regardless of configuration. Chiral molecules have optical activity, or the ability to 
rotate polarized light. While this phenomenon was first observed by Jean-Baptiste Biot in 
1815, Pasteur first discovered this phenomenon on the molecular level; light rotated in 
opposite directions for solutions containing tartaric acid crystals of identical composition 
in different configurations [1]. 
Typically, chiral molecules are distinguished in three ways: + or – (based on the 
direction of rotation of plane polarized light), D or L (for naturally occurring molecules), 
and R or S (for stereoselectively synthesized molecules) [1, 2]. Living organisms are 
composed of amino acids and sugars- chiral molecules that produce different biological 
responses based on their forms. For example limonene, a common ingredient in cosmetic 
products, smells like lemon in its R-form and like pine in its S-form. Similarly, many 
synthetic pharmaceutical compounds exist in racemic forms, with each enantiomer 
responsible for different pharmacological effects.  
The need to establish protocols to evaluate both enantiomers became apparent in 
the 1960’s. Pregnant women in nearly 46 countries were prescribed thalidomide, a chiral 
immunomodulatory drug, as a sedative and sleeping agent. Marketed as a racemic 
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mixture, R-thalidomide worked effectively as prescribed, while S-thalidomide caused 
severe side effects resulting in malformed limbs in newborns [3]. The Kefauver Harris 
Amendment, developed as a response to thalidomide, required drug manufacturers in the 
United States to provide proof of effectiveness and safety before approval of chiral 
pharmaceuticals for market [3]. 
The need to identify, quantify, and ultimately separate enantiomers became a 
focus of the Food and Drug Administration in the early 1990s [1]. Even today, the 
pharmaceutical industry not only must identify and quantify the active pharmaceutical 
ingredient (API) and impurities in a formulation containing racemic compounds but also 
must provide detailed information on each enantiomer. There is a need for fast and 
efficient analytical methods to meet these needs [2]. 
 
2.1.1.1 Indirect vs. Direct Chiral Separations 
In order to facilitate separation of enantiomers, the interaction of an enantiomer 
with another chiral compound can be utilized. The two primary methods that do so are 
called indirect and direct chiral enantioseparation. In indirect enantioseparation, 
enantiomers are chemically derivatized to change them into diastereomers [4]. Since 
diastereomers have different physical properties and chemical reactivity, the compounds 
have the ability to be separated from one another due to differences in their separative 
transport (mobility differences) [4]. However, indirect chiral enantioseparation has major 
drawbacks. First, the enantiomer of interest must be able to be derivatized, limiting the 
range of applicability for the method. The derivatization process must go to completion 
and cannot degrade or change the enantiomer of interest. Lastly, the indirect chiral 
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enantioseparation method changes the enantiomer itself, which is detrimental if 
additional testing needs to occur along with the chiral separation [4]. Therefore, it is often 
more useful to utilize direct chiral enantioseparation. 
The direct method of chiral enantioseparation still utilizes the formation of 
diastereomers, where the physical properties of the analytes are now differentiable, but 
the diastereomers are constructed by means of temporary interactions [5]. This is 
typically done through the inclusion of a chiral agent in the background electrolyte in 
CZE, which interacts with the enantiomers. The enantiopure chiral agent and the 
enantiomers will typically interact in three points of interaction [5]. These interactions 
range from weak inclusion interactions (van der Waals) to strong electrostatic 
interactions. A third point of interaction will occur between the enantiopure chiral 
selector and only one of the analyte’s enantiomers. This triple interaction, termed the “3-
point rule of interaction” by Dalgleish, aids in the chiral separation of the enantiomers 
[5].  
 
2.1.2 Chiral Separations in Electrokinetic Chromatography 
Traditional capillary electrophoresis, as discussed in Chapter 1 Section 1.2.4, is 
incapable of separating enantiomers, as there is no interactive group within the 
background electrolyte to facilitate separation, and the charge to frictional drag ratio 
alone is the same for enantiomers. Electrokinetic chromatography, which couples 
capillary electrophoresis with a pseudostationary phase to provide a chromatographic 
method of separation, was developed in 1984 by Terabe to address some of the 
limitations of capillary electrophoresis [6]. The partitioning of the analyte between the 
 49 
pseudostationary phase and the mobile phase, much like high performance liquid 
chromatography (HPLC), provides an additional level of separation for otherwise co-
eluting analytes.  
Gassmann and coworkers performed the first chiral separation utilizing 
electrokinetic chromatography in 1985 [7]. Typical chiral agents in electrokinetic 
chromatography include cyclodextrins [8-10], crown ethers [11-15], and microemulsions 
[16-24]. More than one chiral agent can be used to facilitate further separation. However, 
as in traditional CZE, chiral electrokinetic chromatography methods suffer solubility 
issues with hydrophobic analytes. 
 
2.1.3 Cyclodextrins as Chiral Selectors 
Cyclodextrins are a group of cyclic oligosaccharides that differ in the number of 
glucopyranose units, typically named alpha (6), beta (7), and gamma (8). The structures 
of all three (as seen in Figure 2.1) are relatively similar, with a bowl or basket-like cavity 
that can selectively interact with enantiomers [25]. Anionic and cationic cyclodextrins, by 
addition of carboxyl, sulfur, or amine groups (for example), have been created to further 
optimize chiral separations [26-30]. 
 
2.1.4 Chiral Separations in Nonaqueous Capillary Electrophoresis 
While prevalent in HPLC and additive assisted capillary electrophoresis 
(electrokinetic chromatography), chiral research in nonaqueous capillary electrophoresis 
(NACE) did not gain momentum until the early 1990s. Guttman and coworkers first 
incorporated cyclodextrins within polyacrylamide gel columns for chiral resolution in  
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Figure 2.1: Structure of α (top left, a), β (middle, b), and γ (top right, c) cyclodextrin.  
  
a 
b 
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background electrolytes containing 10 percent methanol [31]. This pioneering work 
showed the first increase in enantioselectivity attributed to the combination of chiral 
selectors and organic solvent. 
Fanali utilized various  β-cyclodextrins as chiral selectors with up to 40 percent 
methanol, reporting increased enantioresolution for small pharmaceuticals [9]. Wren and 
Rowe were the first to present a theoretical basis for chiral separations in organic solvent 
and assume a direct chiral approach [32]. The model suggests an interaction mechanism 
where the first enantiomer (A) with an electrophoretic mobility (μ1) in free solution 
interacts with a chiral selector (C), resulting in an analyte-selector complex with a new 
electrophoretic mobility (μ2).  The second enantiomer (B) would theoretically follow the 
same model as analyte A, with an equivalent electrophoretic mobility in free solution. 
The analyte-selector complexes (AC and BC) would have different equilibrium constants 
(K1 and K2, respectively). The apparent mobility difference between enantiomer A and 
enantiomer B can be determined by 
    ∆𝜇 = [𝐶](𝜇1−𝜇2)(𝐾2−𝐾1)
1+[𝐶](𝐾1+𝐾2)+𝐾1𝐾2[𝐶]2     (2.1) 
 
where [C] is the concentration of the chiral selector [32]. From this equation it is clear 
that the mobility difference between two enantiomers will be zero (i.e, unresolved) if μ  1 
is equal to μ  2 or K1 is equal to K2, highlighting the importance of the analyte-selector 
interaction. Additionally, the mobility difference will be zero if the concentration of the 
chiral selector is zero or very large, suggesting an optimal concentration for the largest 
mobility difference is between the two extremes. The optimal concentration can be 
calculated from the equilibrium constants, as shown in equation 2.2. 
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     𝐶𝑜𝑜𝑜 = 1�𝐾1𝐾2      (2.2) 
Wren and Rowe investigated this model experimentally for propranolol enantiomers with 
different amounts of organic solvent (methanol and acetonitrile) in a constant 
concentration of chiral selector (methyl-β-cyclodextrin) [32]. Their experiments mirrored 
their theoretical model; organic solvent directly affects the affinity of the analyte for the 
cylcodextrin, decreasing the size of the K1 and K2 terms. Assuming a constant value of 
[C], this shows that organic media can either decrease or increase the mobility difference 
between two enantiomers, depending on the amount of change in equilibrium constants. 
This was seen as an advantage of NACE chiral separations; the solvent choice would aid 
in tuning the equilibrium constants and the resolution between enantiomers.  
Bjornsdottir and coworkers expanded the work of Wren and Rowe, developing 
ion-pair principle equations for K1 and K2 
     𝐾1 = [𝐴𝑅𝐶]�𝐴𝑅+�[𝐶−]      (2.3) 
     𝐾2 = [𝐴𝑆𝐶]�𝐴𝑆+�[𝐶−]      (2.4) 
 
where [C-] is the concentration of the chiral selector, [Ax+] is the concentration of the R 
and S enantiomers of A,  and [AxC] is the concentration of the R and S analyte-selector 
complexes [33].  
In 1996, Wang and Khaledi systematically studied β-cyclodextrins in NACE to 
determine binding constants and to evaluate the effect of cyclodextrin type, 
concentration, buffer strength, pH*, EOF, and temperature on chiral separations [34]. 
Their work supported Wren’s model; results indicated that the binding constants were 
smaller with more apolar solvents. Their work also showed that the effect on chiral 
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separations by the parameters of interest (buffer strength, pH*, and temperature) resulted 
in equivalent trends as those in aqueous CE [34]. 
In 1998, Bowser and coworkers examined interactions between analytes and 
additives in NACE [35]. They presented an equation for the potential energy of an ion-
ion interaction, 
     𝐸𝑜 = 𝑍𝐴𝑍𝐵𝑒24𝜋𝜀0𝜀𝜀       (2.5) 
where ZA and ZB are the charge of ions A and B, respectively, e is the charge of an 
electron, ε0 is the permittivity of a vacuum, ε is the dielectric constant, and r is the 
distance between the two ions. They also presented an equation for the potential energy 
of an ion-dipole interaction, 
     𝐸𝑜 = 𝑍𝐴𝑒𝜇 cos𝜃4𝜋𝜀0𝜀𝜀2      (2.6) 
where μ is the dipole moment and θ is the angle of the dipole. These two equations 
further verify the relationship between interaction strength of analyte-selector complexes 
and the solvent identity. Electrostatic interactions will be strongest in solvents with low 
dielectric constants, suggesting certain organic solvents (i.e, methanol, acetonitrile) 
would be more advantageous for complex-based separations than water [35].  
Additional studies highlighted four key advantages offered by nonaqueous media: 
improved solubility of chiral compounds, improved solubility of hydrophobic chiral 
selectors [36], improved capability to reduce EOF and therefore improve resolution [37], 
and the better toleration of high applied voltages to increase efficiency while shortening 
analysis time [38, 39].   
Multiple reviews were also published on chiral separations in nonaqueous media, 
which focused on the advantages of NACE backgrounds (particularly for solubility and 
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mass spectrometry hyphenation), the challenges of NACE background electrolytes (low 
solubility and pH measurement difficulties), types of selectors (ion-pair and 
cyclodextrins) and applications (particularly in the pharmaceutical industry) [40-44]. 
As with other analytical separation techniques, the choice of selector for direct chiral 
discrimination is crucial for the development of chiral NACE. The Vigh group 
synthesized pure, well-characterized, single-isomer, charged cyclodextrins, which 
became the primary focus of many research groups for chiral separations in NACE [45]. 
These cyclodextrins function in strong electrolytes and at any pH, and the functionalities 
(based on established neutral cyclodextrins) and charged groups allow for increased 
resolution and a wide range of applications. 
While the most common chiral selectors utilized in NACE are based on 
cyclodextrins, some research has been performed utilizing other complexing agents, 
including quinine-based ion-pair selectors [36, 46], boric acids [47], macrocyclic 
antibiotics [48-50], or a combination of selectors [51, 52]. A large majority of chiral 
NACE applications are devoted to amino acids [39, 46, 47, 53-58] and small molecule 
pharmaceuticals [45, 59-68]. 
 
2.1.5 Purpose of Study 
Chiral selectors are not without limitations. Chiral additives, particularly 
enantiopure isomers, are particularly expensive to purchase and incredibly time 
consuming to synthesize. The need to separate chiral compounds without the use of 
added chiral selectors led to the investigation of a chiral-selecting background electrolyte, 
where the organic solvent was enantiopure, and changes in the solvation radius of the 
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enantiomers would lead to differentiation. In the present investigation of the NACE 
background electrolyte, the concentration of organic solvent in mixed media, the identity 
of the background electrolyte in fully nonaqueous conditions, the identity of analytes of 
interest (in terms of charge and number of components), and a chiral-additive-assisted-
background electrolyte were tested in terms of migration time, electroosmotic mobility, 
and electrophoretic mobility.  
 
2.2 Experimental Methods 
2.2.1 Instrumentation and Materials 
All experiments were performed on an Agilent 3DCE instrument, model 
G1600AX, (Agilent Technologies, Waldbronn, Germany), equipped with a diode array 
detector. Detection was monitored at 214 nm. Fused-silica capillaries (50 m I.D., 365 
m O.D., 32 cm total length, 23.6 cm migration distance) from Polymicro Technologies  
were employed in all experiments. A window was burned for UV absorbance detection at 
8.4 cm from the capillary outlet. The cartridge temperature was maintained at 25°C for all 
experiments. ChemStation software, version B.03.02, was used for data acquisition and 
analysis.  
For all experiments, distilled deionized water was obtained from a Barnstead E-
Pure Water System with a resistance of at least 18 MΩ. 2-butanol and S-2-butanol were 
purchased from Sigma (St. Louis, MO). Glacial acetic acid, acetonitrile, and ammonium 
acetate were purchased from Sigma for selected experiments. Similarly, sodium 
dihydrogen phosphate (NaH2PO4) and disodium hydrogen phosphate (Na2HPO4) were 
purchased from J.T. Baker (Phillipsburg, NJ) for selected experiments.  Lithium 
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hydroxide (LiOH) and hydrochloric acid (HCl) were purchased from Sigma. For selected 
experiments (as indicated), Heptakis 2,3, di-O-acetyl-6-sulfo-β-cyclodextrin (HDAS) was 
purchased from Sigma. 
 
2.2.2 Analytes of Interest 
The structures of the analytes studied are shown in Figures 2.2 and 2.3 and the 
pKa’s are shown in Table 2.1. The pKa’s are reported for aqueous solutions; the values 
will be slightly skewed (as mentioned in Chapter 1 Section 1.3.3.2) for anionic and 
cationic compounds in organic solvent. Lopressor ® and Entex ® tablets were donated to 
the laboratory. 
   
2.2.3 Sample Preparation 
The aqueous buffer was made by mixing Na2HPO4 and NaH2PO4 to make a 
concentration of 50 mM phosphate. This was adjusted to pH 7 with lithium hydroxide for 
some experiments, and to pH 2.5 with hydrochloric acid for other experiments. The 
resulting buffer solutions were diluted with water to final volume. Concentrations of 2-
butanol were calculated volume-to-volume, with either phosphate buffer (mixed media 
systems) or acetonitrile (complete NACE systems). All samples were prepared by 
dissolving the sample of interest in the appropriate background electrolyte at 
approximately 0.5 mg/mL. All samples were filtered with a Gelman Acrodisc ® 
polytetrafluoroethylene (PTFE) membrane filter (0.45 μm). 
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Figure 2.2: Structures of selected analytes of interest. Chiral carbon marked with asterisk. 
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Figure 2.3: Structures of the remaining analytes of interest. Chiral carbon marked with 
asterisk.
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Analyte pKa Source 
Ephedrine 9.72 [69] 
Pseudoephedrine 9.8 [70] 
Terbutaline 10.1 [71] 
Atenolol 9.67 [72] 
Norphenylephrine 8.99 [73] 
Disopyramide 10.2 [74] 
Nadolol 9.67 [75] 
Verapamil 9.68 [76] 
Bupivacaine 8.19 [69] 
Metoprolol 9.68 [74] 
Propranolol 9.47 [69] 
Tryptophan 9.40 [76] 
o-Toluic Acid 3.95 [76] 
Ibuprofen 4.49 [69] 
Ketoprofen 4.0 [77] 
Flurbiprofen 4.19 [72] 
 
Table 2.1: Relevant aqueous ionization constants (pKa’s) of the analytes of interest. 
Conditions listed in associated reference.  
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2.2.4 Capillary Preparation 
 
New capillaries were conditioned with distilled deionized water for 10 minutes, 1 
M LiOH for 5 minutes, distilled deionized water for 5 minutes, acetonitrile for 5 minutes, 
and NACE background electrolyte for 10 minutes. This conditioning was also run at the 
start of each day to condition the capillary prior to experimentation. Capillaries were 
flushed with NACE background electrolyte for 2 minutes between each injection. At the 
end of the day, capillaries were flushed with acetonitrile for 2 minutes before storing 
overnight in NACE background electrolyte. Injections were performed hydrodynamically 
at +15 mbar for 2 s. An applied voltage of 24 kV was used for all experiments, always 
preceded by a linear voltage ramp from 0 to 24 kV for 0.3 minutes.  
 
2.3 Results and Discussion 
2.3.1 Partial-NACE Background Electrolyte 
2.3.1.1 Solubility and Optimization of 2-Butanol Concentration 
As mentioned in Chapter 1 Section 1.3, addition of organic solvent to the 
background electrolyte can suppress electroosmotic flow, increase retention time, 
enhance resolution, and minimize adsorption. Solubility tests were performed in order to 
determine the concentration of 2-butanol that can be added to the background electrolyte 
while maintaining miscibility. For mixed systems with a 50 mM pH 7 phosphate buffer 
as the background electrolyte, 2-butanol is soluble at concentrations of 0-15% and 80-
100% 2-butanol (v/v). The solubility ranges were tested to determine the optimal low (0-
15%) and high (80-100%) concentrations and the effect of organic solvent addition on 
select chromatographic figures of merit. 
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For low concentrations of 2-butanol, the migration time, electroosmotic flow 
(based on a propiophenone neutral marker), net mobility, and electrophoretic mobility of 
ephedrine samples are shown in Table 2.2. Due to the better reproducibility of the 
migration time, electroosmotic flow, and net mobility for 15 consecutive runs (2.2% 
RSD, 2.9% RSD, and 2.3% RSD, respectively), 10% 2-butanol in 50 mM pH 7 phosphate 
buffer was chosen as the optimal low partial concentration. Electroosmotic flow was 
reduced from 4.29E-04 cm2/Vs to 2.83E-04 cm2/Vs with increasing concentrations of 2-
butanol. As shown in Table 2.2, the reduction of the electroosmotic flow with increased 
concentration of 2-butanol resulted in an increase in the migration time of ephedrine. Ten 
percent 2-butanol background electrolyte was also examined for mixtures of analytes; 
mixtures of analytes could be eluted in less than 5 minutes, although peak broadening 
with continued use of the background electrolyte significantly decreased the day-to-day 
reproducibility. 
For high concentrations of 2-butanol, the electroosmotic flow (based on the 
migration time of the neutral marker propiophenone), net mobility, and electrophoretic 
mobility of ephedrine samples are shown in Table 2.3. The optimal high concentration of 
87.5% 2-butanol in 50 mM pH 7 phosphate buffer was chosen due to its peak shape, 
which was significantly less broad than at other high concentrations. High concentrations 
of 2-butanol in phosphate buffer did not generate great reproducibility.  
 
2.3.1.2 Investigation of pH 
  In the interest of fully optimizing background electrolytes containing 2-butanol, 
the 50 mM phosphate buffer was adjusted to pH 2.5. This would allow for an even further  
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Table 2.2: Effect of low concentrations of 2-butanol in 50 mM phosphate buffer, pH 7 on 
the migration time, electroosmotic flow, net mobility, and electrophoretic mobility of 
ephedrine for 15 consecutive runs. 
  
 
Average 
Migration 
Time (mins) RSD 
Average 
electroosmotic 
flow RSD 
Average 
net 
mobility RSD 
Average 
electrophoretic 
mobility 
no 
butanol 1.80 16 4.29E-04 2.6 6.81E-04 1.8 2.51E-04 
5% 
butanol 2.07 13 3.16E-04 17 5.53E-04 13.4 2.36E-04 
10% 
butanol 2.59 2.2 2.83E-04 2.9 4.29E-04 2.3 1.46E-04 
12.5% 
butanol 2.88 5.0 2.56E-04 7.6 3.86E-04 5.3 1.30E-04 
15% 
butanol 2.73 3.6 2.97E-04 2.5 4.19E-04 4.2 1.22E-04 
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Table 2.3: Effect of high concentrations of 2-butanol in 50 mM phosphate buffer, pH 7 
on migration time, electroosmotic flow, net mobility, and electrophoretic mobility of 
ephedrine for 15 consecutive runs. 
 
  
 
Average 
Migration 
Time (mins) RSD 
Average 
electroosmotic 
flow RSD 
Average 
net 
mobility RSD 
Average 
electrophoretic 
mobility 
no 
butanol 1.80 16 4.29E-04 2.6 6.81E-04 1.8 2.51E-04 
80% 
butanol 1.81 8.1 4.10E-04 11 6.37E-04 8.7 2.26E-04 
85% 
butanol 2.02 11 3.60E-04 11 5.69E-04 11 2.09E-04 
87.50% 
butanol 2.03 8.6 3.57E-04 13 5.64E-04 9.3 2.07E-04 
90% 
butanol 2.27 9.0 3.34E-04 15 4.99E-04 8.9 1.64E-04 
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reduction of the electroosmotic flow (as pH directly controls the degree of silanol 
ionization on the wall, as described in Section 1.2.2.2.2) and potentially greater 
separation of cationic analytes. Low (10%) and high (87.5%) 2-butanol background 
electrolytes were examined at pH 2.5 to compare peak shape and migration time for 
various samples. As shown in Table 2.4, high concentration 2-butanol experiments 
required a longer analysis time for most components, but by no more than 1 minute. 
However, most importantly, reproducibility was improved for high concentration 2-
butanol experiments. Figure 2.4 indicates the highly improved peak shape of pH 2.5 
separations; suggesting low pH minimizes the peak broadening, stabilizes the baseline, 
and increases the resolution associated with 2-butanol background electrolytes.   
 
2.3.1.3 Limitations  
While the results for high and low concentrations of 2-butanol in 50 mM 
phosphate buffer at varying pH (2.5 and 7) indicate a dependence on pH (and thusly, 
electroosmotic flow) for the separation of cationic pharmaceuticals, the exchange of 2-
butanol for enantiopure S-2-butanol resulted in no enantioseparation of the chiral analytes 
for any optimized partial NACE system. Additionally, day-to-day and run-to-run 
reproducibility was plagued by constantly shifting and broadening peaks, suggesting the 
partial-NACE systems were incompatible with long-term experimentation, regardless of 
pH. Therefore, focus was shifted to NACE background electrolytes consisting entirely of 
organic solvent.   
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Table 2.4: Effect of 2-butanol concentration (10%, top and 87.5%, bottom) and pH on the 
migration time of an ephedrine sample and a 3-component sample of atenolol, norphenyl 
ephrine, and tryptophan for 15 consecutive runs. 
  
10% 2-butanol pH 2.5 
average 
migration time 
(mins) 
standard 
deviation RSD 
ephedrine 4.59 0.08 1.8 
atenolol 4.87 0.11 2.3 
norphenylephrine 6.59 0.20 3.1 
tryptophan 12.33 0.42 3.4 
87.5% 2-butanol pH 2.5 
average 
migration time 
(mins) 
standard 
deviation RSD 
ephedrine 5.30 0.10 1.8 
atenolol 5.12 0.07 1.4 
norphenylephrine 7.04 0.11 1.6 
tryptophan 11.96 0.78 6.5 
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Figure 2.4: A) NACE separation of a 3-component sample using an 87.5% 2-butanol, 50 
mM phosphate buffer, pH 7. Elution order: (1) atenolol (2) norphenylephrine (3) 
tryptophan. B) Five overlaid runs of a 3-component NACE separation using an 87.5% 2-
butanol, 50 mM phosphate buffer, pH 2.5. Elution order: (1) atenolol (2) 
norphenylephrine (3) tryptophan. Instrumental conditions: Ld 23.6 cm, Lt 32 cm, +24 kV, 
wavelength detection 214 nm.   
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2.3.2 Complete NACE Background Electrolyte 
2.3.2.1 Optimization of Composition of Background Electrolyte 
Based on methods established by Porras [78] and Cherkoui [79, 80] and shown in 
Table 2.5, acetonitrile, acetic acid, and ammonium acetate were added to 2-butanol to 
create various NACE background electrolytes without typical capillary electrophoresis 
buffers. Method 1 yielded significant improvement when compared to the mixed 
phosphate buffer/2-butanol systems. Ten injections of pseudoephedrine (presented in 
Table 2.6) were eluted in less than 10 minutes, with a relative standard deviation of the 
retention time below 1 percent. However, a significant second peak begins to develop 
after two to three days of experimentation with the same background electrolyte, 
suggesting a limit in the usability of the background electrolyte for long periods of time 
due to adsorption on the capillary.  
Method 2 varies the concentrations of 2-butanol, acetonitrile, and ammonium 
acetate, and removes the acetic acid. Analytes of interest (presented in Table 2.7) were 
eluted in less than 3 minutes (5 injections each), with significant narrowing of the peak 
and flattening of the baseline. The second peak, while still prevalent in this method, was 
much less intense and broad. Over 20 analytes were tested utilizing method 2 to fully 
investigate selectivity between analytes of similar composition. Electropherograms of 
select analytes (terbutaline (a), ephedrine (b), verapamil (c), and disopyramide (d)) can be 
seen in Figure 2.5. A slight second peak, most likely due to contamination, is visible in 
the ephedrine sample. A new bottle of ephedrine standard removed this second peak. Ten 
consecutive injections of the same analyte on the same day were found to be relatively 
repeatable with RSD’s of migration time of approximately 3% for the majority of  
 68 
 
 
Method 1 Method 2 Method 3 
2-Butanol 
Concentration 50% 40% 30-40% 
Acetic Acid 
Concentration 1% - 1 M 
Ammonium 
Acetate 
Concentration 20 mM 25 mM 25 mM 
Approximate 
Acetonitrile 
Concentration 49% 60% 70-60% 
 
Table 2.5: Composition of complete NACE background electrolytes. Percentage based 
concentrations were determined by volume (v/v). 
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Table 2.6: Precision of the migration time of pseudoephedrine utilizing a background 
electrolyte comprised of 50% 2-butanol, 25 mM ammonium acetate, 1% acetic acid, and 
approximately 49% acetonitrile (method 1). 
  
 
Migration Time (mins) 
Run 1 7.97 
Run 2 7.95 
Run 3 7.94 
Run 4 8.03 
Run 5 7.99 
Run 6 7.96 
Run 7 7.98 
Run 8 8.00 
Run 9 7.94 
Run 10 8.07 
  
Average Migration Time 7.98 
Standard Deviation 0.04 
RSD 0.53 
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Table 2.7: Precision of the migration time of select analytes utilizing a background 
electrolyte comprised of 40% 2-butanol, 25 mM ammonium acetate, and approximately 
60% acetonitrile for five consecutive runs (method 2).  
  
 
Average Migration 
Time (mins) Standard Deviation RSD 
chlorpheniramine 2.54 0.08 3.3 
ephedrine 2.01 0.01 0.30 
isoproterenol 1.93 0.01 0.32 
norphenylephrine 2.99 0.06 2.0 
octopamine 2.59 0.08 2.9 
propranolol 2.31 0.02 0.83 
pseudoephedrine 2.45 0.05 1.9 
terbutaline 2.74 0.01 0.37 
disopyramide 2.21 0.01 0.68 
indapamide 1.40 0.03 0.22 
sulconazole 2.07 0.04 1.8 
synephrine 2.10 0.02 1.0 
terfenadine 2.27 0.03 1.6 
epinephrine 2.14 0.09 4.0 
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Table 2.8: Precision of the migration time of select analytes over multi-day 
experimentation utilizing a background electrolyte comprised of 40% 2-butanol, 25 mM 
ammonium acetate, and approximately 60% acetonitrile (method 2).  
  
  
Average Migration 
Time (mins) 
pseudoephedrine day 1 2.45 
 
day 2 2.04 
 
day 3 1.95 
terbutaline day 1 2.74 
 
day 2 2.54 
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Figure 2.5: NACE separation of (a) terbutaline, (b) ephedrine, (c) verapamil, and (d) 
disopyramide using 40 % 2-butanol, 25 mM ammonium acetate, and approximately 60% 
acetonitrile (Method 2). Instrumental conditions are described in Figure 2.4. 
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analytes. Pseudoephedrine and terbutaline were tested over multiple days to determine 
the day-to-day reproducibility of Method 2 (Table 2.8). As days progress, the analytes 
begin to migrate faster through the capillary, suggesting the originally suppressed 
electroosmotic flow is most likely increasing in the capillary, and therefore unstable over 
time. An additional disadvantage of this method is the minimal selectivity among the 
screened analytes; it is not advantageous that analytes under these conditions elute within 
0.50 minutes of each other. Mixture analysis would be very difficult, suggesting chiral 
separations, where the analytes’ migration would only differ due to solvation differences, 
would be equally challenging. Therefore, new conditions were examined that would 
increase selectivity. 
New experiments based on literature, with acetic acid re-introduced into the 
background electrolyte (1 M), were conducted at 30%, 35%, and 40% 2-butanol and 25 
mM ammonium acetate. 40% 2-butanol was unable to separate initial analytes of interest 
and 35% 2-butanol yielded the longest analysis times of the complete NACE 
experiments, so only 30% was chosen for complete analyte investigation (method 3). 
While the baseline was slightly less stable, the new method maintained the peak shape 
and reproducibility of previous methods. Runs were extended to approximately 10 
minutes, but selectivity was greatly improved for all 20 analytes. Unlike method 1, the 
second peak generated after 3-4 days of experimentation is not prevalent under the new 
acetic acid conditions, removing the need for constant background electrolyte and sample 
regeneration.    
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Figure 2.6: NACE separation of cationic analytes (a) pseudoephedrine, (b) verapamil, (c) 
nadolol, and (d) bupivacaine using 30 % 2-butanol, 25 mM ammonium acetate, 1 M 
acetic acid, and approximately 70% acetonitrile (Method 3). Instrumental conditions are 
described in Figure 2.4. Separations (c) and (d) include a neutral marker (benzyl alcohol). 
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average 
migration time 
(mins) 
average net 
mobility 
average net 
mobility RSD 
electrophoretic 
mobility 
nadolol 2.80 1.89E-04 1.4 1.01E-04 
bupivacaine 2.28 2.27E-04 0.47 1.39E-04 
pseudoephedrine 1.72 3.34E-04 0.30 2.05E-04 
metoprolol 2.12 2.46E-04 2.0 1.36E-04 
ibuprofen 4.88 1.02E-04 0.85 -0.08E-04 
ketoprofen 5.13 9.73E-05 0.97 -0.13E-04 
flurbiprofen 4.87 1.03E-04 0.75 -0.07E-04 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2.9: Top: Migration time (minutes), net mobility (cm2/Vs), and electrophoretic 
mobility (cm2/Vs) analysis of analytes utilizing a background electrolyte (BGE) 
comprised of 30% 2-butanol, 25 mM ammonium acetate,1 M acetic acid, and 
approximately 70% acetonitrile (method 3) for five consecutive injections. Bottom: 
Electroosmotic flow, net mobility, and electrophoretic mobility analysis of multi-day 
experimentation of analytes utilizing a BGE comprised of 30% 2-butanol, 25 mM 
ammonium acetate, 1 M acetic acid, and approximately 70% acetonitrile (method 3). 
  
Day 1 
 
electroosmotic mobility RSD 
 benzyl alcohol 6.12E-05 0.78 
 
 
net mobility RSD 
electrophoretic 
mobility 
pseudoephedrine 2.22E-04 0.61 1.61E-04 
ibuprofen 5.75E-05 0.84 -0.04E-04 
Day 2 
 
electroosmotic mobility RSD 
 benzyl alcohol 7.61E-05 1.4 
 
 
net mobility RSD 
electrophoretic 
mobility 
pseudoephedrine 2.42E-04 1.1 1.66E-04 
ibuprofen 7.20E-05 1.4 -0.04E-04 
Day 3 
 
electroosmotic mobility RSD 
 benzyl alcohol 7.20E-05 2.6 
 
 
net mobility RSD 
electrophoretic 
mobility 
pseudoephedrine 2.23E-04 0.84 1.51E-04 
ibuprofen 6.82E-05 2.5 -0.04E-04 
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Figure 2.7: NACE separation of a 3-component mixture of verapamil, ephedrine, and 
disopyramide using 30 % 2-butanol, 25 mM ammonium acetate, 1 M acetic acid, and 
approximately 70% acetonitrile (Method 3). Instrumental conditions are described in 
Figure 2.4.  
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2.3.2.2 Analyte Screening for Complete NACE Background Electrolyte 
2.3.2.2.1 Cationic Pharmaceutical Analytes 
Electropherograms of separations utilizing NACE method 3 for four chiral 
cationic pharmaceutical analytes (pseudoephedrine (a), verapamil (b), nadolol (c), and 
bupivacaine (d)) are shown in Figure 2.6. Migration time, net mobility, and  
electrophoretic mobility are presented for cationic compounds in Table 2.9, top. An 
electropherogram of a mixture of three chiral analytes is shown in Figure 2.7. The low 
relative standard deviations of mobility (less than 2%) and the improved peak shape and 
selectivity suggest method 3 is reproducible and effective at separating both individual 
and mixes of cationic pharmaceutical analytes 
 
2.3.2.2.2 Anionic Pharmaceutical Analytes 
Electropherograms of separations utilizing NACE method 3 for 2 anionic 
pharmaceutical analytes can be seen in Figure 2.8. Due to being anionic and possessing 
an electrophoretic mobility counter-current to the electroosmotic flow, and thusly eluting 
after the neutral benzyl alcohol peak, the electrophoretic mobility of these analytes are 
expressed in their vector form (negative value). Electroosmotic flow and electrophoretic 
mobility data for injections of each studied analyte are presented in Table 2.9, top.  
 
2.3.2.2.3 Cationic and Anionic Analytes 
A mixture of cationic and anionic analytes (pseudoephedrine and ibuprofen, two 
common ingredients in over-the-counter cold medication) was examined using NACE 
method 3. Five injections were performed per day for 3 consecutive days. An  
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Figure 2.8: NACE separation of anionic analytes (a) ketoprofen and (b) flurbiprofen 
using 30 % 2-butanol, 25 mM ammonium acetate, 1 M acetic acid, and approximately 
70% acetonitrile (Method 3). Instrumental conditions are described in Figure 2.4. Benzyl 
alcohol utilized as a neutral marker. 
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Figure 2.9: NACE separation of a mixture of cationic and anionic analytes using 30 % 2-
butanol, 25 mM ammonium acetate, 1 M acetic acid, and approximately 70% acetonitrile 
(Method 3). Instrumental conditions are described in Figure 2.4. The elution order was 
(1) pseudoephedrine, (2) benzyl alcohol (neutral marker), and (3) ibuprofen.  
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electropherogram of the separation is shown in Figure 2.9 and the relevant data are 
presented in Table 2.9, bottom. Excellent repeatability was achieved on the first day (less 
than 1%), although the precision decreased, but only somewhat (up to 2.6%) by day 3. 
These results indicate that the NACE background electrolyte is highly effective for 
separating a wide variety and amount of samples with good repeatability, many of which 
would be minimally soluble in traditional capillary electrophoresis solvents. 
 
2.3.2.2.4 Diastereomers 
A mixture of pseudoephedrine and ephedrine was examined using NACE method 
3. Pseudoephedrine and ephedrine are each enantiomeric compounds with 2 chiral 
centers, SS/RR and RS/SR, respectively. In order to be enantiomers, the two isomers 
must have opposite configurations at each stereocenter. Pseudoephedrine and ephedrine 
are stereoisomers of each other (diastereomers), with different configurations at their first 
stereocenter, but not the second. This makes them non-mirror images, and therefore not 
enantiomers of each other. Unlike enantiomers, diastereomers have different chemical 
reactivity and properties, as describe in section 2.1.1.1.  However, the similarities in the 
structures make them interesting compounds to separate, as diastereomeric complexes are 
one potential avenue of chiral discrimination for enantiomers. An electropherogram of 
pseudoephedrine and ephedrine, overlaid to show 5 successive injections, is shown in 
Figure 2.10. The electropherogram shows substantial reproducibility, as the five overlaid 
injections are nearly identical. 
Data for ten injections of an equal mixture of pseudoephedrine and ephedrine are 
shown in Table 2.10, including electroosmotic flow (as measured by a benzyl alcohol  
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Figure 2.10: Five overlaid runs of a NACE separation of a mixture diastereomers using 
30 % 2-butanol, 25 mM ammonium acetate, 1 M acetic acid, and approximately 70% 
acetonitrile (Method 3). Instrumental conditions are described in Figure 2.4. Elution order 
is (1) pseudoephedrine, (2) ephedrine, and (3) benzyl alcohol (neutral marker).  
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Table 2.10: Precision of the migration time (minutes), electroosmotic flow (cm2/Vs) net 
mobility (cm2/Vs), electrophoretic mobility (cm2/Vs), electrophoretic selectivity, and 
resolution of diastereomers pseudoephedrine (P) and ephedrine (E) utilizing a 
background electrolyte comprised of 30% 2-butanol, 25 mM ammonium acetate, 1 M 
acetic acid, and approximately 70% acetonitrile. (BA): benzyl alcohol neutral marker. 
Instrumental conditions are described in Figure 2.4.  
 
Migration time  
Electroosmotic 
mobility Net mobility 
Electrophoretic 
mobility Alpha Resolution 
 
P E BA 
 
P E P E 
  
Run 1 1.57 1.65 3.63 1.39E-04 3.40E-04 3.23E-04 2.01E-04 1.84E-04 1.09 1.28 
Run 2 1.57 1.65 3.63 1.39E-04 3.41E-04 3.24E-04 2.02E-04 1.85E-04 1.09 1.26 
Run 3 1.58 1.66 3.68 1.37E-04 3.38E-04 3.21E-04 2.01E-04 1.84E-04 1.09 1.19 
Run 4 1.58 1.65 3.66 1.38E-04 3.39E-04 3.22E-04 2.01E-04 1.84E-04 1.09 1.18 
Run 5 1.57 1.65 3.65 1.38E-04 3.40E-04 3.23E-04 2.02E-04 1.84E-04 1.09 1.22 
Run 6 1.60 1.68 3.76 1.34E-04 3.34E-04 3.17E-04 1.99E-04 1.83E-04 1.09 1.15 
Run 7 1.61 1.68 3.78 1.33E-04 3.33E-04 3.16E-04 1.99E-04 1.82E-04 1.09 1.21 
Run 8 1.61 1.69 3.79 1.33E-04 3.32E-04 3.15E-04 1.99E-04 1.82E-04 1.09 1.22 
Run 9 1.61 1.69 3.80 1.32E-04 3.32E-04 3.15E-04 1.99E-04 1.82E-04 1.09 1.10 
Run 10 1.61 1.69 3.82 1.32E-04 3.31E-04 3.14E-04 1.99E-04 1.82E-04 1.09 1.17 
           
Average 1.59 1.67 3.72 1.36E-04 3.36E-04 3.19E-04 2.00E-04 1.83E-04 1.09 1.20 
RSD 1.1 1.1 2.1 2.1 1.2 1.2 0.63 0.60 0.07 4.5 
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neutral marker), net mobility, electrophoretic mobility, resolution, and selectivity. Great 
reproducibility (less than 1%) was reported for the electrophoretic mobilities. One of the 
largest RSD values is attributed to electroosmotic flow, but no more than 2.1%, 
suggesting there is some degree of change in electroosmotic flow run-to-run, but overall 
minimal. The electrophoretic selectivity between pseudoephedrine and ephedrine (1.09) 
and the resolution (1.20) are indicative of a good separation between the two 
diastereomers. 
 
2.3.2.3 Applications of Racemic NACE Background Electrolyte 
Racemic NACE background electrolyte containing 30% 2-butanol, 25 mM 
ammonium acetate, 1 M acetic acid, and acetonitrile (method 3) was utilized for the 
separation of Lopressor ® and Entex ® tablets in order to establish the method as suitable 
for prescription medication samples, where additional ingredients (sugars, colors, 
binders) in the product could hinder separation.  
Lopressor ®, which is the marketed name of the β1 receptor blocker metoprolol 
(racemic mixture), was prepared by grinding the 50 mg bright blue tablet with a mortar 
and pestle and then dissolving it in 100 mL NACE background electrolyte. Stirring for 
approximately 3 hours dissolved the tablet.  The final concentration of metoprolol in the 
Lopressor ® sample was 0.5 mg/mL after filling to volume. Fifteen injections were 
performed, and a representative electropherogram is shown in Figure 2.11. Standard 
metoprolol, dissolved at a similar concentration and examined 15 times, was studied to 
identify the metoprolol peak in the Lopressor ® sample. Comparisons between the 
electroosmotic flow, net mobility, and electrophoretic mobility of metoprolol in  
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Figure 2.11: NACE separation of Lopressor ® using 30 % 2-butanol, 25 mM ammonium 
acetate, 1 M acetic acid, and approximately 70% acetonitrile (Method 3). Instrumental 
conditions are described in Figure 2.4. The elution order was (1) metoprolol (active 
ingredient in Lopressor ®) and (2) benzyl alcohol (neutral marker).  
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Table 2.11: Precision of the electroosmotic flow (cm2/Vs), net mobility (cm2/Vs), and 
electrophoretic mobility (cm2/Vs) of Lopressor ® tablets, Entex ® tablets, and standards 
utilizing a background electrolyte comprised of 30% 2-butanol, 25 mM ammonium 
acetate, 1 M acetic acid, and approximately 70% acetonitrile for 15 consecutive 
injections. Instrumental conditions are described in Figure 2.4. 
  
 
Average 
Electroosmotic 
Flow RSD 
Average 
Net 
Mobility RSD 
Electrophoretic 
Mobility 
Lopressor Tablet 7.01E-05 4.9 1.78E-04 2.9 1.08E-04 
Metoprolol 
Standard 1.10E-04 2.7 2.46E-04 2.2 1.36E-04 
      Entex Tablet 
Peak 1 6.96E-05 0.73 2.12E-04 2.0 1.42E-04 
Pseudoephedrine 
Standard 6.10E-05 0.78 2.22E-04 0.61 1.61E-04 
Entex Tablet 
Peak 2 6.96E-05 0.73 7.48E-05 3.8 5.20E-06 
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Lopressor ® versus standard metoprolol are shown in Table 2.11. While the net 
mobilities are somewhat different, the electrophoretic mobilities are relatively similar, 
indicating that variations in electroosmotic flow, due to insufficient capillary 
conditioning and/or matrix effects resulting from the tablet excipients, are largely 
responsible for the observed differences in mobility. 
Entex ® (a combinatorial drug used to treat cough and cold symptoms) contains 
pseudoephedrine (a decongestant) and guaifenesin (an expectorant). Entex ® samples 
were prepared by grinding the light pink tablet (60 mg pseudoephedrine, 400 mg 
guaifenesin) with a mortar and pestle and dissolving in NACE background electrolyte.  
Stirring for approximately 3 hours dissolved the tablet. The final concentration of 
pseudoephedrine in the Entex ® sample was 0.5 mg/mL after filling to volume. 10 
injections were performed. Standard pseudoephedrine, dissolved at a similar 
concentration, was studied to identify the pseudoephedrine peak in Entex ®, since 
guaifenesin was not available in the laboratory. Comparisons between the electroosmotic 
flow, net mobility, and electrophoretic mobility of pseudoephedrine in Entex ® versus 
standard pseudoephedrine are shown in Table 2.11.  Like the Lopressor ® tablets, the 
pseudoephedrine in the Entex ® sample and the standard pseudoephedrine had similar 
electrophoretic mobilities, with some (albeit minor) difference in the net mobility due to 
changes in the electroosmotic flow. The RSD data were below 2% for the 
pseudoephedrine in both the standard and tablet. 
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2.3.3 Chiral NACE Background Electrolyte 
The ability of the optimized NACE background electrolyte (30% racemic 2-
butanol, 25 mM ammonium acetate, 1 M acetic acid, and acetonitrile) to separate a wide 
range of pharmaceutical analytes (cationic, anionic, and mixtures), diastereomers, and 
chiral pharmaceutical drug products with good reproducibility made it a candidate for 
attempting enantioseparation, substituting the racemic 2-butanol with enantiopure S-2-
butanol. Initial experiments utilizing racemic analytes with enantiopure background 
electrolyte indicated no degree of visual enantioseparation, although significant peak 
broadening suggested some degree of interaction between the analytes and the 
background electrolyte. Therefore, racemic and enantiopure analytes (ephedrine and 
propranolol) were tested in S-2-butanol based NACE background electrolyte to determine 
if the background electrolyte was causing statistically significant differences in three 
measurements; peak area, peak width, and tailing factor.  
 
2.3.3.1 Statistical Tests 
In order to test the null hypothesis, that the means of the peak area, peak width, 
and USP tailing factor of S-analytes and racemic analytes are equivalent at the 95% 
confidence level, a t-test is utilized [81],  
 
    𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑒𝑐 = �𝑥1,𝑎𝑎𝑎−𝑥2,𝑎𝑎𝑎�𝑠𝑝𝑝𝑝𝑝𝑝𝑝 � 𝑛1𝑛2𝑛1+𝑛2    (2.7) 
where x1,avg and x2,avg are the means of two data sets, n1 and n2 are the number of 
replicates in the respective data sets, and spooled is a combined standard deviation of the 
data sets [81]. 
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    𝑠𝑜𝑜𝑜𝑐𝑒𝑐 = �𝑠12(𝑛1−1)+𝑠22(𝑛2−1)𝑛1+𝑛2−2      (2.8) 
 
A calculated value of t, tcalculated or tcalc, is compared to a critical value of t, ttable, for 
degrees of freedom equal to the denominator in equation 2.8. If tcalc is greater than ttable at 
a given confidence level (typically 95%), then the null hypothesis is rejected, i.e., the two 
sets of data are statistically different. 
Equation 2.8 (and thusly, equation 2.7) can only be used if the standard deviations 
of the two data sets are statistically similar at the same confidence level and thus can be 
combined. To determine this, an F test is used, 
    𝐹𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑒𝑐 = 𝑠12𝑠22    (2.9) 
where s1 is the larger standard deviation and s2 is the smaller standard deviation, so that 
Fcalculated is always greater than or equal to one. If Fcalculated is smaller than a critical value, 
Ftable, then the standard deviations are statistically equivalent and equations 2.7 and 2.8 
can be used to test the null hypothesis. If Fcalculated > Ftable, then the standard deviations 
are statistically different, and equation 2.7 must be substituted with equation 2.10 [81]. 
    𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑒𝑐 = �𝑥1,𝑎𝑎𝑎−𝑥2,𝑎𝑎𝑎�
�𝑠1
2
𝑛1
+
𝑠2
2
𝑛2
    (2.10) 
In order to determine the degrees of freedom for the selection of ttable, equation 2.11 must 
be used. 
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    (2.11) 
As with equation 2.7, if tcalculated via equation 2.10 is greater than ttable (at the degrees of 
freedom calculated by equation 2.11), the null hypothesis is rejected. 
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Table 2.12: Migration time (mins), peak area, peak width, and USP tailing factor (Tf) for 
(S)-ephedrine and racemic ephedrine over 2 days, utilizing 30% S-2-butanol, 25 mM 
ammonium acetate, 1 M acetic acid, and approximately 70% acetonitrile.  
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Table 2.13: Migration time (mins), peak area, peak width, and USP tailing factor (Tf) raw 
data for (S)-propranolol and racemic propranolol utilizing 30% S-2-butanol, 25 mM 
ammonium acetate, 1 M acetic acid, and approximately 70% acetonitrile. 
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2.3.3.1.1 G-Test and ChemStation Calculations 
Data from 5 consecutive injections of (1R,2S)-(-)-ephedrine ((S)-ephedrine) and 
racemic ephedrine, performed on two days, is shown in Table 2.12 for migration time, 
peak area, peak width, and USP tailing factor. Table 2.13 includes the same data for 5 
consecutive injections of (S)-propranolol and racemic propranolol performed in one day.  
Highlighted data values indicate statistically eliminated outliers, utilizing the 
Grubbs test, 
     𝐺𝐺𝐺𝐺𝐺𝑠 = 𝑥−𝑥𝑎𝑎𝑎
𝑠𝑜𝑐
    (2.12) 
where an outlier can be rejected if the calculated Grubbs value is greater than the Grubbs 
critical value for the given degrees of freedom [81]. 
The ChemStation software calculates the peak area by identifying the cardinal 
points of the peak [82], i.e., the peak start, peak apex, and the peak end. The integration 
parameter recognizes the start of a peak when the curvature of the data is above the limit 
established as a baseline threshold (front side of a peak). When the up-slope remains 
above this limit for a given time, the first cardinal point is defined [82]. As the slope 
passes through zero and becomes negative (the apex of the peak), a second cardinal point 
is defined [82]. The down-slope now begins to approach the established baseline limit, 
signaling the end of the peak. When the slope bypasses the limit, a third cardinal point is 
defined and the integration system begins tracking the baseline again [82]. 
Additionally, the software examines four initial events to determine whether a 
recognized “peak” is in actuality a peak. The initial peak width event sets a peak width 
(typically measured at half-height of the first expected peak) at which to distinguish 
peaks from merely baseline noise [82]. The software adjusts this during runs to account 
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for peak broadening with time. The slope sensitivity event determines the baseline 
threshold sensitivity at which a detected slope increase is considered a peak [82]. The 
height reject event eliminates “peaks” that do not meet a specified peak height. Finally 
the peak area reject event eliminates “peaks” that do not meet a specified peak area [82]. 
ChemStation calculates peak width at baseline by intersecting tangents through 
the inflection points with the baseline [82].  
ChemStation calculates the United States Pharmacopeial Convention (USP) 
tailing factor (Tf), or the symmetry of a peak, by 
 
      𝑇𝑓 = 𝑊0.052𝑜𝑤     (2.13) 
where tw is the distance (in time) between the peak maximum and front of the peak at 5% 
peak height and W0.05 is the peak width at 5% peak height [82]. 
These values were recorded from the extended performance report of each sample 
injection at the end of the run. 
 
2.3.3.1.2 Peak Area 
The statistical analysis of peak area for (S)-ephedrine and racemic ephedrine, for 
day 1 and day 2 experiments, is shown in Table 2.14. On both day 1 and day 2, the 
Fcalculated values indicate the standard deviations of the two samples are statistically 
equivalent. Similarly, using equation 2.7 to calculate tcalculated; since the observed values 
were larger than 2.365 (ttable, day 1) and 2.447 (ttable, day 2), the null hypothesis is 
rejected; the peak areas of (S)-ephedrine and racemic ephedrine are statistically different 
on both days of experimentation. 
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Table 2.14: Statistical evaluation of peak area for (S)-ephedrine and racemic-ephedrine 
over 2 days utilizing 30% S-2-butanol, 25 mM ammonium acetate, 1 M acetic acid, and 
approximately 70% acetonitrile. 
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Table 2.15: Statistical evaluation of peak area for (S)-propranolol and racemic-
propranolol utilizing 30% S-2-butanol, 25 mM ammonium acetate, 1 M acetic acid, and 
approximately 70% acetonitrile. 
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The statistical analysis of peak area for (S)-propranolol and racemic propranolol 
is shown in Table 2.15. The Fcalculated value (14.95) is larger than the Ftable (6.39) value, 
indicating the standard deviations are statistically different, and therefore equations 2.9 
and 2.10 are needed to calculate the tcalculated and degrees of freedom, respectively. The 
degrees of freedom were determined to be 5 and the tcalculated value of 4.23 was larger than  
the ttable value of 2.571, indicating the rejection of the null hypothesis; the peak areas of 
(S)-propranolol and racemic propranolol are statistically significantly different. 
 In order to show that the differences in peak area for (S)-analytes and racemic 
analytes were not due to differences in concentration (i.e, unequal amounts of (S)-analyte 
and racemic analyte in preparation), but instead due to differences in injection volume or 
some interaction within the capillary, the ratios of the peak areas of the analyte of interest 
and benzyl alcohol (a neutral, achiral marker in the separation sample) were compared for 
all separations, i.e., an internal standard was used.  If equal concentrations were used in 
both sample preparations, the ratio of the peak areas (despite racemic peak areas being 
larger than (S) peak areas) should be statistically equivalent. Utilizing the statistical t-test 
described in section 2.3.3.1, the ratios of  (S)-ephedrine/benzyl alcohol (0.0441) and 
racemic ephedrine/benzyl alcohol (0.0403) were compared and the null hypothesis was 
accepted; the ratio of peak areas are statistically equivalent due to the tcalc value (0.92) 
being less than the ttable value (2.571) at the 95% confidence level. Likewise, the ratios of 
(S)-propranolol/benzyl alcohol (0.7476) and racemic propranolol/benzyl alcohol (0.6718) 
were compared and the null hypothesis was accepted; the ratios of peak areas are 
statistically equivalent due to the tcalc value (1.45) being less than the ttable value (2.776)  
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Table 2.16: Statistical evaluation of peak width for (S)-ephedrine and racemic-ephedrine 
over 2 days utilizing 30% S-2-butanol, 25 mM ammonium acetate, 1 M acetic acid, and 
approximately 70% acetonitrile. 
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Table 2.17: Statistical evaluation of peak width for (S)-propranolol and racemic-
propranolol utilizing 30% S-2-butanol, 25 mM ammonium acetate, 1 M acetic acid, and 
approximately 70% acetonitrile. 
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at the 95% confidence level. Therefore, the changes in raw value of peak area are not due 
to changes in concentration of the analytes when switching from (S) to racemic analytes, 
but instead due an imprecise injection volume and/or to some interaction within the 
capillary. 
 
2.3.3.1.3 Peak Width 
The statistical analysis of peak width for (S)-ephedrine and racemic ephedrine, for 
day 1 and day 2 experiments, is shown in Table 2.16. On day 1, the Fcalculated value was  
not statistically significant, indicating the standard deviations of the two samples are the 
same. Equation 2.7 was used to calculate tcalculated; since 8.71 is larger than 2.365 (ttable) 
the null hypothesis is rejected; the peak widths of (S)-ephedrine and racemic ephedrine 
are statistically different. On day 2, the Fcalculated value was statistically significant, 
requiring the use of equations 2.9 and 2.10 to determine tcalculated and degrees of freedom. 
The degrees of freedom were determined to be 4 and the tcalculated value (6.10) well 
exceeded the ttable value at this level; the peak widths were still statistically different day 
2. 
The statistical analysis of peak width for (S)-propranolol and racemic propranolol 
is shown in Table 2.17. The Fcalculated value is larger than the Ftable value, indicating the 
standard deviations are statistically different, and therefore equations 2.9 and 2.10 are 
needed to calculate the tcalculated and degrees of freedom, respectively. The degrees of 
freedom were determined to be 5 and the tcalculated value of 2.69 was larger than the ttable 
value of 2.571, indicating the rejection of the null hypothesis; peak widths of (S)-
propranolol and racemic propranolol are statistically different. 
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Table 2.18: Statistical evaluation of USP tailing factor for (S)-ephedrine and racemic-
ephedrine over 2 days utilizing 30% S-2-butanol, 25 mM ammonium acetate, 1 M acetic 
acid, and approximately 70% acetonitrile. 
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Table 2.19: Statistical evaluation of USP tailing factor for (S)-propranolol and racemic-
propranolol over 2 days utilizing 30% S-2-butanol, 25 mM ammonium acetate, 1 M 
acetic acid, and approximately 70% acetonitrile. 
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2.3.3.1.4 USP Tailing Factor 
The statistical analysis of the USP tailing factor for (S)-ephedrine and racemic 
ephedrine, for day 1 and day 2 experiments, is shown in Table 2.18. On both day 1 and 
day 2, the Fcalculated value was not statistically significant, indicating the standard 
deviations of the two samples are equivalent. Additionally, equation 2.7 was used to 
calculate tcalculated for both days; since tcalc is larger than 2.365 (ttable, day 1) and 2.447 
(ttable, day 2) the null hypothesis is rejected; the tailing factors of (S)-ephedrine and 
racemic ephedrine are statistically different on both experimentation days. The statistical 
analysis of (S)-propranolol and racemic propranolol is shown in Table 2.19 for the USP 
tailing factor measurement. The Fcalculated value is smaller than the Ftable value; the 
standard deviations of these measurements are statistically equivalent. The tcalculated value 
of 5.89 was larger than the ttable value of 2.365, indicating the rejection of the null 
hypothesis; USP tailing factors of (S)-propranolol and racemic propranolol are 
statistically different. 
 
2.3.3.1.5 Evaluation of Benzyl Alcohol  
Benzyl alcohol, which has been used throughout the NACE optimization as a 
neutral marker, can also be used as an internal measure of the chiral differentiation. Since 
benzyl alcohol is achiral, any interactions with achiral and chiral NACE background 
electrolytes should be the same, and therefore the results of the statistical analysis of the 
peak area, peak width, and USP tailing factor for benzyl alcohol should support the null 
hypothesis. Benzyl alcohol was included in day 1 of the ephedrine experiments and the 
propranolol experiments. In order to keep the analytes of interest on scale (benzyl alcohol  
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Table 2.20: Migration time, peak area, peak width, and USP tailing factor raw data for 
benzyl alcohol in (S)-ephedrine, racemic ephedrine, (S)-propranolol, and racemic 
propranolol samples utilizing 30% S-2-butanol, 25 mM ammonium acetate, 1 M acetic 
acid, and approximately 70% acetonitrile. 
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absorbs significantly at 214 nm), a single drop of benzyl alcohol was added to the analyte 
vial prior to injection. Raw data, including outliers, for benzyl alcohol in samples of (S)-
ephedrine, racemic ephedrine, (S)-propranolol, and racemic propranolol are provided in 
Table 2.20. 
The statistical analysis of benzyl alcohol for peak area, peak width, and USP 
tailing factor are shown, respectively in Tables 2.21-2.23 for the two types of ephedrine 
and propranolol samples. For peak area (Table 2.21), the standard deviations are 
statistically equivalent for the ephedrine samples, but the tcalculated value (2.42) is greater 
than the ttable value (2.306), indicating the rejection of the null hypothesis (peak areas of 
benzyl alcohol are statistically different in (S)-ephedrine and racemic ephedrine with S-2-
butanol NACE). Slightly different results were observed for the peak areas of benzyl 
alcohol in the two types of propranolol samples. In this case the standard deviations are 
statistically different (Fcalc > Ftable) in addition to the peak areas being statistically 
different. This suggests that, while peak area was also statistically significantly different 
for the (S) and racemic samples of ephedrine and propranolol in a BGE containing S-2-
butanol, this difference should not be attributed to enantioseparation (as mentioned in 
Section 2.3.3.1.2), but to the imprecision of sample introduction and/or irreversible 
adsorption onto the capillary wall. 
The statistical analysis of peak width for benzyl alcohol in the ephedrine and 
propranolol samples is shown in Table 2.22. For ephedrine, the standard deviations are 
statistically equivalent, i.e., Fcalc (5.23) is less than Ftable (6.39). Additionally, the tcalc 
value (2.20) is less than the ttable value (2.306). This result indicates that, for the 
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ephedrine samples, the differences in peak width for benzyl alcohol are not statistically 
significant.  
 
 
 
 
 
 
Table 2.21. Statistical evaluation of peak area benzyl alcohol in ephedrine (left) and 
propranolol (right) samples (racemic and (S)) utilizing 30% S-2-butanol, 25 mM 
ammonium acetate, 1 M acetic acid, and approximately 70% acetonitrile. 
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Table 2.22: Statistical evaluation of peak width benzyl alcohol in ephedrine (left) and 
propranolol (right) samples (racemic and (S)) utilizing 30% S-2-butanol, 25 mM 
ammonium acetate, 1 M acetic acid, and approximately 70% acetonitrile. 
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Table 2.23: Statistical evaluation of USP tailing factor benzyl alcohol in ephedrine (left) 
and propranolol (right) samples (racemic and (S)) utilizing 30% S-2-butanol, 25 mM 
ammonium acetate, 1 M acetic acid, and approximately 70% acetonitrile. 
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For propranolol, while the standard deviations are not statistically equivalent, using 
equations 2.9 and 2.10 it can be seen that the tcalc value (1.06) is less than the ttable value 
(2.571), indicating the differences in peak width for benzyl alcohol in the propranolol 
samples is also not statistically significant. Therefore, for peak width, the null hypothesis 
is only achieved by chiral samples and can be attributed to enantioseparation.  
Similarly, the USP tailing factor (Table 2.23) for benzyl alcohol in enantiopure 
and racemic ephedrine and propranolol resulted in standard deviations that are 
statistically equivalent and tcalc values (0.46 and 1.13, respectively) that are smaller than 
their respective ttable values (2.306). This results in the acceptance of the null hypothesis; 
the USP tailing factor is statistically equivalent for benzyl alcohol. This suggests that the 
USP tailing factor, being statistically different for chiral compounds, but not for achiral 
compounds, can also be used as an indication of the non-visual enantioseparation 
occurring due to the NACE background electrolyte. 
Utilizing benzyl alcohol as an internal measure of the chiral discrimination of S-2-
butanol NACE indicates that, while some degree of differentiation is occurring for chiral  
pharmaceutical compounds due to the statistical difference in peak width and USP tailing 
factor, visual enantioseparation would more clearly indicate the degree of differentiation 
and eliminate any peak changes due to non-chiral effects, such as injection volume 
imprecision or adsorption (i.e, peak area). 
 
2.3.3.2 Addition of HDAS for Chiral Separations 
Heptakis 2,3, di-O-acetyl-6-sulfo-β-cyclodextrin (HDAS) is a single-isomer 
sulfated and acetylated beta cyclodextrin used as a chiral selecting agent in capillary 
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electrophoresis [83]. Additional single-isomer beta and gamma cyclodextrins have been 
used for chiral analysis in nonaqueous capillary electrophoresis, but never with a chiral-
selecting solvent [84-86]. The NACE background electrolyte remains the same (30% 2-
butanol, 25 mM ammonium acetate, 1 M acetic acid, and acetonitrile (~65%)) for the 
HDAS experiments, with 10 mM and 15 mM HDAS added to the electrolyte during 
preparation, respectively. By testing various concentrations of HDAS in both racemic and 
enantiopure NACE background electrolyte, the chiral-selecting cyclodextrin will aid in 
achieving visual enantioseparation of chiral pharmaceutical enantiomers. 
 
2.3.3.2.1 ChemStation Calculations 
The ChemStation software calculates resolution between two peaks (1 and 2) by 
the tangent/baseline method (USP method) 
     𝑅𝑠 = 2(𝑜𝑟,2−𝑜𝑟,1)𝑊𝑏,1+𝑊𝑏,2     (2.14) 
where Wb,1 and Wb,2 are the widths at baseline of the first and second peak, respectively 
[82]. If the peak widths at baseline cannot be used to calculate resolution, the 
ChemStation software also calculates resolution using the 5 sigma method (where the 
width at 4.4% height is measured), the half-width method (where the width at 50% height 
is measured), and the statistical moments method (where the width is the square root of 
the second statistical moment, or the measure of the lateral spreading of the peak) [82]. 
However, if the peaks are significantly overlapped, the half-width method is the optimum 
method for determining resolution. The four resolution calculations are performed by the 
software and presented in the expanded performance data report.  
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2.3.3.2.2 Resolution Utilizing Racemic NACE Background Electrolyte 
Initially, 10 mM HDAS in racemic NACE background electrolyte was examined 
for metoprolol and propranolol analytes. No visual enantioseparation was achieved at this 
concentration. 
15 mM HDAS in racemic NACE background electrolyte was examined for 
metoprolol and propranolol analytes; 5 consecutive injections were performed. Data for 
these injections are shown in Table 2.24 and electropherograms are shown in Figure 2.12. 
The average resolution for propranolol enantiomers was 0.91, and the average resolution 
for metoprolol enantiomers was 0.94. While these values indicate the peaks are not 
baseline resolved, the clear observation of two peaks indicates that the addition of HDAS 
to the  
NACE background electrolyte, without S-2-butanol, was responsible for a large degree of 
enantioseparation.  
 
2.3.3.2.3 Resolution Utilizing Enantiopure NACE Background Electrolyte 
Metoprolol was tested with 15 mM HDAS in 30% S-2-butanol, 25 mM 
ammonium acetate, 1 M acetic acid, and acetonitrile to investigate additional resolution 
and enantioselectivity that is due to the chiral selecting background electrolyte. 5 
consecutive injections were performed; the data are presented in Table 2.25 and the 
electropherogram is shown in Figure 2.13. As indicated, the resolution has increased to 
1.07 for metoprolol enantiomers, suggesting a larger degree of separation is occurring for 
the enantiomers in enantiopure NACE background electrolyte than with HDAS additive  
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Table 2.24: Migration time (mins), resolution, and selectivity analysis of propranolol and 
metoprolol enantiomers utilizing 30% racemic-2-butanol, 25 mM ammonium acetate, 1 
M acetic acid, 15 mM HDAS and approximately 70% acetonitrile. 
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Figure 2.12: NACE separation of a) propranolol and b) metoprolol enantiomers using 30 
% racemic-2-butanol, 25 mM ammonium acetate, 1 M acetic acid, 15 mM HDAS, and 
approximately 70% acetonitrile (Method 3). Instrumental conditions are described in 
Figure 2.4. 
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Table 2.25: Migration time, resolution, and selectivity analysis of metoprolol enantiomers 
utilizing 30% S-2-butanol, 25 mM ammonium acetate, 1 M acetic acid, 15 mM HDAS 
and approximately 70% acetonitrile. 
  
 
Metoprolol Migration Time Resolution Alpha 
Run 1 Peak 1 3.87 1.05 1.01 
 
Peak 2 3.91 
  Run 2 Peak 1 3.89 1.05 1.01 
 
Peak 2 3.94 
  Run 3 Peak 1 3.91 1.10 1.01 
 
Peak 2 3.95 
  Run 4 Peak 1 3.93 1.11 1.01 
 
Peak 2 3.97 
  Run 5 Peak 1 3.95 1.04 1.01 
 
Peak 2 4.00 
  
  
Migration Time Resolution Alpha 
Average Peak 1 3.91 1.07 1.01 
 
Peak 2 3.95 
  RSD Peak 1 0.77 3.0 0.07 
 
Peak 2 0.80 
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Figure 2.13: NACE separation of metoprolol enantiomers using 30 % S-2-butanol, 25 
mM ammonium acetate, 1 M acetic acid,15 mM HDAS, and approximately 70% 
acetonitrile (Method 3). Instrumental conditions are described in Figure 2.4. 
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alone. This suggests the enantiopure NACE background electrolyte, as confirmed with 
the statistical analysis of the peak width and USP tailing factors, is responsible for some 
degree of enantioseparation (though not visible), and the addition of a chiral selecting 
agent is required. 
 
2.4 Conclusions 
 NACE background electrolyte was examined in mixed aqueous solution at 
varying concentrations and pH as well as in complete organic solutions with varying 
buffer component concentration (acetic acid, ammonium acetate, and/or acetonitrile). The 
selected NACE background electrolyte, based on reproducibility, peak shape, and 
selectivity (30% 2-butanol, 1 M acetic acid, 25 mM ammonium acetate, and acetonitrile), 
was thoroughly investigated for its ability to separate cationic analytes, anionic analytes, 
typical commercial analyte mixtures, and diastereomers. The excellent reported 
repeatability and peak shapes obtained suggest the NACE background electrolyte can be 
used to separate typical components in traditional capillary electrophoresis with good 
reproducibility and can be used to separate components that would otherwise be insoluble 
in capillary electrophoresis. The NACE background electrolyte was also utilized to 
separate two prescription medication samples (Lopressor ® and Entex ®) with a high 
degree of reproducibility. Although not the original goal of the experiment, the developed 
NACE background electrolyte is a suitable method for many time-efficient separations 
that would otherwise be performed using capillary electrophoresis, but is more suitable to 
further analysis (i.e, mass spectrometry compatibility). 
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Finally, the NACE background electrolyte (with S-2-butanol) was used as a chiral 
selecting solvent for the separation of cationic pharmaceutical enantiomers. While no 
visual enantioseparation occurred, changes in peak width and USP tailing factor were 
shown to be statistically different for enantiopure and racemic samples in chiral selecting 
NACE, suggesting some degree of solvation difference is occurring to induce changes in 
the chiral electrophoretic mobilities. HDAS was added as a chiral selecting cyclodextrin 
to further facilitate the NACE background electrolyte in separating pharmaceutical 
enantiomers. While racemic NACE background electrolyte and HDAS resulted in the 
enantioseparation of pharmaceutical enantiomers, the increased resolution with 
substituted enantiopure NACE background electrolyte complements earlier findings; the 
NACE chiral background electrolyte is responsible for some degree of enantioseparation, 
although additives are needed for full visualization. 
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1Chapter 3: Stochastic Approach for an Unbiased Estimation of the Probability of a 
Successful Separation in Conventional High Performance Liquid Chromatography 
and Sequential Elution Liquid Chromatography  
 
3. Introduction 
 Like capillary electrophoresis, high-performance liquid chromatography (HPLC) 
is an analytical technique that utilizes the balance between separative and bulk transport 
to separate mixtures of compounds. HPLC is a chromatographic process in which 
separation occurs due to the selective partitioning of compounds between the stationary 
phase and the liquid mobile phase [2]. In reversed phase HPLC, the stationary phase is 
nonpolar (typically C18) and the mobile phase is a polar mixture of water and organic 
solvent; compounds elute based on their affinity for either phase [2]. The degree of 
separation between two components, i.e., the resolution (Rs) can be determined from 
equation 3.1,  
    𝑅𝑠 = 𝐿𝑊𝑏,𝑎𝑎𝑎 � ∆𝑣𝑣𝑎𝑎𝑎�      (3.1) 
where L is the length of the separation space, Wb,avg is the average baseline width of the 
peaks, and Δv and vavg are the difference in velocity and average velocity of neighboring 
peaks, respectively. This definition of resolution can be expanded to relate resolution to 
selectivity (α), efficiency (N, number of plates), and retention factor (k) [3]. 
    𝑅𝑠 = √𝑁4 (𝛼 − 1) 𝑘11+𝑘𝑎𝑎𝑎     (3.2) 
 
                                                        1 Much of the material in this chapter has been previously published [1] E.J. Ennis, J.P. 
Foley, Stochastic approach for an unbiased estimation of the probability of a successful 
separation in conventional chromatography and sequential elution liquid 
chromatography, J Chromatogr A, 1455 (2016) 113-124. 
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While beyond the scope of this work, Snyder et al. and others have provided a thorough 
background of the theory of HPLC and the technique has been examined by numerous 
research groups [2, 4-11].  
The general goal of HPLC is to achieve separation of increasingly complex 
samples while maintaining or increasing chromatographic efficiency. While there are 
multiple approaches to address this goal, increasing the peak capacity through multi-
dimensional (or multi-modal) separations has gained popularity in recent years. During 
the method development process, it is beneficial to be able to predict the likelihood of 
achieving successful separations (Rs greater than or equal to 1.5) of complex samples at 
desired conditions while increasing chromatographic efficiency and decreasing analysis 
time. These predictions allow for the comparison of HPLC and sequential elution liquid 
chromatography (SE-LC) separations. Although considerable research on the statistical 
model of peak overlap has been reported by numerous research groups including 
Giddings et al. [12, 13], Davis et al. [14, 15], and others [16, 17], except for the historical 
result of Martin [18] and the recent report by Davis and Stoll [19], the extensive findings 
did not include an explicit assessment of the probability of a completely successful 
separation, i.e., the separation of all sample components. 
 
3.1 Theory 
3.1.1 Peak Capacity in Chromatographic Techniques 
In order to develop a model for predicting the degree of successful separation, it is 
first imperative to define a chromatographic figure of merit by which “success” is 
measured. Common measures of the overall quality of a separation in liquid 
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chromatography are resolution, selectivity, and efficiency. The most common parameter 
for evaluating efficiency is the plate number (N).  
 An additional theoretical parameter for evaluating the separation is peak capacity. 
First defined by Giddings for gel filtration and electrophoresis, peak capacity is the upper 
limit of resolvable peaks (each with a finite width) that can occupy a range of space under 
a given set of conditions [12, 13]. Grushka expanded the definition and derived a 
relationship between peak capacity and plate count in isocratic separations  
    𝑛𝑐 = 1 + √𝑁4 ln �𝑡𝑛𝑡0�      (3.3) 
where N is the plate number, tn is the retention time of the nth component, and t0 is the 
retention time of an unretained solute with the assumption that resolution is equal to 1 for 
adjacent peaks [20]. This assumption was made due to the belief that a resolution less 
than 1 (or less than unity) was inefficient and a resolution greater than 1 (or more than 
unity) was wasteful of the separation space for Gaussian peaks (width of 4σ). [20]. 
Additional work by Dolan and coworkers examined the range of space available 
for peaks in a gradient separation and defined a series of equations for different types of 
peak capacity under gradient conditions [21]. Again assuming a resolution of 1, the total 
peak capacity was derived in relation to a gradient separation 
    𝑛𝑐,𝑅𝑠=1 = 1 + � 𝑡𝐺𝑊4𝜎�      (3.4) 
where tG is the gradient time and W4σ is the baseline peak width (4σ) [21]. In gradient 
separations every peak has approximately the same width, so W4σ is constant. However, 
since samples rarely use the entire chromatographic space, Dolan et al. defined a sample 
peak capacity as 
    𝑛𝑐∗∗ = �𝑡𝑛−𝑡𝑎𝑊4𝜎 �      (3.5) 
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where ta and tn are the first and last eluting peaks, respectively, of the sample [21]. The 
total peak capacity will by nature be larger than the sample peak capacity, although the 
latter may be more indicative of the true capabilities of the separation if very little of the 
separation space is used. A thorough review of peak capacity in one-dimensional 
chromatography was recently published [22].   
3.1.2 Statistical Overlap Theory 
While peak capacity is a useful parameter for assessing a separation, it is only an 
ideal measure of the peaks that will actually be resolvable in a chromatogram. Due to the 
inherent randomness of retention times, the components in complex mixtures may have a 
high degree of overlap, essentially masking sample components and giving the 
appearance of complete separation. Davis and Giddings developed the first theory to 
determine the number of total peaks in a complex sample using a statistical theory of 
component overlap [14].  They derived relationships to approximate the number of 
components in a complex sample from the number of resolved single-component peaks 
(SCP’s) [14]. They also derived an equation for the saturation factor (α), or the amount of 
the chromatographic space that is occupied by peaks 
    𝛼 = �𝑚
𝑛𝑐
�      (3.6) 
 
where m is the number of components [14]. The saturation factor serves as a 
chromatographic figure of merit by which to evaluate the complexity of the separation, as 
the likelihood of separating all components would decrease as the saturation increases.  
Davis and Giddings expanded their work on statistical overlap theory (SOT), using 
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computer-generated synthetic chromatograms to verify the estimation of components in a 
complex sample by analysis of variance (ANOVA) [15].  
Martin and coworkers established a new model to address the peak overlap 
problem, in which they derived relationships to determine the probability distribution of 
the number of observed peaks in a known sample composition at a set peak capacity [18]. 
This work emphasized the significance of the peak overlap problem; without incredibly 
large peak capacities or long analysis times, it is unlikely that all the components of a 
complex sample will be completely separated from each other [18].  
Additional advances in SOT were reported by Pietrogrande et al., who developed 
new methods and simulations to clarify the retention pattern and estimate the number of 
components in a sample [16]. First reported by Davis and Giddings as separate equations, 
a new expression of the saturation factor was included, 
     𝛼 = �𝑚4𝜎𝑅𝑠
𝑋
�      (3.7) 
where 4σ is the average width at the base of an ideal Gaussian peak, Rs is the resolution,  
and X is the length of the separation [14, 16].  It is important to not interpret resolution in 
saturation as an arbitrary value when evaluating SOT; it cannot just be “assigned” at 
random. Davis defined a new metric, the effective saturation (α), 
    𝛼 = �𝑚𝑊
𝑋
� = 𝑚
𝑅𝑠𝑛𝑐
      (3.8) 
where resolution is independent of saturation [23]. Resolution and peak capacity will be 
inversely proportional; more peaks (larger nc) can fit in the same separation space with a 
smaller Rs, likewise fewer peaks (smaller nc) can fit in the same space with a larger Rs.  
Combining equations 3.6 and 3.7, or rearranging equation 3.8, a new equation for peak 
capacity was obtained [16]. 
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    𝑛𝑐 = � 𝑋4𝜎𝑅𝑠�      (3.9) 
This equation is the first not to assume a resolution equal to unity (1), indicating the clear 
dependence of peak capacity on the resolution parameter. An extensive review of 
statistical overlap theory was recently published [17]. 
Validation of statistical overlap theory was performed computationally and 
experimentally. Statistical overlap theory predictions were shown to be quantitatively 
accurate for simulated chromatograms of complex samples [24] and polyaromatic 
hydrocarbons in gas chromatography [25]. Experimentally, excellent agreement was 
found between SOT predictions of SCP’s and a mixture of 56 hydrocarbons in gas 
chromatography [26]. These validations suggest additional approaches must be taken to 
address the need to increase peak capacity (or, by proxy, decrease saturation) for complex 
samples in order to avoid or minimize peak overlap. 
 
3.1.3 Multi-Dimensional HPLC and Sequential Elution Liquid Chromatography 
In order to achieve the goal of efficient separations of increasingly complex 
samples, focus has shifted in recent years to multi-dimensional high performance liquid 
chromatography in which the peak capacity can be increased for a given separation, in 
order to increase the resolution. Since peak capacity in a two-dimensional system is the 
product of the peak capacities of the two individual systems, even two one-dimensional 
systems with modest peak capacities will achieve much larger peak capacities when 
employed in a comprehensive two-dimensional format [27-29]. 
Little and coworkers investigated multidimensional-like separations on a single 
column, termed sequential multimodal elution (SME), for moderately complex samples 
[30]. In this method, the sequential use of one or more selectively strong mobile phases 
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elutes and separates compounds by class; a situation that decreases the disorder of the 
separation [30]. Unlike traditional 2-D HPLC, where peak capacities are multiplicative, 
the peak capacities of the individual “modes” of SME are additive. Renamed sequential 
elution liquid chromatography (SE-LC), this work was further expanded by Socia and 
Foley for the separation of acidic, basic, and neutral compounds of varying complexity 
[31]. SE-LC can be performed utilizing two modes of separation: Scenario 1, in which 
each sequential elution mode is equivalent in terms of analysis time to the total HPLC 
separation, and Scenario 2, in which the total analysis time of SE-LC is equivalent to the 
total analysis time of the HPLC separation [31].  An illustrative example of the 
differences between HPLC, SE-LC Scenario 1, and SE-LC Scenario 2 are compared in 
Figure 3.1. By minimizing the number of components in each mode of separation (and in 
turn, the saturation factor), SE-LC takes advantage of the increased peak capacity of 
multi-dimensional liquid chromatographic techniques while minimizing the opportunity 
for overlapped peaks. This alternative makes it an advantageous technique for the 
separation of complex samples with known chemical classes of compounds. 
 
3.1.4 Predicting the Probability of a Successful Separation of m Known Components 
3.1.4.1 The Martin et al. Approach  
While it is important to be able to identify the number of components in a 
complex mixture from the single-component peaks with statistical overlap theory, it is 
equally important to be able to resolve all of the components in a known sample. Martin  
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Figure 3.1: Illustrated comparison between conventional High Performance Liquid 
Chromatography (HPLC, A), Sequential Elution Liquid Chromatography (SE-LC, B). 
Sequential Elution Liquid Chromatography Scenario 1, where the elution time of HPLC 
is equivalent to each mode of SE-LC (C), and Sequential Elution Liquid Chromatography 
Scenario 2, where the elution time of HPLC is equivalent to the elution time of SE-LC 
(D). Red, green, and blue peaks correspond to analytes that would elute in individual 
classes.
A B 
C D 
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and coworkers developed a theory to estimate the probability that a given separation 
would accomplish this goal [18].  
In order to define the modeled separation space, or the interval in which peaks 
elute, Martin and coworkers anchored two components of a multi-component sample “in 
order to take into account the boundary effects.” Two components were placed at the 
extremities of the separation space, with the additional m - 2 other components arranged 
randomly within that space [18]. Using this model, Martin and coworkers derived an 
expression for determining the probability of a complete separation  
    𝑃 = �1 − �𝑚−1
𝑛𝑐−1
��
𝑚−2
     (3.10) 
where the numerical resolution is 1.5 [18]. Using this equation, one could easily 
determine the likelihood of separation, which will increase as the peak capacity increases 
and the saturation factor decreases (as presented in traditional SOT theory). However, the 
arbitrary anchoring of the first and last peaks introduces a bias, which leads to some 
permutations of peak positions leading to non-baseline resolution being ignored. 
For example, the Martin equation ensures that a 2-component sample, regardless 
of peak capacity (assuming nc > m), will always be separated completely, i.e., the 
probability of a successful separation is always 100%. This is due to the use of two 
components to define the boundaries of the separation space; thus these components have 
no possible way to overlap. In reality, there is a finite probability of overlap for a two-
component sample.  Thus, in the present work a stochastic approach that assumes no such 
anchoring at the boundaries for the first two peaks was utilized to avoid the over-
estimation present in the Martin equation. 
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3.1.4.2 The Davis and Stoll Approach  
 In 2014, Davis and Stoll addressed the anchoring of peaks by Martin et al. [18] by 
modifying equation 3.10 slightly to obtain a nearly unbiased result 
     𝑃 = �1 − �𝑚
𝑛𝑐
1��
𝑚−1
     (3.11) 
where n1c is the peak capacity  
      𝑛𝑐1 = 𝑡𝐺4𝜎     (3.12) 
at unit resolution for a specific gradient time [19].  Using equation 3.11, one can address 
the issue of peak anchoring, randomly distributing all m components to address all 
possible permutations that could lead to non-baseline resolution. This approach (and by 
proxy, the Martin et. al. approach) is only applicable to separations in which the peak 
width is approximately constant, i.e., LC separations that employ gradient elution. In the 
present work, a stochastic approach that is applicable to both gradient and isocratic 
separations is utilized (i) to evaluate the accuracy of the equations by Martin et al. and 
Davis and Stoll; and (ii) to compare the probabilities of gradient and isocratic elution for 
achieving a completely successful separation under comparable sets of conditions. 
 
3.1.5 Purpose of Study  
The objective of the present work is to provide an unbiased prediction of the 
probability of the successful separation of a sample with a known number of components 
using a chromatographic system with a given peak capacity. This objective is achieved by 
means of a stochastic approach. The stochastic approach for predicting the probability of 
a successful separation of a multi-component sample removes the bias in the Martin 
equation by randomly distributing all m components in the separation space instead of m-
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2 components. This is accomplished by defining the lower and upper boundaries of the 
separation space conceptually rather than using two components of the sample to do so as 
the approach employed by Martin et al. required.  For example, given typical values of 
retention factor in traditional isocratic HPLC, a kmax of approximately 20 (highly 
retained) and a kmin of 0 (unretained) could be used to define the separation window. By 
using these conceptual boundaries, instead of anchored component peaks, the distribution 
of all m components will be considered in the prediction of successful separation.  In 
addition to eliminating the positive bias, the stochastic approach is utilized to predict the 
probability of a successful separation under isocratic conditions, which has not been 
considered. This allows the well-known isocratic and gradient elution modes of liquid 
chromatography to then be compared in terms of the probability of success. Finally, the 
results of this approach are applied to conventional HPLC and sequential elution liquid 
chromatography (SE-LC), and the latter is shown to provide much greater probabilities of 
success for moderately complex samples. 
The new probability calculations using the stochastic approach will be applied to 
conventional HPLC (isocratic and gradient elution modes) for comparison with the 
Martin equation and the Davis equation, and to Scenarios 1 and 2 of sequential elution 
liquid chromatography (SE-LC). The new, revised probabilities for Scenarios 1 and 2 do 
not qualitatively negate the previous findings by Socia and Foley [31], who showed that 
SE-LC has a higher probability of achieving a successful separation than traditional 1-D 
HPLC; they do, however, represent a more accurate assessment of the SE-LC approach. 
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3.2 Experimental Methods and Calculations 
3.2.1 Computational Information  
Calculations were performed using Matlab R2014b (8.4.0.150421). Statistical 
analysis of the data was performed using Excel for Mac 2011, Version 14.4.8 (150116).  
 
3.2.2 Validation of “Random” Number Generation 
The randomness of the uniform random number generator function in Matlab was 
evaluated using two basic tests [32]. First, the first, second, and third statistical moments 
for 100,000 uniform pseudorandom numbers generated over the default open interval (0, 
1) by Matlab were compared with the theoretically expected values. Statistical moments 
are calculated by 
     𝜇𝑗 = ∑ 𝑤𝑖𝑗𝑛𝑖=1       (3.13) 
Where μ is the statistical moment, n is the number of values being tested, wi is the ith 
value, and j is the moment of interest. The results of 0.5001 (moment 1), 0.3334 (moment 
2), and 0.2501 (moment 3) were within experimental error of the expected values of one-
half, one-third, and one-fourth, respectively.  
Second, a correlation test was performed in which the average of 100,489 
pairwise products xixj (i ≠ j) of nonidentical uniform random numbers generated by 
Matlab over the same open interval (0, 1) were calculated.  The pairwise products were 
produced by multiplying two different square (317 x 317) matrices whose elements were 
generated randomly. Again, the result of 0.2502 was within the experimental error of the 
expected value of one-fourth.   
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On this basis, the Matlab’s uniform random number generator function is 
sufficiently random to yield unbiased stochastic results in the simulations of gradient and 
isocratic separations. 
 
3.2.3 Defining the Separation Space in Gradient Separations 
The range of retention times employed in the gradient simulations was selected to 
correspond to a retention factor range of 0.25 to 20 in the isocratic case (vide infra).  
Uniformly distributed pseudorandom numbers ranging from 0 to 1 were generated using 
the “rand” function in Matlab. Those numbers were then adjusted to mimic typical 
retention times in HPLC using the equation 
    𝑡𝑅,𝑖 = 𝑟𝑟𝑛𝑟(𝑡𝑚𝑚𝑚 − 𝑡𝑚𝑖𝑛) +  𝑡𝑚𝑖𝑛    (3.14) 
where tR,i  is the ith retention time and rand is the pseudorandom number, so that the 
largest possible value of tR,i could equal, but not exceed the tmax and the smallest possible 
value of tR,i could equal, but not be less than, tmin. The m pseudorandom retention times 
obtained via equation 3.14 were then sorted in ascending order within a Matlab matrix. 
 For the case of gradient elution, uniformly distributed retention times are 
equivalent to uniformly distributed free energies of solute transfer (vide infra) through the 
following equation based on linear solvent strength (LSS) gradient elution theory [2, 33] 
and the well-known relationships between free energy (∆G) and retention factor (k):  
    𝑡𝑅 = 𝑡02.303𝑏 ln(2.3𝑘0𝑏) + 𝑡0 + 𝑡𝐷    (3.15) 
 
     ln 𝑘 = ln𝜙 − Δ𝐺
𝑅𝑅
     (3.16) 
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where k0 is the initial retention factor of a solute at the start of a gradient, b is the 
gradient steepness, t0 and tD are the void time and dwell time, respectively, and ϕ is the 
volume phase ratio.  Given that b and ϕ can be assumed to be constant and given the 
typical magnitude of k0 (usually > 100 except for early eluting solutes), the first term in 
equation 3.15 dominates and the direct relationship between gradient retention time (tR) 
and ∆G is readily seen.   
 
3.2.4 Quantifying the Probability of Success in Gradient Separations 
As previously mentioned, peak widths were assumed to be constant across the 
separation space for gradient simulations at a given peak capacity. In the expression for 
the total peak capacity under gradient elution conditions provided by Dolan et al. 
(equation 3.4) [21], the width is the ‘baseline peak width’ (4σ) because it was desired that 
the resolution between adjacent peaks be unity (Rs = 1.0).  One way to accommodate a 
different required degree of resolution is to adjust the width in the equation for peak 
capacity accordingly.  For ‘baseline resolution’ (Rs = 1.5, not to be confused with 
‘baseline peak width’), the separation between adjacent peaks is 6σ, meaning that their 
width in this context is also 6σ.  Thus we can modify equation 3.4 as  
    𝑛𝑐,𝑅𝑠=1.5 = 1 + 𝑡𝑚𝑎𝑚−𝑡𝑚𝑚𝑛𝑊6𝜎      (3.17) 
where tmax – tmin is the total separation window.  Rearrangement of equation 3.17 allows 
the peak width to be calculated as a function of the peak capacity and the separation 
window:  
    𝑊𝑔𝑔𝑚𝑔𝑖𝑔𝑛𝑡 = 𝑊6𝜎 = 𝑡𝑚𝑎𝑚−𝑡𝑚𝑚𝑛�𝑛𝑐,𝑅𝑠=1.5−1�    (3.18) 
The resolution in our gradient simulations was calculated as  
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    𝑅𝑔𝑔𝑚𝑔𝑖𝑔𝑛𝑡 = �𝑡𝑅,𝑚+1−𝑡𝑅,𝑚𝑊6𝜎 �     (3.19) 
where tR,i and tR,i+1 are the randomly generated retention times of the ith component and 
its immediately adjacent neighbor. The resolutions between adjacent peaks were 
tabulated in a matrix, with m components resulting in m-1 resolution values. The 
experiment was considered successful if all m-1 calculated resolutions met or exceeded 
Rgradient = 1, which is equivalent to Rs = 1.5 using the typical definition of resolution 
     𝑅𝑠 = Δ𝑊4𝜎      (3.20) 
where ∆ is the separation between adjacent peaks. The probability (Pm,n) of a successful 
separation, expressed as a percentage, was calculated as 
  𝑃𝑚,𝑛𝑐 = �𝑛𝑛𝑚𝑏𝑔𝑔 𝑜𝑜 𝑠𝑛𝑐𝑐𝑔𝑠𝑠𝑜𝑛𝑠 𝑠𝑔𝑠𝑚𝑔𝑚𝑡𝑖𝑜𝑛𝑠𝑡𝑜𝑡𝑚𝑠 𝑛𝑛𝑚𝑏𝑔𝑔 𝑜𝑜 𝑠𝑖𝑚𝑛𝑠𝑚𝑡𝑖𝑜𝑛𝑠 � ∗ 100    (3.21) 
For each combination of m and nc, 10 million simulated separations were performed to 
calculate Pm,n. The ten million simulations for m and nc were repeated four times to 
evaluate the precision of the simulations. A flow chart of this process can be seen in 
Figure 3.2. 
 
3.2.5 Defining the Separation Space in Isocratic Separations 
A retention factor range of 0.25 to 20 was assumed for the isocratic simulations.  
After assuming an arbitrary, but representative value of the phase ratio for bonded-phase 
LC columns [34], the lower and upper limits of the free energy of transfer corresponding 
to 0.25 ≤ k ≤ 20 were calculated via equation 3.22: 
     ∆𝐺 = −𝑅𝑅 ln �𝑘
𝜙
�     (3.22) 
Pseudorandom, uniformly-distributed free energies of transfer were generated within this 
range using Matlab in an analogous fashion to the random retention times generated for 
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the gradient elution simulations, and the resulting pseudorandom isocratic retention times 
were calculated via equation 3.23:   
    𝑡𝑅,𝑔𝑚𝑛𝑔𝑜𝑚 = 𝑡0 �1 + 𝑒𝑒𝑒 �−Δ𝐺𝑟𝑎𝑛𝑟𝑟𝑚𝑅𝑅 ��   (3.23) 
Although random isocratic retention times could have been generated directly in the time 
domain, for purposes of comparing the isocratic simulations with the gradient simulations 
it was decided that the generation of random isocratic retention times from 
pseudorandom, uniformly distributed free energies was more appropriate.   
3.2.6 Quantifying the Probability of Success in Isocratic Separations 
For isocratic separations the peak width increases as the separation time increases, 
and a commonly accepted way to account for this is to assume a constant plate count, 
recognizing in practice that extra-column dispersion often results in the 
disproportionately lower plate numbers for early-eluting peaks.  In equation 3.3 if it is 
assumed that tn is the retention time of the last peak in the separation window, then since 
ta was defined at the void time, it may be written as 
    𝑛𝑐,𝑅𝑠=1 = 1 + √𝑁4 ln(1 + 𝑘𝑚𝑚𝑚)    (3.24) 
where kmax is the maximum retention factor [20].  As before with the expression for peak 
capacity under gradient separations, one way to accommodate a different required degree 
of resolution is to adjust the width in the equation accordingly.  For baseline resolution 
(Rs = 1.5, defined by equation 3.20), the expression for the peak capacity under isocratic 
conditions, equation 3.24, can be modified as  
    𝑛𝑐,𝑅𝑠=1.5 = 1 + √𝑁6 ln(1 + 𝑘𝑚𝑚𝑚)    (3.25) 
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Figure 3.2: Flow chart of steps for the prediction of the probability of a successful 
separation utilizing the stochastic approach under gradient conditions and isocratic 
conditions.
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where the substitution of “6” for “4” in the denominator takes advantage of the following 
identities for Gaussian peaks. 
    𝑁 = 𝑡𝑅2
𝜎2
= 16 � 𝒕𝑹
𝑾𝟒𝟒
�
𝟐 = 36 � 𝒕𝑹
𝑾𝟔𝟒
�
𝟐
    (3.26) 
For a desired peak capacity and predetermined value of kmax, equation 3.25 can be solved 
for plate number. 
     𝑁 = �6�𝑛𝑐,𝑅𝑠=1.5−1�
ln(1+𝑘𝑚𝑎𝑚) �2     (3.27) 
 
The 6σ peak width for each simulated peak can then be calculated by    
     𝑊𝑖𝑠𝑜𝑐𝑔𝑚𝑡𝑖𝑐,𝑖 = 6𝑡𝑅,𝑚√𝑁      (3.28) 
where tR,i is the retention time of the ith component and N is the plate number calculated 
in equation 3.27.  
Once the retention times of a given number of random peaks has been generated 
via MatLab, the resolution between adjacent peaks under isocratic elution conditions can 
be calculated by 
    𝑅𝑖𝑠𝑜𝑐𝑔𝑚𝑡𝑖𝑐 = 𝑡𝑅,𝑚+1−𝑡𝑅,𝑚
�
𝑊𝑚𝑠𝑟𝑐𝑟𝑎𝑖𝑚𝑐,𝑚+1+𝑊𝑚𝑠𝑟𝑐𝑟𝑎𝑖𝑚𝑐,𝑚
2
�
    (3.29) 
where Wisocratic,i and Wisocratic,i+1 are the 6σ widths of the ith component and its immediately 
adjacent neighbor, both as determined in equation 3.28.  The probability of success in 
isocratic separations was then determined using equation 3.21.  As in the gradient case, 5 
sets of 10 million simulated separations were performed to measure the probability for 
each combination of peak capacity and number of sample components. A flow chart of 
this process can be seen in Figure 3.2. 
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3.2.7 Quantifying the Probability of Success in Sequential Elution LC 
As shown by Socia and Foley [31], the probability of success in a sequential 
elution (SE-LC) separation is the product of the probability of success of each successive 
sequential elution mode, the latter of which can be calculated from equation 3.21. Thus, 
the probability of success in SE-LC is  
    𝑃𝑆𝑆−𝐿𝐿 = 𝑃𝑚1𝑛𝑐 ∗ 𝑃𝑚2𝑛𝑐 ∗ … ∗ 𝑃𝑚𝑟𝑛𝑐    (3.30) 
 
where r is the number of sequential elution modes and m1, m2, and mr are the number of 
components in each of the respective elution modes.  Assuming the sample components 
are divided evenly among the sequential elution modes, i.e., mi = m/r, the probability of 
success can be expressed as  
     𝑃𝑆𝑆−𝐿𝐿 = �𝑃𝑖𝑛𝑡�𝑚
𝑟
�,𝑛𝑐�𝑔    (3.31) 
 
where int(m/r) is the nearest integer of the quotient m/r.  Values for the Pm,n terms on the 
right hand side of equation 3.30 or 3.31 are obtained from equation 3.21.  
 
3.2.7.1 Example Calculation of the Probability of Success in Sequential Elution 
Liquid Chromatography 
For samples with different classes of compounds that are amenable to SE-LC, 
Psuccess,SE-LC will always be higher than Psuccess,conventional HPLC for the same sample.  For 
example, for the separation of 12 compounds (m) at a peak capacity of 120 (nc) by 
conventional gradient elution HPLC, the probability of success (from equation 18 and 
data in Table 3.1) is  
Psuccess,conventional HPLC = P12,120 = 0.3122 = 31.22%. 
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In contrast, using gradient elution SE-LC and assuming Scenario 1 with a peak 
capacity of 120 (nc) for each elution mode and the 12 compounds distributed equally 
among 3 elution modes (mi = 4), the probability of success (from equation 3.30) is 
Psuccess,SE-LC,Scenario 1 = Pm=4,120 * Pm=4,120 * Pm=4,120 = (0.9028)3 = 0.7358 = 73.58%  
The same result would be obtained from equation 3.30 in this case because m/r = 12/3 = 
4 is a whole number, i.e.,  
    
The greater probability of success in the above SE-LC example comes at the 
expense of analysis time, i.e., Scenario 1 separations are r-fold longer than HPLC 
separations, where r is the number of sequential elution modes.  However, SE-LC can 
also be performed with the same analysis time as HPLC using Scenario 2 (steeper 
gradient for each elution mode, moderately lower peak capacity than Scenario 1).  Using 
equation 3.30 or 3.31, but with a peak capacity of 80 (per elution mode) for Scenario 2, 
the probability of success using SE-LC is, 62.83%, still a considerably higher probability 
than HPLC can provide (31.22%). 
Psuccess,SE-LC,Scenario 2 = Pm=4,80 * Pm=4,80 * Pm=4,80 = (0.8565)3 = 0.6283 = 62.83 %.  
 
3.3 Results and Discussion 
3.3.1 Gradient Separations 
3.3.1.1 Statistical Analysis of Results 
Five sets of 10 million simulated gradient separations were performed for each 
combination of peak capacities (nc) ranging from 20 to 300 and number of compounds 
(m) ranging from 2 to 30. Reported in Table 3.1 are the average and standard deviation of 
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the success rate (probability of a successful separation) for select combinations of peak 
capacity and compound number. The probability of successful separations for all 
simulated combinations of m and nc are reported in Appendix A. Reported in Appendix 
Tables A.1-A.6 are the statistical data (minimum, maximum, average, standard deviation 
of the success rate, and relative percent standard deviation of the success rate) for each 
combination of nc and m. The relative standard deviation was less than 0.06% for all 
combinations of nc (peak capacity) and m (number of components) except those with 
very small sample statistics (number of successes < 100). 
 
3.3.1.2 Probability of Success in the Complete Gradient Separation of m 
Components 
The probability of separating various numbers of components (m) at a given peak 
capacity (nc) via gradient elution is plotted in Figure 3.3. As shown, for any value of m, 
the probability increases as the peak capacity increases. Additionally, it can be seen that, 
for a given peak capacity, as the number of compounds increases, the probability of a 
complete separation decreases.  Both of these results are as expected, as increasing m 
increases the likelihood of overlapping peaks, or a lack of baseline resolution, while 
increasing peak capacity increases the amount of available space for the peaks to occupy 
individually. It is also of note that no combination of m and nc result in a 100% 
probability of success; the highest probability was 99.3%, not surprising for the simulated 
separation with the fewest number of components and the highest peak capacity (m=2, 
nc=300).  
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Table 3.1: Probability of a successful separation for selected values of peak capacity (nc) 
and number of components (m) utilizing the stochastic approach under gradient 
conditions. Average and standard deviation calculated for probability of success of 5 
replications of experiments (10,000,000 experiments per replication). Values marked with 
*: No successes observed under these conditions. 
 
 
nc 
m 20 40 60 120 200 300 
2 89.75 ± 0.009 94.94 ± 0.006 96.64 ± 0.007 98.33 ± 0.005 99.00 ± 0.004 99.33 ± 0.003 
4 50.30 ± 0.02 72.60 ± 0.01 81.15 ± 0.008 90.28 ± 0.006 94.10 ± 0.008 96.05 ± 0.007 
6 16.00 ± 0.01 43.90 ± 0.007 58.79 ± 0.01 77.30 ± 0.01 85.85 ± 0.009 90.38 ± 0.004 
8 2.53 ± 0.003 20.56 ± 0.02 36.41 ± 0.01 61.56 ± 0.02 75.10 ± 0.01 82.73 ± 0.02 
10 0.16 ± 0.002 7.25 ± 0.008 19.11 ± 0.02 45.55 ± 0.007 62.95 ± 0.02 73.65 ± 0.03 
12 2.90E-03 ± 0.00005  1.87 ± 0.004 8.40 ± 0.01 31.22 ± 0.01 50.55 ± 0.004 63.78 ± 0.02 
14 0* 0.34 ± 0.003 3.07 ± 0.006 19.79 ± 0.02 38.84 ± 0.01 53.68 ± 0.02 
16 0* 4.21E-02 ± 0.0006  0.91 ± 0.001 11.58 ± 0.02 28.54 ± 0.02 43.89 ± 0.02 
18 0* 3.30E-03 ± 0.0002 0.22 ± 0.001 6.23 ± 0.007 20.05 ± 0.02 34.86 ± 0.02 
20 0* 1.80E-04 ± 0.00004  4.22E-02 ± 0.0004 3.08 ± 0.002 13.43 ± 0.006 26.90 ± 0.02 
  
146 
 
 
Figure 3.3: Probability of a complete separation* using gradient elution versus number of 
sample components (x-axis) and peak capacity (legend). Each result is the average of five 
sets of ten million simulated gradient separations (constant peak width). 
*Rs ≥ 1.5 for all compounds 
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3.3.2 Isocratic Separations 
3.3.2.1 Statistical Analysis of Results 
Simulated isocratic separations were performed in the same manner as the 
gradient simulations, except for the previously mentioned assumption of a constant plate  
number (increasing peak width) instead of a constant peak width and, for reasons 
explained earlier, that the generation of random numbers was performed in the free 
energy domain rather than directly in the time domain. Reported in Table 3.2 are the 
average and standard deviation of the success rate (probability of a successful separation) 
for select combinations of peak capacity and compound number. The probability of 
successful separations for all simulated combinations of m and nc are reported in 
Appendix A, Tables A.7-A.12. Reported are the statistical data (minimum, maximum, 
average, standard deviation of the success rate, and relative percent standard deviation of the success rate) for each combination of nc and m. The relative standard deviation 
was less than 0.9% for all combinations of nc (peak capacity) and m (number of 
components) except those with very small sample statistics (number of successes < 200), 
indicating a greater variability in the isocratic simulations compared to the gradient 
separations. Interestingly, for a given peak capacity and number of sample components, 
the average probability of success observed for the isocratic simulations was significantly 
lower than that observed for the gradient simulations. 
 
3.3.2.2 Probability of Success in the Complete Isocratic Separation of m 
Components 
  The probability of a completely successful separation (Rs ≥ 1.5 for all 
components) of the simulated isocratic separation of various numbers of components (m)  
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Table 3.2: Probability of a successful separation for selected values of peak capacity (nc) 
and number of components (m) utilizing the stochastic approach under isocratic 
conditions. Average and standard deviation calculated for probability of success of 5 
replications of experiments (10,000,000 experiments per replication). Values marked with 
*: No successes observed under these conditions. 
 
nc 
m 20 40 60 120 200 300 
2 87.45 ± 0.01 93.59 ± 0.003 95.69 ± 0.002 97.82 ± 0.005 98.69 ± 0.006 99.12 ± 0.002 
4 43.29 ± 0.02 66.82± 0.01 76.60 ± 0.02 87.60 ± 0.01 92.37 ± 0.008 94.85 ± 0.007 
6 11.04 ± 0.01 35.88 ± 0.02 51.05 ± 0.01 71.73 ± 0.02 81.98 ± 0.01 87.59 ± 0.01 
8 1.25 ± 0.004 14.20 ± 0.006 28.13 ± 0.02 53.66 ± 0.02 68.96 ± 0.02 78.10 ± 0.02 
10 4.84E-02 ± 0.0009 4.04 ± 0.007 12.70 ± 0.007 36.60 ± 0.02 54.97 ± 0.02 67.17± 0.01 
12 3.80E-04 ± 0.0001  0.80 ± 0.003 4.65 ± 0.005 22.76 ± 0.02 41.50 ± 0.009 55.76 ± 0.01 
14 0* 0.10 ± 0.001 1.37 ± 0.004 12.86 ± 0.006 29.65 ± 0.02 44.63 ± 0.01 
16 0* 8.48E-03 ± 0.0005  0.32 ± 0.001 6.59 ± 0.01 20.05 ± 0.02 34.46 ± 0.01 
18 0* 4.40E-04 ± 0.00009 5.71E-02 ± 0.001 3.06 ± 0.002 12.82 ± 0.01 25.68 ± 0.01 
20 0* 0*  7.56E-03 ± 0.0005 1.28 ± 0.006 7.74 ± 0.01 18.42 ± 0.01 
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Figure 3.4 Probability of a complete separation* using isocratic elution versus number of 
sample components (x-axis) and peak capacity (legend). Each result is the average of five 
sets of ten million simulated isocratic separations (constant plate number). 
*Rs ≥ 1.5 for all compounds 
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at a given peak capacity (nc) is plotted in Figure 3.4. Similar to gradient separations, an 
increase in peak capacity for a given number of components (m) results in an increase in 
the probability of success. Likewise, for a given peak capacity, an increase in the number 
of components m results in a decrease in the probability of success. These results are as  
expected, as the methods by which to increase the probability of a successful separation 
(increase peak capacity, decrease saturation) are not specific to gradient or isocratic 
elution. 
However, as mentioned in section 3.2.1, the observed probability of success for 
isocratic separations was slightly smaller than the analogous gradient separations for the 
same combination of m and nc. The lower probability of isocratic elution can be  
explained by the higher density of random retention times in the earlier part of the 
chromatogram (due to the uniformly distributed random free energies) that is only 
partially compensated by the narrower peak widths of the earlier-eluting compounds 
(constant N assumption). Similarly to the gradient stochastic approach, no combination of 
m and nc results in a predicted success of 100%; the probability of the most successful 
separation (m=2, nc=300) is 99.1%. 
 
3.3.2.3 Probability of Success in an Alternative Scenario for Isocratic Separations  
In contrast to the scenario for isocratic elution in which the analytes were 
distributed randomly in the free energy domain (vide supra), we also considered a 
different and presumably less likely scenario in which the analytes were distributed 
randomly in the time domain.   
In the isocratic time-based scenario, the components are uniformly distributed 
over a pre-defined time interval, with the average retention time thus occurring at the 
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midpoint of the interval.  On average, over millions of simulations, there will be equal 
numbers of components with retention times in the first and second halves of the 
simulated chromatograms.  Given the linear increase in peak width with time (due to the 
constant N assumption), the separation of an equal number of later-eluting, wider 
components with the desired minimum resolution is less likely than the separation of an 
equal number of early-eluting narrower components. Thus, in this time-based isocratic 
scenario the later-eluting, wider components are more likely to be responsible for a given 
simulated separation ‘failure’. 
The probability of success for the isocratic time-based scenario was lower than 
both the isocratic free energy-based scenario and the gradient elution scenario, and with 
respect to the latter the explanation is straightforward—the gradient elution scenario, with 
the same component density and average retention time (at the time interval midpoint) as 
the isocratic time-based scenario but a smaller (and constant) peak width over the latter 
half of the time interval, is less likely to result in a separation ‘failure’, hence more likely 
be successful.  
Comparing the two isocratic scenarios, the lower probability of success observed 
for the time-based scenario is less obvious. In the isocratic free energy-based scenario, 
the pseudorandom uniform distribution of components in the free-energy domain yields a 
skewed retention time distribution with a preponderance of early-eluting components (≈ 
83.5% in the first half of the separation interval) and an average retention time much 
lower than the midpoint of the separation interval.  On the one hand, this preponderance 
of early-eluting components is offset by their proportionally lower peak width. On the 
other hand, there is a less than a fully compensatory amount of peak capacity generated in 
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the first half of the separation interval (≈76% of the total).  Based on the lower 
probability of success observed for the pseudorandom time-based isocratic scenario, 
however, it must be that the equal component density-larger peak width in the second 
half of the time interval in the random time-based scenario is a greater source of 
separation failure than the less than fully compensated preponderance of early-eluting 
peaks in the random free energy-based scenario.  
 
3.3.3 Comparisons to the Martin et al. Equation and the Davis-Stoll Equation 
The probability of success of separation of various number of components (m) at 
a given peak capacity (nc) can be calculated using the equations of Martin et al. (equation 
3.10) and Davis and Stoll (equation 3.11). While the general trends remain the same 
(increased peak capacity yields increased probability of success, increased number of 
components yields decreased probability of success), the probability of success is over-
estimated by the Martin equation for all combinations of m and nc. This over-estimation 
is most apparent for 2 component separations, where, regardless of peak capacity, there is 
always a 100% probability of separation due to the arbitrary anchoring of the components 
at the beginning and end in order to define the separation space. The stochastic approach, 
on the other hand, yields a range of success probabilities, from 89.8% (nc=20) to 98.3% 
(nc=120) for gradient separations. A direct comparison between the Martin equation, the 
Davis equation, the gradient stochastic approach, and the isocratic stochastic approach is 
plotted in Figure 3.5 for a peak capacity of 20, 60, 120, and 150 to further illustrate this 
concept.  
The probabilities predicted by the theory-based Davis-Stoll equation closely 
matched the greater than 1200 probabilities predicted by the authors’ independent 
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computations in the same article, with an average relative error of only -0.39 ± 1.75%.  
However a subtle, systematic difference of less than 1% between the Davis-Stoll equation 
and the gradient stochastic results was observed for all combinations of m and nc. 
Therefore, a one-tailed t-test at the 99% confidence level was used to compare the Davis-
Stoll equation and the gradient stochastic approach to determine the statistical 
significance of the difference between the calculated probabilities of success. The 
outcome of the one-tailed t-test was the rejection of the null hypothesis (that the values 
are equivalent) for almost all combinations of m and nc at the 99% confidence level. This 
suggests the Davis-Stoll approach is at least minimally biased, since the stochastic 
approach is unbiased by definition (produced from an unbiased pseudorandom number 
generator).  The number of combinations of m and nc that accept the null hypothesis 
increase as the peak capacity increases, suggesting the differences diminish, but no tested 
value of nc results in unbiased values for all values of m. The Davis-Stoll equation differs 
considerably from the isocratic stochastic approach (approximately 18% at its largest 
gap), and therefore its use to predict the probability of success for isocratic separations is 
not recommended; collectively the above results suggest that the stochastic approaches 
are the most accurate prediction methods of choice for chromatographic methods in 
which the width of peaks either increases linearly with time (isocratic/isothermal elution) 
or is approximately constant (gradient elution LC or programmed-temperature GC).  
 
3.3.4 Dependence of the Probability of Success on Peak Saturation 
An additional parameter for assessing a separation is peak saturation (or 
saturation factor), discussed earlier and shown in equation 3.6. Shown in Figures 3.6 and 
3.7 are the probabilities of success as a function of peak saturation for simulated gradient  
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Figure 3.5: Probabilities of a complete separation* for a given number of sample 
components predicted by the gradient stochastic approach, isocratic stochastic approach, 
Equation 3.10 from Martin et. al. [18] and Equation 3.11 from Davis and Stoll [19], 
assuming a peak capacity of 20 (A), 60 (B), 120 (C) and 250 (D). 
*Rs ≥ 1.5 for all compounds 
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and isocratic elution separations. Generally, gradient separations have a higher likelihood 
of success than isocratic separations at the same saturation. 
At a saturation of 0.20, gradient separations have up to a 50.3% chance of 
success, while isocratic separations have up to a 43.3% chance of success. The Martin 
equation predicts up to a 70.9% chance of a successful separation, while the Davis-Stoll 
equation predicts up to a 51.2% chance.  The probability of success drops below 10% for 
the gradient stochastic approach, the Davis-Stoll equation, and isocratic stochastic 
separations when the saturation exceeds 0.30, 0.30, and 0.25, respectively.  For the  
Martin equation, the probability of success drops below 10% when the saturation exceeds 
0.35.  At saturation levels above 0.40, both stochastic approaches and both equations 
predict very little chance of success. 
 
3.3.4.1 Validation of Probability of Success for Equivalent Peak Saturation  
It is important to note that for all prediction approaches (Martin, Davis, and 
stochastic) and both separation modes (gradient and isocratic), the probability of success 
depends not only on the saturation factor but also quite significantly on the number of 
sample components. For equivalent values of peak saturation (i.e, an equivalent ratio of 
number of components to peak capacity), the probability of success will vary. While 
seemingly counterintuitive, this phenomenon is illustrated in Figure 3.8. For a saturation 
factor of 0.10 (B) and the number of sample components ranging from 2 to 20, the 
probability of success ranges from 13.0% to 87.4% (stochastic isocratic simulations), 
13.4% to 89.8% (stochastic gradient simulations), 13.5% to 90.0% (Davis-Stoll 
equation), and 16.4% to 100% (Martin equation).  Similar trends are observed at higher  
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Figure 3.6: Probability of a complete separation as a function of saturation factor (alpha, 
x-axis) and peak capacity (legend) using the stochastic approach under gradient 
conditions. 
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Figure 3.7: Probability of a complete separation as a function of saturation factor (alpha, 
x-axis) and peak capacity (legend) using the stochastic approach under isocratic 
conditions. 
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Figure 3.8: Probability of a complete separation* at a specified saturation factor, as 
predicted by the gradient stochastic approach, isocratic stochastic approach, Equation 
3.10 from Martin et al. [18], and Equation 3.11 from Davis and Stoll [19]. Saturation 
levels: 0.05 (A), 0.10 (B), 0.20 (C), 0.40 (D). 
*Rs ≥ 1.5 for all compounds
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values of the saturation factor until a convergence at zero probability of success occurs 
for alpha ≥ 0.5.  
Discrete probability theory, or one in which events occur in countable (discrete) 
sample spaces, can be used to corroborate the changing probability of a successful 
separation at equivalent saturation in a continuous setting. While continuous probability 
theory is more applicable to the seemingly random Gaussian zones typical in HPLC, 
visualizing peak capacity as countable “spaces” allows us to use the simpler calculations 
in discrete probability theory. Due to the simplification of the peaks (lack of peak  
parameters such as resolution and peak width) into “points”, the numerical values will not 
be identical to the probabilities obtained with our stochastic approach using continuous 
pseudorandom numbers, but will still corroborate the observed trend in saturation at 
varying combinations of peak capacity (nc) and sample components (m). 
For this concept the traditional definition of peak capacity (nc) remains the same; 
the number of peaks that can occupy a region of space at a specific resolution. Under this 
definition, it is easy to visualize the peak capacity as “boxes” that components, or in this 
case points, can “fit” into. Likewise, a successful separation will only be considered if 
each “point” fits into its own unique “box”; two components residing in the same box 
would be considered overlapping. The probability of separating m components is the 
product of the probability of separating each consecutive component. A pictorial 
representation can be seen in Figure 3.9. An initial component (m equal to 1) inserted 
into a discrete system with a peak capacity of 20 will yield a percent success of 100%; 
there are 20 open “boxes” for the component to be placed in from a total of 20. If a 
second component is added (Figure 3.9, part B), there will be 19 open “boxes” due to the 
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location of the first component, yielding a percent success of 95%. Combined, the total 
percent success of 2 components will be 95%, the product of the probability of success 
for each component. Further, 5 components (Figure 3.9, part C) will be the product of 
probability of success of the first component (100%), the second component (95%), the 
third component (18/20, or 90%), the fourth component (17/20, or 85%), and the fifth 
component (16/20, or 80%), for a total of 58.1%. Generalizing this concept, an 
expression can be derived to determine the probability of a successful separation 
     𝑃 = 𝑛𝑐!
𝑛𝑐
𝑚(𝑛𝑐−𝑚)! ∗ 100     (3.32) 
where nc is the peak capacity and m is the number of components. The resulting values of 
the probability of success for various combinations of nc (20-120) and m (2-20) are given 
in Table 3.3. Based on these values, the discrete probability model corroborates the 
previous findings using the continuous pseudorandom distributions: the same saturation 
will not result in the same value of percent success for different combinations of m and 
nc. For example, using the discrete probability calculation, 10 percent saturation can 
result in percent successes ranging from 56.6% (m=12, nc=120) to 95.0% (m=2, nc=20). 
Therefore, while saturation is still a useful chromatographic figure of merit for evaluating 
the likelihood of a successful separation, the number of components and the peak 
capacity are equally important. 
While the probability of a successful separation with increasing saturation factor 
and number of components decreases similarly for all methods, the differences between 
the unbiased gradient and isocratic stochastic approaches and the Martin equation are 
significant. For the accurate prediction of the probability of success using isocratic 
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Figure 3.9: Pictorial representation of discrete probability theory for the separation of 8 
components for a peak capacity of 20, where the probability for the sample components 
(8) is the product of each individual probability. A) 1 peak, P =100%. total P = 100% B) 2 
peaks, second peak= 95%. Total P=95%. C) Five peaks, third peak=90%, fourth 
peak=85%, fifth peak=85%. Total P=58.1%. D) 8 peaks, sixth peak=75%, seventh 
peak=70%, eighth peak=65%. Total P=19.8%. Probabilities calculated with equation 
3.32. 
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Table 3.3: Probability of a successful discrete chromatographic separation for varying 
combinations of nc and m from equation 3.32.
N
um
be
r 
of
 C
om
po
ne
nt
s (
m
) 
Peak Capacity (nc) 
  20 30 40 50 60 70 100 120 
20 0.0 0.0 0.3 1.2 2.8 4.9 13.0 18.7 
15 0.1 1.4 4.9 9.6 14.8 19.9 33.1 40.2 
14 0.2 2.7 7.5 13.4 19.3 24.8 38.5 45.5 
13 0.6 4.7 11.2 18.1 24.6 30.5 44.3 51.0 
12 1.5 7.8 16.0 23.8 30.8 36.8 50.3 56.6 
11 3.3 12.3 22.0 30.5 37.7 43.7 56.5 62.4 
10 6.5 18.5 29.3 38.2 45.2 51.0 62.8 68.0 
9 11.9 26.4 37.9 46.5 53.2 58.5 69.0 73.5 
8 19.8 36.0 47.3 55.4 61.4 66.0 75.0 78.8 
7 30.5 46.9 57.4 64.4 69.5 73.4 80.7 83.7 
6 43.6 58.6 67.5 73.2 77.3 80.2 85.8 88.1 
5 58.1 70.4 77.1 81.4 84.3 86.4 90.3 91.9 
4 72.7 81.2 85.7 88.4 90.3 91.7 94.1 95.1 
3 85.5 90.2 92.6 94.1 95.1 95.8 97.0 97.5 
2 95.0 96.7 97.5 98.0 98.3 98.6 99.0 99.2 
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elution, only the stochastic approach described here is recommended; for predicting the 
probability of success of gradient elution, the stochastic approach is again the most 
accurate choice, although the Davis and Stoll approach is a very convenient and accurate 
approximation. 
 
3.3.5 HPLC vs. SE-LC for Successful Separations 
3.3.5.1 HPLC versus Sequential Elution LC, Scenario 1 
For scenario 1 (as shown in Figure 3.1,C) there is an r-fold increase in analysis 
time, due to the fact that each elution mode (r number of modes) is equivalent in time to 
the original HPLC separation [31]. This r-fold increase in analysis time results in an r-
fold increase in HPLC peak capacity, with each individual mode having an equivalent 
peak capacity to the original HPLC separation [31]. As can be seen in Table 3.4, the 
probability of completely resolving a 12-component sample by traditional gradient 
elution HPLC with a peak capacity of 120 is 31.3%, whereas the probability using SE-LC 
with 2, 3, and 4 elution modes, respectively, is 59.8%, 73.6%, and 81.6%.The probability 
of completely resolving a 24-component sample under the same HPLC conditions is 
0.6%, whereas the probability using SE-LC with 2, 3, and 4 elution modes, respectively, 
is 9.8%, 23.3%, and 35.7%. While the analysis will take r-fold longer to complete, the 
likelihood of full separation increases by up to 50.3% for 12 components and 35.1% for 
24 components. This increase can be attributed to both the decrease in the number of 
peaks in each mode of separation (decrease in saturation) and the overall decrease in 
separation disorder described previously [31]. With fewer components present in multiple 
separation windows of equal peak capacity (nc = 120), the resulting decrease in saturation 
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Table 3.4: Comparison of probability of success of SE-LC versus HPLC for the 
separation of 12 and 24 component samples, assuming a peak capacity of 120 in HPLC. 
The total peak capacity of scenario 1 is r-fold greater than that of HPLC; n equal 240 
(r=2), 360 (r=3), 480 (r=4). The total peak capacity of scenario 2 is 190 (r=2), 237 (r=3), 
268 (r=4). 
  
Number of 
components Technique 
Number of 
elution modes 
Components per 
elution mode 
Saturation 
Scenario 1 
Saturation 
Scenario 2 
Scenario 1  P 
(Rs > 1.5) 
Scenario 2  P 
(Rs > 1.5) 
12 HPLC 1 12 0.10 - 31.3 same 
12 SE-LC 2 6 0.050 0.063 59.8 51.9 
12 SE-LC 3 4 0.034 0.051 73.6 62.4 
12 SE-LC 4 3 0.025 0.045 81.6 69.1 
               
24 HPLC 1 24 0.20 - 0.6 same 
24 SE-LC 2 12 0.10 0.13 9.8 5.0 
24 SE-LC 3 8 0.067 0.10 23.3 10.5 
24 SE-LC 4 6 0.050 0.090 35.7 15.1 
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and separation disorder leads to a notable increase in probability of success. Scenario 1 of 
SE-LC allows the user to take advantage of the reduction in saturation factor and number 
of components in each elution mode to increase the probability of a successful separation, 
while increasing the analysis time r-fold. 
 
3.3.5.2 HPLC versus Sequential Elution LC, Scenario 2 
In the interest of shortening analysis time, experimental conditions are adjusted in 
Scenario 2 so that the total SE-LC analysis time is equal to that of HPLC (as shown in 
Figure 3.1, D), resulting in a slight-to-moderate decrease in peak capacity for each 
separation mode in Scenario 2 compared to that for Scenario 1, where the peak capacity 
of each mode is the same as for conventional HPLC [31]. As can be seen in Table 3.4, the 
probability of completely resolving a 12-component sample by traditional gradient 
elution HPLC with a peak capacity of 120 is 31.3%, whereas the probability using SE-LC 
with 2, 3, and 4 elution modes (nc/mode = 95, 79, and 67), respectively, is 51.9%, 62.4%, 
and 69.1%. 
The probability of completely resolving a 24-component sample under the same 
HPLC conditions is 0.6%, whereas the probability using SE-LC with 2, 3, and 4 elution 
modes, respectively, is 5.0%, 10.5%, and 15.1%. With particular interest paid to 
maintaining analysis time, the likelihood of full separation increases by up to 37.8% for 
12 components and 14.5% for 24 components. While the peak capacity in each mode (95, 
80, and 70 for 2, 3, and 4 modes, respectively) will be less than in traditional HPLC (nc = 
120), the decreased saturation and decreased separation disorder will still result in an 
increase in the likelihood of a complete separation. Scenario 2 will not result in as large 
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an increase in the probability of success compared to Scenario 1, but the former will 
nonetheless be preferable when an increase in the analysis time cannot be tolerated. 
 
3.3.6 Applicability of the Stochastic Result to Other Types of Separations 
Provided that the analyte zone width of other separation techniques of interest can 
be approximated as either constant (“gradient” conditions) or increasing linearly with 
time (“isocratic/constant N” conditions), the probabilities reported here would be valid 
for those techniques in addition to conventional LC and sequential elution LC that this 
stochastic approach was originally developed for.  Examples include column 
chromatography, thin-layer chromatography (“spot capacity”), supercritical fluid 
chromatography, and isothermal or programmed-temperature gas chromatography. 
 
3.4 Conclusions 
 The stochastic approach for predicting the probability of successful separation in 
HPLC removes the bias present in the Martin equation by removing the fixed placement 
of the first two components at the beginning and the end of the separation space, thus 
allowing all components to randomly distribute in the separation space. The stochastic 
approach provides a more accurate representation of the likelihood of successful 
separations of multi-component samples. While applied here to a large, albeit 
constrained, number of combinations of peak capacity (nc) and sample components (m), 
the stochastic approach can be applied to any discrete values of nc and m. The stochastic 
approach employed here also includes results for isocratic separations, which had not 
been previously reported. The results obtained using both isocratic and gradient 
simulations reinforce the understood dependencies of the probability of success on 
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saturation factor and peak capacity, and they can be applied to any chromatographic 
technique whose zone widths can be approximated as constant or increasing linearly with 
time. For a sample with a given number of components, increasing the peak capacity and 
thus decreasing the saturation factor will increase the probability of separation.  
The stochastic approach also revealed the benefits of gradient elution over 
isocratic elution; for the same peak capacity the probability of resolving all components 
is much higher with gradient elution than isocratic elution due to the latter’s much lower 
probability of separating later eluting compounds due to their greater isocratic peak 
widths. Finally, the results of the stochastic approach were employed to show the 
dramatic increase in the probability of a successful separation using sequential elution 
liquid chromatography (SE-LC) compared to HPLC for both Scenario 1, where the time 
in traditional HPLC is equivalent to the time of each elution mode in SE-LC, and 
Scenario 2, where the time in traditional HPLC is equivalent to the total time in SE-LC 
[31]. In one of the more impressive examples described explicitly, for a 12-component 
sample with an HPLC peak capacity of 120 the probability of success increased from 
31.3% (HPLC) to 69.1% (Scenario 2, SE-LC, r=4) or 81.6% (Scenario 1, SE-LC, r=4).
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Chapter 4: Computational Approaches to Improve and Predict Successful 
Separations in Capillary Zone Electrophoresis  
 
4.1 Introduction 
The general goal of any separation technique is to achieve separation of 
increasingly complex samples while increasing chromatographic efficiency and 
decreasing analysis time. During the method development process, it is beneficial to be 
able to predict the likelihood of achieving successful separations of complex samples in a 
single experiment. It is also advantageous to be able to optimize experimental conditions 
in the separation mode of interest (in this case, capillary electrophoresis) to facilitate 
these successful separations.  
As in liquid chromatography, peak capacity can be used as a chromatographic 
figure of merit to evaluate separations in capillary zone electrophoresis (CZE). Peak 
capacity is defined as the maximum number of components, each with a specified width, 
that can fit within a given separation space [1, 2]. Grushka derived an equation for peak 
capacity 
    𝑑𝑛𝑐 = 𝑑𝑑𝑊𝑏𝑅𝑠      (4.1) 
where nc is the peak capacity, t is the retention time, Wb is the baseline peak width, and 
Rs is the resolution [3]. Historically, peak capacity has been defined thoroughly in liquid 
chromatography [1, 3-9] but outside of definitions for electrokinetic chromatography [10-
12] and multidimensional separations utilizing CE as a dimension to increase overall 
peak capacity [13-21], there has been little investigation into defining peak capacity. In 
CE, where typically the zone broadening is attributed to only longitudinal diffusion (as 
described in detail in Section 1.2.3.2 and Section 1.2.3.3), analyte zones are typically 
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modeled in the same way as they are in chromatography, i.e., with a Gaussian function 
for which the peak width is often assumed to be  
    𝑊𝑏 = 4𝜎      (4.2) 
where σ is the standard deviation (or measure of the aforementioned dispersion) of a 
Gaussian peak. This variance is calculated using the Einstein equation, 
    𝜎2 = 2𝐷𝐷      (4.3) 
where D is the solute diffusion coefficient and t is the time available for diffusion to 
occur [22]. Combining equations 4.2 and 4.3, the 4σ peak width in CE can be calculated 
by equation 4.4. 
    𝑊𝑏 = 4√2𝐷𝐷       (4.4) 
However, this equation is based in units of length (cm), instead of the typical units 
of time used in peak capacity calculations. By dividing by the migration velocity of the 
analyte, 
    𝑣𝑚𝑚𝑚𝑚𝑚𝑑𝑚𝑚𝑚 = 𝐿𝑑𝑑       (4.5) 
where Ld is the migration length to the detector, the peak width can be converted from 
distance to time units.  
    𝑊𝑑𝑚𝑚𝑡 = 𝑊𝑐𝑐𝑣𝑐𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚      (4.6) 
 
Combining equations 4.4 and 4.5, the equation for width in unit time is reported as 
   𝑊𝑑𝑚𝑚𝑡 = 𝑊𝑏𝑣𝑐𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 4√2𝐷𝑑𝐿𝐿
𝑚
= 4√2𝐷𝑑32
𝐿𝑑
    (4.7) 
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This equation can be substituted into the right-hand-side of equation 4.1 to create an 
expression for the peak capacity in CE. 
     𝑑𝑛𝑐 = 𝑑𝑑∗𝐿𝑑
4𝑅𝑠√2𝐷𝑑
3
2
     (4.8) 
 
Integration of this equation with the limits suggested by Grushka [3] yields the peak 
capacity equation 
    𝑛𝑐 = 1 − 𝐿𝑑2𝑅𝑠√2𝐷 � 1√𝑑𝑍 − 1√𝑑𝐴�     (4.9)  
that can be rearranged to  
    𝑛𝑐 = 1 + 𝐿𝑑2𝑅𝑠√2𝐷 � 1√𝑑𝐴 − 1√𝑑𝑍�     (4.10) 
 
where tA and tZ are the migration times of the first and last eluting peaks, respectively. 
These equations show the dependence of peak capacity in CE on the diffusion coefficient, 
the separation space, the resolution between adjacent peaks, and the migration distance of 
the analytes to the detector.  
 
4.1.1 Variables that influence peak capacity and separation space in capillary 
electrophoresis 
When examining equation 4.10 it is clear that experimental conditions have a 
direct influence on the peak capacity in capillary electrophoresis. The three variables of 
interest, due primarily to the ease of adjustability, are the electroosmotic mobility 
(commonly referred to as the electroosmotic flow, or EOF), migration distance, and 
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electric field. While the relationship between peak capacity and migration distance is 
clear, adjustments to equation 4.10 are needed to see the relationship between peak 
capacity and EOF and electric field. By rearranging equation 1.11 from Section 1.2.2.2.3 
for migration time, 
    𝐷 = 𝐿𝐿(𝜇𝑚𝑛𝑚)𝐸 = 𝐿𝐿�𝜇𝑛𝑚+𝜇𝑛𝑒�𝐸     (4.11) 
where E is the electric field, μnet is the net electrophoretic mobility, μeo is the 
electroosmotic mobility and μep is the electrophoretic mobility, and substituting into 
equation 4.10, a new equation for peak capacity can be derived 
 𝑛𝑐 = 1 + 𝐿𝐿2𝑅𝑠√2𝐷
⎝
⎜
⎛ 1
�
𝐿𝐿
�𝜇𝑛𝑚+𝜇𝑛𝑒,𝐴�𝐸
−
1
�
𝐿𝐿
�𝜇𝑛𝑚+𝜇𝑛𝑒,𝑍�𝐸
⎠
⎟
⎞
     (4.12) 
where μep,A is the electrophoretic mobility of tA and μep,Z is the electrophoretic mobility 
of tZ. With basic algebraic simplification, and using the relationship, 
    𝜇𝑚 = 𝜇𝑛𝑒𝜇𝑛𝑚                 (4.13) 
equation 4.12 can be rewritten by simplifying the denominator, 
 𝑛𝑐 = 1 + 𝐿𝐿2𝑅𝑠√2𝐷 ���𝜇𝑛𝑚+𝜇𝑛𝑒,𝐴�𝐸𝐿𝐿 − ��𝜇𝑛𝑚+𝜇𝑛𝑒,𝑍�𝐸𝐿𝐿 �     (4.14) 
factoring out the common terms of E and Ld, 
 
  𝑛𝑐 = 1 + �𝐸𝐿𝐿2𝑅𝑠√2𝐷 ���𝜇𝑡𝑚 + 𝜇𝑡𝑒,𝐴� − ��𝜇𝑡𝑚 + 𝜇𝑡𝑒,𝑍��    (4.15) 
factoring out Rs, and μeo, 
  𝑛𝑐 = 1 + 12𝑅𝑠 �𝐸𝐿𝐿𝜇𝑛𝑚2𝐷 ���1 + 𝜇𝑛𝑒,𝐴𝜇𝑛𝑚 � − ��1 + 𝜇𝑛𝑒,𝑍𝜇𝑛𝑚 ��    (4.16) 
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and utilizing equation 4.13, 
  𝑛𝑐 = 1 + 12𝑅𝑠 �𝐸𝐿𝐿𝜇𝑛𝑚2𝐷 ���1 + 𝜇𝑚,𝐴� − ��1 + 𝜇𝑚,𝑍��    (4.17) 
where μr,A and μr,Z are the EOF-normalized electrophoretic mobilities of the first and last 
eluting peaks, respectively. When the background electrolyte is uniform throughout the 
capillary, the electric field can be calculated as 
     𝐸 = 𝑉
𝐿𝑚
       (4.18) 
where V is the applied voltage and Lt is the total capillary length. Thusly, the relationship 
between electric field, EOF, and migration distance is clearly shown in equation 4.17. 
Equations 4.10 and 4.17 will give identical results, but 4.17 more clearly defines the 
relationship between peak capacity and the variables of interest. 
Optimization of these three variables of interest (E, µeo, Ld) will aid in 
determining the potential peak capacity of a separation and, thusly, the likelihood of a 
complete separation of the components in complex samples. Adjusting the variables that 
influence peak capacity (migration distance, electric field, and EOF) also directly 
influences the maximum possible electrophoretic mobility (through equation 4.17) and 
maximum possible migration time (through equation 4.10) of a resolvable compound in 
capillary electrophoresis. As migration time (and thusly peak width) coupled with peak 
capacity ultimately dictates the probability of achieving a successful separation, it is 
imperative to also examine the adjustment of the variables of interest on the minimum 
(tA) and maximum (tZ) migration times. 
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4.1.1.1 Electroosmotic Flow 
The electroosmotic flow (EOF) of a capillary electrophoresis separation directly 
influences the separation window in terms of time for analytes of interest. A high EOF 
will result in a small value of tA; the first eluting co-electroosmotic analyte will be pushed 
through the capillary to the detector window more quickly than its electrophoretic 
mobility alone. As EOF decreases, the net mobility of all analytes will decrease, and the 
migration time of the fastest co-electroosmotic analyte (thusly, the value of tA) will 
increase. Likewise, a high EOF will result in a small migration time of the fastest 
counter-electroosmotic analyte (thusly, the value of tZ). The increased, but opposite, EOF 
will push the last detectable species through the capillary to the detector window more 
quickly. The value of tZ will rapidly increase as EOF decreases, as counter-
electroosmotic species will no longer have counter-current flow hindering their 
electrophoretic mobilities. The relationship between tZ, tA, and EOF can be seen in 
Figure 4.1. 
These changes to tA and tZ will result in changes to peak capacity. As EOF 
decreases, and therefore tA and tZ increase, the last (parenthetical) term of equation 4.10 
decreases resulting in a decrease in the peak capacity.  Similarly, as EOF decreases the 
numerator of the second term of equation 4.17 decreases, resulting in a decrease in the 
peak capacity 
 
4.1.1.2 Migration Distance 
From equation 4.10 (and therefore 4.17), it can be seen that the migration distance 
(Ld) directly influences the value of peak capacity.  
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Figure 4.1: Effect of electroosmotic flow (mobility) on peak capacity (nc, blue), 
minimum retention time (tA, green) and maximum migration time (tZ, red). Values for 
other parameters: Rs=1.5, Ld= 20 cm, μr = ± 0.9, E= 750 V/cm, D=1.00E-5 cm2/s.
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Figure 4.2: Effect of migration distance on peak capacity (nc, blue), minimum retention 
time (tA, green) and maximum migration time (tZ, red). Values for other parameters: 
Rs=1.5, µeo=6.00E-4 cm2/Vs, μr = ± 0.9, E= 750 V/cm, D=1.00E-5 cm2/s.
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As Ld increases, the separation space (and the second term in equation 4.10) is increased, 
thus allowing more peaks to occupy the defined space and increasing the peak capacity. 
Likewise, as Ld decreases, the separation space is decreased, allowing less space for 
peaks to occupy and decreasing the peak capacity. This relationship can be seen in Figure 
4.2 for varying values of Ld. 
Likewise, the migration distance directly influences the value of tZ and tA. Since, 
as shown in equation 1.11 in Section 1.2.2.2.3, migration time is related to migration 
distance, as Ld increases the migration time that correlates to any compound of interest 
under the separation conditions increases. Likewise, as Ld decreases, the separation space 
is decreased, decreasing migration time. 
 
4.1.1.3 Electric Field 
Increasing the electric field can be accomplished by increasing the voltage applied to the 
system or decreasing the total capillary length, as shown in equation 4.18. Knowing 
changes to total capillary length will directly affect migration distance, it is easiest to 
manipulate electric field via voltage adjustments to avoid altering capillary lengths. 
Taking commercial instrumentation limits into account, with maximum applied voltages 
typically around 30 kV, increasing the voltage (within reason) increases the electric field 
for any given length of capillary. As presented in equation 1.11 in Section 1.2.2.2.3, 
increasing the voltage (and thusly the electric field) decreases the maximum and 
minimum migration times of interest, thusly narrowing the separation window. Increasing 
the electric field (the numerator of the second term in equation 4.17) increases the peak 
capacity. The decrease in separation window (both tA and tZ in the denominator of the 
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second term in equation 4.10), also increases the peak capacity (and vice versa) as shown 
in Figure 4.3 for varying values of electric field. 
 
4.1.1.4 Number of Theoretical Plates 
The number of theoretical plates, or efficiency, in CZE can be defined in equation 
4.19 [23]. 
     𝑁 = 𝜇𝑚𝑛𝑚𝑉𝐿𝐿
2𝐷𝐿𝑚
     (4.19) 
In the ideal case, the number of theoretical plates is only limited by longitudinal diffusion 
and is proportional to the electric field (V/Lt). The variables of interest for peak capacity 
in capillary electrophoresis (EOF, migration distance and electric field) will linearly 
influence the number of theoretical plates, as shown in Figure 4.4. Thusly, theoretical 
plates will not be taken into consideration as an optimization parameter for the 
probability of success in CZE. 
 
4.1.2 Peak Capacity Definitions 
When determining peak capacity in CZE, as in liquid chromatographic techniques, it can 
be redefined in order to more accurately represent the separation space used during a 
separation. Choosing the definition of peak capacity that best represents the separation of 
interest will provide a more accurate optimization and prediction of the likelihood of 
complete separation of m components (Rs  greater than or equal to 1.5). In traditional 
definitions, the total peak capacity represents the number of peaks that can occupy the 
complete separation space, regardless of system limitations.  
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Figure 4.3: Effect of electric field (x-axis) on peak capacity (nc, blue), minimum retention 
time (tA, green) and maximum migration time (tZ, red). Values of other parameters: 
Rs=1.5, Ld= 20 cm,  μr = ± 0.9, µeo= 6.00E-4 cm2/Vs, D=1.00E-5 cm2/s.
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Figure 4.4: Effect of A) electroosmotic flow, B) migration distance, and C) electric field 
on plate number (N, y-axis). Values of other parameters:  
A) Ld= 20 cm, μr = ± 0.9, E= 750 V/cm, D=1.00E-5 cm2/s. 
B) μeo=6.00E-4 cm2/Vs, μr = ± 0.9, E= 750 V/cm, D=1.00E-5 cm2/s.  
C) Ld= 20 cm, μr = ± 0.9, μeo= 6.00E-4 cm2/Vs, D=1.00E-5 cm2/s. 
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However, this peak capacity would largely overestimate the space that could feasibly be 
occupied by peaks due to system constraints. 
The sample peak capacity represents the number of peaks that can occupy a space 
from the first eluting co-electroosmotic species to the last eluting detectable counter-
electroosmotic species (or species of interest depending on the sample) in traditional 
CZE. Utilizing sample peak capacity, all possibly detectable compounds are taken into 
consideration by limiting the maximum of the separation space to an analyte with a 
mobility equal, but opposite to, a user-defined fraction of the EOF. Since it would be 
impossible to detect analytes beyond this maximum value (as the electrophoretic mobility 
of the counter-electroosmotic species would be stronger and in an opposite direction of 
the EOF), the sample peak capacity would reflect the maximum separating capability of 
any separation condition of interest, minimizing the inclusion of unusable space. 
An alternative definition of sample peak capacity, the time restricted sample peak 
capacity, represents the number of peaks that can occupy a space from the first eluting 
species to an elution time of the user’s choice (in this case 600 seconds, or ten minutes) 
Therefore, a new equation for peak capacity can be written by adjusting equation 4.10 so 
that peak capacity is equal to equation 4.20. 
    𝑛 = 1 + 𝐿𝐿
2𝑅𝑠√2𝐷
�
1
√𝑑𝐴
−
𝟏
√600
�    (4.20) 
This definition of peak capacity limits the separation space to one more reflective 
of typical experimental goals, where shorter experimental separation times are more 
practical. This definition does not take into consideration all possible analytes that could 
be separated by a given CZE experiment, only those capable of being separated in the 
available period of time. While not as inclusive as the sample peak capacity, the time 
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restricted sample peak capacity more accurately reflects a chromatographic figure of 
merit that would be amenable to industrial applications, where analysis time is always an 
important consideration.  
 
4.1.3 Factorial Design 
In order to optimize capillary electrophoresis separations in terms of probability 
of successful separation, the combined effects of the variables need to be examined using 
a factorial design. Typically, factorial designs are used to eliminate the potential bias of 
varying a single variable while holding others constant, which does not account for the 
dependent nature of variable interactions [24]. By utilizing a factorial design, the 
potential combinatorial effects of EOF, migration distance, and electric field are 
thoroughly examined to determine the best method by which to optimize the peak 
capacity of CE separations of complex samples. The factorial design will not replace 
individual examination of these variables, but rather supplement the optimization process. 
 
4.1.3.1 Developing an Experiment 
Factorial designs use trials and replications to test all possible combinations of 
factors (variables) and levels (values) in an experiment. Typically two levels, high (+) 
and low (-) are used to examine the experimental response of interest. An example of a 
two-factor, two level factorial experiment is shown in a representative illustration in 
Figure 4.5. There are four main points of interaction represented by the corners of the 
square: low factor A, low factor B (bottom left), high factor A, low factor B (bottom 
right), low factor A, high factor B (top left), and high factor A, high factor B (top right).  
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Figure 4.5: Representative illustration of a 22 factorial design, where there are 2 factors 
(A, B) and 2 levels (+,-). The corners of the box represent the four different experiments 
of the 22 factorial design. 
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Figure 4.6: A representative illustration of a 23 factorial design, where there are 3 factors 
(A, B, and C) and 2 levels (+,-). The corners of the cube represent the eight different 
experiments of the factorial design.
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Experiment A B C Labels 
1 - - - (1) 
2 + - - a 
3 - + - b 
4 + + - ab 
5 - - + c 
6 + - + ac 
7 - + + bc 
8 + + + abc 
9 0 0 0 LOF 
 
Table 4.1: Design matrix of a 23 factorial design, indicating the level (+ or -) of each 
factor (A, B, or C) in each experiment. Label indicates corner of the cube from Figure 4.6 
associated with each experiment. Experiment 9 represents the center point, or lack of fit 
(LOF).
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These four main points of interaction are translated into four treatment combinations, 
which serve as the experiments. Through factorial design, the effect of a factor is defined 
as the change in experimental response that is produced by the changing level of that 
factor. These effects can be due to one factor or can be interactions between two or more 
factors. 
For CZE prediction studies, where the probability of success is the experimental 
response of interest and three main variables influence the peak capacity (and thusly, the 
probability), a three-factor factorial experiment is more practical. A representative  
illustration example of this factorial is seen in Figure 4.6. Typically, when creating the 
experiment, a design matrix (as seen in Table 4.1) is used to simplify the representation. 
For a two-level, three-factor factorial (notated 23), a minimum of 8 experiments must be 
performed to represent all possible interaction points on the cube. A 9th experiment 
(center point) can be utilized to determine the lack of fit (LOF) of the experimental 
design. 
 
4.1.3.2 Evaluating Factor Effects 
In order to estimate the effect of any one factor, the effect of that factor at its 
highest level must be contrasted to the effect of that factor at its lowest level. For 
example, in a 23 factorial, the effect of factor A is due to the difference in experimental 
response when A is at its highest value versus when it’s at its lowest value. Using Figure 
4.6 as a guide, factor A is highest for experiment a, experiment ab, experiment ac, and 
experiment abc (one face of the cube). Factor A is lowest for experiment (1), b, bc, and c 
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(the opposite face of the cube). Mathematically speaking, and taking replication into 
account, this can be written as 
    𝐴 = 𝑚+𝑚𝑏+𝑚𝑐+𝑚𝑏𝑐
4𝑚
−
(1)+𝑏+𝑐+𝑏𝑐
4𝑚
   (4.21) 
 
where n is the number of replicates, assuming the replication amount is equivalent for 
each experiment [24]. Combining these equations, the effect of A can be reported as 
  𝐴 = 1
4𝑚
(𝑎 + 𝑎𝑎 + 𝑎𝑎 + 𝑎𝑎𝑎 − (1) − 𝑎 − 𝑎 − 𝑎𝑎)  (4.22) 
 
Likewise, the effects of B and C can be computed with similar equations 
  𝐵 = 1
4𝑚
(𝑎 + 𝑎𝑎 + 𝑎𝑎 + 𝑎𝑎𝑎 − (1) − 𝑎 − 𝑎 − 𝑎𝑎)  (4.23) 
 
  𝐶 = 1
4𝑚
(𝑎 + 𝑎𝑎 + 𝑎𝑎 + 𝑎𝑎𝑎 − (1) − 𝑎 − 𝑎 − 𝑎𝑎)  (4.24) 
 
To estimate the effect of a combined factor (i.e. AB, BC), the difference between 
average effects of one variable at the two levels of the other variables must be computed 
[24]. The overall effect is ½ the difference. Mathematically speaking, for AB, this can be 
noted as the effect of A for high B 
   𝐴𝐵,ℎ𝑚𝑚ℎ = [(𝑚𝑏𝑐−𝑏𝑐)+(𝑚𝑏−𝑏)]2𝑚     (4.25) 
and the effect of A for low B 
   𝐴𝐵,𝑙𝑚𝑙 = �(𝑚𝑐−𝑐)+�𝑚−(1)��2𝑚     (4.26) 
 
and taking the ½ difference. 
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  𝐴𝐵 = 1
4𝑚
(𝑎𝑎𝑎 − 𝑎𝑎 + 𝑎𝑎 − 𝑎 − 𝑎𝑎 + 𝑎 − 𝑎 + (1))  (4.27) 
 
Additionally, AC and BC can be computed with similar equations 
  𝐴𝐶 = 1
4𝑚
((1) − 𝑎 + 𝑎 − 𝑎𝑎 − 𝑎 + 𝑎𝑎 − 𝑎𝑎 + 𝑎𝑎𝑎)  (4.28) 
 
  𝐵𝐶 = 1
4𝑚
((1) + 𝑎 − 𝑎 − 𝑎𝑎 − 𝑎 − 𝑎𝑎 + 𝑎𝑎 + 𝑎𝑎𝑎)  (4.29) 
 
Finally, the effect of ABC can be computed from the difference between the AB 
interaction for different levels of C [24]. 
  𝐴𝐵𝐶 = 1
4𝑚
(𝑎𝑎𝑎 − 𝑎𝑎 − 𝑎𝑎 + 𝑎 − 𝑎𝑎 + 𝑎 + 𝑎 + (1)) (4.30) 
 
To further evaluate the effects of each factor, analysis of variance (ANOVA) can be used 
to determine the sum of squares and F-values. 
 
4.1.3.3 Analysis of Variance (ANOVA) 
The analysis of variance is a collection of statistical calculations to evaluate the 
differences among group means, as well as within and between groups of data [25]. For 
factorial design, ANOVA analyzes the variability for main effects as well as the 
interaction between 2 or more effects. The factors or treatments can be considered the 
independent variables, while the response (in this case probability of success) is 
considered the dependent variable [25]. A full ANOVA table calculation example can be 
seen in Table 4.2. 
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ANOVA TABLE 
Variation 
Source SS df MS Fo 
A ContrastA2/(23*n) 1 SSA/dfA MSA/MSerror 
B ContrastB2/(23*n) 1 SSB/dfB MSB/MSerror 
C ContrastC2/(23*n) 1 SSC/dfC MSC/MSerror 
AB ContrastAB2/(23*n) 1 SSAB/dfAB MSAB/MSerror 
AC ContrastAC2/(23*n) 1 SSAC/dfAC MSAC/MSerror 
BC ContrastBC2/(23*n) 1 SSBC/dfBC MSBC/MSerror 
ABC ContrastABC2/(23*n) 1 SSABC/dfABC MSABC/MSerror 
LOF 
SSTotal - SSTreatments- 
SSError 1 SSLOF/dfLOF MSLOF/MSerror 
Error SSW/(n-1) a(n-1) SSerror/dferror 
 
Total =DEVSQ (an)-1 
   
 
Table 4.2: A representative example of a factorial design ANOVA table with appropriate 
experiments. n: number of replicates. a: total number of experiments (including (1) and 
LOF). 
 
 
  
192 
 
  
193 
4.1.3.3.1 Contrasts 
The contrasts for each experiment can be calculated by multiplying the 
summation of the replicates of the experiments with their design matrix identity. The 
design matrix identity is either +1 or -1, depending on the symbolic representation of the 
experiment. For example, for experiment 1, where factor A is low (-1), factor B is low (-
1), and factor C is low (-1), the matrix identity of AB can be determined by multiplying 
the matrix identity of A with B (i.e. -1 * -1 = +1). The matrix identity of AC is high (-1 * 
-1, or +1), BC is high (+1), and ABC is low (-1). Therefore, the contrasts of experiment 1 
would be calculated by multiplying the summation of the replicates of the experiments by 
-1 for A, B, C, and ABC and by +1 for AB, AC, and BC. The total contrast for a factor is 
the summation of all experimental contrasts (experiments 1-8). Contrasts can also be 
determined from the parenthetical calculations in equations 4.22-4.24 and 4.27-4.30 [24].  
 
4.1.3.3.2 Sum of Squares 
The treatment sum of squares, or the deviation within an experiment, can be 
calculated by 
   𝑆𝑆𝑇𝑚𝑡𝑚𝑑𝑚𝑡𝑚𝑑 = �𝐶𝑚𝑚𝑑𝑚𝑚𝐶𝑑22𝑓∗𝑚 �    (4.31) 
where n is the number of replicates (assuming equal replicates for each experiment) and f 
is the number of factors (i.e, 23) [24].  
The total sum of squares (SST), or the sum of the squares of the differences between the 
experiment averages and the overall mean (the variance between each experiment) and 
the sum of squares of the differences within experiments from the experimental average 
(the variance between the replicates of each experiment), can be calculated using the 
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=DEVSQ function in Excel. The error in the sum of squares calculation (or the within 
sum of squares) can then be determined by 
   𝑆𝑆𝐸 = ∑ �∑ �𝑦𝑚,𝑗 + 𝑦𝑚𝑣𝑚,𝑗�2𝑚𝑚 �𝑚𝑗    (4.32) 
where the second summation calculates the variance between the replicates (i) of each 
experiment (j), and the first summation calculates the sum of these variances for all 
experiments (j-a) [24]. Ideally, a factorial design experiment with no variation (complete 
reproducibility) would have SSE equal to zero. The LOF of the experiment, or the 
measure of the linearity of the response (or lack thereof), can then be determined by 
equation 4.33. 
  𝑆𝑆𝐿𝐿𝐿 = 𝑆𝑆𝑇 − ∑𝑆𝑆𝑇𝑚𝑡𝑚𝑑𝑚𝑡𝑚𝑑𝐶 − 𝑆𝑆𝐸   (4.33) 
 
Ideally, a 2 level factorial design will result in linear relationships between experiments, 
which will allow for the generation of linear equations for the prediction of future 
experimental responses. 
 
4.1.3.3.3 Degrees of Freedom and Mean Squares 
The calculated value of degrees of freedom is the number of independent pieces 
of information available for that calculation [22]. For example, when calculating a mean 
of 10 data points, the degrees of freedom will be 10-1 or 9, since the mean (calculated 
value) and 9 of the 10 values can be used to determine the 10th value, which must be 
fixed. 
For the 23 factorial design, where there are 3 factors (A, B, and C) and 2 levels, 
resulting in 9 experiments (23 + 1 = 9), the degrees of freedom for SST is equal to  
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    𝑑𝑑𝑆𝑆𝑇 = (𝑎𝑛) − 1    (4.34) 
where n is the number of replicates and a is the number of required experiments from the 
factorial design (i.e, 9) [24]. Following the above example, the SST value (calculated 
value) and 26 of the 27 replicates could be used to determine the 27th value, which must 
be fixed.  The degrees of freedom for each factor are equivalent to the number of levels 
(2) of that factor minus 1 (equal to 1, in this case). The degrees of freedom for the error 
can be calculated by 
    𝑑𝑑𝑆𝑆𝑛𝑚𝑚𝑚𝑚 = 𝑎(𝑛 − 1)    (4.35) 
or  
  𝑑𝑑𝑆𝑆𝑛𝑚𝑚𝑚𝑚 = 𝑑𝑑𝑆𝑆𝑇 − ∑𝑑𝑑𝑆𝑆𝑇𝑚𝑛𝑚𝑚𝑐𝑛𝑚𝑚𝑠 − 𝑑𝑑𝑐𝑡𝑚𝑑𝑡𝑚  (4.36) 
 
The treatment mean square represents an estimation of the population variance, or 
the variation of the sum of squares in terms of the population mean [24]. This can be 
calculated by 
   𝑀𝑆𝑇𝑚𝑡𝑚𝑑𝑚𝑡𝑚𝑑 = 𝑆𝑆𝑇𝑚𝑛𝑚𝑚𝑐𝑛𝑚𝑚𝑑𝑑𝑆𝑆𝑇𝑚𝑛𝑚𝑚𝑐𝑛𝑚𝑚    (4.37) 
 
where SSTreatment is the sum of squares of each treatment (or experiment) and df is the 
degrees of freedom corresponding to that sum of squares. The mean square of the error 
can be calculated in a similar manner, using the error in the sum of squares and the error 
in the degrees of freedom[24].  
    𝑀𝑆𝐸𝑚𝑚𝑚𝑚 = 𝑆𝑆𝐸𝑚𝑚𝑚𝑚𝑑𝑑𝑆𝑆𝐸𝑚𝑚𝑚𝑚    (4.38) 
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4.1.3.3.4 F-Distribution  
The F test determines whether the variation between the experiments is due to 
merely chance (equivalent to the variation within the experiments, or the error) or due to 
statistically significant effects. This can be calculated by 
    𝐹0 = 𝑀𝑆𝑇𝑚𝑛𝑚𝑚𝑐𝑛𝑚𝑚𝑀𝑆𝐸𝑚𝑚𝑚𝑚     (4.39) 
where MSTreatment is the experiment mean square and MSError is the mean square error as 
defined in equations 4.37 and 4.38 [24]. Using an F table at a specified confidence level, 
the null hypothesis can be accepted (all experiments deliver statistically equivalent 
means) or rejected (experiments deliver statistically significantly different means) The F 
table can also corroborate the linearity at a specified confidence level, the data is linear 
(accepted) or non-linear and must be evaluated further to create a suitable equation 
(rejected).  
 
4.1.4 Purpose of Study 
The objective of the present work is to provide a computational approach for the 
prediction of the probability of the successful separation of a sample with a known 
number of components in CE.  The effect of EOF, migration distance, and electric field 
on peak capacity, maximum retention time, peak width, and ultimately probability of 
success are explored thoroughly in total separation space and time restriction separation 
space. These variables are investigated on an individual basis and in a 23 factorial design 
to optimize CE separations in terms of the probability of success of full separation 
(resolution between all peaks greater than or equal to 1.5). This computational approach 
allows the user to take advantage of a “dry-lab like” setting for optimization and  
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investigation of CE separations while minimizing instrumentation time, cost, and material 
waste. 
 
4.2 Experimental Methods and Calculations 
4.2.1 Computational Information 
Calculations were performed using Matlab R2014b (8.4.0.150421). Statistical 
analysis of the data was performed using Excel for Mac 2011, Version 14.4.8 (150116).  
 
4.2.2 Defining the Separation Space in Capillary Electrophoresis 
The computational approach for predicting the probability of a successful 
separation of a multi-component sample in CE examines the effect of migration distance, 
EOF, and electric field on the likelihood of separating m components with a resolution of 
1.5. This is accomplished by defining the lower and upper boundaries of the separation 
space in terms of the relative electrophoretic mobility (equation 4.13), which can be used 
to calculate analyte electrophoretic mobilities. 
Given typical values of electrophoretic mobility in CZE, a μr range of +0.9 to -0.9 
can be chosen to define a separation in which every possible detectable counter-
electroosmotic analyte is considered. A μr of -1 would indicate an analyte whose 
electrophoretic mobility is equivalent and opposite of the EOF and would therefore be 
undetectable in a typical experiment (the last term in equation 4.17 would be a complex 
number). To determine electrophoretic mobility, equation 4.13 can be rewritten with the 
μr boundaries. 
    𝜇𝑡𝑒,𝑚𝑚𝑚 = −0.9𝜇𝑡𝑚    (4.40) 
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    𝜇𝑡𝑒,𝑚𝑚𝑚 = 0.9𝜇𝑡𝑚    (4.41) 
Random numbers were generated with a pseudorandom distribution function in Matlab 
(rand), with values ranging from 0 to 1. Validation of the random number generator is 
presented in Section 3.2.2. These numbers were then adjusted to mimic electrophoretic 
mobilities within the range defined by equations 4.40 and 4.41. 
Using equation 1.8 and 1.12 presented in Section 1.2.2.2.3, random values of μep can be 
utilized to calculate μnet and thusly, to corresponding migration time values. 
 
4.2.2.1 Time-Restricted Separation Space 
 In the interest of limiting the separation space in order to model separations with 
time restricted sample peak capacity, the maximum electrophoretic mobility of a 
pseudorandom random number can be adjusted with a tr equivalent to 600 seconds. This 
value of electrophoretic mobility will replace equation 1.40 for time restricted separation 
space calculations. 
 
4.2.3 Quantifying the Probability of Success in Capillary Electrophoresis 
As previously mentioned, peak widths were assumed to increase by the 3/2 power 
of time in CE and are dependent on diffusion and the migration distance. The peak 
capacity for any given set of conditions can be determined by equation 4.10 (total 
separation space), 4.17 (total separation space, defined for variables of interest) or 4.20 
(time restricted separation space). The resolution between adjacent simulated peaks and 
the probability of success can be calculated as previously described in Section 3.2.4. 
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4.2.4 Factorial Design Development  
The values of the levels of the factors for each experiment, and any associated 
variable, are shown in Table 4.6. Electroosmotic flow was designated factor A, migration 
distance factor B, and electric field factor C. Based on a common commercial capillary 
cartridge (Agilent), where the distance from the detector to the outlet is constant at 8.4 
cm, the total capillary length (Lt) is always a summation of the migration distance and 
8.4 cm. These values could be adjusted for any capillary system or manufacturer of 
interest. The calculated value of probability from section 4.2.3 was used as the 
experimental response for all statistical analyses. 
 
4.2.4.1 Time-Restricted Factorial Design Development 
The design matrix, identities of factors and levels, and values chosen for 
experimentation of the time restricted factorial design are identical to the design matrix of 
the total separation space factorial design. However, for any experiment where the tZ 
exceeded 600 seconds (experiments 1, 3, 4, 5, 7), the calculated value of probability from 
section 4.2.3 using the maximum electrophoretic mobility correlated to 600 seconds was 
used as the experimental response for all statistical analysis. These values can be seen in 
Table 4.3. 
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EOF (cm2/Vs) Ld (cm) 
E 
(V/cm) V (kV) Lt (cm) tZ (s) nc 
Experiment 1 1.00E-04 10 400 7360 18.4 2500.2 51 
Experiment 2 6.00E-04 10 400 7360 18.4 416.8 123.2 
Experiment 3 1.00E-04 24 400 12960 32.4 6000.2 78.5 
Experiment 4 6.00E-04 24 400 12960 32.4 1000.2 190.7 
Experiment 5 1.00E-04 10 900 16560 18.4 1111.3 76 
Experiment 6 6.00E-04 10 900 16560 18.4 185.3 183.2 
Experiment 7 1.00E-04 24 900 29160 32.4 2666.8 117.3 
Experiment 8 6.00E-04 24 900 29160 32.4 444.6 284.8 
Experiment 9 3.00E-04 18 650 17160 26.4 923.2 149 
 
 
EOF (cm2/Vs) Ld (cm) 
E 
(V/cm) V (kV) Lt (cm) tZ (s) nc 
Experiment 1 1.00E-04 10 400 7360 18.4 600 35.5 
Experiment 2 6.00E-04 10 400 7360 18.4 416.80 123.2 
Experiment 3 1.00E-04 24 400 12960 32.4 600 28.6 
Experiment 4 6.00E-04 24 400 12960 32.4 600 174.2 
Experiment 5 1.00E-04 10 900 16560 18.4 600 67.9 
Experiment 6 6.00E-04 10 900 16560 18.4 185.3 183.2 
Experiment 7 1.00E-04 24 900 29160 32.4 600 78.9 
Experiment 8 6.00E-04 24 900 29160 32.4 444.6 284.8 
Experiment 9 3.00E-04 18 650 17160 26.4 600 138.4 
 
Table 4.3: Experimental values of factor A (electroosmotic flow, EOF), factor B 
(detection length, Ld) and factor C (Electric field, E), at design levels for each experiment 
for non-restricted separation space (top) and time restricted separation space (bottom). 
Voltage (V) is calculated from equation 4.18. Other variables: Total Length (Lt), last 
eluting migration time (tZ), and peak capacity (nc).
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Figure 4.7: The effect of electroosmotic flow and number of components (x-axis) on the 
probability of success (y-axis) for the total separation space (a, left) and time-restricted 
separation space (b, right). Electroosmotic flows (mobilities) of 6.00E-4 cm2/Vs (blue 
diamonds), 3.00E-4cm2/Vs (red squares), 1.00E-4 cm2/Vs (green triangles), and 6.00E-5 
cm2/Vs (purple x’s). Values of other parameters: Ld = 23.6 cm, E = 750 V/cm, D = 
1.00E-5 cm2/s. 
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Table 4.4: Experimental values of the probability of success for varying values of 
electroosmotic flow (cm2/Vs) and number of components (m) for the total separation 
space.  Values of other parameters are the same as Figure 4.7. 
 
 
 
m 
Electroosmotic 
Flow 2 3 4 5 6 7 8 9 10 11 12 13 14 15 nc 
6.00E-4 99.12 97.37 94.81 91.51 87.52 82.94 77.88 72.52 66.87 61.11 55.30 49.57 44.09 38.79 258.1 
3.00E-4 98.77 96.31 92.76 88.20 82.80 76.74 70.22 63.37 56.50 49.67 43.07 36.89 31.15 25.94 183.1 
1.00E-4 97.87 93.70 87.75 80.37 71.94 62.94 53.85 44.92 36.64 29.12 22.63 17.15 12.65 9.11 106 
6.00E-5 97.25 91.93 84.44 75.31 65.19 54.76 44.63 35.20 26.93 19.94 14.29 9.89 6.62 4.27 82.6 
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4.3. Results and Discussion 
4.3.1 Electroosmotic Flow and the Probability of Success 
4.3.1.1 Total Separation Space 
The effect of electroosmotic flow (EOF) on the probability of success for 
components (m) ranging from 2 to 15 is shown in Figure 4.7a for EOF’s of 6.00E-4, 
3.00E-4, 1.00E-4, and 6.00E-5 cm2/Vs. The migration distance was held constant at 23.6 
cm, the electric field was held constant at 750 V/cm, and the diffusion coefficient was 
held constant at 1.00E-5 cm2/s (for all further experiments). Peak capacities for these 
values of EOF, as well as percent probability of success, are shown in Table 4.4. As EOF 
decreases, the probability of success decreases greatly for a given number of components, 
particularly once the EOF drops below 3.00E-4 cm2/Vs.  Similarly, as the number of 
components (m) increases, the probability of success decreases for a given EOF. This is 
due to the greatly diminishing peak capacity (258, 183, 106, and 82, respectively, 
adjusted to account for whole peaks) coupled with a large increase in both tZ and peak 
width.  For example, an EOF of 3.00E-4 cm2/Vs results in a tZ of 1049 seconds and a 
maximum peak width of 38.63 seconds, while an EOF of 1.00E-4 cm2/Vs results in a tZ 
of 3146.8 seconds and a maximum peak width of 200.7 seconds. The wider, later eluting 
compounds resulting from a low EOF will require peaks spaced farther apart to achieve a 
resolution of 1.5, thus lowering the probability of successful separation. Importantly, as 
with liquid chromatography, no combination of EOF and number of components yields 
100% success: the largest probability of success was 99.12% (EOF = 6.00E-4 cm2/Vs, 
m=2) and the smallest probability of success was 4.27% (EOF = 1.00E-5 cm2/Vs, m=15). 
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Table 4.5: Experimental values of the probability of success for varying values of 
electroosmotic flow (cm2/Vs) and number of components (m) for the time restricted 
separation space.  tZ cannot exceed 600 seconds.  Values of other parameters are the 
same as Figure 4.7. Red highlight peak capacity column indicates changes due to the 
restriction of tZ. 
 
m 
Electroosmotic 
Flow 2 3 4 5 6 7 8 9 10 11 12 13 14 15 nc 
6.00E-4 99.12 97.37 94.81 91.51 87.52 82.94 77.88 72.52 66.87 61.11 55.30 49.57 44.09 38.79 258.1 
3.00E-4 98.67 96.07 92.25 87.41 81.68 75.28 68.39 61.25 54.10 47.08 40.42 34.17 28.44 23.40 165.6 
1.00E-4 96.84 90.75 82.26 72.00 60.85 49.62 39.01 29.51 21.49 15.02 10.08 6.49 3.99 2.36 65.8 
6.00E-5 94.14 83.22 68.85 53.15 38.13 25.32 15.55 8.76 5.50 2.10 0.88 0.33 0.11 
3.28E-
02 35 
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Figure 4.8: Comparison of the effect of electroosmotic flow and number of components 
(m, x-axis) on the probability of success (y-axis) for the total separation space (blue) and 
time-restricted separation space (red). A: 3.00E-4 cm2/Vs, B: 1.00E-4 cm2/Vs, C: 6.00E-5 
cm2/Vs. Values of other parameters are the same as Figure 4.7. 
 
  
A B 
C 
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The largest gap (11 components) ranges from 61.11% (6.00E-4 cm2/Vs) to 19.94% 
(1.00E-5 cm2/Vs), or at most a 41.17% change in probability due to EOF manipulation. 
 
4.3.1.2 Time Restricted Separation Space 
The effect of EOF on the probability of success for components (m) ranging from 2 to 15 
is shown in Figure 4.7b for the same EOF’s with a time-restricted separation space of 600 
seconds. The experimental conditions are the same as described in section 4.3.1.1. The 
values of tZ in the EOF experiments, without restriction, are 524.6, 1049.0, 3146.8, 
5244.6 s. Therefore, only those EOF experiments with tZ > 600 s were restricted (3.00E-
4, 1.00E-4, and 6.00E-5, respectively). The new probabilities of success and the new 
values of peak capacity are shown in Table 4.5 and comparisons of probability of success 
for the original and restricted separation spaces for varying values of EOF and number of 
components are shown in Figure 4.8. For an EOF of 3.00E-4, there is a minimal decrease 
in the probability of success. For EOF’s of 1.00E-4 and 6.00E-5, there is a large decrease 
in probability of success for the time restricted separation spaces. This is due to the 
decrease in peak capacity compared to the traditional separation space (40 and 47 peaks, 
respectively) coupled with a decrease in the possible analysis time (2,546 seconds and 
4,644.59 seconds, respectively). The reduced average peak width (due to the reduced 
average migration time) cannot compensate for the peak capacity reduction, resulting in 
the reduced probability of success for a complete separation (Rs = 1.5). There is still no 
combination of EOF and number of components that yields 100% success; the largest 
value of percent success was 99.12% (EOF = 6.00E-4 cm2/Vs, m=2) and the smallest 
value of percent success was 3.28E-2% (EOF = 1.00E-5 cm2/Vs, m=15). The largest gap 
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(11 components) ranges from 61.11% (6.00E-4 cm2/Vs) to 2.10% (1.00E-5 cm2/Vs), or at 
most a 59.00% change (due to the reduced probabilities for smaller values of EOF).  
 
4.3.2 Migration Distance and the Probability of Success 
4.3.2.1 Total Separation Space 
The effect of migration distance on the probability of success for a given number 
of components (m) ranging from 2 to 15 is shown in Figure 4.9a for migration distances 
of 30, 23.6, 15, and 10 cm. The electroosmotic flow was held constant at 6.00E-4 cm2/Vs 
and the electric field was held constant at 750 V/cm. As previously mentioned, since the 
voltage is related to the electric field and the total capillary length (equation 4.18), the 
value of voltage for each experiment will vary with migration distance to keep electric 
field constant. Peak capacities for these values of migration distance, as well as percent 
probability of success, are shown in Table 4.6. As migration distance decreases, the 
probability of success decreases, but minimally, for a given number of components. 
Likewise, as the number of components (m) increases, the probability of success 
decreases for a given migration distance. As shown, migration distance has a minimal 
effect on peak capacity (291, 258, 205, and 167, respectively, adjusted to account for 
whole peaks) and therefore the smallest change in probability of success of the variables 
of interest. This is also due to the minimal changes in tZ and maximum peak width. For 
example, a migration distance of 30 cm produces a tZ of 666.8 seconds and a maximum 
peak width of 15.4 seconds; a migration distance of 15 cm produces a tZ of 333.5 seconds 
and a maximum peak width of 10.89 seconds. The largest value of percent success was 
99.22% (Ld=30 cm, m=2) and the smallest value of percent success was 22.67% (Ld=10  
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Figure 4.9: Effect of migration distance and number of components (x-axis) on the 
probability of success (y-axis) for the total separation space (a, left) and time-restricted 
separation space (b, right). Migration distances of 30 cm (blue diamonds), 23.6 cm (red 
squares), 15 cm (green triangles), and 10 cm (purple x’s). Values of other parameters: ueo 
= 6.00E-4 cm2/Vs, E = 750 V/cm, and D = 1.00E-5 cm2/s. 
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Table 4.6: Experimental values of the probability of success for varying values of 
migration distance (cm) and number of components (m) for the total separation space.  
Values of other parameters are the same as Figure 4.9.
 
m 
Migration 
Distance 
(cm) 2 3 4 5 6 7 8 9 10 11 12 13 14 15 nc 
30 99.22 97.68 95.41 92.45 88.88 84.76 80.16 75.26 70.05 64.70 59.22 53.82 48.47 43.31 291.1 
23.6 99.12 97.37 94.81 91.51 87.52 82.94 77.88 72.52 66.87 61.11 55.30 49.57 44.09 38.79 258.1 
15 98.90 96.71 93.54 89.42 84.54 78.99 72.99 66.64 60.13 53.64 47.26 41.18 35.50 30.16 205.5 
10 98.64 95.97 92.09 87.15 81.31 74.80 67.79 60.62 53.35 46.35 39.62 33.41 27.73 22.67 167.6 
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cm, m=15). The largest gap (14 components) ranges from 48.47% (Ld= 30 cm) to 
27.73% (Ld=10 cm). This gap (20.74%) is significantly less (nearly half) than the largest 
gap for EOF (41.17%), suggesting that a reduction in migration distance has a much 
lower effect on the probability of success, most likely because of the smaller range of 
peak capacities, the smaller range of maximum peak widths (which would require less 
space between peaks to resolve neighboring peaks with the same resolution) and the 
smaller range of maximum tZ, values.  
 
4.3.2.2 Time-Restricted Separation Space 
The effect of migration distance on the probability of success for components (m) 
ranging from 2 to 15 is shown in Figure 4.9b for equivalent migration distances with a 
time-restricted separation space of 600 seconds. The experimental conditions are the 
same as described in section 4.3.2.1. The tZ of migration distance experiments, without 
restriction, are 666.8 seconds, 524.6 seconds, 333.5 seconds, and 222.4 seconds. 
Therefore, only the 30 cm experiment was restricted (greater than 600 seconds).  
The new probability of success and the new value of peak capacity are shown in Table 
4.7. Comparisons of the probability of success for the original and restricted separation 
spaces for varying values of migration distance and number of components are shown in 
Figure 4.10. For a migration distance of 30 cm, there is very little change in the 
probability of success, with the time-restricted experiments having slightly smaller 
values, but no more than 0.4%. This is due to the very minimal loss in peak capacity 
(approximately 5 peaks) and minimal decrease in analysis time (66.8 seconds). 
Additionally, there is a very minimal change in maximum peak width (less than 2 
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Table 4.7: Experimental values of the probability of success for varying values of 
migration distance (cm) and number of components (m) for the time restricted separation 
space. tZ cannot exceed 600 seconds.  Values of other parameters are the same as Figure 
4.9. Red highlight peak capacity column indicates changes due to the restriction of tZ. 
 
m 
Migration 
Distance 
(cm) 2 3 4 5 6 7 8 9 10 11 12 13 14 15 nc 
30 99.21 97.89 95.36 92.37 88.76 84.61 79.99 75.03 69.81 64.38 58.90 53.44 48.10 42.91 286.4 
23.6 99.12 97.37 94.81 91.51 87.52 82.94 77.88 72.52 66.87 61.11 55.30 49.57 44.09 38.79 258.1 
15 98.90 96.71 93.54 89.42 84.54 78.99 72.99 66.64 60.13 53.64 47.26 41.18 35.50 30.16 205.5 
10 98.64 95.97 92.09 87.15 81.31 74.80 67.79 60.62 53.35 46.35 39.62 33.41 27.73 22.67 167.6 
  
212 
 
 
 
 
 
 
 
Figure 4.10: Comparison of the effect of migration distance and number of components 
(m, x-axis) on the probability of success (y-axis) for the total separation space (blue) and 
time-restricted separation space (red). Detection Length: 30 cm. Values of other 
parameters are the same as Figure 4.9. 
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seconds), suggesting the amount of space required to separate two adjacent peaks by a 
resolution of 1.5 will be similar, regardless of migration time, in the time restricted 
separation space. The largest value of percent success was 99.21% (Ld=30 cm, m=2) and 
the smallest value of percent success was 22.67% (Ld=10 cm, m=15). The largest gap (14 
components) range from 48.10% (30 cm) to 27.73% (10 cm), or 20.37%, only minimally 
smaller than the gap for the total separation space experiments. 
 
4.3.3 Electric Field and the Probability of Success 
4.3.3.1 Total Separation Space 
The effect of electric field on the probability of success for components (m) 
ranging from 2 to 15 is shown in Figure 4.1a, for electric fields of 900, 750, 500, 250, and 
100 V/cm. The electroosmotic flow was held constant at 6.00E-4 cm2/Vs, the migration 
distance was held constant at 23.6 cm. In order to keep migration distance (and thusly, 
total capillary length) constant, voltage was varied within instrumentation limits to 
change values of electric field. Peak capacities for these values of electric field, as well as 
percent probability of success, are shown in Table 4.8. Electric field has a similar 
window of change in peak capacity (282, 258, 211, 149, and 95, respectively, adjusted to 
account for whole peaks) as electroosmotic flow. For large values of electric field (900 
and 750 V/cm), there is little change in the probability of success for a given number of 
components. This is due to a very minimal decrease in peak capacity coupled with 
minimal increases in tz (less than 88 seconds) and tA (less than 5 seconds). As the electric 
field continues to decrease, the probability of success decreases more dramatically for a 
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given number of components. This is due to  rapid changes in peak capacity and 
migration time with an electric field less than 750 V/cm; for example, 100 V/cm would 
result in a largely reduced peak capacity (95 peaks) coupled with a rapid increase in tZ 
and tA (3408 seconds and 179 seconds gained, respectively). This suggests electric field’s 
direct effect on the migration time of the analyte (due to the extremely low voltage and, 
therefore, minimized electrophoretic mobility) and thusly later eluting, wider peaks 
cannot be compensated by the available space for peaks to occupy. As with other 
variables, as the number of components (m) increase, the probability of success also 
decreases. The highest probability was 99.20% (E = 900 V/cm, m=2) and the lowest was 
6.73% (E =100 V/cm, m=15). The largest gap (12 components) ranged from 58.26% (900 
V/cm) to 18.81% (100 V/cm), or up to a 39.45% increase with electric field 
manipulation.  
 
4.3.3.2 Time-Restricted Separation Space 
The effect of electric field on the probability of success for components (m) 
ranging from 2 to 15 is shown in Figure 4.11,b for electric fields of equivalent values 
with a time restricted separation space of 600 s. The experimental conditions are the same 
as described in section 4.3.3.1. The values of tZ for the electric field experiments without 
restriction are 437.2, 524.6, 786.8, 1573.5, and 3933.5 s, respectively. Therefore, only 
those electric field experiments with tZ > 600, were restricted (500, 250, 100 V/cm). The 
new probabilities of success and the new values of peak capacity are shown in Table 4.9. 
Comparisons of probability of success for the original and restricted separation spaces for 
varying values of electric field and number of components are shown in Figure 4.12. For 
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Figure 4.11: The effect of electric field and number of components (x-axis) on the 
probability of success (y-axis) for the total separation space (a, left) and time-restricted 
separation space (b, right). Electric fields of 900 V/cm (blue diamonds), 750 V/cm (red 
squares), 500 V/cm (green triangles), 250 V/cm (purple x’s), and 100 V/cm (teal circles). 
Values of other parameters: ueo = 6.00E-4 cm2/Vs, Ld = 23.6 cm, D = 1.00E-5 cm2/s.  
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Table 4.8: Experimental values of the probability of success for varying values of electric 
field (V/cm) and number of components (m) for the total separation space.  Values of 
other parameters are the same as Figure 4.11. 
 
m 
Electric 
Field 
(V/cm) 2 3 4 5 6 7 8 9 10 11 12 13 14 15 nc 
900 99.20 97.61 95.27 92.21 88.54 84.32 79.65 74.54 69.25 63.76 58.26 52.73 47.37 42.18 282.5 
750 99.12 97.37 94.81 91.51 87.52 82.94 77.88 72.52 66.87 61.11 55.30 49.57 44.09 38.79 258.1 
500 98.93 96.80 93.71 89.70 84.93 79.53 73.64 67.40 61.04 54.61 48.31 42.26 36.54 31.22 211.2 
250 98.48 95.51 91.20 85.71 79.34 72.27 64.75 57.07 49.51 42.24 35.42 29.26 23.71 18.94 149.8 
100 97.62 92.98 86.39 78.28 69.15 59.49 49.89 40.73 32.38 25.01 18.81 13.74 9.75 6.73 95.2 
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Table 4.9: Experimental values of the probability of success for varying values of electric 
field (V/cm) and number of components (m) for the time restricted separation space. tZ 
cannot exceed 600 seconds.  Values of other parameters are the same as Figure 4.11. Red 
highlight peak capacity column indicates changes due to the restriction of tZ. 
 
m 
Electric 
Field 
(V/cm) 2 3 4 5 6 7 8 9 10 11 12 13 14 15 nc 
900 99.20 97.61 95.27 92.21 88.54 84.32 79.65 74.54 69.25 63.76 58.26 52.73 47.37 42.18 282.5 
750 99.12 97.37 94.81 91.51 87.52 82.94 77.88 72.52 66.87 61.11 55.30 49.57 44.09 38.79 258.1 
500 98.90 96.71 93.52 89.41 84.55 78.96 72.96 66.60 60.14 53.62 47.22 41.15 35.44 30.08 202.1 
250 98.25 94.79 89.85 83.59 76.36 68.45 60.17 51.94 43.96 36.47 29.69 23.65 18.74 14.13 122.3 
100 95.99 88.33 77.80 65.55 52.71 40.43 29.52 20.47 13.44 8.38 4.93 2.64 1.43 0.70 51.4 
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Figure 4.12: Comparison of the effect of electric field and number of components (m, x-
axis) on the probability of success (y-axis) for the total separation space (blue) and time-
restricted separation space (red). A: 500 V/cm, B: 200 V/cm, C: 100 V/cm. Values of 
other parameters are the same as Figure 4.11. 
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C 
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electric fields of 100 V/cm, there is a large decrease in probability of success for the time 
restricted separation spaces. This is due to the decrease in maximum migration time tZ 
(from 3333 to 600 s) combined with a relatively small decrease in the peak capacity (less 
than 40 peaks lost). The narrower average peak width associated with the decreased 
migration time cannot compensate for the decreased peak capacity; therefore the 
likelihood of separating all components with Rs greater than or equal to 1.5 is decreased. 
For electric fields of 250 and 500, there is only a slight decrease in the probability of 
success compared to the total separation space, due to the less significant decrease in tZ 
and peak capacity. The largest probability of success was 99.20% (E=900, m=2) and the 
smallest probability of success was 0.70% (E=100, m=15). The largest gap (12 
components) range from 58.26% (900) to 4.93% (100), or up to a 53.33% increase, a 
significant change in the gap compared to the traditional separation space. 
 
4.3.4 Factorial Design and Probability of Success 
While the above results highlight the changes in probability of success due to the 
individual manipulation of electroosmotic flow, migration distance, and electric field, the 
results do not account for combinatorial interactions between these variables. The 
factorial design experiment allows for the full optimization of the total and time restricted 
separation spaces in terms of probability of success of full separation (resolution greater 
than or equal to 1.5) of complex samples. 
  
  
220 
 
 
 
 
 
Table 4.10: Experiment replication (top), effect (middle) and ANOVA (bottom) tables for 
a 2-component (m) factorial design for total separation space.
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Figure 4.13: Effect graphs of the probability of success (y-axis) of 2 components for the 
total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high. Center point indicated.
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4.3.4.1 Total Separation Space 
The contrasts, effects, and ANOVA table for 2 components are shown in Table 
4.10. While experiment 8 (ABC) has the largest value of probability of success (99.20%) 
and experiment 1 (1) has the lowest value of the probability of success (95.53%), the 
impact of the factors, not the raw data, determine the influence of the variables on the 
result. Factors A, B, and C all have a statistically significant impact on the probability of 
success for 2 components. All three factors will increase the likelihood of having a 
complete separation of the components with a resolution of 1.5, with factor A increasing  
the probability of success the most, followed by nearly identical impact increases for 
factors B and C. 
Effect graphs for each individual factor, and each combination of factors (AB, 
AC, BC) are shown in Figure 4.10. Figure 4.10 sections 1, 3, and 5 visualize the effect 
calculations, with factor A having the largest, most positive slope, and B and C having 
similar positive slopes. Section 4 (AB) shows the effect of B on A, where the blue line 
indicates low values of B (at low and high values of A, respectively) and the red line 
indicates high values of B (at low and high values of A, respectively). When B is 
increased and A is kept low, there is a 1.58% increase in probability of success. When 
just A is increased, there is a 2.62% increase in probability of success. When B is 
increased and A is kept high, there is an additional 0.65% probability of success. Similar 
effects can be seen in the AC and BC (Figure section 2 and 6) graphs. The ANOVA table 
indicates the statistical significance of these data; all factors and all combinations of 
factors have a statistically significant impact on the results at the 95% confidence level. 
Based on the sum of squares values, factors A, B, and C contribute the most (90.62% of  
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Table 4.11: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 7-component (m) factorial design for total separation space.  
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Figure 4.14: Effect graphs of the probability of success (y-axis) of 7 components for the 
total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high. Center point indicated.
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SST) to the variance between experiments. Therefore, increasing any of these factors 
(and, additively, any combination of these factors) will increase the probability of success 
for separating 2 components. However, it is equally important to note that all experiments 
produced probabilities of success greater than 95%, suggesting two components will 
always have a high probability of success of separation, regardless of experimental 
manipulation. 
The contrasts, effects, and ANOVA table for 7 components are shown in Table 
4.11. Experiment 8 (ABC) has the largest value of probability of success (84.32%) and 
experiment 1 (1) has the lowest value of the probability of success (36.66%). Factors A, 
B, and C all have very large impacts on the probability of success for 7 components; 
much larger than 2 components. Therefore, optimizing the factors will have a much 
larger effect on the response (probability of success) as the number of components 
increase. All three factors will increase the likelihood of having complete separation of 
the components with a resolution of 1.5, with factor A having the largest impact and 
factors B and C having similar impacts (approximately ½ of the influence of A). 
Combination factors AB, AC, and BC have significant influences, but smaller in 
magnitude compared to the individual factors. Effect graphs for each individual factor, 
and each combination of factors (AB, AC, BC) are shown in Figure 4.14. The nearly 
parallel lines of Figure 14.4 section 2, 4, and 6 suggests an additive relationship between 
AB, AC, and BC; there will be an additive increase in probability of success due to the 
increase of each variable, respectively, not from some sort of combinatorial interaction. 
The ANOVA table (Table 4.11) correlates these data; all factors have a statistically 
significant impact on the probability of success due to the large F-test values. Based on  
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the sum of squares values, factors A, B, and C individually contribute largely to (94.86% 
of SST) the variance between experiments, with factor A (65.59%) contributing the most. 
Therefore, the highest probability of success for 7 components will be achieved by 
increasing the A factor with some additive combination of factors B and C. 
The effects, contrasts, and ANOVA for 15 components are shown in Table 4.12. 
Experiment 8 (ABC) has the largest value of probability of success (42.47%) and 
experiment 1 (1) has the lowest value of the probability of success (0.43%). Due to the 
relatively low probabilities of success, most factors (A, B, C, AB, AC, and BC) have 
positive, statistically significant impacts on the probability of success for 15 components. 
The effect values for the three individual variables have decreased minimally compared 
to 7 components, with factor A having the largest impact and factors b and C having 
similar impacts (approximately ½ of the influence of A). Effect graphs for each 
individual factor, and each combination of factors (AB, AC, BC) are shown in Figure 
4.15. The 2-factor graphs (2, 4, and 6) approach convergence for low values of factor 1 (x 
= -1), suggesting the probability of success will be relatively low for 15 components with 
low factor 1 regardless of the identity of factor 2. The ANOVA table indicates the 
statistical significance of these data; all factors and all combinations of factors have a 
statistically significant impact on the results due to large F-test values.  The contribution 
to variance is 93.40% for factor A, B, and C; factor A contributes 66.12% of the total 
variance, factor B contributes 14.98%, and factor C contributes 12.30%. Therefore for 15 
components, where the likelihood of percent success is below 50% for all combinations 
of factors, the large number of components saturating the separation space has made it 
unlikely to get a full separation without a combination of increased variables. Additional  
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Table 4.12: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 15-component (m) factorial design for total separation space.  
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Figure 4.15. Effect graphs of the probability of success (y-axis) of 15 components for the 
total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high. Center point indicated.
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impact and ANOVA tables for all peak combinations (2-15) can be found in the 
appendix. 
 
4.3.4.1.1 General Trends in the Probability of Success 
The probability of success, like with HPLC separations [26], is largest for the 
lowest number of components (m=2) and decreases with an increased number of 
components for the same experiment in the experimental design. This is fairly obvious, as 
increasing the number of components in a given separation space increases the saturation 
and thus decreases the ability to separate components with a resolution greater than or 
equal to 1.5. 
The largest probability of success for any number of components is found when 
combining the high levels (+1) of each factor (Experiment 8, ABC). Based on the impact 
calculations, ANOVA results, effect graphs, and percent composition calculations of the 
sum of squares, this increase in probability of success is not due to some combinatorial 
effect of factors A, B, and C, but instead due to the overwhelming (and positive) 
influence of each factor A, B, and C individually, resulting in an overall increase in the 
probability of success. As indicated by the center point, the optimum value of the 
individual factors A, B, and C is not found at the extreme (+1), but instead at the center 
point, indicating further that some combination of the factors will have the most positive 
effect on the response. If all three variables cannot be increased simultaneously, factor A 
will give the largest individual increase in the probability of success, followed by factor 
B, followed by factor C, although the truly optimal value of probability of success will 
only be achieved near the center point (i.e. some combination). Combinations of two 
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variables (AB, AC, or BC) will result in some increase in the probability of success, with 
those containing factor A having larger influences than those without. The greatest 
optimization can be achieved for 10 peaks, where the effects of factors A (EOF), B 
(migration distance), and C (electric field) on the response are the largest.  
 
4.3.4.1.2 Lack of Fit 
 As shown in Tables 4.10-4.12, the lack of fit (as defined by the center point, 
Experiment 9) is statistically significant for all tested components (large value of F0).  
Based on the sum of squares values, the lack of fit contributes to approximately 3-4% of 
the variance between experiments, much less than the individual factors. These results 
suggest a non-linear relationship between the variables; using linear trends to model these 
experiments does not give a full picture of the response surface. Additional modeling (i.e. 
central composite design) would be needed to fully develop equations to predict the 
relationships between factors A, B, C, and the response. 
 
4.3.4.2 Time-Restricted Separation space 
The probability of successful separation of m components was analyzed utilizing 
a 23 factorial design for electroosmotic flow (factor A), migration distance (factor B), and 
electric field (factor C), for a time-restricted separation space where tZ is limited to 600 
seconds. As mentioned, this will only account for components that could potentially be 
separated within the time frame; additional components could potentially be present in a 
sample, but would not be included in any calculations. Only factorial experiments whose 
tZ exceeded the value of 600 s (Experiments 1, 3, 4, 5, 7) were analyzed by this method.  
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Table 4.13: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 2-component (m) factorial design for time restricted separation 
space. 
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Figure 4.16. Effect graphs of the probability of success (y-axis) of 2 components for the 
time restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) 
and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated.
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The probability of success, effects, contrasts, and ANOVA for 2 components are 
shown in Table 4.13. While experiment 8 (ABC) has the largest value of probability of 
success (99.20%) and experiment 3 (b) has the lowest value of the probability of success 
(92.83%), the impact of the factors, not the raw data, determine the influence of the 
variables on probability of success. Factors A, C, and AC all have a large impact on the  
probability of success for 2 components. The two factors, and their combination factor, 
will increase the likelihood of having complete separation of the components with a 
resolution of 1.5, with factor A increasing the probability of success the most, followed 
by C, followed by AC. Factor B, unlike in total separation space, has the most minimal 
effect on the response.  
Effect graphs for each individual factor, and each combination of factors (AB, 
AC, BC) are shown in Figure 4.16. Figure 4.16 section 1, 3, and 5 support the effect 
calculations, with factor A having the largest, most positive slope, followed by C, 
followed by B (whose slope is negative). This suggests in time-restricted separation space 
that increasing factor B (migration distance) will decrease the probability of a successful 
separation. Section 4 (AB) shows the effect of B on A, as described in section 4.3.4.1. 
When B is increased and A is kept low, there is a 1.21% decrease in probability of 
success. When just A is increased, there is a 4.12% increase in probability of success. 
When B is increased and A is kept high, there is an additional 0.57% probability of 
success. This suggests, while some probability of success is due to the combination of 
factors A and B, it is the overwhelming influence of A that is able to compensate for the 
otherwise negative influence of B. This unique effect graph, which features crossed lines, 
indicates an interactive relationship between factors A and B instead of an additive one. 
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However, the impact graph for factor AC (Figure 16.2) is much more parallel (some 
convergence, but minimal), suggesting A and C are both contributing in an additive 
manner to the probability of success of the combined factor, similar to the total separation 
space. The effect graph of factor BC (Figure 16.6) shows a nearly zero slope for factor C 
in regards to factor B, indicating the combination of B and C cannot compensate for the 
negative influence of B; only factor C is influencing the combinatorial increase in the 
probability of success, which differs minimally from the effect of C alone. The ANOVA 
table indicates the statistical significance of these data; all factors and all combinations of 
factors have a statistically significant impact on the results due to large F-test values. 
Based on the sum of squares values, factors A, C, and AC contribute the most (92.69% of 
SST) to the large variance between experiments, with A contributing 59.44%, C 21.39%, 
and AC 11.81%. Therefore, increasing factor A and C (or a combination of the two) will 
increase the probability of success for separating 2 components. Increasing factor B 
should only be done in combination with factor A (or factor ABC). However, it is equally 
important to note that all experiments produced probabilities of success greater than 90%, 
suggesting two components will always have a high probability of success of separation, 
regardless of experimental manipulation. 
The contrasts, effects, and ANOVA table for 7 components are shown in Table 
4.14. Experiment 8 (ABC) has the largest value of probability of success (84.43%) and 
experiment 3 (b) has the lowest value of the probability of success (17.76%). Factors A, 
C, and AC all have a large impact on the probability of success for 7 components. All 
three factors will increase the likelihood of having complete separation of the 
components with a resolution of 1.5, with factor A having the largest impact and factors 
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Table 4.14: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 7-component (m) factorial design for time restricted separation 
space. 
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Figure 4.17: Effect graphs of the probability of success (y-axis) of 7 components for the 
time restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) 
and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated.
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C and AC having similar impacts (approximately half and one-third of the influence of A, 
respectively). These effects are much larger than those calculated for 2 components, 
suggesting manipulation of the factors will have a much larger impact on the response 
(probability of success) as the number of components is increased. All of the 
combinatorial factors (and factor B) have some effect, approximately 1/10 of the effect of 
A. Effect graphs for each individual factor, and each combination of factors (AB, AC, 
BC) are shown in Figure 4.17. Factor AC (17.2) has nearly parallel lines, suggesting the 
still additive relationship of factors A and C. For AB (Figure 17.4) the graph is still 
crossed, indicating that combining factors A and B results in an increase in the 
probability of success, but only due to factor A’s ability to compensate for the negative 
influence of factor B (which decreases the probability of success of A by 7.17%). For 
BC, when C is increased and B is kept low, there is a 23.98% increase in probability of 
success. When just B is increased, there is a 7.17% decrease in probability of success. 
When C is increased and B is kept high, there is a 38.06% probability of success. This is 
due almost entirely to the increase in C (6.90%), suggesting B has very minimal 
contribution to the combination of B and C. These results corroborate the AB results: C is 
the dominating force in the BC relationship as well. The ANOVA table (table 4.17) 
summarizes the data; all factors have a statistically significant impact on the probability 
of success due to the large F-test values. Based on the sum of squares values, factors A 
and C individually contribute to a large majority (88.33% of SST) of the variance 
between experiments, with factor A (69.62%) contributing the most, followed by factor C 
(17.93%). The third largest contributor to the variance is still factor AC (5.56% of SST). 
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Table 4.15: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 15-component (m) factorial design for time restricted separation 
space. 
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Figure 4.18: Effect graphs of the probability of success (y-axis) of 15 components for the 
time restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) 
and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated.
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The effects, contrasts, and ANOVA for 15 components are shown in Table 4.15. 
Experiment 8 (ABC) has the largest value of probability of success (42.47%) and 
experiment 3 (b) has the lowest value of the probability of success (2.27E-03%). Nearly 
all factors have statistically significant impacts, with A having the largest, followed by C, 
B, AB, AC, BC, and ABC, respectively. Effect graphs for each individual factor, and 
each combination of factors (AB, AC, BC) are shown in Figure 4.18. The individual 
graphs (1, 3, and 5) show that the increase in the probability of success for each 
individual factor is below 20%, with A increasing 12.84%, C increasing 2.22%, and 
factor B decreasing 0.03%. For two or more factors (2, 4, and 6), the graphs converge for 
low (-) values of factor 1 (A, A, and B, respectively) and spread for high (+) values of 
both factors. These graphs suggest the best net increase in probability of success can be 
achieved by combining two factors whose individual increase would be significantly less 
so, with AC (18.2) having the largest probability of success (25.83%). The detrimental 
effect of factor B (as shown with 2 and 7 components) is no longer evident for 15 
components, suggesting the increased number of components minimizes the effect of all 
variables. The ANOVA table (Table 4.18) correlates these data; all factors have a 
statistically significant impact on the probability of success due to the large F-test values. 
Based on the sum of squares values, factor A contributes to 72.58% of the total variance, 
factor C contributes 10.14%, and factor B contributes 7.18%. Therefore for 15 
components, where the likelihood of percent success is below 50% for all combinations 
of factors, the large number of components saturating the separation space has made it 
less likely to get a full separation unless a combination of factors is used in some form. 
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Additional impact and ANOVA tables for all peak combinations (2-15) can be found in 
the appendix. 
 
4.3.4.2.1 General Trends in the Probability of Success 
As with the unrestricted separation space, the probability of success is largest for 
the lowest number of components (m=2) and decreases with an increased number of 
components for the same experiment in the experimental design. This is fairly obvious, as 
the trend of increasing the number of components on probability of success in a given 
separation space is independent of the size of the separation space itself. Likewise, the 
largest probability of success for any number of components is found when combining 
the high levels (+1) of each factor (Experiment 8, ABC), as the combination of factors 
(particularly ABC) is additive in nature. Based on the impact calculations, ANOVA 
results, effect graphs, and percent composition calculations of the sum of squares, this 
increase in probability of success is due to the overwhelming influence of factors A and 
C when combined, resulting in an overall increase in the probability of success. The 
greatest optimization can be achieved for 8 or 9 peaks, where the effect of C and A, 
respectively, are largest. 
As indicated by the center point (and mentioned for total separation space 
experiments), the optimum value of the individual factors A, B, and C is not found at the 
extreme (+1), but instead at the center point, indicating further that some combination of 
the factors will have the most positive effect on the response. 
Most importantly, factor B, when not combined with another factor, will have a 
detrimental effect on the probability of success, suggesting the potential benefits of 
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migration distance manipulation are completely diminished when the separation space is 
limited to 600 seconds, and factors A and C are not optimized. This is due to capillary 
length, which would normally contribute to additional peak capacity and therefore 
potential separation capability, being lost to “unusable” space in the time restriction 
mode. When combined with factor C, factor B’s negative influence becomes negligible, 
as any increase in probability of success is due to factor C alone (non additive and non 
combinatorial). When combined with factor A, factor B’s negative influence is 
compensated for if A is increased, but is detrimental if A is not increased. This results in 
a crossed graph, which suggests there is an interactive relationship if A and B are 
increased together. 
 
4.3.4.2.2 Lack of Fit 
 As shown in Tables 4.13-4.15, the lack of fit (as defined by the center point, 
Experiment 9) is statistically significant for all tested components (large value of F0).  
Based on the sum of squares values, the lack of fit contributes to approximately 4% of the 
variance between experiments, much less than the individual factors. The lack of fit 
contribution is less for larger numbers of components (m > 12), although still statistically 
significant. These results suggest a non-linear relationship between the variables; using 
linear trends to model these experiments does not give a full picture of the response 
surface. Additional modeling (i.e. central composite design) would be needed to fully 
develop equations to predict the relationships between factors A, B, C, and the response. 
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4.3.4.3 Comparison of Time-Restricted and Unrestricted Separation Space 
For both time restricted and unrestricted separation spaces, the largest probability 
of success can be obtained from increasing electroosmotic flow (factor A), migration 
distance (factor B), and electric field (factor C) simultaneously, since the results suggest 
all factors (and all combinations of factors) are statistically significant. However, it is 
important for optimization to fully investigate not only the largest values of probability of 
success, but also the net increase in probability of success obtained from the experiments. 
It may only be practical to manipulate one of these factors at a time (due to instrumental 
limitations or material availability); therefore a thorough investigation of effects is 
needed. 
For electroosmotic flow (factor A), while the final modeled gain of probability of 
success is equivalent between the two modes (due to the equivalent value of peak 
capacity for experiment 2), the difference between the responses is generally larger for 
time restricted separation space, due to the lower value of peak capacity for time-
restricted experiment 1. This suggests that, in the interest of increasing EOF to optimize a 
separation, the largest modeled net gain in the probability of success will be achieved in 
the restricted separation space, where peak capacity undergoes a larger net change with 
increased EOF. For electric field (factor C), there is minimal difference in the modeled 
net gain of probability of success for the two separation spaces (slight net gain increase 
for time restricted separation spaces). However, the final modeled probability of success 
for a given number of components with increased electric field is larger for the total 
separation space. This suggests that, in the interest of increasing electric field to optimize 
a separation, the largest final modeled value can be achieved by utilizing a total  
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Figure 4.19: The effect of the number of components (x-axis) on the probability of 
success (y-axis) for the gradient stochastic approach for HPLC (blue diamonds), isocratic 
stochastic approach for HPLC (red squares), and the computational approach for CE 
(green triangles). Peak Capacity (nc): 284. 
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separation space, where the peak capacity is generally larger. For migration distance 
(factor B), as discussed in section 4.3.4.2.1 there is a negative gain for the time restricted 
separation space. This suggests if migration distance is to be used as an optimization 
parameter alone, that adding a time constraint to the separation space would hinder the 
separation rather than improve it.  
 
4.3.5 Comparison to Separation Predictions in Conventional Chromatography 
The computational approach for predicting the probability of successful 
separation in CE can be compared to the stochastic approaches developed for gradient 
and isocratic HPLC presented in Chapter 3. Experiment 8 in the factorial design was 
chosen for comparison, as the high values of electroosmotic flow (factor A), migration 
distance (factor B), and electric field (factor C) yield the most optimized experiment in 
terms of probability of success. The peak capacity for Experiment 8 (284, adjusted to 
account for whole peaks) was utilized as the peak capacity for the gradient and isocratic 
stochastic approaches. A comparison between all three methods is shown in Figure 4.19. 
The probability of success is highest for the gradient stochastic approach, 
followed by the computational CE approach, followed by the isocratic stochastic 
approach. While applied to a constrained number of components (m, 2 to 15) and one 
value of nc, these results could be compared for any combination of m and nc. For any 
sample with a given peak capacity, increasing the number of components (and thusly 
increasing the saturation) will decrease the probability of success, regardless of 
separation mode. For a sample with a given number components, the probability of 
resolving all components with a resolution greater than or equal to 1.5 is largest for the 
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gradient stochastic approach, where the peak width of later eluting compounds is smallest 
(constant peak width throughout separation). The computational CE approach results in a 
smaller average width (width increases by the 3/2 power with time) than the isocratic 
approach where width increases linearly with time (0.033 minutes and 0.041 minutes, 
respectively). This is due to the number of plates associated with CE, which is generally 
much higher than isocratic HPLC separations, where plate number dictates the width of 
the peak at a given retention time. As described in detail in Chapter 3, the isocratic 
stochastic approach is expected to have a slightly decreased probability of success 
compared to the gradient stochastic approach. 
 
4.4. Conclusions 
The computational approach for predicting the probability of successful 
separation in various modes of capillary electrophoresis evaluates the effect of 
electroosmotic flow, migration distance, and electric field on the complete separation of 
components with a resolution greater than or equal to 1.5. Generally, the results reinforce 
the understood dependencies of probability of success on the number of components and 
peak capacity (or saturation) of the separation space. Individual analysis of each variable 
in time restricted (limited to 600 seconds) and unrestricted separation spaces indicate 
increases of electroosmotic flow, electric field, and migration distance will increase the 
probability of success, with electroosmotic flow having the largest change in probability 
of success and migration distance having the smallest change in the probability of 
success. In a factorial design in total separation space mode, where the effects of each 
factor (or variable) or combination of factors is thoroughly examined, the largest 
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probability of success occurs for ABC (high values of electroosmotic flow, migration 
distance, and electric field) for all numbers of components between 2-15 due to the 
additive increase of each factor individually. In a factorial design in time-restricted 
separation space mode the effect of migration distance is detrimental to the response 
when not in combination with another variable, suggesting the loss of usable separation 
space length due to the restriction of the separation time is unfavorable to optimizing the 
probability of successful separation. 
Based on the computational approach for predicting and improving successful 
separations in capillary electrophoresis, there are two main options to increase the 
probability of success. If the goal is to utilize a separation with decreased analysis time 
(as may be typical in industry based applications), electroosmotic flow and electric field 
should be increased to increase the probability of success. Migration distance should only 
be increased if it can be coupled with electroosmotic flow and another variable (although 
electroosmotic flow and electric field would still be preferential).  These variables will 
have the largest effect on 8 or 9 components, but will positively impact the separation 
regardless of the number of components. 
If the goal is to utilize any separation necessary (as may be typical in a research 
based application), a combination of electroosmotic flow, electric field, and migration 
distance should be increased in total separation space mode to increase the probability of 
success. These variables will have the largest effect on 10 components, but will positively 
impact the separation regardless. 
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Chapter 5: Considerations for Future Work 
 
5.1 The Future of Chiral Nonaqueous Capillary Electrophoresis  
 
 In Chapter 2, the use of a novel nonaqueous capillary electrophoresis (NACE) 
background electrolyte (30% 2-butanol, 1 M acetic acid, 25 mM ammonium acetate, 
approximately 70% acetonitrile) was investigated for the separation of cationic analytes, 
anionic analytes, standard mixtures typically found in over-the-counter medication, 
diastereomers, and prescription medication (Lopressor ® and Entex ®). NACE 
separations are particularly useful for analytes that would otherwise be insoluble in 
aqueous buffers and resulted in separations with increased repeatability and fast analysis 
times. The racemic 2-butanol in the NACE background electrolyte was substituted with 
S-2-butanol to create a chiral selecting background electrolyte, which delivered 
statistically significant differences in peak widths and USP tailing factors for racemic and 
enantiopure pharmaceutical compounds, although visual enantioseparation was 
unachievable. Heptakis (2,3-diacetyl-6-sulfato) β cyclodextrin (HDAS, 15 mM) was 
added to the NACE background electrolyte to aid in enantioseparation, resulting in 
resolved peaks for pharmaceutical enantiomers, with a distinct increase in resolution 
provided by S-2-butanol NACE versus racemic 2-butanol NACE. The second half of this 
work highlighted the ability of the NACE chiral selecting background electrolyte to 
achieve some degree of enantioseparation without sacrificing the increased repeatability 
achieved in racemic NACE. 
 While the S-2-butanol NACE background electrolyte achieved a degree of 
enantioseparation without the aid of chiral selectors, visual separation between the peaks 
was unachievable. Therefore, in the interest of accomplishing the original objective of 
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this experiment, a new chiral solvent should be investigated in future research. As 
suggested in Chapter 2, typical NACE background electrolytes consist of short-chain 
alcohols, and considerations should be taken for the effect of the selected organic solvent 
on the solubility of the analytes of interest and on the electroosmotic and electrophoretic 
mobilities (due to changes in viscosity and dielectric constant). Additionally, for 
convenience the new organic solvent should be readily available for purchase in an 
enantiopure form for experimentation. Examples of commercially available chiral organic 
alcohols include 2-pentanol, 2-hexanol, and 1-phenol ethanol. To expand this work it 
may be beneficial to examine an organic solvent with 2 chiral centers, such as 2,4-
pentanediol, where the additional point of chiral interaction could aid in further resolution 
between chiral compounds.  
 While the introduction of HDAS aided in the visual enantioseparation of the 
pharmaceutical compounds of interest, additional optimization with a chiral selector is 
needed in order to achieve full baseline resolution. HDAS cannot be used to accomplish 
this goal, as Sigma Aldrich and the patent holder no longer produce it. A new single 
isomer cyclodextrin, with well-defined structure, reproducible production, and 
commercial availability at high purity, should be investigated at varying concentrations to 
determine the optimal enantioseparation [1]. Traditional cyclodextrins utilized in 
capillary electrophoresis cannot be used to accomplish this goal due to their low 
solubility in nonaqueous solvents. Focus should remain on mixtures of analytes (such as 
pseudoephedrine and ibuprofen) that are typically found in pharmaceuticals or 
commercially available products, where at least one analyte (i.e. ibuprofen) is 
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significantly less soluble in aqueous media, in order to further emphasize the practicality 
of NACE separations.  
 Additionally, future development of the NACE method should investigate the 
combination of this method with dual opposite injection capillary electrophoresis (DOI-
CZE), a simultaneous separation method developed by Kuban and Karlberg [2]. DOI-
CZE injects sample from both ends of the capillary with suppressed electroosmotic flow 
(EOF), allowing cations to migrate towards the cathode and anions to migrate towards the 
anode simultaneously, with no counter or co-electroosmotic forces acting against (or 
with) the electrophoretic mobilities [2]. This method would be primarily useful for the 
analysis of commercial samples where the concentration of the cationic and anionic 
analytes are largely different and cannot be adjusted independently during injection in 
traditional NACE. Since injection for cationic and anionic analytes occurs from one 
sample in CZE, any attempt to control concentration of one type of analyte will affect the 
concentrations of all analytes in the sample. With DOI-NACE, injection on both ends of 
the capillary can be used to inject equivalent concentrations of oppositely charged 
analytes, while maintaining the solubility and separation advantages of a nonaqueous 
background electrolyte. Furthermore, DOI-CZE relies on a suppressed EOF system to 
allow cations and anions to migrate simultaneously; a NACE based separation would 
accomplish this with minimal need to coat the capillary or utilize low pH, as the EOF is 
inherently low with many common nonaqueous background electrolytes.   
 Finally, while proven to enhance separation conditions for a wide variety of 
pharmaceutical analytes, the NACE method would need to be validated in order to 
quantitatively examine compounds of interest. Linearity, the limit of detection, and the 
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limit of quantitation can be utilized to confirm a method is capable of performing a 
separation [3, 4]. Additional validation criteria, such as specificity, accuracy, precision, 
and range should be measured and reported as outlined by the Food and Drug 
Administration [5]. 
 
5.2 The Future of the Stochastic Approach for HPLC and SE-LC 
 In Chapter 3, the development of a stochastic approach for the prediction of the 
probability of success in HPLC and sequential elution liquid chromatography (SE-LC) 
was investigated. A new method utilizing peak capacity and the number of components in 
a sample to predict the likelihood of complete separation (i.e., Rs  ≥ 1.5) of all 
components was developed that eliminated the need to anchor peak components to the 
boundaries of the separation space [6]. This method was evaluated for gradient and 
isocratic HPLC separations in Matlab, with 5 sets of 10 million experiments simulated for 
statistical analysis [6]. The results utilizing HPLC in gradient and isocratic elution modes 
were further used to determine the probability of success in SE-LC separations, where 
sequential elution modes in two different scenarios selectively elute compounds by class. 
The results highlight the improved separation capabilities of SE-LC when applicable, 
with SE-LC having the largest probability of success for a given number of components, 
followed by gradient separations, followed by isocratic separations. 
 Initial work utilizing SE-LC in the reversed-phase mode achieved a separation of 
acids, bases, and neutral compounds based on differences in their ionization. This was 
accomplished by using a pH gradient, where weak acids will be most highly retained at 
low pH and become ionized (and thusly less retained) as pH increases and where, 
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conversely, weak bases will be most highly retained at high pH and become ionized as 
pH decreases [7]. While the results of the stochastic approach for HPLC and SE-LC 
allowed us to thoroughly investigate the probability of success of separation for liquid 
chromatographic techniques, an additional computational approach was created to 
optimize an SE-LC separation in a “dry-lab” like setting.  This approach predicts the 
elution time of analytes in pH gradient SE-LC separations for a column of a given size. 
This prediction application (coupled with the stochastic approach in Chapter 3) would 
thoroughly encompass two of the primary goals of the method development process: i) to 
prove the feasibility of the separation and ii) to optimize experimental conditions to 
achieve the best possible separation. 
 First, an iterative algorithm (i.e., Solver in Microsoft Excel) is utilized to predict 
the retention factor of an ionizable analyte of interest, which more accurately reflects the 
retention of the principal species at the pH extremes. In order to determine the retention 
factor at any given time in a pH gradient separation, the weighted average can be 
calculated 
𝑘𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = � [𝐻+][𝐻+]+𝐾𝑎 ∗ 𝑘𝐻𝐻/𝐵𝐻+� + � 𝐾𝑎[𝐻+]+𝐾𝑎 ∗ 𝑘𝐻−/𝐵�   (5.1) 
where H+ is the concentration determined from the pH at a specific time in the separation, 
Ka is the dissociation constant, and kHA/BH+ and kA-/B are the retention factors at the pH 
extremes, respectively. The program then utilizes a loop to determine the pH at any given 
interval in the separation time (given the gradient conditions), determine the ionizable 
retention factor utilizing equation 5.1, determine the analyte velocity from column 
conditions, and finally determine the change in position of the analyte from its velocity at 
that given time interval. As the loop proceeds, the change in position of the analyte 
 254 
eventually exceeds the length of the column, and the migration time of the analyte is 
retrieved from the computation. This process for pH gradient SE-LC optimization can be 
performed for numerous ionizable compounds in a sample and any column dimensions of 
interest. Flow rate, pH gradient, gradient steepness, and experiment time can be altered to 
optimize separation conditions. 
 The development of this approach for the optimization of pH gradient SE-LC 
would significantly reduce the need for unnecessary experimentation in the lab, reduce 
instrument analysis time, promote green chemistry through the consumption of less 
waste, and reduce cost. While an investigation of the pH 8-2.5 gradient showed promise 
in correlating computational retention times with experimental retention times, additional 
experimental work would be needed to validate the accuracy of this approach. Finally, 
the stochastic approach presented in Chapter 3 and this developing process presented here 
would be combined into one application that could be utilized in a laboratory before 
experimentation to thoroughly investigate the method. 
 
5.3 The Future of Computational Optimization in Capillary Electrophoresis 
 In Chapter 4, a computational approach for the optimization of capillary (zone) 
electrophoresis separations was developed. With this approach, the effect of EOF, 
migration distance, and electric field (individually and in a factorial design) on the peak 
capacity and, thusly, on the probability of successful separation of m components in time 
restricted (600 seconds) and total separation spaces was examined. While the results 
highlighted the understood dependencies of peak capacity and saturation on probability 
of success as presented in Chapter 3 for HPLC and SE-LC separations, the results also 
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indicated three main experimental options for increasing the likelihood of a complete 
capillary electrophoresis separation. First, in the interest of decreasing analysis time 
utilizing the time-restricted separation space, EOF and electric field should be increased 
to increase the probability of a successful separation. Most interestingly migration 
distance, optimized alone, would be detrimental to a separation and hinder complete 
resolution of a complex sample. Second, if time is of no concern, a combination of 
migration distance and other variables should be increased simultaneously to increase the 
probability of a successful separation. Finally, if only one variable of interest can be 
optimized due to some restriction, EOF should be increased to have the greatest effect on 
the probability of separating components in a complex sample. 
 As mentioned, the statistically significant lack of fit of the factorial design 
(determined by the inclusion of a center point, experiment 9) indicates a non-linear 
relationship between the factors (A, B, and C) and the response (probability of success) 
for both traditional and time-restricted separation spaces. As designed, a 2 level factorial 
has only 2 data points for each trend that is investigated, making it impossible to fit a 
non-linear trend to the data. Therefore, future work should incorporate a central-
composite design to further clarify the relationships between the factors and the response. 
A central-composite design utilizes additional experimental points, termed axial points, in 
a rotated cube around the original design. The central-composite design can efficiently 
estimate curvatures in data while limiting the amount of additional data points needed 
beyond the original design. With a central-composite design, equations can be generated 
from the non-linear data to predict the responses of future experiments; these equations 
would take the place of the simulation for optimization of capillary electrophoresis. 
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 While this computational approach is the first, to our knowledge, to investigate 
the effects of capillary electrophoresis experimental parameters on the peak capacity and 
likelihood of separation of complex samples, additional modeling of capillary 
electrophoresis in a dry-lab like setting would allow for further optimization before 
experimentation. Currently, this approach randomly assigns migration times to “peaks” of 
interest, which are indistinguishable beyond the basis of time and width. Further work on 
the results from Chapter 4 should allow for exact sample analysis if desired, where m 
components can be defined as an exact number of cationic and anionic components, so 
that the probability data more accurately represents the electrophoretic mobility of a 
specified sample of interest. This would allow the computational results to be more finely 
tuned to the interest of an investigator and more accurately reflect sample-based 
separation optimization. 
 Additionally, the computational approach for the optimization of capillary 
electrophoresis separations can be used as a stepping-stone to model a wide variety of 
electrophoretic separations. Currently, one of the most common modeling programs used 
for electrophoretic separations is PeakMaster, developed by Gas and coworkers [8]. 
PeakMaster, unlike the approach presented here, utilizes experimental parameters to 
incorporate ionic strength, pKa, pH, and electromigration dispersion into peak identity, 
therefore taking into account peak broadening beyond longitudinal diffusion [8]. The 
approach presented in Chapter 4 could be further developed to incorporate peak variances 
and additional electrophoretic methods (i.e. enantioseparation) while maintaining its user-
friendly interface, which PeakMaster is significantly lacking. This would further allow 
the computational approach to fully optimize and develop a capillary electrophoresis 
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analysis while reducing experimentation time, minimizing waste consumption, and 
reducing cost. The new computational approach, which would incorporate random 
success prediction (as presented in Chapter 4), sample-based success prediction, and 
peak-specific information for modeling separations, would fully embody the two primary 
goals of method development before experimentation: to prove the feasibility of a 
separation while simultaneously optimizing experimental parameters to achieve the most 
successful separation. 
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Appendix A: Additional Results from Chapter 3 and Chapter 4 
Results from Chapter 3  
 
Table A.1: Average, minimum, maximum, standard deviation, and percent relative standard deviation for a 
given number of components (m) and peak capacity (nc) under gradient conditions. 
 
 
 
Peak capacity (nc) 
m=2 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 89.75 93.22 94.94 95.96 96.64 97.12 97.49 97.76 97.99 98.33 98.66 99.00 99.20 99.33 
Minimum 89.74 93.21 94.93 95.96 96.63 97.11 97.48 97.76 97.98 98.32 98.66 98.99 99.19 99.33 
Maximum 89.76 93.24 94.94 95.97 96.65 97.13 97.49 97.77 97.99 98.33 98.67 99.00 99.20 99.34 
Standard 
Deviation 0.009 0.01 0.006 0.005 0.007 0.007 0.003 0.006 0.006 0.005 0.003 0.004 0.003 0.003 
RSD (%) 
9.73E-
03 
1.19E-
02 
5.90E-
03 
5.75E-
03 
7.32E-
03 
7.44E-
03 
3.29E-
03 
6.33E-
03 
5.94E-
03 
4.86E-
03 
3.01E-
03 
4.35E-
03 
2.91E-
03 
3.44E-
03 
 
    
  
  
      m=3 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 71.63 80.71 85.39 88.25 90.17 91.55 92.60 93.40 94.06 95.04 96.02 97.02 97.61 98.00 
Minimum 71.62 80.70 85.38 88.24 90.16 91.54 92.58 93.39 94.05 95.03 96.01 97.01 97.60 98.00 
Maximum 71.64 80.73 85.40 88.25 90.17 91.56 92.62 93.41 94.06 95.04 96.03 97.02 97.61 98.00 
Standard 
Deviation 0.008 0.01 0.01 0.006 0.006 0.008 0.02 0.009 0.007 0.007 0.008 0.005 0.005 0.003 
RSD (%) 
1.15E-
02 
1.57E-
02 
1.21E-
02 
6.77E-
03 
6.51E-
03 
9.03E-
03 
1.82E-
02 
9.36E-
03 
7.28E-
03 
6.84E-
03 
8.65E-
03 
4.67E-
03 
5.00E-
03 
3.20E-
03 
 
    
  
  
      m=4 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 50.30 64.62 72.60 77.66 81.15 83.71 85.65 87.18 88.42 90.28 92.18 94.10 95.27 96.05 
Minimum 50.26 64.61 72.59 77.64 81.14 83.70 85.65 87.16 88.40 90.27 92.18 94.09 95.27 96.04 
Maximum 50.31 64.65 72.62 77.68 81.16 83.73 85.68 87.21 88.43 90.29 92.19 94.11 95.27 96.06 
Standard 
Deviation 0.02 0.02 0.02 0.02 0.008 0.01 0.01 0.02 0.009 0.006 0.003 0.008 0.003 0.007 
RSD (%) 
3.97E-
02 
2.55E-
02 
2.11E-
02 
2.01E-
02 
9.62E-
03 
1.57E-
02 
1.54E-
02 
2.40E-
02 
1.05E-
02 
6.98E-
03 
3.29E-
03 
8.67E-
03 
3.29E-
03 
7.31E-
03 
 
    
  
  
      m=5 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 30.67 47.60 58.22 65.31 70.39 74.18 77.11 79.46 81.35 84.29 87.28 90.35 92.22 93.49 
Minimum 30.65 47.59 58.18 65.30 70.38 74.17 77.10 79.45 81.34 84.28 87.28 90.34 92.21 93.48 
Maximum 30.69 47.63 58.26 65.32 70.41 74.19 77.13 79.48 81.37 84.29 87.30 90.37 92.24 93.50 
Standard 
Deviation 0.01 0.02 0.03 0.009 0.01 0.01 0.02 0.01 0.01 0.004 0.008 0.01 0.01 0.008 
RSD (%) 
4.83E-
02 
3.30E-
02 
5.11E-
02 
1.37E-
02 
1.52E-
02 
1.38E-
02 
2.08E-
02 
1.20E-
02 
1.80E-
02 
4.73E-
03 
9.17E-
03 
1.30E-
02 
1.08E-
02 
8.94E-
03 
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Table A.2: Average, minimum, maximum, standard deviation, and percent relative standard deviation for a 
given number of components (m) and peak capacity (nc) under gradient conditions. 
 
Peak capacity (nc) 
m=6 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 16.00 32.12 43.90 52.42 58.79 63.68 67.56 70.68 73.28 77.30 81.48 85.85 88.55 90.38 
Minimum 15.99 32.11 43.89 52.40 58.78 63.66 67.53 70.67 73.27 77.28 81.47 85.84 88.53 90.37 
Maximum 16.01 32.14 43.91 52.45 58.81 63.70 67.59 70.70 73.30 77.31 81.51 85.86 88.56 90.38 
Standard 
Deviation 0.01 0.01 0.007 0.022 0.01 0.02 0.02 0.01 0.01 0.01 0.01 0.009 0.009 0.004 
RSD (%) 
6.29E-
02 
3.43E-
02 
1.61E-
02 
4.07E-
02 
2.00E-
02 
2.58E-
02 
3.36E-
02 
1.78E-
02 
1.64E-
02 
1.72E-
02 
1.77E-
02 
1.04E-
02 
1.04E-
02 
4.47E-
03 
 
    
 
  
       m=7 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 7.02 19.74 31.06 40.09 47.20 52.89 57.51 61.33 64.56 69.63 75.00 80.71 84.30 86.77 
Minimum 7.01 19.72 31.05 40.07 47.18 52.88 57.50 61.31 64.54 69.61 74.99 80.68 84.29 86.76 
Maximum 7.03 19.76 31.07 40.12 47.22 52.92 57.52 61.34 64.58 69.64 75.01 80.73 84.33 86.78 
Standard 
Deviation 0.006 0.02 0.006 0.02 0.01 0.01 0.007 0.01 0.01 0.01 0.01 0.02 0.01 0.006 
RSD (%) 
9.44E-
02 
9.14E-
02 
1.94E-
02 
4.62E-
02 
3.18E-
02 
2.89E-
02 
1.30E-
02 
1.69E-
02 
2.25E-
02 
2.19E-
02 
1.59E-
02 
2.30E-
02 
1.52E-
02 
7.11E-
03 
 
    
 
  
       m=8 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 2.53 10.97 20.56 29.14 36.41 42.49 47.61 51.94 55.62 61.56 68.05 75.10 79.61 82.73 
Minimum 2.52 10.96 20.53 29.13 36.40 42.49 47.60 51.92 55.60 61.54 68.02 75.08 79.58 82.71 
Maximum 2.53 10.98 20.58 29.15 36.42 42.50 47.62 51.95 55.63 61.58 68.06 75.12 79.63 82.76 
Standard 
Deviation 0.003 0.008 0.02 0.01 0.01 0.005 0.008 0.01 0.02 0.02 0.02 0.01 0.02 0.02 
RSD (%) 
1.37E-
01 
6.98E-
02 
9.48E-
02 
4.45E-
02 
3.02E-
02 
1.28E-
02 
1.64E-
02 
1.98E-
02 
2.82E-
02 
3.28E-
02 
2.41E-
02 
1.66E-
02 
2.70E-
02 
2.70E-
02 
 
    
 
  
       m=9 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0.73 5.47 12.67 20.11 26.95 33.00 38.25 42.83 46.84 53.46 60.86 69.13 74.53 78.34 
Minimum 0.73 5.47 12.66 20.10 26.93 32.98 38.24 42.81 46.82 53.44 60.84 69.12 74.52 78.32 
Maximum 0.74 5.48 12.68 20.13 26.96 33.01 38.26 42.84 46.86 53.47 60.87 69.13 74.55 78.35 
Standard 
Deviation 0.003 0.005 0.008 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.006 0.01 0.01 
RSD (%) 
4.32E-
01 
9.99E-
02 
6.37E-
02 
6.20E-
02 
4.25E-
02 
3.43E-
02 
2.93E-
02 
2.93E-
02 
3.05E-
02 
2.44E-
02 
2.15E-
02 
8.75E-
03 
1.65E-
02 
1.56E-
02 
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Table A.3: Average, minimum, maximum, standard deviation, and percent relative standard deviation for a 
given number of components (m) and peak capacity (nc) under gradient conditions. 
 
Peak capacity (nc) 
m=10 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0.16 2.43 7.25 13.13 19.11 24.72 29.83 34.44 38.55 45.55 53.64 62.95 69.20 73.65 
Minimum 0.16 2.43 7.24 13.11 19.09 24.70 29.81 34.42 38.53 45.54 53.62 62.93 69.17 73.62 
Maximum 0.17 2.44 7.26 13.15 19.13 24.74 29.85 34.47 38.57 45.56 53.65 62.97 69.21 73.68 
Standard Deviation 0.02 0.004 0.008 0.02 0.02 0.01 0.02 0.01 0.01 0.007 0.01 0.02 0.02 0.02 
RSD (%) 1.02 
1.46E-
01 
1.06E-
01 
1.17E-
01 
7.98E-
02 
5.83E-
02 
5.83E-
02 
4.29E-
02 
3.61E-
02 
1.47E-
02 
2.07E-
02 
2.83E-
02 
2.42E-
02 
3.44E-
02 
 
    
 
  
       m=11 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 
2.67E-
02 0.96 3.85 8.12 12.97 17.87 22.56 26.95 30.99 38.08 46.57 56.71 63.70 68.79 
Minimum 
2.61E-
02 0.95 3.84 8.10 12.95 17.87 22.54 26.93 30.98 38.06 46.55 56.67 63.68 68.77 
Maximum 
2.72E-
02 0.96 3.85 8.13 12.97 17.89 22.58 26.96 31.01 38.11 46.58 56.74 63.72 68.82 
Standard Deviation 0.0004 0.005 0.006 0.008 0.009 0.01 0.02 0.01 0.01 0.02 0.01 0.03 0.02 0.02 
RSD (%) 1.51 
5.69E-
01 
1.67E-
01 
1.03E-
01 
6.61E-
02 
5.91E-
02 
7.77E-
02 
3.55E-
02 
4.09E-
02 
4.34E-
02 
2.69E-
02 
4.40E-
02 
2.60E-
02 
2.95E-
02 
 
    
 
  
       m=12 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 
2.96E-
03 0.33 1.87 4.73 8.40 12.44 16.55 20.53 24.33 31.22 39.85 50.55 58.15 63.78 
Minimum 
2.90E-
03 0.33 1.87 4.72 8.39 12.42 16.54 20.51 24.31 31.21 39.84 50.55 58.14 63.75 
Maximum 
3.00E-
03 0.33 1.88 4.74 8.41 12.46 16.56 20.55 24.34 31.25 39.86 50.56 58.18 63.80 
Standard Deviation 0.00006 0.002 0.004 0.01 0.01 0.01 0.009 0.02 0.02 0.01 0.008 0.003 0.02 0.02 
RSD (%) 1.85 
6.49E-
01 
2.06E-
01 
2.18E-
01 
1.24E-
01 
1.01E-
01 
5.37E-
02 
8.36E-
02 
6.92E-
02 
4.14E-
02 
1.98E-
02 
7.13E-
03 
2.64E-
02 
3.18E-
02 
 
    
 
  
       m=13 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 
2.40E-
04 0.10 0.84 2.60 5.20 8.34 11.74 15.21 18.65 25.11 33.57 44.54 52.62 58.71 
Minimum 
3.00E-
04 0.10 0.84 2.59 5.20 8.33 11.73 15.20 18.64 25.09 33.56 44.52 52.61 58.69 
Maximum 
3.00E-
04 0.10 0.84 2.60 5.20 8.35 11.75 15.23 18.66 25.13 33.58 44.56 52.62 58.72 
Standard Deviation 0.00006 0.001 0.002 0.006 0.003 0.007 0.006 0.02 0.01 0.02 0.01 0.01 0.0033 0.01 
RSD (%) 22.80 1.53 
1.93E-
01 
2.15E-
01 
5.59E-
02 
7.92E-
02 
5.33E-
02 
9.88E-
02 
5.70E-
02 
6.40E-
02 
3.00E-
02 
3.01E-
02 
6.24E-
03 
1.95E-
02 
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Table A.4: Average, minimum, maximum, standard deviation, and percent relative standard 
deviation for a given number of components (m) and peak capacity (nc) under gradient 
conditions.  
 
  
Peak capacity (nc) 
m=14 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 
2.40E-
02 0.34 1.33 3.07 5.38 8.06 10.96 13.94 19.79 27.86 38.84 47.21 53.68 
Minimum 0 
2.36E-
02 0.34 1.33 3.06 5.37 8.06 10.95 13.92 19.76 27.84 38.82 47.19 53.67 
Maximum 0 
2.49E-
02 0.34 1.34 3.08 5.39 8.07 10.97 13.95 19.82 27.88 38.85 47.24 53.71 
Standard 
Deviation - 0.0005 0.003 0.003 0.06 0.01 0.005 0.008 0.01 0.02 0.02 0.01 0.02 0.02 
RSD (%) - 2.26 
7.80E-
01 
2.47E-
01 
2.07E-
01 
1.86E-
01 
6.37E-
02 
7.65E-
02 
7.71E-
02 
1.10E-
01 
6.18E-
02 
2.89E-
02 
3.60E-
02 
3.39E-
02 
 
    
  
  
      m=15 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 
5.00E-
03 0.13 0.64 1.72 3.33 5.36 7.68 10.16 15.30 22.76 33.48 41.98 48.72 
Minimum 0 
4.90E-
03 0.13 0.64 1.71 3.33 5.35 7.67 10.15 15.28 22.74 33.46 41.96 48.70 
Maximum 0 
5.10E-
03 0.13 0.65 1.72 3.34 5.37 7.69 10.17 15.32 22.77 33.50 42.01 48.73 
Standard 
Deviation - 0.0001 0.001 0.003 0.005 0.004 0.01 0.008 0.008 0.01 0.009 0.02 0.02 0.01 
RSD (%) - 2.00 
9.09E-
01 
5.37E-
01 
2.90E-
01 
1.32E-
01 
1.90E-
01 
1.10E-
01 
8.09E-
02 
8.46E-
02 
4.31E-
02 
5.02E-
02 
4.10E-
02 
2.65E-
02 
 
    
  
  
      m=16 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 
8.40E-
04 
4.21E-
02 0.29 0.91 1.98 3.44 5.22 7.21 11.58 18.31 28.54 37.00 43.89 
Minimum 0 
7.00E-
04 
4.15E-
02 0.29 0.91 1.98 3.44 5.21 7.21 11.55 18.30 28.52 37.00 43.86 
Maximum 0 
1.00E-
03 
4.30E-
02 0.29 0.92 1.98 3.45 5.22 7.22 11.59 18.33 28.57 37.01 43.91 
Standard 
Deviation - 0.0001 0.0006 0.0008 0.001 0.001 0.004 0.006 0.005 0.02 0.009 0.02 0.005 0.02 
RSD (%) - 13.57 1.45 
2.87E-
01 
1.26E-
01 
6.65E-
02 
1.10E-
01 
1.07E-
01 
6.99E-
02 
1.67E-
01 
5.03E-
02 
7.21E-
02 
1.45E-
02 
4.34E-
02 
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Table A.5: Average, minimum, maximum, standard deviation, and percent relative standard deviation for a 
given number of components (m) and peak capacity (nc) under gradient conditions.  
 
 
Peak capacity (nc) 
m=17 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 
1.40E-
04 
1.24E-
02 0.12 0.46 1.13 2.13 3.45 5.00 8.59 14.50 24.05 32.33 39.26 
Minimum 0 
1.00E-
04 
1.23E-
02 0.12 0.46 1.13 2.13 3.44 4.99 8.57 14.47 24.04 32.32 39.23 
Maximum 0 
2.00E-
04 
1.25E-
02 0.12 0.46 1.13 2.14 3.46 5.01 8.60 14.52 24.06 32.35 39.30 
Standard Deviation - 0.00005 0.0001 0.0009 0.001 0.0005 0.0005 0.007 0.008 0.01 0.02 0.008 0.01 0.02 
RSD (%) - 39.12 
8.06E-
01 
7.43E-
01 
2.52E-
01 
4.45E-
02 
2.48E-
01 
2.03E-
01 
1.61E-
01 
1.42E-
01 
1.17E-
01 
3.12E-
02 
3.47E-
02 
6.32E-
02 
               
m=18 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 0 
3.30E-
03 
4.67E-
02 0.22 0.61 1.28 2.20 3.37 6.23 11.30 20.05 28.00 34.86 
Minimum 0 0 
3.00E-
03 
4.58E-
02 0.22 0.61 1.27 2.20 3.36 6.22 11.27 20.03 27.97 34.82 
Maximum 0 0 
3.60E-
03 
4.75E-
02 0.22 0.62 1.28 2.21 3.37 6.24 11.32 20.08 28.00 34.88 
Standard Deviation - - 0.0002 0.0007 0.001 0.003 0.005 0.004 0.005 0.007 0.02 0.02 0.02 0.02 
RSD (%) - - 6.78 1.49 
5.01E-
01 
4.97E-
01 
3.94E-
01 
1.86E-
01 
1.38E-
01 
1.16E-
01 
1.48E-
01 
9.45E-
02 
5.73E-
02 
6.57E-
02 
               
m=19 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 0 
7.60E-
04 
1.64E-
02 
9.91E-
02 0.32 0.74 1.36 2.21 4.43 8.66 16.51 24.05 30.74 
Minimum 0 0 
6.00E-
04 
1.62E-
02 
9.87E-
02 0.32 0.73 1.36 2.20 4.43 8.66 16.49 24.02 30.73 
Maximum 0 0 
9.00E-
04 
1.66E-
02 
9.96E-
02 0.32 0.74 1.37 2.21 4.44 8.67 16.52 24.06 30.75 
Standard Deviation - - 0.0001 0.0002 0.0003 0.002 0.003 0.002 0.004 0.004 0.007 0.008 0.02 0.01 
RSD (%) - - 15.00 1.00 
3.27E-
01 
5.71E-
01 
4.43E-
01 
1.74E-
01 
1.43E-
01 
7.91E-
02 
7.80E-
02 
4.56E-
02 
6.87E-
02 
3.46E-
02 
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Table A.6: Average, minimum, maximum, standard deviation, and percent relative standard deviation for a 
given number of components (m) and peak capacity (nc) under gradient conditions.  
 
 
  
Peak capacity (nc) 
m=20 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 0 
1.80E-
04 
5.34E-
03 
4.22E-
02 0.16 0.41 0.82 1.41 3.08 6.54 13.43 20.44 26.90 
Minimum 0 0 
1.00E-
04 
5.20E-
03 
4.16E-
02 0.16 0.41 0.82 1.41 3.08 6.52 13.43 20.44 26.88 
Maximum 0 0 
2.00E-
04 
5.60E-
03 
4.27E-
02 0.16 0.41 0.83 1.41 3.08 6.55 13.44 20.47 26.93 
Standard 
Deviation - - 0.00005 0.0002 0.0004 0.001 0.002 0.003 0.003 0.002 0.008 0.006 0.02 0.02 
RSD (%) - - 24.80 2.84 
9.53E-
01 
9.01E-
01 
4.60E-
01 
3.66E-
01 
2.29E-
01 
7.84E-
02 
1.24E-
01 
4.71E-
02 
6.69E-
02 
7.24E-
02 
               
m=25 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 0 0 0 
2.00E-
04 
2.28E-
03 
1.13E-
02 
3.87E-
02 
9.65E-
02 0.36 1.24 4.03 7.94 12.35 
Minimum 0 0 0 0 
1.00E-
04 
2.10E-
03 
1.12E-
02 
3.81E-
02 
9.51E-
02 0.36 1.23 4.01 7.93 12.34 
Maximum 0 0 0 0 
3.00E-
04 
2.40E-
03 
1.15E-
02 
3.93E-
02 
9.83E-
02 0.36 1.24 4.04 7.95 12.36 
Standard 
Deviation - - - - 0.00007 0.0001 0.0001 0.0005 0.001 0.002 0.004 0.01 0.006 0.009 
RSD (%) - - - - 35.35 5.72 1.17 1.25 1.21 0.51 0.336 0.249 
7.93E-
02 
7.05E-
01 
               
m=30 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 0 0 0 0 0 
1.00E-
04 
6.80E-
04 
3.00E-
03 
2.31E-
02 0.15 0.89 2.44 4.69 
Minimum 0 0 0 0 0 0 0 
6.00E-
04 
2.80E-
03 
2.22E-
02 0.15 0.88 2.44 4.68 
Maximum 0 0 0 0 0 0 
2.00E-
04 
8.00E-
04 
3.20E-
03 
2.35E-
02 0.15 0.89 2.44 4.69 
Standard 
Deviation - - - - - - 0.00007 0.00008 0.0002 0.0005 0.001 0.001 0.003 0.003 
RSD (%) - - - - - - 35.36 10.46 5.27 2.28 0.86 0.13 0.13 
7.15E-
02 
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Table A.7: Average, minimum, maximum, standard deviation, and percent relative standard 
deviation for a given number of components (m) and peak capacity (nc) under isocratic 
conditions.  
 
  
Peak capacity (nc) 
m=2 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 87.45 91.52 93.59 94.84 95.69 96.29 96.75 97.11 97.40 97.82 98.25 98.69 98.95 99.12 
Minimum 87.44 91.51 93.59 94.83 95.69 96.30 96.74 97.10 97.39 97.82 98.25 98.68 98.94 99.12 
Maximum 87.47 91.54 93.59 94.85 95.69 96.29 96.76 97.12 97.40 97.83 98.26 98.70 98.95 99.13 
Standard 
Deviation 0.01 0.009 0.003 0.007 0.002 0.004 0.005 0.005 0.004 0.005 0.002 0.006 0.004 0.002 
RSD (%) 
1.23E-
02 
9.67E-
03 
3.18E-
03 
7.46E-
03 
2.53E-
03 
4.17E-
03 
5.55E-
03 
5.19E-
03 
4.52E-
03 
5.23E-
03 
2.51E-
03 
5.92E-
03 
4.35E-
03 
1.84E-
03 
               
m=3 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 66.38 76.44 81.86 85.25 87.58 89.25 90.54 91.55 92.36 93.60 94.85 96.11 96.87 97.39 
Minimum 66.36 76.43 81.86 85.24 87.59 89.26 90.53 91.54 92.35 93.59 94.84 96.11 96.87 97.39 
Maximum 66.39 76.45 81.87 85.28 87.57 89.24 90.55 91.56 92.37 93.60 94.85 96.12 96.88 97.39 
Standard 
Deviation 0.01 0.009 0.007 0.02 0.007 0.008 0.006 0.009 0.005 0.006 0.006 0.007 0.005 0.002 
RSD (%) 
1.69E-
02 
1.12E-
02 
7.98E-
03 
2.18E-
02 
8.56E-
03 
8.57E-
03 
6.84E-
03 
9.79E-
03 
5.36E-
03 
6.91E-
03 
5.85E-
03 
6.87E-
03 
5.30E-
03 
1.81E-
03 
               
m=4 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 43.29 58.09 66.82 72.55 76.60 79.62 81.94 83.78 85.29 87.60 89.96 92.37 93.85 94.85 
Minimum 43.27 58.08 66.81 72.54 76.57 79.60 81.93 83.77 85.27 87.58 89.95 92.36 93.84 94.84 
Maximum 43.32 58.10 66.85 72.57 76.62 79.64 81.95 83.80 85.30 87.61 89.97 92.38 93.86 94.86 
Standard 
Deviation 0.02 0.009 0.01 0.01 0.02 0.02 0.009 0.01 0.01 0.01 0.006 0.008 0.006 0.007 
RSD (%) 
4.61E-
02 
1.52E-
02 
2.09E-
02 
1.98E-
02 
2.27E-
02 
2.32E-
02 
1.09E-
02 
1.17E-
02 
1.16E-
02 
1.45E-
02 
6.75E-
03 
8.45E-
03 
6.65E-
03 
7.54E-
03 
               
m=5 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 23.94 39.99 50.79 58.39 64.02 68.30 71.69 74.41 76.65 80.16 83.80 87.60 89.96 91.55 
Minimum 23.93 39.97 50.77 58.37 64.00 68.28 71.67 74.41 76.64 80.15 83.79 87.59 89.95 91.53 
Maximum 23.95 40.00 50.81 58.41 64.04 68.31 71.70 74.43 76.66 80.16 83.80 87.62 89.97 91.56 
Standard 
Deviation 0.007 0.009 0.02 0.02 0.02 0.01 0.01 0.008 0.007 0.009 0.006 0.01 0.01 0.01 
RSD (%) 
2.87E-
02 
2.29E-
02 
3.82E-
02 
2.92E-
02 
2.46E-
02 
2.01E-
02 
1.71E-
02 
1.02E-
02 
9.34E-
03 
1.11E-
02 
6.88E-
03 
1.53E-
02 
1.08E-
02 
1.05E-
02 
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Table A.8: Average, minimum, maximum, standard deviation, and percent relative standard deviation for  
a given number of components (m) and peak capacity (nc) under isocratic conditions.  
 
  
Peak capacity (nc) 
m=6 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 11.04 24.80 35.88 44.42 51.05 56.33 60.59 64.11 67.07 71.73 76.68 81.98 85.31 87.59 
Minimum 11.03 24.77 35.85 44.39 51.03 56.29 60.57 64.09 67.05 71.70 76.67 81.96 85.29 87.58 
Maximum 11.06 24.82 35.90 44.46 51.07 56.36 60.60 64.14 67.08 71.75 76.70 81.99 85.33 87.60 
Standard Deviation 0.01 0.02 0.02 0.03 0.01 0.03 0.01 0.02 0.01 0.02 0.01 0.01 0.01 0.01 
RSD (%) 
1.12E-
01 
8.44E-
02 
4.40E-
02 
5.75E-
02 
2.91E-
02 
5.37E-
02 
2.06E-
02 
2.74E-
02 
1.99E-
02 
2.39E-
02 
1.64E-
02 
1.30E-
02 
1.44E-
02 
1.33E-
02 
               
m=7 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 4.16 13.77 23.48 31.85 38.82 44.62 49.48 53.58 57.09 62.75 68.94 75.69 80.05 83.08 
Minimum 4.15 13.76 23.46 31.85 38.80 44.60 49.46 53.54 57.07 62.73 68.94 75.67 80.04 83.07 
Maximum 4.16 13.77 23.49 31.86 38.83 44.65 49.49 53.60 57.10 62.78 68.95 75.70 80.06 83.09 
Standard Deviation 0.005 0.005 0.02 0.005 0.01 0.02 0.01 0.02 0.01 0.02 0.006 0.01 0.01 0.008 
RSD (%) 
1.11E-
01 
3.38E-
02 
6.40E-
02 
1.59E-
02 
2.74E-
02 
4.78E-
02 
2.20E-
02 
4.27E-
02 
2.35E-
02 
2.67E-
02 
9.09E-
03 
1.29E-
02 
1.28E-
02 
9.43E-
03 
               
m=8 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 1.25 6.80 14.20 21.51 28.13 33.93 39.01 43.49 47.27 53.66 60.85 68.96 74.31 78.10 
Minimum 1.24 6.80 14.19 21.50 28.11 33.91 39.00 43.37 47.25 53.64 60.82 68.94 74.29 78.08 
Maximum 1.25 6.81 14.21 21.52 28.15 33.95 39.02 43.41 47.29 53.68 60.87 68.99 74.33 78.13 
Standard Deviation 0.004 0.008 0.006 0.009 0.02 0.02 0.01 0.02 0.02 0.02 0.02 0.02 0.02 0.02 
RSD (%) 
3.00E-
01 
1.16E-
01 
4.02E-
02 
4.17E-
02 
6.35E-
02 
4.88E-
02 
2.47E-
02 
3.95E-
02 
3.62E-
02 
3.09E-
02 
3.10E-
02 
2.86E-
02 
2.06E-
02 
2.85E-
02 
               
m=9 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0.29 2.96 7.90 13.65 19.39 24.76 29.66 34.08 38.05 44.84 52.75 61.98 68.23 72.74 
Minimum 0.28 2.96 7.90 13.64 19.37 24.75 29.64 34.07 38.02 44.82 52.74 61.95 68.21 72.72 
Maximum 0.29 2.97 7.90 13.66 19.41 24.78 29.69 34.09 38.08 44.86 52.76 61.99 68.25 72.75 
Standard Deviation 0.002 0.005 0.001 0.007 0.02 0.01 0.02 0.01 0.03 0.01 0.009 0.02 0.02 0.01 
RSD (%) 
6.43E-
01 
1.80E-
01 
1.71E-
02 
5.38E-
02 
1.02E-
01 
4.43E-
02 
5.26E-
02 
3.48E-
02 
7.12E-
02 
2.99E-
02 
1.76E-
02 
3.10E-
02 
3.12E-
02 
1.78E-
02 
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Table A.9: Average, minimum, maximum, standard deviation, and percent relative standard deviation for a 
given number of components (m) and peak capacity (nc) under isocratic conditions.  
  
Peak capacity (nc) 
m=10 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 
4.84E-
02 1.12 4.04 8.13 12.70 17.32 21.75 25.92 29.79 36.60 44.90 54.97 62.01 67.17 
Minimum 
4.74E-
02 1.12 4.03 8.12 12.70 17.32 21.73 25.91 29.77 36.57 44.87 54.95 61.98 67.16 
Maximum 
4.98E-
02 1.13 4.04 8.14 12.71 17.34 21.78 25.94 29.80 36.62 44.95 54.99 62.03 67.18 
Standard Deviation 0.0009 0.003 0.007 0.008 0.007 0.009 0.01 0.01 0.01 0.02 0.03 0.02 0.02 0.01 
RSD (%) 1.91 
2.32E-
01 
1.68E-
01 
9.89E-
02 
5.19E-
02 
5.18E-
02 
4.98E-
02 
5.18E-
02 
4.67E-
02 
5.49E-
02 
6.47E-
02 
3.20E-
02 
3.00E-
02 
1.46E-
02 
               
m=11 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 
5.48E-
03 0.37 1.88 4.53 7.90 11.60 15.39 19.10 22.67 29.20 37.53 48.08 55.74 61.48 
Minimum 
5.10E-
03 0.37 1.88 4.52 7.89 11.59 15.28 19.09 22.65 29.19 37.52 48.05 55.70 61.44 
Maximum 
5.80E-
03 0.37 1.89 4.54 7.92 11.62 15.39 19.13 22.68 29.22 37.55 48.09 55.77 61.50 
Standard Deviation 0.0003 0.001 0.004 0.008 0.01 0.01 0.006 0.01 0.01 0.01 0.009 0.02 0.03 0.03 
RSD (%) 4.72 
3.64E-
01 
2.13E-
01 
1.72E-
01 
1.52E-
01 
8.73E-
02 
3.67E-
02 
7.18E-
02 
4.69E-
02 
3.42E-
02 
2.47E-
02 
3.98E-
02 
5.04E-
02 
4.45E-
02 
               
m=12 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 
3.80E-
4 0.10 0.80 2.36 4.65 7.44 10.48 13.62 16.76 22.76 30.78 41.50 49.57 55.76 
Minimum 
3.00E-
4 0.10 0.79 2.35 4.65 7.43 10.47 13.60 16.75 22.73 30.77 41.49 49.56 55.74 
Maximum 
5.00E-
4 0.10 0.80 2.36 4.66 7.45 10.49 13.63 16.78 22.78 30.79 41.51 49.58 55.77 
Standard Deviation 0.0001 0.001 0.003 0.004 0.005 0.008 0.006 0.01 0.01 0.02 0.01 0.009 0.01 0.01 
RSD (%) 22.02 1.01 
4.08E-
01 
1.87E-
01 
1.13E-
01 
1.04E-
01 
5.26E-
02 
7.57E-
02 
7.95E-
02 
7.81E-
02 
3.77E-
02 
2.15E-
02 
2.04E-
02 
1.93E-
02 
               
m=13 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 0.02 0.31 1.14 2.60 4.55 6.87 9.39 12.02 17.32 24.79 35.32 43.58 50.10 
Minimum 0 0.02 0.30 1.14 2.59 4.55 6.86 9.38 12.01 17.30 24.78 35.30 43.54 50.09 
Maximum 0 0.03 0.31 1.15 2.60 4.56 6.87 9.41 12.03 17.33 24.80 35.34 43.60 50.12 
Standard Deviation - 0.0005 0.0008 0.004 0.005 0.007 0.004 0.01 0.007 0.01 0.01 0.01 0.03 0.01 
RSD (%) - 2.20 
2.53E-
01 
3.53E-
01 
1.74E-
01 
1.44E-
01 
5.38E-
02 
1.26E-
01 
5.88E-
01 
7.50E-
02 
3.94E-
02 
4.14E-
02 
6.13E-
02 
2.86E-
02 
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Table A.10: Average, minimum, maximum, standard deviation, and percent relative standard 
deviation for a given number of components (m) and peak capacity (nc) under isocratic 
conditions.  
 
 
  
Peak capacity (nc) 
m=14 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 
4.72E-
03 0.10 0.51 1.37 2.67 4.33 6.26 8.38 12.86 19.60 29.65 37.92 44.63 
Minimum 0 
4.50E-
03 0.10 0.51 1.36 2.66 4.33 6.26 8.36 12.86 19.59 29.63 37.91 44.62 
Maximum 0 
4.80E-
03 0.11 0.51 1.37 2.68 4.34 6.27 8.39 12.87 19.60 29.67 37.94 44.64 
Standard 
Deviation - 0.0001 0.001 0.002 0.004 0.006 0.005 0.005 0.01 0.006 0.006 0.02 0.01 0.01 
RSD (%) - 2.76 1.20 
3.21E-
01 
2.81E-
01 
2.37E-
01 
1.26E-
01 
8.77E-
02 
1.68E-
01 
4.80E-
02 
3.28E-
02 
5.11E-
02 
3.42E-
02 
2.45E-
02 
               
m=15 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 
7.60E-
04 
3.19E-
02 0.21 0.68 1.49 2.62 4.04 5.67 9.31 15.19 24.55 32.63 39.41 
Minimum 0 
6.00E-
04 
3.15E-
02 0.21 0.68 1.48 2.62 4.02 5.66 9.30 15.19 24.51 32.62 39.39 
Maximum 0 
8.00E-
04 
3.22E-
02 0.22 0.68 1.50 2.63 4.05 5.67 9.33 15.20 24.58 32.66 39.44 
Standard 
Deviation - 0.0001 0.0003 0.002 0.003 0.005 0.004 0.01 0.003 0.01 0.006 0.03 0.01 0.02 
RSD (%) - 11.77 
8.18E-
01 
7.86E-
01 
3.89E-
01 
3.47E-
01 
1.58E-
01 
2.74E-
01 
6.08E-
02 
1.35E-
01 
3.80E-
02 
1.13E-
01 
4.03E-
02 
4.74E-
02 
               
m=16 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 
1.00E-
04 
8.48E-
03 
8.22E-
02 0.32 0.79 1.52 2.50 3.72 6.59 11.56 20.05 27.79 34.46 
Minimum 0 
1.00E-
04 
7.90E-
03 
8.13E-
02 0.31 0.79 1.52 2.50 3.71 6.58 11.55 20.02 27.77 34.45 
Maximum 0 
1.00E-
04 
9.10E-
03 
8.27E-
02 0.32 0.79 1.53 2.51 3.72 6.61 11.57 20.07 27.81 34.48 
Standard 
Deviation - 0.0000 0.0005 0.0006 0.001 0.003 0.006 0.003 0.001 0.01 0.008 0.02 0.01 0.01 
RSD (%) - 0 5.37 
7.58E-
01 
4.02E-
01 
3.61E-
01 
4.03E-
01 
1.04E-
01 
3.275E-
02 
1.83E-
01 
6.71E-
02 
9.04E-
02 
5.12E-
02 
3.97E-
02 
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Table A.11: Average, minimum, maximum, standard deviation, and percent relative standard 
deviation for a given number of components (m) and peak capacity (nc) under isocratic 
conditions.  
 
  
Peak capacity (nc) 
m=17 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 0 
2.08E-
03 
2.87E-
02 0.14 0.40 0.85 1.51 2.36 4.55 8.63 16.15 23.39 29.88 
Minimum 0 0 
2.00E-
03 
2.79E-
02 0.14 0.40 0.85 1.50 2.35 4.54 8.62 16.15 23.36 29.83 
Maximum 0 0 
2.20E-
03 
2.95E-
02 0.14 0.40 0.85 1.51 2.37 4.56 8.64 16.17 23.41 29.91 
Standard 
Deviation - - 0.00008 0.0007 0.0006 0.002 0.004 0.006 0.007 0.005 0.009 0.007 0.02 0.03 
RSD (%) - - 4.02 2.34 
4.39E-
01 
5.11E-
01 
4.30E-
01 
3.86E-
01 
2.90E-
01 
1.01E-
01 
1.02E-
01 
4.44E-
02 
8.46E-
02 
9.75E-
02 
               
m=18 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 0 
4.40E-
04 
9.26E-
03 
5.71E-
02 0.19 0.46 0.88 1.45 3.06 6.32 12.82 19.48 25.68 
Minimum 0 0 
4.00E-
04 
8.90E-
03 
5.58E-
02 0.19 0.45 0.87 1.45 3.05 6.31 12.81 19.47 25.66 
Maximum 0 0 
6.00E-
04 
9.50E-
03 
5.82E-
02 0.19 0.46 0.88 1.46 3.06 6.32 12.84 19.48 25.69 
Standard 
Deviation - - 0.00009 0.0003 0.001 0.002 0.003 0.004 0.004 0.002 0.003 0.01 0.006 0.01 
RSD (%) - - 20.33 3.55 1.69 
8.36E-
01 
6.04E-
01 
4.45E-
01 
2.94E-
01 
7.25E-
02 
4.80E-
02 
1.14E-
01 
2.92E-
02 
5.25E-
02 
               
m=19 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 0 
1.00E-
04 
2.66E-
03 
2.23E-
02 
8.77E-
02 0.23 0.49 0.87 2.00 4.53 10.04 16.04 21.86 
Minimum 0 0 
1.00E-
04 
2.50E-
03 
2.18E-
02 
8.72E-
02 0.23 0.48 0.86 2.00 4.52 10.02 16.03 21.85 
Maximum 0 0 
1.00E-
04 
2.80E-
03 
2.28E-
02 
8.81E-
02 0.24 0.49 0.87 2.01 4.54 10.06 16.05 21.88 
Standard 
Deviation - - 0.00 0.0002 0.0004 0.0003 0.004 0.002 0.004 0.005 0.007 0.01 0.008 0.01 
RSD (%) - - 0 5.70 1.66 
3.69E-
01 
4.13E-
01 
3.52E-
01 
4.13E-
01 
2.30E-
01 
1.58E-
01 
1.31E-
01 
4.70E-
02 
6.46E-
02 
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Table A.12: Average, minimum, maximum, standard deviation, and percent relative standard 
deviation for a given number of components (m) and peak capacity (nc) under isocratic 
conditions.  
 
 
 
 
  
Peak capacity (nc) 
m=20 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 0 0 
6.60E-
04 
7.56E-
03 
3.81E-
02 0.11 0.26 0.50 1.28 3.19 7.74 13.05 18.42 
Minimum 0 0 0 
6.00E-
04 
7.10E-
03 
3.76E-
02 0.11 0.26 0.50 1.28 3.18 7.73 13.04 18.41 
Maximum 0 0 0 
8.00E-
04 
8.30E-
03 
3.85E-
02 0.11 0.26 0.50 1.29 3.20 7.76 13.06 18.44 
Standard Deviation - - - 0.00009 0.0005 0.0004 0.001 0.0009 0.001 0.006 0.007 0.01 0.01 0.01 
RSD (%) - - - 13.55 6.45 1.03 
8.99E-
01 
3.61E-
01 
2.66E-
01 
4.42E-
01 
2.30E-
01 
1.31E-
01 
7.28E-
02 
5.88E-
02 
           
    
m=25 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 0 0 0 0 
2.40E-
04 
1.66E-
03 
6.40E-
03 0.02 0.09 0.41 1.71 3.95 6.85 
Minimum 0 0 0 0 0 
2.00E-
04 
1.50E-
03 
6.10E-
03 0.02 0.09 0.40 1.71 3.94 6.83 
Maximum 0 0 0 0 0 
3.00E-
04 
1.80E-
03 
6.80E-
03 0.02 0.09 0.41 1.72 3.96 6.86 
Standard Deviation - - - - - 0.00005 0.00005 0.0003 0.0005 0.0009 0.002 0.004 0.009 0.01 
RSD (%) - - - - - 22.82 22.82 4.53 2.65 1.01 
5.26E-
01 
2.44E-
01 
2.16E-
01 
1.48E-
01 
               
m=30 20 30 40 50 60 70 80 90 100 120 150 200 250 300 
Average 0 0 0 0 0 0 0 
2.00E-
05 
2.60E-
04 
3.16E-
03 0.03 0.26 0.90 2.02 
Minimum 0 0 0 0 0 0 0 0 
2.00E-
04 
3.00E-
03 0.03 0.26 0.90 2.02 
Maximum 0 0 0 0 0 0 0 
1.00E-
04 
3.00E-
04 
3.30E-
03 0.03 0.26 0.90 2.02 
Standard Deviation - - - - - 0 0 0.00004 0.00005 0.0001 0.0003 0.002 0.003 0.003 
RSD (%) - - - - - - - 44.72 21.07 3.61 
9.89E-
01 
6.56E-
01 
3.25E-
01 
1.47E-
01 
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Appendix A: Results from Chapter 4 
 
Figure A.1: Effect graphs of the probability of success (y-axis) of 3 components for the 
total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high. Center point indicated 
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Figure A.2: Effect graphs of the probability of success (y-axis) of 4 components for the 
total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high. Center point indicated.   
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Figure A.3: Effect graphs of the probability of success (y-axis) of 5 components for the 
total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high. Center point indicated 
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Figure A.4: Effect graphs of the probability of success (y-axis) of 6 components for the 
total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high. Center point indicated 
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Figure A.5: Effect graphs of the probability of success (y-axis) of 8 components for the 
total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high. Center point indicated. 
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Figure A.6: Effect graphs of the probability of success (y-axis) of 9 components for the 
total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high. Center point indicated. 
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Figure A.7: Effect graphs of the probability of success (y-axis) of 10 components for the 
total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high.  Center point indicated. 
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Figure A.8: Effect graphs of the probability of success (y-axis) of 11 components for the 
total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high. Center point indicated. 
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Figure A.9: Effect graphs of the probability of success (y-axis) of 12 components for the 
total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high. Center point indicated. 
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Figure A.10: Effect graphs of the probability of success (y-axis) of 13 components for 
the total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Dashed lines: the response when factor 2 is high. Center point indicated. 
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Figure A.11: Effect graphs of the probability of success (y-axis) of 14 components for 
the total separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) and 
combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the first 
listed factor. Red lines: the response when factor 2 is high. 
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Figure A.12: Effect graphs of the probability of success (y-axis) of 3 components for the 
time-restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) 
and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated. 
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Figure A.13: Effect graphs of the probability of success (y-axis) of 4 components for the 
time-restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) 
and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated. 
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Figure A.14: Effect graphs of the probability of success (y-axis) of 5 components for the 
time-restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) 
and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated. 
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Figure A.15: Effect graphs of the probability of success (y-axis) of 6 components for the 
time-restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) 
and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated. 
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Figure A.16: Effect graphs of the probability of success (y-axis) of 8 components for the 
time-restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) 
and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated. 
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Figure A.17: Effect graphs of the probability of success (y-axis) of 9 components for the 
time-restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: C) 
and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point indicated 
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Figure A.18: Effect graphs of the probability of success (y-axis) of 10 components for 
the time-restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: 
C) and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated. 
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Figure A.19: Effect graphs of the probability of success (y-axis) of 11 components for 
the time-restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: 
C) and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated. 
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Figure A.20: Effect graphs of the probability of success (y-axis) of 12 components for 
the time-restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: 
C) and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated. 
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Figure A.21: Effect graphs of the probability of success (y-axis) of 13 components for 
the time-restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: 
C) and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated. 
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Figure A.22: Effect graphs of the probability of success (y-axis) of 14 components for 
the time-restricted separation space. Effect graphs are for individual factors (1: A, 3: B, 5: 
C) and combined factors (2: AC, 4: AB, 6: BC). X-axis: low (-) and high (+) levels of the 
first listed factor. Dashed lines: the response when factor 2 is high. Center point 
indicated. 
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Table A.13: The effect of electroosmotic flow on minimum migration time (tA), 
maximum migration time (tn), peak capacity (nc), and plate number (N). Other 
experimental values: Rs=1.5, Ld= 20 cm, ur = +/-0.9, E= 750 V/cm, D=1.00E-5 cm/s 
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Table A.14: The effect of migration distance (Ld, cm) on minimum migration time (tA), 
maximum migration time (tn), peak capacity (nc), and plate number (N). Other 
experimental values: Rs=1.5, ueo=6.00E-4 cm2/Vs, ur = +/-0.9, E= 750 V/cm, D=1.00E-5 
cm/s.  
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Table A.15: The effect of electric field on minimum migration time (tA), maximum 
migration time (tn), peak capacity (nc), and plate number (N). Other experimental values: 
Rs=1.5, Ld= 20 cm, ur = +/-0.9, ueo= 6.00E-4 cm2/Vs, D=1.00E-5 cm/s 
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Table A.16: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 3-component (m) factorial design for total separation space.  
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Table A.17: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 4-component (m) factorial design for total separation space.  
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Table A.18: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 5-component (m) factorial design for total separation space.  
 
 
 
  
299 
Table A.19: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 6-component (m) factorial design for total separation space.  
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Table A.20: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 8-component (m) factorial design for total separation space.  
 
 
 
 
 
 
 
  
301 
 
Table A.21: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 9-component (m) factorial design for total separation space.  
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Table A.22: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 10-component (m) factorial design for total separation space.  
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Table A.23: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 11-component (m) factorial design for total separation space.  
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Table A.24: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 12-component (m) factorial design for total separation space.  
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Table A.25: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 13-component (m) factorial design for total separation space.  
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Table A.26: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 14-component (m) factorial design for total separation space.  
 
 
 
 
 
 
 
 
  
307 
Table A.27: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 3-component (m) factorial design for time restricted separation 
space.  
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Table A.28: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 4-component (m) factorial design for time restricted separation 
space.  
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Table A.29: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 5-component (m) factorial design for time restricted separation 
space.  
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Table A.30: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 6-component (m) factorial design for time restricted separation 
space.  
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Table A.31: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 8-component (m) factorial design for time restricted separation 
space.  
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Table A.32: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 9-component (m) factorial design for time restricted separation 
space.  
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Table A.33: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 10 component (m) factorial design for time restricted separation 
space.  
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Table A.34: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for  a 11-component (m) factorial design for time restricted separation 
space.  
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Table A.35: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for  a 12-component (m) factorial design for time restricted separation 
space.  
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Table A.36: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 13-component (m) factorial design for time restricted separation 
space.  
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Table A.37: Experiment replication (top), contrast and effect (middle), and ANOVA 
(bottom) tables for a 14-component (m) factorial design for time restricted separation 
space.  
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