This work studies the problem of estimating a two-dimensional superposition of point sources or spikes from samples of their convolution with a Gaussian kernel. Our results show that minimizing a continuous counterpart of the 1 norm exactly recovers the true spikes if they are sufficiently separated, and the samples are sufficiently dense. In addition, we provide numerical evidence that our results extend to non-Gaussian kernels relevant to microscopy and telescopy.
Introduction
Deconvolution is an inverse problem where the goal is to estimate a signal µ from measurements y modeled as the convolution of µ with a kernel K. More specifically, the measurements y represent samples of the convolved signal observed at certain points s i ∈ R d , y i = (K * µ)(s i ), i = 1, . . . , n.
(1.1)
This problem has applications in various fields including ultrasound [28, 46] , optics [5] , microscopy [32] , and geology [12, 13, 42] . Often the signal is well modeled as a super-position of point sources, such as celestial objects in astronomical images [30, 36] , fluorescent probes in microscopy [47] , or neural spike trains in neuroscience [20] . In these settings the convolution kernel K represents the impulse response of a particular system, e.g. the point spread function of an optical lens.
Mathematically, a signal µ consisting of point sources can be represented as an atomic signed measure on R d :
where δ t j is a Dirac measure located at t j , T := {t 1 , . . . , t N } ⊂ R d is the support of the signal, and a 1 , . . . , a N ∈ R are the amplitudes. The samples are given by y i = (K * µ)(s i ) = t j ∈T a j K(s i − t j ), i = 1, 2, . . . , n.
(1.3)
A two-dimensional example (d = 2) of a signal and the associated samples is shown in Figure 1 .
In the 1970s and 1980s, geophysicists working on reflection seismology developed numerical methods for the deconvolution problem based on 1 -regularized least squares [12, 13, 42] . The method works well in practice and Figure 1a shows a signal consisting of point sources represented by crosses. Figure 1b shows the convolution of the signal with a Gaussian kernel. Figure 1c shows a grid of sample locations in green.
has been applied in numerous settings such as marine seismic data [12] , signal processing [31] , and ultrasound imaging [1] .
In [3] , the authors developed a theoretical framework for analyzing deconvolution via 1 -norm minimization in one-dimension (d = 1). To allow for arbitrary support discretizations, they considered a continuous analog of the 1 -norm known as the total-variation (TV) norm [24, Section 3.1]: minimizẽ µ μ TV subject to (K * μ)(s i ) = y i , i = 1, . . . , n, (1.4) whereμ is minimized over the space of signed measures. Their main result [3, Theorem 2.4] characterizes when the solution to problem (1.4) exactly recovers the signal µ for Gaussian kernels, and Ricker wavelets (a popular model for impulse responses in geophysics). Stated simply, the result shows that exact recovery is possible when the support is sufficiently separated, and each support element has two nearby samples. The authors also show that 1 -norm minimization robustly solves the deconvolution problem when the samples are corrupted by different types of noise.
In this paper we extend the results of [3] to two dimensions. This is significant because many applications of deconvolution, specifically imaging applications such as microscopy or telescopy involve two-dimensional data. Our theory establishes that 1 -norm minimization achieves exact deconvolution of 2D point sources as long as there are three samples per source, and the sources are separated by a certain minimum distance, as in 1D. The proof relies on a dual-certificate construction, which can be used to derive robustness guarantees. The paper is structured as follows. Section 2 presents our main theoretical result, a theorem establishing exact recovery via convex programming for Gaussian deconvolution problems in two dimensions. Section 3 describes the certificate construction used to prove the main result. Finally, in Section 4 we provide numerical experiments illustrating the performance of the method for the Gaussian kernel, and also for other two-dimensional kernels relevant to microscopy and telescopy.
Main Results
Our main result is a sampling theorem for deconvolution via convex optimization in two dimensions. We show that solving problem (1.4) achieves exact recovery under certain conditions on the spike and sample locations. For concreteness and brevity, we fix K to be the Gaussian kernel given by
where t denotes the standard Euclidean norm on R 2 . Our results extend to other Gaussian-like kernels, with evidence given in Section 4.
We assume the sample locations s 1 , . . . , s n ∈ R 2 form a uniformly-spaced two-dimensional grid that surrounds the spike locations t j ∈ T . Uniform sampling is a natural choice when no prior assumptions are made on the spike locations. Figure 1 depicts an instance of the two dimensional Gaussian deconvolution problem with uniform samples.
Our main result, Theorem 2.3, shows that we can exactly recover µ when the spike locations are sufficiently separated and the sampling grid is dense enough. In the next section we motivate these conditions.
Minimum Separation and Grid Spacing
Without assumptions on the underlying signals, deconvolution is an ill-posed problem. The numerical experiments in Section 4.1 show that when two signals have very clustered supports, their difference may lie almost in the nullspace of the convolution operator (see also Section 2.1.1 in [3] and Section 3.2 in [9] for more details). Following previous works on deconvolution [3] and point-source super-resolution [9] , we restrict our attention to signals with supports satisfying a minimum-separation condition.
Definition 2.1. The minimum separation of the support T = {t 1 , . . . , t N } ⊂ R 2 of a signal is
In Section 4.1 we present numerical evidence that a minimum separation of at least σ is needed for the deconvolution problem to be well-posed, in the sense that there exist pairs of signals with smaller minimum separation whose difference approximately lies in the nullspace of the 2D convolution operator.
Our ability to robustly solve the deconvolution problem depends on the relative location of the samples and the support of the true signal. For convolution kernels with decaying tails, like the Gaussian, samples that are too distant from the support contain almost no information. If the samples lie on an uniform grid, robust recovery is only possible if the grid spacing is small enough to ensure that there are always some measured samples close to the spike locations (see Section 2.1.2 in [3] for a more detailed discussion).
∆ ζ ζ 1 Figure 2 : The minimum separation ∆ is the smallest distance between any pair of spikes (red points), while the grid spacing ζ is the distance between the sample points (depicted in blue) in either direction. where the supremum is over continuous functions bounded by one in absolute value [24] . This norm is analogous to the 1 norm in discrete spaces. In fact, for atomic measures N j=1 a j δ t j the TV norm is exactly the 1 norm of the vector of coefficients, |a j |.
We show that TV-norm minimization achieves exact deconvolution under certain conditions on the grid spacing and minimum separation. Roughly speaking, if the grid spacing ζ is slightly less than the standard deviation σ of the convolution kernel K and the support T of the signal µ has a large enough minimum separation then µ is the unique solution of the convex program minimizẽ µ μ TV subject to (K * μ)(s i ) = y i , i = 1, . . . , n.
(2.5) Theorem 2.3 (Proof in Section 3). Let µ be a signal defined by (1.2) and assume that the data are of the form (1.3), where K is the Gaussian kernel. Suppose the signal support has a minimum separation ∆(T ) and samples are measured on a square grid with spacing ζ where µ's support lies within the perimeter of the grid's edges. If the pair (∆(T ), ζ) lies in the orange region in Figure 3a , then µ is the unique solution to problem (2.5).
Theorem 2.3 is a sampling theorem for deconvolution in two dimensions, providing exact recovery guarantees that only depend on the minimum separation and the resolution of the sampling grid. Figure 3b compares our theoretical guarantees with the empirical performance of the method (see Section 4 for a description of the numerical experiments). We prove Theorem 2.3 by establishing the existence of a dual-feasible vector, known as a dual certificate in the literature, as described in Section 3.
An immediate corollary of Theorem 2.3 is a recovery guarantee for 1 -norm minimization in a discretized setting, where the signal lies on a predefined grid. 
Noisy Measurements and Discretization Errors
In practice, real measurements are corrupted by noise. We can account for noisy measurements by perturbing equation (1.3) with an additive noise vector z ∈ R n :
To adapt problem (2.5) to noisy measurements, we relax the data consistency constraint from an equality to an inequality: minimizẽ
where ξ > 0 is a parameter that must be tuned to the level of noise. Combining the arguments in [3, 21] with our dual-certificate construction in Section 3 yields robustness guarantees for recovering µ in high signal-to-noise settings. We omit the details for brevity.
In contrast with Corollary 2.4, the true support of µ may not lie on a known discretized grid. The same techniques used to derive robustness guarantees for additive noise can also give some control over the discretization error. Sharpening these guarantees is an interesting direction for future research.
Related Work
As mentioned in the introduction, to the best of our knowledge 1 -norm minimization for deconvolution was originally proposed in the 1970s by researchers from geophysics [13, 15, 29, 38, 42] . The first theoretical results analyzed random convolution kernels [27, 37] using techniques from compressed sensing [11, 16] . The dual certificates used in compressed sensing are not directly applicable to our deterministic kernels because the corresponding linear operators do not satisfy incoherence conditions (see [4] for a more detailed explanation). The style of proof employed here first appeared in [9, 22] to establish exact recovery guarantees for superresolution problems satisfying a minimum separation condition. Subsequent papers build on these results to study noise [8, 18, 21, 41] , missing data [40] , and outliers [23] .
Previous works have analyzed two-dimensional deconvolution under nonnegativity constraints [19] , for randomized measurements [34] , limiting cases of spike arrangements [35] , in settings without discrete samples [1, 2] , and as part of the larger class of separable nonlinear problems [4] . Our proof most closely follows the techniques in [3] for the one-dimensional Gaussian deconvolution problem. The key differences are seen in Sections 3.4 to 3.6, where we extend the dual certificate construction to the two-dimensional case.
Prony's method [14, 39] and the finite-rate-of-innovation (FRI) framework [17, 44] can be applied to tackle deconvolution problems by recasting them as line-spectra estimation problems. This provides a recovery method that avoids discretizing the parameter space. The framework can also be applied to arbitrary non-bandlimited convolution kernels [43] and nonuniform sampling patterns [33] .
3 Proof of Theorem 2.3
In the proof of Theorem 2.3 we use a standardized Gaussian kernel with σ = 1:
without loss of generality. This is equivalent to expressing t in units of σ. Some parts of the proof require computations implemented using Mathematica code, which is available at https://github.com/jpmcd/ Deconvolution2D.
Dual Certificate
We prove Theorem 2.3 by establishing the existence of a function that guarantees exact recovery: 
4)
then the unique solution to problem (2.5) is µ.
The proposition establishes that exact recovery is guaranteed by the existence of an interpolation functionQ that interpolates the sign pattern at the signal's support T using scaled copies of the convolution kernel centered at the sample points in S. An interpolation function for an example with three spikes is depicted in Figure 4 . The vectorq is known as a dual certificate since it is a feasible solution for the dual of problem (2.5):
Dual certificates have been widely used to derive recovery guarantees for convex-programming approaches in compressed sensing [10] , matrix completion [6] and phase retrieval [7] . 
Combining the interpolation and derivative conditions on the support gives a system of 3 |T | scalar equations, which we refer to as the interpolation equations:
The following lemma establishes the existence of a function satisfying the interpolation equations when the assumptions of Theorem 2.3 are met. Below we outline the proof of Lemma 3.2, a two-dimensional analog of the argument given in [3] . To begin, we restrict our focus to the set of 3|T | samples obtained by choosing the three samples closest to each spike. This allows us to express the interpolations equations (3.7) as a 3|T | × 3|T | linear system. In Section 3.2.1 we apply a change of basis that approximately diagonalizes this system, and allows us to state conditions guaranteeing invertibility in Section 3.3. In contrast with the one-dimensional case, establishing these invertibility conditions requires a geometric argument that we explain in Section 3.4. In Section 3.5 we complete the proof of Lemma 3.2 by showing that the linear system is invertible under the conditions of Theorem 2.3.
The proof of Lemma 3.2 sketched above yields an explicit interpolation function candidate Q that solves the system (3.7). The following lemma shows that this candidate satisfies condition (3.4), thereby establishing Theorem 2.3. 
Bumps and Waves

Interpolation with Two Dimensional Bumps and Waves
To prove Lemma 3.2 we construct an explicit interpolating function
that is a solution to the interpolation equations (3.7). To find a q ∈ R n that satisfies equation (3.7), we must solve a 3|T | × n linear system that is hard to analyze directly. To avoid this difficulty we extend a key technique from [3] to the two-dimensional setting: we perform a reparametrization of Q that yields an approximately diagonal 3|T | × 3|T | system. Formally, we write Q in the form
where for each t j ∈ T , s 1 j , s 2 j , s 3 j denote the three closest samples, and B j , W 1 j , W 2 j are modified kernels. Each of these modified kernels is expressed as a linear combination of shifted copies of K:
(3.10)
Below we omit s i j from the argument of these functions where convenient for ease of notation. The B j functions, which we call bumps due to their shape, are defined by the equations:
for each t j ∈ T . Here ∂ x and ∂ y denote the partial derivatives with respect to the two coordinates of t j ∈ R 2 . Analogously, the wave functions W 1 j and W 2 j are defined by
for all t j ∈ T . In Appendix B.1 we provide a detailed proof that the bumps and waves defined above exist. We also show that the bump coefficients, κ B j , µ B j , and ρ B j , are always non-negative. Examples of bumps and waves are shown in Figure 5 .
The intuition behind this reparametrization is that each bump B j nearly interpolates the sign pattern τ j at t j while the waves W 1 j and W 2 j alter the gradient of Q to correct for the interactions from other bumps and waves. In terms of the coefficients, this means that α j ≈ τ j while both β j , γ j ≈ 0.
Using the reparametrized Q given in (3.9), we can express the interpolation equations Q(t j ) = τ j , ∇Q(t j ) = 0, t j ∈ T, (3.13) in the matrix form  where the nine |T | × |T | block matrices above are defined by
for t j , t k ∈ T . By construction, the 3|T |×3|T | matrix equation (3.14) will be approximately equal to the identity matrix. We exploit these properties in Section 3.3 to prove that equation (3.14) has a solution (α, β, γ). This yields an interpolation function Q defined by (3.9), thereby completing the proof of Lemma 3.2.
Bounding Bumps and Waves
In this section we construct radially symmetric upper bounds for the bumps, waves and their derivatives that are used in the proofs of Lemmas 3.2 and 3.3. For a fixed grid spacing distance ζ (see Definition 2.2), we define the following envelope functions for the bump, the waves, their partial derivatives, and the largest absolute eigenvalues of their Hessians:
where z ∈ {x, y}. The suprema are taken over all possible relative positions of the spike t 1 and its nearest three samples when the grid spacing is fixed at ζ. By construction the envelopes are monotonically decreasing as r grows.
Our proofs also require non-monotonic upper bounds on the directional derivatives and Hessian eigenvalues of the bumps: Figure 6 for a selection of grid spacings.
Invertibility of the Interpolation Equations
To prove Lemma 3.2 we show that the reparametrized interpolation equations (3.14) have a unique solution. Intuitively, when the minimum separation ∆(T ) satisfies the conditions of Theorem 2.3, this system of equations will be approximately diagonal. We formalize this intuition in the following result, which shows that bounding the norms of the nine block matrices in equation (3.14) is enough to prove that a unique solution exists, and also yields bounds on the solutions α, β, and γ. Throughout, for an n × n matrix A, we write A ∞ to denote the matrix norm
where
20) 
The proof of Lemma 3.4 follows the same arguments given in Appendix C.1 of [9] and Lemma 3.9 in [3] .
To complete the proof of Lemma 3.2, we must determine how to bound the matrix norms in Lemma 3.4 in terms of the minimum separation ∆(T ). Bounding these norms in the two-dimensional case is more challenging than in one dimension. We explain how to overcome this challenge in Section 3.4. Then, in Section 3.5 we calculate these norm bounds using the envelope functions (3.16) defined in Section 3.2.2.
Spike Distances and Geometric Considerations
In this section we calculate bounds on the norms of the nine block matrices in equation (3.14) . This requires taking into account geometric considerations that do not arise in the one-dimensional setting.
Using the envelopes defined in Section 3.2.2, we have
with analogous formulas for the other blocks. Since |B| ↓ (r) decreases monotonically as r increases, the above bound is maximized when the spikes are clustered. Determining which spike configuration maximizes (3.23) while satisfying the minimum separation condition appears to be a very difficult task. Instead, we bound this quantity by applying the pigeonhole principle to a hexagonal tiling of the plane.
For each t j ∈ T we consider a coordinate system where t j is at the origin. As depicted in Figure 7 , we partition R 2 into a collection of disjoint regular hexagons with sides of length ∆(T )/2. Let {U i } ∞ i=0 be an enumeration of these hexagons, which we call cells, with U 0 denoting the cell centered at the origin. Note that if x, y ∈ U i for some i, then x − y < ∆(T ), so each cell contains at most one spike. The cells can be arranged in concentric rings, called layers, also depicted in Figure 7 . Each layer, shaded with the same color, forms a contiguous ring of hexagons surrounding the previous layer. Layer one is formed by six white inner hexagons that overlap with the central circle, layer two is the ring of twelve gray hexagons surrounding the first layer, and so on.
The next lemma shows that, when bounding the sums in equation (3.22) , contributions from spikes in layers nine and higher are negligible. Its proof, given in Appendix B.4, exploits the rapidly decaying tails of the Gaussian kernel. Figure 7 : Depiction of a hexagonal partition of R 2 . The left image shows a single regular hexagon with radius and side length ∆(T )/2. Note that the left border, top, and bottom points are omitted from the hexagon. The right image shows a partition of the plane into disjoint hexagons. The spike at the origin precludes any other spike existing within a disk of radius ∆. The red spike and circle of radius ∆(T ) illustrate that there can be at most one spike per hexagonal cell. The hexagons are divided into layers, depending on their distance to the origin.
denote the union of all hexagonal cells in layers nine and higher. If z is any point with z 2 ≤ ∆(T ), then
where f is the bump B j , or any of its first and second partial derivatives, and g is the wave W i j , or any of its first and second partial derivatives, for i = 1, 2.
Lemma 3.5 shows that distant spikes have negligible contribution to the sums in (3.22) . In the following lemma we use this fact to provide bounds on the norms of the nine matrices in (3.14) .
Lemma 3.6. Suppose ∆(T ) ≥ 2 and 10 −2 < ζ ≤ 2. Let C ≤8 denote the collection of hexagonal cells in the inner eight layers (which excludes the cell U 0 containing the origin). We have Figure 8 : The red dots indicate the locations of the closest points to the origin with norm at least ∆(T ) that belong to the each of the four innermost layers. The norms of these points determine the values of d U in Lemma 3.6.
Proof. Fix t j ∈ T and assume, without loss of generality, that it is positioned at the origin. Let S denote the set of all spikes (excluding t j ) in the first eight layers closest to the origin. Then we have
where the first inequality uses Lemma 3.5, the second follows by the definition of the envelope |B| ↓ , and the last by the monotonicity of |B| ↓ and the definition of d U . This bound applies to any spike t j , so we have that I − B ∞ is less than the value in (3.28) . The other eight norm bounds are derived in the same way.
For brevity, we omit the simple yet tedious calculation of the d U -values required by Lemma 3.6. The locations that determine the d U -values for the four innermost layers are depicted in Figure 8 . 
where S 1 and S 3 are defined in Lemma 3.4. Note that 
where the last inequality follows from
3 for more details). Thus we have bounded I − S 1 ∞ in terms of quantities computed in Lemma 3.6. By similar logic we can also bound I − S 3 ∞ in terms of the matrix bounds computed in Lemma 3.6. In Figure 9 we compute these bounds over a range of (ζ, ∆(T )) pairs. The plots are divided into colored rectangles, each representing a length 0.05 interval of grid separation values, and a length 0.01 interval of spike separation values. The color displayed in each rectangle is the corresponding upper bound that applies to all (ζ, ∆(T ))-values in that rectangle. As required, the region where the parameters (∆(T ), ζ) satisfy the assumptions of Theorem 2.3 is a subset of the region where the assumptions of Lemma 3.4 are satisfied. This guarantees the existence of a solution (α, β, γ) to (3.14) which in turn yields an interpolation function Q defined by (3.9) that proves Lemma 3.2. As a byproduct, we obtain bounds on the solutions α, β and γ that are used in the following sections.
Bounding the Interpolation Function (Proof of Lemma 3.3)
In Lemma 3.2 we prove the existence of an interpolating function Q when the assumptions of Theorem 2.3 hold. Here we show |Q| < 1 on T c proving Lemma 3.3. For points in T c close to an element of T , we exploit the curvature and slope of the interpolating function to establish the bound. For points distant from T , we upper bound the magnitude of Q directly.
Fix t ∈ T c . We first assume t − t j ≥ ∆(T ) for all t j ∈ T . Using (3.9) we can decompose Q into a sum of bumps and waves:
Noting that T = T ∪ {t} has minimum separation ∆(T ), we bound Q(t) using the matrix norms in Lemma 3.6 replacing T by T :
where B, W 1 , and W 2 are the submatrices corresponding to the enlargened spike set T , and the coefficient bounds are seen in Figure 9 . The values of these norms are less than the bounds determined in Lemma 3.6. In Figure 10 we compute this bound over a range of (∆(T ), ζ) pairs and show that it is strictly less than 1 when the assumptions of Theorem 2.3 are satisfied. This completes the proof when t − t j ≥ ∆(T ) for all t j ∈ T .
Next we handle the case when t − t j < ∆(T ) for some t j ∈ T . The following lemma from calculus, applied with h := Q and L := ∆(T ), allows us to use derivative information to produce sharper bounds on Q.
Lemma 3.7. Assume that h : R n → R has continuous second partial derivatives, and satisfies h(x 0 ) = 1 and ∇h(x 0 ) = 0 for some x 0 ∈ R n . If there are u 1 , u 2 ∈ (0, L] such that for all unit vectors v Figure 11 : In both figures, the point t ∈ T c , colored blue, is closest to the red spike at the origin. In Figure 11a the distance t is less than ∆(T )/2, so the closest possible spikes in each hexagonal cell are only constrained by the minimum separation condition. In contrast, Figure 11b shows that as t approaches ∆(T ), the constraint that the spike at the origin is closest to t pushes the other spikes away from the boundary (the unconstrained points are shown in grey).
Proof. Let t 1 denote the point in T that is closest to t. Without loss of generality, we can assume that t 1 is at the origin, that Q(t 1 ) = 1, and that t lies on the positive horizontal axis. Although the samples and partial derivatives may not be axis-aligned in this rotated coordinate system, this does not affect our argument as the envelopes in Section 3.2.2 are radially symmetric and thus invariant under rotation.
As shown in Figure 11 , if t lies in the interval [a, b] on the positive horizontal axis with 0 < a ≤ b ≤ ∆(T ) then all spikes must have distance at least a from t since the spike t 1 at the origin is closest to t. Combining this fact with the coefficient bounds in Lemma 3.4, and the envelopes from Section 3.2.2, we obtain the following result bounding Q and its derivatives. We define the distance d(A, B) between two sets A, B ⊆ 4. If u 1 and u 2 exist, report success.
The above procedure is applied using Mathematica 1 to resolve Lemma 3.3 and establish the exact recovery region in Theorem 2.3. In Figure 13 we illustrate this computation for two choices of minimum separation and grid spacing values, showing a case where recovery is possible and another where recovery cannot be proven. The curve Q LB depicts the lower bound for Q in (3.45) . In Figure 13a the region where λ(Q)(t) is negative overlaps with the region where ∇Q ·t is negative which extends into the region where |Q| < 1. Possible choices for u 1 and u 2 are shown.
Numerical Results
Conditioning of Convolution Measurements with Fixed Support
In stark contrast to compressed sensing, where randomized measurements preserve the norm of sparse vectors with high probability, the problem of deconvolving sparse signals can be ill-posed. Signals with clustered supports may yield essentially indistinguishable measurements after being convolved with a Gaussian kernel. Supposex = t j ∈Tã j δ t j represents the difference between two signals where ã 2 = 1. The observable difference in the signals measured at sample points s i is given by t j ∈Tã j K(s i − t j ). If K is the matrix with entries K(s i − t j ) then the 2 norm of this difference, Kã 2 , ranges between the largest and smallest singular values of K. In a noisy setting, if the noise is comparable to the size of the smallest singular values then the measured difference between the two signals can be completely corrupted by noise. The two signals would then Figure 14a shows the value of the smallest singular value of the kernel matrix defined in Section 4.1. Figure 14b shows the value of the middle singular value. The units for both axes are in terms of σ.
produce indistinguishable measurements. In order to characterize when the problem is ill-posed, we compute the singular values of K numerically for signals with different separations.
In more detail, we fix an 8 × 8 grid of points T = {t 1 , . . . , t 64 } ∈ R 2 with a separation of ∆ , and a square grid of samples s i separated by a fixed grid spacing ζ. T can be interpreted as the support of the difference between two signals. We compute the singular values of K for different values of ∆ . The smallest singular value corresponds to the smallest observable difference between any two signals with difference of size 1, a worst-case scenario. The middle singular value quantifies the average observable difference. We plot the smallest and middle singular values for different values of ∆ and ζ in Figure 14 . For the smallest singular value a transition occurs for ∆ around σ. Beyond that point its value diminishes dramatically as ∆ decreases. The middle singular value reaches a similar transition at ∆ equal to 0.5σ. The grid spacing does not noticeably affect the conditioning of K. These results show that the deconvolution problem is ill posed for classes of signals clustered enough to allow for the minimum separation of their difference to be below σ, and essentially hopeless when the minimum separation fo their difference is below 0.5σ.
Numerical Recovery of Signals in Two Dimensions
In this section, we evaluate the numerical performance of convex programming for deconvolution in two dimensions. We simulate signals consisting of 25 spikes with amplitudes sampled independently at random from a standard Gaussian distribution. The spikes are positioned on a hexagonal grid with separation ∆. We set the standard deviation of the Gaussian convolution kernel to σ = 1. Samples of the convolution between the signals and the Gaussian kernel are measured on a square grid with separation ζ. Recovery is performed by solving Problem (2.6) using CVX, a popular convex optimization library [26] . The recovery rate is the fraction of signals for which the 2 norm of the difference between the estimated and true signal is below a small tolerance (10 −3 ).
The results are shown in Figure 15 . The region of exact recovery is larger than the region in our theoretical guarantees (see Figure 3 ). When the grid spacing ranges between 0.1σ and 0.5σ, exact recovery occurs for spike separations greater than roughly 1.4σ. The grid spacing of the samples can be as large as 2σ, as long as the spikes are separated enough.
In the proof of our theoretical results, we only use the three nearest samples to each spike. In order to evaluate to what extent this may artificially limit the results of the analysis, in Figure 15b we present results for an articial sampling pattern that only contains three samples close to each spike. This results in a smaller recovery region with fuzzier borders. Exact recovery occurs beyond a spike separation of approximately 2σ for small grid Figure 15a shows the fraction of exact recovery for different values of the grid spacing and spike separation. Figure 15b shows results for an artificial sampling pattern inspired by our proof technique, where the measurements consist of three samples close to each spike. spacings, and up to a grid spacing of about 1.5σ for large spike separations.
Simulations with Convolution Kernels from Microscopy and Telescopy
In this section we report numerical simulations with point spread functions from two application areas: microscopy and telescopy imaging. Our aim is to show that deconvolution via convex programming yields similar results for these kernels behave as for the Gaussian kernel that is the subject of our theoretical analysis. For microscopy, we follow [47] , which proposed applying l 1 -norm minimization to perform deconvolution in the context of fluorescence microscopy. The authors experimentally measure the point spread function of the microscope, and find that the radial profile is well fit by a centered Gaussian with smaller off-center ridges, as illustrated on the left of Figure 16 . The precise expression for the point-spread function is .
(4.1)
For telescopy, we consider a popular model for the point-spread function, the Airy kernel [25] :
where J 1 is the first-order Bessel function of the first kind. The constant factor 3.8317 scales the kernel so that its minimum occurs at approximately x = 1. Figure 16 shows the results of repeating the numerical experiments described in Section 4.2 for the microscopy kernel. The parameters ∆ and ζ are scaled by σ 0 where 2σ 2 0 = 1.72 2 /2, the exponential denominator in the first term in the kernel's sum. The results are similar to those for the Gaussian kernel and suggest that successful recovery can be achieved when the spike separation ∆ ≥ 2σ 0 .
The Airy pattern has a significantly different shape from the microscopy and Gaussian kernels. Figure 17 shows an image of this kernel (4.2); note the faint sequence of rings surrounding the bright center. Nonetheless, the results of repeating the numerical results described in Section 4.2 for this kernel are very similar, as shown in Figure 17 ; exact recovery again occurs for a large enough spike separation. 2) (left) (we take the square root to make the surrounding rings more apparent). Fraction of exact recovery for different values of the grid spacing and spike separation (right).
Conclusion
In this work we prove a sampling theorem for Gaussian deconvolution in two-dimensions. In particular, we give an explicit region of minimum-separation and grid-spacing values where convex optimization exactly recovers the true signal. This extends the results of [3] to two dimensions, a setting important in many applications. We give numerical evidence that our results extend to two non-Gaussian convolution kernels arising in microscopy and telescopy. An interesting direction for future research is to find a new dual-certificate construction that utilizes all of the sample data (our presented construction only uses the closest three samples to each spike). This could bridge the gap between our theoretical results and the numerical experiments in Section 4.2. Other directions of future research include the analysis of the discretization error incurred when solving the 1 -norm minimization problem on a grid, and obtaining recovery guarantees for blind-deconvolution settings where the convolution kernel must be jointly estimated from the data. Proof. Problem (2.6) is equivalent to problem (2.5) restricted to measures supported on G. As a result, any respective solutionsâ andμ must satisfy â 1 ≥ μ TV . By Theorem 2.3, (2.5) is uniquely minimized by µ.
Since µ is supported on T , a is the unique solution of (2.6). withq ∈ R n satisfyingQ
4)
Proof. This proof is identical to that in [3, Appendix A] and is included for completeness. Suppose ν is feasible for problem (2.5) . Then if h = ν − µ by the Lebesgue decomposition h = h T + h T c where h T is absolutely continuous with respect to µ and h T c is singular with respect to µ. Thus h T can be written as
where t j ∈ T . Since both µ and ν are feasible we have that (K * h)(s i ) = 0 for s i ∈ S. From the assumptions, let
Then the total variation norm of ν is
The last inequality is strict if h T c TV > 0 since |Q(t)| < 1 on T c . Thus µ is optimal. Since any other optimal solution must be supported on T we have h T TV = Q(t) dh T c (t) = 0, and so µ is unique.
B Proofs for Bumps and Waves B.1 Proof that Bump and Wave Functions Exist
Here we show that the bump and wave functions used in our dual certificate construction exist. We also establish that the bumps are formed from a non-negative linear combination of sample-centered Gaussians, a fact used in Appendix B.2.2 where we bound the Hessian of the bump.
Combining equations (3.10), (3.11) and (3.12) for a fixed j gives the linear system (where K is the Gaussian
Thus the coefficient matrix is the inverse of the matrix with kernel measurements at the spike t j . We will show that this inverse exists and thus these functions are well-defined. Since we are considering the bump and waves from a single spike in the following proof we omit the subscript j where it is convenient. Additionally the first and second coordinates of t and s i are denoted by t (1) and t (2) and s i (1) and s i (2) .
Lemma B.1. The coefficients for the bump B j and waves W 1 j and W 2 j are given by
then the result follows by inverting. Proof. By assumption the spike location t sits in the right triangle with vertices given by s 1 , s 2 , and s 3 , its three closest samples. Let v i := s i − t for i = 1, 2, 3. Then the determinants of the matrices [v 2 v 3 ], [v 3 v 1 ], and [v 1 v 2 ] all have the same sign, since they are the signed areas of parallelograms with the same orientation. These determinants are precisely D 1 , D 2 , and D 3 , respectively. Furthermore, |D| = |D 1 + D 2 + D 3 | gives twice the area of the right triangle with vertices s 1 , s 2 , and s 3 , which is exactly ζ 2 .
B.2 Envelope Construction
Equation (3.16) presents a construction of the envelopes providing radially symmetric upper bounds for any bump or wave and their derivatives. These envelopes must account for all possible positions of the spike relative to its three nearest sample points. To compute such an envelope we rely on Mathematica's Interval Arithmetic package [45] . A detailed description of interval arithmetic is given in Appendix B.6 of [3] . This package computes hard limits on the possible range of a specified function depending on the range of its arguments and the operators used. If the range of each argument is narrow then bounds on the range of values the function takes is also narrow and a relatively sharp upper bound on the function can be obtained for that region in parameter space.
Below we describe how we compute the envelope for a bump function, but the same method applies to the wave, and the bump and wave derivatives. Five parameters determine the value of a bump B 1 at a given position t ∈ R 2 : the grid spacing ζ, the two-dimensional spike offset u = t 1 − s 1 1 , and the two-dimensional positional argument t. The offset u gives the difference between the spike and its nearest sample point. Combined with the grid separation ζ, the offset determines the position of the other two samples s 2 1 and s 3 1 . ζ and u affect the values of the coefficients κ, µ and ρ and thus the shape of the function while t specifies where the function is being measured. We partition the space for these parameters into sections I ζ , I u and I t defined as follows: Fixing values for k i for i = 1, 2, 3, 4, 5 we use interval arithmetic to compute an upper boundB satisfying
By symmetry, and since we are taking absolute values, we only consider values of u with non-negative coordinates that are smaller than ζ/2. We only consider values of t in [−10, 10] 2 since by Lemma B.5 and Lemma B.6 all bumps, waves and their derivatives are smaller in absolute value than 2 · 10 −9 for t ≥ 10.
Using B we can compute an upper bound on |B| ↓ (r) for r ≤ 10 and for a fixed value of ζ as follows:
where ζ ∈ I ζ (k 1 ), k 2 , k 3 range over all values where I t (k 2 , k 3 ) contains a point t with t ≥ r, and k 4 , k 5 take all possible values. Since there are only finitely many possible intervals I t (j, k), there are only finitely many possible values of |B| ↓ (r). Note that a separate envelope |B| ↓ (r) is computed for each k 1 specifying the range of ζ. Wave and derivative envelopes are calculated similarly.
B.2.1 Bump Directional Derivative Envelope Construction
To obtain a discretized representation of the upper bound D(B) in (3.17) for the directional derivative of bump functions, define the following function:
where the supremum is taken over all configurations of t 1 's nearest three samples s 1 1 , s 2 1 , and s 3 1 with grid spacing ζ and points t = (t (1) , t (2) ) a distance r from t 1 . For convenience we assume that t 1 sits at the origin. Note D(B) is a function of ζ, is not monotonic as a function of t , and should be negative when t is small for sufficiently large ∆ (i.e., the bump envelope decays).
By partitioning the parameters for ζ, spike offset u and positional argument t into intervals I ζ , I u and I t we can use Interval Arithmetic to compute a non-monotonic upper bound on D(B) that bounds the directional derivative. Recall that I t and I u are intervals in R 2 or rectangles. Fix k 1 to specify ζ's range, i.e. ζ ∈ I ζ (k 1 ). Define D(B)(k 1 , k 2 , k 3 , k 4 , k 5 ) := sup
where the maximum is taken over values of k 2 , k 3 where I t (k 2 , k 3 ) contains a point t with t = r, and k 4 , k 5 take all possible values. The right side of (B.12) gives a discretized envelope, and a separate envelope is obtained for each choice of k 1 .
B.2.2 Eigenvalue Envelope Construction
To bound the largest eigenvalue of the bumps, and the largest absolute eigenvalues of the bump and waves, we construct envelope functions for λ(B), λ(W i ) and λ(B) ∞ just as we did for the functions and their derivatives. As in (3.16) and (3.17) define λ(B) ∞ by taking the supremum over points at the same distance from t j and over all positions of t j with respect to its three nearest samples s 1 j , s 2 j and s 3 j and unit vectors v:
|λ(B)| ↓ and λ(W i ) ↓ are monotonized by taking the supremum over t − t 1 ≥ r for i ∈ 1, 2:
To simplify these for something easier to compute, we first derive a form for the contribution from each of the three Gaussian terms in a bump or wave. The Hessian of f (x) = e − x 2 /2 is:
so the eigenvalues are λe − x 2 /2 such that
If g(x) = κf (x) then the largest eigenvalue of ∇ 2 g is
Since every bump and wave is a sum of three weighted Gaussians (3.10), their largest eigenvalue at any point is less than the sum of the largest eigenvalues from each Gaussian. For a bump B 1 where Q(t 1 ) = 1, each bump
The largest absolute eigenvalue of the bump is bounded as follows:
(B.20)
A similar bound holds for both waves, where we must now account for each coefficient's sign: will be zero and similarly for µ W 2 j and ρ W 2 j . We discretize the upper bounds in (B.13) and (B.14) using the same methods described for the bump, wave and derivative envelopes. As before we partition the parameters for ζ, positional argument t and spike offset u into intervals I ζ , I t and I u . Recall I t and I u both are intervals in R 2 or rectangles. For the bump we use the previous choices of intervals, but since the waves' coefficient signs will affect the largest wave eigenvalues we extend the range of I u to ensure all sign combinations for the coefficients of W 1 and W 2 are considered:
We compute a discretized upper bound on the largest eigenvalue of bumps with parameters in particular intervals using Interval Arithmetic:
Then a discretized envelope for λ(B) ∞ (r) for r ≤ 10 is obtained for all bumps with a fixed value of ζ ∈ I ζ (k 1 ) as follows:
where k 2 , k 3 range over all values where I t (k 2 , k 3 ) contains a point t with t = r, and k 4 , k 5 take all possible values for all spike offsets.
We use the same method for a monotonic bound on the largest absolute eigenvalue of bumps and waves. A discretized bound for |λ(B)| ↓ is computed using Interval Arithmetic from
Then an envelope for all bumps is obtained by taking the maximum over interval choices: 
B.3 Proof of Lemma 3.4
Recall that we rewrite the linear system (3.7) using the bump and wave parametrization as
for some vectors α, β, γ. For clarity we rewrite this as The core idea is that the diagonal elements will be exactly one by construction, and the off-diagonal elements of M will be close to zero when the spikes are sufficiently separated. The lemmas use the following matrices:
Then S −1 1 and S −1 3 exist.
Proof. For any matrix A ∈ R n×n such that A ∞ < 1 the Neumann series ∞ j=0 A j converges to (I − A) −1 . By the triangle inequality and the submultiplicativity of the ∞-norm, this gives
y , and by the triangle inequality and the second assumption,
Thus S 1 is invertible and consequently so is W (1) . Then the Schur complement of W (1) is
so from the last assumption
and
From the last result we can deduce that
Proof. If (W 2 y ) −1 and S −1 1 exist, and since S 1 is the Schur complement of W 2 y , the block matrix inversion formula gives
.
(B.47)
Since S 3 is assumed invertible and is the Schur complement of W (1) as mentioned in Lemma B.3, the block matrix inversion formula gives M −1 : First we derive some simple inequalities and introduce lemmas that will aid us. If the distance of the sample separation (grid spacing) is denoted by ζ, then s i j,(k) − t j,(k) ≤ ζ for spike t j = (t j,(1) , t j,(2) ), sample point i = 1, 2, 3 and coordinate k = 1, 2, so the distance between coordinates of the sample and spike is at most ζ as well. Without loss of generality and for ease of notation we can assume t j sits at the origin. We first list formulas for the partial derivatives of the Gaussian kernel at point t = (t (1) , t (2) ) that will be useful in what follows:
By applying the triangle inequality, and using the fact that t j is at the origin, we obtain the following simple bounds for points t satisfying t ≥ 10 and ζ ≤ 1:
for i = 1, 2, 3, where we have dropped the subscript j on the sample points for clarity.
Lemma B.5. Let B(t) denote the bump function corresponding to a spike at the origin and some configuration of the three closest samples. If t ≥ 10 and ζ ≤ 1, then the absolute values of B(t) and its first and second partial derivatives are all bounded by
for any configuration of the three closest samples. For t ≥ 10 and ζ ≤ 1, this is less than 10 −12 .
Proof. By (B.2)
so using Lemma B.2 and since s i ≤ √ 2ζ for all three samples,
Also by (B.60)
The same holds for κ B ∂ y K(t − s 1 ) . By (B.62),
The same holds for κ B ∂ yy K(t − s 1 ) and κ B ∂ xy K(t − s 1 ) . The same bounds also hold for the second and third samples, with κ B replaced with µ B and ρ B , respectively. Thus for t ≥ 10 and any configuration of the three nearest samples,
Similar reasoning shows the same bound holds for |∂ y B(t)|, |∂ yy B(t)| and |∂ xy B(t)|.
Lemma B.6. Let W i (t), for i = 1, 2, denote the ith wave function corresponding to a spike at the origin and some configuration of the three closest samples. If t ≥ 10 and ζ ≤ 1, then the absolute values of W i (t) and its first and second partial derivatives are all bounded by
for any configuration of the three closest samples. For 10 −2 ≤ ζ ≤ 1, this is less than 2 · 10 −9 .
Since |s 2 (2) − s 3 (2) | ≤ ζ and |D| = ζ 2 by Lemma B.2,
and the same bound holds for κ W 1 ∂ y K(t − s 1 ) . By (B.62)
The same holds for κ W 1 ∂ yy K(t − s 1 ) and κ W 1 ∂ xy K(t − s 1 ) . The same bounds also hold for the second and third samples, with κ B replaced with µ B and ρ B , respectively. Thus for t ≥ 10, i = 1, 2, and any configuration of the three closest samples,
Similar reasoning shows the same bound holds for ∂ y W i (t) , ∂ yy W i (t) and ∂ xy W i (t) . where f is the bump B j , or any of its first and second partial derivatives, and g is the wave W i j , or any of its first and second partial derivatives, for i = 1, 2.
Proof. If h(x) = x 2 exp(−x 2 /2 + √ 2ζx), and x > √ 2ζ + 2,
Thus for t ≥ 10 and ζ ≤ 1, the bound (B.65) is strictly decreasing. By rotating the plane we note that each layer of U i 's is positioned 3∆/4 further from the origin than the previous layer as Figure 18 indicates. Spikes t j in cells in layer l = 2 have t j ≥ ∆ so t i ≥ (3l − 2)∆/4 for spikes t i in layer l. Thus if ∆ ≥ 2, spikes in the l th layer (l ≥ 2) satisfy t j ≥ (3l − 2)∆/4 ≥ 3l/2 − 1. The distance between a spike t j in layer l and a point z with z ≤ ∆ is given by Figure 18 : Hexagonal grid rotated to show distance bounds for spike layers. We note that each layer of cells sits 3∆/4 further from the origin than the previous layer.
For layers l ≥ 9, t j − z ≥ 10. Below, to obtain an upper bound, we will assume that each layer l has 6l spikes, the maximum possible number (visible in Figure 18 ). Let U l denote the union of all hexagonal cells in the lth layer. by squaring both sides. Thus
(C.10)
As with (3.44), since a ≤ t − t 1 for all t ∈ [a, b] and d U ≤ t − t j for t j ∈ U , from (C.7) we get
(C.11)
Lastly, we can bound α 1 ∇B 1 (t) ·t using (3.17). Note α 1 ≥ 0 since Q(t 1 ) = 1 and recall α LB represents the smallest magnitude that α 1 can be. Thus when ∇B 1 (t) ·t ≤ 0, 
C.3 Equation (3.48)
Let ∇ 2 B j and ∇ 2 W k j for k ∈ {1, 2} denote the Hessians of the bump and two wave functions for each spike. By decomposing Q's Hessian into its bump and wave components and using envelopes in (3.16) and (3.17) , for any unit vector v
We get (C.17) by noting the envelope functions decrease monotonically and a ≤ t − t 1 and d U ≤ t − t j for t j ∈ U , and since the combined contributions for spikes in U outside C ≤8 are less than 10 −9 by Lemma B.7.
The term v T ∇ 2 B 1 (t)v from the bump at the origin can be bounded using (3.17) . As with (3.46) α 1 ≥ 0 since Q(t 1 ) = 1 and α LB ≤ |α 1 |. Thus when v T ∇ 2 B 1 (t)v ≤ 0
By defining η := sup t∈[a,b] λ(B) ∞ ( t ), then for all t ∈ [a, b]
Substituting this in (C.17) yields (3.48) :
If instead Q(t 1 ) = −1, a similar lower bound holds as we show Q to be positive definite and swap signs, inequalities and maximums for minimums accordingly.
C.4 A Note on Rotational Invariance
As we point out before introducing Lemma 3.8, we simplify our argument by assuming that [a, b] is an interval along the positive horizontal axis within the disk of radius ∆(T ). Since the envelope functions are radially symmetric, the bounds (3.44), (3.46) and (3.48) are not limited to points on the positive horizontal axis but generalize to all points within the disk. We show this in detail for (3.44) . If φ represents a rotation of the plane then by applying φ to our original partition {φ(U )} is another partition. Let d φ(U ) = d(φ(U ), φ([a, b])) and t ∈ [a, b] on the positive horizontal axis as before. Then, |Q(φ(t))| = j=0 α j B j (φ(t)) + β j W 1 j (φ(t)) + γ j W 2 j (φ(t)) (C.22)
which is the bound in (3.44) . A similar rotational invariance argument can be applied to (3.46) and (3.48) to show that they hold for all points in the disk of radius ∆(T ).
