Abstract. First, we present a novel cost aggregation method for stereo matching that uses two edge-sensitive shape-adaptive support windows per pixel region; one following the horizontal edges in the image, the other the vertical edges. Their combination defines the final aggregation window shape that closely follows all object edges and thereby achieves increased hypothesis confidence. Second, we present a novel iterative disparity refinement process and apply it to the initially estimated disparity map. The process consists of four rigorously defined and lightweight modules that can be iterated multiple times: a disparity cross check, bitwise fast voting, invalid disparity handling, and median filtering. We demonstrate that our iterative refinement has a large effect on the overall quality, resulting in smooth disparity maps with sharp object edges, especially around occluded areas. It can be applied to any stereo matching algorithm and tends to converge to a final solution. Finally, we perform a quantitative evaluation on various Middlebury datasets, showing an increase in quality of over several dB PSNR compared with their ground truth. Our whole disparity estimation algorithm supports efficient GPU implementation to facilitate scalability and real-time performance.
Introduction
Stereo matching takes a pair of images, estimates the apparent movement of each pixel from one image to the next and expresses this movement in a disparity map for the image under consideration. Local disparity estimation algorithms typically consist of four stages, defined by [1] : cost calculation, cost aggregation, disparity selection, and disparity refinement.
Our main contribution lies in the refinement stage [2] . In Sect. 5 we present an iterative disparity refinement method to significantly improve the quality of any initially estimated disparity map. One iteration of the refinement consists itself of four strictly defined stages: a disparity cross-check (Sect. 5.1), bitwise fast voting (Sect. 5.2), invalid disparity handling (Sect. 5.3), and median filtering (Sect. 5.4). We will also observe that the iterative process tends to converge to a final solution.
Our refinement depends heavily on local support windows that we first define in Sect. 3 . As a second contribution, we construct two edge-sensitive windows around the currently considered pixel that adapt their shape to the underlying color information in the input images. Hereby we assume that pixels with similar colors belong to the same object and therefore should get the same disparity value (or depth in the scene). Each window favors a specific edge direction. One window grows in the horizontal direction and stops at edges, and likewise the other window grows in the vertical direction. Unlike the method of [3] which uses only a horizontal window, we combine these two directions so that vertical edges are not favored. Each window pair is efficiently represented by a single quadruplet.
Although applicable to a disparity map that was computed using any disparity estimation algorithm, the ultimate success of our refinement still depends on the quality of the initial disparity map. In our third contribution we therefore develop a novel disparity map estimation algorithm. It is presented in Sect. 4 and covers the other three stages previously mentioned: cost calculation (Sect. 4.1), cost aggregation (Sect. 4.2), and disparity selection (Sect. 4.3) . This time the novelty lies in the cost aggregation stage, where we combine the edge-sensitive local support windows from Sect. 3 into a global support window for increased disparity hypothesis confidence [4] .
We demonstrate the effectiveness of our stereo matching method on various standard Middlebury datasets [5] in Sect. 6, where we quantitatively and qualitatively compare our iteratively refined disparity maps with their ground truth. Furthermore, because local pixel-wise algorithms map very well to parallel hardware, we achieve real-time performance by implementing the entire stereo matching pipeline in CUDA, which exposes the GPU as a massive single instruction multiple data (SIMD) architecture [6, 7] . We conclude in Sect. 7 .
The full algorithmic chain is quite extensive. An overview is given in Fig. 1 .
Related Work
Stereo matching algorithms for dense disparity map estimation can be classified as either local or global. Our stereo matching algorithm is characterized as local, as it restricts itself to matching local neighborhoods around pixels. Local stereo matching algorithms rely heavily on good and efficient cost aggregation, where the matching costs of neighboring pixels are taken into account to acquire a more confident cost. The early conventional approach was to use fixedsize square windows, where at best the support weight for each pixel in the window tapers off gradually, according to its geometric proximity to the center pixel. While extremely fast and straightforward to implement, the result is often noisy [5] , which will serve as a running example throughout this paper. (b) First, edge-sensitive local support windows are constructed in each image (Sect. 3). Next, the steps (c)-(f) estimate the initial disparity map. They are executed only once (Sect. 4). Finally, the steps (g)-(j) constitute the iterative disparity refinement. They can be repeated multiple times (Sect. 5). The result is two disparity maps, one for each input image.
and contains severe artifacts. This is because the naive local approach does not integrate any scene knowledge at all, as it implicitly assumes that all pixels in the square window have similar disparity value as the center pixel does. The general consensus in attempting to increase matching quality is to adapt the aggregation window to the underlying information in the reference images by varying its size, shape, location, support weights, or a mixture of all those.
A common approach is to choose from a range of predefined rectangular window sizes. [8] implement a multi-resolution hierarchical approach to combine cost measurements for square windows of varying sizes on commodity graphics hardware. Additionally, [9] efficiently aggregates costs over those windows by using the integral images technique.
Using shiftable windows entails placing multiple windows at different locations (not just centered around the pixel that we are trying to match) and selecting the one that produces the smallest matching cost [10] . [11] exploit the GPU's bilinear sampling functionality to efficiently aggregate matching costs over six different window shapes surrounding the pixel of interest. Another approach is to take an isotropic 2D kernel, truncate it into its four constituent parts (upper/lower, left/right), and use hierarchical combinations of those parts to aggregate costs [12] .
Rectangular windows struggle with arbitrarily shaped depth discontinuities. However, in many cases we may assume that the color discontinuity boundaries in the images are often also the depth discontinuity boundaries in the scene. Based on this property, segmentation-based approaches select the sizes and shapes for cost aggregation windows accordingly. Both methods that incorporate color segmentation [13, 14] and edge detection [15] have received attention. These methods mostly struggle with representing irregularly shaped aggregation windows in an efficient manner.
Instead of changing the size or shape of the aggregation windows, a recent development with promising results is to adapt the support weights in fixed-size windows. Commonly known as bilateral filters, the support weights depend not only on the geometric distance between pixels, but also on the photometric difference [16, 17] . Unfortunately, the non-linearity and non-separability of bilateral filters -every support weight is uniquely dependent on its center pixel -results in high memory consumption and computational complexity.
Alternatively to local stereo matching methods, global methods generally aim to optimize a global energy function of one form or another. They do not necessarily follow the four stages of local stereo matching algorithms and are based on (often a combination of) graph cuts [18] , belief propagation [19, 20] , dynamic programming [21] , segmented patches [22] , spatiotemporal consistency [23] , and structured light [5] .
Edge-Sensitive Local Support Windows
We first explain how to construct two edge-sensitive local support windows. They will be used both during the initial disparity map estimation in Sect. 4 and during the iterative disparity refinement in Sect. 5.
gauthier.lafruit@ulb.ac.be For every pixel p of the left image I, we first determine a horizontal axis H(p) and vertical axis V(p) crossing in p. These two axes can be represented as a quadruplet A(p):
where the component h − p represents how many pixels the horizontal axis extends to the left of p, v + p represents how many pixels the vertical axis extends above p, and so forth. Some of these axis quadruplets are drawn as yellow crosses of their horizontal and vertical axes in Fig. 2 and in the overview in Fig. 1(b) .
To determine each component of the axis quadruplet, we keep extending an axis until the difference between p and the outermost pixel q becomes too large:
where I c (p) is the red, green or blue color channel of pixel p, and τ is the threshold for color consistency. We also stop extending if the size exceeds a maximum predefined length. 
To construct both windows for a center pixel p, we only require its single axis quadruplet (h
, together with the neighboring quadruplets that have been precomputed for every other pixel. Thus memory usage and access is severely reduced, which is a serious consideration when using GPU computing.
Constructed this way, our windows are sensitive to edges in the image. The horizontal window W H (p) will fold nicely around vertical edges, because the width of each subordinate horizontal axis is variable. Horizontal edges are not followed as accurately, because the height of the window is fixed and only determined by its primary vertical axis. This situation, however, is reversed for the vertical window W V (p). By using both windows, we do not favor a single edge direction.
Finally, the notation W H (p ) and W V (p ) represents the local support windows for each pixel p in the right image I .
Initial Disparity Estimation
In this section, our goal is to estimate an initial disparity map that will serve as input to our iterative refinement process in Sect. 5. First, we consider each disparity and calculate (in Sect. 4.1) for each pixel in the left image the difference (i.e. matching cost) between that pixel and the corresponding pixel in the right image, based on the disparity under consideration. Next, the costs of neighboring pixels are aggregated (in Sect. 4.2) to obtain a more confident matching cost. Once the costs are aggregated per pixel and per disparity value, the most suitable disparity with the lowest cost is selected (in Sect. 4.3).
Per-pixel Matching Cost
Let the range R of valid disparity values
Then for a disparity hypothesis d ∈ R and pixel p of the left image I, consider the raw perpixel matching cost E d (p), defined as the sum of absolute differences (SAD):
where pixel p in the left image I is compared with pixel p in the right image I , and the coordinates of p = (x p , y p ) and p = (x p , y p ) relate to the disparity hypothesis d as
The constant e max normalizes the cost 
Cost Aggregation Over Global Support Windows
To reliably aggregate costs, we must simultaneously consider both local support windows W (p) for pixel p in the left image and W (p ) for pixel p in the right image. If we only consider the local support window W (p), the matching cost aggregation will be polluted by outliers in the right image, and vice versa. Therefore, while processing for disparity hypothesis d, the two local support windows are combined into a global support window U d (p). Distinguishing again between horizontal and vertical support windows, they are defined as:
where the coordinates of p = (x p , y p ) and p = (x p , y p ) are again related to the disparity hypothesis d as
In practice, this simplifies beautifully to taking the component-wise minimum of their axis quadruplets from Eq. 1:
Two more confident matching costs ε 
where the number of pixels U d (p) in the support window acts as a normalizer. These aggregated confidence maps are shown in Fig. 1(d 
The second method uses a weighted sum and is more robust against errors in the matching process:
where α is a weighting parameter between 0 and 1. The third and final method takes the minimum and assumes that the lowest cost will actually be the correct solution:
Again the combined confidence map ε d is shown in Fig. 1(e) . The aggregation is repeated over the right image, which means computing 
This orthogonal decomposition is key to a fast and efficient implementation of the cost aggregation step [3, 9] . Substituting Eq. 12 into Eq. 8, we separate the inefficient s∈U d (p) E d (s) into a horizontal and vertical integration: ) winner-takes-all disparity maps, as determined by Eq. 14.
where the normalizer 
Disparity Selection
After the left and right aggregated confidence maps have been computed for every disparity d ∈ R = [d min , d max ], the best disparity per pixel (i.e. the one with lowest cost ε d (p)) is selected using a winner-takes-all (WTA) approach:
which results in the disparity maps D W for the left image and D W for the right image, both shown in Fig. 4 and in the overview in Fig. 1(f) . These disparity maps will serve as input to the iterative refinement process described next in Sect. 5. We also keep a final horizontally and vertically aggregated confidence map:
Iterative Disparity Refinement
We now iteratively refine the two initial disparity maps D W and D W . One iteration consists of four stages, (g) to (j) in Fig. 1 . First we cross-check the disparities between the two disparity maps in Sect. 5.1. Next, the local support windows as described in Sect. 3 are employed again to update a pixel's disparity with the disparity that appears most inside its windows. This method is the method is the most powerful and is detailed in Sect. 5.2. Any invalid disparities that remain after this are handled in Sect. 5.3. In the last stage in Sect. 5.4, the disparity map is median filtered to remove any remaining speckle noise. Finally, we initialize for the next iteration in Sect. 5.5. 
Disparity Cross-Check
A left-to-right cross-check means that for each of the pixels p of the left disparity map D W , the corresponding pixel p is determined in the right image based on the disparity value D W (p), and the disparity value D W (p ) in the right disparity map is compared with D W (p). If they differ, the cross-check fails and the disparity is marked as invalid. Introducing the superscript i ≥ 1 to denote the current refinement iteration, this is expressed as: gauthier.lafruit@ulb.ac.be Invalid disparities are most likely to occur around edges in the image, where occlusions are present in the scene. In Figs. 5 and 1(g) these occluded regions are shown as pure black (marked as invalid) pixels.
Bitwise Fast Voting Over Local Support Windows
This second stage updates a pixel's disparity with the disparity that is most present inside its local support windows W H (p) and W V (p) as defined in Sect. 3. We may say that this is valid, because pixels in the same window have similar colors by definition, and therefore with high probability belong to the same object and should have the same disparity. Confining the search to the local support windows also ensures that we greatly reduce the risk of edge fattening artifacts.
To efficiently determine the most frequent disparity value within a support window, we apply a technique called bitwise fast voting [24] and adapt it to handle both horizontally and vertically oriented support windows. At the core of the bitwise fast voting technique lies a procedure that derives each bit of the most frequent disparity independently from its other bits.
First consider a pixel p with local support window W (p). We sum the k th bit b k (s) (either 0 or 1) of the disparity value D i C (s) of all pixels s in the support window, and call the result B k (p) (for clarity, we drop the superscript i for a moment). Furthermore distinguishing again between horizontal and vertical support windows, this gives:
The k th bit D k B (p) of the final disparity value D B (p) is then decided as:
where β ∈ [0, 1] is a sensitivity factor that we will come back to below. We are left to determine exactly what B k (p) and N (p) in Eq. 18 are, for this we again propose three methods. The first method is similar to Eq. 9 and assumes that the voting is more reliable over larger windows:
The second method uses a weighted sum:
where α is as in Eq. 10.
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The third and final method is similar to Eq. 11:
whereε(p) weights every bit vote b k (s) that counts toward B k (p) with its confidence value ε(s) (as an extension to Eq. 17), and where we also need to differentiate again between the horizontal and vertical local support windows:
with either b k (s) = 0 or b k (s) = 1 (as defined earlier). This is the most precise yet most expensive method, because the computation ofε It is important to note that certain disparities might be invalid due to the cross-check of D i C (p) in Sect. 5.1. While counting bit votes, we must take this into account by reducing N (p) accordingly. This way the algorithm is able to update an invalid disparity by depending on votes from valid neighbors only, and thereby reliably fill in occlusions and handle part of the image borders.
Reintroducing the superscript i for the i th iteration, the result of performing Eq. 18 for all bits k and all pixels p is denoted as the disparity map D i B . It is shown in Fig. 6 and in the overview in Fig. 1(h) .
A couple of key observations make that this method deserves to be called fast. First, the number of iterations needed to determine every bit of the final disparity value is limited by d max . For example, in the Middlebury Teddy scene we use d max = 53, which represents binary as 110101, and thus only 6 iterations suffice. Furthermore, the votes can be counted very efficiently by orthogonally separating Eq. 17, analogously to Eq. 13. All this results in high efficiency with a low memory footprint. 
Invalid Disparity Handling
The bitwise fast voting removes many invalid disparities by replacing them with the most occurring valid value inside their windows. It will fail however if the window does not contain any valid values, or in other words, if N (p) = 0 in Eq. 18. This occurs mostly near the borders of the disparity maps, but can also manifest itself anywhere in the image where the occlusions are large enough.
For each remaining pixel with an invalid disparity, we search to the left and to the right on its scanline for the closest valid disparity and store it in the corrected disparity map D i I . Unlike the bitwise fast voting, this scanline search is necessarily not confined to image patches of similar colors. The result is shown in Fig. 7 and in the overview in Fig. 1(i) .
Median Filter
In the last refinement step, small disparity outliers are filtered using a median filter, resulting in the final disparity maps (for the current iteration) Fig. 8 and in the overview in Fig. 1(j) . A median filter has the property of removing speckle noise, in this case caused by disparity mismatches, while returning a sharp signal (unlike an averaging filter). We calculate the median for each pixel over a 3 × 3 window using a fast bubble sort implementation. 
The Next Iteration
This completes one iteration of the disparity refinement. The next iteration i + 1 immediately starts again with the disparity cross-check of Eq. 16 by setting
C . With each iteration the disparity map is considerably improved. In practice three to five iterations (3 ≤ i ≤ 5) suffice more often than not, at which point the refinement tends to converge to its final solution.
Results
We demonstrate the effectiveness of our method on the left viewpoint of various standard Middlebury datasets [5] . Section 6.1 performs a quantitative evaluation and discusses the effect of the iterative refinement, while Sect. 6.2 takes a look at performance and execution times.
Quantitative Quality Evaluation
All quantitative measurements are expressed in dB PSNR (peak signal-to-noise ratio, where higher is better) compared with the respective scene's ground truth. Black patches in the ground truth disparity maps indicate invalid pixels (missing data) and are therefore not taken into account.
Our iterative refinement contributes significantly to the final quality of the disparity maps, as we will show in Figs. 10, 11, 12 and 13 . Overall, many improvements can be noticed visually, including the elimination of speckle noise, no errors at the borders of the disparity map, and clearly delineated edges with little to no edge fattening. All PSNR measurements are summarized in Table 1 . From their plot in Fig. 9 , it is clear that the iterative refinement reaches its peak quality level after no more than three to five iterations, after which it tends to stabilize.
The effect of applying just one iteration of the refinement is already clear from the difference in visual quality for the Teddy scene in Fig. 10 . Without Table 1 . PSNR measurements in dB, for 1 (D .) is an exception, where the initial disparity map of the Teddy dataset was computed using a conventional 17 × 17 square window, and subsequently refined using our iterative refinement. Boldfaced numbers are referenced in the text and figures. Fig. 9 . From this plot of the PSNR measurements of Table 1 , it is clear that the iterative refinement quickly reaches its peak quality level and then stabilizes.
gauthier.lafruit@ulb.ac.be .56 dB) resolves these issues for the most part and adds another 2 dB in PSNR. The next iterations take care of the last visually noticeable artifacts (e.g. the black erroneous patch in the lower left corner) and slightly better delineate the objects' edges, until the algorithm reaches its peak quality level at 29.96 dB for the fifth iteration (D 5 M ). Performing any more iterations barely has any effect at all and the algorithm stabilizes on a final solution. One obvious erroneous patch remains next to the pink teddy's right ear. However, we postulate that this is due to the limited accuracy of the color consistency check that determines the local support windows (Eq. 2), rather than a limitation of the refinement as a whole.
The Cones scene of Fig. 11 is another challenging dataset that our iterative refinement is able to handle very well. Without refinement (D Even so, it should be noted that the algorithm struggles most to accurately match the camera on the tripod.
Venus in Fig. 13 consists of three to four slanted planes with large homogeneously textured regions interspersed with rapidly changing fine -but similardetail that may easily throw off most local window-based cost aggregation. However, after a few iterations the algorithm succeeds to comprehend the slanting of the planes and continues to refine it. It even surpasses the 30 dB frontier at the third iteration (D A great strength of our iterative refinement is that it can be applied to any local stereo matching algorithm, as long as the initial disparity map is of sufficient quality. To demonstrate this in the extreme case, we applied it to a disparity map that was computed using a conventional 17 × 17 square cost aggregation window. This causes a lot of edge fattening artifacts in the initial disparity map (D 0 W ), as shown in Fig. 14 
Execution Time Measurements
With regard to execution time, Table 2 
2
M to be cross-checked against each other. This effectively halves the 23 FPS down to 11.5 FPS, if we rely on only one GPU. Fortunately, the disparity cross-check is the only point in the entire pipeline at which information from both sides is required. The left and right disparity maps can be computed completely independent from each other on separate GPUs, after which they are exchanged to prepare for the next iteration. If both GPUs are connected to the same bus, the exchange can be carried out with negligible overhead in memory management, resulting in a minimal impact on the 23 FPS.
Finally, adding two more iterations totals 43 + 2 × 4.5 = 52 ms, which still comes down to 9.5 FPS on one GPU and 19 FPS (134.6 MDE/s) on two GPUs to compute D 
Conclusions
First, we proposed two edge-sensitive local support windows that adapt their shape to the underlying color information in the input images. One window follows the horizontal edges in the image, the other the vertical edges. Their combination defines the final aggregation window shape that follows all object edges in varying directions. The windows cover image patches of similar color which therefore are assumed to belong to the same surface and should possess the same disparity (or depth in the scene). Smooth disparity maps with sharp edge preservation around objects is achieved, especially in occluded areas. Our shapeadaptive windows are represented by a single quadruplet per pixel, which renders the complexity of our solution comparable to existing methods and supports efficient GPU processing with negligible overhead.
Second, we proposed a novel iterative disparity refinement process that can be applied to any disparity map and that increases its quality with several dB PSNR. Its overall success is in large part attributable to the repeated interaction between four rigorously defined modules and especially between the disparity cross-check and the bitwise fast voting. Starting from a seed disparity map, the bitwise fast voting smooths out its disparities over patches of similar color by employing the same local support windows. The disparity cross-check subsequently removes all disparities that were incorrectly estimated. In between this, the invalid disparity handling helps to fill in invalid pixels that the bitwise fast voting cannot reach and the median filter removes speckle noise. It would be expected that an indefinite repetition would eventually have a detrimental effect on the quality of the disparity map. However, we observed that the interaction between the four modules prevents this from happening and instead the process tends to converge to a final solution.
Currently, the pixel-wise color consistency check with which the local support windows are determined is rather rudimentary. Relying on more precise colorbased image segmentation has the potential to increase the quality considerably.
