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RkumC Soit G un ensemble de n klements et Qp une op&ation sur G definie par une table de 
nz produits. Nous dkrivons un algorithme simple qui permet de decider si la structure (G, 8) est 
ur4 groupe en O(n*) opgrations Wmentaires. 
Abstract. A stmple algorithm is described for testing if a groupoid G, defined by ks table is a 
group. If n IS the order of G, the algorithm solves the problem in O(n*) operations. 
Soit G = {g,, . o . , gn} un ensemble fini et une regle de composition @ dkfinie sur G 
par les n2 valeurs d’une table P = {pi,j 1 1 s i, j G n, 1 6 pi,j s n} et la regle 
g:~ @ gj = gk *fi=, #- = pi. jm 
Le problhe est de determiner si Ic magma’ (G, @) est un groupe ou non. 
Tous Ies algorithmes ou tests g&&a? x proposks pour ce probErn? par [l-6] ont 
des temps d’e kution de l’ordre de O(n” log n) ou O(n3) op&-atioj::s. 
Tarjan [S] d&termine si un groupe est soluble en O(n’) ophations et 
propose une condition comprenant n’ tests qui est n$cessaire 
pour vhifier E’associativitk. 
Nous dkrivons ici un algoritkme qui permet de viirifier en 
une table ar’bitraire de taille n x n est la table d’un grou 
1 agma (gsoupoid) = ensemble muni 
77 
internc sans stwzture particulikre. 
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]~‘our ~$8, il faut et il suffit que chaque lliglne Lr = {pi,i 11 s j s n} et chaque 
colonne Ci = (pi i 11 s j s n} de f determine une permutation de (1,. . . , n). De 
plus, on doit s’assurer que la permutation identite figure une fois et une seule dans 
les lfgnes et clans les colonnes; ceci garantit li”existence et unicite d’un element 
identite CL 
Cette verification se fait en 0(n2) operations, sur un ordinateur muni d’une 
memoire a ace& direct (memoire centrale, tambour magnetique, . . .); un espace de 
travail de taiUe O(n) semble necessaire. 
I1 ne reste plus alors qu’a verifier ‘i’associativite de QP pour que (G, @) soit u 
groupe. Comme il y a it” expressions gi @gj @gk, un test direct est exclu, et nous 
allons explorer 6 pour en extraire un ensemble r E G de generateurs. Si G est un 
groupe, le nombre de generateurs est necessairement plus petit que [log2 nj ; en 
g&r&al, si la decomposition premiere de y1 est n = p y*pJ’2 l 3 l p p, le nombre de 
generateurs est au plus pnl -t m2 + l l l + mk, c.ette borne pouvant etre atteinte. Un 
test d’associativite en Q(n* log n) operations resulte done directement de l’observa- 
tion: 
Lemme 1. Soit (G, @) un magma admettant r comme ensemble de gt%t!rateurs. 
L ‘opkation @ est associative si et seulement si 
x~(y~g~=(x~y)~gpourtoutx,yEG, gEr. 
En plus d’un ensemble r de generateurs, nous utiliserons we dkcomyosition 
expficite de chaque element &-z G en fonction de ces genesateurs. Cette 
decomposition peut Ctre d&rite par deux applications 7, d : (1, . . . , n}-+ {I, . . . , n} 
et une permutation T de (1,. . . , n) telles que 
Pour t0Ut 1 S i s n nous avons gi s g,(i)@ g,(i) 
Si gi = e akors r(i) = 1, y(i) = a(i) = i; 
Sigi E F 1 alors r(i) = i et a(i) = w+(l); 
Si gi e r alsrs r@(i)) < m(i). 
S que & E I- et g,(i) E r pour tOUt i. 






6 I 232547 
7 
Comment vhifier l’associativitli d’une table de groupe ?9 
un ensemble de generateurs possibles est r = {1,2,3}, la Eactorisation de chaque 
element etant d&rite par: 
n =(1,2,5,6,3,+7,8), y =(1,2,3,2,2,2.2,2), 
Ceci donne par exemple 
d = (1,1,1,3,2,5,4,7). 
&3= g&g,= &@(&@&)= gz@(g2@(g2@g3)) 
comme expression de g, en fonction des generateurs g, et g,. 
L’interet d’une telle decomposition vient de: 
Lemme 2. Soit (G, 8) un magma admettant r comme ensemble de ge’nkuteurs, et 
trois applications y, d et TT satisfaisant la condition r. L’opkation 8 est associative si 
et seulement si: 
(i) gi @gi = gy,i,@(ga,i,Bgi) POurtoutgi, gj E G ; 
(ii) (gi @&)@gk = gi @(gj @gk) 
POW tOUt gj 5 G et gi, gk E 1’. 
h2UVe. l\JOUS demontrons (gi @ gj) @ gk =gi@(gj@gk) pour gi,gjEG et gk Er 
par r&u! r*ence sur v(i); la conclusion suit du Lemme 1. 
Si i = y(i), alors gi E r et l’associativitk est vraie d’apr&s (ii); sinon, gi e I-’ 5”:‘~ 
done v@(i))< n(i) avec gi @gj = $yci>@(ga,i,@gj). Nous aVOns (gi @gj)@gk = 
(g?(i) @ @ati, @ gj)) @ $k, ce qUi est &al., d’aprks (ii) 5 g?(i) @ ((ga(i) @ &) 8 gl: ); camme 
T (a(i)) < v(i) nous obtenons g,(i)Qb(:gaci>@(gj @I&)) par rtkurrence et la condition 
(i) S’appliqUe ZnCOre pour donner gi @(gj @ gk). 0 
Decrivons maintenant les grandes lignes de notre algorithme: 
Phase 1: Verifier si (G, @) est une boucle. 
Phase 2: Explorer la table P pour construire un ensemble de gknkateurs r et 
des appiications ‘y, d, et 7~ satisfaisant la condition IT 
Phase 3: Si Ye nombre de gh%ateurs ne dkpasse pas Llogz n 1 conduire les tests 
d&its au Lemme 2. 
Les phases 1 et 3 se programment trivialement en 0(n2), et Q(iil(log n)2) + O(n’) 
operations. Nous montrons dans la section suivante comment programmer Ca phase 
2, de facog que I’algorithme determine si ( , 8) est un groupe ou non en O(n’) 
operations: au total. 
wk 
kit un &&men atwr, et cakule le 
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sous-groupe cyclique engendre. Puis, il choisit comme generateur un nouvel 
element n’appartenant pas % ce sous-groupe, determine le sous-groupe ngendre 
par les generaaeurs dejh choisis, et ainsi de suite iusqu’& ce que tous les elements de 
G soient Cpuisks. 
La permutation 7~ correspond a l’ordre dans lequel les elements de G sont 
trouves. Chaque fois qu’un nouvel Ument est trouve, il faut vkfier si tous ses 
produits, B gauche et 5 droite, avec des elements dej& vus, engendrent ou non de 
nouveaux 61emgznts dans le 
Au tours de l’exkution, 
suivan ts: 
(1) ttipiz-VU: l’tjlgiment g, n’a pas encore et6 obtenu comme produit gk @g, 
d’elements deja DX&%. Ceii correspond B w(i) = 
sous-g:roupe en tours traitement. 
chaque: element est dans 
gi gk et Qp gi avec 
a eu pour 
consequence faire passer kS &kK!ntS gj = gi (E3 gk OU gj = gk @ gi n%lkitS de CeS 
produits pour lesquels m(j) =z 0, de l’etat y10y1-Z)U B l’etat VU. 
(3) w: l’element gi s’exprime comme pro&it d’&ments deja trait&, et il reste 
B le traiter. 
Chaque gi E G passe succes&ement de Mat non-vu B l’etat vu puis trait& 11 
passe de Mat non-vu 2 l’etat vu soit parce qu’il est produit d’elements deja trait&, 
soit: parce qu’il est choisi comme generateur. Un generateur est choisi chaque fois 
qu’il n’y a plus d’Mments dans l’etat vu. 
Les elements ont trait& dans l’ordre n-‘(l), 77-l(2), . . D , n-‘(n), c’est-&dire par 
w(i) croissant. 
onnons maintenant unz description plus precise de l’algorithme en 
pseudoalgol. 
pruckkre ERCIIE DE GENERATEIJRS: 
d&ut *{Les produits pi,i sont ranges dans le tableau [l . l l N, 1. l l N]. 
remiere ligne et la premikre colonne de ce tableau contiennent 
ombres 1 5 N dans l’ordre. Chaque ligne et chaque colonne 
du tableau contient cne permutation de (1,. . . , N)} *. 
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rr-‘[l] est passe de vus B traites.) *
*{Les gererateurs trouves sont r = {gi E G 1 y(i) = i} et la condition 
F est satisfaite par y, 8 et 7r) * 
fin de KEC E DE CENERATEWRS; 
Ce programme qel aux procedures uivantes: 
procidure GENERATEUR; 
&but *(vus = 4. non-vus = {gi E G 1 y(i) = 0) # 8. n faut choisir 
gj E non-vus et en faire un generateur.} * 
J+l; 
tant que g[J] fi 0 faire Y c- J + 1; 
*{Le generateur choisi est gj}* 
V+V+l; n[J]*V; C[V]t-J; 
r[J]+J; A[J]+l; 
*(gi est passe de non-vus h VUS) * 
fin de GENERATEUR; 
procedure TRAITER (7’); 
dibut :s ( I1 faut verifier tous les produits gi @g, et gk O, gj avec 
d’ ‘= 6’[ t] et g& E &&%) * 
pour I f- 1 k T - 1 faire 1 
i 
VERIFIER (I, T); 
VERIFIER (7-Y, I); 
VERIFIER (T, 7); 
* {gi est passe de vus B trait&) * 
fin de TRAITER; 
procidure VERIFIER (K, I,); 
de’but * {Soient a = ~~~‘ir;l] et b = T-‘[Z] avec a, b E trait&; si le resultat 
g, = g, @ gb est dans non-vus, il faut le faire passer dans vus) * 
A f- 7r-‘[K]; B f- W’[L]; R +- P[A, I?]; 
si 7b [R] = 0 alors 
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Fe W(r)) <<: W(P) SL la fin de VERIFIER (K, L). Pour ceci, semarquons q,ue 
comme CE, bE trait& et v( d (a)) < v(a), nous avons aussi d(a) E trait&s et done 
p,?(a), b E t-w ave@ &hQ,b) = da(f)) e 0 = r(r). 
Enfin, si G est bien un groupe, le programme Tonstruit T, 8 et y satisfaisant la 
condition r et, de plus: si gi f;l r alors w ( y (i)) < w(i). 
Si l’etisernble des generateurs trouvt% est r = (gi,, . . . , gik} avec w(il) C: IT(&) < 
a l l K r(ik) et v(h) = 1, alors les ensembles Gl = (gi E G 1 w(y(i)) s n(i,)} sont 
fermes par composition et coi’ncident done avec les sous-groupes engendres par 
It? il,. . . , gi,} pour chaque 1 s I s k. 
. Conclusion 
Pour verifier l’associativit6 d’une loi de monoi’de, notre m&hode conduit a un 
algorithme n O(r,*) si l’on peut trouver un ensemble de gen&=ateurs detaille au 
plus O(t/n), sinon la vtkification (ii) du Lemme 2 devient rop couteuse. Ceci n’est 
pas le cas pour des monoi”des arbitraires et Kleitman, Rothchild et Spencer [3] ont 
meme montr6 que le nombre de g&&ateurs d’un monoi’de st “presque toujours” 
O(n)- 
Nous laissons done ouverte la question de v6rifier l’associativit6 d’un monoi’de n 
moins de 0(n3) opkations. Une indication de la difficult6 de ce problGme est 
don&e par Frazer [2] et Szasz [Z-r. 
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