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Abstract 
A Simulink application was developed to simulate and control the three-tank benchmark plant, widely used for demonstration 
purposes in Control Engineering and similar to many plants in the industry (e.g. waste-water treatment, breweries, refineries), but 
with a slow response. The software developed allows centralized and distributed control (using a multi-agent system over several 
computers), makes use of both PID (proportional-integral-derivative) and fractional PID controllers, and is robust to model 
misidentifications and communication failures. It can be used in classes to introduce many control strategies, from simple single-
input-single-output PID control to a complex multi-input-multi-output, multi-agent, fault-tolerant, fractional law control. 
© 2012 Published by Elsevier Ltd. 
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1. Introduction 
The three-tank plant is a benchmark widely used for demonstration purposes in Control Engineering. It is similar 
to many plants in the industry, such as waste-water treatment plants, breweries or refineries. This is a multi-input, 
multi-output (MIMO) plant. Most available control techniques have been applied to this benchmark, allowing the 
comparison of their performances. Its use in laboratory classes of control courses has some drawbacks, mostly 
connected with the fact that its response is rather slow, at least far more than that of other usual alternatives, say, an 
inverted pendulum, a mass–spring–dashpot system, or an electric circuit: it takes a long time to test a single 
designed controller; it takes time to detect errors and more time still to correct them; many plants are needed for 
only few students in classes, since they cannot work in succession using a single device; and, if the students’ first 
attempts at control are not successful, they may lose motivation. 
A simulator addresses these problems and brings additional advantages: a simulation runs much faster; different 
control strategies can be exemplified easily; the effect of changing control parameters can be investigated easily; 
new control strategies can be tested before implementation; no damage to the actual laboratory experiment is to be 
feared; and the user interface of the simulation can be the same that is later used to control the actual laboratory 
experiment, making the transition from simulation to hardware easy. The importance of this last point can hardly be 
overstressed, given the importance, both practical and psychological, of making use of actual hardware experiments 
in laboratory courses (Nedic, Machotka & Nafalski, 2003). 
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This paper addresses one such software, developed in Matlab / Simulink, with the following characteristics: it 
corresponds to the three-tank plant produced by Amira (model DTS200), used in the Control, Automation and 
Robotics Laboratory  Technical University of Lisbon for didactic purposes; it can be 
used both as a simulator and as a user interface to control the actual plant; it runs in a PC connected  to the Internet 
and thereby to other PCs used in the case of distributed control; it has been used in classes and for demonstration 
purposes; it implements several control strategies and architectures, from very simples cases to more elaborate ones. 
In particular, the following contrasts can be easily studied: 1) centralised control vs. distributed control (using a 
multi-agent system over several computers); 2) PID (proportional-integral-derivative) control vs. fractional PID 
control; 3) rule-tuned vs. analytically tuned controllers; 4) adaptive vs. non-adaptive control. 
The paper is organised as follows. Section 2 describes the plant. Section 3 describes the user interface. Section 4 
describes the control strategies. Section 5 draws some conclusions. 
 
 
 
Figure 1. The plant 
2. The three-tank benchmark plant 
The plant is thoroughly de , 2009, 2010) and is shown in 
figure 1. Figure 2 below shows a diagram thereof. It consists in three equal constant section cylindrical tanks, 
connected by pipes with valves. Water flows in a closed circuit, fed by two pumps. Each of the six valves may be 
open or closed; the case of partially open valves was not be addressed, except to simulate a malfunction. 
There are countless publications on the control of the three-tank benchmark system. For instance, fault diagnosis 
, 2008; 
Mendes , 2009). 
3. User interface of the software 
The graphical user interface is shown in figure 2. It is used both in the mode of simulation and in the mode that 
interacts with the experimental plant itself; whether used for simulations or for controlling the plant, the interface 
allows setting the several control parameters of the different control strategies. Concerning the simulation mode, 
tests were performed to check that the simulator provides good approximations, for different water flow 
configurations (as a result of opening and closing different valves). 
 
4. Control strategies and architectures 
4.1. Decoupling 
It is possible to apply a control strategy to this MIMO plant called decoupling, whereby each of the inputs is 
made to affect one output only. The MIMO plant can then be controlled as a set of several (in this case, two) single-
1921 Goncalo Vinagre et al. /  Procedia - Social and Behavioral Sciences  46 ( 2012 )  1919 – 1923 
input, single-output plants, each dealt with independently of the others. While a perfect decoupling is seldom (if 
ever) possible, and each input always has some effect in all outputs, it is in practice possible to reduce cross-effects 
to minimal values, with such small magnitudes that can be overcome by the controllers, as disturbances are expected 
to be. 
 
 
 
Figure 2. The graphical interface 
4.2. PID control and fractional PID control 
To control the decoupled plant, both PID and fractional PID controllers were used. PID controllers provide a 
control action made up of three parts: one proportional to the error, one proportional to the integral of the error, and 
one proportional to the derivative of the error. PIDs were obtained for this plant using one of two different methods: 
Ziegler-Nichols tuning rules (Ziegler & Nichols, 1942); tuning rules aiming a behaviour similar to a fractional PID 
& ta, 2006). The former method proved to lead to the best results with this plant. 
Fractional PID controllers replace the integral and the derivative of the error with a fractional-order integral and a 
fractional-order derivative and were obtained for this plant using one of two different methods: tuning rules similar 
to Ziegler- &  minimisation of a performance function (Monje, Vinagre, 
Chen, Feliu, Lanusse & Sabatier, 2004). The latter method proved to lead to the best results with this plant. Of all 
four methods, only the last one requires knowing a model of the plant. 
4.3. Multi-agent system 
In industrial practice, it may be desirable to have distributed control, with one controller for each tank, especially 
when the dimensions or the configuration of the plant dictate that they should be significantly apart from each other. 
For that purpose, a multi-agent system was developed which is robust to failures in communications between agents 
(during which the simulator provides the agents with estimates of unavailable data). 
For the purpose of a multi-agent system, agents are entities with some degree of autonomy (capable of taking 
actions by themselves) and some capacity of interaction between them (capable of taking actions accounting for the 
others) (Wooldridge, 2002; Vidal, 2010). Such systems are fit for achieving fault-tolerance in control systems 
(Mendes, 2008). A multi-agent system was used with this plant to achieve the objectives mentioned above. The 
architecture is shown in figure 3 and is collaborative (agents achieve their goals by working together, not by 
competition). Since there are three tanks it was decided to include three autonomous agents, one for each tank. Each 
agent is responsible for one tank only, controlled with a controller, either a PID controller or a fractional PID 
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controller. For this control strategy to be possible, the system should be already decoupled. But since the decoupling 
strategy needs, among other things, values for water heights and flow rates, it is necessary that each agent should 
know how the system is evolving: therefore each agent will have a complete model of the system. Each agent has 
the information corresponding to its tank, and communicates it to the other agents, receiving theirs in return. Agents 
1 and 2 also send a control action to the three-tank system; agent 3 only receives and sends information. There is a 
3) responsible for the exchange of the data between the three-tank system and the 
agents; data fluxes are also schematised in figure 3. N
multi-agent system: all agents are autonomous (at least partially), have a local view of the system (they depend on 
one another for a full global view of the system, and if agent communications fail they will lack this global view), 
& Luke, 2005). 
It should be noticed that it could be reasonable to build a multi-agent system with two agents only, one for each 
actuator (pump). This is the result provided e.g. by the methodology for partitioning complex systems presented in 
(Bocaniala & 
are physically separated and thus even those tanks without actuators are expected to have autonomy face to other 
parts of the plant. The multi-agent system was implemented in Simulink using the FTNCS-MAS toolbox (Mendes, 
, 2009). This toolbox plus s Distributed Computing Engine ensure the services of a 
multi-agent platform compliant with specifications from FIPA (The Foundation for Intelligent Physical Agents, an 
IEEE Computer Society standards organisation). Each agent was implemented in one computer, and the three-tank 
system was handled by a fifth computer with input/output boards (thus charged of controlling the hardware or, in the 
case of simulation runs, of handling the simulator). Computers communicate using TCP/IP and UDP/IP protocols. 
 
 
 
Figure 3. Multi-agent architecture 
4.4. Adaptive model-based control 
The multi-agent system is capable of periodically reassessing the experimental results to update its model of the 
plant. The calculations are performed every 40 seconds; this value was found to be reasonable in face of the 
dynamics of the system, but may be modified through the graphical interface. Sometimes the identification 
procedure leads (due to numerical reasons) to parameters with values which are clearly outside their possible range 
of variation; if this situation is detected, the existing controller is kept. Otherwise, the identified models are used to 
obtain, through the Ziegler-Nichols tuning rules, new PID controller parameters. (No such adaptive algorithm was 
provided for fractional PIDs, since they were tuned by minimising a performance function, not by tuning rules.) 
This procedure makes it possible to begin working with a poorly designed controller (that however must be good 
enough to keep the system working during at least 40 seconds) and then improve it iteratively until an optimised 
behaviour is achieved. It also allows coping with changing parameters, such as those resulting from clogged valves 
(a situation simulated by partially closing a valve) or from leaks in valves that should be closed. 
 
4.5. Robustness 
The control system just described is robust because: PID and fractional PID controllers show robustness in face 
Main Agent
Agent 1 - Tank 1 Agent 3 - Tank 3Agent 2 - Tank 2
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of plant parameter variations; online identification provides robustness by coping with different configurations (of 
open and closed valves); online adjustment of controller parameters allows reflecting the effects of identification in 
control actions; if communication fails, each agent uses a copy of the plant simulator to provide data for unavailable 
variables, until communication is re-established. 
Four types of robustness can be verified experimentally: robustness in face of plant parameter variations; 
robustness to changes in configuration: when a given configuration of open and closed valves is employed, 
controllers keep their performance even when agents are given false information that all valves are open or all 
valves are closed; robustness due to fault tolerance: if valves get clogged, the identification procedure finds new 
valve outflow coefficients and controllers are iteratively improved until performance gets indistinguishable from 
that verified before clogging; robustness in face of communication failures: even though the three-tank system is 
slow, if communication fails during a period in the order of tens of seconds this will affect control, since agents will 
only have old information, but this is solved including the simulator of the three-tank system in each agent: since the 
simulator presents a good approximation to the experimental results, the last information available is used to 
estimate the evolution of water heights. 
5. Comments and conclusions 
The software developed for the three-tank system has proved to be a successful tool in motivating students and 
visitors in the Control, Automation and Robotics Laboratory. It has been used in classes and demonstrations, and 
allows introducing several concepts of control systems, from simple PID control to multi-agent systems, adaptive 
control and fault tolerant control. It has allowed a greater number of students to establish contact with this 
experiment than would otherwise have been possible. It can thus be considered a success in what laboratory 
education in the field of control engineering is concerned. 
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