Abstract-We consider the problem of gathering measurements in a wireless sensor network consisting of a large number of sensor nodes. A practical joint source-channel coding scheme is proposed and evaluated. The scheme uses lattices to extend a previously proposed scheme to higher dimensions. The key idea is to use conventional point-to-point communication for a subset of the sensor nodes and side-information aware transmission for the remaining sensor nodes. The selection of sensors is based on their instantaneous channel quality. It is shown that by expanding from one to eight dimensions, a gain of about 1 dB is achievable. The overall transmission delay of the scheme is still very low and it is therefore suitable to use in delay-sensitive applications.
I. INTRODUCTION
We consider the important task of communicating correlated sensor measurements to a fusion center over noisy channels. We will assume that the sensor measurements are real and thus take values from an infinite alphabet. This is a lossy distributed source-channel coding problem. Lossy source coding with side-information was first studied by Wyner and Ziv in [1] , where they characterize the rate-distortion region when side information is available at the decoder. This problem has been extended to other scenarios of lossy distributed source coding, such as multi-terminal source coding [2] , [3] and the Chief Executive Officer (CEO) problem [4] . In multi-terminal source coding in general, the objective is to estimate an entire field at the fusion center, where each sensor can measure only a part of the field. Whereas in the CEO problem, all sensors have noisy observations of the same source and the objective is to estimate this single underlying source at the fusion center. In the following we will consider the first of these problems, namely, to estimate an entire field.
The rate-distortion region of this problem is only known in a few special cases, such as the quadratic Gaussian twoencoder problem [5] . It is, in general, very difficult to find the rate-distortion region for larger networks. Nevertheless, there are numerous upper and lower bounds, see [2] , [3] , [5] - [7] .
In this paper, we will assume that the communication channels are made orthogonal by either frequency-or timedivision multiple access techniques. It was recently proved [8] that the separation of source and channel coding, which is optimal in point-to-point communication, also is optimal in this scenario. However, the focus of our work is on delaysensitive applications, such as networked control systems.
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In these applications the measurements are used in active decisions and there is a penalty involved in receiving delayed measurements; the system might even become unstable in the worst case. The information theoretic arguments for optimal source and channel coding and the separation principle, are all based on block lengths that asymptotically tend to infinity. It is clear that long block lengths, which would lead to significant decoding delays, does not fulfill our low-delay constraints. Therefore, we propose the use of a joint source-channel code, operating on short blocks of only a few samples, which gives virtually no transmission delay at all.
Uncoded linear transmission has been shown to outperform schemes based on separate source and channel codes if specific conditions are fulfilled [9] . Because of this, linear transmission may seem to be a good candidate of a joint source-channel code for the problem at hand, see [10] - [12] for examples where this is used. However, since the channels are orthogonal and the measurements are correlated (as in [10] - [12] ), a linear transmission scheme will only use a subspace of the channel; in the limit of high correlation, the subspace will be onedimensional, which clearly is a waste of energy.
In [13] , we considered a pair of sensors and proposed a design algorithm that jointly, in an iterative manner, optimized the operation at each sensor node as well as the decoder at the fusion center. This resulted in highly optimized systems that, in general, were nonlinear. The nonlinearities were such that all dimensions of the channel space were utilized. However, although straightforward in theory, the generalization to more than a couple of sensor nodes or vector measurements is infeasible due to high computational complexity. To reduce the complexity, we need some structure. A practical analog scheme that uses piecewise linear mappings was presented in [14] . The simple encoding and decoding structure made it possible to handle an arbitrary number of sensor nodes.
We generalize the ideas of piecewise linear mappings to higher dimensions by using modulo-lattice modulation (MLM). In addition, we also include fading channels in our model and present an idea for scheduling of the sensor nodes. Lattices have been proposed and analyzed as a tool to do structured distributed source coding in WSNs before, see for example [15] - [18] . However, most results are theoretical and asymptotic in some sense. The idea of MLM originates from nested lattice codes in digital systems [17] , [18] and was mentioned in [15] as a means of performing analog communication with side information. The idea is analyzed in [16] in a point-978-1-61284-233-2/11/$26.00 ©2011 IEEE to-point scenario, where it is shown that MLM asymptotically reaches the Wyner-Ziv bound as the lattice dimension goes to infinity. Another motivation for MLM in situations where side information is available at the decoder can be found in [19] . In this case a scalar relay mapping was numerically optimized and the resulting mapping is very similar to a sawtooth curve, which is the one-dimensional equivalence of MLM. Motivated by low-delay constraints, we will look at finite-dimensional systems and especially investigate the gains in a practical system when the dimensions are increased. In what follows, we propose a practical and scalable lattice-based strategy for collecting sensor measurements in a WSN consisting of a few to hundreds of sensors.
II. PROBLEM FORMULATION
We study a complete WSN with K sensor nodes as illustrated in Figure 1 . Each sensor measures an N -dimensional quantity
where X and W i are independent Gaussian random variables with covariance matrices σ 2 X I and σ
2
Wi I, respectively. Hence, the samples are spatially correlated but temporally uncorrelated. We would like to emphasize that we are considering the multi-terminal source coding problem of estimating a random field, which is modeled by Y i , i = 1, . . . , K. That is, the objective is to estimate each sensor's observation at the fusion center and we are not interested in X, except to the extent it can be helpful in estimating Y i , i = 1, . . . , K. Each sensor encodes its measurement independently in blocks of length N according to the function
which is then transmitted to the fusion center over a Rayleigh block fading channel with additive white Gaussian noise (AWGN). The received value from each sensor is denoted by R i and can be expressed as
where H i is the real-valued Rayleigh fading coefficient with 
To have a low-delay system we want the block length N to be small. Typically, this will affect the performance and there is a tradeoff between delay and performance. As performance measure we use the mean squared error (MSE) per sample, defined as Fig. 1 . Overview of the WSN. K sensor nodes that should communicate their measurements to a fusion center.
The objective is to minimize the MSE by a proper choice of encoding and decoding functions {s i ,
, where s i should satisfy an average power constraint
III. PROPOSED SCHEME Due to fading, the signal-to-noise ratio (SNR) of the different channels to the fusion center will be different. Some sensors will have a high SNR, which could correspond to the sensor being close to the fusion center, line-of-sight transmission or constructive multipath propagation; whereas others have a low SNR, which could correspond to the sensors being further away, something blocking their transmission or destructive multipath propagation. Distributed source coding is mainly a way to reduce transmission rate or equivalently, in analog transmission as studied in this paper, a way to mitigate the effects of the channel noise. Because of this and since we are interested in each sensor's measurement, there is little gain in using distributed source coding for the sensors that already have a high SNR. We therefore propose the following scheduling and transmission strategy: 1) Transmit the measurements from the M sensors having highest SNR with conventional point-to-point sourcechannel coding techniques. In this scenario we use linear transmission. 2) Estimate X and Y i , i = 1, . . . , M, from these transmissions. 3) Transmit the measurements from the remaining sensors using MLM, assuming that the estimate of X is available as side information at the receiver.
A. Phase 1: Linear Transmission
Without loss of generality, let the sensors be in such way that linear transmission is used for the M first sensor nodes, that is, Fig. 2 . Transmission from one isolated sensor node using MLM with side information at the receiver.
The optimal receiver given the M linear transmissions is obtained by solving the Wiener-Hopf equations [20] . Let the elements of a vector A i be denoted by
where
In a similar manner, the optimal estimate of X is given bŷ
B. Phase 2: Modulo-Lattice Modulation
We need some basic terminology for lattices before we can proceed and look at the modulo-lattice modulation. An Ndimensional lattice Λ is defined by the generator matrix G ∈ R N ×N . A point l ∈ R N belongs to the lattice if and only if it can be written as l = Gi, where i ∈ Z N and Z = {0, ±1, ±2, . . .}. We define the nearest neighbor quantizer of a lattice Λ by
where Δ is used to explicitly specify the minimum distance between lattice points (which is the same as two times the packing radius of the lattice). For a particular lattice Λ, any Δ can be achieved by a proper scaling of G. For the lattices considered in this paper, there exist highly efficient algorithms that perform the operation in (13) without the need of an exhaustive search. The modulo-lattice operation that will be used in the rest of the paper is defined by
A comprehensive study of lattices and lattice quantization can be found in [21] . See also [16] , where the MLM scheme is presented and analyzed in detail.
We will now present how we will use MLM in our scenario. Given the M linear transmissions, we will isolate each of the remaining K−M sensors and treat them individually as shown in Figure 2 . The motivation for the individual treatment of the remaining sensors is the fact that Y i and Y j are conditionally independent given X for all j = i. The side-information from the linear transmissions is modeled byỸ = X+W , whereW is Gaussian noise with covariance matrix σ 2W I 1 . We use the correlation coefficients ρ XY and ρ XỸ to quantify the quality of the side-information,
Since side-information is available at the fusion center, we can use the following nonreversible modulo-operation at the source nodes
There are three scaling parameters involved -α i , β i , and Δ i . α i is chosen such that the variance of each component of α i Y i equals unity. In a similar way, β i is used to make sure that the power constraint in (6) is fulfilled. The parameter Δ i specifies the minimum distance of lattice points and determines the amount of information that is removed prior to transmission. If Δ i is large no information is removed and the sensor operates in a linear mode. On the other hand, if Δ i is small, more information is removed and the fusion center would have to rely on the side-information to estimate the removed part and be able to decode. The decoder is divided into three steps. First, the output of the sensor node, s i (y i ), is estimated from R i by using the linear minimum MSE (MMSE) estimator,
Next, the part that is removed during the modulo operation is estimated fromX andŝ i|R ,
Finally, Y i is estimated aŝ
Provided that the side-information is sufficiently good such thatQ Λi = Q ΛΔ i (α i Y i ) with high probability, decreasing Δ i would allow the sensor to increase β i without violating the power constraint. This can be seen as a virtual power gain and decreases the MSE. However, if Δ i is decreased below some threshold such that decoding errors become dominant in (18) , the MSE will increase. The optimal Δ i will depend both on ρ XY and ρ XỸ as well as the instantaneous SNR, P h
We have performed a numerical grid search to find the optimal Δ i for a large range of these parameters and the lattices E 8 , D 4 , Z 1 , where the subindices in this case denote the lattice dimension. The resulting performance for ρ XY = ρ XỸ = 0.99 This can be seen in Figure 3 , where we also compare the results to linear transmission and the Wyner-Ziv bound. The lattices we use -Z 1 , D 4 , and E 8 -are well known for their excellent properties. All of them are the densest lattice packings in their respective dimension and it is "a reasonable guess" [21] that they are also the best uniform quantizers among lattices. See [21] for details about their definitions and properties. By looking at Figure 3 we can see that linear transmission is slightly better than MLM for SNR points less than 7-8 dB. Because of this we make a small modification to the selection of sensors that use linear transmission and include also those sensors with low SNR, where linear transmission is superior. As the SNR increases we see that the curves are more or less parallel. For the specified correlation, MLM with the lattice E 8 is 7-8 dB better than linear transmission. The gain of increasing the dimensions from 1 to 4 and from 4 to 8 is roughly 1 dB. The gap to the Wyner-Ziv bound is 6-7 dB, however, it is worth to stress that this bound assumes infinite dimensions in both the source and channel coding. In [16] it is in fact shown that MLM can reach the Wyner-Ziv bound as the lattice dimension goes to infinity.
IV. NUMERICAL RESULTS
To evaluate the proposed method we will consider two scenarios -a WSN with 20 sensors and a WSN with 100 sensors. For each of these scenarios we let σ Figure 4 and Figure 5 . It is evident that our proposed method clearly outperforms transmission using linear modulation. As soon as the SNR exceeds a certain threshold, the gains are significant. This is despite the fact that the optimal receiver is used for the linear scheme whereas for the MLM scheme we have resorted to a suboptimal ad-hoc receiver. The limitation of the linear system is on the transmitting side. In the limit of a correlation coefficient ρ XY = 1, for each sample, linear transmission only uses a one-dimensional subspace of the K-dimensional channel space. This is the explanation why the linear system is not able to take advantage of the increased correlation as the SNR increases; the curves for ρ XY = 0.99 and ρ XY = 0.995 asymptotically converge to the curve ρ XY = 0. This is in contrast to the proposed system with MLM, where the advantage of a higher correlation is maintained as the SNR is increased. This is achieved by a decrease of Δ which makes sure that all dimensions of the channel space are used.
The Wyner-Ziv bound is obtained from Theorem 3 in [5] , where the minimum MSE given a sum-rate constraint is stated. The bound is used by taking the sum of each link's ergodic channel capacity as the sum rate. In general, this bound is too optimistic and is not achievable with short block lengths since it relies on infinite block lengths in several senses. For example, there is no outage since we use the ergodic channel capacity, the effects of the channel noise is cancelled out by an optimal channel code, and the correlation behaves exactly as the correlation coefficient predicts.
Another observation is that the threshold where MLM performs better than linear transmission is shifted towards a lower SNR for the scenario with 100 sensors. This is explained by looking at Figure 6 , where the number of linear sensors are plotted as a function of the SNR. At an SNR of 7.5 dB all sensors use linear transmission in the WSN with 20 sensors, while around 40 sensors use MLM in the WSN consisting of 100 sensor nodes. To put it in another way, as the number of sensor nodes increases, a smaller amount of sensors are needed to provide sufficiently good side information which is necessary for MLM to work.
V. CONCLUSIONS
We have proposed a joint source-channel coding scheme for WSNs based on MLM. The scheme is practical and has a low complexity that makes it suitable for WSNs consisting of a large number of sensors nodes. The use of very short block lengths is favorable in delay-sensitive applications such as control systems. We have investigated the gains of increasing the dimensions and shown that an 8-dimensional system performs about 1 dB better than a scalar system; linear transmission is clearly outperformed in all cases. The assumption of globally available CSI can easily be relaxed to a more realistic assumption of local CSI. The fusion center could then broadcast a threshold that determines if MLM or linear transmission should be used.
