A Best-Worst multi-attribute decision-making (MADM) method based on a new possibility degree is put forward to deal with MADM problems with probabilistic linguistic evaluation information. Firstly, a new possibility degree for pairwise comparisons with probabilistic linguistic term sets (PLTSs) is defined. Secondly, starting from the new possibility degree, two different ideas of Best-Worst Method (BWM) for getting the optimal attribute weights are put forward. Thirdly, combining the new probabilistic linguistic possibility degree and the two BWM ideas, two optimization models for determining the attribute weights are constructed, respectively. Moreover, consistency ratios for two new BWM models are proposed to check the reliability of the pairwise comparisons. Meanwhile, the state of optimal solutions for the new BWM models is analyzed. Finally, a new Best-Worst MADM method under probabilistic linguistic information is presented, which is applied to a practical example of selecting optimal green enterprises. Some comparative analyses are given to show the rationality and validity of the proposed method.
I. INTRODUCTION
Multi-attribute decision-making (MADM) refers to the sorting and selecting of finite alternatives with multiple attributes. Its theory and methods have been widely applied in many fields such as engineering design, economics, management and military [1] . In decision-making practice, decision makers (DMs) prefer to use linguistic terms to express personal preferences owing to the complexity of objective things and the ambiguity of human thinking [2] - [4] . For instance, people usually provide their preferences by means of linguistic terms such as ''poor'', ''fair'', or ''good'' instead of numerical ones when evaluating the comfort or design of a car. Zadeh [5] first proposed the concept of linguistic variables. Since then, taking into account its rational use in different decision scenarios, some scholars have defined linguistic term sets (LTS) in different structural forms, such as uncertain linguistic term The associate editor coordinating the review of this manuscript and approving it for publication was Guiwu Wei. set [6] , multi-granularity linguistic term set [7] , unbalanced linguistic term set [8] and hesitant fuzzy linguistic term set (HFLTS) [9] . Research on the related expansions of LTS strongly promote the development of qualitative MADM. Especially, HFLTS-based multi-attribute decision making has received extensive attention in recent years, which is largely due to better representing the qualitative information of DMs [2] . For example, it can describe fuzzy information and hesitancy of linguistic information presented by DMs at the same time. However, it cannot precisely reflect the degree of preference of DMs for linguistic information [10] . To this end, Pang et al. [11] proposed the concept of probabilistic linguistic term set (PLTS) after considering the importance of each linguistic variable. Taking a satisfaction evaluation as an example, a takeaway merchant surveys the overall satisfaction of 100 customers, among whom 30 customers give the satisfaction rating ''slightly good'', 30 customers give the satisfaction rating ''good'', and 40 customers give the satisfaction rating ''very good''. Therefore, the overall satisfaction evaluation of 100 customers can be expressed by the following PLTS: {slightly good (0.3), good (0.3), very good (0.4)}.
In view of the fact that PLTSs can more realistically simulate qualitative decision preferences and reduce the loss of original information than HFLTS, the issue of MADM based on probabilistic linguistic information has become a hot topic in recent years. In terms of operations of PLTSs, Gou and Xu [12] redefined the PLTS and gave novel operation rules for overcoming the shortcomings of the PLTS defined in Ref. [11] . Kobina et al. [13] investigated some new power aggregation operators for fusing PLTSs. Liang et al. [14] developed the weighted probabilistic linguistic geometric Bonferroni mean operators which were utilized to fuse the information. Yu et al. [15] proposed the probabilistic linguistic weighted average and probabilistic linguistic order weighted average operators and stated their properties. Liao et al. [16] defined novel operations of PLTSs based on the disparity degrees of linguistic terms. In terms of comparison of PLTSs, Li et al. [17] developed a new comparison method based on dominance degrees of probability distribution function. Additionally, based on the area idea, Bai et al. [18] developed the possibility degree formula by comprehensively using the envelope properties of PLTSs and the comparison method of fuzzy numbers. Feng et al. [19] pointed out that the possibility degree formula of the Ref. [20] is defective in transitivity, and found that the results obtained by the possibility degree formula of the Ref. [18] is inconsistent with the intuitive results in some cases. In terms of determining the weights of attributes with PLTSs, the new attribute weight determining methods have been presented by integrating the classical ones into probabilistic linguistic decision-making environments. For example, Yu et al. [21] put forward the differential evolution algorithm to obtain the attribute weight. Considering both the subjective opinions and the correlation between attributes, Wu et al. [22] developed a probability linguistic multiplicative analytic hierarchy process method for determining the attribute weights. Li and Wei [23] proposed a novel method of obtaining the attribute weight based on maximum deviation method. In terms of constructing MADM methods for PLTSs, some classical MADM methods have been extended under probabilistic linguistic information environments. For instance, Zhang and Xing [24] integrated the classical VIKOR method into the probabilistic linguistic decision-making environment to evaluate green supply chain initiatives. Liao et al. [25] built a probabilistic linguistic-based linear programming model to derive the weights of attributes. Liu and You [26] extended the TODIM to solve the MADM problems with PLTSs. Wu and Liao [27] proposed a new PL-ORESTE by extending the classical ORESTE into probabilistic linguistic context. Nevertheless, so far, there exist the following some deficiencies for MADM with PLTSs. (a) Although the possibility degree formula proposed by Feng et al. [19] makes up for the lack of the existing one for comparing PLTSs, the defect of Feng et al.'s formula is still open in some instances.
For example, when the linguistic term is the same and the corresponding probability is different in the two PLTS, it is not appropriate to multiply the two probabilities and then average them (see the detailed analysis in Section 3). (b) The determining methods of attribute weights by simply integrating the traditional ideas cannot fully exploit the attribute weight information in the probabilistic linguistic decision-making environment, which may lead to the loss of original information. (c) Although the classical BWM method plays an important role in determining the weights of numerical attributes, so far, with regard to uncertain situations with PLTSs, there is very little research on the extended BWM models, the corresponding consistency ratio, and the specific judgment analysis for multiple optimal solutions of the models.
This paper aims to propose a MADM method based on new possibility degree to solve MADM with probabilistic linguistic information. Compared with the existing MADM methods, the proposed MADM method has advantages in both weight determination of attributes with PLTSs and comparison of PLTSs. Therefore, the new MADM approach improves the decision reliability so that it can be accurately and effectively applied to the MADM with PLTSs in real decision contexts. The main innovations of this paper are as follows.
(a) We propose a new operation law with the aid of possibility degree to compare any two PLTSs. Under the premise of satisfying the good properties of the existing comparison methods, the proposed comparison method can not only make up for the deficiency of the Feng et al.'s formula, but also be applied when a PLTS degenerates into an LTS. (b) In combination with the classical BWM framework, we develop a new Best-Worst MADM method for MADM problems with PLTSs, where the optimal attribute weights are obtained by constructing and solving two new BWM-based optimization models. (c) Two consistency ratios for two new BWM models are proposed to check the reliability of the pairwise comparisons. At the same time, the state of optimal solutions for the new BWM models is also investigated. (d) We illustrate the applicability of the proposed method by a case study of selecting optimal green enterprises. Besides, we make some comparative analysis so as to show the advantages of the proposed method. The remainder of the paper is organized as follows. Section 2 reviews basic concepts of PLTS, the classical BWM, and gives the description of problem investigated in this paper. Section 3 presents a new possibility degree for PLTSs. The optimization models of attribute weights based on the new possibility degree for PLTS and two BWM ideas are developed in Section 4. The specific steps of the proposed method are described in Section 5. Section 6 illustrates an example of selecting optimal green enterprises and some comparative analyses. Section 7 ends the paper with some concluding remarks.
II. PRELIMINARIES A. BASIC CONCEPTS
For the convenience of the following description, this section first briefly reviews the basic definitions of LTS and PLTS, and their operations.
Definition 1 [9] : Let S = { s i | i = −τ, . . . , −1, 0, 1, . . . , τ } be a subscript-symmetric ordinal LTS, where τ is a positive integer, s 0 represents the assessment of ''indifference'' or ''medium'' and the remaining linguistic terms are symmetrically distributed around s 0 in ascending order of intensity. s i satisfies the following conditions: 1) The set is ordered:
The negation operator is defined as: neg(s i ) = s −i .
For example, the LTS S with seven granularities could be is obtained by the equation as shown at the bottom of this page.
Some basic operations of LTS can be seen the Ref. [9] for details.
Definition 2 [11] : Let S = { s i | i = −τ, . . . , −1, 0, 1, . . . , τ } be a subscript-symmetric ordinal LTS. A PLTS on S can be expressed by (1) , as shown at the bottom of this page, where L (k) p (k) denotes the k th linguistic term L (k) with the probability p (k) , and #L (p) is the number of all different LTS in L (p), the linguistic terms L (k) p (k) (k = 1, 2, . . . , #L (p)) are arranged according to the values of L (k) p (k) (k = 1, 2, . . . , #L (p)) in descending order. Here, the expression #L(p) k=1 p (k) < 1 indicates that the DM, due to his/her lack knowledge, cannot provide complete assessment information, resulting in the absence of partial probability information. Therefore, the known information should be normalized. The normalization method of PLTS is defined in the following definition 3.
Definition 3 [11] : Given two PLTSs on S :
, two steps to normalizing L i (p) are shown in below.
1) If
is defined as, (2) shown at the bottom of this page.
where p i
2) If #L 1 (p) = #L 2 (p), when #L 1 (p) > #L 2 (p), then we can add #L 1 (p) − #L 2 (p) linguistic terms to L 2 (p) so that the numbers of linguistic terms in L 1 (p) and L 2 (p) are identical. The added linguistic terms are the smallest ones in L 2 (p), and their corresponding probabilities are zero. Definition 4 [11] : Let L 1 (p) and L 2 (p) be two normalized ordered PLTSs,λ ≥ 0, some operational laws can be defined as follows:
Definition 5 [11] : is the weight vector such that n i=1 w i = 1 and w i ≥ 0, i = 1, 2, . . . , n. Then, the probabilistic linguistic weighted averaging (PLWA) operator can be defined as follows, (3) as shown at the bottom of this page. 
B. BEST WORST METHOD
In multi-attribute decision making, attribute weight is crucial to the optimal ranking of the alternatives [28] . The main methods for determining attribute weights include Analytic Hierarchy Process (AHP) [29] , [30] , entropy weight method [31] , [32] , objective and subjective synthetic approach [33] , maximum deviation method [34] , LINMAP method [35] , multi-objective programming model [36] , and full consistency method [37] , et al. Recently, Rezaei [38] , [39] proposed a BWM method for solving attribute weights, which has the advantage of requiring less pairwise comparison information and higher acceptable consistency. Therefore, the calculation results are more reasonable and reliable. The classical BWM uses the following five steps to gain the optimal attribute weights [40] . Its basic flowchart can be summarized in Fig. 1 .
Step 1: Determine a set of attributes.
Step 2: Choose the best attribute c B and the worst attribute c W from the set of decision attributes.
Step 3: Determine the pairwise comparison value vector of the best attribute and other attributes, the best to others vector would be A B = (a B1 , a B2 , . . . , a Bn ), where a Bj indicates the degree of preference between the best attribute c B and the j-th attribute c j .
Step 4: Determine the pairwise comparison value vector of the worst attribute and other attributes, the worst to others vector would be A W = (a 1W , a 2W , . . . , a nW ), where c jW indicates the degree of preference between the j-th attribute c j and the worst attribute c W .
Step 5: Find the optimal weights vector. Construct an optimization model with the idea of minimizing the maximum among the set of w B w j − a Bj , w j w W − a jw to determine the optimal attribute weight vector w * = w * 1 , w * 2 , . . . , w * n . Since the first paper about the BWM was put forward by Rezaei in 2015, it has already attracted great attention of the scholars due to its simple logic. From an application point of view, it has been introduced to solve a lot of real problems involved in supply chain management [41] , environment management [42] , technological forecasting [43] , etc. From a theoretical point of view, Safarzadeh et al. [44] extended a novel group decision-making method based on BWM. Guo and Zhao [45] proposed a fuzzy best-worst method to solve the fuzzy MADM problems. For the group decision-making problems, Mohammedi and Rezaei [46] developed the Bayesian best-worst method by applying Bayesian statistics to MADM to obtain the aggregated final weights of attributes for a group of DMs. However, uncertainty extensions of BWM model and techniques of handling the multi-optimality are issues that need to be further studied in the future.
C. PROBLEM DESCRIPTION
This paper mainly investigates MADM problems with probabilistic linguistic information. The evaluation information characterized by the PLTSs is mainly reflected in the following two aspects. On the one hand, the DMs prefer to use qualitative linguistic information to express their preferences when describing things. On the other hand, due to the personal knowledge and external pressure, the DMs are accustomed to using several linguistic terms, importance degree of which are different, to express an evaluation value. This kind of problem usually occurs when selecting emergency rescue plans [47] , financial technologies [48] , hotels on TripAdvisor.com [49] , intelligent medical hospitals [50] , and sustainable suppliers [51] , etc.
Let S = {s α |α = −τ , · · · , −1, 0, 1, · · · , τ } be a subscript-symmetric LTS, X = {x 1 , x 2 · · · , x m }(m ≥ 2) be a finite set of m alternatives, and C = {c 1 , c 2 , · · · , c n } = C benefit ∪ C cos t (n ≥ 2) be a set of n attributes, where C benefit and C cos t represent the benefit attribute and cost attribute sets, respectively. The weight vector is denoted as w = (w 1 , w 2 , · · · , w n ) such that w j ∈ [0, 1] and n j=1 w j = 1. The attribute value given by DM for alternative x i with respect to the attribute c j ∈ C is denoted as L ij (p) (described by PLSs). R = L ij (p) m×n is called a decision-making matrix of the DM on m alternatives and n attributes.
The main problem to be solved in this paper is to establish a MADM method for the PLTS information. The following questions arise when investigating this research problem: (a) how do we reasonably and effectively compare two PLTSs to make up for the shortcomings of the existing comparison methods? (b) how do we fully exploit the attribute weight information to service for the sorting and selection of alternatives after collecting the probabilistic linguistic decision information? (c) how do we design a new MADM procedure to choose the optimal solution with the help of combining the comparison method for PLTSs with the attribute weight determining method?
III. NEW POSSIBILITY DEGREE FOR COMPARING PLTSs
In the multi-attribute decision problems based on probabilistic linguistic information, to select the optimal alternative, two probabilistic linguistic evaluation values need to be compared. In view of the comparison of two PLTSs, some scholars have proposed some effective methods. Among them, the comparison methods based on the idea of possibility degree played a very important role in comparing any two PLTSs, which greatly enriched the existing comparison methods [18] , [19] . However, the existing possibility degree of PLTSs is still unreasonable in some special circumstances,
which forces us to further improve them. To this end, this section first reviews the existing possibility degree formulas for PLTSs and analyzes their advantages and defects. On this basis, a new possibility degree formula for comparing two PLTS is proposed, and its properties are given. Definition 6 [18] : Let S = { s i | i = −3, −2, −1, 0, 1, 2, 3} be an LTS, L 1 (p) and L 2 (p) be two PLTSs. The possibility degree of L 1 (p) is not inferior to L 2 (p) is defined as (4) shown at the top of this page, where a (L i ) − and a (L i ) + are the lower area and upper area of L i (p), respectively, and a (L 1 ∩ L 2 ) represents the area of the intersection between L 1 (p) and L 2 (p).
Remark 7: Eq. (4) (proposed by Bai et al.) comprehensively utilizes the envelope properties of PLTSs and the classical idea of possibility degree for comparing between fuzzy numbers.
PLTSs on S. The possibility degree of the above two PLTSs is calculated by formula (4) as follows
However, intuitively, L 2 (p) is inferior to L 1 (p). In fact, when the LTS in the PLTS is not continuous, the calculated result according to formula (4) sometimes does not match the intuition. So, Feng et al. [19] improved the possibility degree formula.
Definition 9 [19] : Let L 1 (p) and L 2 (p) be two PLTSs on S. The possibility degree that L 1 (p) is not inferior to L 2 (p) is defined as (5) shown at the top of this page, where, is obtained by the equation as shown at the top of this page, where #L k (p) denotes the number of linguistic terms in L k (p) (k = 1, 2), and γ i (or γ j ) is the subscript of linguistic term s i (or s j ).
Remark 10: In the original Ref. [19] , the mathematical symbols in the possibility degree formula have writing mistakes. Here, the formula (5) has been corrected accordingly.
Remark 11: The construction idea of Eq. (5) combines the probability distribution theory with the possibility degree of HFLTS.
Example 12:
According to formula (5) , the corresponding probability degrees are:
However, intuitively, P(L 3 (p) ≥ L 4 (p)) > P(L 3 (p) ≥ L 4 (p)). Furthermore, when L 3 (p) or L 4 (p) reduces into an LTS. That is, when L 3 (p) = {s 1 (1)} , L 4 (p) = {s 1 (1)}, and R 1 = R 2 = 0, formula (5) fails so that it is impossible to distinguish between two PLTSs. To overcome the potential shortcomings, we must redefine a possibility degree formula to compare two PLTSs.
Definition 13: Let L 1 (p) and L 2 (p) be two PLTS on S = { s i | i = −τ, · · · , −1, 0, 1, · · · , τ }. The possibility degree of L 1 (p) being not inferior to L 2 (p) is defined as (6) shown at the top of this page, where the meanings of R k , A k , #L k (p), N s i , s j , γ i and γ j are the same as those in Definition 9.
Remark 14: Compared with possibility degree formula (4) in definition 6, formula (6) takes into account the difference of probability distribution between two PLTSs as well as the difference between the subscripts of linguistic terms. Compared with the formula (5) in definition 9, formula (6) not only considers the probability ratio of each linguistic term when the linguistic terms are the same, but also considers the applicability of the possibility degree formula when a PLTS reduces into an LTS. Consequently, formula (6) shows the better performance in terms of comparing two PLTSs.
In particular, if P (L 1 (p) ≥ L 2 (p)) = 1, then we say that L 1 (p) is absolutely superior to L 2 (p); if 0 < P (L 1 (p) ≥ L 2 (p)) < 1, then we say that L 1 (p) is superior to L 2 (p) with the degree of P (L 1 (p) ≥ L 2 (p)); if P (L 1 (p) ≥ L 2 (p)) = P (L 2 (p) ≥ L 1 (p)) = 0.5, we say that L 1 (p) is indifferent with L 2 (p).
Let L 1 (p), L 2 (p) and L 3 (p) be three PLTSs, respectively. Then some properties of the probabilistic linguistic possibility degree given by definition 13 are shown as follows.
Property 15 (Normalization):
Property 17 (Complementarity):
Especially, when L 1 (p) = L 2 (p), P (L 1 (p) ≥ L 2 (p)) = P (L 2 (p) ≥ L 1 (p)) = 0.5. Property 18 (Transitivity): if P (L 1 (p) ≥ L 2 (p)) ≥ 0.5 and P (L 2 (p) ≥ L 3 (p)) ≥ 0.5, then P (L 1 (p) ≥ L 3 (p)) ≥ 0.5.
Proof: It is obvious that the properties 1-4 hold. Considering that the proposed possibility degree formula (6) has the above-mentioned good properties, we can define the following partial order '' '' for comparing two PTLSs.
Definition 19: P (L 1 (p) ≥ L 2 (p)) < 0.5 if and only if L 2 (p)
Example 20: Example 8 and 12 by Definition 13, we get:
Since 0.39 is less than 0.5, we can conclude that L 2 (p) L 1 (p) which is in line with the intuition. It is consistent with the comparison between L 1 (p) and L 2 (p) obtained by using Eq.(5) (that is, P (L 1 (p) ≥ L 2 (p)) = 0.385 < 0.5), although the formula (5) and formula (6) are slightly different in the representation of strengths and weaknesses. In addition, since 0.91 is less than 0.97, to a certain extent, we can imply that the intensity of L 3 (p) L 4 (p) is greater than that of L 3 (p) L 4 (p), which is also consistent with the intuitive conclusion. Nevertheless, by applying the formula (5), we cannot distinguish the strengths and weaknesses of the two pairs of PLTSs ({L 3 (p) , L 4 (p)} and L 3 (p) , L 4 (p) ). Therefore, the new possibility degree formula (6) is more reasonable and effective than the existing ones.
IV. ATTRIBUTE WEIGHT OPTIMIZATION COMBINING NEW POSSIBILITY DEGREE AND TWO DIFFERENT BWM IDEAS
Note that, in the classical BWM, pairwise comparisons are conducted between each of these two attributes (best and worst) and the other attribute. The DM usually uses a 1-9 scale to express the strength of the pairwise comparison-based preference. To obtain the preference intensities from the original probabilistic linguistic decision matrix, we make use of the new proposed possibility degree to perform the above mentioned pairwise comparisons. As a result, we can gain a fuzzy complementary possibility matrix on [0,1] scale. So, in order to fully exploit the implied attribute weight, assisting in the selection of the optimal alternative(s), pairwise comparisons of attribute information with PLTSs over each alternative is firstly carried out. Then, integrating the philosophy of classical BWM with the possibility matrix, we bring forward two new ideas of constructing the optimization models to get the optimal attribute weight. The basic flowchart of the two different BWM ideas, starting from the new possibility degree, is shown in Fig. 2 Idea 1: First, construct the PLTSs-based fuzzy complement possibility degree matrix on the [0,1] scale based on new proposed possibility degree. Then, convert the PLTSs-based fuzzy complement possibility degree matrix on the [0, 1] scale to the PLTSs-based fuzzy reciprocal possibility matrix on the [1 9, 9] scale by some conversion function. Finally, motivated by the idea of classical BWM [38] , [39] , construct an attribute weight optimization model. Next, we introduce the attribute weight optimization models based on the above two ideas one by one. Also, the consistencies of two types of possibility degree matrices and the state of the solutions of the two optimization models are analyzed. 
Therefore, the matrix H i = h i st n×n is a fuzzy reciprocal possibility degree matrix on the [1 9, 9] scale.
If the matrix H i does not satisfy full consistency, then the optimal weight vector w i = (w 1 , w 2 , . . . , w n ) over alternative x i needs to satisfy the maximum absolute differences 
By solving the model (M-2), we can obtain the optimal weight vector w * = w * 1 , w * 2 , . . . , w * n and the optimal value (δ L 1 ) * .
Similar to the analysis in the Ref. [39] , it can be known that the model (M-1) has multiple optimal solutions when the number of attributes is greater than 3. In general, the decision maker prefers the model with the unique optimal solution. In order to deal with multi-solution problems, the Ref. [39] proposed two ways to tackle this problem: one is based on interval weight analysis, and the other is to convert the minimum nonlinear model into a linear model. Obviously, from the knowledge of linear algebra, the linear programming model (M-2) has a unique optimal solution w * = w * 1 , w * 2 , . . . , w * n . The closer the consistency index value (δ L 1 ) * is to zero, the higher the acceptable level of consistency is. So, (δ L 1 ) * can be directly considered as a consistency indicator of possibility degree matrix D i . 
then D i is called n-order PLTSs-based fuzzy complementary possibility degree matrix with multiplicative consistency over the attribute set C under alternative x i . Remark 24: We can find that the consistent possibility degree matrix defined above satisfies Tanino's multiplicative transitivity property. The multiplicative transitivity property was first proposed by Tanino [52] for fuzzy preference relations. According to Ref. [53] , if a fuzzy preference relation A = (a ij ) n×n is said to be multiplicatively consistent, it can be concluded that a ij = w i (w i + w j ), where w = (w 1 , w 2 , . . . , w n ) is the priority vector of A, satisfying w i ∈ [0, 1], n i=1 w i = 1. Besides, we must note that there are only n − 1 elements independent in A.
It is not difficult to check that, if D i satisfies the multiplicative consistency, the relationship among w i = (w 1 , w 2 , . . . , w n ), d i Bs , and d i sW , satisfies the following equations
If D i does not satisfy the multiplicative consistency, then the optimal weight vector w i = (w 1 , w 2 , . . . , w n ) under alternative x i needs to satisfy the maximum absolute differences 
By solving the model (M-4), we can obtain the optimal weight vector w * = w * 1 , w * 2 , . . . , w * n and the optimal value δ * . Next, we analyze the state of the solution of the model (M-4) in detail. Suppose that he right-hand side (δ) in the inequality constraints of (M-4) is replaced by the optimal value δ * , and then the following linear system (8) used to analyze whether the optimal weight vector is unique can be obtained.
Under the assumption of the possibility degree matrix having full consistency (δ * = 0), each inequality constraint -4) . Based on the theory of non-homogeneous linear equations in linear algebra, the problem with full consistency can be equivalent to the one with n variables (n attributes) and n inequality constraints (n − 1 independent pairwise constraints and one weighted sum constraint), So, there is a unique optimal solution to the problem with full consistency.
For a problem without full consistency (δ * > 0), each inequality constraint d i
. Hence, we have 2 (2n − 3) inequality constraints and one constraint for the weights sum, that is to say, there are 4n-5 constraints in total. Considering that δ is replaced by the optimal value δ * , we can conclude that there are at least two equality constraints, and others are inequality constraints. In addition, there are 5n − 8 variables (n weight variables and 4n − 8 slack variables) in the linear system (8) . With the theory of linear algebraic equations, it can be considered as a problem of non-homogeneous linear equations with 4n − 5 constraints and 5n − 8 variables. Specifically, the state of the solution is analyzed as follows:
1) When the number of variables is equal to the number of constraints (4n − 5 = 5n − 8), the nonhomogeneous linear system (8) has a unique solution. Therefore, for a problem that does not fully satisfy the multiplicative consistency, the model (M-4) has a unique solution if the number of attributes n is equal to 3. 2) When the number of variables is greater than the number of constraints (5n − 8 > 4n − 5), the nonhomogeneous linear system (8) has multiple solutions. Therefore, for a problem that does not fully satisfy the multiplicative consistency, the model (M-4) has multiple optimal solutions if the number of attributes n is greater than 3. However, one disadvantage exists in the min-max nonlinear model (M-3) because it leads to complexity in computing. The other disadvantage is the multi-optimality of the weight of the model (M-3). In fact, although the multi-optimality could provide more information than the singleton optimal solution, in some situations, DMs may prefer the unique optimal solution. Taking into account the above two factors, similar to the linearization strategy of classical BWM, we further investigate a linear model from the following linear technique. Let 
By solving model (M-5), we can obtain the optimal weights vector w * = w * 1 , w * 2 , . . . , w * n and the optimal value (δ L 2 ) * . Obviously, according to the theory of linear algebra, the model (M-5) has a unique optimal solution (δ L 2 ) * . Besides, the closer (δ L 2 ) * is to zero, the higher the acceptable level of consistency for the model (M-5) is. So, (δ L 2 ) * can also be directly considered as a consistency indicator of possibility degree matrix D i .
V. THE PROPOSED METHOD
We can now describe the main steps of the proposed MADM method, which we call a Best-Worst MADM method based on new possibility degree for PLTSs. The flowchart of our method is given in Fig.3 .
Step 1: Identify all the alternatives to be evaluated, and the evaluation attributes. Determine the subscript-symmetric VOLUME 7, 2019 ordinal LTS S, the alternatives set X , and the attributes set C. Construct the original probabilistic linguistic decision matrix R = L ij (p) m×n , and then determine the equivalent proba-
In the Eq. (9), neg represents negative operator, that is
is the subscript of the LTS L (k) ij , k = 1, 2, . . . , #L ij (p) [54] .
Step 2: ObtainR = L ij (p) m×n by normalizing R according to Definition 3.
Step 3: Obtain the possibility degree matrix D i = d i st n×n (i = 1, 2, . . . , m) by pairwise comparisons over the attributes for the alternative x i according to Eq. (6).
Step 4: Calculate the attribute weight vector w i = (w 1 , w 2 , . . . , w n ) for the alternative x i according to one of two BWM ideas (model (M-2) or model (M-5)).
Step 5 Calculate the comprehensive weighted evaluation value U i of the alternative x i according to Eq. (3) and Step 4, where
Step 6: Applying to Eq. (6), the possibility degree for comparing the weighted evaluation values U i and U l is calculated, and the comprehensive weighted evaluation possibility degree matrix U = (u il ) m×m is obtained, where u il = P U i ≥ U l , i, l = 1, 2, . . . , m.
Step 7: Calculate the total dominance value of each alter-
Rank the alternatives according to the decreasing orders of Z i , and then select the optimal alternative(s) x * i such that
VI. ILLUSTRATIVE EXAMPLE
Nowadays, green development has become an international consensus. Many countries regard the development of green industry as an important measure to promote economic restructuring, highlighting the concept and connotation of green [55] . The 19th National Congress of the Communist Party of China pointed out that socialism with Chinese characteristics has entered a new era, where the major contradictions in Chinese society have undergone historic changes, and green development has become an important means of solving major social contradictions in the new era.
As is known to all, China's reform and opening up policy has been implemented for 41 years since 1978, and the achievements of China's economic take-off have attracted worldwide attention. While enjoying the fruits of economic development, people have realized that it has also brought about the destruction of resources, environmental pollution and ecological damage, at the expense of the environment [56] . In view of this, more and more enterprises in China are seeking to develop appropriate green production systems in order to respond to national policies, meet social needs and strengthen their own competitiveness [57] . Therefore, how to evaluate the green enterprises effectively seems to be an important and urgent task.
In the context of green development, the administration of a certain city in China decided to choose an optimal green enterprise from three candidates (i.e., x 1 , x 2 and x 3 ) as the benchmark of green enterprise in order to promote the green construction and development of other enterprises in the city. The evaluation indicators that influence the experts on the evaluation of green enterprise are [56] : green products and services (c 1 ), green investment and finance (c 2 ), environmental costs and expenditures (c 3 ), and green R&D and innovation (c 4 ). In order to scientifically and rationally select the best green enterprise, the experts separately evaluate the above three alternatives with respect to four attributes based on the linguistic evaluation scale with seven granularities S = { s i | i = −3, · · · , 0, · · · , 3}, where ''s −3 = extremely bad'', ''s −2 =very bad'', ''s −1 = bad'', ''s 0 = general'', ''s 1 = good'', ''s 2 = very good'', and ''s 3 = extremely good''. The administration has recorded the linguistic evaluation information of all experts, for each alternative with respect to each attribute, into a data unit characterized by a PLTS. The data unit can also imply the partial information missing, that is, the sum of probabilities of linguistic terms in the PLTS can be less than 1. The recorded original probabilistic linguistic decision information has been shown in Table 1 .
A. DECISION-MAKING PROCESS
Step 1: Consider that the attribute c 3 , in the original probabilistic linguistic decision information, is cost attribute, and the rest are benefit attribute. Use Eq. (9) to obtain the probabilistic linguistic decision matrix R = L ij (p) Step 2: Use definition 3 to obtain the following normalized decision matrix R = L ij (p) 3×4 is obtained by the equation as shown at the bottom of this page.
Step 3: Use Eq. (6) to obtain d i st (i = 1, 2, 3; s, t = 1, 2, 3, 4) for each alternative. Then, the following possibility degree matrix D i = d i st 4×4 (i = 1, 2, 3) can be gotten. Step 5: Use Eq. 
 
Step 7: Calculate the total dominance value of each alternative as follows:
We can rank the alternative x i by comparing the overall dominance values Z i (i = 1, 2, 3). As Z 1 > Z 3 > Z 2 , the final ranking is x 1
x 3 x 2 . Thus, the best alternative is x 1 .
In addition, if the optimal attribute weight vector is determined by the model (M-2) with the transferring function in Step 4, the obtained ranking order of alternatives is completely consistent with the one by the above procedure. The comparison results from two BWM models (ideas) are shown in Table 2 .
B. COMPARATIVE ANALYSES
To illustrate the effectiveness and advantages of the proposed method (denoted as Method 1), two other MADM methods (called Method 2 and Method 3, respectively) are applied to the illustrative example. The comparative results using the three MADM methods are shown in Table 3 . M-2 : x 1 x 3 x 2 and M-5 : x 1
x 3 x 2 mean that the attribute weight vector is determined by using the model (M-2) and the model (M-5) in Step 4 of Method 1, respectively. We also find that the ranking results are not affected by the two different ways to determine attribute weights.
One alternative MADM method, denoted as Method 2, is the extended TOPSIS method proposed in the Ref. [11] . Specific steps are as follows. (a) The original probabilistic linguistic decision matrix is normalized, and the maximum deviation method is used to determine the attribute weight vector. (b) Determine the positive ideal solution (PIS) and the negative ideal solution (NIS) of alternatives, and calculate the deviation degree between each alternative and the PIS (or NIS). (c) Select the best alternative according to the defined closeness degree. Table 3 shows that the final ranking order of alternatives obtained by applying to Method 2 is consistent with the one by Method 1, indicating that the proposed method is effective. Besides, in terms of comparison for PLTSs, the comparative method based on the new possibility degree proposed in this paper does not need to add the linguistic terms to make two PLTSs consistent, that is, the second step in the Definition 3 can be omitted. It should be pointed out that this is only for the convenience of comparison with Method 1 although we also performed the second step of normalization of the probabilistic linguistic decision matrix of the illustrative example.
The other alternative MADM method is called Method 3. That is, the dominance degree formula for comparing PLTSs is introduced into MADM to solve the MADM problems discussed in this paper. The main thread of Method 3 is listed below. Firstly, using the dominance formula of PLTS in the Ref. [17] to replace the new possibility formula proposed in this paper, obtain the dominance degree matrix (instead of the possibility degree matrix) by pairwise comparisons over the attributes for each alternative. Then, calculate the attribute weight vector by constructing the optimization model similar to the model (2) or model (5) . Finally, the rest steps are consistent with the ones of the proposed method. The final ranking order of alternatives obtained by applying Method 3 is x 1 ∼ x 3 x 2 . The ranking results are different from the ones obtained by Method 1. It is difficult to distinguish the superiority between alternative x 1 and alternative x 3 . So, the optimal alternative cannot be selected. The reason may be that the dominance degree formula defined in the Ref. [17] only uses the calculation of probability, not considering the gap between hesitant fuzzy numbers or the distribution of linguistic terms. The new possibility degree formula defined in this paper considers the probability of when the linguistic term subscript and the linguistic term may appear at the same time so that it is more accurate when comparing two PLTSs. Therefore, the final ranking result is more reasonable and reliable.
VII. CONCLUDING REMARKS
Aiming at the issue of MADM with probabilistic linguistic information, this paper proposes a new Best-Worst MADM method. Compared with the existing MADM methods for PLTSs, the proposed method has the following characteristics.
(a) The new possibility degree formula makes up for some defects of the existing possibility degree formulas for probabilistic linguistic information. (b) The attribute weight determining models based on two BWM ideas provide a simple and effective way to fully exploit the attribute weight information under the probabilistic linguistic decision-making environment. (c) The reliability of the new attribute weight determining models is checked by developing the consistency ratio. Moreover, we discuss the state of the optimal solutions of the new models in detail, and then specifically give the existence conditions of multiple solutions and unique solutions. The research in the future is to extend the problems discussed in this paper to the large scale group decision-making problems or multi-attribute group decision-making problems with heterogeneous linguistic information, and to develop possibility degree-based decision-making methods by combining some extensions of the BWM (i.e., fuzzy BWM, multiplicative BWM, and Bayesian BWM). JIAN WU is currently pursuing the M.Sc. degree in applied mathematics from the Anhui University of Technology, China. He has published several original articles in some academic journals. His research interests include multiple attribute decision making and aggregation operators. VOLUME 7, 2019 
