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STEPHAN RAUB, INGO BREUER, CHRISTOPH GIERLING
und STEPHAN OLBRICH
Werkzeuge für Monitoring und
Management von Rechenclustern –
Anforderungen und Entwicklung des Tools <myJAM/>
Rechencluster, wie sie beispielsweise im Zentrum für Informations- und Medientechno-
logie an der Heinrich-Heine-Universität Düsseldorf betrieben werden, dienen vorwiegend
als Werkzeug für die rechenintensive Forschung – an der Heinrich-Heine-Universität im
Wesentlichen in den Naturwissenschaften: Physik, Chemie und Biologie. Zur Unterstüt-
zung des Betriebs solcher komplexen IT-Infrastrukturen werden wiederum Softwarewerk-
zeuge benötigt. Die Anforderungen dafür sind vielfältig: Es soll eine homogene Sicht auf
die zunehmend heterogenen Rechnerkonfigurationen geboten werden, die Benutzung soll
über einen herkömmlichen Webbrowser erfolgen und die Intensität und Effizienz der Nut-
zung des Rechenclusters soll kategorisiert nach Nutzergruppen, Projekten und Anwendun-
gen ausgewertet werden – nicht zuletzt auch als Basis für eine institutionenübergreifende
Abrechnung und als Hilfsmittel für die Planung zukünftiger Hochleistungsrechner (Groß-
geräte).
Aufgrund der Tatsache, dass ein solches Werkzeug nicht verfügbar war, gehörte zu den
Teilprojekten einer Kooperation mit der IT-Firma Bull GmbH die Entwicklung eines Ac-
counting- und Monitoring-Tools <myJAM/>1. In dem zweijährigen Projekt wurde ein
wissenschaftlicher Mitarbeiter von der Bull GmbH finanziert. Die Arbeiten wurden am
Lehrstuhl für IT-Management (Univ.-Prof. Dr. Stephan Olbrich) – in enger Zusammenar-
beit mit dem Zentrum für Informations- und Medientechnologie – durchgeführt. Nach dem
erfolgreichen Abschluss am 30. September 2009 wurde die Projektförderung inzwischen
verlängert und beim Bundesministerium für Bildung und Forschung eine Forschungsprä-
mie mit dem Ziel eingeworben, für <myJAM/> im Laufe des Jahres 2010 eine Nachhal-
tigkeitsstrategie zu entwickeln.
Die Entwicklung des Accounting- und Monitoring-Tools <myJAM/> ist das wohl er-
folgreichste Teilprojekt der Kooperation zwischen der Heinrich-Heine-Universität und der
Bull GmbH. Bei <myJAM/> handelt es sich um ein netzverteiltes und webbasiertes Sys-
tem für Accounting und Monitoring von Batchjobs auf Rechenclustern. Bei der Vorstel-
lung von <myJAM/> auf mehreren internationalen Konferenzen hat das Projekt jeweils
starke Aufmerksamkeit erregt. Viele Universitäten und andere Forschungseinrichtungen,
vom Forschungszentrum Jülich über das Max-Planck-Institut Göttingen bis hin zu For-
schergruppen mit eigenen kleineren Clustern, setzen <myJAM/> bereits ein oder haben
sich an das Entwicklerteam gewandt, um die Einsatzmöglichkeiten von <myJAM/> in
ihrem IT-Umfeld zu erörtern.
1 Vgl. Raub et al. (2008).
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Einleitung
Wenn in der IT von einem Cluster gesprochen wird, ist damit eine Menge von eng ver-
bundenen, autarken Computersystemen gemeint (Compute-Nodes), die auch physikalisch
nah beieinanderliegen. Diese zusammengeschlossenen Computer ermöglichen es, rechen-
intensive Probleme aus verschiedenen (interdisziplinären) Bereichen effizient zu lösen.
Ein solcher Cluster wird als High Performance Computing Cluster (HPC-Cluster) oder
einfach als Compute-Cluster bezeichnet.
Um die vorhandene Rechenkapazität eines Compute-Clusters nach Möglichkeit voll
auszuschöpfen, ist in den häufigsten Fällen eine Verwaltungssoftware vorhanden, die die
Zuweisung vorhandener Ressourcen übernimmt. Diese Art von Software wird im Folgen-
den als Batchsystem bezeichnet (Beispiele sind PBSpro2, TORQUE3, SunGridEngine4).
Die Nutzer des Clusters müssen ihre Aufträge („Jobs“) inklusive einer Liste der not-
wendigen Ressourcen, die diese benötigen, an das Batchsystem übermitteln. Die Software
entscheidet autonom wann, wo und wie der Job ausgeführt wird; das heißt, es wird ein
freies Zeitintervall auf einem der Compute-Nodes determiniert, in dem der Job ausgeführt
werden kann. Das Batchsystem verwaltet zusätzlich Details wie die notwendige Systemar-
chitektur, die Priorität, die Laufzeit und das Ausführungsverhalten des Jobs.
Für Betreiber eines Compute-Clusters ist es im höchsten Maße interessant, Informatio-
nen über die laufenden Jobs ihrer Nutzer zu gewinnen, unter anderem, um das Angebot
der bestehenden Ressourcen an die meist wachsenden Ansprüche der Nutzer anzupassen
zu können. Sehr oft fällt die Beantwortung von Fragen wie „Welche Software wird häufig
verwendet?“ oder „Wäre es interessant, die nächste Generation einer Software zu erwer-
ben?“ sehr schwer.
Die notwendigen Informationen, um solche Fragen zu beantworten, gehen über das
hinaus, was normale Hardware und Systemüberwachungsdienste (zum Beispiel Ganglia,
Nagios, Netperf, top) leisten können (Aufzeichnen der Systemlast, Speicherverbrauch und
so weiter). Dieser Umstand wird für heterogene Compute-Cluster zusätzlich erschwert.
Ihre physikalische Verteilung macht die Nutzung von bestehenden Softwarelösungen nur
teilweise bis gar nicht möglich.
Altair bietet ein kommerzielles Tool zur Analyse von Log-Files an, jedoch fehlt diesem
Tool die Möglichkeit, verschiedene Architekturen eines heterogenen Clusters zu unter-
scheiden, so dass eine architekturbezogene Analyse von Daten nicht möglich ist.
PBS bietet von Haus aus keine automatische Erkennung von laufenden Anwendungen
und keine Darstellung der Wartezeiten der Jobs in ihren Warteschlangen an. Da insbeson-
dere das Analyse-Tool nicht Open-Source-Status besitzt, stellt sich nicht zuletzt auch die
Frage nach der Erweiterbarkeit für spezielle Problemstellungen des homogenen Manage-
ments eines heterogenen Clusters.
Als Lösung dieser Problemstellung wurde das Job-Accounting- und Monitoring-System
für homogene und heterogene Cluster <myJAM/> entworfen und entwickelt.
Um Informationen über wartende oder laufende Jobs zu ermitteln, interagiert es mit
PBSPro, Torque oder anderen Batchsystemen. Bevor Jobs vom Queueing-System starten,
2 Vgl. http://www.altair.com (29.10.2009).
3 Vgl. http://www.clusterresources.com/products/torque (29.10.2009).
4 Vgl. http://gridengine.sunsource.net (29.10.2009).
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werden diese durch <myJAM/> auf entsprechende Berechtigungen überprüft und gege-
benenfalls abgelehnt. Vielfältige Visualisierungsmöglichkeiten in Verbindung mit zahlrei-
chen Anzeigekriterien erlauben einen schnellen Überblick, was, wie viel und wo gerade
auf dem Cluster etwas läuft oder in der Vergangenheit gelaufen ist.
<myJAM/> macht sich ausschließlich Open-Source-Softwaretechnologien wie PHP5,
Perl, Apache6, MySQL7 und OpenFlashChart8 zunutze. Bei OpenFlashChart handelt es
sich um eine in PHP und ActionScript entwickelte Komponente, mit der sich Diagramme
optisch ansprechend in Webseiten einbinden lassen. Wenn auch alle bisherigen Proof-of-
Concept-Installationen unter Linux betrieben werden, sind die genannten Softwarekom-
ponenten auch für Windows und Apples OS X verfügbar.
























Abb. 1: Architektur von <myJAM/>
Das <myJAM/>System lässt sich in drei Kernkomponenten gliedern (Abb. 1): Der Batch-
server, auf dem der Daemon (myJAMd) läuft, der Webserver, auf dem das Webfrontend
(myJAM_www) aufgesetzt ist, und der Datenbankserver mit der <myJAM/>-Datenbank
(myJAM_db). Die Komponenten können netzverteilt, das heißt auf separaten Systemen
unterschiedlicher Architektur, aufgesetzt werden.
Die Datenbank
Die <myJAM/>-Datenbank dient der Akkumulation der vom Daemon eingesammelten
und aufgearbeiteteten Daten, die vom Webfrontend abgerufen werden. Die Datenbank
5 Vgl. http://www.php.net (29.10.2009).
6 Vgl. http://httpd.apache.org (29.10.2009).
7 Vgl. http://www.mysql.com (29.10.2009).
8 Vgl. J. Glazerbrook, http://teethgrinder.co.uk/open-flash-chart (29.10.2009).
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dient darüber hinaus als Vermittlungsstelle zwischen Daemon und Webfrontend und der
persistenten Speicherung der im Betrieb gesammelten Cluster-Daten (Cluster History).
Die Datenbank von <myJAM/> wird mit MySQL5.x realisiert. Das Datenbankdesign
berücksichtigt weitgehend die dritte Normalform, um Dateninkonsistenzen vorzubeugen.
Aus Performancegründen wurden lediglich einige wenige Tabellen auf die zweite Normal-
form denormalisiert. User, Projekte, Warteschlagen, Hosts, Anwendungen und Kostenmo-
delle bilden die zentralen Tabellen. Alle Einträge besitzen Surrogatschlüssel als Primär-
schlüssel. Attribute, die auf Einträge einer anderen Tabelle referenzieren, benutzen diese
Surrogatschlüssel als Fremdschlüssel.
Für das Webfrontend werden die Einträge in den Tabellen und die Referenzen auf an-
dere Tabellen in PHP5-Objekte im Rahmen der <myJAM/>-Klassenbibliothek umgesetzt
(object-relational mapping).
Der Daemon
Eine Kernkomponente von <myJAM/> ist ein auf dem Batchsystem-Server laufender
Daemon-Prozess. Der Daemon interagiert mit dem Batchsystem und dem Betriebssystem
auf den einzelnen Compute-Nodes. Durch das Batchsystem sammelt dieser Informationen
über alle aktiven Jobs, wie die angeforderten und bisher genutzten Ressourcen sowie User-
und Projektdaten. Über das Betriebssystem der Compute-Nodes werden zusätzliche Infor-
mationen über das tatsächlich ausgeführte Programm (Binary oder Skript) in Erfahrung
gebracht.
Diese Informationen werden anhand eines numerischen Modells auf SUs (Service Units,
entspricht einer Core-Stunde) abgebildet. Die Berechnung der SUs geschieht ebenso wie
die Datansammlung in Echtzeit. Die so ermittelten SUs können vom Serviceanbieter mit
den Nutzern verrechnet werden.
Unterstützt wird der Daemon durch Prolog- und Epilog-Skripte, die entsprechend zu
Beginn und am Ende eines Jobs ausgeführt werden. Diese überprüfen unter anderem die
Legitimation der User sowie bestehende SU-Guthaben und entscheiden daran zum Bei-
spiel, ob ein Jobs mit den angeforderten Ressourcen gestartet werden darf.
Das neueste Feature des Daemons ist die aktive Steuerung von Cluster-Ressourcen. Ne-
ben dem Datamining-Thread des Daemons wird parallel auf Eingaben vom Webinterface
überprüft und diese – sofern sie die Sicherheitsprüfungen des Daemons bestehen (zum
Beispiel ob der Benutzer, der das Kommando geschickt hat, das auch wirklich durfte) –
als abstrahiertes Kommando umgesetzt. Exploitversuche werden neben der Sicherheits-
prüfung zudem durch das „Laden“ aller legalen Kommandos und die Zuordnung einer
Ausführungs-ID abgewehrt; das heißt, alle Kommandos, die der Daemon ausführen kann,
werden in regelmäßigen Abständen aus einer Datei eingelesen. Unbekannte Kommandos
werden einfach ignoriert und sofern erwünscht gemeldet.
Das Webfrontend
Konzepte
Das Webfrontend von <myJAM/> (Abb. 2) ist eine hoch interaktive Webanwendung (rich
internet application), die für User und Administratoren das zentrale Interface darstellt, um
zu konfigurieren, den Status von Warteschlangen oder des Clusters im Ganzen zu erfahren,
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Abb. 2: Login-Seite der <myJAM/>-Webanwendung
sich über laufende Jobs zu informieren, SU-Guthaben abzufragen oder neues Guthaben
anzufordern sowie aktuelle und historische Analysen und Statistiken zu visualisieren.
Die Anwendung sollte dem Benutzer eine hohe Übersichtlichkeit bieten, nicht künstlich
in ihrer Funktionalität beschnitten sein und an die Performance einer nativen Desktop-An-
wendung heranreichen. Neben diesen Gesichtspunkten wählten wir durch die Entwicklung
einer Webanwendung einen Betriebssystem-agnostischen Ansatz, wodurch zusätzlich die
Installation und Wartung vereinfacht werden sollte.
Konzeptionell stehen das Funktionsspektrum einer Anwendung und die Einfachheit,
diese zu bedienen, in einem Spannungsfeld zueinander. Wird eine Ansicht überfrachtet,
verliert der Benutzer die Übersicht und wird frustriert, oder er kann die gewünschte Ein-
stellung oder Information nicht erreichen und muss andere Werkzeuge zur Hilfe nehmen.
Die vom Daemon gesammelten Daten sollen in Form von diversen Diagrammen auf-
gearbeitet und präsentiert werden. Diese wiederum sind mit interaktiven Steuerelementen
zur Filterung und Manipulation des Datenstroms verknüpft, um dem Benutzer die optima-
le Ansicht auf die Daten zu ermöglichen. Eine informationsüberladene Darstellung, in der
die wesentlichen Informationen untergehen könnten, kann auf diese Weise vermieden wer-
den, und dadurch behält der Anwender die Kontrolle. Hinzu kommt noch ein intelligentes
Caching, um die beste Balance zwischen der Echtzeitdatenerfassung des <myJAM/>-
Daemons und der Darstellung der Daten ohne Wartezeiten zu erreichen. Sämtliche Anfra-
gen werden dadurch innerhalb einer Sekunde beantwortet.
Zur Reduzierung von Abhängigkeiten und um die Komplexität möglichst gering zu hal-
ten, wurde beim Softwaredesign des <myJAM/>-Webfrontends ein strenges Schichten-
modell zugrunde gelegt (Abb. 3).
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Abb. 3: Softwareschichten von <myJAM/>
Benutzerschnittstelle
Ein intuitiv bedienbares und konsistentes Design entscheidet maßgeblich über die Benutz-
barkeit einer Anwendung. Das gilt umso mehr bei Webapplikationen, von denen seitens
der Anwender mittlerweile erwartet wird, dass sie selbsterklärend und robust gegen Trial-
and-Error-Bedienung sind.
Die einzelnen Funktionen von <myJAM/> sind in einer permanent sichtbaren Weise
am linken Bildschirmrand in einem vertikalen Menü angeordnet, so dass es sich ständig im
peripheren Sichtfeld des Benutzers befindet. Dabei weist das Menü eine sehr flache Struk-
tur mit maximal einer weiteren Stufe auf. Dieser Aspekt wird konsequent in der gesamten
Benutzerführung umgesetzt, um die Auffindbarkeit von Funktionalität zu unterstützen.
Die grafische Darstellung von Daten aus der <myJAM/>-Datenbank erfolgt mit Hil-
fe der Open-Source-Bibliothek OpenFlashChart. Diese Bibliothek stellt für verschiedene
Diagrammtypen (wie Linien-, Balken- oder Tortendiagramme) PHP-Objekte zur Verfü-
gung und stellt die Diagramme dann als Flash-Content dar.
Um in einen anderen Funktionsbereich zu wechseln, wurde <myJAM/> stark intern
verlinkt. Dieses Konzept ermöglicht es, Bereiche und Funktionen auf mehreren Wegen
innerhalb von<myJAM/> zu erreichen. User, Projekte, Anwendungen, Jobs und so weiter
können in jedem Kontext angeklickt werden und führen direkt zu der entsprechenden
Detailansicht auf Basis der Methoden dieses Objekts. Auf diese Weise wird der Anwender
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Mit <myJAM/> ist die Anzeige detaillierter Informationen über den aktuellen Status
des Clusters möglich. Dazu gehören eine Übersicht über die Auslastung der einzelnen
Architekturen, die Anzahl der benutzten Cores pro Architektur und die Anzahl der Jobs pro
Architektur. Ein Histogramm über die Häufigkeit von Jobs nach der Anzahl der genutzten
Cores pro Job gibt Auskunft darüber, wie stark parallele Anwendungen vertreten sind.
Auch hier greift wieder das auch in anderen <myJAM/>-Bereichen eingesetzte Kon-
zept der gegenseitigen Verlinkung. So lassen sich die Diagrammelemente anklicken und
geben Details preis, anstatt erst von anderer Stelle abgerufen werden zu können, wie zum
Beispiel der Applikationsadministration.
Cluster History
Aus der zeitlichen Abbildung des Cluster-Status lassen sich vielfältige Berichte und Ana-
lysen erstellen. Aus diesen lassen sich beispielsweise Nutzungsprofile und die Lastvertei-
lung zur weiteren Planung von Kapazitäten und Kostenverteilung des Clusters ermitteln.
Projekte
Hier können neue Projekte angelegt und bereits existierende administriert werden. Mit Hil-
fe von Projektstatistiken in Diagrammform kann man hier einen Überblick über die Anzahl
der benutzten Service-Units und der Jobs des ausgewählten Projekts sowie der benutzten
Prozessorarchitekturen erhalten. Die Projektkonfiguration ermöglicht dem Administrator,
Änderungen an wichtigen Projektparametern vorzunehmen, wie zum Beispiel Mitglieder
des Projekts hinzuzufügen, zu entfernen oder auch die Ressourcen festzulegen, zu denen
das Projekt Zugang erhalten kann.
Applikationen und Software-Accounting
<myJAM/> besitzt als ein herausragendes Feature die Fähigkeit, die gerade auf dem Clus-
ter laufenden Anwendungen zu erkennen (Software-Accounting). Als Anwendung verste-
hen wir in diesem Zusammenhang eine ausführbare Datei (Binary), ein Skript oder eine
zusammengehörende Sammlung von Binaries und/oder Skripten, die zusammen ein in sich
geschlossenes Programmpaket ergeben.
Die Information, was genau gerade auf welchem Knoten läuft, gehört zu einem um-
fassenden Monitoring dazu. Die historische Analyse dieser Informationen erlaubt es, An-
schaffungen an den Nutzerkreis anzupassen oder gezielt Schulungen für die „Hauptnut-
zergemeinde“ anzubieten.
Doch genau hier tun sich die meisten etablierten Tools sehr schwer: Batchsysteme geben
hierbei meist nur einen Surrogatschlüssel an (zum Beispiel eine fortlaufende Jobnummer).
Über diesen Surrogatschlüssel sind Zugriffe auf Detailinformationen dieses Jobs möglich,
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Abb. 4: Applikationsverwaltung
worunter sich auch ein vom User frei wählbarer Jobname befinden kann. Um jedoch zu-
verlässig anzeigen zu können, welche Anwendung zu diesem Job gehört, wäre man auf die
Unterstützung der User angewiesen, die für jeden Job angeben müssen, um was für eine
Anwendung es sich handelt. Das ist für die User lästig und insgesamt fehleranfällig. Ei-
ne automatische, erweiterbare Erkennung der Anwendung gab es unseres Wissens bisher
nicht. <myJAM/> soll diesen Mangel beheben.
Das Betriebssystem kennt den Dateinamen des gerade ausgeführten Binarys oder
Skripts. Doch das allein reicht nicht, da viele Nutzer dazu neigen, jedes ihrer selbst ent-
wickelten Binaries „a.out“ zu nennen, obwohl es sicht de facto um völlig unterschiedli-
che Anwendungen handelt. Umgekehrt bestehen Softwaresuiten teilweise aus über 100
Teilprogrammen – also völlig verschiedene Binarys oder Skripte, die jedoch unter dem
gleichen Namen (den Namen der Softwaresuite) erfasst werden sollten.
<myJAM/> nutzt daher digitale Signaturen der Binarys und Skripte. Mit der Signatur
kann dann aus einer Datenbank abgefragt werden, um welche Anwendung es sich tatsäch-
lich handelt.
Dieses Konzept lebt und stirbt damit, wie einfach und komfortabel diese Datenbank
aktuell gehalten werden kann. Deshalb haben wir ein durchgängiges Konzept umgesetzt,
bei dem man an jeder Stelle des Frontends, an der man mit einem Binary (oder Skript) in
Kontakt kommt, durch einen einfachen Klick den entsprechenden Hash einer Anwendung
zuordnen kann.
Die Klartextnamen von Applikationen sowie die dazugehörigen Zusatzinformationen
über Lizenz, Betriebssystem und so weiter können einfach angelegt und verwaltet werden.
Im „Assign Applications“-Fenster werden alle jemals gelaufenen Binarys mit ihrem vollen
Pfad nach absteigender Häufigkeit sortiert aufgelistet. Jedem Eintrag kann jetzt eine der
bereits angelegten Applikationen zugewiesen werden, oder es kann der Eintrag direkt als
Ausgangspunkt für das Anlegen einer neuen Applikation verwendet werden.
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Warteschlangen
Abb. 5: Queue-Übersicht
<myJAM/> bietet eine tabellarische Übersicht über die Warteschlangen des Queueing-
Systems pro Host. Zu jeder Warteschlange wird die Anzahl der laufenden und wartenden
Jobs angezeigt. Besitzt der angemeldete User Administratorrechte, so zeigt ein Klick auf
eine der beiden Zahlen eine detaillierte Liste der betreffenden Jobs. Außerdem sehen User
mit Administratorrechten zu jeder Warteschlange den Link „Details“, der eine nach Usern
aufgeschlüsselte Übersicht der Meldungen vom Scheduler darüber liefert, warum ein be-
stimmter Job nicht gestartet werden kann, sowie über die Anzahl der betroffenen Jobs. Ein
Klick auf diese Anzahl führt direkt zur bereits bekannten Detailansicht dieser Jobs.
Durch einfaches Klicken auf die Pfeile kann jede Queue ganz bequem vom Webinter-
face aus gesperrt werden. Dabei ist es möglich, beide „Enden“ einer Queue separat zu
sperren: Entweder werden keine Jobs mehr angenommen oder keine Jobs mehr aus der
Queue genommen. In einem Wartungsintervall ist es zum Beispiel wünschenswert, nur
die Entnahme von Jobs aus der Queue zu sperren.
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