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методу прийняття рішень 
Ю. О. Кулаков, А. В. Коган, Є. О. Павленкова, Н. Пастрелло, 
М. А. Мачехін 
Однією з основних задач управління в комп’ютерній мережі є організація 
ефективної системи доставки інформації, яка набуває особливої актуальності 
в програмно-конфігурованій мережі. Засоби традиційної маршрутизації не 
задовольняють вимогам якості обслуговування та вимогам рівномірного 
розподілу навантаження по каналах зв'язку. Маршрутизація в традиційних 
мережах здійснюється засобами пошуку найкоротшого шляху по заданому 
параметру, але вони не забезпечують достатньої оперативності при зміні 
маршрутів в мережі. Ще одним недоліком є необхідність передачі регулярних 
оновлень маршрутної інформації шляхом передачі службового трафіку, в 
результаті чого навантаження різко зростає, зменшуючи смугу пропускання. 
В даний час найбільш ефективним способом забезпечення заданих 
параметрів якості обслуговування та перспективним рішенням для організації 
ефективної маршрутизації в умовах невизначеності являється програмно-
конфігурована мережа. Це нова мережева парадигма, що надає можливість 
спростити процес управління мережею, значно підвищити використання 
ресурсів мережі та зменшити операційні витрати. Однією з основних переваг 
такої мережі є управління на верхніх рівнях еталонної моделі, що дозволяє 
спростити як процес управління мережею, так і процес управління трафіком в 
корпоративних мережах і мережах центрів обробки даних. 
Запропоновано новий підхід конструювання трафіку в програмно-
конфігурованій мережі з використанням теорії прийнятті рішень 
орієнтований на маршрутизацію саме в таких мережах. При виникненні 
«проблемної ділянки» та потреби її обходу використовується теорія 
прийняття рішень в умовах невизначеності, так як ймовірність вибору 
оптимального шляху для обходу враховує особливості трафіку, що 
передається. Такий метод дає змогу зменшити втрати нееластичного 
трафіку, що є важливою складовою від загальної кількості переданої 
інформації. З практичної точки зору, отриманий в роботі алгоритм, в 
порівнянні з відомими алгоритмами конструювання трафіку, підвищує рівень 
якості обслуговування в програмно-конфігурованих мережах 
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Нові мега-тенденції в інформаційних та комунікаційних технологіях 
вимагають від мереж більшої гнучкості, більшої пропускної здатності та 
більшої швидкодії роботи.  
Але подальше збільшення інфраструктури мереж є лише тимчасовим 
рішенням і до того ж призводить до ускладнення керування мережею. Тому 
традиційні підходи до архітектури мережі та керування нею в найближчому 
майбутньому стануть неефективними, через це виникла необхідність пошуку та 
прийняття нових мережевих моделей для організації маршрутизації [1]. 
Програмно-конфігурована мережа (Software Defined Network, (SDN)) є 
одним з найбільш перспективних рішень для організації ефективної 
маршрутизації. Це нова мережева парадигма, яка має нові перспективи 
застосування та надає можливість спростити процес управління мережею, 
значно підвищити використання ресурсів мережі та зменшити операційні 
витрати. 
Відмінність від мереж із традиційною архітектурою полягає у тому, що 
програмно-конфігурована мережа має дві ключові особливості, які дозволяють 
мати глобальне представлення про стан мережі та здійснювати над нею гнучкий 
централізований контроль: 
– площина керування мережею та площина передачі даних розділені;  
– оператори мережі можуть запрограмувати поведінку пакетної передачі в ній. 
Одним з головних підходів для оптимізації роботи і підвищення надійності 
мережі – являється конструювання трафіку (Traffic Engineering (TE)) [2].  
Існуючі методи конструювання трафіку, хоча і широко використовуються 
в мережах з традиційною архітектурою, але не враховують унікальні 
особливості програмно-конфігурованих мереж і тому є недостатньо 
ефективними для них.  
Тому актуальною задачею на сьогоднішній день є пошук нових способів 
конструювання трафіку, які зможуть використовувати весь потенціал переваг 
програмно-конфігурованих мереж [3].  
 
2. Аналіз літературних джерел та постановка проблеми 
Сучасні комп'ютерні мережі відрізняються великою розмірністю та 
різноманітним складом обладнання. У зв'язку з цим ускладнюється процес 
управління комп'ютерними мережами, зокрема, конструювання трафика. Зі 
збільшенням розмірності комп'ютерних мереж і збільшенні обсягу мережевого 
трафіку актуальним є завдання конструювання трафіку з урахуванням його 
типу та параметрів якості обслуговування (QoS) і зниження енерговитрат. 
Однією з основних переваг SDN є управління на рівні потоків, що дозволяє 
спростити як процес управління мережею, так і процес управління трафіком в 
корпоративних мережах і мережах центрів обробки даних [9]. 
Для скорочення часу ТЕ [4–6] і підвищення QoS [7] необхідно організувати 
централізоване формування множини шляхів на основі багатошляхової 








В роботі [8] запропонований алгоритм «зворотньої хвилі», який формує всі 
можливі шляхи, що не перетинаються, між парою вузлів в мережі. При виборі 
необхідного шляху для TE, оптимальний шлях вибирається з усієї множини.  
В роботі [9] запропонований метод оркестровки трафіку в SDN, який за 
рахунок наявності в мережі центрального контролера, дозволяє скоротити час 
формування множини маршрутів доступу до мережевих ресурсів і спростити 
процедуру ремаршрутізаціі. 
Наявність множини маршрутів дозволяє практично виключити затримку 
або втрату пакетів в процесі ремаршрутізації трафіку. При цьому, чим більше 
шляхів буде сформовано в SDN контролері, тим імовірність затримки або 
втрати пакетів буде менше. 
Однак запропоновані способи мають спільний недолік, а саме при 
формуванні множини шляхів не враховується завантаженість шляхів та тип 
трафіку, що передається.  
В роботі [10] запропонована технологія конструювання трафіку Hedera, що 
спрямована на підвищення ефективності використання мережевих ресурсів 
(зокрема пропускної здатності). Зараз найбільш популярним рішенням щодо 
багатошляхової маршрутизації в SDN є схема Equal-Cost-Multi-Path (ECMP) 
[11]. Даний підхід має суттєвий недолік, а саме, не враховує завантаженість 
мережевих ресурсів та тип трафіку, що передається.  
В роботі [12] представлена нова задача оптимізації процесу конструювання 
трафіку Online Branch-aware Steiner Tree (OBST), для оптимального 
використання пропускної здатності, масштабованості багатоадресної передачі в 
SDN і перенаправлення трафіку при необхідності. 
В роботі [13] представлені адаптивні методи конструювання трафіку, які 
включають рішення для нечіткого потоку планування (AWFQ, FWQ) та 
регресивний контроль надходження (REAC) для забезпечення стабільної 
роботи мережі. 
Ефективне управління ресурсами за допомогою методів адаптивного 
управління трафіком дозволяють постійно врівноважувати і контролювати 
розподіл трафіку і відновлення мережі від помилки і атак. 
Контролер SDN дозволяє контролювати трафік для оцінки загальних 
мережевих умов, застосовуючи нечітку логіку, що забезпечує адаптування та 
прийняття рішення до поточних умов передачі даних. 
MiceTrap [14] містить переваги попередніх підходів щодо обробки великих 
потоків даних, але це не дозволяє зменшувати якість обслуговування – один з 
найважливіших параметрів мережі. 
В сучасних компютерних мережах використовують два типа трафіку: 
еластичний та не еласттичний. Під еластичним розуміється такий тип трафіку 
який може пристосовуватися до змін затримки і пропускної здатності в 
широкому діапазоні значень, продовжуючи задовольняти потреби застосувань 
(наприклад обмін файлами, електронна пошта). Для такого трафіку є важливою 
надійність доставки. Під не еластичним розуміється такий тип трафіку який 
погано пристосовується, якщо взагалі здатний пристосовуватися до змін 











аудіо або відео конференція). Для такого трафіку важливі час затримки та 
відсоток втрачених пакетів.  
Для зменшення відсотку втрати пакетів в процесі передачі, варто 
ідентифікувати тип трафіку та обрати оптимальний маршрут для передачі 
даних на початку розподілу. Метод Atlas [15], здатний класифікувати VoIP 
пакет однозначно, а не класифікувати їх як загальний VoIP потік. 
У роботі [16] запропонований підхід конструювання трафіку між 
декількома шляхами для SDN (MSDN-TE). Цей підхід базується на 
використанні декількох шляхів для передачі даних з урахуванням фактичного 
навантаження в процесі переадресації.  
Основною метою алгоритму MSDN-TE є уникнення перевантажених 
мережі шляхом перерозподілу даних між маршрутами.  
Однак у великих мережах кількість шляхів може залежати від топології 
мережі, а постійно перенаправляти дані між шляхами не є вирішенням задачі 
перевантаження мережі, так як може утворитися «вузьке місце», де пропускна 
здатність шляху буде критичною. Саме утворення таких «вузьких місць», як в 
MSDN-T, призводить до втрати більшості пакетів, що передаються.  
Основною проблемою організації конструювання трафіку в програмно 
конфігурованій мережі, як і в традиційних мережах, являється не правильно 
визначена стратегія TE (вибору правильної альтернативи) на вузлі відправнику 
у відповідності з параметрами QoS. В процесі маршрутизації не уникнути 
ситуації перевантаження шляхів, виходу з ладу або переміщення вузла в 
мобільних мережах, для вирішення яких не завжди підходять традиційні 
способи. В роботі, для вирішення таких ситуацій, в основі якої задача вибору 
оптимального варіанту TE на початковому вузлі, пропонується 
використовувати теорію нечітких множин та методів прийняття рішень в 
умовах невизначеності орієнтовану на маршрутизацію в програмно-
конфігурованій мережі. 
 
3. Мета і завдання дослідження 
Метою роботи є розробка способу конструювання трафіку, який за 
рахунок використання нечіткої логіки при виборі шляхів дозволяє зменшити 
відсоток втрати пакетів не еластичного трафіку в програмно-конфігурованій 
мережі.  
Для досягнення поставленої мети були поставлені такі завдання: 
– розробити спосіб TE з елементами нечіткої логіки на основі методу 
прийняття рішень;  
– провести порівняльний аналіз запропонованого способу TE з відомими. 
 
4. Розробка способу конструювання трафіку в програмно-
конфігурованій мережі 
В роботі [17] визначені основні принципи TE для зменшення втрат даних 
та максимально ефективного використання каналів зв’язків:  
– організація багатошляхової маршрутизації;  









– використання короткочасного прогнозування характеру поведінки 
трафіку.  
Розглянемо програмно-конфігуровану мережу у вигляді неорієнтованого 
графу (рис. 1):  
 
( , , , , ),G V E W C P    (1) 
 
де  1, ,V n  – не пуста кінцева множина вершин, n – порядок графа; 
 ( , )E i j V V    – множина ребер; :W V R  – вагова функція, яка кожній 
вершині ставить у відповідність дійсне число ( 0iw   – вага вершини i V ); 
:C E R  – вагова функція, яка кожному ребру ставить у відповідність дійсне 
число ( 0ijc   – вага ребра ( , )i j E ); : (0,1]P E   – вагова функція, яка 
кожному ребру ставить у відповідність дійсне число з напівінтервалу (0,1] 




Рис. 1. Неорієнтований граф 
 
Необхідно організувати конструювання трафіку таким чином, щоб 
зменшити відсоток втрати інформації в процесі її передачі.  
Для організації ефективної маршрутизації сформуємо всю множину 
шляхів, що не перетинаються. Це дозволить оптимально організувати розподіл 
інформації між шляхами, враховуючи метрики кожного шляху та тип трафіку. 
При формуванні кожного шляху важливо обраховувати узагальнену 
метрику (2), для того щоб розподіл даних між маршрутами, на вузлі-
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де 
eB  – ефективна пропускна здатність, що визначається як добуток пропускної 
здатності на завантаженість; 
cD  – час затримки; 1k  і 2k  – вагові коефіцієнти 
пропускної здатності та затримки; r  – надійність, відсоток інформації успішно 
переданої до наступного вузла. 
В високонавантаженій мережі постійно відбуваються зміни стану з’єднань. 
Такі зміни важко передбачити, так як існує цілий ряд причин, що можуть 
послужити неочікуваному завантаженню лінії зв’язку, яка до цього була 
відносно вільною і допускала пересилання даних із збереженням високого рівня 
якості обслуговування. Серед таки причин можна виділити: 
– збої в роботі маршрутизаторів; 
– завантаження ключових каналів передачі іншими користувачами; 
– збільшення кількості абонентів мережі. 
У першому випадку, за певного збою у роботі одного з маршрутизаторів 
необхідна переадресація пакетів на інші канали. В такому разі, певні з’єднання 
можуть бути суттєво завантажені. В другому варіанті, можливі затримки 
можуть бути через часті одночасні з’єднання до одного з ресурсів великою 
кількістю користувачів. Такі збої можна очікувати за низки соціальних 
факторів, як зростання популярності окремих вузлів, підвищена активність 
користувачів у певний час доби або різного роду хакерські атаки. В мобільних 
або Mesh-мережах може зустрічатися і третій варіант, коли після підключення 
додаткових абонентів з’являються проблеми з певними каналами передачі, але 
зазвичай в даних мережах такі можливі збої передбачаються. 
В роботі [19] при формуванні маршрутів було запропоновано та 
обґрунтовано використання модифікованого алгоритму. Використовуючи 
данний алгоритм знаходимо всі маршрути (альтернативи) між парами вузлів. За 
інформацією про вузли на кожному маршруті та зв’язках між ними, контроллер 
може вибирати маршрут з оптимальною метрикою (2), враховуючи стан каналів 
на момент запиту. 
На основі теорії прийняття рішень у якості найкращої обирається 
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Сформуємо нечітку підмножину недомінованих альтернатив nd
R U  , 
елементи якої недомінуються ніякою іншою альтернативою, функція 
належності до множини nd
R  визначається за формулою: 
 
   )( ) min 1 ( , 1 max ( , ) ,
j j
nd S S
R i R j i R j i
x X x X
x x x x x
 
       ,ix X  (4) 
 
де ( )ndR ix  – функція належності i-ї альтернативи до множини недомінованих 
альтернатив. 
Для кожної альтернативи 
ix  значення ( )
nd
R ix  розуміється як ступінь 
недомінованості цієї альтернативи, тобто ступінь з якою 
ix  не домінується 
ніякою іншою альтернативою з множини ,X  ( ) .ndR ix   Це означає, що ніяка 
альтернатива 
ix  не може бути краща за ix  зі ступенем домінування більшим ніж 
;  інакше кажучи, xi може домінувати іншими альтернативами, але зі ступенем 
не вище 1 .  Раціональним (найкращим) природно вважати вибір альтернатив, 
що мають по можливості більшу ступінь приналежності множині .ndR  
Представимо множину альтернатив  1 2, ,..., .nX x x x  На множині 
альтернатив будується нечітке відношення переваги R  з функцією належності 
( , ) [0,1]R i jx x   – будь-яке рефлексивне нечітке відношення, таке що 
( , ) 1,R i ix x   .ix X  
Для будь-якої пари ,i jx x X  значення ( , )R i jx x  трактується як ступінь 
переваги i-ї альтернативи над j-ю, рівність ( , ) 0R i jx x   може означати як те, 
що ( , ) 0,R j ix x   тобто альтернатива jx  переважає альтернативу ,jx  так і те, що 
( , ) 0,R j ix x   тобто альтернативи непорівнювані між собою. Рефлексивність 
зумовлена тим, що будь-яка альтернатива не гірша за саму себе. 
Для побудови відношення R використовуємо оцінки альтернатив отримані 
за допомогою наведеного вище методу. Задача прийняття рішення полягає у 
виборі найбільш бажаних альтервантив з множини X, на якому задане нечітке 
відношення переваги R.  
По відношенню R будується нечітке відношення строгої переваги: 
 
( , ) ( , ), ( , ) ( , ),
( , )
0, ( , ) ( , ),
R i j R j i R i j R j iS
R i j
R i j R j i
x x x x x x x x
x x
x x x x
    
  
  
  (5) 
 
де ( , )SR i jx x  – функція належності нечіткого строгого відношення переваги. 
Найкраща альтернатива визначається за формулою (6): 
 
1,( max ( ( )),D j j n D ju u













де ( )D x
  – функція належності найкращої альтернативи; ( )D jx  – функція 
належності j-ї альтернативи.  
У відповідності до операції перетину нечітких множин функція належності 
для кожної альтернативи знаходить за формулою: 
 
1,( ) min ( ( )),CiD j i m A ju u    1, ,j n    (7) 
 
де ( )D jx  – функція належності j-ї альтернативи; ( )Ci jx  – оцінка j-ї 
альтернативи по критерію Ci. 
Вибір необхідного маршруту буде таким, який найбільшою мірою 









A  – нечітка множина для i -го критерію 
В нашому випадку: 
Ас1 – перевантаження шляху; 
Ас2 – вихід з ладу проміжного пристрою; 
Ас3 – затримка передачі інформації. 
Визначаємо ступінь відповідності кожного маршруту кожному критерію та 
будуються нечіткі множини: 
 




u  є [0,1]  – оцінка j-ї альтернативи по i-му критерію, ступінь 
відповідності.  
На початковому етапі при конструюванні трафіку важливим являється 












Шлях №1 = 6 →1→ 10→ 5; 
Довжина шляху №1: 3. 
 
Шлях №2 = 6 →7→ 12→ 5; 
Довжина шляху №2: 3. 
 
Шлях №3 = 6 →8→ 3→ 13→ 5; 
Довжина шляху №3: 4. 
 
Рис. 2. Формування маршрутів у відповідності до QoS 
 
Після формування шляхів, на початковому етапі маршрутизації 
вибирається шлях на основі теорії прийняття рішень у відповідності з 
формулою (3).  
Представимо алгоритм вибору найкращої альтернативи запропонованого 
способу конструювання трафіку у вигляді псевдокоду: 
 
 if node_fail = True then 
  foreach bypass do 
   bypass.&  Find_fuzzy_value(bypass) 
   
 best_bypass  Find_best_bypass(bypass.value) 
 return best_bypass 
 
Основна ідея запропонованого способу конструювання трафіку в 











– формується множина шляхів, що не перетинається використовуючи 
алгоритм «зворотньої хвилі» [8]. 
– обраховуєтьзя узагальнена метрика кожного з сформованих шляхів за 
формулою (2). 
– при TE, SDN-контролер використовуючи елементи нечіткої логіки та 
теорії прийняття рішень вибирає найкращу альтернативу серд множини 
альтернатив (шляхів) за формулою (3). 
– в процесі маршрутизації при виникненні необхідності обходу проблемної 
ділянки, використовується теорія прийняття рішення (5), що дозволяє виконати 
обхід без формування нового шляху. 
В результаті моделювання формується матриця вибору та завантаження 
шляхів у відповідності до параметрів QoS.  
 
5. Результати експерементальних досліджень TE в SDN 
В роботі розроблена программа для моделювання SD мережі, за 
допомогою якої проведений порівняльний аналіз запропонованого способу з 
існуючими.  
Моделювання процесу конструювання трафіку проведено на графі, який 
складається з 15 вузлів, що має вхідний трафік різного харакутеру (еластичний 
та не еластичний). Між початковим вузлом 6 та кінцевим 5, було сформовано 
множину не перетинаючих шляхів за допомогою модифікованого алгоритму 
«зворотньої хвилі». Використовуючи запропонований спосіб TE, було виконано 
розподіл інформації між шляхами з урахуванням параметрів QoS та отримані 
результати втрати не еластичних пакетів. 
Проведений порівняльний аналіз запропонованого алгоритму 
конструювання трафіку з алгоритмом рівномірного розподілу трафіку ECMP, 
який зараз є одним з найбільш використовуваних рішень, та з алгоритмом 
випадкового розподілу (рис. 3). 
В табл. 1 наведено приклад розподілу даних між сформованими 
маршрутами з урахуванням типу трафіку, що передається та у відповідності до 
значення функції належності (3). 
 
Таблиця 1 




1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 
7.9 6.8 6.8 6.7 6.9 6.4 6.9 5.7 5.8 5.4 4.9 4.9 3.1 5.4 6.2 
2 
4.1 3.4 4.7 6.8 7.2 6.7 2.8 2.8 3.8 4.1 5.3 5.5 4.2 4.3 4.5 
3 6.4 
7.4 6.3 6.2 6.7 6.6 5.9 6.1 5.1 5.2 5.5 5.4 6.0 5.6 5.0 
 
В даному випадку пакети передаються по наступним маршрутам: 









Шлях 2={11, 12}. 
Шлях 3={2, 6, 8, 13, 14}. 
 
Шлях 2 майже не використовується, так як данний шлях має «вузьке 
місце», що спричинить перевантаження всієї мережі вцілому. Таке рішення 
прийнято на основі нечіткої логіки контролером мережі.  
 
Таблиця 2 




1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 












В даному випадку пакети передаються по наступним маршрутам: 
Шлях 1={1, 3, 7, 9, 10, 15}. 
Шлях 2={4, 5, 6, 12}. 
Шлях 3={2, 8, 11, 13, 14}. 
 
Таблиця 3 




1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 












В даному випадку пакети передаються по наступним маршрутам: 
Шлях 1={1, 4, 7, 10, 13}. 
Шлях 2={2, 5, 8, 11, 14}. 














































Рис. 3. Втрати нееластичних пакетів 
 
По результатам експерименту (рис. 3) можна зробити висновок, що 
запропонований спосіб вибору шляху на основі методу прийняття рішень 
зменшує відсоток втрат нееластичного трафіку в процесі маршрутизації. Це 
зумовлено оптимальним вибором шляху для передачі даних на початковому 
вузлі використовуючи нечітку логіку та прийняття рішень. 
 
6. Обговорення результатів дослідження роботи алгоритму 
конструювання трафіку в SDN 
В роботі розроблений спосіб TE, що дозволяє зменшити відсоток втрати не 
еластичних пакетів за рахунок використання елементів нечіткої логіки при 
виборі оптимального шляху передачі інформації. Отримані результати 
порівняльного аналізу у вигляді таблиць завантаження шляхів та графіку 
підтверджують ефективність запропонованого способу TE. Спрощується 
процес вибору оптимального маршруту, який дозволяє зменшити ймовірність 
втрати пакетів. За допомогою запропонованого способу конструювання трафіку 
в программно-конфігурованій мережі вдалося значно зменшити відсоток втрат 
нееластичного трафіку за рахунок використаття нечіткої логіки та прийняття 
рішення на початковому вузлі в середньому на 35 %.  
Для вибору правильного шляху передачі інформації, з метою зменшення 
відсотку втрати пакетів, запропоновано використовувати теорію нечітких 
множин. 
Розроблений спосіб буде корисний для мобільних мереж великої 









слід зазначити, що відсутня процедура рівномірного завантаження каналів, що 
може розглядатися як недолік даного дослідження. 
В якості подальшого удосконалення способу конструювання трафіку 
планується враховувати прогнозування завантаження каналів з метою 
збільшення пропускної здатності мережі. 
 
6. Висновки 
1. Використовуючи методи прийняття рішень в умовах невизначеності, 
запропонований спосіб TE, який використовується для розв’язання задачі 
вибору оптимального шляху для маршрутизації на початковому вузлі, з точки 
зору зменшення втрати пакетів в процесі передачі інформації.  
2. Запропонований спосіб в порівнянні з відомими алгоритмами дозволяє 
зменшети відсоток втрати не еластичних пакетів в SDN на 35 %.  
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