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SUMMARY
Sample average approximation (SAA) is a well-known solution methodology for
traditional stochastic programs which are risk neutral in the sense that they consider
optimization of expectation functionals. In this thesis we establish sample average ap-
proximation methods for two classes of non-traditional stochastic programs. The first
class is that of stochastic min-max programs, i.e., min-max problems with expected
value objectives, and the second class is that of expected value constrained stochastic
programs. We specialize these SAA methods for risk-averse stochastic problems with
a bi-criteria objective involving mean and mean absolute deviation, and those with
constraints on conditional value-at-risk. For the proposed SAA methods, we prove
that the results of the SAA problem converge exponentially fast to their counterparts
for the true problem as the sample size increases. We also propose implementation
schemes which return not only candidate solutions but also statistical upper and
lower bound estimates on the optimal value of the true problem. We apply the pro-
posed methods to solve portfolio selection and supply chain network design problems.
Our computational results reflect good performance of the proposed SAA schemes.
We also investigate the effect of various types of risk-averse stochastic programming




1.1 Traditional Stochastic Programming and Sample Aver-
age Approximation
Optimization models derived from real world problems almost invariably involve un-
certainty. Here we give three examples.
Example 1.1 Newsvendor Problem. Suppose that a newsvendor has to decide
an order quantity x of next day’s newspapers before observing demand d. Each
newspaper costs the vendor c, can be sold at l and has a salvage value of s, where
0 ≤ s < c < l. Thus the net cost of one newspaper is (c − l)x + (l − s)(x − d)+,
where [a]+ denotes the maximum of a and 0. According to historical data, the vendor
knows the probability distribution of the demand d. To minimize the expected net
cost, he formulates the following model
min
x≥0
E[(c− l)x + (l − s)(x− d)+]. (1.1)
Example 1.2 Portfolio Selection Problem. Consider an investor who invests a
certain amount of money in a number of different assets. For each asset k = 1, · · · , K,
the return rk is random. If we denote the proportion of the total funds invested in the
k-th asset by xk, this portfolio x = (x1, · · · , xK) has a return r>x = r1x1+· · ·+rKxK ,
which is also random. Suppose we know the probability distribution of the return
vector r. We can calculate the expected return E[r>x] of this portfolio. If this




s.t. x1 + · · ·+ xK = 1
x1, · · · , xK ≥ 0.
Note that the above problem has the trivial solution of investing only in the asset
with the highest expected return.
Example 1.3 Supply Chain Network Design under Uncertainty. An oper-
ations research engineer needs to design a supply chain network for a US company
that supplies cardboard packages to breweries and soft-drink manufacturers. The
network consists of plants, distribution centers, customers, and transportation links
from plants to distribution centers, and from distribution centers to customers. Cus-
tomers have demands on cardboard packages of multiple specifications. The engineer
needs to decide the locations of the plants and distribution centers from a series of
candidate sites and their capacities, and furthermore, decide the material flows on
transportation links. The demands from various customers are subject to market
fluctuations, and in the best case, one only knows the probability distribution of the
demands deduced from the historical data. If the goal is to minimize the expected




c>x + E[Q(x, ω)] (1.3)
and
Q(x, ω) = min
y∈Y (x,ω)
d>y
where X represents the set of feasible decisions on locations and capacities of plants
and distribution centers; c>x represents the building cost of the supply chain; ω
denotes the random demands; Y (x, ω) stands for the set of feasible decisions on
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material flows, depending on x and ω; and d>y denotes the operating cost of the
supply chain. We shall give a detailed explanation of this model in Chapter 5.
Formulations (1.1)-(1.3) fall into the category of traditional stochastic program-
ming (SP), which considers optimization of an expectation functional. These prob-
lems can be generally formulated as
min
x∈X
E[F (x, ω)] (1.4)
where X ⊆ Rn is a nonempty set of feasible decisions, ω is a random vector having
probability distribution P and support Ω, and F : X×Ω 7→ R is a cost function such
that E[F (x, ω)] is well defined at all x ∈ X. Throughout this thesis, all expectations
and probabilistic statements are made with respect to P unless specified otherwise.
See [34] for the arguments and algorithms for various classes of stochastic programs
of the form (1.4).
In many cases, exact evaluation of the expected value E[F (x, ω)] in (1.4) for a given
decision x is either impossible or prohibitively expensive. Suppose the random vector
ω consists of L independent elements, each of which has M possible realizations, then
the total number of scenarios or possible realizations of ω is ML, which can easily grow
to be astronomically large. Therefore one has to resort to approximation methods to
make progress. One of the powerful methods is sample average approximation. This
method and its variants are also known as stochastic counterpart methods, sample-
path methods, simulated likelihood methods, etc. in the stochastic programming and
statistics literature. A comprehensive review of the method can be found in [16, 34].
The idea of SAA is based on Monte Carlo simulation. An independent and iden-
tically distributed (iid) sample ω1, · · · , ωN of N realizations of ω is generated, and
consequently the expected value function E[F (x, ω)] is approximated by the sample
average function N−1
∑N









F (x, ωn), (1.5)
is then solved by some appropriate deterministic optimization procedure. Kleywegt et
al. [12] showed that under mild conditions, as the sample size increases, a solution to
(1.5) converges to a solution to (1.4) with probability approaching unity exponentially
fast (see also [1, 34]). This suggests that a SAA problem with a modest sample size
provides a fairly good approximate solution to the original problem. In addition to
the approximate optimal solutions, the SAA method also provides statistically valid
upper and lower bounds on the true optimal value of (1.4). This is made possible
by the following principles. The SAA value of the objective function at any feasible
solution constitutes a statistical upper bound. By solving several SAA problems and
taking the average of the objective values, we can obtain a statistical lower bound.











F (x, ωn),∀x ∈ X,



















= E[F (x, ω)],∀x ∈ X














Table 1.1 outlines the SAA scheme designed in [12]. The first two steps calculate
a statistical lower and upper bound on the true objective value according to the
principles given above. The last step computes an optimality gap estimate from the
upper and lower bound.
1.2 Risk-Averse Stochastic Programs
Traditional stochastic programs (1.4) have an expected value objective and determin-
istic constraints. They also assume that the underlying probability distributions of
4
Table 1.1: The SAA scheme for traditional stochastic programs
Step 1: Lower bound estimation.
Generate Ml independent samples each of size Nl, i.e., (ωm1 , · · · , ωmNl) for m = 1, · · · ,Ml.
For each sample solve the corresponding SAA problem
minx∈X Nl−1
∑Nl
n=1 F (x, ω
m
n )
and let v̂mNl and x̂
m
Nl
be the corresponding optimal objective value and an optimal















Step 2: Upper bound estimation.
Choose a feasible solution x̄ ∈ X of the true problem, for example, use one of the
computed solutions x̂mNl . Generate an iid sample (ω1, · · · , ωNu) independent of the
sample used to obtain x̄. An estimate to the true objective function value
E[F (x̄, ω)], which is a statistical upper bound, can be computed as
ū = 1Nu
∑Nu
n=1 F (x̄, ωn)





n=1(F (x̄, ωn)− ū)2.
Step 3: Optimality gap estimation.
Compute an estimate of the optimality gap of the solution x̄ using the lower bound
estimate and the objective function value estimate from Steps 1 and 2, respectively:
gap = ū− l̄.







the random parameters are known. These are not realistic assumptions for problems
encountered in many practical situations. For a large set of problems, directly apply-
ing (1.4) would raise big concerns, and quite often one finds the performance based on
the optimal solution of (1.4) is unsatisfactory. Take the portfolio selection problem as
the simplest example. A portfolio with maximal expected return, obtained via solving
(1.2), may have considerable possibility of serious loss. So rarely are people willing to
adopt such a portfolio. This is in accordance with the fact that most people tend to
be risk-averse rather than risk neutral. Another concern is related to the uncertainty
of the probability distribution of random vectors. In practical applications, the prob-
ability distribution is almost never known exactly. It is then questionable whether
the optimal solution from (1.4) remains good if the realized distribution deviates from
the one used for computation.
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Two classes of non-traditional stochastic programs have been formulated explicitly
addressing the issue of risk. The first class is characterized by their risk objectives
min
x∈X
ρ[F (x, ω)] (1.6)
and the second class by their risk constraints
min
x∈X
{g(x) : ρ[F (x, ω)] ≤ q} (1.7)
where ρ[·] is a risk measure, mathematically defined as a mapping assigning a real
number to a measurable function from Ω to R; q ∈ R; g(x) = E[F (x, ω)] or g(·) is
some other real-valued objective function.
A well-known family of risk measures take the mean-risk form, i.e.,
ρ[·] = E[·] + λD[·], (1.8)
where λ is a nonnegative weight parameter, and D[·] is some dispersion statistics. In
this case, (1.6) is a mean-risk model. Stochastic programs (1.6) or (1.7) involving the
mean-risk-type risk measures try to reach a compromise between minimizing the cost
on average and in the meanwhile reducing its variability. Note that when λ is zero,
the induced problem (1.6) is of traditional SP form, and now and then we may also
call D[·] as risk measure, which can be understood as λ equals infinity in (1.8).
Let Z denote a measurable function, α ∈ [0, 1] and κα[Z] denotes the α-quantile
of the distribution of Z. Some examples of risk measures are given below:
• mean-variance: E[Z] + λE[Z − EZ]2,
• mean-mean absolute deviation (mean-MAD): E[Z] + λE|Z − EZ|,
• value-at-risk (VaR): VaRα[Z] := min{γ : Pr{Z ≤ γ} ≥ α},
• mean-quantile deviation (mean-QDEV): E[Z] + λE[α(Z − κα[Z])+ + (1 −
α)(κα[Z]− Z)+].
6
Note that α-quantile κα[Z] is any value such that Pr{Z < κα[Z]} ≤ α ≤ Pr{Z ≤
κα[Z]} and the set of α-quantiles forms a closed interval, whereas VaRα[Z] is the
smallest α-quantile from this interval.
Together with the development of the variety of risk measures are the considerable
efforts devoted to developing criteria to compare the performance of risk measures. In
general, we can classify the criteria into two groups. One group discusses whether a
risk measure is rational. For example, a rational risk measure must satisfy the subad-
ditivity condition, i.e., for any measurable functions Z1 and Z2, the risk of Z1 + Z2 is
never greater than the risk of Z1 plus the risk of Z2, and be consistent with the rules
of stochastic dominance (see [27] or Chapter 4 for details). The other group discusses
whether the induced stochastic program for some risk measure is tractable. One im-
portant concept in this group is convexity-preserving. A risk measure ρ[·] preserves
convexity if for any F (·, ω) convex almost everywhere ω ∈ Ω, the composite function
ρ[F (·, ω)] is also convex. This is crucial to make (1.6) or (1.7) convex programs.
The classical Markowitz model uses mean-variance as risk measure [17, 18]. The
advantage of this measure is its computation convenience in cases where F (·, ·) is
bilinear, for example, F (x, ω) = ω>x in Example 1.2. However, in the viewpoint
of risk measurement, mean-variance has many drawbacks. First, mean and variance
are measured in different units. Second, variance is a symmetric statistics and it
penalizes gains and losses equally. Third, mean-variance does not preserve the con-
vexity of cost function [2]. Fourth, mean-variance is not consistent with second-order
stochastic dominance which formalizes risk-averse preferences [25]. Fifth, the vari-
ance is inappropriate to describe the risk of lower probability events, as for example
the default risk.
Recently, Artzner et al.[3] introduced the very useful notion of coherent risk mea-
sure, which has become an important tool in risk management. According to [3], a
real-valued function ρ[·], defined on a linear space Z of measurable functions on an
7
appropriate sample space, is “coherent” if it fulfills the following four criteria:
• monotonicity: If Z1, Z2 ∈ Z and Z2 ≥ Z1, then ρ[Z2] ≥ ρ[Z1];
• subadditivity: ρ[Z1 + Z2] ≤ ρ[Z1] + ρ[Z2] for all Z1, Z2 ∈ Z;
• translation invariance: If a ∈ R and Z ∈ Z, then ρ[Z + a] = ρ[Z] + a; and
• positive homogeneity: If a > 0 and Z ∈ Z, then ρ[aZ] = aρ[Z].
By this definition, a coherent risk measure must be consistent with first-order stochas-
tic dominance and be convexity preserving. Among the examples we gave earlier,
mean-MAD (when λ ∈ [0, 0.5]) and mean-QDEV (when λα ≥ 0 and λ(1−α) ∈ [0, 1])
are coherent, whereas mean-variance and VaR are not [35].
Another class of non-traditional stochastic programming explicitly takes in ac-
count the uncertainty about the probability distributions. A family P of plausible
probability distributions is considered and the optimization is carried out over all





EP [F (x, ω)]. (1.9)
A brief account of previous work on (1.9) can be found in [11]. Some recent publica-
tions build connections between the two classes of problems (1.6) and (1.9) using the
concept of coherent risk measure (see [42] and references therein). It is proved that
under some mild conditions, ρ[·] is a coherent risk measure if and only if there exists
a convex set P of probability density functions such that
ρ[Z] = max
P∈P
EP [Z], ∀Z ∈ Z,
where Z denotes certain linear space of measurable functions.
In the next two sections, we shall focus on two special kinds of stochastic programs,
(1.6) with mean-MAD risk measure and (1.7) with CVaR risk measure (explained
later). Both problems have very nice properties and need the development of new
sample average approximation methods.
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1.3 Mean-MAD Models and Stochastic Min-Max Programs
The mean-MAD model with respect to cost function F (x, ω) is formulated as
min
x∈X
E[F (x, ω)] + λδ[F (x, ω)] (1.10)
where δ[Z] := E|Z − EZ| is the mean absolute deviation from the mean (MAD) of
measurable function Z. A statistics closely related to MAD is the mean absolute
semi-deviation from the mean (MASD) δ+[Z] := E[Z − EZ]+. MASD seems a more
reasonable risk measure than MAD since it considers only cost exceeding expectation
as risk. However, owing to the equality δ[Z] = 2δ+[Z] as well as the existence of the
weight factor, results from a mean-MASD model with factor 2λ are the same as those
from a mean-MAD model with factor λ. Hence mean-MAD models and mean-MASD
models are equivalent.
Mean-MAD is an attractive and promising risk measure in the area of financial
engineering. This is partly due to its nice properties, for example, it is coherent
and consistent with second-order stochastic dominance when λ ∈ [0, 0.5] [35]. A
more important reason is MAD’s similarity with variance: the former is the mean
“absolute” deviation from the mean, while the latter is the mean “squared” deviation
from the mean. Given the shortcomings of mean-variance mentioned earlier, many
works have attempted to replace variance with MAD. For example, MAD function
has been introduced to economic theories, where it plays a similar role as variance
in modern portfolio theory [13]. In particular, these authors showed that all capital
asset pricing model-type relations for the mean-variance model also hold for the MAD
model (a portfolio model with MAD as objective and constrained by mean).
While a broad class of mean-risk models such as mean-QDEV can be converted
to traditional stochastic programs and solved by the existing methods, this is not
the case for the mean-MAD model due to the double layers of expectation operators
9
in MAD. See [37] for the argument that the deterministic equivalent of the mean-
MAD model does not possess the dual-block angular structure that is omnipresent in
traditional two-stage stochastic programs.





E [F (x, ω) + 2λα(F (x, ω)− t)+ + 2λ(1− α)(t− F (x, ω))+] .






E[H(x, y, ω)] (1.11)
where X ⊆ Rk1 and Y ⊆ Rk2 are nonempty sets of feasible decisions, ω is a random
vector with distribution P and support Ω, and H : X × Y × Ω 7→ R is well behaved
so that its expectation is well defined for all (x, y) ∈ (X,Y ).
Note that (1.11) is related to but distinct from the min-max stochastic pro-
grams (1.9) discussed earlier in this section. When the set P of probability distribu-
tions in (1.9) takes certain special structures, for example, “Dirac structure” [38] and
“band-structure” [39], or under some regularity conditions [38], min-max stochastic
program (1.9) can be converted to stochastic min-max problem (1.11). Program (1.11)
has not been studied extensively in literature. Shapiro [41] analyzed the asymptotics
of the sample average approximation of the optimal value of (1.11), however this work
did not discuss quality of solutions derived from finite samples.
1.4 CVaR and Expected Value Constrained Programs
In this section, we discuss conditional value-at-risk (CVaR) and general expected
value constrained programs. CVaR is a concept derived from VaR, which is a popular
measure of risk and the current standard in finance industry. In spite of its popularity,
VaR has undesirable characteristics such as a lack of subadditivity and convexity, and
it is coherent only when it is based on the standard deviation of normal distributions
[31]. CVaR avoids these drawbacks.
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We give the formal definition of CVaR following [31]. Let Z be a real-valued
random variable representing loss.
• VaR is the α-percentile of loss distribution, i.e.,
VaRα[Z] := min{γ : Pr{Z ≤ γ} ≥ α}.
• CVaR+ is the expected losses strictly exceeding VaR, i.e.,
CVaR+α [Z] := E[Z|Z > VaRα[Z]].
• CVaR is a weighted average of VaR and CVaR+,
CVaRα[Z] := θVaRα[Z] + (1− θ)CVaR+α [Z]
where
θ =
Pr{Z ≤ VaRα[Z]} − α
1− α .
Note that if Z has a continuous distribution, θ = 0 and thus CVaR is equivalent to
CVaR+, denoting the expected loss exceeding VaR. It has been shown that CVaR
is coherent and consistent with second-order stochastic dominance for any α ∈ [0, 1]
[28, 35].






1− αE[Z − t]+
}
with VaRα[Z] being the minimizer to the right-hand-side problem. This formula was
shown in [31]. With this formula, problems involving CVaR can be transformed to
simpler mathematical programs. For example, the mean-CVaR model
min
x∈X





E[F (x, ω) + λt +
λ









F (x, ω) + λt +
λ
1− α [F (x, ω)− t]+
]
.
So unlike the mean-MAD model, the mean-CVaR model can be reformulated as a
traditional SP problem. A second example is the CVaR constrained problem
min
x∈X
{g(x) : CVaRα[F (x, ω)] ≤ q} ,













Note that according to CVaR’s definition, (1.12) is a conservative approximation of
the well-known chance constrained program [21, 30] of form
min
x∈X
{g(x) : Pr{F (x, ω) ≤ q} ≥ α} , (1.13)
i.e., any x feasible to (1.12) must be feasible to (1.13). Since usually it is difficult to
solve the (non-convex) chance constrained program, solution of the CVaR constrained
program can shed some light on this problem.





g(x) : E[F̃ (x, ω)] ≤ q
}
(1.14)
where F̃ (x, ω) denotes some cost function and is such that its expectation is well
defined at all x ∈ X. One characteristics of this class of problems is the existence of
an expected value in the constraints.
O’Brien [24] studied (1.14) in the case where the random vector has a finite sup-
port. He proposed solution techniques including reformulating the problem as one
with dual angular structure and modifying the existing Benders decomposition. Kuhn
[15] and Atlason, Epelman and Henderson [4] considered the case where the support of
ω is infinite. In [15], the author proposed bounding approximation schemes for multi-
stage stochastic programs with expected value constraints. Those schemes require
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that the function F̃ (x, ω) is convex in both x and ω. In [4], the authors formulated
a call center staffing problem as an integer expected value constrained problem and
used simulation together with cutting plane method to solve it. They also analyzed
the convergence rate with respect to the sample size of simulation. Their results
however require that x is integer-valued.
1.5 Thesis Outline
Given their importance in risk-averse stochastic programming, it is desirable to de-
velop solution techniques for stochastic min-max programs (1.11) and expected value
constrained programs (1.14) when exactly evaluation of the expected value is impos-
sible. This thesis is to establish sample average approximation methods for these two
types of problems and test their performance via some computational studies. We
believe a complete SAA method should contain two components. The first component
is establishing the exponential rate at which the SAA results, both optimal solutions
and objective values, converge to their true counterparts. The second component is
an implementation scheme which provides solutions and evaluates their quality via
upper and lower bounding. We address both these components.
The outline of this thesis is as follows. In Chapter 2, we propose a sample average
approximation method for general stochastic min-max programs (1.11). This method
is rather general and applicable to problems with any type of decision variables: inte-
ger, continuous or mixed-integer. We first derive its convergence rate. Then we design
the SAA scheme which provides solutions and evaluates their quality via upper and
lower bounding. After that, we tailor this method to mean-MAD models. The SAA
scheme of mean-MAD models is slightly simpler than that of the general stochastic
min-max case. Finally, we solve a newsvendor problem and compare the results from
SAA with the true analytical results. Following the same course as above, Chap-
ter 3 establishes a sample average approximation method for general expected value
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constrained programs (1.14), and further specializes it to CVaR constrained prob-
lems. The next two chapters are devoted to computational studies where we apply
the proposed SAA methods. In Chapter 4, we study a portfolio selection problem.
We try various types of risk-averse optimization models (mean-risk models and risk
constrained models) and several probability distributions (discrete and continuous
distributions). In Chapter 5, we investigate a supply chain network design problem,
in which demands and production costs are continuous random variables. We com-
pare the quality of solutions from different models: deterministic, traditional SP, and
mean-MASD. Finally, we conclude the thesis in Chapter 6.
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CHAPTER II
SAA FOR STOCHASTIC MIN-MAX PROGRAMS
In this chapter we propose a sample average approximation method for general
stochastic min-max programs and specialize it for mean-MAD models. In Section
2.1, we describe the method, derive its convergence rate, and propose a bounding
strategy to make the method practical. In Section 2.2, we first show the equivalence
of mean-MAD models with a special class of stochastic min-max problems, and then
apply the results of Section 2.1 to the latter formulation. In Section 2.3, we report
computational results on a mean-MAD model of the newsvendor problem.
2.1 Stochastic Min-Max Programs
In this section, we propose a SAA method for general stochastic min-max programs





{f(x, y) := E[F (x, y, ω)]} (2.1)
where X ⊆ Rk1 and Y ⊆ Rk2 are nonempty sets of feasible decisions, ω is a random
vector with support Ω and distribution P , and F : X × Y ×Ω 7→ R is some function
such that the expectation E[F (x, y, ω)] is well defined for all (x, y) ∈ (X,Y ).












F (x, y, ωn)
}
(2.2)
is called the sample average approximation problem for the stochastic program (2.1).
Denote by v∗ and (x∗, y∗) the optimal value and an optimal solution of the true
problem (2.1) and by v̂N and (x̂N , ŷN) their counterparts of the SAA problem (2.2).
We assume there is an efficient optimization algorithm for solving the (deterministic)
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SAA problem for a reasonable sample size. Several crucial issues related to the SAA
approach need to be addressed. (1) Whether v̂N and (x̂N , ŷN) converge to their
true counterparts v∗ and (x∗, y∗) as the sample size N is increased? (2) If so, can we
analyze the convergence rate, and thereby estimate the required sample size to obtain
a true optimal solution with certain confidence? (3) Can we provide any information
regarding the quality of a candidate solution (x̄, ȳ) for a given sample size? These
questions are addressed in the subsequent subsections.
2.1.1 Exponential Convergence Rates
Our goal in this subsection is to answer the first two questions “whether converge” and
“convergence rate.” These questions have been successfully addressed for traditional
stochastic programs. It has been shown that under mild regularity conditions, as
the sample size increases, the optimal objective value and an optimal solution to the
SAA problem converge with probability one (w.p.1) to their true counterparts, and
moreover this convergence can be achieved at an exponential rate [1, 12, 34].
Here we directly derive “convergence rate” for stochastic min-max problems, which
implies a positive answer to “whether converge.” The main technique to derive the
convergence rate is Large Deviations Theory, as employed by existing SAA methods
for traditional stochastic programs. Let us briefly recap this important theory (see
[12, 44] for detailed discussion). Consider an iid sequence Z1, · · · , ZN of replications
of a real-valued random variable Z. Let µ := E[Z] be its mean, which is finite, and
ẐN = N
−1 ∑N
n=1 Zn be the corresponding sample average. Then for any real number
a > µ,
Pr{ẐN ≥ a} ≤ e−NI(a),
where I(u) := sups∈R{su− logM(s)}, u ∈ R, is the large deviation (LD) rate function
and M(s) := E[esZ ] is the moment generating function (MGF) of Z. Similarly for
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a < µ,
Pr{ẐN ≤ a} ≤ e−NI(a).
Furthermore, suppose that the moment generating function M(s) is finite valued in





where σ2 = Var[Z]. This implies I(a) > 0.
Before using Large Deviations Theory to establish convergence results for the SAA
method for stochastic min-max programs, we state some required assumptions.
(A1) Both X ⊂ Rk1 and Y ⊂ Rk2 are nonempty compact sets.
(A2) The expected value function f(x, y) is well defined, i.e., for any (x, y) ∈ (X, Y ),
the function F (x, y, ·) is measurable and E|F (x, y, ω)| < +∞.
(A3) For any (x, y) ∈ (X, Y ), the MGF Mx,y(·) of F (x, y, ω) − f(x, y) is finite in a
neighborhood of zero.
(A4) The function F (·, ·, ω) is Lipschitz continuous almost everywhere, i.e., there ex-
ists an integrable function φ : Ω → R+ such that for any x1, x2 ∈ X and y1, y2 ∈
Y,
|F (x1, y1, ω)− F (x2, y2, ω)| ≤ φ(ω) (‖x1 − x2‖+ ‖y1 − y2‖) .
Then Φ := E[φ(ω)] is finite.
(A5) The MGF Mφ(·) of φ(ω) is finite in a neighborhood of zero.
We begin with min-max problems with finite feasible solutions. Then we extend it
to the case with infinite feasible solutions. Besides v∗ and v̂N defined before, we also
define Sε to be the set of feasible solutions of the true problem with objective values
in [v∗ − ε, v∗ + ε] and ŜN the set of optimal solutions of the SAA problem. We show
exponential convergence rates for both v̂N to v
∗ and ŜN to Sε.
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Proposition 2.1. Suppose (A1)-(A3) hold and |X| · |Y | is finite. Define
σ2 = max
x∈X,y∈Y
Var[F (x, y, ω)− f(x, y)].
Given ε > 0 and 0 < β < 1, the following is true:
(i) convergence of objective values:
Pr{|v̂N − v∗| < ε} ≥ 1− 2|X||Y |e−
Nε2
2σ2 ;
(ii) convergence of optimal solutions:
Pr{ŜN ⊂ S2ε} ≥ 1− 4|X||Y |e−
Nε2
2σ2 ;










Proof. First, note that
Pr{|v̂N − v∗| < ε} ≥ Pr{|fN(x, y)− f(x, y)| < ε, ∀(x, y) ∈ (X,Y )} (2.3)
is implied by
|fN(x, y)− f(x, y)| < ε, ∀(x, y) ∈ (X, Y )
⇔ f(x, y)− ε < fN(x, y) < f(x, y) + ε, ∀(x, y) ∈ (X,Y )
⇒ max
y∈Y
f(x, y)− ε < max
y∈Y
fN(x, y) < max
y∈Y













f(x, y) + ε
⇔ v∗ − ε < v̂N < v∗ + ε
⇔ |v̂N − v∗| < ε.
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The right-hand-side term in (2.3) can be computed as
Pr{|fN(x, y)− f(x, y)| < ε, ∀(x, y) ∈ (X, Y )}
















By Assumption (A3), Var[F (x, y, ω)− f(x, y)] is finite at all (x, y) ∈ (X, Y ) and
Ix,y(ε) ≥ ε
2







To show (ii), we make use of the following relationships:
|f(x, y)− v̂N | < ε ∀(x, y) ∈ (X, Y ) and |v̂N − v∗| < ε
⇒ |f(x, y)− v̂N | < ε ∀(x, y) ∈ ŜN and |v̂N − v∗| < ε
⇔ |f(x, y)− fN(x, y)| < ε and |fN(x, y)− v∗| < ε, ∀(x, y) ∈ ŜN
⇒ |f(x, y)− fN(x, y)|+ |fN(x, y)− v∗| < 2ε ∀(x, y) ∈ ŜN




≥ Pr{|f(x, y)− v̂N | < ε ∀(x, y) ∈ (X, Y ) and |v̂N − v∗| < ε}
≥ Pr{|f(x, y)− v̂N | < ε ∀(x, y) ∈ (X, Y )}+ Pr{|v̂N − v∗| < ε} − 1
≥ 2 (1− 2|X||Y |e−Na(ε))− 1
= 1− 4|X||Y |e−Na(ε)
≥ 1− 4|X||Y |e−Nε
2
2σ2 .
So (ii) is true.
To get Pr{|v̂N − v∗| < ε} ≥ 1− β, it is sufficient to set 2|X||Y |e−
Nε2
2σ2 ≤ β, which
gives (iii).
Now we consider the case where |X| · |Y | is infinite. Without loss of generality,
we assume both |X| and |Y | are infinite. To deal with the infiniteness and obtain
similar results as in Proposition 2.1, we use the idea of discretization as well as the
assumption of Lipschitz continuity, as in existing SAA methods [1, 40]. Given ν > 0,
build a finite subset Xν of X such that for any x ∈ X there exists x′ ∈ Xν satisfying
‖x−x′‖ ≤ ν. Denote by D1 the diameter of the set X, i.e., D1 = maxx1,x2∈X ‖x1−x2‖.
Then such set Xν can be constructed with |Xν | ≤ (D1/ν)k1 , where k1 is the dimension
of X. In the same way, we construct Yν with |Yν | ≤ (D2/ν)k2 . Note although we can
choose different ν for X and Y , to get concise expressions, we take the same ν. Now
fix (x, y) ∈ (X, Y ). Then there exists (x′, y′) ∈ (Xν , Yν) such that ‖x − x′‖ ≤ ν and
‖y − y′‖ ≤ ν. By Assumption (A4), we have
|F (x, y, ω)− F (x′, y′, ω)| ≤ 2νφ(ω),
which implies
|f(x, y)− f(x′, y′)| ≤ 2νΦ and |fN(x, y)− fN(x′, y′)| ≤ 2νΦN ,
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where ΦN = N
−1 ∑N
n=1 φ(ωn). Consequently, by triangle inequality we have
|fN(x, y)− f(x, y)|
≤ |fN(x, y)− fN(x′, y′)|+ |fN(x′, y′)− f(x′, y′)|+ |f(x′, y′)− f(x, y)|
≤ |fN(x′, y′)− f(x′, y′)|+ 2ν(Φ + ΦN). (2.4)
Proposition 2.2. Suppose (A1)-(A5) hold, and both |X| and |Y | are infinite. Define




{Var[φ(ω)], Var[F (x, y, ω)− f(x, y)]}.
Given ε > 0 and 0 < β < 1, the following inequalities are true:
(i) convergence of objective values:











(ii) convergence of optimal solutions:



























Proof. According to (2.4), for any (x, y) ∈ (X, Y ) satisfying |fN(x, y)− f(x, y)| ≥ ε,
there exists (x′, y′) ∈ (Xν , Yν) such that |fN(x′, y′)− f(x′, y′)| ≥ ε− 2ν(Φ + ΦN). We
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do the bounding for Pr{|fN(x, y)− f(x, y)| < ε ∀(x, y) ∈ (X,Y )} as follows:
Pr{|fN(x, y)− f(x, y)| < ε, ∀(x, y) ∈ (X,Y )}
= 1− Pr{∃(x, y) ∈ (X,Y ) s.t. |fN(x, y)− f(x, y)| ≥ ε}
≥ 1− Pr{∃(x, y) ∈ (Xν , Yν) s.t. |fN(x, y)− f(x, y)| ≥ ε− 2ν(Φ + ΦN)}
≥ 1− Pr{ΦN ≥ Φ + ε/2} − Pr{∃(x, y) ∈ (Xν , Yν) s.t. |fN(x, y)− f(x, y)| ≥ ε/2}




















{Iφ(Φ + ε/2), Ix,y(ε/2), Ix,y(−ε/2)}.
By Assumptions (A3) and (A5),






8Var[F (x, y, ω)− f(x, y)] ,
and Var[φ(ω)] and Var[F (x, y, ω) − f(x, y)] for all (x, y) ∈ (X,Y ) are finite valued.
Furthermore, (A4) ensures that Var[F (x, y, ω)−f(x, y)] is continuous on the compact





Now all results can be obtained in a way similar to Proposition 2.1.
The proofs of the two propositions imply a positive answer to “whether converge.”
A second way to show “converge” is by utilizing the relationship of uniform conver-
gence, similar to that for the SAA method for traditional stochastic programs. Here
we give a proof sketch. By the law of large numbers, we know fN(x, y) converges to
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f(x, y) pointwise. If we can further show fN(x, y) converges to f(x, y) uniformly on
(X,Y ) w.p.1, then for any x ∈ X, the maximum of fN(x, y) over y ∈ Y converges to
that of f(x, y) uniformly w.p.1, and so v̂N to v
∗. It is easy to see the uniform con-
vergence of fN(x, y) to f(x, y) in cases where (X,Y ) only contains a finite number of
points (by pointwise convergence). In cases where (X, Y ) contains an infinite number
of points, the Lipschitz continuity ensures the uniform convergence (see Proposition
7 on page 363 in [34]).
2.1.2 Bounding Strategy and SAA Scheme
In the previous subsection we obtained the convergence results for the SAA method for
stochastic min-max programs. These provide theoretical justification for the proposed
method. Yet they have two drawbacks: (1) it is difficult to calculate the constants
σ2 in the exponential terms, due to difficulty in computing the LD rate function; (2)
even if we can calculate those constants, in general the estimated sample size is too
conservative to be practical. So in practice, we use relatively small size samples and
get some candidate solution. How should we validate this solution? This is Question
(3) raised at the beginning of this section. Here we describe techniques to estimate
the optimality gap of a candidate solution obtained from the SAA problem with finite
sample size.
The structure of stochastic min-max programs indicates that by fixing any x ∈ X,
the inner maximization problem provides an upper bound on the optimal value of the
original min-max problem, i.e.,




E[F (x, y, ω)]; (2.6)
similarly, fixing any y ∈ Y , the outer minimization problem would give a lower bound
23
on the optimal value of the original min-max problem, i.e.,




E[F (x, y, ω)]. (2.8)
The equality in (2.5) or (2.7) can be attained when x ∈ X∗ or y ∈ Y ∗, with X∗
and Y ∗ denoting the set of optimal x-values and the set of optimal y-values to the
original min-max problems. More important, Problem (2.6) and (2.8) are traditional
stochastic programs, for which we know how the existing SAA method generates
statistical upper and lower bounds. Therefore to acquire a good statistical upper
(lower) bound for v∗, it is sufficient to find x̃ (ỹ), an estimate for some x ∈ X∗
(y ∈ Y ∗), as well as a good statistical upper bound for u∗(x̃) (lower bound for l∗(ỹ)).
We acquire (x̃, ỹ) by directly solving the SAA problem for the original min-max









F (x, y, ωn)
and let (x̃, ỹ) be an optimal solution.
Now let us recall how to get a statistical upper bound for u∗(x̃). Let ω1, · · · , ωNu









F (x̃, y, ωn)
}
.
The following is a well-known result:
max
y∈Y







≥ f(x̃, y′) ∀y′ ∈ Y
=⇒ E [uNu(x̃)] ≥ u∗(x̃) := max
y′∈Y
f(x̃, y′).
That is, E[ûNu(x̃)] ≥ u∗(x̃). By generating Mu independent samples of the uncertain
parameters, each of size Nu, and solving the corresponding SAA problems, we obtain
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Mu optimal objective values û
1
Nu







is an unbiased estimator of E[ûNu(x̃)] and therefore is a statistical upper bound on










Define zβ by Pr{Z ≤ zβ} = 1 − β where Z is a standard normal random variable.
When Mu is large, a (1− β)-confidence interval for E[ûNu(x̃)] can be calculated as
[
ū− zβ/2Sū, ū + zβ/2Sū
]
.
When Mu is small, zβ/2 can be replaced by tβ/2,Mu−1, the critical value of a t-
distribution. A statistically valid lower bound for l∗(ỹ) can be obtained in a similar
way. By generating Ml samples each of size Nl and solving the SAA problem to (2.8),
we get the statistical lower bound l̄ for v∗ and its sample variance S2
l̄
, and in turn, a
confidence interval.
The sizes of N , Nu, and Mu should be a trade-off between computational work and
accuracy requirement. The larger the sample sizes, the smaller the variance estimates,
but the heavier the computational work. We can adjust these sizes through some
preliminary experiments. In the computational part, we also explore the possibility
of reducing variances via variance reduction techniques. We summarize the SAA
scheme in Table 2.1.
2.2 Mean-MAD Stochastic Programs
In the remainder of this chapter, we concentrate on mean-MAD stochastic programs.
As we already analyzed, a mean-MAD model is equivalent to a mean-MASD model
with doubled weight factor. Since the latter can simplify our statement, we discuss
the mean-MASD models instead. We first prove the equivalence of mean-MASD
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Table 2.1: The SAA scheme for stochastic min-max programs
Step 1: Optimal (x̃, ỹ) estimation.
Generate a sample of size N , i.e., (ω1, · · · , ωN ). Solve the SAA problem
minx∈X maxy∈Y fN (x, y)
and let (x̃, ỹ) be an optimal solution.
Step 2: Lower bound estimation.
Generate Ml independent samples each of size Nl, i.e., (ωm1 , · · · , ωmNl) for m = 1, · · · ,Ml.
For each sample, solve the lower bounding SAA problem
l̂mNl(ỹ) := minx∈X fNl(x, ỹ).

















and a (1− β)-confidence interval for this lower bound is[
l̄ − γSl̄, l̄ + γSl̄
]
,
where γ = tβ/2,Ml−1 when Ml is small; otherwise γ = zβ/2.
Step 3: Upper bound estimation.
Generate Mu independent samples each of size Nu, i.e., (ωm1 , · · · , ωmNu) for m = 1, · · · ,Mu.
For each sample, solve the upper bounding SAA problem
ûmNu(x̃) := maxy∈Y fNu(x̃, y).
















and a (1− β)-confidence interval for this upper bound is
[ū− γSū, ū + γSū] ,
where γ = tβ/2,Mu−1 for small Mu and γ = zβ/2 for large Mu.
models with one certain min-max problems. Then we employ the results obtained in
the previous section to this particular kind of min-max problems. We specialize the
assumptions required for obtaining the convergence rates for the SAA method on this
kind of stochastic min-max programs.
2.2.1 Reformulation as Stochastic Min-Max Programs
Let us restate the definition of a mean-MASD stochastic program. Let G(x, ω) be a
cost function on X×Ω and λ be a nonnegative real value. Suppose E[G(x, ω)] is well




E[G(x, ω)] + λδ+[G(x, ω)], (2.9)
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where δ+[Z] = E[Z−EZ]+ is the MASD of some random variable Z. A closely related
problem is the mean-QDEV stochastic program
min
x∈X
E[G(x, ω)] + λhα[G(x, ω)], (2.10)
where hα[Z] := E[α(Z − κα[Z])+ + (1 − α)(κα[Z] − Z)+] is the α-quantile deviation
and κα[Z] is the α-quantile of Z. Ogryczak and Ruszczyński [27] showed that MASD




A well-known formula for α-quantile deviation is
hα[Z] = min
t∈R
E[α(Z − t)+ + (1− α)(t− Z)+] (2.12)
with κα[Z] a minimizer to the right-hand-side problem [27]. With this formula, the
mean-QDEV model (2.10) can be reformulated as
min
x∈X,t∈R
E[G̃λ(x, t, α, ω)]
where
G̃λ(x, t, α, ω) := G(x, ω) + λα[G(x, ω)− t]+ + λ(1− α)[t−G(x, ω)]+. (2.13)
The equalities (2.11) and (2.12) allow us to reformulate a mean-MASD model as a
min-max problem.
Proposition 2.3. Suppose E[G(x, ω)] is well defined at every x ∈ X. Then for






E[G̃λ(x, t, α, ω)] (2.14)
with G̃λ(x, t, α, ω) defined in (2.13).
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E[G̃λ(x, t, α, ω)] (2.15)




{αE[G(x, ω)− t]+ + (1− α)E[t−G(x, ω)]+}
= E[G(x, ω)] + λ min
t∈R
max {E[G(x, ω)− t]+, E[t−G(x, ω)]+}
= E[G(x, ω)] + λE[G(x, ω)− EG(x, ω)]+ (2.16)
where the last two equalities are due to the fact that for any random variable Z with
finite mean E[Z], the following holds
E[Z − EZ]+ = E[EZ − Z]+.
Note that in (2.15), the optimal t-value is E[G(x, ω)] and the optimal α-value is such
that κα[G(x, ω)] = E[G(x, ω)]. Now taking minimization over x ∈ X to (2.15) and
(2.16) at the same time, we have
min
x∈X




E[G̃λ(x, t, α, ω)].
This completes the proof.
The function G̃λ(x, t, α, ω) has many desirable properties. Let us fix λ ∈ [0, 1].
The following concise analysis is from [41]. By defining
Hλ(α, z) := z + λα[z]+ + λ(1− α)[−z]+,
we have
G̃λ(x, t, α, ω) = Hλ[α,G(x, ω)− t] + t.
Clearly Hλ(α, z) is linear in α and convex in z. Moreover, Hλ(α, z) is nondecreasing
in z. So Hλ(α, ·) is convexity preserving. Therefore, if G(x, ω) is convex in x, then
G̃λ(x, t, α, ω) is linear (thus concave) in α and convex in x and t, and in turn Problem
(2.14) is a convex program.
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2.2.2 Convergence Results
We make the following assumptions.
(B1) X ⊂ Rk is a nonempty compact set. X can be either discrete or continuous.
Without loss of generality, we assume X is continuous here.
(B2) For any x ∈ X, G(x, ·) is measurable.
(B3) There exists an integrable function ψ : Ω → R+ such that at some x̃ ∈ X,
|G(x̃, ω)| ≤ ψ(ω) for every ω ∈ Ω. Let Ψ := E[ψ(ω)].
(B4) The MGF of ψ(ω), Mψ(s) = E[esψ(ω)] is finite valued in a neighborhood of zero.
(B5) There exists an integrable function φ : Ω → R+ such that
|G(x1, ω)−G(x2, ω)| ≤ φ(ω)‖x1 − x2‖, ∀ω ∈ Ω and x1, x2 ∈ X.
Let Φ := E[φ(ω)].
(B6) The MGF of φ(ω), Mφ(s) = E[esφ(ω)] is finite valued in a neighborhood of zero.
We use G̃ to denote G̃λ(x, t, α, ω). To apply the convergence result of general stochas-
tic min-max programs in Section 2.1, we need to make sure that conditions (A1)-(A5)
are satisfied. Below we make the following proofs in sequence: (1) prove the finite-
ness of E|G̃| and as a byproduct, define a compact set for t; (2) verify the Lipschitz
continuity of G̃, and (3) show the finiteness in a neighborhood of zero of the moment
generating function Mx,t,α(·) of (G̃− E[G̃]).
Lemma 2.4. Under Assumptions (B1)-(B6), the following statements are true.
(i) Let D be the diameter of X. Then E|G(x, ω)| ≤ Ψ + ΦD for all x ∈ X.
(ii) E|G̃λ(x, t, α, ω)| < +∞ for all x ∈ X, α ∈ [0, 1] and finite t.
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(iii) The domain of t in Problem (2.14) can be replaced by a bounded interval T :=
[−ΦD −Ψ, ΦD + Ψ] without changing the optimization results.
Proof. Since X is compact, D < +∞. By Assumption (B5),
|G(x, ω)−G(x̃, ω)| ≤ φ(ω)‖x− x̃‖ ≤ φ(ω)D, ∀x ∈ X.
It follows that
|G(x, ω)| ≤ |G(x̃, ω)|+ φ(ω)D ≤ ψ(ω) + φ(ω)D, ∀x ∈ X, (2.17)
where the second inequality is due to Assumption (B3). Assumptions (B4) and (B6)
give the finiteness of Ψ and Φ. So (i) is true. Furthermore, inequality (2.17) also
implies that for any x ∈ X, finite t and α ∈ [0, 1], E[G(x, ω)− t]+ and E[t−G(x, ω)]+
are finite as well. Together with inequality
E|G̃| ≤ E|G(x, ω)|+ λαE[G(x, ω)− t]+ + λ(1− α)E[t−G(x, ω)]+,
it follows that (ii) holds.
From the discussion in the previous subsection, t∗ = E[G(x∗, ω)], where (x∗, t∗, α∗)
denotes one optimal solution of (2.14). Then according to (i), |t∗| can be bounded by
ΦD + Ψ. Consequently, in the min-max problem (2.14), substituting t ∈ R by t ∈ T
will not change the optimal value and solutions, while the feasible region becomes
compact. This completes the proof.
Lemma 2.5. Let x1, x2 ∈ X, α1, α2 ∈ [0, 1] and t1, t2 ∈ R finite. Then under
Assumptions (B1)-(B6), a.e. ω ∈ Ω,
|G̃λ(x1, t1, α1, ω)− G̃λ(x2, t2, α2, ω)| (2.18)
≤ (1 + λ)φ(ω)‖x1 − x2‖+ λ|t1 − t2|+ λ[Ψ + ψ(ω) + (Φ + φ(ω))D]|α1 − α2|.
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Proof. The Lipschitz continuity of G̃ with respect to x modulus (1 + λ)φ(ω) can be
shown as follows. Let G, G1 and G2 be short notations for G(x, ω), G(x1, ω) and
G(x2, ω), respectively. Then
|G̃λ(x1, t, α, ω)− G̃λ(x2, t, α, ω)|
= |G1 −G2 + λα[(G1 − t)+ − (G2 − t)+] + λ(1− α)[(t−G1)+ − (t−G2)+]|
≤ |G1 −G2|+ λα|G1 −G2|+ λ(1− α)|G1 −G2|
≤ (1 + λ)|G1 −G2|
≤ (1 + λ)φ(ω)‖x1 − x2‖.
Similarly, G̃ is Lipschitz continuous with respect to t modulus λ since
|G̃λ(x, t1, α, ω)− G̃λ(x, t2, α, ω)|
≤ λα|(G− t1)+ − (G− t2)+|+ λ(1− α)|(t1 −G)+ − (t2 −G)+|
≤ λ|t1 − t2|.
Finally, G̃ is Lipschitz continuous with respect to α modulus λ[Ψ + ψ(ω) + (Φ +
φ(ω))D] because
|G̃λ(x, t, α1, ω)− G̃λ(x, t, α2, ω)|
= λ |[G− t]+ + [t−G]+| |α1 − α2|
= λ|G− t||α1 − α2|
≤ λ(|G|+ |t|)|α1 − α2|
≤ λ[Ψ + ψ(ω) + (Φ + φ(ω))D]|α1 − α2|.
Hence by triangle inequality, (2.18) holds.
Lemma 2.6. Let x ∈ X, α ∈ [0, 1] and t be finite real-valued. Then under Assump-
tions (B1)-(B6), the MGF Mx,t,α(·) of (G̃− E[G̃]) is finite around zero.
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Proof. We have already shown that E|G̃| < +∞. So esE[G̃] is finite around zero.
On the other hand, by Assumption (B4), both terms on the right hand side of the

















It follows that Mx,t,α(s) is finite around zero.
Proposition 2.7. Suppose Assumptions (B1)-(B6) hold. Define
ν :=
[
1 + 2λ + λD +







Var[φ(ω)], Var[ψ(ω)], Var[G̃λ(x, t, α, ω)− E[G̃λ(x, t, α, ω)]]
}
.
Given ε > 0 and 0 < β < 1, we have
(i) convergence of objective values:
Pr{|v̂N − v∗| < ε} ≥ 1− 2
[







(ii) convergence of optimal solutions:
Pr{ŜN ⊂ S2ε} ≥ 1− 4
[























In this part we detail the SAA method for solving mean-MASD stochastic programs.
Comparing with a general stochastic min-max program, here we have two equivalent
formulations: one is a minimization problem and the other is a min-max problem.
We shall take advantage of this speciality and design a simpler SAA method for
mean-MASD problems.
As before, we fix α at some α̃ and solve Ml SAA problems to the outer minimiza-
tion problem of the min-max formulation (i.e., the mean-QDEV stochastic program)
to get a stochastically lower bound. Let ω1, · · · , ωN be one sample of size N . α̃ can be
































, where Q =
{







The approach for constructing a statistical upper bound is simulation. Consider
a feasible solution x̄, for example, taking it to be x̃ or one of solutions from lower
bounding. Generate another independent sample of size Nu and calculate the quan-
tities















Since ū is an unbiased estimator of E[G(x̄, ω) + λδ+[G(x̄, ω)]], it is a statistical upper
bound for the optimal value of the mean-MASD model. The SAA scheme for mean-
MASD problems is given in Table 2.2.
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Table 2.2: The SAA scheme for mean-MASD stochastic programs
Step 1: Optimal α̃ estimation.


















and let x̃ be its optimal solution and gN (x̃) = N−1
∑N
j=1 G(x̃, ωj). Then α̃ can be
computed as
α̃ = |Q|N , where Q = {ωn : n = 1, · · · , N, G(x̃, ωn) < gN (x̃)} .
Step 2: Lower bound estimation.
Generate Ml independent samples each of size Nl, i.e., (ωm1 , · · · , ωmNl) for m = 1, · · · ,Ml.
For each sample, solve the SAA mean-QDEV problem at α̃




n ) + λα̃(G(x, ω
m
n )− t)+ + λ(1− α̃)(t−G(x, ωmn ))+] .













and a (1− β)-confidence interval for this lower bound is[
l̄ − γSl̄, l̄ + γSl̄
]
,
where γ = tβ/2,Ml−1 when Ml is small; otherwise γ = zβ/2.
Step 3: Upper bound estimation.
Choose a feasible solution x̄ ∈ X of the mean-MASD problem, for example, x̃ or one of
the solutions from Step 2. Generate an independent sample of size Nu, i.e., (ω1, · · · , ωNu).




j=1 G(x̄, ωj). Compute the upper bound estimate ū and its variance
S2ū as













and a (1− β)-confidence interval for this upper bound is[
ū− zβ/2Sū, ū + zβ/2Sū
]
,
since Mu is usually very large.
2.3 Newsvendor Problem
In this section we computationally investigate the proposed SAA method. We con-
sider a single period newsvendor problem without setup costs. Each newspaper costs
the vendor c, can be sold at l and has a salvage value of s, where s < c < l. The
newspaper demand ω is uniformly distributed on [a, b] (we choose this simple distri-
bution so as to compute the mean-MASD objective exactly). Before the start of the
day, newsvendor needs to determine the order quantity of the newspaper, represented
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by x. Thus the net cost of the newspapers is
G(x, ω) = (c− l)x + (l − s)(x− ω)+.
In this case, the mean-MASD model can be solved analytically. First we derive
the following terms




(l − s)(x− a)2(2b− a− x)2
8(b− a)3 .




which provides us one optimal solution x∗ and the optimal value v∗ of the mean-
MASD model. Utilizing the fact that κα∗ [·] = E[·], we get one optimal α∗ to the










We also use the SAA approach to solve the same model and compare the results
with the analytical solutions. In all experiments, we set c = 10, l = 20, s = 2,
a = 100, and b = 400. The optimal objective value of the traditional stochastic
programming model (i.e., minx∈X E[G(x, ω)]) is -1833.33 under this data set. Table
2.3 presents results for different λ, where SAA parameters are N = 2000, Nl = 1000,
Ml = 10, and Nu = 20000. x̄ is the one, among Ml optimal solutions obtained in
the lower bounding step, providing the lowest ū-value. Table 2.4 and Figure 2.1 give
results for different N at λ = 0.5, and other SAA parameters are Nl = 2000, Ml = 20,
and Nu = 100000. Please refer to Table 2.3 for the true value and optimal solution.
x̃ is the solution obtained in Step 1 of Table 2.2, f(x̃) is the true objective value at
x̃ and fNu(x̃) is this value approximated by a sample of size Nu. In Figure 2.1, v̂N
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turns to be steadily close to v∗ when N > 12000, which is an expensive sample size.
However, this does not mean we have to use such large sample sizes to obtain good
solutions. In fact, the solution from N = 500 is good enough, which can be seen by
the closeness of v̂N to l̄ and fNu(x̃).
Table 2.3: Effects of λ (N = 2000, Nl = 1000, Ml = 10 and Nu = 20000)
λ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
α∗ 0.607 0.616 0.625 0.635 0.646 0.657 0.668 0.679 0.690
x∗ 261.21 255.57 249.78 243.90 237.98 232.07 226.25 220.57 215.07
−v∗ 1790.74 1749.97 1711.10 1674.19 1639.31 1606.47 1575.65 1546.83 1519.94
α̃ 0.612 0.617 0.629 0.639 0.648 0.663 0.673 0.682 0.690
x̄ 260.71 254.93 248.58 243.48 237.68 233.59 227.07 220.87 214.28
−ū 1786.59 1745.80 1706.92 1669.90 1634.81 1601.65 1570.63 1541.67 1514.76
Sū 7.15 7.29 7.36 7.48 7.53 7.65 7.59 7.51 7.36
−l̄ 1790.88 1749.86 1710.78 1673.82 1638.97 1606.13 1575.17 1546.23 1519.46
Sl̄ 7.33 7.05 6.79 6.49 6.18 5.91 5.69 5.50 5.37
Table 2.4: Effects of N (λ = 0.5, Nl = 2000, Ml = 20 and Nu = 100000)
N 100 500 1000 2000 4000 6000 8000 10000 12000
α̃ 0.640 0.636 0.643 0.640 0.644 0.646 0.645 0.643 0.645
x̃ 222.02 237.24 229.69 229.85 235.70 235.39 237.28 237.50 238.22
−v̂N 1544.83 1627.15 1591.81 1579.72 1624.74 1626.30 1625.87 1622.41 1636.84
−f(x̃) 1631.80 1639.30 1637.30 1637.38 1639.16 1639.12 1639.30 1639.31 1639.31
−fNu(x̃) 1633.08 1641.09 1638.80 1639.39 1640.74 1640.20 1640.77 1640.52 1641.73
SfNu (x̃) 2.91 3.34 3.13 3.13 3.29 3.28 3.34 3.34 3.36−l̄ 1640.36 1639.26 1640.66 1641.79 1641.07 1641.49 1641.12 1641.60 1636.98
Sl̄ 6.99 5.57 5.26 6.67 6.55 6.52 6.58 6.48 5.33
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Figure 2.1: Effects of N (corresponding to Table 2.4)
37
CHAPTER III
SAA FOR EXPECTED VALUE CONSTRAINED
PROGRAMS
This chapter is devoted to developing a sample average approximation method for
expected value constrained programs. In Section 3.1, we derive the convergence rates
and design the SAA scheme. In Section 3.2, we specialize the proposed method to
the CVaR constrained programs.
3.1 Expected Value Constrained Programs
Consider a stochastic program defined on the following region
{x ∈ X s.t. g(x) := E[G(x, ω)] ≤ q}, (3.1)
where X ⊆ Rk is a nonempty set of feasible decisions, ω is a random vector with
support Ω and distribution P , and G : X × Ω 7→ R is some function such that the
expectation E[G(x, ω)] is well defined for all x ∈ X.
Feasible region (3.1) can arise in many situations. For example, as we pointed
out in Chapter 1, a CVaR constrained problem can be transformed into a program
constrained on the set (3.1). A second example is any stochastic program where the
goal is to minimize the risk such that the mean is below some value. A third example
is a two-stage stochastic program in which the objective is to minimize the first-stage
cost such that the expected second-stage cost is below some value. When applying the
SAA method proposed here, we require the expected value constraint in (3.1) to be
soft, i.e., after a slight adjustment to the q-value, the problem remains mathematically
feasible and meaningful. In cases where the approximation is “restrictive” (the region
is smaller than that of the original problem), we assume the problem is still feasible.
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On the other hand, in cases where the approximation is “relaxed” (the region is
bigger), we hope the solution obtained is still meaningful in the sense that it can
provide some information to the real-world problem.
3.1.1 Exponential Convergence Rates
Let ε > 0. Define Xε := {x ∈ X : g(x) ≤ q + ε}. Due to difficulty in evaluating
E[G(·, ω)] accurately, we consider using a sample average to approximate it. Let
ω1, · · · , ωN be a sample of size N of the random vector ω. Then E[G(x, ω)] can be
approximated by gN(x) := N
−1 ∑N
n=1 G(x, ωn). Consequently we define X
ε
N := {x ∈
X : gN(x) ≤ q + ε}. Our goal is to estimate
Pr{X−ε ⊆ X0N ⊆ Xε},
that is, we want to claim a feasible solution of certain SAA problem is feasible to the
true problem but not too conservative. Using Large Deviations Theory, this would
give us the exponential convergence results for the SAA method of the expected value
constrained stochastic programs. We state some required assumptions.
(C1) X ⊂ Rk is nonempty compact sets.
(C2) The expected value function g(x) is well defined, i.e., for every x ∈ X, the
function G(x, ·) is measurable and E|G(x, ω)| < +∞.
(C3) For any x ∈ X, the moment generating function Mx(·) of G(x, ω)−g(x) is finite
in a neighborhood of zero.
(C4) For any ω ∈ Ω there exists an integrable function φ : Ω → R+ such that
|G(x1, ω)−G(x2, ω)| ≤ φ(ω)‖x1 − x2‖, ∀x1, x2 ∈ X.
Denote Φ := E[φ(ω)].
39
(C5) The MGF Mφ(·) of φ(ω) is finite in a neighborhood of zero.
Proposition 3.1. Suppose (C1)-(C3) hold and |X| is finite. Given ε > 0, then
Pr
{
X−ε ⊆ X0N ⊆ Xε
} ≥ 1− 2|X|e−Nε
2
2σ2




X−ε ⊆ X0N ⊆ Xε
}
= 1− Pr{∃x ∈ X s.t. g(x) ≤ q − ε and gN(x) > q,
or ∃x ∈ X s.t. gN(x) ≤ q and g(x) > q + ε}












where a(ε) := minx∈X{Ix(ε), Ix(−ε)}. Assumption (C3) implies that Ix(ε) and Ix(−ε)
are no less than ε2/(2Var[G(x, ω) − g(x)]) at any x ∈ X, and as a result, a(ε) ≥
ε2/(2σ2).
For given ν > 0, build a finite subset Xν of X such that for any x ∈ X there
exists x′ ∈ Xν satisfying ‖x−x′‖ ≤ ν. Denoting by D the diameter of the set X, i.e.,
D = maxx1,x2∈X ‖x1− x2‖, then such set Xν can be constructed with |Xν | ≤ (D/ν)k.
Now fix x ∈ X and x′ ∈ Xν satisfying ‖x−x′‖ ≤ ν. Suppose Assumption (C4) holds.
Then
|G(x, ω)−G(x′, ω)| ≤ φ(ω)ν.
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Consequently
|g(x)− g(x′)| ≤ Φν
and
|gN(x)− gN(x′)| ≤ ΦNν
where ΦN = N
−1 ∑N
n=1 φ(ωn).
Proposition 3.2. Suppose (C1)-(C5) hold and |X| is infinite. Given ε > 0, then










where ν := (4Φ/ε + 1)−1 and σ2 := maxx∈X{Var[φ(ω)], Var[G(x, ω)− g(x)]}.
Proof.
Pr{X−ε ⊆ X0N ⊆ Xε}
≥ 1− Pr{∃x ∈ X s.t. gN(x)− g(x) > ε} − Pr{∃x ∈ X s.t. gN(x)− g(x) < −ε}
≥ 1− Pr{∃x ∈ Xν s.t. gN(x)− g(x) > ε− (Φ + ΦN)ν}
− Pr{∃x ∈ Xν s.t. g(x)− gN(x) > ε− (Φ + ΦN)ν}
≥ 1− 2Pr{ΦN > Φ + ε/2} − Pr{∃x ∈ Xν s.t. gN(x)− g(x) > ε/2}
− Pr{∃x ∈ Xν s.t. g(x)− gN(x) > ε/2}


































Thus the statement is true.
3.1.2 Bounding Strategy and SAA Scheme
Now we discuss bounding strategy and design a SAA scheme for expected value
constrained programs.
From Lagrange duality, we know
min
x∈X
{f(x) : g(x) := E[G(x, ω)] ≤ q} (3.2)
≥ min
x∈X
{f(x) + π[g(x)− q]} (3.3)
for any π ≥ 0 and the equality holds when π is an optimal Lagrangian multiplier.
Since (3.3) takes the form of traditional stochastic programming, we can use it to
generate a lower bound for (3.2). As to upper bounding, we know any x ∈ X satisfying
g(x) ≤ q can provide an upper bound f(x). However, for expected value constrained
problems, it is difficult to tell if x ∈ X is really feasible to the original problem,
i.e., whether it satisfies g(x) ≤ q. Therefore, we need to associate an upper bound
obtained via evaluating the objective function value f(x) at some x with an estimated
probability that it is a true upper bound.
We obtain x̃ for upper bounding and π̃ for lower bounding via solving one SAA




{f(x) : gN(x) := N−1
N∑
n=1
G(x, ωn) ≤ q̃} (3.4)
and let (x̃, π̃) be the primal-dual optimizer pair. Note q̃ ≤ q. In order to solve (3.4)
efficiently, N cannot be too large. Consequently it is very possible that x̃ from solving
(3.4) with q̃ = q is infeasible. Therefore a smaller q̃-value in (3.4) can improve the




















Similarly as before, define zβ by Pr{Z ≤ zβ} = 1− β, where Z is a standard normal






Pr{g(x̃) ≤ q} = 1− β.
So we only need to check zβ. If zβ is big enough, then we accept x̃. Otherwise we
continue to decrease q̃ by some small value ξ, and resolve (3.4) to get another x̃ and
check it. After obtaining a satisfactory x̃ with characteristic zβ, we can calculate
f(x̃) and conclude that the probability that f(x̃) is an upper bound is β. Table 3.1
describes the SAA scheme for expected value constrained problems.
3.2 CVaR Constrained Programs






1− αE[Z − t]+
}
, (3.5)




{f(x) : CVaRα[G(x, ω)] ≤ q}, (3.6)
where q ∈ R, f : X → R, and G : X × Ω → R such that CVaRα[G(x, ω)] is well
defined at all x ∈ X. By (3.5) and defining
G̃α(x, t, ω) = t +
1
1− α [G(x, ω)− t]+,
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Table 3.1: The SAA scheme for expected value constrained programs
Step 0: Set z̃ > 0, ξ > 0, γ ∈ (0, 1) and q̃ = q.
Step 1: Optimal π̃ estimation.
Generate a sample of size N , i.e., (ω1, · · · , ωN ) and solve the following SAA problem
min {f(x) : x ∈ X, gN (x) ≤ q̃} .
Let x̃ and π̃ be its optimal solution and Lagrange multiplier, respectively.
Step 2: Upper bound estimation.






If zβ < z̃, let q̃ = q̃ − ξ and go to step 1; otherwise get an upper bound ũ and the
associated possibility
ũ = f(x̃),
Pr{ũ is an upper bound} = β.
Step 3: Lower bound estimation.
Generate Ml independent samples each of size Nl, i.e., (ωm1 , · · · , ωmNl) for m = 1, · · · ,Ml.
For each sample, solve the SAA problem


















And a (1− γ) confidence interval for E[l̃] is
[l̃ − zγ/2Sl̃, l̃ + zγ/2Sl̃].
Problem (3.6) is equivalent to
min
x∈X,t∈R
{f(x) : E[G̃α(x, t, ω)] ≤ q}, (3.7)
to which we can apply the SAA method of expected value constrained problems, and
the convergence results in Section 3.1 hold provided that (C1)-(C5) are satisfied. Here
we make the following assumptions.
(D1) X ⊂ Rk is a nonempty compact set. X can be either discrete or continuous.
Without loss of generality, we assume X is continuous here.
(D2) For any x ∈ X, G(x, ·) is measurable.
(D3) There exists a measurable function ψ : Ω → R+ such that |G(x, ω)| ≤ ψ(ω) for
every x ∈ X and ω ∈ Ω. Let Ψ := E[ψ(ω)].
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(D4) The MGF of ψ(ω), Mψ(s) = E[esψ(ω)] is finite valued in a neighborhood of zero.
(D5) There exists a measurable function φ : Ω → R+ such that
|G(x1, ω)−G(x2, ω)| ≤ φ(ω)‖x1 − x2‖, ∀ω ∈ Ω and x1, x2 ∈ X.
Let Φ := E[φ(ω)].
(D6) The MGF of φ(ω), Mφ(s) = E[esφ(ω)] is finite valued in a neighborhood of zero.
Lemma 3.3. Let x1, x2 ∈ X and t1, t2 ∈ R. Then under Assumptions (D1)-(D6),
a.e. ω ∈ Ω,
|G̃α(x1, t1, ω)− G̃α(x2, t2, ω)| ≤ φ(ω)
1− α‖x1 − x2‖+
2− α
1− α |t1 − t2|. (3.8)
Proof. The Lipschitz continuity of G̃ with respect to x can be shown as follows. Let
G1 and G2 be short notations for G(x1, ω) and G(x2, ω), respectively. Then
|G̃α(x1, t, ω)− G̃α(x2, t, ω)| = 1
1− α |(G(x1, ω)− t)+ − (G(x2, ω)− t)+|
≤ 1
1− α |G(x1, ω)−G(x2, ω)|
≤ φ(ω)
1− α‖x1 − x2‖.
Similarly, G̃ is Lipschitz continuous with respect to t since
|G̃α(x, t1, ω)− G̃α(x, t2, ω)| = |t1 − t2|+ 1
1− α |(G(x, ω)− t1)+ − (G(x, ω)− t2)+|
≤ |t1 − t2|+ 1
1− α |t1 − t2|
=
2− α
1− α |t1 − t2|.
Hence by triangle inequality, inequality (3.8) holds.
Lemma 3.4. Suppose Assumptions (D1)-(D4) hold. There exists a closed interval
T ⊂ R such that
min
x∈X,t∈T
{f(x) : E[G̃α(x, t, ω)] ≤ q} (3.9)
is equivalent to the problem (3.7) where t is a free variable.
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Proof. Fixing x ∈ X, we know
VaRα[G(x, ω)] ∈ Argmint∈RE[G̃α(x, t, ω)].
Therefore, it is enough to bound VaRα[G(x, ω)] for all x ∈ X instead to bound t.
According to Assumption (D3),
−ψ(ω) ≤ G(x, ω) ≤ ψ(ω), ∀x ∈ X and ω ∈ Ω.
It follows that
VaRα[−ψ(ω)] ≤ VaRα[G(x, ω)] ≤ VaRα[ψ(ω)], ∀x ∈ X.
By Assumption (D4), E[ψ(ω)] < +∞. Together with the fact ψ(ω) ≥ 0, it is true
that VaRα[ψ(ω)] < +∞ and VaRα[−ψ(ω)] > −∞ for any α ∈ (0, 1). Hence we can
define
T := [VaRα[−ψ(ω)], VaRα[ψ(ω)]]. (3.10)
Lemma 3.5. Under Assumptions (D1)-(D4), for any x ∈ X and t < ∞, the moment








The finiteness of E[G̃α(x, t, ω)] is trivial since E[G(x, ω) − t]+ < +∞, which is im-






































by Assumption (D4), it is finite. So Mx,t,α(·) < +∞ in a neighborhood of zero.
Denote the feasible region of Problem (3.7) by Y 0 and that of the sample approx-
imate problem by Y 0N . Finally we have the following convergence result.
Proposition 3.6. Suppose Assumptions (D1)-(D6) hold. Given ε > 0, then it is true
that














• k and Dx are the dimension and the diameter of X, respectively,
















The portfolio selection problem is a classical problem in theoretical and computational
finance. Historically, the seminal work of Markowitz [17, 18] which earned him the
1990 Nobel prize in economics, laid the foundation of the subject. The interest in
this problem has grown over the years as the financial industry developed, along with
advances in theoretical work and computing power. Various approaches and models
have been proposed and elaborated to tackle this problem. Three common approaches
are expected utility approach, mean/risk approach, and stochastic dominance theory.
In the expected utility approach, an investor’s preference over portfolios is de-
scribed quantitatively by a utility function. Utility is a notion used in economics and
game theory to measure how desirable something is to the investor. It is related to,
but different from, the absolute amount of financial gains. The well-known expected
utility hypothesis due to Neumann and Morgenstern [22] states that for every rational
decision maker there exists a utility function u(·) such that he prefers outcome z1 over
outcome z2 if and only if E[u(z1)] > E[u(z2)]. Based on this hypothesis, the expected





where X denotes the set of feasible portfolios and R(x) the random return of portfolio
x. It is usually required that the function u(·) is concave and nondecreasing, thus
representing preferences of a risk-averse decision maker. The choice of u(·) involves
assumptions on the behavior of investors and therefore is somewhat subjective. So
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the challenge is to select the appropriate utility function in order to yield nontrivial
and meaningful solutions.
The mean/risk approach was pioneered by Markowitz’s mean-variance analysis.
In this approach, portfolio performance is measured in two dimensions: the mean
describing the expected return rate, and the (scalar) risk representing the uncertainty
of the return rate. A portfolio x is said to be efficient if and only if there is no other
portfolio y such that R(y) has higher expected value and lower risk than R(x). A
mean/risk model can take three forms: maximizing a weighted sum of the mean and
the risk, maximizing the mean such that the risk is constrained by some specified
value, or minimizing the risk such that the mean is beyond some value. Note that
the first is exactly what we referred to as a mean-risk model before and can be
regarded as one particular expected utility maximization model, and the second falls
into the category which we called risk constrained problems. Compared with the
expected utility approach, the problem structure of mean/risk models is more clear
and more convenient from a computational point of view (at least for most well-
known risk measures). A drawback of this approach is that sometimes the solution is
not guaranteed to be meaningful with respect to the stochastic dominance relations.
Recent mean/risk studies of portfolio selection problems can be found in [7, 14, 32, 33].
In all these works (except when discussing the mean/variance model), asset returns
take either a discrete joint distribution or a multivariate normal distribution.
Stochastic dominance relations provide a solid theoretical basis for ranking choices,
namely by pointwise comparison of some performance functions constructed from
their distribution functions. The first performance function is defined as the right-
continuous cumulative distribution function: F
(1)
x (η) := Pr{R(x) ≤ η} where η ∈ R.
We say portfolio x dominates y under the first-order stochastic dominance (FSD)
rule, R(x) º(1) R(y), if F (1)x (η) ≤ F (1)y (η) for all η with at least one strict in-






We say x dominates y under the second-order stochastic dominance (SSD) rule,
R(x) º(2) R(y), if F (2)x (η) ≤ F (2)y (η) for all η with at least one strict inequality.
Higher-order stochastic dominance can also be studied in a similar fashion. One well-
known result on stochastic dominance and expected utility is: R(x) º(1) R(y) if and
only if E[u(R(x))] ≥ E[u(R(y))] for all nondecreasing function u(·) and for which these
expected values are finite; and R(x) º(2) R(y) if and only if E[u(R(x))] ≥ E[u(R(y))]
for all nondecreasing concave function u(·), for which these expected values are finite.
Thus, a rational decision maker will only prefer a portfolio that is not dominated by
any other portfolio in the SSD sense.
Despite its theoretical importance, stochastic dominance models are computation-
ally very demanding. So an important study is whether certain mean/risk model is
in harmony with stochastic dominance [25, 26, 27]. In a recent paper, Dentcheva and
Ruszczyńki [9] studied a model involving explicitly stochastic dominance constraints
on the portfolio return rate. When the return rates are described by a discrete joint
distribution, the model is equivalent to a linear programming problem.
In this chapter, we shall solve a portfolio optimization problem using the mean/risk
approach. All our models provide stochastically nondominant solutions. Our objec-
tive includes the following: (1) test the effectiveness of the proposed SAA schemes;
(2) check the effects of incorporating certain variance reduction technique into the
SAA scheme for mean-MAD models; (3) compare different portfolio optimization
models including three mean-risk models (mean-MAD, mean-quantile deviation, and
mean-CVaR), one CVaR constrained model, and one chance constrained model; (4)
compare different assumptions on the distribution of the random vector, including
one discrete distribution and two continuous distributions (multivariate lognormal
and multivariate normal). In Section 4.2, we give a detailed description of our port-
folio problem. In Section 4.3, we explain how the data is collected and processed. In
Section 4.4, we present and discuss the computation results.
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4.2 Problem Description
Let r1, · · · , rK be random one-month dollar-per-dollar returns of assets 1, · · · , K. Our
aim is to invest our capital in these assets and obtain some desirable characteristics
of the total return on the investment. Denoting by x1, · · · , xK the fractions of the
initial capital invested in assets 1, · · · , K, the total one-month loss is
G(x, r) = −100 r>x. (4.1)
Note that the constant 100 in (4.1) is simply for convenience of reporting the com-
putational results and thus all returns reported are in percentage.








yk ∈ {0, 1}, k = 1, · · · , K
vlyk ≤ xk ≤ vuyk, k = 1, · · · , K,
where vl, vu, nl, and nu are constants. By introducing binary variables y1, · · · , yK , we
require that the fraction on the k-th asset is either 0 or on the interval [vl, vu], and the
total number of assets invested in should be no fewer than nl and no more than nu.
These are resulted from considerations of lowering commission costs and diversifying
assets (thus lowering risk). The associated mean-MASD model then takes the form
min
x∈P
E[G(x, r)] + λδ+[G(x, r)]
and a model minimizing the MAD for mean no larger than q has the form
min δ[G(x, r)]
s.t. E[G(x, r)] ≤ q
x ∈ P,
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which we call the MAD model. Similarly we can write the mean-QDEV model, the
mean-CVaR model, and the variance model. We also consider the chance constrained
model
min E[G(x, r)]
s.t. Pr{G(x, r) ≤ q} ≥ α
x ∈ P
and the CVaR constrained model
min E[G(x, r)]
s.t. CVaRα[G(x, r)] ≤ q
x ∈ P.
4.3 Data Collection and Processing
In our experiments, the set of assets to invest in is 95 stocks from S&P100, ex-
cluding SBC, ATI, GS, LU and VIA-B due to insufficient data, and vl = 0.05,
vu = 0.25, nl = 10, and nu = 30. All historical price data are downloaded from
http://finance.yahoo.com. Stock splitting is adjusted. Several notations used subse-
quently are explained below.
• Lognormal, Normal and Discrete
These refer to what distribution the vector of price ratio (i.e., return+1) takes.
Here we are interested in three distributions. The first is multivariate lognor-
mal, which is motivated by the fact that lognormal is the underlying assumption
for the well-known Black-Scholes formula [8]. The second is multivariate nor-
mal, and the third is discrete. For the first two distributions, we estimate the
characteristic values (mean vector and covariance matrix) from historical data.
For the last one, we treat all historical data of price ratio as the scenario set
and each scenario has equal probability.
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• Daily and Monthly
These refer to which kind of historical data (daily or monthly) is used. Although
the uncertain parameters r1, · · · , rK in (4.1) are monthly returns, we might
instead describe the probability distribution of the daily price ratios. In this
case, we use the historical data to calculate the mean vector and covariance
matrix of daily price ratio; then we generate scenarios of daily price ratios; and
the product of every twenty-one independent scenarios of daily price ratios gives
one scenario of monthly price ratio. On the other hand, we might assume it
is the monthly price ratios whose probability distribution is specified. In this
case, we directly use the historical monthly data to generate the mean vector
and covariance matrix, and further do the sampling, each scenario representing
one monthly price ratio.
• In-Sample and Out-of-Sample
We download ten-year historical data from 1996 to 2005, both daily and monthly
prices. We use seven-year data among them to do the in-sample optimization
and obtain optimal portfolios, and the remaining three-year data to test these
obtained portfolios.
• APP1, APP2 and APP3
These refer to how we divide seven-year in-sampling and three-year out-of-
sampling among the ten-year historical data. Considering that the U.S. financial
market experienced both bull and bear markets in that decade, we intentionally
design three time-division approaches to represent this factor. By APP1, the
three-year refers to 2003, 2004 and 2005; APP2, 1999, 2001 and 2003; and
APP3, 1997, 2000 and 2005.
Unless stated otherwise, the SAA parameters we use for mean-risk models are
as follows: the sample size N for α̃-estimation is 1000, the sample size Nl for lower
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bounding is 1000, the sample number Ml for lower bounding is 10, and the sample
size Nu for upper bounding is 100000 (see Table 2.2); and those for CVaR constrained
models are: the sample size N for getting a candidate solution is 2000, the sample
size Nu for testing its feasibility is 50000, the sample size Nl for lower bounding is
1000, the sample number Ml for lower bounding is 10, and the small value ξ used for
decreasing the right-hand-side constant in the expected value constraint is 0.2 (see
Table 3.1). And whenever we implement the SAA schemes for traditional stochastic
programs and mean-MAD models, the solution x̄ reported is the one obtained from
lower bounding problems and providing the best upper bound.
4.4 Result Analysis
4.4.1 Simple Monte Carlo and Latin Hypercube Sampling Schemes
We first demonstrate the effects of variance reduction by employing the Latin Hy-
percube sampling (LHS) scheme [19]. The model solved is the mean-MASD model.
Tables 4.1 and 4.2 give the computational results from the SAA method with simple
Monte Carlo (SMC) and with LHS, respectively. In these tables, “UB 95%-Conf.Int.”
represents the approximate 95%-confidence interval of the true upper bound, and “LB
95%-Conf.Int.” represents that of the true lower bound. We can see that with LHS






duced, e.g. a 64% reduction for m = 1. Consequently the confidence intervals are
also greatly reduced by LHS. Henceforward, all data reported relevant to SAA are
with LHS.
4.4.2 Continuous and Discrete Distributions
In this experiment, we compare the results from solving the mean-MASD model under
two distribution assumptions for the uncertain parameters: one is “daily lognormal,”
i.e., the vector of daily price ratios of all stocks takes a multivariate lognormal distri-
bution, and the other is “monthly discrete,” i.e., the vector of monthly price ratios
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Table 4.1: SMC (mean-MASD, λ = 0.5, daily lognormal, APP1)
m l̂m ū Sū UB 95%-Conf.Int.
1 -0.6447 -0.2670 0.0301 [−0.3260,−0.2080]
2 -0.3854 -0.1471 0.0312 [−0.2083,−0.0859]
3 -0.4184 -0.2136 0.0255 [−0.2636,−0.1636]
4 -0.4908 -0.1574 0.0320 [−0.2201,−0.0947]
5 -0.8691 -0.2626 0.0296 [−0.3206,−0.2046]
6 -0.8794 -0.2126 0.0320 [−0.2753,−0.1499]
7 -0.4400 -0.3086 0.0258 [−0.3592,−0.2580]
8 -0.7166 -0.2457 0.0313 [−0.3070,−0.1844]
9 -1.1370 -0.1250 0.0432 [−0.2097,−0.0403]
10 -0.5707 -0.2025 0.0335 [−0.2682,−0.1368]
l̄ = −0.6552 Sl̄ = 0.0776
LB 95%-Conf.Int.= [-0.8307, -0.4798]
Table 4.2: LHS (mean-MASD, λ = 0.5, daily lognormal, APP1)
m l̂m ū Sū UB 95%-Conf.Int.
1 -0.4183 -0.4403 0.0290 [−0.4971,−0.3835]
2 -0.4770 -0.4446 0.0293 [−0.5020,−0.3872]
3 -0.4550 -0.4407 0.0311 [−0.5017,−0.3797]
4 -0.4772 -0.4393 0.0296 [−0.4973,−0.3813]
5 -0.4402 -0.4325 0.0299 [−0.4911,−0.3739]
6 -0.4783 -0.4486 0.0316 [−0.5105,−0.3867]
7 -0.4496 -0.4453 0.0291 [−0.5023,−0.3883]
8 -0.4852 -0.4410 0.0308 [−0.5014,−0.3806]
9 -0.4416 -0.4512 0.0292 [−0.5084,−0.3940]
10 -0.4425 -0.4533 0.0297 [−0.5115,−0.3951]
l̄ = −0.4565 Sl̄ = 0.0069
LB 95%-Conf.Int.= [-0.4722, -0.4408]
takes a discrete distribution.
Figure 4.1 presents the efficient frontier of the mean-MASD model. The “SAA”
plot denotes the efficient frontier from the “lognormal” assumption; the “H” discrete
points correspond to portfolios from the “discrete” assumption, while their x-values
and y-values are estimated using the sample that is used to compute the upper bound
in SAA. The relative position of the “SAA” plot and the “H” points tells us that
the two assumptions results in very different optimal portfolios. Furthermore, since
the “discrete” distribution contains only eighty-four scenarios with equal probability
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whereas the “lognormal” distribution contains, in principle, numerous scenarios with
probability density information, the “SAA” portfolio dominates the “H” portfolio
with respect to the lognormal distribution.


















Figure 4.1: Efficient frontier (mean-MASD, APP1)
Figure 4.2 gives the composition of the optimal portfolios from the “lognormal”
and “discrete” assumption. As λ increases, we can see progressive change of the
portfolio composition: some stocks enter into the optimal portfolio and some leave.
These charts show that more stocks are contained in a portfolio with larger λ, i.e., to
reduce risk, more stocks are needed.
We also have an out-of-sample test to the optimal portfolios calculated from the
mean-MASD model under nine λ-values 0.1, · · · , 0.9, two distribution assumptions
“lognormal” and “discrete,” and three time-division approaches “APP1,” “APP2,”


































































Figure 4.2: Portfolio composition (mean-MASD, APP1)
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λ=0.5. Figure 4.4 displays the Sharpe ratios of the optimal portfolios from all nine
λ-values. These results show that the time-division approach has a big influence on
these profits. Its existence makes it difficult to draw a conclusion that one distribution
assumption is better than the other. Considering the fact that the U.S. financial
market experienced both bull and bear markets in these ten years, we intentionally
design these three division approaches to consider this factor.
4.4.3 MAD and Variance Models
Next we compare MAD and variance. Since these two risk measures are in different
units, it is inappropriate to compare the results of mean-MAD and mean-variance
directly. On the other hand, it is widely known that when the return vector is
multivariate normally distributed, analytically the MAD model (controlling mean
and minimizing MAD) and the variance model (controlling mean and minimizing
variance) should return same solutions [13]. However, numerically, we cannot expect
the results from the two models to be exactly same. There are two reasons. First,
the solution method of the MAD model is SAA, which only provides near-optimal
solutions. Second, the solution method of the variance model (convex quadratic
program) is the Barrier method, which also only returns near-optimal solutions. Our
computational results do show this discrepancy.
Table 4.3 gives the computational results. The upper part corresponds to the
MAD model and the lower to the variance model. In the upper part, the “Mean” row
lists the mean value specified when solving the variance model, except that the first
one corresponds to the problem of minimizing MAD with no constraint on mean;
“Variance” is the optimal objective values; “# Stocks” is the number of stocks in
the optimal portfolio; and “Time(sec.)” gives the total time consumed in seconds.
In the lower part, “Mean,” “# Stocks,” and “Time(sec.)” have the similar meaning
as above; “UB” and “LB” are the upper and lower bounds returned by the SAA
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Figure 4.3: Three-year profits (Portfolio, mean-MASD, λ = 0.5)
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Figure 4.4: Sharpe ratios (mean-MASD)
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method, and “UBSD” and “LBSD” are their standard deviations; “UB-LB
UB
(%)” is the
percentage of the optimality gap; and finally “Variance” is the variance value of the
optimal solution obtained in the MAD model. In particular, we draw the plots of
“Time(sec.)” versus “mean” in Figure 4.5. We also provide the composition of the
optimal portfolios in Figure 4.6, which demonstrates the similarity of solutions from
the two models.
We know that magnitude of the expected return controls size of the feasible region
of these two models. As the expected return increases, the feasible region shrink,
along with several effects worth discussing. The first is on computation time. From
Figure 4.5, we see that once the expected return goes beyond some value (for example,
0.015), the computation time for either model decreases significantly. The second is
on portfolio composition. The number of stocks “# Stocks” contained in the optimal
portfolio tends to decrease. The third effect is on performance of SAA for solving the
MAD model. The relative optimality gap “UB-LB
UB
(%)” decreases, i.e., SAA returns an
optimal solution with improving quality.
4.4.4 Mean-MASD, Mean-QDEV and Mean-CVaR Modes
In this experiment, we compare results from various mean-risk models: mean-MASD,
mean-QDEV, and mean-CVaR. We solve the first model by the SAA method proposed
here, and the other two by the SAA method for traditional stochastic programs.
Table 4.4 gives the computation time of the three models at λ=0.5. In this table,
“LB-total” represents the time consumed for lower bounding; “UB-sampling” repre-
sents the time taken for generating the sample for upper bounding, and since Latin
Hypercube sampling is adopted, it takes pretty long time (around 370 seconds) to
generating a sample of size 105; and “UB-total” is the time for upper bounding, which
includes the “UB-sampling.” We can see that the upper bounding of mean-QDEV and









































































































































































































































































































































































































































































































Figure 4.5: Computation time (monthly normal, APP1)
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Figure 4.6: Portfolio composition (monthly normal, APP1)
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procedure to get α-quantile and α-VaR, which is time-consuming, and mean-MASD
only needs to compute the average.
Figure 4.7 gives the three-year profit curves from out-of-sample tests on the opti-
mal portfolios obtained from the these models. We can see that these portfolios are
pretty similar.
Table 4.4: Computation time of mean-risk models (λ=0.5, daily lognormal, APP1)
Time(sec.) α-estimating LB-total UB-sampling UB-total total
mean-QDEV, α=0.7 N/A 79 361 1607 1686
mean-CVaR, α=0.7 N/A 289 389 1666 1955
mean-MAD 9 139 370 372 519






























Figure 4.7: Three-year profits (daily lognormal, APP1)
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4.4.5 Chance Constrained and CVaR Constrained Models
Tables 4.5 and 4.6 give the computational results of three models with respect to
changing α and q, respectively. The three models are chance constrained model
under multivariate normal assumption (solved by SOCP solver), CVaR constrained
model under multivariate normal assumption (SAA) and CVaR constrained model
under multivariate lognormal assumption (SAA). In these tables, “Opt.Obj.” is the
optimal objective value of the chance constrained problem; “Pr{UB}” is the estimated
probability that “UB” is a statistical upper bound of the CVaR constrain problem,
or equivalently, the estimated probability that the optimal solution x̃ corresponding
to “UB” is feasible to the CVaR constrained problem; “95%-C.I.(LB)-l” and “95%-
C.I.(LB)-r” are the left and right end of the 95% confidence interval of the lower bound
“LB;” “Pr{G(x̃, r) ≤ q}(%)” is the true probability that x̃ is feasible to the chance
constrained problem (the probability can be calculated due to the fact that G(x̃, r)
is a normal variable); “# Iterations” is the iterations taken for getting a statistical
feasible solution (Step 1 in SAA for EVC), and finally as the name suggests, “UB
Time,” “LB Time,” and “Time” are the times in seconds for upper bounding, lower
bounding and the whole SAA implementation, respectively. Furthermore, we plot the
objective values of the three models in Figure 4.8.
We make the following observations. The first is regarding the two assumptions
used in the CVaR constrained problem. We can see that “UB-Normal” is always
larger than “UB-Lognormal.”
The second is regarding the SAA performance. In our SAA implementation, we
set 97.7% as the smallest acceptable probability that the obtained optimal portfolio
is feasible to the CVaR constrained problem. It turns out that the actual probability
“Pr{UB}” returned by our codes is much higher, for example, over 99.5% in eight out
of ten runs of the CVaR constrained problem with normal distribution. Moreover,
we find that as α increases, number of iterations “# Iterations” for upper bounding
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increases.
The third is regarding the computation time. We notice that as q increases or α
decreases, it takes less time for SAA to do the upper and lower bounding. Here we
give one explanation. The method we used for solving upper and lower bounding SAA
problems is the cutting plane method, whose computation time is closely related on
number of cuts being added. The less cuts, the less computation time. For an upper
bounding problem, as q increases or α decreases, its feasible region expands and thus
less cuts are added before we reach the optimality. For a lower bounding problem,
as q increases or α decreases, the obtained Lagrangian multiplier π̃ decreases, which
results in more smoothness of the objective function of this lower bounding problem,
and hence also less cuts are needed.
The last is regarding the approximation of a chance constraint by a CVaR one. In





are two indicators of the approximation
effect. Our intuition is larger gaps indicate more conservativeness in the approxima-
tion. However, these relative gaps are also influenced by the SAA performance. So







keeps decreasing. However, there is no obvious correlation








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.8: Effects of α and q (monthly, APP1)
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CHAPTER V
SUPPLY CHAIN NETWORK DESIGN UNDER
UNCERTAINTY
5.1 Introduction
A critical component of the planning activities of any manufacturing firm is the ef-
ficient design and operation of its supply chain. Generally a supply chain consists
of a network of suppliers, manufacturing plants, warehouses, and distribution centers
organized to acquire raw materials, convert them to final products, and deliver the
products to customers. The design decision of a supply chain network is made on
two levels: the strategic level and the tactical level. The strategic level design in-
volves deciding the configuration of the network, i.e., the number, location, capacity,
and technology of the facilities. The tactical level design involves deciding the oper-
ation of the network, i.e., controlling material flows for purchasing, processing, and
distribution of products.
The impact of the design decisions spans a long horizon, during which many pa-
rameters such as costs, demands, and distances may fluctuate. For this reason, the
solutions of design models without considering such fluctuation are usually far from
optimal in the long run. The two-stage nature of this problem (choose locations be-
fore knowing the future demands, and react once uncertainties are resolved) makes
it a classical example of decision making under uncertainty. A larger number of ap-
proaches for optimization under uncertainty have been applied to the supply chain
design problem. Snyder [43] gave a thorough literature review on this subject, where
the author listed a variety of stochastic and robust models for this problem. Among
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the stochastic models, most extensively studied are traditional stochastic program-
ming models. By comparison, there are only a few risk-averse stochastic programming
models, including mean-variance, chance-constrained, and max-probability models.
Two earlier papers are directly relevant to our work in this chapter. Tsiakis
et al. [45] considered a multi-product, multi-echelon supply chain under demand
uncertainty. The demand vector has three scenarios. The design goal is to decide
middle-echelon facility locations and capacities, transportation links, and flows to
minimize expected cost. Transportation costs are piecewise linear concave. They
formulated a large-scale mixed-integer program and solved it using CPLEX. We shall
consider a supply chain network with similar (but not the same) physical structures,
and our mathematical formulation of the design problem bears some resemblance
to that of [45]. Santoso et al.[36] investigated a global supply chain network design
problem with continuously distributed random costs, demands, and capacities. The
goal is to decide the location of facilities and the type of machines to build at each
facility so as to minimize the total expected cost. In case that the constructed capacity
is insufficient to supply the realized demand, the model includes a shortfall penalty.
The authors formulated this problem as a traditional two-stage stochastic program
with binary variables in the first stage and continuous variables in the second stage
and solved it using sample average approximation combined with accelerated Benders
decomposition. Our solution strategy will be conceptually parallel to that of [36].
In this chapter we study a multi-echelon supply chain network design problem
under demand and cost uncertainty which is continuously distributed. We investigate
three optimization models: a deterministic model, a traditional stochastic model,
and a mean-MASD stochastic model. To solve the stochastic models, which are
two-stage stochastic programs with mixed-integer first-stage variables and continuous
second-stage variables, we use appropriate sample average approximation methods
to transform the original stochastic problems to a series of deterministic problems,
72
and then solve these deterministic problems. In Section 5.2, we describe the multi-
echelon supply chain network design problem and introduce the deterministic model.
In Section 5.3, we introduce the stochastic models. Finally in Section 5.4, we present
the computational results.
5.2 Problem Description and Deterministic Model
This work considers the design of multi-product, multi-echelon production and dis-
tribution networks. As shown in Figure 5.1, the network consists of a number of ex-
isting multi-product manufacturing sites at fixed locations, a number of warehouses
and distribution centers of unknown locations (to be selected from a set of candi-
date locations), and a number of customer zones at fixed locations. In general, each
product can be produced at several plants located at different locations. Warehouses
can be supplied from more than one manufacturing site and can supply more than
one distribution center. Each distribution center can be supplied by more than one
warehouse. Each customer zone places demands for one or more products, which is
fulfilled by distribution centers.
The supply chain configuration decisions consist of deciding the number, location,
and capacity of warehouses and distribution centers to be established. The opera-
tional decisions include the flow and production rate of materials. The objective is
to minimize the total cost of the network under the premise that the customer de-
mands are satisfied. The total cost includes a fixed infrastructure part, incurred by
the establishment of warehouses and distribution centers, and an operational part,
associated with production, handling of products at warehouses and distribution cen-
ters, and transportation. Before we build the deterministic model, we first give the
definition of the variables and describe various conditions to be satisfied by any feasi-
ble solution. We follow partly [45] for the basic structure of the network as well as the


























Plants (3) Warehouses (6) Distribution Centers (8) Customers (6)
Figure 5.1: Diagram of a supply chain network
model and one stochastic model with three demand scenarios are considered.
5.2.1 Variables
Table 5.1 gives the definition of all variables used in our models, where Xm, Xk, Wm,
and Dk are first-stage (or configurational) variables, and Pij, Yijm, Yimk, and Yikl
second-stage (or operational) variables. The optimal value of operational variables
will depend strongly on production cost, demands, and network configuration. In the
deterministic model, we assume all parameters are deterministic. Later on, we shall
consider the cases where product demands and production costs are uncertain with
known distribution. Note that the parameters uncertain in stochastic models take
their mean values in the deterministic model.
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Table 5.1: Variable definition
i subscript for product
j subscript for plant
m subscript for warehouse
k subscript for distribution center
l subscript for customer zone
e subscript for resource
Xm binary variable, 1 (0) if warehouse m is (not) built
Xk binary variable, 1 (0) if distribution center k is (not) built
Wm the capacity of warehouse m
Dk the capacity of distribution center k
Pij the production rate of product i at plant j
Yijm the flow of product i from plant j to warehouse m
Yimk the flow of product i from warehouse m to distribution center k
Yikl the flow of product i from distribution center k to customer zone l
5.2.2 Constraints
Now we describe various conditions to be satisfied by our model. The meaning of
some constraints is straightforward.
• Logical constraints on flow capacities
Yijm ≤ Qmaxijm Xm, ∀i, j, m (5.1)
Yimk ≤ QmaximkXm, ∀i,m, k (5.2)
Yimk ≤ QmaximkXk, ∀i,m, k (5.3)
Yikl ≤ Qmaxikl Xk, ∀i, k, l (5.4)
where Qmaxijm stands for the flow capacity of product i from plant j to warehouse




















Yikl ∀i, k (5.7)
∑
k
Yikl ≥ Dil ∀i, l (5.8)
In above, Dil stands for the demand of customer zone l on product i.
• Production resource constraints
∑
i
ρijePij ≤ Rje ∀j, e (5.9)
where ρije expresses the amount of resource e consumed by plant j to produce
a unit of product i, and Rje the total availability of resource e at plant j.
• Capacity constraints of warehouses and distribution centers
Wm ≤ Wmaxm Xm ∀m (5.10)









where Wmaxm and D
max
k represent the upper bounds on the capacity of warehouse
m and distribution center k. The latter two come from the general assumption
that capacity of any warehouse or distribution center is related linearly to the




Xm, Xk ∈ {0, 1} ∀m, k (5.14)
Wm, Dk ≥ 0 ∀m, k (5.15)
Pij, Yijm, Yimk, Yikl ≥ 0 ∀i, j,m, k, l (5.16)
5.2.3 Objective Function










































k ) represents the fixed building cost of warehouse m (distribution center
k); CUm (C
U
k ) is the building cost corresponding to one unit of capacity of warehouse m










ikl) is the unit transportation cost of product i from plant j to warehouse
m (warehouse m to distribution center k, distribution center k to customer zone l).
Note that the first four terms in the objective represent configuration cost and the
left terms operational cost.
Overall, this formulation gives a deterministic, mixed-integer program, which can
be solved efficiently by any existing mixed-integer programming algorithm.
5.3 Supply Chain Network Design under Uncertainty
The formulation presented in the previous section assumes that all parameters, e.g.
production cost, handling cost, transportation cost as well as product demand, are
deterministic. However in a real supply chain, often these are uncertain. In our study,
we assume there exist uncertainties in production costs and customer demands. To
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design a supply chain network capable of handling these uncertainties, we adopt
stochastic programming approaches and build two stochastic models: traditional SP
model and risk-averse mean-MASD model.
Let us write down the two formulations. The traditional SP model takes the
following form:
min f(x) + E[G(x, ω)] (5.17)
s.t. x ∈ X
where
G(x, ω) = min h(y)








































X = {x|(5.10), (5.11) hold}
Y (x, ω) = {y|(5.1) ∼ (5.9), (5.12) ∼ (5.16) hold}.
Similarly, we have the mean-MASD model of the form
min f(x) + E[G(x, ω)] + λE[G(x, ω)− EG(x, ω)]+ (5.18)
s.t. x ∈ X.
Both models are two-stage stochastic programs with mixed-integer first-stage and
continuous second-stage. The difficulty for solving them is two-fold: on one hand,
evaluating E[G(x, ω)] or δ+[G(x, ω)] requires solving a large (possibly infinite) number
of second-stage network flow problems; on the other hand, the function E[G(x, ω)]
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or E[G(x, ω)]+λδ+[G(x, ω)] is nonlinear (typically nonsmooth, although convex) with
respect to x. Here we propose a solution strategy by integrating sample average
approximation methods (for traditional SP programs and for mean-MAD models) and
the branch-and-cut algorithm. SAA converts one stochastic model to a deterministic
one, which is then solved by branch-and-cut. For the branch-and-cut algorithm,
please see [6] and references therein.
One big concern about stochastic programming models is whether they satisfy the
condition of relatively complete recourse. That is, whether all second-stage problems
are feasible when the first-stage variables are fixed. For this problem, the second-
stage infeasibility of this problem can only come from capacity insufficient to meet
demands. To handle this, we include an additional cost in our stochastic models to
penalize unmet demands. Define Zil as the quantity of unmet demand on product i
at customer zone l, which is nonnegative. Then modify constraint (5.8) as
∑
k
Yikl + Zil ≥ Dil ∀i, l (5.19)































where the last term is the cost resulted by shortfall. Except for these two changes,
the two stochastic models remain the same. In many situations, the shortfall penalty
cost in the above model is a quite subjective parameter, since it is difficult to quantify
the loss due to unmet customer demands. In our experiments, we set CZil equal to
the product of some positive constant pd and the average production cost of that
commodity. We call pd the penalty factor.
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With the existence of the infeasibility cost, a simple report of one candidate solu-
tion x and the corresponding value E[G(x, ω)] does not provide us enough information
about the chance of second-stage problem being feasible and actual second-stage cost.
Hence we introduce the notion of “probability of infeasibility” and “conditional ex-
pectation,” where the former Pr{infeas} represents the probability that a demand
scenario can not be satisfied, and the latter E[G(x, ω)|feas] is the expected second-
stage cost conditional on feasible demand scenarios. Below we illustrate the principle
for estimating Pr{infeas}.
Let R1, ..., RNu be an iid sequence of Nu Bernoulli trials with probability distri-
bution Pr{Ri = 1} = p and Pr{Ri = 0} = 1 − p, i = 1, · · · , Nu. We put Ri = 0
if the i-th second-stage problem is feasible, and put Ri = 1 otherwise. Then p rep-
resents the probability of the second-stage problem in consideration being infeasible,
i.e., Pr{infeas}. Let S ≡ R1+ ...+RNu , i.e., S is the number of times the second-stage
problem is infeasible in Nu trials. Suppose S = k, where k is a small nonnegative
integer (in particular, it may happen that k = 0). What can we say about p?
For large Nu and small p, random variable S has Poisson distribution with pa-
rameter θ = Nup. In order for the probability of the event {S ≤ k},












which gives an estimate of λ and then p = θ/Nu. This approach is based on confidence
intervals. It works only for small k. When k is larger, we can estimate Pr{S ≤ k} ≥ β
with the help of Cramér’s large deviations theorem. One approximate upper bound
is





In both cases, we denote by Pr{infeas}β the p-value corresponding to β.
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5.4 Computational Results
In our experiments, the supply chain consists of 2 products, 1 raw material resource,
3 plants, 6 warehouse candidates, 8 distribution center candidates, and 6 customer
zones. The two-stage problem has 14 binary variables, 14 continuous variables, and
14 constraints in the first-stage, and 246 continuous variables and 393 constraints in





with given expected value. The demands Dil ∀i, l are
assumed to take a multi-variate lognormal distribution, with given expected value
vector (µil). And its covariance matrix is generated from (µil) and two nonnega-
tive parameters σd and ρd. The standard deviation of demand Dil is σdµil, and the
correlation coefficient between any two demands is ρd.
The SAA parameters we use here are: sample size N for estimating α is 600,
sample size Nl for lower bounding is 500, number of samples Ml for lower bounding is
20, sample size Nu for upper bounding is 10000. The best solution reported is the one
obtained from lower bounding SAA problems with the best upper bound. The solu-
tion algorithm is implemented with C, complied and run on a Linux workstation with
dual 2.4 GHz Intel Xeon processors and 2 GB RAM. Here we present the results on
the algorithm’s performance as well as the SAA solution as functions of weight facotr
λ, penalty factor pd, relative standard deviation σd, and correlation coefficient between
any two demands ρd. Unless otherwise specified, λ = 0.5, pd = 3, σd = 0.5, and ρd = 0.5.
Table 5.2 lists notations used for reporting the computational results. Table 5.3
gives a comparison of solutions from three models, where λ = 0.5 in the mean-MASD
model. Tables 5.4, 5.5, 5.6, and 5.7 report computational results of the mean-MASD
model as a function of λ, σd, ρd, and pd, respectively. Moreover, we provide the plots
of UB, LB, and Pr{infeas}0.95 with respect to the four parameters in Figures 5.2 and
5.3.
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Table 5.2: Notation for supply chain network design problem
pd penalty factor (p = P× production cost of the demand)
σd relative stand. dev. (the ratio of one demand’s stand. dev. to its mean)
ρd correlation coefficient between two demands
ᾱ the estimated α-value from Step 1 of SAA for mean-MASD models
UB upper bound on the optimal mean-MASD value given by SAA
UBSD stand. dev. of UB
LB lower bound on the optimal mean-MASD value given by SAA
LBSD stand. dev. of LB
UB-mean the mean part of UB
UB-MASD the MASD part of UB
cost1 the first-stage cost corresponding to the solution x̂ providing UB
Ê[cost2] the sample average of second-stage cost
Ê[cost2] SD stand. dev. of Ê[cost2]
Pr{infeas}0.95(%) the 95%-confident probability that the second-stage problem is
infeasible, resulted by x̂
Ê[cost2|feas] the estimated expected second-stage cost conditional on feasible
second-stage problem total-time total time consumed (in seconds)
total-time time in seconds spent on the solution of one model
W1 (1300) the actual capacity of the 1st warehouse candidate in x̂ with maximal
capacity being 1300, so are other warehouse candidates
D1 (1000) the actual capacity of the 1st distribution center candidate in x̂ with
maximal capacity being 1000, so are other warehouse candidates
5.4.1 Comparison of Three Models
Table 5.3 gives a comparison of solutions from three models. The second column
corresponds to the solution from the deterministic model with production costs and
demands taking the expected values of their counterparts in stochastic models. The
third and fourth column correspond to one randomly chosen solution from the lower
bounding problem of the traditional SP model and the mean-MASD model, respec-
tively. We use a sample of size Nu for evaluating the quality of these solutions. Table
5.3 clearly shows the successive improvement in the robustness of the solution as
one adopts the deterministic, traditional SP, and Mean-MASD models. Specifically,
going from left to right, more warehouses and distribution centers enter the optimal
solutions. This results in an increase in both the first-stage cost and the conditional
second-stage cost. We also notice that the deterministic model is solved much faster
than the stochastic models.
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5.4.2 Effects of λ
In Table 5.4, as λ goes from 0.1 to 0.9, UB, LB, UB-MASD increase, and Pr{infeas}0.95
decreases. Since this is a mixed-integer problem, the changes are not continuous, e.g.
these values remain the same when λ goes from 0 to 0.3.
5.4.3 Effects of σd and ρd
Tables 5.5 and 5.6 show that as σd and ρd increase, the upper and lower bound
increase, while Pr{infeas}0.95 fluctuates and shows no tendency in the range we study.
This means that, as σd or ρd increases, random demands have more volatility; to
compensate this increased volatility, we need to spend more money to control the risk
and get roughly same level of infeasibility probability of second-stage problems.
5.4.4 Effects of pd
As we pointed before, pd is a parameter difficult to measure. In Table 5.7, as pd in-
creases from 2 to 9, i.e., we emphasize more on getting feasible second-stage problems,
UB, LB, UB-mean increase, UB-MASD fluctuates, and Pr{infeas}0.95 decreases.
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Table 5.3: Comparison of three models (Supply Chain)
Model Deterministic Traditional SP Mean-MASD
cost1 17541 22095 26556
Ê[cost2] 144834 130156 126408
Ê[cost2] SD 861 681 600
Pr{infeas}0.95(%) 43.52 13.29 4.39
Ê[cost2|feas] 109076 110104 118032
total-time 7.57 1414.32 1694.10
W1 (1300) 0 0 620
W2 (1100) 0 0 0
W3 (1200) 0 0 0
W4 (1200) 0 0 0
W5 (1100) 1100 1100 1100
W6 (1300) 610 1300 1239
D1 (1000) 800 1000 1000
D2 ( 900) 0 0 0
D3 ( 950) 0 0 0
D4 (1050) 910 1050 1050
D5 (1100) 0 0 0
D6 (1000) 0 0 0
D7 ( 980) 0 350 909






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.2: UB and LB as functions of λ, pd, σd, and ρd (mean-MASD, unit 1000)
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In this thesis we established sample average approximation methods for two classes
of non-traditional stochastic programs: stochastic min-max programs and expected
value constrained programs, and customized the SAA methods for mean-MAD mod-
els and CVaR constrained problems, respectively. In summary, we have made the
following specific contributions.
1. We derived the exponential rates at which the optimal value and an optimal
solution of the SAA problem converge to their true counterparts with probability
approaching one as the sample size increases.
2. We designed practical schemes to implement the SAA methods. Our schemes
can return one or more candidate solutions, statistical upper and lower bound es-
timates on the true optimal value, as well as confidence intervals or probability as-
sociated with these bounds. The lower bounding schemes are based on appropriate
problem relaxations.
3. We carried out computational studies on a portfolio selection problem and a
supply chain network design problem. We formulated both problems as mixed-integer
programs. We found that the overall performance of the proposed SAA methods is
satisfactory. In the portfolio selection problem, besides testing SAA, we explored and
compared different types of risk-averse models (mean-MASD, mean-QDEV, mean-
CVaR, MAD, variance, chance constrained, and CVaR constrained), sampling tech-
niques (simple Monte Carlo and Latin Hypercube sampling), probability distributions
(uniform discrete, multivariate normal and lognormal), and time-division approaches.
In the supply chain problem, we showed the progressive improvement on solution
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robustness as one employs more and more risk-sensitive models, i.e., going from de-
terministic, to traditional SP, then to mean-MASD models. We also investigated
the impact of several parameters, including demands variability and penalty cost on
unmet demands, in the framework of mean-MASD.
Finally we point out some directions for future research. First, regarding the ap-
proach for obtaining exponential convergence rates of mean-MAD models, instead of
following the route of specializing the general results of stochastic min-max programs,
one may start directly from mean-MAD models by utilizing properties of statistical
estimates of MAD [29]. Second, the convergence results we obtained are under iid
sampling. In cases where variance reduction techniques are used, these convergence
rates may not hold. For traditional SP, convergence rates under non-iid sampling
were discussed in [10, 20]. Similar studies on non-traditional SP will be interesting
and useful. Third, besides Latin Hypercube sampling, one may also try other vari-
ance reduction techniques, e.g. Quasi-Monte Carlo [23]. Fourth, the SAA schemes we
designed involve solving multiple SAA problems. It is worthwhile to design schemes
which only needs to solve one or two SAA problems, like those for traditional SP [5].
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