For many practical weakly nonlinear systems we have their approximated linear model. Its parameters are known or can be determined by one of typical identification procedures. The model obtained using these methods well describes the main features of the system's dynamics. However, usually it has a low accuracy, which can be a result of the omission of many secondary phenomena in its description. In this paper we propose a new approach to the modelling of weakly nonlinear dynamic systems. In this approach we assume that the model of the weakly nonlinear system is composed of two parts: a linear term and a separate nonlinear correction term. The elements of the correction term are described by fuzzy rules which are designed in such a way as to minimize the inaccuracy resulting from the use of an approximate linear model. This gives us very rich possibilities for exploring and interpreting the operation of the modelled system. An important advantage of the proposed approach is a set of new interpretability criteria of the knowledge represented by fuzzy rules. Taking them into account in the process of automatic model selection allows us to reach a compromise between the accuracy of modelling and the readability of fuzzy rules.
Introduction
The modelling of real systems and physical phenomena is very important from a theoretical and a practical point of view. It is used to develop control and failure detection systems, communication, analysis of chemical and biological processes, etc. (see, e.g., Boukezzoula et al., 2007; Witkowska andŚmierzchalski, 2012; Xie et al., 2006; Adjrad and Belouchrani, 2007; Huijberts et al., 2000) . It aims to ensure that the created model was accurate and computationally undemanding. As a result, it can work in real time (see, e.g., Bagarinao et al., 2003; DeHaan and Guay, 2006; Fei et al., 2011) . A desirable feature of the model is also its transparency and interpretability because they guarantee the possibility of a better understanding of the analysed phenomenon (see, e.g., Johansson et al., 2011; Gacto et al., 2011; Rüping, 2006) .
It should be noted that real objects are nonlinear in nature and, therefore, to build their models is not a trivial task. It is much easier to build a model is, however, accomplished at the expense of the lack of interpretability of the obtained model. For this reason, this approach is referred to as a black box. However, in many application areas such an approach is suitable. Examples of methods belonging to that group are neural networks (see, e.g., Tadeusiewicz et al., 2014; Mrugalski, 2014; Tadeusiewicz and Figura, 2011; Salapa et al., 2014; Horzyk and Tadeusiewicz, 2004; Tadeusiewicz, 2010; Puig et al., 2007) . They are classified as the so-called computational intelligence methods (see, e.g., Patton et al., 2005; Rutkowski, 2008; Wilamowski, 2005) . They are universal approximators, which makes them useful tools for modelling complex, nonlinear dynamic objects (see, e.g., Tan, 2004; Nelles, 2001; Pedro and Dahunsi, 2011) . Unfortunately, in neural networks all information about the analysed phenomenon is stored in the form of numerical weights, whose values are determined while forming the model. The result is that obtaining interpretable information about the modelled phenomenon is difficult, if not impossible.
Between the methods belonging to the white box group and those belonging to the black box one there are approaches included in the so-called grey box category (Bohlin, 2006; Kristensen et al., 2004) . Their creators try to combine the best features of the previously mentioned methods. The resulting models are based on physical laws describing the analysed phenomena, while their parameters are determined by the analysis of the system's behaviour. Thus, a compromise between accuracy of the model and its interpretability can be reached. Examples of methods belonging to this group are fuzzy systems and neuro-fuzzy systems, also included in the methods of computational intelligence (Gacto et al., 2011; Rutkowski, 2008; Cpałka, 2009b) . As opposed to neural networks, in fuzzy systems the information about the internal structure of the model can be easily read because knowledge is represented in a readable form, e.g., as fuzzy rules (Gacto et al., 2011; Rutkowski, 2008; Cpałka, 2009b) . The key aspect of the design of a fuzzy system is to determine its parameters, including fuzzy sets present in fuzzy rules. In the literature we can find many approaches that allow us to accomplish this task, among others, gradient methods (Medasani et al., 1998; Rutkowski and Cpałka, 2005) , clustering methods (Starczewski et al., 2010; Malchiodi and Pedrycz, 2013) , or population based algorithms (Cpałka, 2009a; 2009b; Cpałka et al., 2014; 2013) . The latter perform very well in practice because in addition to the shape and the position of the membership function, they also allow us to determine the form of fuzzy rules and a convenient implementation of interpretability criteria.
In this paper we propose a new approach to modelling nonlinear systems, which can be placed between methods from the white and grey boxes. The proposed approach has been applied to weakly nonlinear dynamic systems with linear inputs and nonlinear dynamics (Caughey, 1963) . They are important from a practical point of view and are described in Section 2. The main features of the proposed method can be summarized as follows:
• It is based on the linear model and generates deviations from this model. Direct use of the linear model in the areas in which the system characteristics are nonlinear may cause a sharp decline in modelling accuracy. We assume that modelling the deviations from the linear model, i.e., based on linear state equations, significantly reduces or eliminates the effect of the decrease in modelling accuracy. It should be noted that our method is an interesting combination of the classic approach to modelling and the approach utilizing the potential of computational intelligence. Similar solutions have not been discussed in the literature.
• It utilizes neuro-fuzzy systems to generate values of corrections to the existing linear model. In neuro-fuzzy systems knowledge is stored in the form of readable IF-THEN fuzzy rules. In addition, the parameters of these rules can be automatically determined by machine learning. This makes it possible to extract the information in which areas and how the linear model has been improved for greater accuracy. Similar solutions have not been discussed in the literature.
• It uses an evolutionary method for determining the structure and parameters of the neuro-fuzzy systems used. Evolutionary methods are optimization techniques inspired by nature which, owing to their advantages (summarised at the beginning of Section 4), are being dynamically developed. The use of evolutionary methods allowed, among others, parallel optimization of the structure (the form of rules) and parameters of neuro-fuzzy systems, taking into account the adopted interpretability criteria.
• It takes into account new aspects of interpretability of neuro-fuzzy systems during their automatic creation.
As mentioned earlier, the use of neuro-fuzzy systems cannot directly guarantee obtaining models which can be easily interpreted. Therefore, in the proposed method we have taken into account constraints in the design of neuro-fuzzy systems to get a model whose knowledge can be easily interpreted.
This paper is organized as follows. Section 2 contains a description of the idea of the proposed method for modelling nonlinear systems. Neuro-fuzzy systems used in modelling nonlinear systems are presented in Section 3. Section 4 describes the method of designing such a system with evolutionary methods. The results
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of simulations are presented in Section 5. The paper is summarized in Section 6.
Idea of the proposed approach
2.1. Modelling of weakly nonlinear dynamic systems. In the dynamic system the response depends not only on current input values but also on the values of the current state of the system. In a general case the nonlinear system dynamics are described by the following equation:
where x is a vector of state variables, f (x, v) is a nonlinear function that represents the changes in the system state and v is the vector of input values. In this paper we focus on the modelling of weakly nonlinear dynamic systems. These are those whose trend of operation is linear. Consequently, their way of operation can be approximated by linear dependencies. For such systems nonlinearities cause a deviation from the linear approximation, which results, e.g., from slight changes in the parameters of certain elements of the circuit, etc. An example of a simple weakly nonlinear dynamic system is an electrical circuit consisting of real (i.e., non-ideal) elements like capacitors, resistors and inductors. In this circuit in the coil with a ferromagnetic core the inductance slightly changes in response to a change in the value of the electric current. Similarly, the resistance, inductance and capacitance change in response to temperature variations. Another example is the kinetic friction coefficient, which can slightly change due to changes in the relative speed of two moving bodies. A practical example is also the asymmetry in the magnetic field distribution in electric motors, which is not included in the widely used analytical models of such systems. In the literature on the modelling of weakly nonlinear dynamic systems we can often see the following way of their approximation:
where A is a system matrix (defining the system dynamics, i.e., the impact of the state variable on the state change) and B is an input matrix (defining the impact of the system input on the state change). Equation (2) can be applied when it is possible to determine the values of matrices A and B and the resulting accuracy is sufficient. However, because the obtained accuracy is often not sufficient, new methods of approximation of nonlinear dynamic objects are still being sought. This is realized to simplify the analysis of the model in comparison with, e.g., an analysis of the model that is based on a theoretical description of the known physical phenomena. The simplification is a result of, among other things, the possibility of using well-known methods in the fields of control theory that have been developed for linear systems.
2.2.
Modelling of weakly nonlinear systems with linear inputs and nonlinear dynamics. The modelling of weakly nonlinear systems with nonlinear inputs and nonlinear dynamics can be based on the equivalent linearization technique (Caughey, 1963) . In this method it is assumed that the general formula describing the model of the system (1) is expressed by the following state equation:
where g (·) is a function which defines the nonlinearity of the system and η determines the impact of function g (·) on the entire object. Equation (3) can be used for modelling any nonlinear system (not only weakly nonlinear systems) because the function g (·) can theoretically represent any nonlinearity. However, determination of the function g (·) for the whole range of operation for the modelled system is difficult, if not possible. For this reason the range of modelling of weakly nonlinear systems is usually limited only to the surroundings of some typical operating point (x s , v s ). In some strictly defined range around this point the modelled object behaves in a manner similar to the linear one.
Then the influence of the component ηg (x) in Eqn. (3) is small, so the equation can be simplified to the form represented by Eqn. (2). Such a class of systems, i.e., when η is "small in some sense", may be treated as weakly nonlinear system according to the explanation given by Caughey (1963) .
In the equivalent linearization technique, Eqn. (3) can also be represented in alternative form as
where matrices A eq and B eq describe the model of the system considered linear at the operating point (x s , v s ) and have the following form:
In the case of systems with linear inputs and nonlinear dynamics (Schröder, 2000) the matrix P B is zero. The correction matrix P A is estimated for the operating point considered in such a way that the error term e (·) of the linear approximation is as small as possible. Finally, the model of the weakly nonlinear dynamic system considered in some strictly defined range around some typical operating point (x s , v s ) can be written as follows:
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with linear inputs and nonlinear dynamics with intelligent correction of the linear model. The values of coefficients of the matrix P A depend on the current operating point. The correction matrix values depend on the selected operating point, so they are changing when moving away from this point. This can significantly affect the modelling accuracy. It is the most important drawback of such a modelling method. Due to the inconvenience described earlier, in this paper it is assumed that the values of the matrix P A are not constant but they are functions that take into account the current state x of the system being modelled, so A eq (x) = A + P A (x). Due to this, these values may change with the change of the current operating point (belonging to the set of predefined operating points). Taking this fact into account, finally we can write
In the remainder of this paper we consider only linearisable dynamic models given by (1), which can be described by (7). For generating values of the matrix P A (x) in Eqn. (7) we suggest the use of selected methods of artificial intelligence, i.e., fuzzy systems and population based algorithms (see Fig. 1 ). Other features of the proposed methods can be summarized as follows.
Hallmark 1. They are used to model weakly nonlinear dynamic objects for which the general form of the approximated linear model is known. This means that the values of the matrices A and B are known and they result from, e.g., the knowledge of the parameters of the analytical model that approximately describes the system dynamics. This knowledge may result from information about physical properties of materials used for the construction of the modelled system. These properties arise from physical constants (like, e.g., permeability coefficient, heat capacity, etc.) and physical characteristics (like, e.g., the number of turns of inductor, physical size, etc.). The knowledge about parameters of the analytical model may also result from a previously conducted identification procedure using one of the many well-known identification methods (see, e.g., Przybył and Jelonkiewicz, 2003) . However, the problem of determining the coefficients of the matrices A and B is a separate issue and is not within the scope of this paper. When the proposed method has the general form of an approximated linear model, it is able to automatically select the values of the correction matrix P A to improve the accuracy of the modelling, taking into account individual characteristics of the modelled real-world object. The correction matrix P A can change with the change of the current operating point.
Hallmark 2. They concern the modelling of weakly nonlinear dynamic systems, for which the matrices A and B are known and the model which uses those matrices is correct in terms of theoretical and practical assumptions. This makes it possible to focus on practical aspects of the operation and omit the need for a theoretical analysis of some special situations which result from ambiguity or discontinuities of the system being modelled. Such an analysis would be necessary in the modelling of dynamic systems in the general case. For this reason the ideas presented in this paper are limited to weakly nonlinear systems with linear inputs and nonlinear dynamics.
Hallmark 3. They use the possibilities of fuzzy sets and system theory. In particular, a fuzzy system with multiple inputs and multiple outputs. The current values of the state vector are used as the input values of the system, and on this basis the system generates values of the correction matrix P A . The number of the system outputs depends on the dimensions of the correction matrix P A . This approach has a very important advantage-a readable form of the fuzzy IF. . . THEN. . . rules allows describing the source of nonlinearity (a deviation from the approximated linear model) occurring in the modelled system. It should be noted that in this method any known architecture of the fuzzy system can be used (in particular a typical Mamdani type architecture described in Section 3). The type of fuzzy system applied is not a novel element of this paper.
Hallmark 4. They use automatic selection of values of the matrix P A realized using the capabilities of supervised learning (see, e.g., Rutkowski, 2008) . This is done in a manner typical for computational intelligence systems, such as artificial neural networks or neuro-fuzzy systems. We assume that in order to train the system the data from non-invasive identification of a modelled real world system are used. The method employed to train the neuro-fuzzy system is described in detail in Section 4. It should be noted that the method is known in the literature and is not a novel element of this paper (an appropriate description of mathematical analysis and rigorous design methods for fuzzy control systems may be found in the works of Kluska (2009; 2015) ). However, a novel element of this paper is the fact that the fuzzy rules describing sources of nonlinearity are formed in a very flexible way and the algorithm promotes readable rules. This makes it possible, e.g., to detect that the first element of the matrix P A is affected only by the last element of the state vector x.
Hallmark 5. They take into account appropriately formulated criteria for the clarity of fuzzy rules used to model the correction matrix P A (described in Section 3.1). It is worth noting that in many papers on nonlinear modelling fuzzy systems are used directly for modelling dependence f (x, v) in Eqn. (1). In some applications this approach works well, but if the problem is complex and then, in order to achieve reasonable accuracy, multiple rules are needed. A large number of rules makes them very difficult to analyse. In the proposed approach deviations from the approximated linear model can be described more easily by fuzzy rules than whole nonlinear object. Moreover, in this paper some new readability criteria of fuzzy rules are formulated and used in the training process in order to increase the readability of rule-based notation of the correctional matrix P A .
Neuro-fuzzy systems for modelling nonlinear systems
In this section, a multiple-input multiple-output (MIMO) fuzzy system is described. The parameters of this system are chosen as a result of a population based (supervised) algorithm which is presented in Section 4. These parameters can also be set by a gradient algorithm (analogously as, for example, weights in artificial neural networks). For this reason, in the sequel the fuzzy system considered will be called a neuro-fuzzy system. Such a system is based on IF-THEN fuzzy rules, in which the values of inputs and outputs linguistic variables are characterized by fuzzy sets (see, e.g., Rutkowski and Cpałka, 2005; Rutkowski, 2008) .
Multiple input multiple output neuro-fuzzy system.
The utilized MIMO neuro-fuzzy system preforms a mapping W → Z, where (Rutkowski, 2008) . Such a system is composed of several cooperating functional blocks. The fuzzifier realizes a mapping from a crisp input space W to the fuzzy sets defined in W. The most commonly used fuzzifier is the singleton one (see, e.g., Rutkowski, 2008) , which maps
A collection A i = {A i,1 , . . . , A i,|Ai| } of fuzzy sets is defined on W i for each system input i = 1, . . . , n, where |A i | is the number of elements of collection A i and n is the number of system inputs. In turn, a collection B j = {B j,1 , . . . , B j,|Bj| } of fuzzy sets is defined on Z j for each system input j = 1, . . . , m, where |B j | is the number of elements of collection B j and m is the number of system outputs. Each fuzzy set
Thus the fuzzy rule base can be defined as a collection R = R 1 , . . . , R |R| , where |R| is the number of elements of this collection. Each rule can be written in the following form:
is a fuzzy set from collection A i used in the k-th rule and B k j ∈ B j is a fuzzy set from collection B j used in the k-th rule.
Fuzzy inference determines a mapping from the fuzzy set in input space W to the fuzzy sets in output space Z. Each of the rules (9) generates fuzzy sets B k j ⊂ Z given by the compositional rule of inference:
where (Rutkowski, 2008; Rutkowski and Cpałka, 2005) . The membership function characterizing setB k j can be defined by sup-star composition (denoted by "•") and expressed as
where t-norm T {·} is a generalization of the usual two-valued logical conjunction (see, e.g., Rutkowski, 2008) . It should be noted that for a singleton fuzzifier (8) the formula (11) becomes
where Ij (·) is an inference operator associated with the j-th system output. It can be defined as a t-norm (Mamdani type systems) or as a logical implication (logical type systems). In this paper we consider Mamdani type systems (see, e.g., Rutkowski, 2008) , so we use the t-norm as an inference operator (e.g., the algebraic minimum). It should be noted that in our method we assume that we can use a different inference operator for each system output. This is realized in order to increase the flexibility of modelling.
The last functional block of the neuro-fuzzy system considered, i.e., the defuzzifier, performs a mapping from the collection of fuzzy sets B k j to crisp points z j in Z ⊂ R m . This is accomplished by determining the point z k j for each fuzzy set B k j , where its membership function takes the value of 1, that is, μ B k j (z k j ) = 1, and also by using an appropriate method of defuzzification, e.g., the centre of average:
It should be noted that in a neuro-fuzzy system of the form (13) any membership function with a single core value can be applied. In the simulations (see Section 5) we use Gaussian membership functions (see, e.g., Rutkowski, 2008) for input fuzzy sets and singleton membership functions of the form (8) for output fuzzy sets. Gaussian functions describe well the phenomena occurring in nature and in real industrial processes. Singleton membership functions simplify the structure of the system used because the values z j are independent of the type of the membership function of output fuzzy sets. Their use also makes the Mamdani type fuzzy system equivalent to a zero-order Takagi-Sugeno type fuzzy system (see, e.g., Jang and Sun, 1995) . If the use of a multivalue core membership function (e.g., trapezoidal) is necessary, the defuzzification method should be changed.
3.2.
Interpretability of neuro-fuzzy systems. Neuro-fuzzy systems are very often used to model various physical phenomena (Babuska and Verbruggen, 2003; Czekalski, 2006; Łęski, 2003; Li and Chiang, 2012; Quah and Quek, 2006) . As shown, e.g., by Gacto et al. (2011) , the resulting models can be classified into one of two groups:
1. Precise fuzzy models developed in order to maximize the accuracy of the representation of the modelled phenomenon. Models of this group are often characterized by a large number of fuzzy rules and limited possibilities to assign linguistic labels to fuzzy sets (this is difficult or even impossible).
2. Interpretable (linguistic) fuzzy models that reflect the behaviour of a real system in a manner as simple as possible to understand.
It should be noted that these goals are contradictory and fulfilling both of them is not fully possible (Gacto et al., 2011) . Therefore, during the last few years many researchers focused on obtaining a compromise between accuracy and interpretability of fuzzy systems (see, e.g., Zhou and Gan, 2008; Casillas et al., 2003; Di Nuovo and Ascia, 2013; Ishibashi and Lucio Nascimento, Jr., 2013; Shukla and Tripathi, 2013; Juang and Chen, 2013; Lughofer, 2013; Johansen et al., 2000) .
In the literature, interpretability is considered to be a complexity of fuzzy models and their semantics both on fuzzy rule and fuzzy partition levels. Interpretability of fuzzy models can be provided in many ways, but restrictions on the learning process are imposed most commonly (see, e.g., Lughofer, 2013; Cpałka et al., 2014; Shukla and Tripathi, 2013; Ishibashi and Lucio Nascimento, Jr., 2013) .
The interpretability assumptions derived from the literature and the proposed criteria resulting from them and used in this paper are shown below.
Postulate 1. The number of inputs, rules as well as their antecedents and consequents should be as small as possible.
While designing a fuzzy system it may occur that some of the available inputs, fuzzy sets and rules are redundant, i.e., dropping them does not negatively affect the accuracy of the resulting model. In such a case, when rejecting these elements, we get a system with a lower complexity, and therefore with a rule base easier to interpret. Thus the first proposed interpretability criterion is defined as the ratio of the number of elements of the fuzzy system identified automatically by an algorithm and the greatest possible number of its elements. The greatest number of the system's elements results from including all the available inputs and the allowable number of rules. The criterion considered can be written as follows:
whereñ is the number of all available system inputs, |Ã| is the predetermined largest number of fuzzy sets specified for each system's input (assuming that this number is the same for each input), |R| is the predetermined largest number of rules from which the fuzzy system can be composed, n is the number of inputs used in the neuro-fuzzy system (where n ≤ñ), |A i | is the number of fuzzy sets specified for the i-th input of the system (where . . . , n) , |R| is the number of rules used in the system (where |R| ≤ |R|). Postulate 2. In the obtained fuzzy model, fuzzy sets should cover the whole universe of discourse.
The purpose of the criterion is making the whole universe of discourse W i of each input covered by fuzzy sets, and the membership of any point w ∈ W of this universe, in at least one fuzzy set, not lower than ζ ∈ [0, 1]. An example of a fuzzy partition not meeting this criterion is presented in Fig. 2(a) . Assuming that the universe of discourse W i for each input is uniformly divided to |W i | points v i,z ∈ |W i |, z = 1, . . . , |W i |, the criterion considered can be defined as an average number of points in which the degree of membership in each fuzzy set generated for the i-th input is not greater than ζ. This can be expressed by the formula.
Postulate 3. In the obtained fuzzy model, fuzzy sets should not significantly overlap.
The purpose of this criterion is to reduce the overlapping of neighbouring fuzzy sets, thus ensuring their distinguishability (the possibility to give them appropriate semantic meaning). An example of a fuzzy partition not meeting this criterion is presented in Fig. 2(b) . The considered criterion can be defined as an average deviation of the degree of membership specified at the intersection point of subsequent membership functions
, and presented as follows:
where [κ, κ] ⊆ [0, 1] is a predetermined interval to which the degree of membership specified at the intersection point of subsequent membership functions should belong, g i,l ∈ W i is the point from the domain of the i-th system input, where the adjacent membership functions μ A i,l (w i ) and μ A i,l+1 (w i ) intersect (i.e., achieve the same value: This criterion is intended to ensure that the system which has achieved full membership in to fuzzy set belongs at most in degree γ ∈ [0, 1] to other fuzzy sets generated for the i-th input. An example of a fuzzy partition not meeting this criterion is presented in Fig. 2(c) .
The considered criterion can be defined as an average difference between the threshold value γ and the value of membership function μ A i,l determined at points
, where the other membership functions reach the value of 1. This can be described by the following formula:
where c i,l ∈ W i is the point where membership function μ A i,l (w) reaches the value of 1, i.e., μ A i,l (c i,l ) = 1, γ is a predefined maximum value which the membership function can reach at the core of other membership functions generated for the i-th input. It should be noted that proposed interpretability postulates were adapted to the specifics of neuro-fuzzy systems of the form (13) and described in Section 3.1. They can also be easily adapted to a specific membership function. However, we abandon the presentation of specific equations for different types of membership functions because their extensive notation impedes their readability.
All the presented criteria were designed in such a way that they can be used as an evaluation function of solutions in the process of designing the neuro-fuzzy system. Therefore, all of them take values from the interval [0, 1]. At the same time the aim is to achieve a solution for which the criteria would be as small as possible. The interpretability of the rule base of such a solution would then be as large as possible.
The usage of the described criteria in order to enhance the interpretability of a fuzzy system (presented in Section 2) will be shown in the next section.
Design of neuro-fuzzy systems for nonlinear systems modelling using an evolutionary strategy
In literature we can find many methods to design a structure and select parameters of neuro-fuzzy systems (see, e.g., Kim et al., 2006; Angelov and Filev, 2004; Medasani et al., 1998; Rutkowski and Cpałka, 2005; Starczewski et al., 2010; Malchiodi and Pedrycz, 2013; Cpałka, 2009a; 2009b; Cpałka et al., 2014; 2013) . In this paper we used the (λ + μ) evolutionary strategy, which belongs to the group of population based algorithms. All population based algorithms are methods for solving problems (mostly optimization ones) inspired by natural evolution. Population based algorithms differ from traditional optimization methods, among other things, in that (a) they do not directly process the task parameters but their encoded form, (b) the searching of the solution space does not start at one point but from their population, (c) they use only an objective function rather than its derivatives, (d) they use probabilistic rather than deterministic selection rules. Consequently, they have an advantage over other optimization techniques like, e.g., analytical, inspection and random methods (see, e.g., Forst and Hoffmann, 2010; Kroese et al., 2011) .
Aspects of construction of neuro-fuzzy systems with the use of population based algorithms are known in the literature. Those algorithms were used, among other things, for the following:
1. The tuning of knowledge bases, i.e., to adjust the shape and parameters of membership functions of inputs and output fuzzy sets. In this case it is assumed that the rule base is predefined and unchanged during the tuning process (Setnes and Roubos, 2000; Gabryel and Rutkowski, 2006; Cpałka, 2009a) .
2. Rule base selection, i.e., to adjust the number and the form of fuzzy rules (employed inputs and fuzzy sets occurring in the antecedents and consequents of the rules). In this case it is assumed that the shape and parameters of fuzzy sets are predefined and unchanged during the selection process (Ishibuchi and Yamamoto, 2004; Cordón et al., 2001; Cpałka et al., 2014) .
3. Simultaneous tuning of the knowledge base and rule base selection (Homaifar and McCormick, 1995; Wu and Liu, 2000; Shill et al., 2011; Cordón, 2011) .
In our proposed approach we assume that an evolutionary strategy is used to select the components of the rule base and to tune the parameters of membership functions. It is worth noting that the selection of the structure and parameters of neuro-fuzzy systems can be also performed by another population algorithm (e.g., a genetic algorithm). The training of the system can be also performed by any gradient algorithm, e.g., the back propagation algorithm (see, e.g., Rutkowski and Cpałka, 2005) . However in this case only system parameters can be set with the constant structure indicated by the designer. So it is not a convenient solution.
The first step of the (λ + μ) evolutionary strategy is to generate the initial population Pop that contains μ individuals (Section 4.2).
Next, the temporary population Temp with λ individuals (where λ > μ) is randomly created by using a reproduction operator. Genetic operators like mutation are used with individuals belonging to that temporary population (ensuring exploitation and exploration of the search space). As a result, a population Off is obtained with the same number of individuals as the Temp population. A new parental population Pop is created by a choice of μ best individuals from the combined populations Pop and Temp. Thus, the individuals from the new population Pop are not worse than those from the base population (in terms of the evaluation function). More information about the evolutionary strategy can be found in the literature (see, e.g., Rutkowski, 2008; Eiben and Smith, 2008) .
4.1.
Chromosome structure. In order to encode the information about the neuro-fuzzy system (13) in a chromosome, we use the Pittsburgh approach Rutkowski, 2008; Cpałka, 2009b; Cordón et al., 2001) , in which a single chromosome contains information about the entire system. In the structure of a single chromosome C ch the following four groups of genes can be isolated:
: fuzzy system parameters C sets ch : fuzzy sets parameters C rules ch : structure of fuzzy rules C usage ch : usage of rules and inputs
where ch = 1, . . . , μ stands for the parental population and ch = 1, . . . , λ for the temporal one.
Information about each of the specified groups of genes present in the chromosome (18) can be summarized as follows:
1. Genes encoding the type of operators C params ch store integer values determining the kind of inference operator used for each output of the neuro-fuzzy system (13):
where p j (j = 1, . . . ,m) takes values from {1, 2, 3}
(1 means a minimum type inference operator, 2 means an algebraic type inference operator and 3 means a Łukasiewicz type inference operator), and m is the number of the available inputs of the fuzzy system. Of course, the set of the operators considered can be flexibly modified.
2. Part C sets ch of the chromosome encodes information about the parameters of fuzzy sets from collections A i and B j defined on domains W i and Z j , respectively. Its length depends on the chosen shape of membership functions and the predefined maximum number of elements of collections A i and B j . When the Gaussian membership function is used for inputs and the singleton membership function is used for outputs of the system, part C sets ch of the chromosome can be described by the following formula: 
where ri k i ∈ {−1, 0, |Ã|} is the number of the fuzzy set used in the k-th rule for the i-th input of the system (the value −1 means that the premise does not occur in the rule), ro k j ∈ {0, |B|} is the number of the fuzzy set used in the k-th rule for the j-th output of the system (j = 1, . . . ,m), |R| is the predefined maximum number of rules. In this paper we assume that only the premises can be disabled, because disabling conclusions (in nonlinear modelling) contributes, among other things, to a significant reduction of rules readability.
The last part C usage ch
of the chromosome is a binary vector indicating which rules (out of |R|) are considered in the system: . . . , isñ, rs 1 , . . . , rs |R| , (22) where is i ∈ {0, 1} determines the use of a particular input (when a gene takes on the value of 1, the corresponding input of the fuzzy system becomes active), while rs k ∈ {0, 1} determines the use of a particular rule, i = 1, . . . ,ñ, k = 1, . . . , |R| (when a gene takes on the value of 1, the corresponding rule is taken into account during the operation of the fuzzy system).
4.2.
Chromosome initialization. As already mentioned, the purpose of the initialization step is to set the values of genes in the first population of the evolutionary strategy. In the proposed method (and in simulations) we work on the following assumptions about this operation:
1. All inputs and rules are active, that is, C usage ch = (1, 1, . . . , 1) . k = 1, . . . , |R|, i =  1, . . . ,ñ, j = 1, . . . ,m) , which will be used hereafter. This notation allows reference to the part of the chromosome given in curly brackets.
All rules are full, that is, there is no
3. For each input and output, rules contain a random combination of input fuzzy sets from collectionÃ and output fuzzy sets from collection B (generated according to the uniform distribution).
4. For each input and output, fuzzy sets are uniformly distributed on the universe of the discourse. Therefore, the centres of input fuzzy sets can be determined from
and their widths can be computed with the following formula:
where W i , W i are respectively the lower and upper limits for the i-th input of the system. The placement of output fuzzy sets can be determined analogously:
where Z i , Z i are respectively the lower and upper limits for the j-th output of the system.
4.3.
Evolution of parameters of fuzzy sets. The purpose of the evolutionary strategy used to tune the parameters of membership functions is to make such a selection of their values as to get a system with the greatest possible accuracy while maintaining the interpretability criteria described in Section 3.2. In this process, self-adaptation of the mutation range operator has been used (Fogel, 2006; Eiben and Smith, 2008; Cpałka, 2009b) . For this purpose, for each gene of part C sets ch of the chromosome a mutation range value is introduced. This value can be described by the following formula:
where L = (m +ñ) · |Ã| is the number of genes in part C sets ch of the chromosome, ch = 1, . . . , λ for the temporary population. Taking into account the mutation range σ sets ch , the mutation operation can be written as follows: N (0, 1) + τN ch,g (0, 1) ) (27) and
where σ sets ch,g , σ sets ch,g are the current and the new value of the mutation range for the ch-th chromosome and the g-th gene, (g = 1, . . . , L), N (0, 1) is a random number from the standard normal distribution, and N ch,g (0, 1) is a random number from the standard normal distribution generated for the ch-th chromosome and g-th gene, τ = 1/ √ 2L and τ = 1/ 2 √ L mean predefined constants chosen before the evolutionary process (Eiben and Smith, 2008) . Since the mutation operator modifies the values of all genes from part C sets ch of the chromosome in each iteration of the algorithm, we drop the use of the crossover operator. The validity of such an approach is confirmed by simulations and suggestions of other authors (Fogel and Atmar, 1990 ).
4.4.
Evolution of the structure of the fuzzy system. The structure of the fuzzy system is encoded in parts C rules ch and C usage ch of chromosome C ch . Because genes in C rules ch and C usage ch take on binary and integer values, respectively, it is possible to use a standard mutation operator, which is employed in the classic genetic algorithm (Sivanandam and Deepa, 2008; Eiben and Smith, 2008) . This type of mutation, in contrast to the mutations described in Section 4.3, is not performed for each gene. The strength of the mutation results from the value of the parameter p m ∈ [0, 1], which is called mutation probability (Sivanandam and Deepa, 2008; Eiben and Smith, 2008) . The value of this parameter has to be set before the evolution process begins.
It should be noted that in our approach, during the evolution process, the chromosomes that encode systems useless from a practical point of view are removed. We assume that a useless system is the one with no inputs, no rules and/or no input fuzzy sets.
4.5.
Chromosome evaluation. The evolutionary strategy that is used in a neuro-fuzzy system design process aims at minimizing the following fitness function for chromosome C ch :
where
• Acc(C ch ) determines the accuracy of the neuro-fuzzy system encoded in chromosome C ch defined as a root mean square error (RMSE):
where m is the number of output signals, H is the number of samples, y h,j is a value of the j-th output signal in the h-th sample determined by the model (7) and y h,j is a reference value of the j-th output signal in the h-th sample.
• The term Int(C ch ) determines the degree of the fulfilment of the chosen interpretability criteria by the neuro-fuzzy system (13), encoded in the C ch chromosome (18):
where I s is the value of interpretability criteria defined by (14)-(17). The structure of Eqn. (29) allows for promotion of chromosomes that have a lower value of the component Int(C ch ) (Int(C ch ) ∈ [0, 1]), i.e., that are distinguished by a more readable rule base. This is achieved by adding the value of 1 to the component Int(C ch ).
Simulations results
During simulations we focused on two problems of nonlinear modelling:
1. a harmonic oscillator with variable pulsation, 2. a nonlinear electrical circuit (Jordan, 2006) .
The values of the characteristic parameters of the evolutionary strategy common to all simulations are as follows: (a) the number of chromosomes in the parental population μ = 50, (b) the number of chromosomes in the temporary population λ = 200, (c) constant 0 = 0.001, (d) mutation probability p m = 0.1. The characteristic features and values of parameters of the neuro-fuzzy systems common to all simulations can be summarized as follows: (a) for input fuzzy sets we assumed the Gaussian membership function and for output singleton functions, (b) the maximum number of fuzzy sets for each input and output of the system and the maximum number of rules were set at |Ã| = |B| = |R| = 9. This number is taken into account in the paper concerning interpretability issues and it determines the maximum information which can be distinguished by a human directly. It is exactly 7 ± 2 and was established by Miller (1956) . The threshold values of the constant used in the interpretability criteria (15)- (17) were set as follows:
For both the problems, simulations were divided into two groups:
1. In the first case we focused on the accuracy of modelling. The purpose of the evolutionary strategy was to the select the parameters of the membership functions and the types of the inference operators (t-norms). The interpretability component Int(C ch ) of the fitness function (29) was not considered. The number of rules was set arbitrarily.
2. In the second case we focused on both the accuracy of modelling and the interpretability of the created neuro-fuzzy system. The purpose of the evolutionary strategy was to select parameters of membership functions, types of inference operators, and the number and forms of fuzzy rules. In the evaluation of chromosomes, the interpretability part of the fitness function was considered.
Problem of a harmonic oscillator with variable pulsation.
The harmonic oscillator can be defined by the following equation (Ogata, 2004) :
where ω is an oscillator parameter. Taking x 1 (t) = ωx(t) and x 2 (t) = dx(t)/dt as state variables, we obtain the following matrix representation of Eqn. (32):
In order to introduce nonlinearity to Eqns. (32)- (33) we assume that parameter ω varies with the value of x 1 (t) according to the following equation:
Such a system reflects practical physical phenomena, e.g., a real electric generator with one of the elements (e.g., inductive) falling within the area of magnetic saturation above a certain current value.
In the simulations of this problem it is assumed that the system matrix A is given by the formula
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The simulations of oscillator were conducted for time interval T = 2 s with step dt = 0.001 s, so the training data set contains 2001 samples.
In the first group of simulations, whose purpose was to achieve the greatest accuracy of modelling, the best results were obtained for a fuzzy system composed of three rules and three fuzzy sets per each input and output of the system. It was noted that increasing this number does not have much effect on the value of the adjustment error RMSE (30). As a result of the evolutionary strategy, the obtained model can be summarized as follows:
• The accuracy of the model was RMSE = 0.0026.
The maximum absolute error for input x 1 was x1 = 0.0094 and for input x 2 it was x2 = 0.0076 (see Fig. 3 ). It follows that the prepared model well reproduces the actual signals.
• A detailed form of fuzzy rules of the the system (13) selected using the evolutionary strategy can be represented as follows 
As explained in Section 2, the aim of the fuzzy system described by rules of the form (37) Fig. 4(a) and the values of the interpretability criteria in Table 1 . As can be seen, the obtained fuzzy sets overlap significantly. For this reason, it is difficult to associate a linguistic label with a clear interpretation, and the rules are difficult to read despite their small number.
For the second simulation conducted for this problem, aimed at gaining a system with the greatest accuracy while observing the conditions of interpretability, the obtained results can be summarized as follows:
• The accuracy of the model was RMSE = 0.0090 and the maximum absolute error for input x 1 was x 1 = 0.0246 and for input x 2 it was x 2 = 0.0155. The obtained result is, as would be expected, worse than for the system described in the first variant (the system oriented on accuracy). However, it should be noted that the maximum absolute error was lower than 3% of the absolute value of the input signal, which can be considered a satisfactory result (see Fig. 3 ).
• A detailed form of fuzzy rules of the system (13) selected using the evolutionary strategy can be represented as follows: 
As in the case of the first simulation, the system was composed of three rules, but used only one input x 1 . Additionally, the obtained membership functions were uniformly divided in the value spaces and overlapped each other to a much smaller degree, increasing the possibility of their interpretation (this is confirmed by the values obtained for each interpretability criterion presented in Table 1 ). The reduction of the complexity of the system and the ability to assign easily distinguishable linguistic labels made this system much easier to read than the one obtained in the previous simulation. 
Problem of a nonlinear electrical circuit.
The second analysed problem concerns a nonlinear electrical circuit with a solar generator and a DC drive system (Jordan, 2006) . The circuit is presented in Fig. 5 . The nonlinear characteristics of the solar generator can be approximated using the following formula:
where V p is the solar generator voltage, I 0 is the photovoltaic current of the cell at V p = 0 (dependent on the light flux), I s is the saturation current defined by the Shockley equation and a is the factor that characterizes the solar generator. This circuit can be described by the following system of nonlinear differential equations:
where u(t) is the generator voltage, i(t) is the rotor
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It should be noted that in the formulae (40) the nonlinearity occurs in the first of the equations in the part concerning the generator voltage. We assume that we know where the nonlinearity occurs but we do not know its characteristics, so the correction matrix is defined by the following formula: 
The results obtained in the first (focused on accuracy) simulation can be summarized as follows:
• The accuracy of the model was RM SE = 0.0026.
For signals u, i and ω, the maximum absolute errors were u = 0.0122 V, i = 0.0001 A and ω = 0.0002 rad/s, respectively (see Fig. 6 ). Thus, it can be concluded that the prepared model well reproduces the actual signals.
• A detailed form of fuzzy rules of the system (13) selected by the evolutionary strategy can be presented as 
The shapes of membership functions are presented in Fig. 7(a) . As in the problem considered previously, the obtained functions highly overlap, making it difficult to interpret and impossible to associate clear linguistic labels with fuzzy sets. Thus, the fuzzy rules (43) are difficult to read. The values of each interpretability criterion given by (14)- (17) are presented in Table 2 . This justifies the need to include these criteria in the fuzzy system design process.
In the second group of simulations conducted for the problem considered, the best obtained model can be characterized by the following properties:
• The accuracy of the model was RMSE = 0.0083.
For signals u, i and ω, the maximum absolute errors were u = 0.0384 V, i = 0.0013 A and ω = 0.0039 rad/s, respectively (see Fig. 6 ). From this it can be concluded that the error rate slightly increased; however, the resulting accuracy is still at a satisfactory level.
The shapes of membership functions are presented in Fig. 7(b) . Those functions are characterized by a high degree of interpretability (as confirmed by the values obtained for the different criteria listed in Table 2 ), allowing us to assign clear linguistic labels to these functions. In addition, it should be noted that during the evolutionary process the created fuzzy system consisted only of two rules and used two inputs. This resulted in a significant decrease in the system complexity and a further increase in its readability.
Conclusions
In this paper a new method of modelling a nonlinear dynamic system was presented. It is based on combining the state-space modelling approach with methods of computational intelligence. In particular, it uses the possibilities of neuro-fuzzy systems to generate the values of the correction matrix, at each new operating point, which are added to the system matrix. This solution enables more accurate modelling of systems in those areas where their characteristics are nonlinear. To determine the system structure and the parameters of membership functions, the (λ + μ) evolutionary strategy was used. An important element of the proposed method is taking into account different interpretability criteria in the fuzzy system design process. This resulted in systems with lower complexity, greater readability of fuzzy rules included in the rule base, and operating with acceptable accuracy. This also makes it possible to assign specific linguistic labels to fuzzy sets. The effectiveness of the proposed method was confirmed by the performed simulations. 
