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An analytical safe approximation to joint chance-constrained
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Nan Li, Ilya Kolmanovsky, and Anouck Girard
Abstract—We propose a safe approximation to joint chance-
constrained programming where the constraint functions are
additively dependent on a normally-distributed random vector.
The approximation is analytical, meaning that it requires
neither numerical integrations nor sampling-based probability
approximations. Under mild assumptions, the approximation is
a standard nonlinear program. We compare this new safe ap-
proximation to another analytical safe approximation for joint
chance-constrained programming based on Boole’s inequality
through two examples representing the constrained control of
linear Gaussian-Markov models. It is shown that our proposed
safe approximation has a lower degree of conservatism com-
pared to the one based on Boole’s inequality.
I. INTRODUCTION
Let us consider an optimization problem of the form,
min
x∈X
J(x), (1a)
subject to P
(
F(x,ξ )≤ 0)≥ β , (1b)
where x∈ X ⊂Rnx is the vector of optimization variables, J :
X→R is the cost function, ξ is a random vector with proba-
bility distributionP supported on Ξ⊂Rnξ , F :X×Ξ→Rnm
defines a set of constraints, P(A) denotes the probability of
an event A, and β ∈ [0,1] defines a required confidence level
of constraint satisfaction. Problems in this form, introduced
in [1]–[4], are typically called chance-constrained program-
ming problems. Chance-constrained programming has a wide
range of applications, e.g., in finance [5], [6], operational
science [1], [7], and control [8], [9].
In general, problem (1) with nm ≥ 2, called the joint
chance-constrained programming (JCCP) problem, is diffi-
cult to solve. The major difficulty lies in that evaluations
of P
(
F(x,ξ ) ≤ 0) involve numerical integrations of multi-
variate distributions, which are, in general, computationally
intractable.
Tractable approaches to treat JCCP problems can be clas-
sified into two groups [10]: sampling-based approximations1
[11]–[15] and analytical safe approximations [16]–[21]. The
former approaches approximate a probability using a finite
number of samples drawn from the distribution P . They
can be applied for an arbitrary probability distribution P
and constraint function F , but have the following drawbacks:
1) They can at most provide a probabilistic guarantee of
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1Also in the names of scenario-based, simulation-based, Monte Carlo-
based approximations.
chance-constraint satisfaction as the approximation itself
is random; and, 2) the required number of samples for
the same level of probabilistic guarantee blows up as β
approaches one [8], [13]. The latter approaches, analytical
safe approximations, typically exploit various probability
inequalities [22] to derive a deterministically constrained
problem whose feasible set is contained in the feasible set of
the JCCP problem (1) so that the optimal feasible solution
to the new problem is a suboptimal feasible solution to (1).
Most popular choices include the exploitations of Boole’s
inequality and Chebyshev-Markov type inequalities [18]–
[21]. Since inequalities are used, conservatism is introduced
and the degree of conservatism substantially reflects the
quality of an analytical safe approximation.
One of the most extensively investigated cases of JCCP
problems is with P =N , i.e., the random vector ξ follows
a normal distribution, and with F being additively dependent
on ξ . Such a JCCP formulation has a broad range of
applications, for instance, in the constrained control of linear
Gaussian-Markov models [19], [23]–[25]. In this paper, we
also focus on JCCP problems for such a case. We propose a
new analytical safe approximation to such JCCP problems,
which can be efficiently solved using standard nonlinear
programming solvers without involving any numerical in-
tegrations or sampling-based probability approximations.
The notations used in this paper are standard. In particular,
for a vector µ ∈ Rn, µ j represents its jth element; for a
matrix M ∈ Rm×n, Mi ∈ R1×n represents its ith row and Mi j
represents the entry in its ith row, jth column. We use In
to represent the n× n identity matrix. Also, we use iff to
represent “if and only if” and i.i.d. stands for “independent
and identically distributed.”
II. PRELIMINARIES
In this section, we list all of the preliminary lemmas that
are used to prove the main result of this paper. Although
some of the lemmas listed here may be well-known, we
include them for the sake of completeness and point the
reader to references for their proofs.
Lemma 1 (Spectral Theorem): Let Σ∈Rn×n. Then, Σ>=
Σ (symmetric) iff there exists θ ∈ Rn×n such that θ>θ = In
(orthogonal) and θ>Σθ = diag
(
λ1, · · · ,λn
)
(diagonalizing Σ),
where λi ∈ R for all i= 1, · · · ,n.
Proof: See Theorem 7.13 of [26]. 
Lemma 2: Let φ ∼N (µ,Σ) and set ψ = θ>φ , where the
orthogonal matrix θ is such that θ>Σθ = diag
(
λ1, · · · ,λn
)
.
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Then, (i) ψ ∼N (θ>µ,θ>Σθ), and (ii) the components of
ψ are independent.
Proof: See Theorems 7.1 and 8.1 of [27]. 
Lemma 3: Let
(
Ω,F ,P
)
be a probability space. Let αi j :
Ω→R, i= 1, · · · ,n1, j= 1, · · · ,n2, be random variables, and
γi ∈ R, i= 1, · · · ,n1, be constants. Then,
P
( n1⋂
i=1
( n2
∑
j=1
αi j ≤ γi
))≥ β (2)
if there exist constants ηi j ∈ R, i = 1, · · · ,n1, j = 1, · · · ,n2,
such that
P
( n1⋂
i=1
( n2⋂
j=1
(αi j ≤ ηi j)
))≥ β ,
n2
∑
j=1
ηi j ≤ γi, i= 1, · · · ,n1. (3)
Proof: For any ω ∈ Ω such that αi j(ω) ≤ ηi j
for all i = 1, · · · ,n1 and j = 1, · · · ,n2, it holds that
∑n2j=1αi j(ω) ≤ ∑n2j=1ηi j ≤ γi for all i = 1, · · · ,n1. Thus,⋂n1
i=1
(⋂n2
j=1(αi j ≤ ηi j)
) ⊂ ⋂n1i=1 (∑n2j=1αi j ≤ γi). Therefore,
P
(⋂n1
i=1(∑
n2
j=1αi j ≤ γi)
)≥P(⋂n1i=1(⋂n2j=1(αi j ≤ ηi j)))≥ β . 
III. MAIN RESULT
We consider the following JCCP problem,
min
x
J(x), (4a)
subject to P
(
Mφ(x)≤ m)≥ β , (4b)
where x ∈ Rnx is the vector of optimization variables, J :
Rnx → R is a continuously differentiable function of x,
φ(x) is a random vector taking values in Rnφ , whose dis-
tribution depends on x, the pair (M,m), M ∈ Rnm×nφ and
m ∈Rnm , defines the constraint set, and β ∈ [0,1) represents
the required confidence level of constraint satisfaction. In
particular, φ(x) ∼N (µ(x),Σ), i.e., φ(x) is assumed to be
distributed based on a multivariate normal distribution with
mean µ(x)∈Rnφ (as a continuously differentiable function of
x) and covariance Σ ∈Rnφ×nφ (Σ> = Σ 0 and independent
of x).
Note that (4b) is equivalent to P
(
Mµ(x) +M(φ(x) −
µ(x))≤m)≥ β , where φ(x)−µ(x)∼N (0,Σ), i.e., a zero-
mean additive Gaussian noise. Note also that, without loss
of generality, nm ≥ nφ , since otherwise we can redefine
φ(x)←Mφ(x) and M← Inm so that nm = nφ . We consider
the form (4b) because the number of constraints, nm, can
be much larger than the dimension of φ(x), nφ , in many
problems, and the analytical safe approximation introduced
in what follows involves a set of slack variables, whose
number depends only on nφ .
Theorem 1: Any feasible solution to the following deter-
ministically constrained problem,
min
x,{β 1j ,β 2j }
nφ
j=1
J(x), (5a)
subject to
nφ
∏
j=1
(
β 1j +β
2
j −1
)≥ β , (5b)
β 1j +β
2
j ≥ 1, j = 1, · · · ,nφ , (5c)
0≤ βσj ≤ 1, j = 1, · · · ,nφ , σ = 1,2, (5d)
nφ
∑
j=1
(√
2λ j
∣∣Mi j∣∣erf−1(2βσi jj −1))+Mi µ(x)
≤ mi, i= 1, · · · ,nm, (5e)
is a feasible solution to the JCCP problem (4), where{
β 1j ,β 2j
}nφ
j=1 are slack variables; M =Mθ , µ(x) = θ
>µ(x),
and λ j =
(
θ>Σθ
)
j j, in which θ ∈ Rnφ×nφ is such that
θ>θ = Inφ and θ
>Σθ = diag
(
λ1, · · · ,λnφ
)
; and σi j = 1 if
Mi j ≥ 0 and σi j = 2 if Mi j < 0.
Proof: Set ψ(x) = θ>φ(x). By Lemma 2(i), ψ(x) ∼
N
(
µ(x),Σ
)
, where
µ(x) = θ>µ(x), Σ= θ>Σθ = diag
(
λ1, · · · ,λnφ
)
. (6)
By Lemma 2(ii), the components of ψ(x), denoted by{
ψ1(x), · · · ,ψnφ (x)
}
, are independent.
Using ψ(x), the chance constraint (4b) can be written as
P
(
Mψ(x)≤ m)= P( nm⋂
i=1
( nφ
∑
j=1
Mi jψ j(x)≤ mi
))≥ β , (7)
where M =Mθ .
By Lemma 3, if there exists a matrix Z ∈ Rnm×nφ such
that
P
( nm⋂
i=1
( nφ⋂
j=1
(Mi jψ j(x)≤ zi j)
))
=
P
( nφ⋂
j=1
( nm⋂
i=1
(Mi jψ j(x)≤ zi j)
))≥ β , (8)
nφ
∑
j=1
zi j ≤ mi, i= 1, · · · ,nm, (9)
then (7), and hence (4b), are satisfied.
Because
{
ψ1(x), · · · ,ψnφ (x)
}
are independent, the events{⋂nm
i=1(Mi jψ j(x) ≤ zi j)
}nφ
j=1 are independent. Thus, (8) can
be written as
nφ
∏
j=1
P
( nm⋂
i=1
(
Mi jψ j(x)≤ zi j
))≥ β , (10)
which holds iff there exists a set of probability values
{
β1, · · · ,βnφ
}
such that
P
( nm⋂
i=1
(
Mi jψ j(x)≤ zi j
))≥ β j, j = 1, · · · ,nφ , (11)
nφ
∏
j=1
β j ≥ β . (12)
For each j, we categorize
{
Mi j
}nm
i=1 into three groups:
i ∈

I1j if Mi j > 0,
I2j if Mi j < 0,
I3j if Mi j = 0.
(13)
Then, (11) can be written as2
P
(
max
i∈I2j
zi j
Mi j
≤ ψ j(x)≤min
i∈I1j
zi j
Mi j
)
=
P
(
max
i∈I2j
zi j−Mi jµ j(x)
Mi j
√
λ j
≤ ψ j(x)−µ j(x)√
λ j
≤min
i∈I1j
zi j−Mi jµ j(x)
Mi j
√
λ j
)
≥ β j, (14)
zi j ≥ 0, i ∈ I3j , (15)
where
ψ j(x)−µ j(x)√
λ j
∼N (0,1).
Then, (14) can be expressed using the cumulative distri-
bution function of the standard normal distribution, F(ζ ) =
P
(
z≤ ζ), z∼N (0,1), as
F
(
min
i∈I1j
zi j−Mi jµ j(x)
Mi j
√
λ j
)
−F
(
max
i∈I2j
zi j−Mi jµ j(x)
Mi j
√
λ j
)
= F
(
min
i∈I1j
zi j−Mi jµ j(x)
Mi j
√
λ j
)
+
F
(
min
i∈I2j
− zi j−Mi jµ j(x)
Mi j
√
λ j
)
−1≥ β j, (16)
where we have used the property F(ζ ) = 1−F(−ζ ).
The constraint (16) holds iff there exist probability values
β 1j and β 2j such that
F
(
min
i∈I1j
zi j−Mi jµ j(x)
Mi j
√
λ j
)
≥ β 1j , (17)
F
(
min
i∈I2j
− zi j−Mi jµ j(x)
Mi j
√
λ j
)
≥ β 2j , (18)
β 1j +β
2
j −1≥ β j. (19)
Using the inverse error function erf−1(·), (17) is almost
surely equivalent to
min
i∈I1j
zi j−Mi jµ j(x)
Mi j
√
λ j
≥ F−1(β 1j )=√2erf−1(2β 1j −1), (20)
2Here we assume λ j > 0 to simplify the exposition. Most generally, λ j ≥
0. The case λ j = 0 can be considered separately, which is straightforward.
It will become clear that the derivations from (22) on, and hence the final
expression (32), hold for λ j ≥ 0.
which is equivalent to the set of constraints
zi j−Mi jµ j(x)
Mi j
√
λ j
≥
√
2erf−1
(
2β 1j −1
)
, (21)
zi j ≥
√
2λ jMi j erf−1
(
2β 1j −1
)
+Mi jµ j(x), (22)
for all i ∈ I1j , where in restating (21) as (22) we have used
the fact that Mi j > 0 for all i ∈ I1j .
Similarly, (18) is equivalent to the set of constraints
zi j ≥−
√
2λ jMi j erf−1
(
2β 2j −1
)
+Mi jµ j(x), (23)
for all i ∈ I2j . Note that Mi j < 0 for all i ∈ I2j .
Combining the cases of i∈ I1j , i∈ I2j , and i∈ I3j , we obtain
zi j ≥
√
2λ j
∣∣Mi j∣∣erf−1(2βσi jj −1)+Mi jµ j(x), (24)
for all i= 1, · · · ,nm, where σi j = 1 if Mi j ≥ 0 and σi j = 2 if
Mi j < 0.
Based on (6) to (24), we have shown that the joint chance
constraint (4b) is satisfied if there exist a matrix Z ∈Rnm×nφ
and a set of probability values
{
β j,β 1j ,β 2j
}nφ
j=1 such that
nφ
∏
j=1
β j ≥ β , (25)
β 1j +β
2
j −1≥ β j, j = 1, · · · ,nφ , (26)
nφ
∑
j=1
zi j ≤ mi, i= 1, · · · ,nm, (27)
zi j ≥
√
2λ j
∣∣Mi j∣∣erf−1(2βσi jj −1)+Mi jµ j(x),
i= 1, · · · ,nm, j = 1, · · · ,nφ , (28)
where σi j = 1 if Mi j ≥ 0 and σi j = 2 if Mi j < 0.
Furthermore, the existence of
{
β j,β 1j ,β 2j
}nφ
j=1 satisfying
(25) and (26) is equivalent to the existence of
{
β 1j ,β 2j
}nφ
j=1
satisfying
nφ
∏
j=1
(
β 1j +β
2
j −1
)≥ β , (29)
β 1j +β
2
j −1≥ 0, j = 1, · · · ,nφ , (30)
so that the variables
{
β1, · · · ,βnφ
}
are dropped. In restating
(25), (26) as (29), (30) we have used the fact that the
variables
{
β1, · · · ,βnφ
}
are probability values, thus, must
take non-negative values.
Similarly, (27) and (28) are equivalent to
nφ
∑
j=1
(√
2λ j
∣∣Mi j∣∣erf−1(2βσi jj −1)+Mi jµ j(x))
≤ mi, i= 1, · · · ,nm, (31)
where σi j = 1 if Mi j ≥ 0 and σi j = 2 if Mi j < 0, so that the
variables Z ∈ Rnm×nφ are dropped.
To sum up, if
(
x,{β 1j ,β 2j }
nφ
j=1
)
satisfies the following set
of deterministic constraints,
nφ
∏
j=1
(
β 1j +β
2
j −1
)≥ β , (32a)
β 1j +β
2
j ≥ 1, j = 1, · · · ,nφ , (32b)
0≤ βσj ≤ 1, j = 1, · · · ,nφ , σ = 1,2, (32c)
nφ
∑
j=1
(√
2λ j
∣∣Mi j∣∣erf−1(2βσi jj −1))+Mi µ(x)
≤ mi, i= 1, · · · ,nm, (32d)
where σi j = 1 if Mi j ≥ 0 and σi j = 2 if Mi j < 0, then x
satisfies the joint chance constraint
P
(
Mφ(x)≤ m)≥ β . (33)
Note that the constraints (32c) come from the fact that the
variables
{
β 1j ,β 2j
}nφ
j=1 are probability values. This completes
the proof. 
Note that θ , M,
{
λ j
}nφ
j=1, and the set of indices{
σi j
}
i=1,··· ,nm, j=1,··· ,nφ are independent of x ∈ R
nx and{
β 1j ,β 2j
}nφ
j=1, and thus can be determined before solving the
optimization problem (5).
The significance of Theorem 1 is as follows. On the
one hand, the deterministically constrained problem (5)
is an analytical safe approximation to the original joint
chance-constrained problem (4). On the other hand, (5) is a
standard nonlinear programming problem with continuously
differentiable cost and constraint functions, which does not
require numerical integrations or sampling-based probability
approximations and can hence be solved using standard
nonlinear programming solvers.
We note that the derivation of (5) relies on the
diagonalization of a multivariate normal distribution in (6)
and the exploitation of independent events in (8) =⇒
(10). An alternative approach could be considered, which
is to directly diagonalize Mφ(x) as Mφ(x) = θ ′ψ ′(x) with
ψ ′(x) ∼ N (µ ′(x),diag(λ ′1, · · · ,λ ′nm)) so that (4b) can be
written as P
(
θ ′ψ ′(x)≤m)≥ β . One may hope to work with
P
(
ψ ′(x) ≤ (θ ′)−1m) = ∏nmj=1P(ψ ′j(x) ≤ ((θ ′)−1m) j) ≥ β .
However, in general θ ′ψ ′(x) ≤ m 6⇐⇒ ψ ′(x) ≤ (θ ′)−1m
even if θ ′ is orthogonal. A straightforward counterexample
is
[
−
√
3
2
1
2
1
2
√
3
2
][
1
−1
]
≤
[
0
0
]
.
IV. RISK ALLOCATION USING BOOLE’S INEQUALITY
Two alternative approaches to obtain analytical safe ap-
proximations to the joint chance-constrained problem (4)
that have been extensively studied in the literature are: 1)
to separate the joint constraint into multiple elementary
constraints and exploit Boole’s inequality [19], [21], [25],
and 2) to ensure that the β -level confidence ellipsoid of the
random vector φ(x) is contained in the constraint admissible
set [28], [29]. It is possible to show that, in general, the
second method is more conservative than the first method
[19], [30]. Thus, we choose to use the first method as a
comparison benchmark. It is briefly reviewed in this section.
The constraint (4b) can be written as
P
( nm⋂
i=1
(
Mi φ(x)≤ mi
))≥ β , (34)
P
( nm⋃
i=1
(
Mi φ(x)> mi
))≤ 1−β , (35)
which holds if there exists a set of probability values{
β1, · · · ,βnm
}
such that
P
(
Mi φ(x)≤ mi
)
= P
(Mi φ(x)−Mi µ(x)√
MiΣM>i
≤ mi−Mi µ(x)√
MiΣM>i
)
≥ βi, i= 1, · · · ,nm, (36)
nm
∑
i=1
(
1−βi
)≤ 1−β , (37)
where Mi φ(x)−Mi µ(x)√
Mi ΣM>i
∼N (0,1), which is based on Boole’s
inequality:
P
( nm⋃
i=1
(
Mi φ(x)> mi
))≤ nm∑
i=1
(
P
(
Mi φ(x)> mi
))
. (38)
Using the inverse error function erf−1(·), (36) is almost
surely equivalent to
mi−Mi µ(x)√
MiΣM>i
≥ F−1(βi)=√2erf−1(2βi−1),
Mi µ(x)≤ mi−
√
2MiΣM>i erf
−1(2βi−1). (39)
To sum up, any feasible solution to the following deter-
ministically constrained problem,
min
x,{βi}nmi=1
J(x), (40a)
subject to
nm
∑
i=1
(
1−βi
)≤ 1−β , (40b)
0≤ βi ≤ 1, i= 1, · · · ,nm, (40c)
Mi µ(x)≤ mi−
√
2MiΣM>i erf
−1(2βi−1),
i= 1, · · · ,nm, (40d)
is a feasible solution to the JCCP problem (4), where {βi}nmi=1
are slack variables.
Note that, similar to (5), (40) is also a nonlinear pro-
gramming problem with continuously differentiable cost and
constraint functions.
V. APPLICATION TO CONSTRAINED CONTROL OF LINEAR
GAUSSIAN-MARKOV MODELS
In this section, we use examples representing the con-
strained control of linear Gaussian-Markov models to illus-
trate the effectiveness of the analytical safe approximation (5)
to the joint chance-constrained programming problem (4).
Consider a discrete-time linear Gaussian-Markov model,
xt+1 = Axt +Buut +Bwwt , (41a)
yt =Cxt +Duut +Dwwt , (41b)
x0 ∼N (x0,Σx), (41c)
wt ∼N (0,Σw), t ∈ Z≥0, (41d)
where 1) x0, Σx, and Σw are given, 2) {wt}t∈Z≥0 are i.i.d.,
and 3) {wt}t∈Z≥0 are independent of x0.
The control objective is to minimize a quadratic cost
function,
J(u0, · · · ,uN−1) = E
[N−1
∑
t=0
(
x>t+1Qxt+1+u
>
t Rut
)]
,
=
N−1
∑
t=0
(
E[xt+1]>QE[xt+1]+u>t Rut
)
+ const., (42)
where Q> = Q  0, R> = R  0, N is the prediction
horizon, and const. represents constant terms independent
of {u0, · · · ,uN−1}, subject to the joint chance constraint,
P
( N⋂
t=1
(
yt ≤ ymax
))≥ β . (43)
We let φ =
[
y>1 · · · y>N
]>. The covariance of yi and y j,
i≤ j, is given by
Σ(i, j) = E
((
yi−E[yi]
)(
y j−E[y j]
)>) (44)
=E
([
CAi CAi−1Bw · · · CBw Dw
]

x0− x0
w0
...
wi−1
wi


x0− x0
w0
...
w j−1
w j

>
[
CA j CA j−1Bw · · · CBw Dw
]>) (45)
=
[
CAi CAi−1Bw · · · CBw Dw
]
Σx Σw . . .
Σw
 0
[CA j CA j−1Bw · · · CBw Dw]> ,
(46)
which is used to construct the covariance matrix Σ in
the JCCP formulation (4). Once Σ is obtained, we solve
a standard eigenvalue problem to obtain the eigenvalues
{λ1, · · · ,λn} and a set of corresponding orthonormal eigen-
vectors {ν1, · · · ,νn} of Σ, after which the orthogonal matrix
θ is constructed by θ =
[
ν1, · · · ,νn
]
.
After transforming the problem (42) and (43) into the form
of (4), and further into its analytical safe approximation in
the form of (5), we use the standard nonlinear program-
ming solver Matlab fmincon function with the interior-point
method [31] to solve for {u0, · · · ,uN−1}.
To evaluate the effectiveness of our analytical safe ap-
proximation (5), once an optimal solution {u0, · · · ,uN−1} is
obtained, we apply it to the open-loop system (41) where
the disturbance signals {w0, · · · ,wN−1} are randomly created
based on (41d), and repeat such a simulation for 10,000
times.
We note that here we consider open-loop control. The use
of the approach in the setting of receding-horizon optimal
control, e.g., in stochastic model predictive control [9], to
achieve closed-loop operation represents a natural extension,
which is left as a topic to future research.
To compare the performance of our analytical safe ap-
proximation (5) and the one (40) based on the exploita-
tion of Boole’s inequality, we also use (40) to solve for
{u0, · · · ,uN−1} and run the same experiment.
Comparison results are based on the following two exam-
ples:
Example 1: We consider the following model representing
the double mass-spring-damper system shown in Fig. 1,
d
dt

x1
x2
x˙1
x˙2
=

0 0 1 0
0 0 0 1
− km1
k
m1
− cm1
c
m1
k
m2
− km2
c
m2
− cm2


x1
x2
x˙1
x˙2

+

0 0
0 0
1
m1
0
0 1m2
[uw
]
. (47)
We discretize (47) using the Matlab c2d function with sample
time of ∆t = 0.5 [sec] to obtain the corresponding discrete-
time model in the form of (41a). We consider
C =
[
1 0 0 0
0 1 0 0
]
, Du = Dw = 0, (48)
x0 =
[−0.5 −0.5 0 0]> , Σx = 0, Σw = 10−4,
and
Q= diag(1000,1000,1,1), R= 1,
N = 20, ymax =
[
0 0
]>
. (49)
x1x2
k = 1
c= 0.5 m1 = 1m2 = 1
uw
Fig. 1: Double mass-spring-damper system.
We test two cases: β = 0.6 and β = 0.8. The responses
of y under the control input sequences {u0, · · · ,uN−1} solved
based on (5) and (40) are shown in Fig. 2. It can be observed
that, for both cases, y1 and y2 corresponding to the solutions
of (5) get closer to the constraint boundaries compared to
those corresponding to the solutions of (40).
We use two metrics to compare the relative degree of
conservatism between (5) and (40). They are the cost values
J and the measured rates of constraint satisfaction β , i.e., the
proportion of simulation runs where the constraint
⋂N
t=1(yt ≤
ymax) is satisfied, corresponding to the solutions of (5) and
(40). Note that since both solutions are feasible solutions
to the original problem (42) and (43), their corresponding
cost values reflect their relative degree of conservatism. The
comparison results for both cases are summarized in Table I.
It can be observed that, for both cases, the solution of (5)
has a lower cost value and a measured rate of constraint
satisfaction closer to the required value β compared to the
solution of (40).
(a)
(b)
Fig. 2: Simulation results of Example 1 with (a) β = 0.6 and
(b) β = 0.8. The blue-solid (resp. green-dotted) curves represent
the expected trajectories of y under the control input sequences
{u0, · · · ,uN−1} solved based on (5) (resp. (40)). The light blue
(resp. green) shadowed areas represent their corresponding en-
velopes of 10,000 measured trajectories. The red-dashed lines
represent the constraint boundaries ymax.
TABLE I: Comparison results of Example 1.
Sol. of (5) Sol. of (40)
β = 0.6 J 597.7 729.7
β 0.7737 0.9577
β = 0.8 J 695.9 788.4
β 0.9107 0.9782
Example 2: We consider the following model,
A=

1.0000 0.1025 0.2080 −0.0502 −0.0057
0 1.1175 4.1534 −0.8000 −0.1010
0 0.0955 1.0722 −0.0541 −0.0153
0 0 0 0.1353 0
0 0 0 0 0.1353
 ,
Bu = Bw =

−0.0377 −0.0040
−1.0042 −0.1131
−0.0453 −0.0175
0.8647 0
0 0.8647
 , (50)
which describes the short-period pitch attitude dynamics aug-
mented by control actuator dynamics (elevator and flaperons)
of an AFTI/F-16 aircraft at the flight condition of altitude
3000 [feet] and Mach number 0.6. A continuous-time model
is taken from [32] and discretized with sample time of
∆t = 0.1 [sec] to obtain the discrete-time model (50). Also,
we consider
C =
[−1 0 0 0 0
0 −1 0 0 0
]
, Du = Dw = 0, (51)
x0 =
[
1 0 0 0 0
]>
, Σx = 0, Σw = 2.5×10−3I2.
and
Q= diag(1000,1,1,1,1), R= diag(1,1),
N = 10, ymax =
[
0 1
]>
. (52)
Similar to Example 1, we use the cost values J and the
measured rates of constraint satisfaction β corresponding to
the solutions of (5) and (40) for different values of required
confidence level β ∈ [0.5,0.99] to compare their relative
degree of conservatism. The comparison results are plotted
in Fig. 3.
0.5 0.6 0.7 0.8 0.9 0.99
β
0
1
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J
×104
0.5 0.6 0.7 0.8 0.9 0.99
β
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
β¯
0.95 0.97 0.99
0.95
0.975
1
(a) (b)
Fig. 3: Comparison results of Example 2. (a) Cost values J and
(b) measured rates of constraint satisfaction β for different values
of required confidence level β . The blue-solid curves correspond
to the solutions of (5), the green-dotted curves correspond to the
solutions of (40), and the red-dashed line in (b) represents the line
of β = β .
It can be observed that the solutions of (5) have signifi-
cantly lower cost values than the solutions of (40). This can
be explained by the fact that the measured rates of constraint
satisfaction β corresponding to the solutions of (5) are much
closer to the required values β than those corresponding to
the solutions of (40). As the solutions of (5) are capable of
getting closer to the constraint boundaries, they lead to lower
cost values.
Therefore, the above two examples illustrate that our
analytical safe approximation (5) can have a considerably
lower degree of conservatism than the analytical safe approx-
imation (40) based on the exploitation of Boole’s inequality.
VI. DISCUSSIONS
There are two challenges faced by our analytical safe
approximation (5) compared to the analytical safe approx-
imation (40) based on the exploitation of Boole’s inequality:
1) Under additional assumptions, including that the cost
function is convex in x, the mean µ(x) is affine in x, and
the required confidence level satisfies β ≥ 0.5, it is possible
to show that (40) is convex [19], [21]; on the contrary, (5)
is not convex in general due to the constraint (5b). And, 2)
the formulation (5) involves more slack variables than (40)
when 2nφ > nm. Both 1) and 2) result in higher computational
complexity of (5) than (40). However, the computational
effort in solving (5) can usually be manageable and be
much less than that in solving the original JCCP problem
(4) using an approach based on numerical or sampling-
based integrations of multivariate distributions. For instance,
the average and worst computation times for solving (5)
of Example 2 are 4.933 [sec] and 5.515 [sec] using the
Matlab fmincon function with the interior-point method in
uncompiled code on a PC with Intel Core i7-4790 3.60 GHz
processor and 16.0 GB RAM. For comparison, the average
and worst computation times for solving (40) of Example 2
in the same computation environment are 1.766 [sec] and
2.666 [sec].
VII. CONCLUSIONS
In this paper, we proposed a new analytical safe approx-
imation to joint chance-constrained programming problems
with constraint functions additively dependent on normally-
distributed random vectors. The approximation is a standard
nonlinear program with continuously differentiable cost and
constraint functions. Two examples representing the con-
strained control of linear Gaussian-Markov models were
used to illustrate the effective application of our proposed
analytical safe approximation and that our approximation can
have a considerably lower degree of conservatism compared
to a popularly used analytical safe approximation based on
the exploitation of Boole’s inequality.
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