In this paper we study polynomials (Pn) which are hermitian orthogonal on two arcs of the unit circle with respect to weight functions which have square root singularities at the end points of the arcs, an arbitrary nonvanishing trigonometric polynomial A in the denominator and possible point measures at the zeros of A. First we give an explicit representation of the orthogonal polynomials Pn in terms of elliptic functions. With the help of this representation for sufficiently large n the number of zeros of Pn which are in an ε-neighbourhood of each of the arcs are determined. Finally it is shown that the accumulation points of the zeros of (Pn) which are not attracted to the support lie on a Jordan arc running within the unit disk from one of the arcs to the other one. The accumulation points lie dense on the Jordan arc if the harmonic measures of the arcs are irrational. If the harmonic measures are rational then there is only a finite set of accumulation points on the Jordan arc.
Introduction
Let d ≤ ϕ 1 < ϕ 2 < ϕ 3 < ϕ 4 denote the space of real trigonometric polynomials of (integer or half-integer) degree no more than n/2. We say D ∈ Π n/2 is of exact degree ∂D = n/2, if |a 0 | + |b 0 | = 0. By R ∈ Π 2 we denote the trigonometric polynomial which vanishes at the endpoints of the two arcs, i.e.,
and let
be an arbitrary splitting of R with V, W ∈ Π 2 .
Loosely speaking we study polynomials which are orthogonal on the two arcs Γ E of the unit circle with respect to a distribution of the form |W(ϕ)|/A(ϕ) |V(ϕ)|dϕ + possible point measures at the zeros of A(ϕ),
where A(ϕ) is a real trigonometric polynomial which has no zeros in E and satisfies some other mild conditions, see (4) below, also concerning the precise form of the point measures. (In fact even more general distributions including sign changing ones are considered).
First we give an explicit representation of the orthogonal polynomials in terms of elliptic functions and show how this representation can be used also to obtain trigonometric polynomials minimal on two intervals with respect to a weight function of the type 1/ |A|. Then we emphasize on the zeros of the orthogonal polynomials. Let us recall that it is known by Fejer's Theorem on zeros of minimal polynomials [5] that all zeros of P n lie in the convex hull of Γ E (in fact, strictly inside, by [27] ) and that they are attracted to the support up to a finite number (Widom's theorem [34] ). Furthermore it is known (see e.g. [27, Th.5.2] , [28] ) that the zero distribution of (P n ) converges weakly to the equilibrium distribution of Γ E , i.e. 
where δ zj,n denotes, as usual, the Dirac-delta measure at the point z j,n and ν ΓE the equilibrium measure of Γ E . Naturally we would like to know the precise number of the zeros of P n attracted to each of the two arcs and what about the zeros which are not attracted to the support. Concerning the first question we present a formula for the precise number of zeros which are in an ε-neighbourhood of each of the arcs for sufficiently large n. Then the behaviour of the accumulation points of the zeros of (P n ) not attracted to the support is investigated. It is shown that they lie on an open analytic arc with endpoints which are inner points of Γ Ej , respectively, and can be given explicitely, see (99) below. Furthermore, the set of accumulation points is dense on this curve if the harmonic measures of the arcs are irrational. If the harmonic measures are rational then the set of accumulation points of zeros on the analytic arc is finite. The last case is known already [22, Th.3.3] when one takes into consideration the known fact that the reflection coefficients are pseudoperiodic if and only if the harmonic measures are rational (see [23] and concerning pseudoperiodicity [12, Th.1(a)]).
Let us note that the behaviour of zeros of polynomials orthogonal on the whole unit circle is very different from that one in the two arcs case. Indeed, it is well known in the case of the whole unit circumference zeros need not be attracted to the support as the simple example P n (z) = z n shows. Let us mention also that in the case of one arc, under the assumption that the weight function is sufficiently nice, the reflection coefficients converge and thus there is always at most one point (which can be deduced from [22] ) to which zeros may be attracted if they are not attracted to the support.
Using the fact that weight functions of the form |W|/f |V| on E and zero otherwise can be approximated well by weights |W|/A n |V| treated in this paper it can be shown using Tomcuk's asymptotic approach [33] (compare also [35] ) that the polynomials orthogonal with respect to the above weights are asymptotically equal and that the behaviour of the zeros is the same also, that is, is such as described in this paper. This will be demonstrated in a forthcoming paper [14] . At this point let us mention that asymptotic representations of polynomials orthogonal on two arcs of the unit circle can be obtained also from the very general and nice results of Widom [35] . To extract the behaviour of the zeros of the orthogonal polynomials his results seem to be not explicit enough (compare [2] with this respect also).
Let us mention that by [28, Th.2.1.3] there exists measures such that the set of accumulation points of the zeros of (P n ) is dense in the convex hull. For measures whose support is the unit-circumference which have the property that the accumulation points of the zeros are dense in |z| < 1, so-called Turan measures, see the recent discussions in [9, 26] . The results of this paper should be compared with the results on the zeros of polynomials orthogonal on two intervals [−1, a] ∪ [b, 1], −1 < a < b < 1, where a similar behaviour of the zeros has been observed by the second author [17] concerning the number of zeros in the intervals [−1, a], [b, 1] and the denseness of zeros in the gap [a, b] . In the meantime these results have been extended to several intervals [18] , see also [29, p.92] for denseness results under certain assumptions.
There is also a vaste literature dedicated to similar questions about zeros of nonhermitian orthogonal polynomials or more generally of denominators of Padé-approximants. With this respect we refer to the survey [29] and the recent papers [4, 11] .
Notations -Examples.
Henceforth let A(ϕ) ∈ Π = ∪ ∞ l=0 Π l be an arbitrary real trigonometric polynomial which has no zeros in E, i.e.,
and thus A can be represented in the form
where m * , m j ∈ N and where the ξ j 's are distinct, lie in C \ E and for ξ j / ∈ R there exists a ξ k = ξ j with m k = m j .
As announced in this paper we study polynomials P n orthogonal with respect to the functional L(·; A, W, λ), i.e. L(z −k P n ) = 0, for k = 0, . . . , n − 1,
where the functional is given as follows:
with
and
where 1 r(ϕ) := (−1) j |R(ϕ)| , j = 1, 2;
the µ j,ν 's are certain complex numbers (for their exact description see (14) below)depending on A, W and R, z j := e iξj ∈ C\Γ E , δ ν zj (g) := (−1) ν g (ν) (z j )/ν! and λ = (λ 1 , . . . , λ m * ), with λ j ∈ {−1, 1} and such that λ j1 = λ j2 for ξ j1 =ξ j2 .
(11) The functional L(·; A, W, λ) was introduced in [20] for an arbitrary number of arcs even. Naturally the functional need not be positive definite. As usual we call a functional L positive-definite, if det(c j−k ) n j,k=0 > 0 for all n ∈ N 0 , where the moments c j are given by c j = L(z −j ), j ∈ Z. Note that L is positive definite if f has no sign change on E and m j = 1 for all j ∈ {1, . . . , m * } for which λ j = −1. For ∂W = ∂V − 2, λ ≡ 1 and L positive definite we obtain weights studied by Yu.Ya.Tomchuk [33] . For other studies of polynomials orthogonal with respect to L, see also [7] . If L is not positive definite we may have higher orthogonality of P n , indeed we may have L(z −k P n ) = 0, for k = 0, . . . , n + µ − 1, µ ∈ N.
As we shall see (Corollary 2 to Theorem 1 below, compare also [13, Th.1] ) this case of maximal orthogonality is of interest in describing rational trigonometric functions which deviate least from zero on the two intervals E 1 ∪ E 2 .
Let us give two examples, the first one related to the positive definite case and the second one related to higher orthogonality. EXAMPLE 1. Suppose that A has only real zeros and exactly one simple zero in each interval (ϕ 2j , ϕ 2j+1 ), j = 1, 2; ϕ 5 := ϕ 1 + 2π, i.e.
where ξ j ∈ (ϕ 2j , ϕ 2j+1 ). Then for the weight f (ϕ; A, 1) the orthogonality condition (6) takes the form, by inserting the explicit expressions for µ j,0 given in (14) ,
= 0 (12) for k = 0, . . . , n − 1, where R(e iϕ ) := e 2iϕ R(ϕ) and A(e iϕ ) := e iϕ A(ϕ). Recall that λ 1 , λ 2 can be chosen arbitrary from {−1, 1}. Relation (12) represents an orthogonality relation for P n with respect to a positive measure dσ which has mass points at those e iξj where λ j = −1.
2.If there exists a T -polynomial T N on E (see [21] ), then it is orthogonal with respect to the sign-changing weight f (ϕ; 1, 1), namely, L(z −k T N ; 1, 1, 1) = 0 for k = 0, . . . , N, and, denoting by α, |α| = 1, the leading coefficient of T N , the trigonometric polynomial τ N (ϕ) = e −i(N/2)ϕ T N (e iϕ ) deviates least from zero on E with respect to the sup-norm among all trigonometric polynomials of degree N/2 with leading coefficients 2 cos ψ and 2 sin ψ, where α = e −iψ .
In the following we need the additional notations: let P n denote the set of algebraic polynomials of degree n, let A(z) be the algebraic polynomial which is connected with A(ϕ) by the relation
where 2a = 2∂A = m * j=1 m j , i.e.
with c A ∈ C, z j = e iξj , j = 1, . . . , m * , and all z j are distinct, and for |z j | = 1 there exists k such that z k = 1/z j , m k = m j . The polynomial A coincides with its reciprocal polynomial A * (z) = z 2a A(1/z),
i.e. it is selfreciprocal. Furthermore, R, V, W are algebraic polynomials of degrees 4, 2v, 2w correspondingly, which can be obtained from R, V, W in an analogous way to (13) ,w j denotes the number of zeros of W on [ϕ 2j−1 , ϕ 2j ], j = 1, 2,
and we make the additional supposition a − w + 1 ∈ N 0 . Now we can describe more precisely the functional G(h; A, W, λ) from (9). Namely,
i.e.
where here and everywhere later by
In the case when m j = 1, j = 1, . . . , m * , the functional L is nothing else as the Stieltjes integral with respect to the measure with absolute continuous part f (ϕ, A, W)dϕ and with possible addition of masses at the points z j . So the main objects of investigation are the polynomials P n , which are orthogonal with respect to the functional L in the sense of (6) . We shall use the notation L(z −k P n ) = 0, k ∈ (0, n − 1)
for (6) . But if it is known that L(z −n P n ) = 0, then we shall write L(z −k P n ) = 0, k ∈ (0, n − 1]. The following conformal mapping of a certain rectangle in the complex plane to the exterior of Γ E will play a crucial role in the statement of our results. Let
be the modulus of the exterior of Γ E , where
denotes the double relation between points z 1 , z 2 , z 3 , z 4 . The modulus k will be simultaneously the modulus of the Jacobian elliptic functions sn z = sn(z; k), cn z = cn(z; k) = 1 − sn 2 z, and dn z = dn(z; k) = 1 − k 2 sn 2 z, and let K = K(k) be the complete elliptic integral of the first kind of modulus k defined by
As usual let k ′ = 1 − k 2 and K ′ = K ′ (k ′ ) denote the complementary modulus and the complete elliptic integral of the first kind with respect to k ′ , respectively. Furthermore, in the following we assume without loss of generality that
since it can be satisfied after a suitable turn of the unit circle, and such a turn corresponds to a substitution of the kind z → e iψ z. Next let us construct the conformal mapping from the (partly open) rectan-
where
and β = 2 sn 2 (K + a) − 1, we obtain the desired mapping z = φ(u) easily by composition of w with the Möbius map
which maps the upper half plane to the interior of the unit disk and the intervals [−1, α] ∪ [β, 1] to the arcs Γ E1 and Γ E2 . Thus the function
realizes that map. It is an even elliptic function of order 2 with primitive periods 2K and 2iK ′ and simple poles at ±ζ in the period parallelogramm
where ζ ∈ 2 is defined by the relation
correspond under the map φ(u) to the points
and the upper and lower halves of the open rectangle, that is, (−K, 0) × (0, iK ′ ) and (−K, 0) × (0, −iK ′ ), are mapped onto the interior and exterior of the unit circumference, respectively. Furthermore, we need the theta functions H and θ defined by (see, for example, [32] )
and related to each other by
where q = e −πK ′ /K . Note that H and θ is an odd and an even function, respectively. Both are analytic at every point of the complex plane and are quasi doubly-periodic functions, that is, they satisfy the relations
The basic results
Lemma 1 a) The Green's function g ofC\Γ E with respect to the point c 0 ∈C\Γ E , is given in terms of Jacobian elliptic functions by the relation
where z = φ(u), φ is given by (22) and c 0 = φ(γ). In particular, ∞ = φ(ζ).
b) The harmonic measure of Γ E2 at z = ∞ is given by
c) The capacity of Γ E is as follows
Proof ad a).
which follows by the facts that
is a bounded function in a neighbourhood of γ, hence g(z,
and analogously (29) holds for ℜu = −K, −K ′ ≤ ℑu ≤ K ′ . Hence (25) is the Green's function. Proof ad c). From the definition of capacity it follows that
Since by (22) and the Representation theorem for elliptic functions
the relations (25) and (30) give the desired result. The proof ad b) will be given in Theorem 2. 2 For another representation of the Green's function see [23] . The starting point of our investigations is the following characterization (due to the second author and R.Steinbauer [20] ) of the polynomials orthogonal with respect to L(·; A, W, λ) by a quadratic equation.
Lemma 2 Let L(·; A, W, λ) be given as above, let a − w + 1 ∈ N 0 , and let µ ∈ {0, 1}. Then for n ≥ a + 1 + v the following assertions are equivalent:
2. there exists a polynomial Q n+2−2v ∈ P n+2−2v and there exists a polynomial
where p, 0 ≤ p ≤ 1, is the multiplicity of the zero of P n at z = 0 and that
The basic theorem for what follows is the next one.
Theorem 1 Let n ≥ a + 1 + v and µ ∈ {0, 1}. If L(z −j P n ; A, W, λ) = 0 for j ∈ (0, n + µ − 1] then the polynomials P n and Q n+2−2v from Lemma 2 satisfy the following relations:
where l n ∈ N, and
Here
Proof.
Let us consider the function
where Q n+2−2v (z) and g (n) (z) are the polynomials from Lemma 2. The function Ψ n is meromorphic on the Riemann surface S of the function ω = R(z) (since it is a rational function of the variables ω, z). The Riemann surface S is a compact Riemann surface of genus 1, and the mapping I(z, ω) −→ (z, −ω) changes sheets of S. The function
corresponds to the function Ψ n under the map I. Applying the map z = φ(u), one obtains two functions Ψ n (φ(u)) and Ψ 1,n (φ(u)) which are well-defined on the rectangle 2. One can extend them onto the period parallelogramm
Then it is possible to extend them onto the whole plane C by the doubleperiodicity with respect to 2K and 2K ′ . Since both functions Ψ n and Ψ 1,n are rational functions of the variables ω, z, they are meromorphic on the surface S.
It is well known that the Jacobian elliptic functions uniformize the surface S, hence the functions Ψ n (φ(u)) and Ψ 1,n (φ(u)) are elliptic.
Let us determine all zeros and poles of Ψ n (φ(u)). First, we conclude from (40),(41) and (31) that
hence if u is a zero of Ψ n (φ(u)) then −u is a pole of Ψ 1,n (φ(u)), and vice versa. Now from (40) and (33)
and by (42)
Moreover, by (40) and (33)
From (40),(42) and (32) it follows that
(vi) u = −v j is a zero (pole) of multiplicity m j of Ψ n (φ(u)), if λ j = +1(−1), j = 1, . . . , m * .
Finally, for ∂g (n) = 1,
Here b (n) ∈ 2 and δ (n) ∈ {−1, 1} are defined by
Summing up (i)-(viii) we get by the Representation theorem for elliptic functions in terms of theta functions (see, for example, [1, p.54]) that Ψ n (φ(u)) has a representation of the form
With the help of (23) one obtains from (44) the required representation (36) up to the multiplicative constant c.
The formulas (34),(35) together with
needed in the following and which is just a rewriting of (35) follow from (40),(41) and (31) .
Writing down the condition of ellipticity Ψ n (φ(u + 2iK ′ )) = Ψ n (φ(u)) for Ψ n from (44) gives (37) and (38).
To compute the constant c, put u = 0 in (44). Then
On the other hand, by (34)
hence by (46) and (47) equality (39) follows with
The case ∂g (n) = 0 is considered in an analogous way. Let us give another representation for m (n) . For that reason let us put u = −K in (36) and (34) . Then Ψ n (φ(−K)) = c(−1) m (n) and Ψ n (φ(−K)) = F w (e iϕ4 ).
So,
and therefore m (n) is even (odd) for all n ≥ a + 1 + v simultaneously. 2
Corollary 1 Let n ≥ a + 1 + v. If the functional L is positive definite then the monic polynomials P n orthogonal with respect to L have a representation of the form:
Furthermore b (n) ∈ 2, m (n) ∈ Z, and δ (n) ∈ {−1, 1} are given uniquely by the system of equations
where l n − w 2 is even (recall that w 2 is the number of zeros of W on E 2 ). Moreover the polynomials Q n+2−2v can be represented as
Proof. Let us define the function Ω n (u), u ∈ 2, as
where the polynomial Q n+2−2v is given by (31) . Since the substitution u → −u corresponds to the change of the branch of
Now formulas (49),(54) follow immediately from (55),(56). Let us prove the representation (50). From (40) and (55) it follows
.
Further, applying the Representation theorem for elliptic functions one gets
Substituting (40),(58)-(61) into (57) gives
, wherem (n) = m (n) − #{u j : ℑu j = K ′ }. By the ellipticity of Ω n and by (62) m (n) is even,m (n) =: 2k (n) which implies (50) up to a constant multiplier. To get (51) one needs to take into account the equality 1 = lim z→∞ P n (z) z n = lim Then, as it is known, Ω n (u) is elliptic. Writing down the conditions of ellipticity for Ω n (u) gives, with the help of (23), the relations (52), (53) and that l n − w 2 is even.
Conversely, let the conditions (52), (53) with even l n −w 2 be satisfied. Then the function Ω n (u), defined by (50), is elliptic. Hence it can be represented as p+ √ Rq r , where p, q, r are polynomials. From (50) it follows that Ω n as a function of z has finite poles only at the zeros of W , and of the same order, hence r(z) = W (z). Multiplying Ω n (u) by Ω n (−u) gives
, what is equal by (58)-(61) to
Hence p(z) =P (z)W (z), whereP (z) is a polynomial. Finally we get
By (50) Ω n (u) has a pole of multiplicity n at u = ζ, and Ω n (−u) has a pole of multiplicity w − a < n at u = ζ, henceP (φ(u)) = 1 2 (Ω n (u) + Ω n (−u)) is a polynomial of degree n. Comparing the degrees in (63) gives that q is a polynomial of degree n + 2 − 2v. PuttingP n :=P andQ n+2−2v := q (63) becomes
whereg (n) is a polynomial of degree 1. Using representations (55),(56) and (50) one gets after the substitutions u = ±v j , u = ±ζ the equalities
for k = 0, . . . , m j − 1; j = 1, . . . , 2m * ,
By Lemma 2P n is orthogonal with respect to L. Since for a positive definite functional L the orthogonal polynomials are unique up to a multiplicative constant, the uniqueness of the solutions of the systems (52) and (53) is proved. 
and all boundary points of E are extremal points with
b) There exists a real trigonometric polynomial σ ν−1 ∈ Π ν−1 and a real constant M ν such that
c) L(z −j P n ; A, 1, 1) = 0 for j ∈ (0, n], where P n (e iϕ ) := e iνϕ τ ν (ϕ), n = 2ν.
holds.
If any of those assertions holds then the minimal polynomial τ ν (ϕ) is given by the formula
Proof. The assertion is proved for the more general case of several arcs (with expressions in terms of automorphic functions) in [13, Th.1] . We give a proof also here for the sake of completeness.
} (for an integer ν) and
} (for a half-integer ν) are Chebyshev systems on E by the Chebyshev Alternation theorem we get that τ ν / √ A has at least 2ν − 2 alternation points ψ j in the interior of E. Put
and note that τ 2 ν /A − M 2 ν has a double zero at any point ψ j , j = 1, . . . , 2ν − 2, and because of (65) has a simple zero at any zero of R(ϕ). Hence, for a suitable constant c in (71),
holds, hence the function
has on E modulus 1 and on [d, d+2π)\E modulus greater than 1. Furthermore, the function
where P 2ν (z) := e iνϕ τ ν (ϕ), z = e iϕ , has also modulus 1 for z ∈ Γ E . The function F ν is algebraic and has no finite poles, it has as branch points e iϕj , j = 1, 2, 3, 4, only, hence F ν (z) = P 1 (z) + R(z)P 2 (z), where P 1 , P 2 are polynomials. By Since by (66)
and (b) is proved.
(b)⇔(c). Follows by Lemma 2.
(d)⇒(c). The proof is analogous to the proof of Corollary 1. One applies Theorem 1 with µ = 1, p = 0, W ≡ 1, and takes into account the uniqueness of the orthogonal polynomials which have maximal orthogonality (cf. [19] ).
(c)⇒(d) Put P 2ν , Q 2ν−2 as in the proof of (a)⇒(b). Then we get from (73) and (74) the desired result by applying Theorem 1. The formulas (69),(70) are also obtained by Theorem 1.
(b)⇒(a). The proof is analogous to the proof of [21, Corollary 3.2(a)]. One needs to take into account also the variation of the argument of the function F ν from the proof of (a)⇒(b) which can be determined easily by (70). 2 Remark 1 For A ≡ 1 special cases of Corollary 2 can be found in [10, 25] ; the connection with orthogonal polynomials was discovered in [21] for any number of arcs even. For E = [0, 2π] the problem was considered by Szegő [31] .
Behaviour of zeros
Let S 1 and S 2 be neighbourhoods of the arcs Γ E1 and Γ E2 , respectively. For technical reasons it is more convenient to take them as images of the strips S 2 1 and S 2 2 under the map x = φ(u), where
Let L be positive definite, n ≥ a + 2 + v. Then the number of zeros k (1) n and k (2) n of the polynomial P n in S 1 and S 2 are given for sufficiently large n by the formulas
Let us point out that b (n) , l n and δ (n) are given uniquely by (52) and (53).
Proof.
First of all let us note that because of the positive definiteness of the functional L the number µ from Lemma 2 is equal to 0. Furthermore let us show that p = 0, i.e., P n (0) = 0. Indeed, assume that p = 1 then it follows by (31) that Q n+2−2v (0) = 0. Dividing relation (31) by z 2 one gets that the polynomial P n−1 (z) := P n (z)/z is orthogonal with respect to L for j ∈ (0, n − 1] and thus ∂g (n) = 0, which is by Theorem 1 equivalent to δ (n) = 0. But by Corollary 1 δ (n) ∈ {−1, 1} which is a contradiction.
Thus the formula (36) can be written as follows:
Now we can determine easily all poles of Ψ n (φ(u)), naturally they coincide with the poles of 1 + Ψ n (φ(u)), and are of the same order. In particular by (75) 1 + Ψ n (φ(u)) has 2n + 2w poles in the parallelogramm of periods P. First let us prove the statement for the case:
We suppose that ε > 0 is sufficiently small and such that there are no v j 's in S 2 1 and in S 2 2 and no b (n) 's on ∂S 2 1 or ∂S 2 2 . We claim that A: A point z, |z| < 1, is a zero of P n if and only if it is a zero of the 1 + Ψ n (z).
Let us proof claim A. From (34) and (35) it follows that 1 + Ψ n (z) = 2P n (z)(W (z)P n (z) + R(z)Q n+2−2v (z)) z n−(a+1−w) A(z)g (n) (z) .
Comparing it with the definition (40) of Ψ n (z) it can also be written in the form
Because of the positive definiteness of L and by [19, Prop.2.3 ] the polynomials P n and Q n+2−2v have no common zeros, hence by (77) all zeros of P n will be zeros of 1 + Ψ n (z). By the positive definiteness of L P n (z) has n zeros in |z| < 1.
Hence since φ(u) is even P n (φ(u)) has n zeros in and n zeros in −2 + . Thus 1 + Ψ n (φ(u)) has 2n zeros at the zeros of P n (φ(u)). Moreover all zeros of W (φ(u) will be zeros of 1 + Ψ n (φ(u)) also. Altogether we found 2n + 2w zeros of 1 + Ψ n (φ(u)). By the ellipticity of 1 + Ψ n (φ(u)) the number of zeros and poles in P is the same. Since we have shown at the beginning of the proof that 1 + Ψ n (φ(u)) has 2n + 2w poles in P, the zeros of P n (φ(u)) and of W (φ(u) are the only zeros of 1 + Ψ n (φ(u)) in P. Hence claim A is proved. In particular, the number of zeros of P n (φ(u)) and of 1 + Ψ n (φ(u)) in S 2 1 is equal. Furthermore, as it is easily seen from (75), 1 + Ψ n (φ(u)) has one pole in S 2 1 , if b (n) is in S 2 1 (recall that δ (n) = 1), hence by the Argument principle 2π(k 1 n − β n ) = var arg u∈∂S 2
where ∂S 2 1 is passed around counterclockwise. Because of the ellipticity of the function 1 + Ψ n (φ(u)) we have var arg u∈∂S 2 1 (1 + Ψ n (φ(u))) = var arg u∈S (1)
where S
To compute A 1 we will describe the range of the function Ψ n (φ(u)) and compare it with the range of the function 1 + Ψ n (φ(u)), when u varies along S (1)
.
For that reason let us write relation (75) in the form
· −e −iπu/K j∈J λj mj · e −iπ j∈J λj ℜvj /K .
From Lemma 1 it follows that
|f n (u)| = 1 for u ∈ S
1 , and |f n (u)| > 1 for u ∈ S
1 .
Furthermore, for u ∈ S 
Recall also (cf.(42)) that
Now it follows from (80) that var arg u∈S (1)
To compute A 11 one has to observe firstly, that by Lemma 1 the function
is equal to the harmonic conjugate of the Green's function g C\ΓE (φ(u), ∞) =:
(by the Cauchy-Riemann conditions, with u = x + iy), and it is obvious that
where −µ ∈ N and the last equality follows by (23) . But (87) holds for any ζ ∈ 2, hence by continuity with respect to ζ for ℑζ = 0 the relation
holds. In an analogous way
with −ν ∈ N 0 , and for ℑζ = 0
The variations of the argument of (88) and (90) were computed in [17] , but for the sake of completeness let us give another proof. Adding (87) and (89) one gets
and that the variation of the argument is equal to −2π because of the Argument principle. Hence µ = −1, ν = 0, and 
Thus we get by (81),(82),(86), (91) and (92)
Now we are ready to study the ranges (C) of the function Ψ n (φ(u)) and to compare it with the range (C) of the function 1 + Ψ n (φ(u)) when u varies along S
It was mentioned before that the function
is strictly decreasing when u varies along S
1 . The function arg
has an analogous property, hence by (80),(81) for sufficiently large n the argument of Ψ n (φ(u)) is strictly monotonically decreasing when u varies along S
1 . Now using relation (85) it follows that the curve C consists of two closed curves with end points 1 (recall the supposition W (e iϕ1 )W (e iϕ2 ) = 0) such that the second one is the image of the first one under reflection with respect to the unit circle and to the real axis. Since C does not run through -1, we get var arg u∈S (1)
Next let us show that for n > N 0
Indeed, since by Lemma 1
it follows that there exists an N 0 such that for any n ∈ N, n > N 0 ,
with q N0 > 1, wich proves in view of (80) and (81) the claim.
Thus
where the first equality follows by the definition (79) of A 2 and (96), the second one uses the ellipticity of Ψ n (φ(u)) and the assumption δ (n) = 1, and the third equality follows by (86),(93), (94) and (38). Hence
Finally we get with the help of (78),(79),(86)-(93),(95) that
which is the assertion under the assumption (76). If δ (n) = −1 and W (e iϕ1 )W (e iϕ2 ) = 0 then in (78) β n should be omitted, and in (98) it should appear with minus sign.
For the calculation of k (1) n in the case W (e iϕ1 ) = 0, W (e iϕ2 ) = 0, one can not repeat the considerations from above without any modification since the curve (C) goes through the point 0. Hence one needs to take a modified "interval"Jε =
where Cε is the circumference with the center u = 0 and the radiusε, and C − ε , C + ε are its left-and right-hand halves respectively. Let B, D, O denote the images of the points −iε, iε, 0 under the function Ψ n (φ(u)). Note O is the point −1. Since the variation of the argument of Ψ n (φ(u)) (for n large enough) is strictly decreasing along [−iε, iε], the curve BOD is such that π 2 < arg D < π, π < arg B < 3π 2 . Now the variation of the argument of the function 1 + Ψ n (φ(u)) along the circumference Cε is equal to 2π (recall that Ψ n (φ(0)) = −1 since W (φ(0)) = 0). Thus the image of Cε under the function Ψ n (φ(u)) is such that the point −1 lies inside of Ψ n (φ(Cε)) and the curve Ψ n (φ(u)) goes counterclockwise around O when u varies counterclockwise around u = 0 along Cε. Hence the image of C − ε will be such that O is at the right hand side of Ψ n (φ(C − ε )). Finally we get that the variation of the argument of Ψ n (φ(u)) along [0, iK ′ ] is equal to −2(2κ + 1)π, κ ∈ N 0 , because of Ψ n (φ(0)) = −1 and Ψ n (φ(iK ′ )) = 1. Thus the considerations give finally var arg u∈Jε (1 + Ψ n (φ(u))) = −2(κ + 1)π.
The variation of the argument of the function 1 + Ψ n (φ(u)) along ∂S 2 2 is calculated in an analogous way. Other cases are considered in the same manner. 2 Theorem 3 Let the functional L be positive definite, let z j,n , j = 1, . . . , n, be the zeros of P n and let Z be the set of all accumulation points of (z j,n ) n,∞ j=1,n=1 . Furthermore put
Then the following statements hold:
Proof. First let us recall (see claim A in the proof of Theorem 2) that P n (φ(u)) has a zero at u ∈ int 2 if and only if Ψ n (φ(u)) = −1. With the help of relation (96) and by the continuity of Ψ n (φ(u)) it follows by representation (75) that each mass-point φ(v j ) of L is an accumulation point of zeros of (P n (φ(u))) since λ j = −1 and thus v j is a zero of Ψ n (φ(u)). Furthermore, it follows by the same reasons that other accumulation points of zeros of (P n ) in C \ E, more precisely in {|z| ≤ 1} \ E, since P n (z) has all zeros in {|z| < 1}, may appear at accumulation points of (φ(b (n) )), b (n) ∈ int 2 + , only, where an accumulation point b * ∈2 + of (b (n) ), i.e., b * = lim k→∞ b (n k ) , is a limit point of zeros of (P n k (φ(u))) if and only if δ (n k ) = −1 for k ≥ k 0 . Next let us show that b * ∈ L. Indeed, putting ι = m (n) + m * j=1 λ j m j ℑv j /K ′ , it follows from (52) that there are two possibilities for ι : either ι = 1 or ι = 0. Furthermore, for δ (n) = −1 ℑb (n) = ℑζ + K ′ for ι = 1, and ℑb (n) = ℑζ for ι = 0,
and for δ (n) = 1
ℑb (n) = −ℑζ − K ′ for ι = 1, and ℑb (n) = −ℑζ for ι = 0.
Now from lim k→∞ b (n k ) = b * ∈ 2 + and δ (n k ) = −1 for k ≥ k 0 we obtain that the first relation in (100), i.e., ι = 1 holds.Thus what remains to be shown is the relation Z ∩ Γ E = Γ E which follows by (3) . Let us mention that it is known even, see e.g. [9, Thm.9.2; 26] , that each isolated mass point attracts exactly one zero of P n . This can be proved also in the following way: taking into consideration the facts that m j = 1, since L is positive definite, and that there are no b (n) 's in the neighbourhood of mass points v j for sufficiently large n, we have var arg u∈B Ψ n (φ(u)) = var arg u∈B (1 + Ψ n (φ(u))).
(102)
But the left hand side expression in (102) is equal to 2πi because of (36), hence the number of zeros of P n in the neighbourhood is equal to 1 proving the assertion. Concerning part b), let us recall Chebyshev's theorem: If α, 0 < α < 1, is an irrational number, then for any x ∈ R and for any ε > 0 it is possible to find n ∈ N and m ∈ Z such that |nα − m − x| < ε.
(103)
Put α = − ℜζ K and Since both δb 2K and δ (n) ℜb (n)
2K
are in (−1/2, 1/2), we have (l n − w 2 )/2 = m, and
Hence for any b ∈ (−K, 0) and δ = −1 there is a subsequence (n k ) of the natural numbers such that b (n k ) satisfying (52) and (51) with δ (n k ) = −1 (recall (100) and the fact that ι = 1) tends to b + i(ℑζ + K ′ ). Hence b) is proved. Part c) is proved in the same manner by taking into account that there exists only a finite number of possible solutions of (52) for all n ∈ N and that only for δ (n) = −1 these solutions will attract zeros of P n . 2 Remark 3 Let us note that Tomchuk [33] on page 2 before Thm.2 claims that the function at the right hand side in (55), denoted by him by p(z, R(z)), has all zeros in |z| < 1. We would like to mention that the claim is not correct. Indeed let us assume that the claim is correct. Then the function Ω n (u) from (55) and (50) (see the introduction of φ at the end of Section 2) has all zeros in the upper half of 2, i.e. in 2 + = (−K, 0) × (0, iK ′ ) or in −2 + . Moreover by (50) −δ (n) b (n) ∈ ±2 + for n ≥ a + 1 + v. But let us show that this is impossible, because there always exist a subsequence (n k ) such that δ (n k ) = 1 and b (n k ) ∈ [−K, 0] × [−iK ′ , 0] if the functional L is positive definite. Indeed, by (53) we can choose a sequence (n k ) such that for any k ∈ N δ (n k ) = 1. Now it follows from (41) and from [20, Ths. 2.1,2.2] that Ψ 1,n (z) = P 2 n (z) F (z) + Ωn(z)
is the Caratheodory function associated with the functional L and Ω n (z) (do not mix with Ω n from Corollary 1) are the polynomials of second kind. Since Ψ 1,n (φ(u)) = Ψ n (φ(−u)) the functions Ψ 1,n k (φ(u)) have a zero at u = b (n k ) by (36). But g (n k ) (φ(u)) also has a zero at u = b (n k ) , hence by (104)
F (φ(u)) + Ω n k (φ(u)) P n k (φ(u)) has a zero at u = b (n k ) . Now by [8, Ths. 12.1,12.2] the function F (z) + Ωn(z)
Pn(z)
has no zeros inside the unit circle, hence |φ(b (n k ) )| ≥ 1 and b (n k ) ∈ [−K, 0] × [−iK ′ , 0].
