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Abstract
It is well known that mean-variance portfolio selection is a time-inconsistent optimal
control problem in the sense that it does not satisfy Bellman’s optimality principle
and therefore the usual dynamic programming approach fails. We develop a time-
consistent formulation of this problem, which is based on a local notion of optimality
called local mean-variance efficiency, in a general semimartingale setting. We start
in discrete time, where the formulation is straightforward, and then find the natural
extension to continuous time. This complements and generalises the formulation by
Basak and Chabakauri (2010) and the corresponding example in Bjo¨rk and Mur-
goci (2010), where the treatment and the notion of optimality rely on an underlying
Markovian framework. We justify the continuous-time formulation by showing that
it coincides with the continuous-time limit of the discrete-time formulation. The
proof of this convergence is based on a global description of the locally optimal strat-
egy in terms of the structure condition and the Fo¨llmer–Schweizer decomposition of
the mean-variance tradeoff. As a byproduct, this also gives new convergence results
for the Fo¨llmer–Schweizer decomposition, i.e. for locally risk minimising strategies.
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1 Introduction
In his seminal paper “Portfolio selection” [34], Harry Markowitz gave to the common wis-
dom that investors try to maximise return and minimise risk a quantitative description by
saying that the return should be measured by the expectation and the risk by the variance.
In a one-period financial market, mean-variance portfolio selection then simply consists of
finding the self-financing portfolio whose one-period terminal wealth has maximal mean
and minimal variance. Since the mean-variance criterion is quadratic with respect to the
strategy, one can calculate the solution, the so-called mean-variance efficient strategy,
directly and explicitly. Apart from the appealing and immediate interpretation of the
optimisation criterion this probably explains its popularity.
Although one can obtain explicit formulas in one period, a multiperiod or continuous-
time treatment is considerably more delicate; this has already been observed by Mossin in
[36]. The reason is the well-known fact that the mean-variance criterion does not satisfy
Bellman’s optimality principle.
One way to deal with this issue is to treat mean-variance portfolio selection as in the
Markowitz problem considered by Richardson [42], Schweizer [44] and Li and Ng [32]. It
consists of simply plugging in the multiperiod or continuous-time terminal wealth into
the one period criterion and to maximise that with respect to the strategy over the entire
time interval. Although this formulation fails to produce a time-consistent solution in the
sense that it is optimal for the conditional criterion at a later time, this is nevertheless a
common way to avoid dealing with time inconsistency of the mean-variance criterion used
in the literature. There it is sometimes referred to as mean-variance portfolio selection
under precommitment, as the investor commits to follow the strategy which is optimal at
time zero even though it is not (conditionally) optimal later on.
Alternatively, one can optimise the conditional mean-variance criterion myopically in
each step over the gains in the next period as in Section 2.1.1 of [8] in discrete time for
example. Due to the myopic way of optimisation we call this strategy myopically mean-
variance efficient in this paper. For a continuous-time formulation of this one has then to
pass to a limit in an appropriate way. Under the name local utility maximisation such a
limit formulation has been developed in [28] and [29] by Kallsen for utility maximisation
problems.
In this paper, we approach the time inconsistency of the mean-variance criterion in a
different way. We try to find a solution which is in some reasonable way optimal for the
conditional mean-variance criterion and time-consistent in the sense that if it is optimal
at time zero, it is also optimal on any remaining time interval. In a Markovian framework,
such a time-consistent formulation has been introduced by Basak and Chabakauri in [2].
However, to find a time-consistent formulation in general is an open problem as pointed
out by Schweizer at the end of the survey article [48]. As the failure of Bellman’s opti-
mality principle indicates, we have to use a different notion of optimality for the dynamic
criterion than the classical one used in dynamic programming. As in [2], we follow Robert
Strotz who suggested in [49] (for a different time-inconsistent deterministic optimisation
problem) to maximise not over all possible future strategies, but only those one is actually
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going to follow. In discrete time, this leads to determining the optimal strategy by a back-
ward recursion starting from the terminal date. For a continuous-time formulation one
has to combine this recursive approach to time inconsistency with a limit argument. In a
Markovian framework, for optimal consumption problems with non-exponential discount-
ing this has recently been studied by Ekeland and Lazrak in [20] and [19] and Ekeland and
Pirvu in [21] and [22] and for mean-variance portfolio selection problems by Basak and
Chabakauri [2] and Bjo¨rk, Murgoci and Zhou [4]. These authors give the definition of the
time-consistent solution via a backward recursion the interpretation of a Nash subgame
perfect equilibrium strategy for an intrapersonal game. Building on these specific cases,
Bjo¨rk and Murgoci developed in [3] a “general theory of Markovian time inconsistent
stochastic control problems” for various forms of time inconsistency in a Markovian set-
ting. In all these problems, however, one exploits that the underlying Markovian structure
turns all quantities of interest into deterministic functions. Then recursive optimality can
be characterised by a system of partial differential equations (PDEs), so-called extended
Hamilton–Jacobi–Bellman equations, and one can provide verification theorems which
allow to deduce that if one has a smooth solution to the PDE, this gives the solution to
the optimal control problem.
Although it is known how to formulate and handle time-inconsistent optimal control
problems in a Markovian framework, it is an open question how to do this in a more
general setting and how to apply martingale techniques to these kind of problems (see
for example page 54 in [3]). For the problem of mean-variance portfolio selection, we
show how one can answer these questions in this paper. Note, however, that we ex-
ploit the underlying linear-quadratic structure of the problem for this and only consider
mean-variance portfolio selection here. In discrete time, obtaining the time-consistent
solution by recursive optimisation is straightforward. To find the natural extension of
this formulation to continuous time, we introduce a local notion of optimality called local
mean-variance efficiency ; this is a first main result and gives a mathematically precise
formulation in a general semimartingale framework. In continuous time, the definition
of local mean-variance efficiency is inspired by the concept of continuous-time local risk
minimisation introduced by Schweizer in [43]. As we shall see, our formulation in discrete
as well as in continuous time embeds time-consistent mean-variance portfolio selection in
a natural way into the already existing quadratic optimisation problems in mathematical
finance, i.e. the Markowitz problem, mean-variance hedging, and local risk minimisation;
see [46] and [48]. Moreover, we provide an alternative characterisation of the optimal
strategy in terms of the structure condition and the Fo¨llmer–Schweizer decomposition of
the mean-variance tradeoff. This is a second main result and gives necessary and sufficient
conditions for the existence of a solution. Besides this, we obtain an intuitive interpre-
tation of the optimal strategy. On the one hand the investor maximises the conditional
mean-variance criterion in a myopic way one step ahead by choosing the myopically mean-
variance efficient strategy. This generates a risk represented by the mean-variance tradeoff
which he then minimises by local risk minimisation on the other hand. Using the alter-
native characterisation of the optimal strategy allows us to justify the continuous-time
formulation by showing that it coincides with the continuous-time limit of the discrete-
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time formulation. This underlines that our reasoning in discrete time, where the solution
is determined by a backward recursion, is consistent with the way of defining optimality
in continuous time and is our third main result. On the technical side, the link to the
Fo¨llmer–Schweizer decomposition and local risk minimisation allows us to exploit and
extend known results.
Time consistency also plays a central role in the formulation of forward dynamic
utilities by Musiela and Zariphopoulou; see [38] and [37] for example. There it is used
to characterise the dynamic evolution of utility random fields by the optimal portfolios
via the martingale optimality principle. Conversely these optimal portfolios then satisfy
Bellman’s optimality principle for the corresponding forward dynamic utility by definition.
In contrast to their approach we do not propose a conceptual way to generate time-
consistent dynamic utility functions here but rather how to determine a time-consistent
optimal strategy by means of local optimisation for the underlying conditional mean-
variance preferences that are not time consistent.
Recently Cui et al. proposed in [12] an alternative way to deal with the time incon-
sistency of the mean-variance criterion. Relaxing the self-financing condition by allowing
the withdrawal of money out of the market, they obtain a strategy which dominates the
solution for the Markowitz problem in the sense that while both strategies achieve the
same mean-variance pair for the terminal wealth their optimal strategy enables the in-
vestor to receive a free cash flow stream during the investment process. Compared to our
study their reasoning and techniques are different. In particular, their solution is not time
consistent in our sense.
The remainder of the article is organised as follows. In the next section we explain
the basic problem and the issue of time inconsistency of the mean-variance criterion and
introduce the required notation for this. To establish the time-consistent formulation,
we start in Section 3 in discrete time and then find the natural extension of that to
continuous time in Section 4. The convergence of the solutions obtained in discretisations
of a continuous-time model to the solution in continuous time is shown in the last section.
2 Formulation of the problem and preliminaries
Let (Ω,F , P ) be a probability space with a filtration F = (Ft)0≤t≤T satisfying the usual
conditions of completeness and right-continuity, where T ∈ (0,∞) is a fixed and finite
time horizon. For all unexplained notation concerning stochastic integration we refer to
the book of Dellacherie and Meyer [18]. Our presentation of the basic problem here builds
upon that in Basak and Chabakauri [2] and Schweizer [48].
We consider a financial market consisting of one riskless asset whose price is 1 and
d risky assets described by an Rd-valued semimartingale S. As set of trading strate-
gies we choose Θ := ΘS := {ϑ ∈ L(S) |
∫
ϑdS ∈ H2(P )} where L(S) is the space
of all Rd-valued, S-integrable, predictable processes and H2(P ) the space of all square-
integrable semimartingales, i.e. special semimartingales X with canonical decomposition
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X = X0 +M
X + AX such that
‖X‖H2(P ) := ‖X0‖L2(P ) +
∥∥([MX ,MX ]T ) 12∥∥L2(P ) + ∥∥ ∫ T0 |dAXs |∥∥L2(P ) < +∞.
The wealth generated by using the self-financing trading strategy ϑ ∈ Θ up to time
t ∈ [0, T ] and starting from initial capital x ∈ R is given by
Vt(x, ϑ) := x+
∫ t
0
ϑudSu =: x+ ϑ • St.
Note that we use the notation above also for the stochastic integral in discrete time. Since
we work with ΘS, we can always find representative square-integrable portfolios for the
financial market (S,ΘS) as explained in the appendix. These are portfolios ϕ
i ∈ ΘS for
i = 1, . . . , d such that the financial market (S˜,Θ
S˜
) with S˜i := ϕi • S for i = 1, . . . , d
satisfies S˜ ∈ H2(P ) and which are representative in the sense that (S˜,Θ
S˜
) generates
the same wealth processes as (S,ΘS), i.e. ΘS • S = ΘS˜
• S˜. We can and do therefore
assume without loss of generality that S is in H2(P ) and hence special with canonical
decomposition S = S0 +M + A, where M is an R
d-valued square-integrable martingale
null at zero, i.e. M ∈M20(P ), and A is an Rd-valued predictable RCLL process, i.e. right
continuous with left limits (RCLL), null at zero with square-integrable variation. Besides
simplifying the presentation this allows to refer directly to the standard literature on
quadratic optimisation in mathematical finance which usually assumes (local) square-
integrability of S. Conversely, this change of parameterisation of the financial market can
be used to generalise local risk minimisation and quadratic hedging to the case where
S is a general semimartingale and not necessarily locally square-integrable; this will be
explained in more detail in future work.
In the one-period case, where T = 1, ϑ • S1 = ϑ
⊤
1 (S1 − S0) =: ϑ⊤1 ∆S1 and ϑ1 is an
F0-measurable Rd-valued random vector, mean-variance portfolio selection (MVPS) with
risk aversion γ > 0 can be formulated as the problem to
maximise E[x+ ϑ⊤1 ∆S1]−
γ
2
Var[x+ ϑ⊤1 ∆S1] over all F0-measurable ϑ1. (2.1)
The solution, the so-called mean-variance efficient strategy, is then
ϑ˜1 :=
1
γ
Cov[∆S1|F0]−1E[∆S1|F0] =: ϑ̂1 (2.2)
which is given by an explicit formula in terms of the risk aversion and the conditional
mean and variance of the stock price changes. Note that Cov[∆S1|F0]−1 denotes the
Moore-Penrose pseudoinverse (see [1] for example) and therefore the solution exists if and
only if E[∆S1|F0] is in the range of Cov[∆S1|F0].
Having obtained the formulation and the explicit form of the solution in one period,
we ask how the two extend to multiperiod or continuous time. An immediate extension of
the formulation is simply to plug in the multiperiod or continuous-time terminal wealth
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into the one-period criterion. This corresponds to considering mean-variance portfolio
selection (MVPS) as the problem to
maximise E[VT (x, ϑ)]− γ
2
Var[VT (x, ϑ)] over all ϑ ∈ Θ. (2.3)
The latter is an alternative formulation of the classical Markowitz problem to
minimise Var[VT (x, ϑ)] = E
[|VT (x, ϑ)|2]−m2
subject to E[VT (x, ϑ)] = m > x and ϑ ∈ Θ. (2.4)
In this set-up, MVPS is a static optimisation problem as one determines the optimal
strategy ϑ˜ for (2.3) over the entire time interval with respect to the criterion evaluated
at time 0. To obtain the solutions to (2.3) and (2.4) it can be shown by elementary
Hilbert space arguments (see for example [50]) that these are related to the solution of
an auxiliary problem: If 1 − ϕ˜ • ST 6≡ 0 and E[ϕ˜ • ST ] 6= 0, the solutions ϑ˜ and ϑ˜(x,m) to
(2.3) and (2.4) are given by
ϑ˜ =
1
γ
1
E[1− ϕ˜ • ST ] ϕ˜ and ϑ˜
(m,x) =
m− x
E[ϕ˜ • ST ]
ϕ˜ = (m− x)γE[1− ϕ˜
• ST ]
E[ϕ˜ • ST ]
ϑ˜, (2.5)
where ϕ˜ is the solution to the auxiliary problem to
minimise E
[|VT (−1, ϑ)|2] = E[|1− ϑ • ST |2] over all ϑ ∈ Θ. (2.6)
Since (2.6) is a standard stochastic optimal control problem, it can be solved by dynamic
programming and the dynamic structure of ϕ˜ can be described more explicitly, which via
(2.5) then gives a dynamic description of ϑ˜ (and ϑ˜(m,x)) as well. For this one considers
instead of the single static problem (2.6) the corresponding dynamic optimisation problem
given by the conditional problems to
minimise E
[|VT (−1, ϑ)|2∣∣Ft] = E[|1− ϑ • ST |2∣∣Ft] over all ϑ ∈ Θt(ψ) (2.7)
where Θt(ψ) := {ϑ ∈ Θ | ϑ1[[0,t]] = ψ1[[0,t]]} denotes the set of all strategies ϑ ∈ Θ that
agree up to time t with a given ψ ∈ Θ. The family of conditional problems (2.7) is time
consistent in the sense that it satisfies Bellman’s optimality principle: If ϕ˜ is the solution
to (2.6), then it is for any t ∈ [0, T ] also optimal for the conditional criterion (2.7) with
ψ = ϕ˜ on the remaining time interval (t, T ]. This time consistency gives a dynamic
characterisation of optimality of the solution ϕ˜ for the auxiliary problem (2.6) via the
dynamic optimisation problem (2.7) and is a conceptual aspect of the problem (2.6). Since
the time consistency of the conditional problems (2.7) allows to compute the solution ϕ˜
recursively by dynamic programming, this indeed allows to describe ϕ˜ and hence also
ϑ˜ via (2.5) as dynamic processes on [0, T ] more explicitly; see [48] for references and a
survey as well as [13] for recent results obtained in a general semimartingale framework
in this direction. For the solution ϑ˜ to the static MVPS problem (2.3), however, this is
so far only a computational aspect.
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To study (2.3) as a dynamic optimisation problem, a natural formulation is to consider
in analogy to (2.7) the conditional problems to
maximise Ut(ϑ) := E[VT (x, ϑ)|Ft]− γ
2
Var[VT (x, ϑ)|Ft] over all ϑ ∈ Θt(ψ). (2.8)
However, plugging in the optimal strategy ϑ˜ to (2.3) for ψ yields that, in contrast to
(2.7), this family of conditional problem is no longer time consistent and that Bellman’s
optimality principle fails: If we use the solution ϑ˜ to (2.3) on [0, t] and then determine the
corresponding conditionally optimal strategy by maximising in (2.8) over all ϑ ∈ Θt(ϑ˜),
then this strategy is different from ϑ˜ on (t, T ]. This time inconsistency leads us to the basic
question how to obtain a time-consistent dynamic formulation of MVPS. That is to find a
dynamic formulation that gives a solution ϑ̂ which is in some reasonable sense optimal for
the time-inconsistent conditional mean-variance criterion Ut(·) at time t for each t ∈ [0, T ].
This is a conceptual problem. We remark that it depends of course on the preferences
of the investor whether he would like to have a (so-called pre-commitment) strategy
which involves dynamic trading and is optimal for the static mean-variance criterion (2.3)
evaluated at time 0, or a strategy ϑ̂ which is optimal for the conditional mean-variance
criterion in a dynamic and time-consistent sense. The reason for the time inconsistency
of the (conditional) mean-variance criterion in (2.8) is the conditional variance term. As
explained in [2], we see that due to the total variance formula
Var[VT (x, ϑ)|Ft] = E
[
Var[VT (x, ϑ)|Ft+h]
∣∣Ft]+Var [E[∫ Tt+h ϑdS∣∣Ft+h]+ Vt+h(x, ϑ)∣∣∣Ft],
the objective function at time t is given by the conditional expectation of the objective
function at time t + h and some adjustment term, i.e.
Ut(ϑ) = E
[
Ut+h(ϑ)
∣∣Ft]− γ
2
Var
[
E
[∫ T
t+h
ϑdS
∣∣Ft+h]+ Vt+h(x, ϑ)∣∣∣Ft] (2.9)
for all ϑ ∈ Θ. As this adjustment term does not only depend on the strategy via its
behaviour on (t, t + h] but also on (t + h, T ], it causes “an incentive for the investor to
deviate from his optimal strategy at a later time” as explained in [2]. Mathematically, the
adjustment term cannot be interpreted as a running cost term, and therefore the objective
function is not of the “standard form” which is crucial for the dynamic programming
approach to work; see for instance [3], or [24] for a textbook account. The economic
explanation for the time-inconsistent behaviour of the investor is as follows. At time t,
the investor uses the strategy on (t+h, T ] not only to maximise the time (t+h) objective
function Ut+h(ϑ), but also to minimise the second term. This means that he tries to
minimise some of the risk coming from the strategy used on (t, t + h]. At time t + h,
the outcome of the trading on (t, t+ h] is already known and there remains no risk to be
minimised. Therefore the investor at time t+ h chooses the trading strategy on (t+ h, T ]
only to maximise Ut+h(ϑ), and so his objective and hence his choice will be in general
different from that at time t.
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An alternative explanation for the failure of the time consistency of the dynamic
formulation (2.8) is of course that already the underlying mean-variance preferences are
time inconsistent due to their non-monotonicity; see for example [33].
Loosely speaking, the reason for the inconsistency of the formulation (2.8) is that we
are optimising over too many strategies, as we are also considering strategies which we are
not going to use later on. To overcome this, we follow the recursive approach to time in-
consistency “. . . to choose the best [strategy] not among all available strategies, but among
those one is actually going to follow.” proposed by Strotz in [49] (for the deterministic
optimal consumption problem with non-exponential discounting). The same reasoning
also appears in the context of local risk minimisation introduced by Schweizer in [43] to
deal with the time inconsistency of the formulation of global risk minimisation. For a
dynamic formulation of MVPS, this suggests that we have to weaken our optimality crite-
rion and to optimise in (2.8) not globally on (t, T ], but only “locally on an infinitesimally
small time interval (t, t+dt]” going backwards from T and using the “optimal strategy on
(t+ dt, T ]”. Since the investor following this rule chooses for any t ∈ [0, T ] “the strategy
on (t, t + dt]” that he has to determine at time t optimally for his criterion Ut(·) at time
t, he has no reason to deviate from this “locally mean-variance optimal” strategy for the
dynamic optimisation problem, which therefore leads to a time-consistent behaviour. “In
some sense this formulation interpolates between dynamic optimisation for a fixed time
horizon and step-by-step one period optimisation” (as has been formulated by one of the
referees). This way to address the time inconsistency of the mean-variance criterion has
been developed by Basak and Chabakauri in [2] in a Markovian setting by using partial
differential equations which are available in this framework. Since the concept of local
optimisation in a general set-up is more intuitive and conceptually easier to understand
in discrete time, we consider this case in the next section first before proceeding with the
more delicate situation in continuous time.
3 Discrete Time
In this section, we develop a time-consistent formulation for the mean-variance portfolio
selection problem in discrete time and derive the general structure of the solution. As this
mainly serves for the motivation of the continuous-time case, we restrict our presentation
here for simplicity to the one dimensional case d = 1.
Let T ∈ N and assume that trading only takes place at fixed times k = 0, 1, . . . , T ,
where we choose at time k the number of shares ϑk+1 to be held over the time period
(k, k+1]. In this setting, we obtain an optimal strategy by recursively optimising starting
from T , which is equivalent to optimality with respect to local perturbations. This is then
a time-consistent solution to MVPS in the recursively optimal sense introduced by Strotz
in [49]. Since we are optimising the conditional criterion of the entire remaining time
interval only with respect to the strategy used in the next time step as in the concept
of local risk minimisation (see [43] for example), we call this notion of optimality local
mean-variance efficiency due to the local nature of optimisation. Mathematically, this is
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then formulated as follows.
Definition 3.1. Let ψ ∈ Θ be a strategy and k ∈ {1, . . . , T}. A local perturbation of ψ
at time k is any strategy ϑ ∈ Θ with ϑj = ψj for all j 6= k. We call a trading strategy
ϑ̂ ∈ Θ locally mean-variance efficient (LMVE) if
Uk−1(ϑ̂) ≥ Uk−1(ϑ) P-a.s. (3.1)
for all k = 1, . . . , T and any local perturbation ϑ ∈ Θ of ϑ̂ at time k or, equivalently,
Uk−1(ϑ̂) ≥ Uk−1(ϑ̂+ δ1{k}) P-a.s. (3.2)
for all k = 1, . . . , T and any δ ∈ Θ.
Note that since Ut(ϑ) = Vt(x, ϑ) + Ut(1Kt,T Kϑ) =: Vt(x, ϑ) + U t(ϑ), the structure of
mean-variance preferences implies that conditions (3.1) and (3.2) do not depend for fixed
k on the strategy used on {0, . . . , k − 1}. This allows us to derive the following recursive
formula for the LMVE strategy ϑ̂, which underlines the time-consistency of the solution
and also implies its uniqueness. This formula already appeared in a Markovian framework
in Proposition 5 in [2] and in a discrete-time setting in an unpublished Master thesis by
Sigrid Ka¨llblad.
Lemma 3.2. A strategy ϑ̂ ∈ Θ is LMVE if and only if it satisfies
ϑ̂k =
1
γ
E[∆Sk|Fk−1]
Var [∆Sk|Fk−1] −
Cov
[
∆Sk,
∑T
i=k+1 ϑ̂i∆Si|Fk−1
]
Var [∆Sk|Fk−1] (3.3)
for k = 1, . . . , T .
Proof. Plugging ϑ̂ and ϑ̂+ δ1{k} into (2.9), we obtain that (3.2) is equivalent to
−δk
(
E[∆Sk|Fk−1]− γ Cov
[
∆Sk,
T∑
i=k
ϑ̂i∆Si
∣∣∣∣Fk−1
])
+
γ
2
Var [δk∆Sk|Fk−1] ≥ 0 (3.4)
for all k = 1, . . . , T and any δ ∈ Θ. Since Var [δk∆Sk|Fk−1] ≥ 0 for all k = 1, . . . , T
and any δ ∈ Θ, it follows immediately that ϑ̂ satisfies (3.2) if (3.3) holds. For the
converse, we argue by backward induction; so assume that (3.3) holds for j = k+1, . . . , T .
Because the conditional covariance term in (3.4) vanishes on {Var[∆Sk|Fk−1] = 0}, we
set ε = E[∆Sk|Fk−1]1{Var[∆Sk|Fk−1]=0} and
ϕ =
(
1
γ
E[∆Sk|Fk−1]
Var
[
∆Sk
∣∣Fk−1] − Cov
[
∆Sk,
∑T
i=k+1 ϑ̂i∆Si
∣∣Fk−1]
Var
[
∆Sk
∣∣Fk−1] − ϑ̂k
)
1{Var[∆Sk|Fk−1]>0}.
Then choosing δ = ε1{E[(ε∆Sk)2|Fk−1]≤n}1{k} ∈ Θ and δ = ϕ1{E[(ϕ∆Sk)2|Fk−1]≤n}1{k} ∈ Θ for
each n ∈ N implies that ε = 0 and ϕ = 0, as we could otherwise derive a contradiction
to (3.4). By the Cauchy–Schwarz inequality and since ε = 0, the right-hand side of (3.3)
is always well defined by setting 0
0
= 0, and equal to ϑ̂ since ϕ = 0. This completes the
proof.
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To simplify (3.3), we use the canonical decomposition of S = S0 + M + A into a
martingale M and a predictable process A, which is in discrete time given by the Doob
decomposition, i.e. M0 := 0 =: A0, ∆Ak = E[∆Sk|Fk−1] and ∆Mk = ∆Sk −E[∆Sk|Fk−1]
for k = 1, . . . , T . Then (3.3) can be written as
ϑ̂k =
1
γ
∆Ak
E [(∆Mk)2|Fk−1] −
Cov
[
∆Mk,
∑T
i=k+1 ϑ̂i∆Ai|Fk−1
]
E [(∆Mk)2|Fk−1] (3.5)
for k = 1, . . . , T . From this it follows by the Cauchy–Schwarz inequality that the existence
of a LMVE strategy ϑ̂ implies that S satisfies the structure condition (SC), i.e. there exists
a predictable process λ given by
λk :=
∆Ak
E [(∆Mk)2|Fk−1] =
E[∆Sk|Fk−1]
Var [∆Sk|Fk−1] for k = 1, . . . , T
such that the mean-variance tradeoff (MVT) process
Kk :=
k∑
i=1
(
E[∆Si|Fi−1]
)2
Var [∆Si|Fi−1] =
k∑
i=1
λ2iE
[
(∆Mi)
2|Fi−1
]
=
k∑
i=1
λi∆Ai for k = 0, . . . , T
is finite-valued. This is not surprising, as these quantities also appear naturally in other
quadratic optimisation problems in mathematical finance; see [46]. For each ϑ ∈ Θ, we
define the process of expected future gains Z(ϑ) and the square integrable martingale Y (ϑ)
of its canonical decomposition by
Zk(ϑ) : = E
[
T∑
i=k+1
ϑi∆Si
∣∣∣∣Fk
]
= E
[
T∑
i=k+1
ϑi∆Ai
∣∣∣∣Fk
]
= E
[
T∑
i=1
ϑi∆Ai
∣∣∣∣Fk
]
−
k∑
i=1
ϑi∆Ai
=: Yk(ϑ)−
k∑
i=1
ϑi∆Ai
for k = 0, 1, . . . , T . Note that for the LMVE strategy ϑ̂, the process Z(ϑ̂) has al-
ready been introduced in a discrete-time setting in Sigrid Ka¨llblad’s Master thesis and in
the Markovian framework in [2] in discrete and continuous time, where it is a function
Zt(ϑ̂) = f(Wt, St, Xt, t) of time t and the underlying state variables, i.e. current wealth
Wt, stock price St and hidden Markov factor Xt. Using the Galtchouk–Kunita–Watanabe
(GKW) decomposition
T∑
i=1
ϑi∆Ai = Y0(ϑ) +
T∑
i=1
ξi(ϑ)∆Mi + LT (ϑ)
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of Y (ϑ) with a square-integrable martingale L(ϑ) strongly orthogonal toM , we can rewrite
Z(ϑ) as
Zk(ϑ) = Yk(ϑ)−
k∑
i=1
ϑi∆Ai = Y0(ϑ) +
k∑
i=1
ξi(ϑ)∆Mi + Lk(ϑ)−
k∑
i=1
ϑi∆Ai (3.6)
for k = 0, 1, . . . , T . Inserting the last expression into (3.5), we can reformulate Lemma
3.2 by combining the above as follows.
Lemma 3.3. The LMVE strategy ϑ̂ exists if and only if we have both
1) S satisfies (SC) with λ ∈ L2(M), i.e. KT ∈ L1(P ).
2) There exists ψ̂ ∈ Θ such that
ψ̂ =
1
γ
λ− ξ(ψ̂), (3.7)
where ξ(ψ̂) is the integrand in the GKW decomposition of
∑T
i=1 ψ̂i∆Ai.
In that case, ϑ̂ = ψ̂.
Proof. By Lemma 3.2 the existence of a LMVE strategy ϑ̂ and a strategy satisfying (3.5)
are equivalent. As already explained, (3.5) implies by the Cauchy–Schwarz inequality
that S satisfies (SC). Since we obtain
Cov
[
∆Mk,
T∑
i=k+1
ϑ̂i∆Ai
∣∣∣∣Fk−1
]
= Cov
[
∆Mk, Zk(ϑ̂)
∣∣∣Fk−1] = ξk(ϑ̂)E [(∆Mk)2|Fk−1]
by simply plugging into (3.5) the definition of Z(ϑ̂) and (3.6), it follows that ϑ̂ satisfies
(3.7) and, conversely, that each strategy ψ̂ ∈ ΘS satisfying (3.7) is LMVE. Moreover,
since ϑ̂ ∈ Θ = L2(M) ∩ L2(A), we have that YT (ϑ̂) =
∑T
i=1 ϑ̂i∆Ai ∈ L2(P ) and therefore
that ξ(ϑ̂) ∈ L2(M) by construction. Rewriting (3.7), this implies that λ = γϑ̂ + ξ(ϑ̂) is
in L2(M) and KT ∈ L1(P ), which completes the proof.
Integrating both sides of (3.7) with ψ̂ = ϑ̂ with respect to M and plugging in the
GKW decomposition then gives
T∑
i=1
ϑ̂i∆Mi =
1
γ
T∑
i=1
λi∆Mi −
T∑
i=1
ξi(ϑ̂)∆Mi
=
1
γ
T∑
i=1
λi∆Mi + Y0(ϑ̂) + LT (ϑ̂)−
T∑
i=1
ϑ̂i∆Ai.
After rearranging terms and adding 1
γ
KT =
1
γ
∑T
i=1 λi∆Ai on both sides we arrive at
1
γ
KT = Y0(ϑ̂) +
T∑
i=1
(
1
γ
λi − ϑ̂i
)
∆Mi +
T∑
i=1
(
1
γ
λi − ϑ̂i
)
∆Ai + LT (ϑ̂), (3.8)
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which means that the terminal value of the MVT process KT admits a decomposition
KT = K̂0 +
T∑
i=1
ξ̂i∆Si + L̂T (3.9)
into a square-integrable F0-measurable random variable K̂0, the terminal value
∑T
i=1 ξ̂i∆Si
of a stochastic integral with respect to the price process, and the terminal value of a
square-integrable martingale L̂ which is strongly P -orthogonal to M . If the integrand ξ̂
is in Θ and one replaces the left-hand side by any H ∈ L2(Ω,F , P ), a decomposition of
the form
H = Ĥ0 +
T∑
i=1
ξ̂Hi ∆Si + L̂
H
T
is called the Fo¨llmer–Schweizer (FS) decomposition of H , and the integrand ξ̂H yields
the so-called locally risk minimising strategy for the contingent claim H ; see e.g. [46]
and [47]. However, it turns out that ξ̂ = λ − γϑ̂ is in general not in Θ and therefore
(3.9) does not necessarily coincide with the FS decomposition of KT ; see Corollary 4.12
below for a sufficient condition. But nevertheless, (3.9) gives an intuitive explanation of
the LMVE strategy. On the one hand, the LMVE investor is optimising the conditional
mean-variance criterion of the gains in the next period only by choosing the myopically
mean-variance efficient strategy (MMVE) ϕ̂ ∈ Θ given by ϕ̂k := 1γλk = 1γ E[∆Sk|Fk−1]Var[∆Sk|Fk−1] for
k = 1, . . . , T . This strategy solves the problem to
maximise Uk−1(ϑ1{k}) = E[ϑk∆Sk|Fk−1]− γ
2
Var[ϑk∆Sk|Fk−1] over all ϑ ∈ Θ (3.10)
for all k = 1, . . . , T . The latter follows immediately as in the one-period case; see (2.1) and
(2.2) and also Proposition 4.16 later. Considering the MMVE strategy in the multiperiod
setting the LMVE investor takes by (2.9) also the fluctuations of the expected future gains
into account. The risk resulting from these is due to the stochastic investment opportunity
set and can be represented by 1
γ
KT . In addition to holding the MMVE strategy the LMVE
investor then minimises the risk resulting from this by local risk minimisation on the other
hand which leads to the additional intertemporal hedging demand 1
γ
ξ̂ = ξ̂(ϑ̂) in the LMVE
strategy. As a matter of fact, the intertemporal hedging demand is zero and the LMVE
and the MMVE strategy coincide, if the investment opportunity set or more generally the
terminal value of the MVT process is deterministic; see Corollary 4.17 below.
Besides this interpretation the above also gives an alternative, in some sense global,
characterisation of the LMVE strategy in terms of the structure condition and the MVT
process, which is summarised in the next lemma.
Lemma 3.4. There exists a LMVE strategy ϑ̂ if and only if S satisfies (SC) and (the
terminal value of) the MVT process KT is in L
1(P ) and can be written as
KT = K̂0 +
T∑
i=1
ξ̂i∆Si + L̂T (3.11)
12
with K̂0 ∈ L2(Ω,F0, P ), ξ̂ ∈ L2(M) such that ξ̂ − λ ∈ L2(A), and L̂ ∈ M20(P ) strongly
orthogonal to M . In that case, ϑ̂ is given by ϑ̂ = 1
γ
(
λ− ξ̂).
If KT is in L
2(P ) and admits a decomposition (3.11), the integrand ξ̂ is in Θ and (3.11)
coincides with the Fo¨llmer–Schweizer decomposition of KT .
Proof. By plugging (3.7) into (3.8) and comparing this with (3.9), we obtain that ξ̂ =
λ−γϑ̂ = γξ(ϑ̂) and therefore the first assertion. If KT is in L2(P ), this gives that λ ∈ ΘS,
which implies that ξ̂ ∈ Θ and completes the proof.
4 Continuous Time
In continuous time, we should like to obtain the time-consistent solution in analogy to dis-
crete time by optimising the mean-variance criterion with respect to local perturbations.
For a precise formulation of this we need a local description of the underlying quantities
and a limit argument. To that end, let us fix some terminology first.
Recall from Section 2 that we can and do assume that S is square-integrable with
canonical decomposition S = S0 +M + A, where M is an R
d-valued square-integrable
martingale null at zero, i.e.M ∈M20(P ), and A is an Rd-valued predictable finite variation
RCLL process null at zero. By Propositions II.2.9 and II.2.29 in [27], there exist an
increasing, integrable, predictable RCLL process B, an Rd-valued predictable process a
and a predictable Rd×d-valued process cM whose values are positive semidefinite symmetric
matrices such that
ϑ • A = (ϑ⊤a) • B and 〈ϑ • M〉 = (ϑ⊤cMϑ) • B for all ϑ ∈ Θ. (4.1)
By adding t to B, we can assume that B is strictly increasing. Set PB := P ⊗ B. There
exist many processes B, a and cM satisfying (4.1), but our results do not depend on the
specific choice we make. Using the Moore–Penrose pseudoinverse (cM)−1 of cM (see [1]) or
the arguments preceding Theorem 2.3 in [16], we define a predictable process λ := (cM)−1a
which gives a decomposition
a = cMλ+ η (4.2)
such that η is valued in Ker(cM). Then S satisfies the structure condition (SC) if and
only if η = 0 and λ ∈ L2loc(M), i.e. the mean-variance tradeoff (MVT) process K given
by Kt =
∫ t
0
λ⊤u d〈M〉uλu = 〈λ • M〉t for t ∈ [0, T ] is P -a.s. finite. In continuous time, the
process of expected future gains Z(ϑ) and the square-integrable martingale Y (ϑ) of its
canonical decomposition are given by
Zt(ϑ) := E
[∫ T
t
ϑudSu
∣∣∣∣Ft] = E [∫ T
0
ϑudAu
∣∣∣∣Ft]− ∫ t
0
ϑudAu =: Yt(ϑ)−
∫ t
0
ϑudAu
for t ∈ [0, T ] and each strategy ϑ ∈ Θ. Using the (continuous-time) GKW decomposition∫ T
0
ϑudAu = Y0(ϑ) +
∫ T
0
ξu(ϑ)dMu + LT (ϑ)
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of Y (ϑ), we can rewrite Z(ϑ) as
Zt(ϑ) = Yt(ϑ)−
∫ t
0
ϑudAu = Y0(ϑ) +
∫ t
0
ξu(ϑ)dMu + Lt(ϑ)−
∫ t
0
ϑudAu (4.3)
for t ∈ [0, T ], exactly as in discrete time.
A partition of [0, T ] is a finite set τ = {t0, t1, . . . , tm} with 0 = t0 < t1 < · · · < tm = T ,
and its mesh size is |τ | := maxti∈τ\{T}(ti+1 − ti). A sequence of partitions (τn)n∈N is in-
creasing if τn ⊆ τn+1 for all n; it tends to the identity if limn→∞ |τn| = 0. For later use,
we associate to each partition τ the σ-field
Pτ := σ({F0 × {0}, Fi × (ti, ti+1]∣∣ti ∈ τ \ {T}, F0 ∈ F0, Fti ∈ Fti})
on Ω × [0, T ]. Note for any sequence of partitions (τn)n∈N tending to the identity that
σ
( ⋃
n∈N
Pτn
)
is equal to the predictable σ-field P and that Pτn increases to P if (τn)n∈N
is in addition increasing. The optimality with respect to local perturbations can then
be formulated in continuous time as follows. Recall the notations Ut(ϑ) from (2.8) and
U t(ϑ) = Ut
(
1Kt,T Kϑ
)
.
Definition 4.1. For ϑ, δ ∈ Θ and a partition τ of [0, T ], we set
uτ [ϑ, δ] :=
∑
ti∈τ\{T}
Uti(ϑ)− Uti(ϑ+ δ1(ti,ti+1])
E[Bti+1 − Bti |Fti]
1(ti,ti+1] (4.4)
=
∑
ti∈τ\{T}
U ti(ϑ)− U ti(ϑ+ δ1(ti,ti+1])
E[Bti+1 −Bti |Fti ]
1(ti,ti+1].
A strategy ϑ̂ ∈ Θ is called locally mean-variance efficient (in continuous time) if
lim inf
n→∞
uτn[ϑ̂, δ] ≥ 0 PB-a.e. (4.5)
for any increasing sequence (τn)n∈N of partitions tending to the identity and any δ ∈ Θ.
Intuitively, uτ [ϑ, δ] measures the change in the tradeoff between mean and variance of
the gains over the remaining time interval when we perturb ϑ locally by δ along τ . Condi-
tion (4.5) then says that perturbing the optimal stratetgy ϑ̂ locally should always decrease
this tradeoff, at least asymptotically. The appropriate “time scale” for this asymptotic
is given by the process B which is sometimes also referred to as operational time in the
literature. In analogy to discrete time, finding the time-consistent solution by recursive
optimisation is captured by comparing at time ti strategies which differ only on (ti, ti+1]
but are equal on (ti+1, T ]. Passing to the limit then takes this recursive optimisation to
continuous time. By the usual embedding of the discrete-time case into the continuous-
time setting (as for example explained in Section I.1f in [27]) it is straightforward to see
that the continuous-time formulation (4.5) coincides with that in discrete time (3.2), since
we can choose Bt =
∑T
k=1 1{k≤t} in this situation (see Section II.3 in [27]).
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The definition of local mean-variance efficiency above as well as the subsequent treat-
ment are inspired by the concept of local risk minimisation in continuous time introduced
by Schweizer in [43]; see also [46] and [47]. To obtain a characterisation of the LMVE
strategy ϑ̂ we need to derive the asymptotics of (4.5). As in [47], the first ingredient for
this is a decomposition of uτ into three terms Aτ1, A
τ
2 and A
τ
3 for which we can control
the asymptotics of each one separately. This follows by using the same arguments as in
[47] which we give here for completeness.
Proposition 4.2. For all strategies ϑ, δ ∈ Θ and every partition τ of [0, T ], we have
uτ [ϑ, δ] = Aτ1 + A
τ
2 + A
τ
3,
where
Aτ1 = EB
[(
γ
(
ξ(ϑ) + ϑ
)− λ− γ
2
δ
)⊤
cMδ + δ⊤η
∣∣∣Pτ]
Aτ2 =
γ
2
∑
ti∈τn\{T}
Var
[∫ ti+1
ti
δdA
∣∣∣Fti]
E[Bti+1 − Bti |Fti]
1(ti,ti+1]
Aτ3 = γ
∑
ti∈τn\{T}
Cov
[
Lti+1(ϑ)− Lti(ϑ) +
∫ ti+1
ti
(
ξ(ϑ) + ϑ+ δ
)
dM,
∫ ti+1
ti
δdA
∣∣∣Fti]
E[Bti+1 −Bti |Fti ]
1(ti,ti+1].
Proof. Plugging ϑ and ϑ+ δ1(ti,ti+1] into the definition of U(·) gives that
Uti(ϑ)− Uti(ϑ+ δ1(ti,ti+1])
= −E
[∫ ti+1
ti
δudSu
∣∣∣∣Fti]+ γ Cov
[∫ T
0
ϑudSu +
1
2
∫ ti+1
ti
δudSu,
∫ ti+1
ti
δudSu
∣∣∣∣∣Fti
]
. (4.6)
Using S = S0 +M + A and the definition of Y (ϑ) we can write∫ T
0
ϑudSu − E
[∫ T
0
ϑudSu
∣∣∣∣Fti] = YT (ϑ)− Yti(ϑ) + ∫ T
ti
ϑudMu,
which gives
Cov
[∫ T
0
ϑudSu +
1
2
∫ ti+1
ti
δudSu ,
∫ ti+1
ti
δudSu
∣∣∣∣∣Fti
]
= Cov
[
YT (ϑ)− Yti(ϑ) +
∫ ti+1
ti
(
ϑu +
1
2
δu
)
dMu,
∫ ti+1
ti
δudMu
∣∣∣∣∣Fti
]
+ Cov
[
YT (ϑ)− Yti(ϑ) +
∫ ti+1
ti
(ϑu + δu) dMu,
∫ ti+1
ti
δudAu
∣∣∣∣∣Fti
]
+
1
2
Var
[∫ ti+1
ti
δudAu
∣∣∣∣Fti] . (4.7)
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Since Y (ϑ) and
∫
ϑdM are martingales, the second term on the right-hand side above
equals
Cov
[
Yti+1(ϑ)− Yti(ϑ) +
∫ ti+1
ti
(ϑu + δu) dMu,
∫ ti+1
ti
δudAu
∣∣∣∣∣Fti
]
. (4.8)
With an analogous argument and inserting the Galtchouk–Kunita–Watanabe decomposi-
tion Y (ϑ) = Y0(ϑ) +
∫
ξ(ϑ)dM + L(ϑ), we obtain
Cov
[
YT (ϑ)− Yti(ϑ) +
∫ T
ti
ϑudMu +
1
2
∫ ti+1
ti
δudMu,
∫ ti+1
ti
δudMu
∣∣∣∣∣Fti
]
= Cov
[∫ ti+1
ti
(ξu(ϑ) + ϑu)dMu + Lti+1(ϑ)− Lti(ϑ) +
1
2
∫ ti+1
ti
δudMu,
∫ ti+1
ti
δudMu
∣∣∣∣∣Fti
]
= E
[∫ ti+1
ti
d
〈∫ (
ξ(ϑ) + ϑ+ 1
2
δ
)
dM,
∫
δdM
〉∣∣∣∣∣Fti
]
= E
[∫ ti+1
ti
(
ξ(ϑ)u + ϑu +
1
2
δu
)⊤
cMu δudBu
∣∣∣∣∣Fti
]
. (4.9)
By the martingale property of
∫
δdM and using a = cMλ+ η we have
E
[∫ ti+1
ti
δudSu
∣∣∣∣Fti] = E [∫ ti+1
ti
(δ⊤u c
M
u λu + δ
⊤
u ηu)dBu
∣∣∣∣Fti] . (4.10)
Combining (4.6)–(4.10) we conclude that
Uti(ϑ)− Uti(ϑ+ δ|(ti,ti+1])
= E
[∫ ti+1
ti
((
γ
(
ξ(ϑ)u + ϑu
)− λu + γ2δu)⊤ cMu δu − δ⊤u ηu) dBu
∣∣∣∣∣Fti
]
+ γ Cov
[
Yti+1(ϑ)− Yti(ϑ) +
∫ ti+1
ti
(ϑu + δu) dMu,
∫ ti+1
ti
δudAu
∣∣∣∣∣Fti
]
+
γ
2
Var
[∫ ti+1
ti
δudAu
∣∣∣∣Fti] .
After dividing by E[Bti+1−Bti |Fti], multiplying by 1(ti,ti+1] and summing over ti ∈ τ \{T},
we obtain uτ [ϑ, δ] on the left-hand side and Aτ1, A
τ
3 and A
τ
2 on the right-hand side, as
∑
ti∈τn\{T}
E
[∫ ti+1
ti
((
γ
(
ξ(ϑ)u + ϑu
)− λu + γ2δu)⊤ cMu δu − δ⊤u ηu) dBu∣∣∣Fti]
E[Bti+1 − Bti |Fti]
1(ti,ti+1]
= EB
[(
ξ(ϑ) + ϑ− λ+ 1
2
δ
)⊤
cMδ + δ⊤η
∣∣∣Pτ] = Aτ1,
which completes the proof.
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Since Aτ1 is of the same form as the corresponding term in Proposition 2.2 in [47],
we obtain its asymptotic behaviour by the same argument as in Lemma 3.1 in [47]. The
additional term δ⊤η is not relevant for this.
Lemma 4.3. Let (τn)n∈N be an increasing sequence of partitions tending to the identity.
Then
lim
n→∞
Aτn1 =
(
γ
(
ξ(ϑ) + ϑ
)− λ+ γ
2
δ
)⊤
cMδ − δ⊤η PB-a.e. (4.11)
Proof. We observe that
(
γ
(
ξ(ϑ) + ϑ
)− λ+ 1
2
δ
)⊤
cMδ−δ⊤η ∈ L1(PB), since ϑ and δ are in
Θ, and recall that (Pτn)n∈N increases to the predictable σ-field P, since (τn)n∈N is increas-
ing and tending to the identity. As Aτn1 = EB
[(
γ
(
ξ(ϑ) + ϑ
)− λ+ 1
2
δ
)⊤
cMδ − δ⊤η∣∣Pτn]
by definition, (Aτn1 )n∈N is a uniformly integrable PB-martingale and (4.11) follows from
the martingale convergence theorem, since
(
γ
(
ξ(ϑ) + ϑ
)− λ+ 1
2
δ
)⊤
cMδ − δ⊤η is pre-
dictable.
To show that the term Aτn2 is asymptotically negligible, we establish the following
general convergence result. For this we argue with the predictable measurability of X and
need not assume continuity of X as in Proposition 3.5 in [47]. Applying our techniques to
local risk minimisation enables us to generalise this concept and some related results to a
general semimartingale setting as well. In particular, we are able to drop the continuity
of A and (SC) in Theorem 1.6 and Proposition 5.2 in [47]; this will be explained in more
detail in future work.
Lemma 4.4. Let (τn)n∈N be an increasing sequence of partitions of [0, T ] tending to the
identity and X ∈ H2(P ) a predictable finite variation process such that X = ∫ αdB for
α ∈ L0(B). Then
lim
n→∞
∑
ti∈τn\{0}
Var
[
Xti −Xti−1 |Fti−1
]
E[Bti − Bti−1 |Fti−1 ]
1(ti−1,ti] = 0 PB-a.e. (4.12)
Proof. We first decompose
∑
ti∈τn\{0}
Var
[
Xti −Xti−1 |Fti−1
]
E[Bti − Bti−1 |Fti−1 ]
1(ti−1,ti]
=
∑
ti∈τn\{0}
E
[
(Xti −Xti−1)2|Fti−1
]
E[Bti −Bti−1 |Fti−1 ]
1(ti−1,ti] −
∑
ti∈τn\{0}
(
E[Xti −Xti−1 |Fti−1 ]
)2
E[Bti −Bti−1 |Fti−1]
1(ti−1,ti].
For the proof of (4.12) we then only need to show that both sums on the right-hand
side converge to the same limit α∆X . To that end, set tτn = inf{s ∈ τn | s ≥ t} and
tτn− = sup{s ∈ τn | s < t} for each t ∈ [0, T ], and Xn(ω, t) = (Xtτn − Xtτn−)(ω) and
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X˜n(ω, t) = E[Xnt |Ftτn− ](ω) for all (ω, t) ∈ Ω× [0, T ]. Using X =
∫
αdB we can write
∑
ti∈τn\{0}
E[(Xti −Xti−1)2|Fti−1 ]
E[Bti −Bti−1 |Fti−1 ]
1(ti−1,ti]
=
∑
ti∈τn\{0}
E[(Xti −Xti−1)
∫ ti
ti−1
αudBu|Fti−1 ]
E[Bti − Bti−1 |Fti−1 ]
1(ti−1,ti] = EB[X
nα|Pτn ]
and
∑
ti∈τn\{0}
(
E[Xti −Xti−1 |Fti−1 ]
)2
E[Bti − Bti−1 |Fti−1 ]
1(ti−1,ti]
=
∑
ti∈τn\{0}
E[Xti −Xti−1 |Fti−1 ]
E
[∫ ti
ti−1
αudBu
∣∣∣Fti−1]
E[Bti −Bti−1 |Fti−1 ]
1(ti−1,ti] = X˜
nEB[α|Pτn ].
By estimating supn∈N |Xnα| ≤ 2|α| sup0≤s≤T |Xs| and sup0≤s≤T |Xs| ≤
∫ T
0
|dXu|, we ob-
tain that supn∈N |Xnα| ∈ L1(PB) as
∫ T
0
(
∫ T
0
|dXs|)|αu|dBu =
( ∫ T
0
|dXs|
)2 ∈ L1(P ). Since
X is RCLL and tτn ց t and tτn− ր t as n →∞, it follows that Xn converges pointwise
to ∆X . Combining this with the integrability of supn∈N |Xnα| gives that EB[Xnα|Pτn]
tends to α∆X PB-a.e. by Hunt’s lemma (see [18], V.45), since Pτn increases to P and
α∆X is predictable. As the PB-a.e. convergence of EB[α|Pτn ] to α already follows by the
martingale convergence theorem, it remains to show that X˜n converges to ∆X PB-a.e. for
the convergence of the second sum. Since supn∈N |Xtτn −Xtτn−| ≤ 2
∫ T
0
|dXs| ∈ L2(P ) for
all t ∈ [0, T ] and Xn converges pointwise to ∆X , it follows by Hunt’s lemma that
X˜nt −→ E[∆Xt|Ft−] P -a.s. for each t ∈ [0, T ]. (4.13)
By Theorem III.5 in [41] the limit coincides with ∆Xt, as ∆X is predictable. Since
{limn→∞ X˜n 6= ∆X} ∈ F ⊗ B([0, T ]), we obtain that X˜n converges to ∆X PB-a.e. from
(4.13) by Fubini’s theorem. This completes the proof.
With this we have now everything in place to derive the asymptotics of uτ [ϑ, δ].
Lemma 4.5. Let (τn)n∈N be an increasing sequence of partitions of [0, T ] tending to the
identity. Then
lim
n→∞
uτn[ϑ, δ] =
(
γ
(
ξ(ϑ) + ϑ
)− λ+ γ
2
δ
)⊤
cMδ − δ⊤η PB-a.e.
for all ϑ, δ ∈ Θ.
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Proof. The proof follows immediately by combining Proposition 4.2 and Lemma 4.3 after
we have shown that Aτn2 and A
τn
3 converge to 0 PB-a.e. To that end, we estimate∣∣∣∣Cov [Yti+1(ϑ)− Yti(ϑ) + ∫ ti+1
ti
(ϑu + δu) dMu,
∫ ti+1
ti
δudAu
∣∣∣∣Fti]∣∣∣∣2
≤ Var
[
Yti+1(ϑ)− Yti(ϑ) +
∫ ti+1
ti
(ϑu + δu) dMu
∣∣∣∣Fti]Var [∫ ti+1
ti
δudAu
∣∣∣∣Fti]
= E
[
Xti+1 −Xti+1
∣∣Fti]Var [∫ ti+1
ti
δudAu
∣∣∣∣Fti]
by using the Cauchy-Schwarz inequality and X :=
〈
Y +
∫
(ϑ + δ)dM
〉
. Again by the
Cauchy-Schwarz inequality we obtain from the above that
|Aτn3 | ≤ γ
 ∑
ti∈τn\{T}
E
[
Xti+1 −Xti+1
∣∣Fti]
E[Bti+1 −Bti |Fti ]
1(ti,ti+1]

1
2
×
 ∑
ti∈τn\{T}
Var
[∫ ti+1
ti
δudAu
∣∣∣Fti]
E[Bti+1 −Bti |Fti ]
1(ti,ti+1]

1
2
=
√
2γ
(
dPX
dPB
∣∣∣
Pτn
) 1
2
(Aτn2 )
1
2 , (4.14)
where PX := P ⊗X and dPXdPB
∣∣
Pτn
=
∑
ti∈τn\{T}
E[Xti+1−Xti |Fti ]
E[Bti+1−Bti |Fti ]
1(ti,ti+1]. It is straightforward
to verify that
(
dPX
dPB
∣∣
Pτn
)
n∈N
is a PB-martingale by simply checking the definition; see
Lemma 3.4 in [47]. Since dPX
dPB
∣∣
Pτn
is non-negative, it follows directly by the martingale
convergence theorem that
(
dPX
dPB
∣∣
Pτn
)
n∈N
is PB-a.e. convergent and hence PB-a.e. bounded
in n. (Moreover, the limit coincides with the Radon–Nikody´m derivative of the absolutely
continuous part of PX with respect to PB.) Since
∫
δdA =
∫
δ⊤adB, applying Lemma 4.4
with α = δ⊤a yields that limn→∞A
τn
2 = 0 PB-a.e. and therefore also that limn→∞A
τn
3 = 0
PB-a.e. by (4.14). This completes the proof.
Having the representation of our criterion above, we can now describe the solution.
Theorem 4.6. There exists a LMVE strategy ϑ̂ if and only if we have both
1) S satisfies (SC) with λ ∈ L2(M), i.e. KT ∈ L1(P ).
2) There exists ψ̂ ∈ Θ such that
ψ̂ =
1
γ
λ− ξ(ψ̂), (4.15)
where ξ(ψ̂) is the integrand in the GKW decomposition of
∫ T
0
ψ̂udAu.
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In that case, ϑ̂ = ψ̂.
Proof. Using Lemma 4.5 it follows by definition that ϑ̂ is LMVE if and only if(
γ
(
ξ(ϑ̂) + ϑ̂
)− λ+ γ
2
δ
)⊤
cMδ − δ⊤η ≥ 0 PB-a.e. (4.16)
for all δ ∈ Θ. If 1) and 2) hold, (4.16) reduces to γ
2
δ⊤cMδ ≥ 0 for ϑ̂ := ψ̂ = 1
γ
λ− ξ(ψ̂) and
all δ ∈ Θ, which immediately gives that this strategy ϑ̂ is LMVE. For the converse, we
first observe that since cMη = 0, choosing δ = η1{|η⊤a|≤n} for each n ∈ N gives that δ ∈ Θ
and −δ⊤δ ≥ 0 in (4.16). This implies that η = 0 PB-a.e. and therefore that S satisfies
(SC). Set ϕ = 1
γ
λ− (ξ(ϑ̂) + ϑ̂). Then plugging δ = ϕ1{ϕ⊤cMϕ+|ϕ⊤a|≤n} ∈ Θ into (4.16) for
each n ∈ N yields that −γ
2
ϕ⊤cMϕ ≥ 0 PB-a.e. so that ϕ = 0 in L2(M), which gives that
λ = γ
(
ξ(ϑ̂) + ϑ
) ∈ L2(M). This completes the proof.
As in discrete time, we say that a random variableH ∈ L2(Ω,FT , P ) admits a Fo¨llmer–
Schweizer decomposition if it can be written as
H = Ĥ0 +
∫ T
0
ξ̂Hu dSu + L̂
H
T , (4.17)
where Ĥ0 ∈ L2(Ω,F0, P ), ξ̂H ∈ Θ and L̂H ∈ M20(P ) is strongly P -orthogonal to M .
However, unlike the discrete-time case a FS decomposition in continuous time is no longer
unique in general; see Remark 1.4 in [10] and Example 4.14 below. Using this notion we
can then give the following alternative characterisation of the LMVE. Note that in contrast
to the notion of optimality this alternative description is in some sense global.
Theorem 4.7. There exists a LMVE strategy ϑ̂ if and only if S satisfies (SC) and (the
terminal value of) the MVT process KT is in L
1(P ) and can be written as
KT = K̂0 +
∫ T
0
ξ̂dS + L̂T (4.18)
with K̂0 ∈ L2(Ω,F0, P ), ξ̂ ∈ L2(M) such that ξ̂ − λ ∈ L2(A), and L̂ ∈ M20(P ) strongly
P -orthogonal to M . In that case, ϑ̂ is given by ϑ̂ = 1
γ
(
λ− ξ̂), ξ(ϑ̂) = 1
γ
ξ̂,
Zt(ϑ̂) =
1
γ
(
K̂0 +
∫ t
0
ξ̂dS + L̂t −Kt
)
(4.19)
and
Ut(ϑ̂) = x+
∫ t
0
(
ϑ̂+
1
γ
ξ̂
)
dS +
1
γ
(
K̂0 + L̂t − 1
2
E
[
KT −Kt +
〈
L̂
〉
T
− 〈L̂〉
t
∣∣∣Ft])
(4.20)
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with canonical decomposition
Ut(ϑ̂) = x+
1
γ
(
K̂0 +
∫ t
0
λdM + L̂t − 1
2
E
[
KT +
〈
L̂
〉
T
∣∣∣Ft])+ 1
2γ
(
Kt +
〈
L̂
〉
t
)
. (4.21)
If KT is in L
2(P ) and admits a decomposition (4.18), the integrand ξ̂ is in Θ and (4.18)
coincides with the Fo¨llmer–Schweizer decomposition of KT .
Proof. The equivalence between the existence of the LMVE strategy ϑ̂ and the decompo-
sition (4.18) follows from Theorem 4.6 by the same arguments as in discrete time given
in the proof of Lemma 3.4 and before. Indeed by comparing (3.8) and (3.9), the inte-
grability properties can be ticked off from the corresponding parts in the decomposition,
since KT =
∫ T
0
λ⊤u d〈M〉uλu is in L1(P ) or L2(P ), respectively. This also yields (4.19) by
simply plugging ϑ̂ = 1
γ
(λ− ξ̂) and the parts of (4.18) into (4.3). For the proof of (4.21),
we observe that the square-integrable martingale R(ϑ̂) given by Rt(ϑ̂) = E
[ ∫ T
0
ϑ̂udSu
∣∣Ft]
for t ∈ [0, T ] is equal to 1
γ
(K̂0 + λ • M + L̂). Inserting this into the definition of Ut(ϑ̂)
gives
Ut(ϑ̂) = x+Rt(ϑ̂)− γ
2
E
[(
RT (ϑ̂)−Rt(ϑ̂)
)2∣∣∣Ft]
= x+Rt(ϑ̂)− γ
2
E
[〈
R(ϑ̂)
〉
T
− 〈R(ϑ̂)〉
t
∣∣∣Ft]
= x+
1
γ
(K̂0 + λ • Mt + L̂t)− 1
2γ
E
[
〈λ • M〉T − 〈λ • M〉t + 〈L̂〉T − 〈L̂〉t
∣∣∣Ft]
and therefore (4.21). Since Rt(ϑ̂) =
∫ t
0
ϑ̂udSu +
1
γ
(
K̂0 +
∫ t
0
ξ̂udSu + L̂t −Kt
)
by (4.19),
we then obtain (4.20) from (4.21), which completes the proof.
In specific Markovian frameworks, relations like in Theorem 4.7 have been obtained in
[2] and [3] by arguments using the Feynman-Kac formula, which are available there. The
link between the LMVE strategy ϑ̂ and the FS decomposition now allows us to exploit
known results on the FS decomposition to give a sufficient condition for the existence and
uniqueness of ϑ̂ as well as an example where it is not unique below. To formulate this,
we first need to introduce some of the terminology used in [9]. Since the existence of ϑ̂
implies that S satisfies (SC) with λ ∈ L2(M), we have that −λ • M is a square-integrable
martingale. For any stopping time σ we denote σE(−λ • M) = E(− (λ1]]σ,T ]]) • M). Since
−λ • M is RCLL, it has P -a.s. at most a countable number of jumps with ∆(−λ • M) =
−1, and so we can define an increasing sequence of stopping times Tˆn by Tˆ0 = 0 and
Tˆn+1 = inf{t > Tˆn | TˆnE(−λ • M)t = 0} ∧ T.
Definition 4.8. We call E(−λ • M) regular if for any n, TˆnE(−λ • M) is a martingale.
Definition 4.9. We say that E(−λ • M) satisfies the reverse Ho¨lder inequality R2(P ),
if there exists a constant c ≥ 1 such that for any t,
E
[|tE(−λ • M)T |2∣∣Ft] ≤ c.
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Definition 4.10. We say that an RCLL process X is an E(−λ • M)-martingale, if for
any n ∈ N,
E
[|XTˆn TˆnE(−λ • M)Tˆn+1 |] < +∞
and (1KTˆn,T K
• X) TˆnE(−λ • M) is a martingale.
Definition 4.11. A local martingale N ∈ M2loc(P ) is in bmo2, if there exists a constant
c such that
E [〈N〉T − 〈N〉t|Ft] ≤ c2
for all t ∈ [0, T ]. The smallest such constant c is denoted by ‖N‖bmo2 .
With the definitions above we can give the following sufficient condition for the exis-
tence of the LMVE strategy.
Corollary 4.12. Suppose that S satisfies (SC) and that E(−λ • M) is regular and satisfies
R2(P ). Then the LMVE strategy ϑ̂ exists, is unique and given by ϑ̂ =
1
γ
(
λ − ξ̂), where
ξ̂ ∈ Θ is the unique integrand in the FS decomposition of KT ∈ L2(P ), and
Zt(ϑ̂) =
1
γ
E
[E(− (λ1Kt,T K) • M)T (KT −Kt)∣∣Ft] (4.22)
for t ∈ [0, T ].
Proof. By Proposition 3.10 in [9], we have that−λ • M is in bmo2 and therefore thatKT =
〈λ • M〉T is in L2(P ) because E(−λ • M) is regular and satisfies R2(P ). Moreover, by
Theorem 5.5 in [9], S admits an FS decomposition (in the stronger sense of Definition 5.4
in [9]), which implies in particular that every H ∈ L2(P ) has a unique FS decomposition,
if and only if E(−λ • M) is regular and satisfies R2(P ). Combining this with Theorem
4.7 we obtain that the LMVE strategy ϑ̂ exists and can be represented as above in terms
of the FS decomposition of KT . Since a random variable admits an FS decomposition
if and only if it is the terminal value of an E-martingale in H2(P,F) (see the discussion
preceding Theorem 5.5 in [9]), we obtain that
E
[E(− (λ1Kt,T K) • M)TKT ∣∣Ft] = K̂0 + ∫ t
0
ξ̂udSu + L̂t
by Proposition 3.12.i) in [9] and therefore (4.22) via (4.19), which completes the proof.
Remark 4.13. 1) If E(−λ • M) is strictly positive in addition to the assumptions
above, then it is the density process of an equivalent martingale measure for S,
the so-called minimal martingale measure (MMM) P̂ ; see [25]. In this case, (4.22)
can be written as Zt(ϑ̂) =
1
γ
Ê[KT −Kt|Ft]. This relation has been obtained in [2]
and [3] in the specific Markovian frameworks used there by arguments using the
Feynman-Kac formula.
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2) If the MMM exists and its density process satisfies R2(P ) and S is continuous, then
the FS decomposition coincides with the GKW decomposition under P̂ ; see [10]. In
the case, where S is discontinuous, the relation between the two decompositions is
more complicated and has recently been established in [11].
3) Applying the previous results allows us to obtain the LMVE strategy in concrete
models in the following way. First, we check if S satisfies (SC) by using its canonical
decomposition. If this is true, we obtain λ and therefore K and E(−λ • M) directly
and explicitly from the canonical decomposition of S. If E(−λ • M) is regular and
satisfies R2(P ), we can try to obtain the FS decomposition of KT via Theorem 4.3 in
[11], which gives the LMVE strategy by Theorem 4.7. Moreover, if E(−λ • M), the
candidate for the density process of the MMM, is strictly positive in addition to the
previous assumptions, the MMM exists and we can derive the FS decomposition as
explained in the previous remark from the GKW decomposition of KT under P̂ . In
the case that E(−λ • M) does not satisfy R2(P ) and is (as in Example 4.14 below)
not even regular, the procedure above can still be used to derive a candidate for the
LMVE strategy that might be verified directly to be square-integrable and hence to
yield the optimal strategy.
4) Since one can obtain the ingredients λ,K and E(−λ • M) directly and explicitly from
the canonical decomposition of S, obtaining (a candidate for) the LMVE strategy as
explained in 3) is more explicit than solving the static but multiperiod or continuous-
time Markowitz problem via finding the variance-optimal martingale measure; see
[47] and Section 1.3 and 2 of [2] for a comparison of both strategies in a complete
market and a discussion.
5) If one cannot determine the LMVE strategy along the steps in part 3) explicitly,
one can still try to compute it numerically. For this, one observes that the FS
decomposition (4.17) is the solution to a linear backward stochastic differential
equation (BSDE). If the required conditions are satisfied, one can apply the numer-
ical schemes that have been developed for Markovian Lipschitz BSDEs to solve the
BSDE numerically; see [5] for an overview as well as the references therein. As the
BSDE is linear, these algorithms simplify to calculating conditional expectations
and integrands in martingale representations numerically. This has already been
observed in [2], where it has been suggested to do this with Monte Carlo simulation
and Malliavin derivatives.
The following example illustrates how one can calculate a LMVE strategy explicitly
and shows that it might not be unique in general. The example uses the same idea as
that for the non-uniqueness of the FS decomposition in [10].
Example 4.14. There exists a price process S ∈ H2(P ) such that S satisfies (SC), the
terminal value of the MVT process admits a FS decomposition and hence the LMVE
strategy exists. However, the integrand in the FS decomposition and the LMVE strategy
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are not unique. Moreover, the solution to the static MVPS problem (2.3) fails to exist,
as the price process does not admit an (equivalent) martingale measure.
For convenience we give the construction on the infinite time interval [0,+∞). The
corresponding example on the finite interval [0, T ] can be easily obtained from that by
using the time change h : [0,+∞) → [0, T ) given by h(t) = T (1 − exp(−t)) and then
considering Sh(t) instead of St.
Let W = (Wt)t≥0 be a Brownian motion on [0,+∞) and set
σ := inf{t > 0 | E(−W )t = 12} = inf{t > 0 | Wt + 12 t = log 2}
and St :=Wσ∧t+σ∧ t. Since [MS ]∞ = σ and
∫∞
0
|dASu | = σ, the square-integrability of S
follows from the existence of the first and second moment of the stopping time σ. These
are given by E[σ] = 2 log 2 and E[σ2] = (2 log 2)2 + 8 log 2, which can be calculated by
using the derivatives of the Laplace transform
g(α) = E[exp(−ασa,b)] = exp(ab− |a|
√
2α + b2) for α ≥ 0 (4.23)
of the stopping times σa,b := inf{t > 0 | Wt + at = b} at α = 0 for a = 12 and b = log 2.
Then λ = 1 and Kt = σ ∧ t and 1 admits (at least) two FS decompositions 1 = 1 with
ξ̂1 = 0 ∈ Θ and 1 = 1
2
+ 1
2
1
E(−W )σ
= 1
2
+ 1
2
E(S)∞ with ξ̂1 = 12E(S), where 12E(S) ∈ Θ, as
1
2
E(S)t = 12 1E(−W )σ∧t ≤ 1 by definition of σ and therefore
E
[
1
4
[E(S) • MS]
∞
]
= E
[
1
4
∫ σ
0
E(S)2udu
]
≤ E[σ],
E
[(∫ ∞
0
∣∣∣∣12E(S)u
∣∣∣∣ |dASu |)2
]
= E
[(∫ σ
0
1
2
E(S)udu
)2]
≤ E[σ2].
The linearity of the FS decomposition then implies that no FS decomposition is unique
in this market and it therefore only remains to construct a FS decomposition of K∞. To
that end, we define
Nt :=
E[E(−W )σσ|Ft]
E(−W )σ∧t =
1
2
E[σ|Ft]
E(−W )σ∧t
= σ1{σ≤t} +
1
2
E[σ|Ft]E(S)t1{σ≤t} = σ1{σ≤t} + f(St, t)1{σ≤t}
where f(s, t) := 1
2
(
E[σ 1
2
,b]
∣∣
b=log 2−(s− 1
2
t)
+ t
)
exp(s− 1
2
t) =
(
log 2− (s− t)) exp(s− 1
2
t) due
to the stationary and independent increments of Brownian motion. By Theorem 9 in [45]
and Itoˆ’s formula the so-called generalised FS decomposition of K∞ is then given by
K∞ =f(0, 0) +
∫ σ
0
∂f
∂s
(Su, u)dSu
= log 2 +
∫ σ
0
(
log 2− 1− (Su − u)
)
exp
(
Su − 1
2
u
)
dSu,
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which coincides with the (classical) FS decomposition, since ξ̂K∞ := ∂f
∂s
(Su, u) ∈ Θ. To
see the latter, we estimate
E
[(∫ ∞
0
∣∣ξ̂K∞u ∣∣d|ASu |)2
]
= E
[(∫ σ
0
∣∣ log 2− 1− (Su − u)∣∣du)2
]
≤ E
[(∫ σ
0
(
log 2− 1 + |Wu|
)
du
)2]
≤ 2E
[(
log 2− 1)2σ2 + sup
0≤u≤σ
|Wu|2σ2
]
≤ 2((log 2− 1)2E[σ2] + cE[σ2]E[σ4])
and
E
[∫ ∞
0
(
ξ̂K∞u
)2
d[MS ]u
]
= E
[∫ σ
0
(
log 2− 1− (Su − u)
)2
du
]
≤ 2E
[∫ σ
0
(
(log 2− 1)2 + (Wu)2
)
du
]
≤ 2E
[
(log 2− 1)2σ + sup
0≤u≤σ
|Wu|2σ
]
≤ 2((log 2− 1)2E[σ] + cE[σ2]E[σ2]),
where we combined the Ho¨lder with the BDG inequality in the last step of each estimate.
The moment E[σ4] can again be computed by differentiating the Laplace transform (4.23).
Since the strategy E(S) ∈ Θ satisfies E(S) • S∞ = E(S)∞ − 1 = 1, the solution to the
auxiliary problem (2.6) is given by ϕ˜ = E(S) ∈ Θ and 1 ∈ GT (Θ) := {ϑ • ST | ϑ ∈ Θ}.
The latter of course implies that the financial market does not even satisfy the weak no-
arbitrage condition of no approximate profits in L2 that 1 /∈ GT (Θ), where denotes the
closure in L2(P ); see Section 4 in [46]. Plugging aE(S) in into U(·) with a > 0, we obtain
U(aE(S)) = E[x+ (aE(S)) • S∞]− γ
2
Var[x+ (aE(S)) • S∞] = x+ a.
Therefore the solution to the static MVPS problem (2.3) does not exits, as the investor
would like to buy more and more stocks exploiting this arbitrage opportunity by sending
a to infinity. The solution to the classical Markowitz problem in the formulation (2.4),
however, exists and is given by ϑ˜(m,x) = (m− x)E(S). This completes the example.
By Theorem 4.7 the LMVE strategy has (in continuous time) the decomposition into
the myopically mean-variance efficient (MMVE) strategy and an intertemporal hedging
demand consisting of a locally risk minimising strategy as in discrete time, where the
MMVE (in continuous time) is defined as follows.
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Definition 4.15. For ϕ, ϑ ∈ Θ and a partition τ of [0, T ], we set
ûτ [ϕ, ϑ] :=
∑
ti∈τ\{T}
Uti(ϕ1(ti,ti+1])− Uti(ϑ1(ti,ti+1])
E[Bti+1 −Bti |Fti]
1(ti,ti+1] (4.24)
=
∑
ti∈τ\{T}
U ti(ϕ1(ti,ti+1])− U ti(ϑ1(ti,ti+1])
E[Bti+1 − Bti |Fti]
1(ti,ti+1].
A strategy ϕ̂ ∈ Θ is called myopically mean-variance efficient (in continuous time) if
lim inf
n→∞
ûτn [ϕ̂, ϑ] ≥ 0 PB-a.e. (4.25)
for any increasing sequence (τn)n∈N of partitions tending to the identity and any ϑ ∈ Θ.
With the definition above the MMVE strategy is then given by 1
γ
λ as in discrete time.
Proposition 4.16. There exists a MMVE strategy ϕ̂ if and only if S satisfies (SC) and
the terminal value of the MVT process KT is in L
2(P ). In that case, ϕ̂ is unique and
given by ϕ̂ = 1
γ
λ.
Proof. Since ûτ [ϕ̂, ϑ] = uτ [0, ϑ]−uτ [0, ϕ̂], it follows from Lemma 4.5 that a strategy ϕ̂ ∈ Θ
is MMVE if and only if
lim
n→∞
ûτn[ϕ, ϑ] = ϕ̂⊤(cMλ+ η)− γ
2
ϕ̂⊤cM ϕ̂−ϑ⊤(cMλ+ η)+ γ
2
ϑ⊤cMϑ ≥ 0 PB-a.e. (4.26)
for any increasing sequence (τn)n∈N of partitions tending to the identity and any ϑ ∈ Θ.
Now suppose that S satisfies (SC) and the terminal value of the MVT process KT is
in L2(P ) first. Then the square-integrability of KT implies that
1
γ
λ ∈ Θ, as
KT =
∫ T
0
λ⊤u c
M
u λudBu =
∫ T
0
|λ⊤u au|dBu.
Choosing ϕ̂ = 1
γ
λ in (4.26) and completing squares gives that γ
2
(ϑ− ϕ̂)⊤ cM (ϑ− ϕ̂) ≥ 0
PB-a.e. for all ϑ ∈ Θ and therefore that ϕ̂ = 1γλ is MMVE.
Conversely, assume that there exists a MMVE strategy ϕ̂. Then plugging in the
strategies ϑ = ϕ̂ + η1Dk ∈ Θ with Dk = {|η⊤a| ≤ k} and ϑ = 1γλ1Dk ∈ Θ with
Dk = {λ⊤cMλ⊤ + |λ⊤a| ≤ k} for k ∈ N into (4.26) gives that −η⊤η ≥ 0 PB-a.e. and
γ
2
( 1
γ
λ− ϕ̂)⊤cM( 1
γ
λ− ϕ̂) ≥ 0 PB-a.e. on Dk. Therefore choosing k sufficiently large implies
that S satisfies (SC), i.e. η = 0, and that ϕ̂ = 1
γ
λ, as we would otherwise derive a
contradiction. Since ϕ̂ ∈ Θ, we also obtain the square-integrability of KT from the latter
by KT = γ
∫ T
0
ϕ̂⊤u audBu ∈ L2(P ), which completes the proof.
Instead of optimising the conditional mean-variance criterion as the MMVE investor
in each step separately the LMVE investor seeks to invest more sustainably by taking
also the investment horizon T into account. So the difference between the LMVE and
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MMVE strategy is that the LMVE investor hedges in addition to holding the MMVE
strategy the risk coming from considering this strategy not only over the next period but
on the entire remaining time interval. The risk induced by this is driven by the stochastic
investment opportunity set and can be represented by 1
γ
KT using the MVT. This risk
is then minimised by the LMVE investor in the sense of local risk minimisation which
yields the additional intertemporal hedging demand 1
γ
ξ̂ = ξ̂(ϑ̂) in the LMVE strategy.
In fact the LMVE and the MMVE strategy coincide and the relations in Theorem 4.7
simplify, if the investment opportunity set or more generally the terminal value of the
MVT process KT is deterministic. Note, however, that the optimal strategy ϑ˜ for the
static MVPS problem (2.3) is still different. The price processes S has a deterministic
investment opportunity set, if it has independent increments, which is for example the
case if S is a Le´vy process or the exponential of one. A discussion and comparison between
the LMVE/MMVE strategy and the solution to the static MVPS problem (2.3) in the
Black-Scholes model is given in Section 1.4 in [2].
Corollary 4.17. Suppose that S satisfies (SC) and that the terminal value of the MVT
process KT is deterministic. Then: Suppose that S satisfies (SC) and that the terminal
value of the MVT process KT is deterministic. Then:
1) The FS-decomposition of KT reduces to KT = K̂0, the LMVE strategy ϑ̂ exists and
coincides with the MMVE, i.e. ϑ̂ = ϕ̂ = 1
γ
λ, and the equations in Theorem 4.7
simplify to Zt(ϑ̂) =
1
γ
(KT −Kt) and
Ut(ϑ̂) = Ut(ϕ̂) = x+
∫ t
0
1
γ
λdS +
1
2γ
(KT +Kt).
2) If S is in addition continuous or the entire MVT process K is deterministic, the
optimal strategy ϑ˜ for the static MVPS problem (2.3) is given by
ϑ˜ =
1
γ
1
E(−K˜)T
E(−λ˜ • S)−λ˜,
where λ˜ := λ
1+∆K
and K˜t :=
∫ t
0
1
1+∆Ku
dKu, and
Ut(ϑ˜) =
1
γ
E(−λ˜ • S)tE(−K˜)TE(−K˜)t
(
1− 1
2
E(−λ˜ • S)t
(
1− E(−K˜)T
E(−K˜)t
))
.
Proof. 1) Since KT ∈ L∞(P ), we have that E(−λ • M) is regular and satisfies R2(P ).
Therefore the FS decomposition of KT exists, is unique and given by KT = K̂0. The as-
sertions on the LMVE and MMVE strategy follow then from Corollary 4.12, Theorem 4.7
and Proposition 4.16.
2) Under these assumptions the solution ϕ˜ to (2.6) is given by ϕ˜ = E(−λ • S)−λ by
Theorem 7 and 8 in [45]. The formulas for ϑ˜ and U(ϑ˜) then follow by (2.5) and direct
computations. This completes the proof.
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The optimality condition (4.15) basically tells us that the locally mean-variance effi-
cient strategy ϑ̂ is a fixed point of the mapping Ĵ : Θ→ Θ given by
Ĵ(ϑ) =
1
γ
λ− ξ(ϑ). (4.27)
Exploiting again the relation to the FS decomposition, we can show that this fixed point
can be obtained by an iteration. Since the iteration algorithm reduces to a backward
recursion in discrete time, this can be seen as a continuous-time analogue of the recursive
derivation of the LMVE strategy in Lemma 3.2 in discrete time. Moreover, the character-
isation of the LMVE strategy as a fixed point illustrates the game-theoretic interpretation
of the optimal strategy as an equilibrium of an intrapersonal game.
Lemma 4.18. If the mean-variance tradeoff process K is bounded and continuous, the
mapping Ĵ(ϑ) = 1
γ
λ − ξ(ϑ) is a contraction on (Θ, ‖.‖β,∞) with modulus of contraction
c ∈ (0, 1) where
‖ϑ‖β,∞ :=
∥∥∥∥∥
(∫ T
0
1
E(−βK)uϑ
⊤
u d〈M〉uϑu
) 1
2
∥∥∥∥∥
L2(P )
.
In particular, the locally mean-variance efficient strategy ϑ̂ is unique and given as the
limit
ϑ̂ = lim
n→∞
ϑn
in (Θ, ‖.‖β,∞), where ϑn+1 = Ĵ(ϑn) for n ≥ 1, for any starting value ϑ0 = ϑ ∈ Θ.
Proof. Integrating both sides of (4.27) with respect to M and using the definition of ξ(ϑ)
we obtain ∫ T
0
Ĵu(ϑ)dMu =
∫ T
0
1
γ
λudMu + Y0(ϑ) + LT (ϑ)−
∫ T
0
ϑudAu
and from this
1
γ
KT −
∫ T
0
(
1
γ
λu − ϑu
)
dAu = Y0(ϑ) +
∫ T
0
(
1
γ
λu − Ĵu(ϑ)
)
dMu + LT (ϑ)
after rearranging terms and inserting the zero term 1
γ
KT − 1γ
∫ T
0
λudAu. Comparing the
last equation with the definition of the mapping J in the proof of Corollary 5 in [40]
gives that Ĵ(ϑ) = 1
γ
λ − J
(
1
γ
λ− ϑ
)
, as L(ϑ) is strongly orthogonal to M and therefore
the right-hand side is the GKW decomposition of the left-hand side. If K is bounded
and continuous, it follows from the arguments in the proof of Corollary 5 in [40] that
J : (Θ, ‖.‖β,∞)→ (Θ, ‖.‖β,∞), and hence also Ĵ , is a contraction with modulus of contrac-
tion c ∈ (0, 1), which immediately implies that the sequence (ϑn) converges to ϑ̂ for any
starting value ϑ0 = ϑ ∈ Θ by Banach’s fixed point theorem.
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Remark 4.19. 1) Note that this proves that in our setting, the LMVE strategy ϑ̂ can
indeed be obtained by the iteration procedure suggested in [3].
2) If the jumps of K are uniformly bounded by some constant b ∈ (0, 1), it follows from
the remark following Corollary 5 in [40] that J and therefore Ĵ are still contractions
on (Θ, ‖.‖β,∞) with modulus of contraction c ∈ (0, 1); see also Lemma 5.6 later.
3) Using the “salami technique” in [35], one can show that the iterations still con-
verge if K is only bounded, even though the modulus of contraction c is then not
necessarily in (0, 1).
5 Convergence of solutions
To establish a link between the intuitive situation in discrete time, where the time-
consistent optimal strategy is found by a backward recursion, and the continuous-time
formulation given by a limit, we show that the solutions obtained in discretisations of a
continuous-time model converge to the solution in continuous time. This underlines that
our formulation in continuous time is indeed the natural extension of that in discrete time.
For this result, however, we need to discretise in an appropriate sense.
Let (τn)n∈N be an increasing sequence of partitions of [0, T ] such that |τn| → 0 and
assume for simplicity that S is one dimensional, i.e. d = 1. Then we choose B = 〈M〉 and
set PB = P〈M〉 which we deliberately denote by PM in this section. Moreover, we denote
by Sn the RCLL discretisation of S with respect to the partition τn, which is given by
Snti = Sti for all ti ∈ τn and constant on [ti, ti+1), and by Fn = (Fnt )0≤t≤T the filtration
given by Fnt = Fti for t ∈ [ti, ti+1). This discretisation corresponds to the situation that
we only trade at a finite number of given trading dates ti ∈ τn. Under the assumption
that S = S0 +M + A is square-integrable, all S
n are square-integrable semimartingales
on (Ω,F ,Fn, P ) with Doob decompositions Sn = S0 + M¯n + A¯n in Fn as constructed in
Section 3. Since the processes M¯n and A¯n are a priori only defined on τn, we extend
them to piecewise constant right-continuous processes on [0, T ] by taking M¯nt = M¯
n
ti
and A¯nt = A¯
n
ti
for t ∈ [ti, ti+1) and ti ∈ τn, which is consistent with the Doob–Meyer
decomposition of the semimartingale Sn with respect to the filtration Fn. This will be
the usual embedding we use to include the discrete-time case into the continuous-time
framework (as for example explained in Sections I.1f and I.4g in [27]). Note that M¯n and
A¯n are not obtained by discretising the continuous-time processes M and A in the same
way as we obtain Sn from S; this explains the choice of notation, and it is the source
of the difficulties in proving our result. For later references we denote by M20(P,Fn) the
space of all square-integrable Fn-martingales null at zero and by H2(P,Fn) = H2(Fn) the
space of all special Fn-semimartingales with finite H2(Fn)-norm.
To ensure the existence of a solution in the continuous-time setting, we assume the
conditions of Corollary 4.12. These also yield the existence of solutions in all discretised
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settings, in which we have
λn =
∑
ti+1∈τn\{T}
∆A¯nti+1
E[(∆M¯nti+1)
2|Fti ]
1(ti,ti+1]
and
KnT =
∑
ti+1∈τn\{T}
∆A¯nti+1
E[(∆M¯nti+1)
2|Fti]
∆A¯nti+1 .
Since we are changing our optimisation criterion each time we increase the partition,
we cannot use the elegant approximation techniques for standard utility maximisation
problems as in [31] to obtain the convergence of the solutions. Instead, we have to work
directly with the structure of the solution. We exploit that we have ϑ̂n = 1
γ
(λn − ξ̂n) and
ϑ̂ = 1
γ
(λ− ξ̂) as global descriptions in discrete as well as in continuous time, where ξ̂n is
the integrand in the discrete-time Fo¨llmer–Schweizer decomposition of KnT with respect
to Sn and (Ω,F ,Fn, P ), i.e.
KnT = K̂
n
0 +
∫ T
0
ξ̂nudS
n
u + L̂
n
T = K̂
n
0 +
∑
ti∈τn\{0}
ξ̂nti∆S
n
ti
+ L̂nT
for n ∈ N, and ξ̂ is the integrand in the continuous-time Fo¨llmer–Schweizer decomposition
of KT with respect to S, i.e.
KT = K̂0 +
∫ T
0
ξ̂udSu + L̂T .
For the proof of the convergence ϑ̂n = 1
γ
(λn − ξ̂n) L
2(M)−→ ϑ̂ = 1
γ
(λ− ξ̂) we then show that
λn
L2(M)−→ λ∞ := λ (5.1)
and
ξ̂n
L2(M)−→ ξ̂∞ := ξ̂ (5.2)
separately. For the latter we also need to establish that
KnT
L2(P )−→ K∞T := KT . (5.3)
The main difficulty is that the canonical decomposition is not stable under discretisa-
tion in the following sense. As already pointed out, M¯n and A¯n are not simply obtained by
discretisingM and A toMnt :=Mti and A
n
t := Ati for t ∈ [ti, ti+1). From the discrete-time
Doob decomposition, they are rather given by the processes M¯nt := M
n
t +M
A,n
t , where
MA,nt :=
∑i
k=1(∆A
n
tk
− E[∆Antk |Ftk−1]), and A¯nt :=
∑i
k=1E[∆A
n
tk
|Ftk−1 ] for t ∈ [ti, ti+1).
Note that we deliberately set 〈Mn〉 := 〈Mn〉Fn, 〈M¯n〉 := 〈M¯n〉Fn and 〈MA,n〉 := 〈MA,n〉Fn
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to simplify notation. For the Fn-martingale MA,n, which represents the “discretisation
error” in the canonical decomposition, we already know from Lemma 4.4 that
lim
n→∞
d〈MA,n〉
d〈Mn〉 = limn→∞
∑
ti∈τn\{0}
Var
[
Ati − Ati−1 |Fti−1
]
E[〈M〉ti − 〈M〉ti−1 |Fti−1 ]
1(ti−1,ti] = 0 PM -a.e.
Moreover, if λ • M ∈ bmo2, we have
Var
[
Ati − Ati−1 |Fti−1
] ≤ E[(Ati − Ati−1)2∣∣Fti−1]
= E
[(∫ ti−1
ti
λud〈M〉u
)2 ∣∣∣∣Fti−1
]
≤ E
[(∫ ti−1
ti
λ2ud〈M〉u
)(∫ ti−1
ti
d〈M〉u
) ∣∣∣∣Fti−1]
≤ ∥∥(1(ti−1,ti]λ) • M∥∥2bmo2E
[∫ ti
ti−1
d〈M〉u
∣∣∣∣Fti−1] (5.4)
by applying Jensen’s inequality and the definition of the bmo2-norm, which gives∥∥∥∥d〈MA,n〉d〈Mn〉
∥∥∥∥
L∞(PM )
≤ sup
ti∈τn\{0}
∥∥(1(ti−1,ti]λ) • M∥∥2bmo2 ≤ ∥∥λ • M∥∥2bmo2 . (5.5)
However, to obtain the convergences (5.1)–(5.3) above, we shall finally need to use that
d〈MA,n〉
d〈Mn〉
−→ 0 in L∞(PM), and we also need a tight control in L∞(PM) on the KnT and on
(∆Kn)∗T := sup0≤s≤T |∆Kns | in L∞(P ), for an arbitrary increasing sequence of partitions
tending to the identity. A sufficient condition for this is given in the following lemma.
Lemma 5.1. Assume that K =
∫
µKdt and that µK is uniformly bounded in ω and t by
some constant cµ > 0. Then:
1) d〈M
A,n〉
d〈Mn〉
L∞(PM )−→ 0, which implies d〈M¯n〉
d〈Mn〉
L∞(PM )−→ 1 and d〈Mn〉
d〈M¯n〉
L∞(PM )−→ 1.
2) There exist n0 ∈ N and b ∈ (0, 1) such that supn≥n0 ‖KnT‖L∞(P ) is finite and
supn≥n0 ‖(∆Kn)∗T‖L∞(P ) ≤ b, and moreover (∆Kn)∗T → 0 in L∞(P ).
Proof. 1) This immediately follows from (5.5) above and observing that
‖(λ1(s,t]) • M‖2bmo2 ≤ sup
s≤u≤t
‖E[Kt −Ku|Fu]‖L∞(P ) ≤ cµ(t− s).
From d〈M
A,n〉
d〈Mn〉
L∞(PM )−→ 0 we then obtain that d〈M¯n〉
d〈Mn〉
L∞(PM )−→ 1 by using M¯n =Mn+MA,n and
the Cauchy–Schwarz inequality. The latter convergence also implies that d〈M
n〉
d〈M¯n〉
L∞(PM )−→ 1.
2) Since d〈M
n〉
d〈M¯n〉
L∞(PM )−→ 1, we can choose n0 ∈ N such that supn≥n0
∥∥d〈Mn〉
d〈M¯n〉
∥∥
L∞(PM )
≤ c for
some c > 0. By the Cauchy–Schwarz inequality we can estimate
(∆A¯nti+1)
2 =
(
E
[∫ ti+1
ti
λud〈M〉u
∣∣∣Fti])2 ≤ E[Kti+1 −Kti |Fti ]E [∫ ti+1ti d〈M〉u∣∣∣Fti] ,
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which gives for n ≥ n0 that
‖(∆Kn)∗T‖L∞(P ) =
∥∥∥∥∥ supti+1∈τn\{T} (∆A¯
n
ti+1
)2
E[(∆M¯nti+1)
2|Fti]
∥∥∥∥∥
L∞(P )
≤
∥∥∥∥d〈Mn〉d〈M¯n〉
∥∥∥∥
L∞(PM )
∥∥∥∥∥ supti+1∈τn\{T}E[Kti+1 −Kti |Fti]
∥∥∥∥∥
L∞(P )
≤ cµc|τn| n→∞−→ 0.
By the same arguments we obtain ‖∆Knti+1‖L∞(P ) ≤ cµc(ti+1− ti) for n ≥ n0 and therefore
supn≥n0 ‖KnT‖L∞(P ) ≤ cµcT after summing up. This completes the proof.
Because d〈M
n〉
d〈M¯n〉
L∞(PM )−→ 1 implies the existence of some n0 ∈ N and c > 0 such that
supn≥n0
∥∥d〈Mn〉
d〈M¯n〉
∥∥
L∞(PM )
≤ c, we can already prove (5.1) via the next lemma.
Lemma 5.2. Let λ ∈ L2(M) and assume that
∥∥∥d〈Mn〉
d〈M¯n〉
∥∥∥
L∞(PM )
≤ c for some c > 0. Then
λn
L2(M)−→ λ.
Proof. Using (SC), we can write
λn =
∑
ti+1∈τn\{T}
E[
∫ ti+1
ti
λud〈M〉u|Fti ]
E[
∫ ti+1
ti
d〈M〉u|Fti ]
E[(∆Mnti+1)
2|Fti]
E[(∆M¯nti+1)
2|Fti]
1(ti,ti+1] = EM
[
λ
∣∣Pτn ]d〈Mn〉
d〈M¯n〉 .
Since the σ-fields Pτn increase to the predictable σ-field P and λ ∈ L2(PM) is predictable,(
EM [λ | Pτn ]
)
n∈N
is a square-integrable martingale on
(
Ω× [0, T ],P, (Pτn)n∈N, PM
)
which
converges to λ PM -a.e. and in L
2(PM) by the martingale convergence theorem. To con-
clude the assertion, we use the following simple fact with Xn = λn, Y n = d〈M
n〉
d〈M¯n〉
and
P = PM . Let (X
n) and (Y n) be two sequences of random variables such that Xn → X
P -a.s. and in L2(P ), Y n → Y P -a.s. and ‖Y n‖L∞(P ) ≤ c and ‖Y ‖L∞(P ) ≤ c for some
c > 0. Then XnY n → XY P -a.s. and in L2(P ). Due to the estimate
‖XnY n −XY ‖L2(P ) ≤ ‖(Xn −X)Y n‖L2(P ) + ‖X(Y n − Y )‖L2(P )
≤ c‖Xn −X‖L2(P ) + 2c‖X‖L2(P )
this can be seen by using thatXnY n → XY P -a.s. and Lebesgue’s dominated convergence
with majorant 2c|X| ∈ L2(P ), which completes the proof.
For the proof of (5.3) we establish the following result which is slightly more general
than we actually need.
Lemma 5.3. Let λ • M ∈ bmo2 and assume that ξn L
2(M)−→ ξ and that ξn is Pτn-measurable
for each n ∈ N. Then ξn • A¯nT → ξ • AT in L2(P ).
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Proof. As each ξn is piecewise constant along τn, we obtain
E
[(
ξn • A¯nT − ξ • AT
)2]
= E
 ∑
ti∈τn\{0}
ξnti(∆A¯
n
ti
−∆Anti) + (ξn − ξ) • AT
2
= E
 ∑
ti∈τn\{0}
−ξnti∆MA,nti − (ξn − ξ) • AT
2
≤ 2E
[(
ξn • MA,nT
)2]
+ 2E
[(
(ξn − ξ) • AT
)2]
and therefore that
E
[(
ξn • A¯nT − ξ • AT
)2] ≤ 2E[(ξn)2 • 〈MA,n〉T ]+ 2‖ξn − ξ‖2L2(A) (5.6)
by Itoˆ’s isometry, since ξn • MA,n ∈M20(P,Fn). Replacing 〈MA,n〉 by d〈M
A,n〉
d〈Mn〉
• 〈Mn〉 and
using that ξn ∈ L2(M) and d〈MA,n〉
d〈Mn〉
are piecewise constant along τn, we can write
E
[
(ξn)2 • 〈MA,n〉T
]
= E
(ξn√d〈MA,n〉
d〈Mn〉
)2
• 〈M〉T
 = EM
(ξn√d〈MA,n〉
d〈Mn〉
)2 .
Moreover,
(
d〈MA,n〉
d〈Mn〉
)
n∈N
is bounded in L∞(PM) due to (5.5). Applying again the simple
fact from the proof of the previous lemma, this time with Xn = ξn, Y n =
√
d〈MA,n〉
d〈Mn〉
and
P = PM , we obtain that
(
ξn
√
d〈MA,n〉
d〈Mn〉
)
converges to 0 in L2(PM). To complete the proof
we observe that the second term on the right-hand side of (5.6) also vanishes, since we
have ‖ξn − ξ‖2
L2(A) ≤ 8‖λ ·M‖bmo2
∥∥ξn − ξ∥∥2
L2(M)
by Theorem 3.3 in [15]. By combining
Jensen’s inequality with the definition of the bmo2-norm as in the last line of (5.4), we
can replace the constant 8 actually by 1.
Now (5.3) follows immediately by combining the two previous lemmas.
Corollary 5.4. Let λ ·M ∈ bmo2 and assume that
∥∥∥d〈Mn〉
d〈M¯n〉
∥∥∥
L∞(PM )
≤ c for some c > 0.
Then KnT
L2(P )−→ KT .
To conclude the convergence of the LMVE strategies, it then remains to show (5.2).
For this we establish the convergence of the discrete Fo¨llmer–Schweizer decompositions
obtained in a sequence of discretisations of a financial market as the partitions tend to
the identity. More precisely, we want to prove the following result.
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Theorem 5.5. Suppose that K is bounded, d〈M
A,n〉
d〈Mn〉
L∞(PM )−→ 0 and that there exist n0 ∈ N
and b ∈ (0, 1) such that supn≥n0 ‖KnT‖L∞(P ) < ∞ and supn≥n0 ‖(∆Kn)∗T‖L∞(P ) ≤ b. Let
Hn, H ∈ L2(P ) be contingent claims and (τn)n∈N an increasing sequence of partitions of
[0, T ]. Write the Fo¨llmer–Schweizer decompositions of Hn and H with respect to Sn on
(Ω,F ,Fn, P ) and S on (Ω,F ,F, P ) as
Hn = Ĥn0 +
∫ T
0
ξ̂nudS
n
u + L̂
n
T = Ĥ
n
0 +
∑
ti∈τn\{0}
ξ̂nti∆S
n
ti
+ L̂nT (5.7)
and
H = Ĥ0 +
∫ T
0
ξ̂udSu + L̂T . (5.8)
Then ξ̂n converges to ξ̂ in L2(PM), if H
n → H in L2(P ) and |τn| → 0.
For the rest of the section, we always work under the assumptions of Theorem 5.5.
To simplify notation we set H∞ := H , S∞ := S, ξ̂∞ := ξ̂, M¯∞ := M∞ = M , A¯∞ := A,
K∞ := K etc. Note that MA,∞ = 0. As we deal with GKW decompositions with
respect to different martingales, we denote the GKW decomposition of a random variable
H ∈ L2(P ) with respect to X ∈M20(P,Fn) for some n ∈ N := N ∪ {+∞} by
H = E[H|F0] +
∫ T
0
ξu(X,H)dXu + LT (X,H),
if we need to clarify the dependence on H and X . If n ∈ N, i.e. in discrete time, we have
ξt(X,H) =
E
[
H∆Xti
∣∣Fti−1]
E
[
(∆Xti)
2
∣∣Fti−1]
for t ∈ [ti, ti+1). The first step in the proof of Theorem 5.5 is then to observe that the
Fo¨llmer–Schweizer decomposition can be obtained under our assumptions by a fixed point
iteration, as is shown in Lemma 5.6 below. This is basically the proof of Corollary 5 in
[40] and the remark following that. However, as we are interested in the convergence of
different Fo¨llmer–Schweizer decompositions, we need to establish that several constants
are independent of n. This allows us to adapt the method of proof of [6] and [7] to our
situation. That method is used there to show the convergence of solutions to discretisa-
tions of a continuous-time BSDE to the solution in continuous time. Denoting by ξn,p the
p-th step of the fixed point iteration leading to ξ̂n, for n ∈ N, (where ξ̂∞ = ξ̂) gives the
decomposition
ξ̂n − ξ̂ = (ξ̂n − ξn,p) + (ξn,p − ξ∞,p) + (ξ∞,p − ξ̂).
To establish the convergence of the FS decompositions, it then remains to show that ξn,p
converges to ξ̂n in L2(M) for sufficiently large n uniformly in n as p→∞, and that ξn,p
converges to ξ∞,p in L2(M) for each p ∈ N0 as n→∞, which will be done in Propositions
5.7 and 5.8.
34
Lemma 5.6. Under the assumptions of Theorem 5.5 there exist n0 ∈ N and b ∈ (0, 1)
such that the following hold for all n ∈ N≥n0 := {n ∈ N | n ≥ n0}:
1) ΘSn = L
2(M¯n), and
‖ϑ‖β,n :=
∥∥∥∥∥
(∫ T
0
1
E(−βKn)uϑud〈M¯
n〉uϑu
) 1
2
∥∥∥∥∥
L2(P )
defines a norm on ΘSn which is equivalent to ‖.‖L2(M¯n) for any β ∈ (0, 1b ), where
the equivalence constant k can be chosen independent of n, e.g.
k = max
(
exp
(
β
1− βb supn≥n0
‖KnT‖L∞(P )
)
,
∥∥∥∥ 1E(−βK∞)T
∥∥∥∥
L∞(P )
)
.
2) The mapping Jn : ΘSn → ΘSn which maps ϑ ∈ ΘSn into the integrand
ξ
(
M¯n, Hn −
∫ T
0
ϑudA¯
n
u
)
of M¯n in the GKW decomposition of Hn(ϑ) := Hn − ∫ T
0
ϑudA¯
n
u, i.e.
Hn(ϑ) = E [Hn(ϑ)|F0] +
∫ T
0
ξu(M¯
n, Hn(ϑ))dM¯nu + L
n
T (M¯
n, Hn(ϑ)),
is a contraction on (ΘSn, ‖.‖β,n) with a modulus of contraction c ∈ (0, 1) that can be
chosen independent of n, for any β ∈ (1, 1
b
).
3) The integrand ξ̂n in the Fo¨llmer–Schweizer decomposition is given as the limit
ξ̂n = ξn,∞ = lim
p→∞
ξn,p
in (ΘSn , ‖.‖β,n), where ξn,0 = 0 and ξn,p = Jn(ξn,p−1) for all p ∈ N.
Proof. 1) Under the assumptions of Theorem 5.5, there exists n0 ∈ N with
sup
n∈N≥n0
‖KnT‖L∞(P ) <∞
and therefore
‖ϑ‖L2(M¯n) ≤ ‖ϑ‖ΘSn ≤
(
1 + sup
n∈N≥n0
‖KnT‖
1
2
L∞(P )
)‖ϑ‖L2(M¯n),
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which implies that ΘSn = L
2(M¯n) for all n ∈ N≥n0. Moreover, since there exists b ∈ (0, 1)
such that supn≥n0 ‖(∆Kn)∗T‖L∞(P ) ≤ b, the process 1E(−βKn) = 1∏0<s≤·(1−β∆Kns ) is increasing
such that 1
E(−βKn)
≥ 1 and∥∥∥∥ sup
0≤s≤T
∣∣∣∣ 1E(−βKn)s
∣∣∣∣∥∥∥∥
L∞(P )
≤
∥∥∥∥∥exp
( ∑
0<s≤T
−β log(1− β∆Kns )
)∥∥∥∥∥
L∞(P )
≤ exp
(
β
1− βb supn≥n0
‖KnT‖L∞(P )
)
<∞
for all n ≥ n0 and any β ∈ (0, 1b ). Since K∞ is of finite variation, both parts of the
decomposition K∞ =
∑
∆K∞+(K∞−∑∆K∞) exist. Therefore we obtain by the esti-
mates 1 ≤ 1
E(−βK∞)
= 1
E(−β
∑
∆K∞−β(K∞−
∑
∆K∞))
≤ e( β1−βb+β)‖K∞T ‖L∞(P ) that the increasing
process 1
E(−βK∞)
is uniformly bounded and
1
k
‖ϑ‖L2(M¯n) ≤ ‖ϑ‖β,n ≤ k‖ϑ‖L2(M¯n)
holds with k = max
(
exp
(
β
1−βb
supn≥n0 ‖KnT‖L∞(P )
)
,
∥∥∥ 1E(−βK∞)T∥∥∥L∞(P )
)
for all ϑ ∈ ΘSn,
for all n ∈ N≥n0 .
2) Following the remark after the proof of Corollary 5 in [40], we apply Proposition
1 in [40] with β > µ2 > 1, ϑ = ϑ1 − ϑ2, ψ = Jn(ϑ1) − Jn(ϑ2), V0 = Hn0 (ϑ1) − Hn0 (ϑ2),
L = Ln
(
M¯n, H(ϑ1)
)− Ln(M¯n, H(ϑ2)) and C = 1
E(−βKn)
which gives that
‖Jn(ϑ1)− Jn(ϑ2)‖2β,n = E
[∫ T
0
1
E(−βKn)sψsd〈M¯
n〉sψs
]
≤ 1
µ2
E
[∫ T
0
1
E(−βKn)sϑsd〈M¯
n〉sϑs
]
=
1
µ2
‖ϑ1 − ϑ2‖2β,n,
and therefore that Jn is a contraction on (ΘSn, ‖.‖β,n) with c := 1µ2 as modulus of con-
traction for all n ∈ N≥n0.
3) This is an immediate consequence of 2) and Banach’s fixed point theorem.
By part 3) of Lemma 5.6 each Fo¨llmer–Schweizer decomposition can be obtained for
sufficiently large n by a fixed point iteration in p. Then the next proposition says that
these fixed point iterations converge for p→∞ even uniformly in n.
Proposition 5.7. Under the assumptions of Theorem 5.5, there exists n0 ∈ N such that
sup
n∈N≥n0
‖ξn,p − ξ̂n‖L2(M) p→∞−→ 0.
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Proof. Using that there exist n0 ∈ N and b ∈ (0, 1) by Lemma 5.6 such that the Jn are
contractions on (ΘSn , ‖.‖β,n) with a common modulus of contraction c ∈ (0, 1) independent
of n, for any β ∈ (1, 1
b
), and that ξn,0 = 0 for each n ∈ N≥n0 , we obtain that
sup
n∈N≥n0
∥∥ξn,p − ξ̂n∥∥
L2(M¯n)
≤ k sup
n∈N≥n0
∥∥ξn,p − ξ̂n∥∥
β,n
≤ kcp sup
n∈N≥n0
∥∥ξ̂n∥∥
β,n
≤ k2cp sup
n∈N≥n0
∥∥ξ̂n∥∥
L2(M¯n)
. (5.9)
To get an estimate for the right-hand side of (5.9), we are going to use the continu-
ity of the Fo¨llmer–Schweizer decomposition and results on the equivalence of norms for
E-local martingales. To that end, we view each Sn on (Ω,F ,Fn, P ). There we have
that Sn = S0 + M¯
n + λn • 〈M¯n〉 is an E(−λn • M¯n)-martingale (recall Definition 4.10) by
Corollary 3.17 in [9], and E(−λn • M¯n) is regular and satisfies R2(P ) with the same con-
stant exp
(
supn∈N≥n0
‖KnT‖L∞(P )
)
for each n ∈ N≥n0 by Proposition 3.7 in [9]. Therefore
Sn admits a Fo¨llmer–Schweizer decomposition by and in the sense of Theorem 5.5 in [9],
which implies that ‖ξ̂n • SnT‖L2(P ) ≤ ‖Hn‖L2(P ) for all n ∈ N≥n0 . As the constant in R2(P )
is the same for all n ∈ N≥n0, an inspection of the proof of Theorem 4.9 in [9] yields that∥∥ξ̂n • Sn∥∥
H2(Fn)
≤ c¯∥∥ξ̂n • SnT∥∥L2(P )
also holds with the same constant c¯ > 0 for all n ∈ N≥n0, which implies
sup
n∈N≥n0
∥∥ξ̂n∥∥
L2(M¯n)
≤ sup
n∈N≥n0
∥∥ξ̂n • Sn∥∥
H2(Fn)
≤ c¯ sup
n∈N≥n0
‖Hn‖L2(P ). (5.10)
Moreover, as d〈M¯
n〉
d〈Mn〉
→ 1 in L∞(PM) by our assumptions and part 1) of Lemma 5.1, there
exists a constant c˜ > 0 such that
1
c˜
‖ϑ‖L2(M¯n) ≤ ‖ϑ‖L2(M) ≤ c˜‖ϑ‖L2(M¯n)
for all ϑ ∈ ΘSn = L2(M¯n) and all n ∈ N≥n0 by possibly enlarging n0. Combining this
with (5.9) and (5.10) gives that
sup
n∈N≥n0
∥∥ξn,p − ξ̂n∥∥
L2(M)
≤ k2cpc¯c˜ sup
n∈N≥n0
∥∥Hn∥∥
L2(P )
p→∞−→ 0,
since supn∈N≥n0
∥∥Hn∥∥
L2(P )
is bounded because Hn → H in L2(P ). This completes the
proof.
Before we can conclude the proof of Theorem 5.5, we need to establish not only the
convergence of the fixed point iterations as the number of iterations p tends to infinity,
but also at each step as the mesh of the partitions goes to 0.
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Proposition 5.8. Under the assumptions of Theorem 5.5,
‖ξn,p − ξ∞,p‖L2(M) n→∞−→ 0 (5.11)
for each p ∈ N0.
Proof. We prove this by induction on p ∈ N0. To that end, we observe that (5.11) is clearly
true for p = 0, as we have ξn,0 = ξ∞,0 = 0, and so we assume as induction hypothesis that
(5.11) holds for p ∈ N0. By Lemma 5.2 this implies that
Hn,p := Hn −
∫ T
0
ξn,pu dA¯
n
u −→ H∞,p := H −
∫ T
0
ξ∞,pu dAu
in L2(P ) as n→∞. For each n ≥ n0 we can write
ξn,p+1t = ξt(M¯
n, Hn,p) =
E
[
Hn,p∆M¯nti
∣∣Fti−1]
E
[
(∆M¯nti)
2
∣∣Fti−1]
=
(
E
[
Hn,p∆Mnti
∣∣Fti−1]
E
[
(∆Mnti)
2
∣∣Fti−1] + E
[
Hn,p∆MA,nti
∣∣Fti−1]
E
[
(∆MA,nti )
2
∣∣Fti−1] · E
[
(∆MA,nti )
2
∣∣Fti−1]
E
[
(∆Mnti)
2
∣∣Fti−1]
)
∆〈Mn〉ti
∆〈M¯n〉ti
=
(
ξt(M
n, Hn,p) + ξt(M
A,n, Hn,p)
(
d〈MA,n〉
d〈Mn〉
)
t
)(
d〈Mn〉
d〈M¯n〉
)
t
(5.12)
for t ∈ [ti, ti+1) by plugging in M¯n = Mn +MA,n and the definition of the discrete-time
GKW decomposition. Since
‖ξ(Mn, Hn,p)− ξ(Mn, H∞,p)‖L2(M) ≤ ‖Hn,p −H∞,p‖L2(P ) → 0 as n→∞
by the orthogonality of the terms in the GKW decomposition and
ξ(Mn, H∞,p)→ ξ(M,H∞,p) = ξ∞,p+1 as n→∞
in L2(M) by Theorem 3.1 in [26], we obtain that
ξ(Mn, Hn,p)→ ξ∞,p+1 as n→∞ (5.13)
in L2(M). Moreover,∥∥∥∥ξ(MA,n, Hn,p)d〈MA,n〉d〈Mn〉
∥∥∥∥
L2(M)
≤ ∥∥ξ(MA,n, Hn,p)∥∥
L2(MA,n)
∥∥∥∥∥
√
d〈MA,n〉
d〈Mn〉
∥∥∥∥∥
L∞(PM )
≤ ∥∥Hn,p∥∥
L2(P )
∥∥∥∥∥
√
d〈MA,n〉
d〈Mn〉
∥∥∥∥∥
L∞(PM )
−→ 0 (5.14)
as n → ∞ by our assumptions. Since these also give via part 1) of Lemma 5.1 that
d〈Mn〉
d〈M¯n〉
→ 1 in L∞(PM), combining (5.12)–(5.14) implies that
ξn,p+1 −→ ξ∞,p+1 as n→∞
in L2(M), which completes the proof.
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Now we have everything in place to finish the proof of Theorem 5.5.
Proof of Theorem 5.5. The only remaining point is to show that we can control each of
the terms in the decomposition
ξ̂n − ξ̂ = (ξ̂n − ξn,p) + (ξn,p − ξ∞,p) + (ξ∞,p − ξ̂)
in a sufficient way. To that end, fix an arbitrary ε > 0. Then we choose n0 and p in N
such that
sup
n≥n0
‖ξn,p − ξ̂n‖L2(M) ≤ ε and ‖ξ∞,p − ξ̂‖L2(M) ≤ ε
by Lemma 5.6 and Proposition 5.7. By possibly enlarging n0, Proposition 5.8 allows us
to obtain that
‖ξn,p − ξ∞,p‖L2(M) ≤ ε
for all n ≥ n0 and therefore that
‖ξ̂n − ξ̂‖L2(M) ≤ sup
n≥n0
‖ξn,p − ξ̂n‖L2(M) + ‖ξn,p − ξ∞,p‖L2(M) + ‖ξ∞,p − ξ̂‖L2(M) ≤ 3ε,
which completes the proof.
Combining the previous results then gives the convergence of the LMVE strategies.
Theorem 5.9. Suppose that K is bounded, d〈M
A,n〉
d〈Mn〉
L∞(PM )−→ 0 and that there exist n0 ∈ N
and b ∈ (0, 1) such that supn≥n0 ‖KnT‖L∞(P ) < ∞ and supn≥n0 ‖(∆Kn)∗T‖L∞(P ) ≤ b. Let
(τn)n∈N be an increasing sequence of partitions of [0, T ] and ϑ̂
n be the LMVE strategy with
respect to Sn on (Ω,F ,Fn, P ) and ϑ̂ the LMVE strategy with respect to S on (Ω,F ,F, P ).
Then ϑ̂n converges to ϑ̂ in L2(M) as |τn| → 0.
Proof. Since Kn = 〈λn • Mn〉Fn and K = 〈λ • M〉 are bounded, E(λn • Mn) and E(λ • M)
satisfy R2(P ) and are regular with respect to F
n and F, respectively, by Proposition 3.7 in
[9]. By Corollary 4.12 this implies that ϑ̂n and ϑ̂ exist and are given by ϑ̂n = 1
γ
(λn−ξ̂n) and
ϑ̂ = 1
γ
(λ−ξ̂), where ξ̂n and ξ̂ denote the integrand of the Fo¨llmer–Schweizer decomposition
ofKnT andKT . SinceK = 〈λ • M〉 is bounded and hence λ • M is in bmo2, the convergence
of ϑ̂n to ϑ̂ in L2(M) follows by combining Lemma 5.2, Corollary 5.4 and Theorem 5.5,
which completes the proof.
A Representative square-integrable portfolios
In this appendix we show the existence of representative square-integrable portfolios as
announced in Section 2. As stated in Lemma A.1 below, these are strategies ϕi ∈ ΘS
for i = 1, . . . , d, which are representative in the sense that the financial market (S˜,ΘS˜)
with S˜i := ϕi • S for i = 1, . . . , d generates the same wealth processes as the financial
market (S,ΘS), i.e. ΘS • S = ΘS˜
• S˜. For this we use the notion of σ-square-integrability:
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A semimartingale X is σ-square-integrable, which we denote by X ∈ H2σ(P ), if there
exists an increasing sequence (Dn) of predictable sets such that Dn ↑ Ω × [0, T ] and
1Dn
• X ∈ H2(P ) for each n; see [30] for the concept of σ-localisation. If there exists a
sequence of stopping times (σn) such that we can choose Dn = [[0, σn]] for each n ∈ N,
the concept of σ-square-integrability coincides with the classical notion of local square-
integrability. The latter is for example always the case, if S is continuous. The basic
idea for the proof is then the following. Even though square-integrability is a global
property of the strategy ϑ it implies that ϑ is σ-square-integrable, i.e. ϑ • S ∈ H2σ(P ),
which can be characterised (ω, t)-pointwise. Since there exists a one-to-one correspondence
between σ-square-integrable and square-integrable integrands by Proposition 2 in [23] (see
below), the (ω, t)-pointwise characterisation of σ-square-integrability is sufficient to find
the representative square-integrable portfolios. To derive this characterisation we need to
work with the notion of predictable characteristics which we introduce next.
As in [27], Theorem II.2.34, each semimartingale S has the canonical representation
S = S0 + S
c + A˜+ [x1{|x|≤1}] ∗ (µ− ν) + [x1{|x|>1}] ∗ µ
with the jump measure µ of S and its predictable compensator ν. Then the quadruple
(b, c, F, B) of predictable characteristics of S consists of a predictable Rd-valued process
b, a predictable nonnegative-definite symmetric matrix-valued process c, a predictable
process F with values in the set of Le´vy measures and a predictable non-decreasing
process B null at zero such that
A˜ = b • B, [Sc, Sc] = c • B and ν = F • B. (A.1)
Using this local description of the semimartingale S we can prove the existence of repre-
sentative square-integrable portfolios.
Lemma A.1. There exist strategies ϕi ∈ ΘS for i = 1, . . . , d such that the financial
markets (S,ΘS) and (S˜,ΘS˜) with S˜
i = ϕi • S for i = 1, . . . , d admit the same wealth
processes, i.e. ΘS • S = ΘS˜
• S˜.
Proof. By Proposition 2 in [23] (and the paragraph preceding that), σ-square-integrablity
of a semimartingale X is equivalent to the existence of a strictly positive, bounded
predictable process ψ such that ψ • X ∈ H2(P ). As ψ is bounded and strictly posi-
tive, we can therefore always switch back and forth between σ-square-integrable X and
square-integrable semimartingales Y by using the associativity of the stochastic integral,
i.e. Y = ψ • X and X = 1
ψ
• (ψ • X) = 1
ψ
• Y . Moreover, this also allows to reduce our
problem to σ-square-integrability, which we consider first. Like any semimartingale, a
stochastic integral ϑ • S of an S-integrable process ϑ is σ-square-integrable if and only if
the sum of its squared jumps, Z :=
∑
0<s≤·(ϑ
⊤
s ∆Ss)
2, is σ-integrable, i.e. there exists an
increasing sequence (Dn) of predictable sets such that Dn ↑ Ω× [0, T ] and Zn := 1Dn • Z
has integrable total variation
∫ T
0
|dZns | for each n. By Theorem II.1.8 in [27], the lat-
ter condition is equivalent to
∫ ·
0
∫
Rd
(ϑ⊤s x)
2Fs(dx)dBs being σ-integrable, which holds if
and only if
∫
Rd
(ϑ⊤s x)
2Fs(dx) < +∞ PB-a.e. If S is one dimensional, i.e. d = 1, we can
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write ϑ2s
∫
Rd
x2Fs(dx) =
∫
Rd
(ϑ⊤s x)
2Fs(dx) < +∞ PB-a.e., which basically tells us that we
must have ϑ = 0 PB-a.e. on the set D
c := {∫
Rd
x2F (dx) = +∞} ∈ P. Therefore setting
ϕ1 := ψ1D, where ψ is the integrand from Proposition 2 in [23] for the σ-square-integrable
semimartingale 1D • S, gives the desired strategy.
In the multidimensional case, the situation is more involved due to the linear depen-
dence between the different components of S. To deal with this issue, we use similar
techniques as in [14], where we also refer the reader to for more explanations on problems
arising from this. For the rest of the proof, we consider integrands ϑ ∈ L(S) as elements
of L0(Ω× [0, T ],P, PB;Rd) and define the linear subspace V by
V =
{
ϑ ∈ L0(Ω× [0, T ],P, PB;Rd)
∣∣∣∣ ∫
Rd
(ϑ⊤x)2F (dx) < +∞ PB-a.e.
}
.
By definition, V satisfies the stability property that ϑ11D + ϑ
2
1Dc ∈ V for all ϑ1, ϑ2 ∈ V
and D ∈ P, and it is closed with respect to convergence in PB-measure by Fatou’s lemma.
So there exist by Lemma 6.2.1 in [17] (see also Lemma 5.2 in [14]) vi ∈ V for i = 1, . . . , d
such that
1) {vi+1 6= 0} ⊆ {vi 6= 0} for i = 1, . . . , d− 1,
2) |vi(ω, t)| = 1 or |vi(ω, t)| = 0,
3) (vi)⊤vk = 0 for i 6= k,
4) ϑ ∈ V if and only if ϑ =∑di=1(ϑ⊤vi)vi PB-a.e.
Since vi is in V and bounded by 2), vi ∈ L(S) and vi • S is σ-square-integrable for
i = 1, . . . , d. By Proposition 2 in [23], there exist strictly positive, bounded predictable
processes ψi such that (ψivi) • S ∈ H2(P ) for i = 1, . . . , d, and we set ϕi = ψivi and
S˜i = ϕi • S. Since we can write each ϑ ∈ ΘS ⊆ V as ϑ =
∑d
i=1(ϑ
⊤vi)vi =
∑d
i=1
(ϑ⊤vi)
ψi
ϕi
PB-a.e. by 4), this gives ϑ˜ = (
(ϑ⊤v1)
ψ1
, . . . , (ϑ
⊤vd)
ψd
) =: Ψϑ ∈ Θ
S˜
, where Ψ :=
(
v1
ψ1
, . . . , v
d
ψd
)⊤
is an Rd×d-valued predictable process, and that ϑ • S = ϑ˜ • S˜ by the associativity of the
stochastic integral. Conversely, we have for each ϑ˜ ∈ ΘS˜ that ϑ =
∑d
i=1 ϑ˜
iϕi = Φϑ˜ ∈ ΘS
with ϑ • S = ϑ˜ • S˜, where Φ :=
(
ϕ1, . . . , ϕd
)
is an Rd×d-valued predictable process, which
allows us to conclude that ΘS • S = ΘS˜
• S˜ and completes the proof.
Remark A.2. SAs an alternative to the proof above one can introduce a predictable
correspondence C by
C(ω, t) :=
{
y ∈ Rd
∣∣∣∣ ∫
Rd
(y⊤x)2F (dx) < +∞
}
for all (ω, t) ∈ Ω× [0, T ]. Then the condition ϑ ∈ V can be formulated as the pointwise
constraint that ϑ(ω, t) ∈ C(ω, t) PB-a.e. As the values of C are linear subspaces, one can
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deduce the existence of representative σ-square-integrable portfolios by using (the argu-
ments in the proof of) Theorem B.3 in Nutz [39]. The correspondence of the transformed
constraints C˜ is then of course equal to Rd for all (ω, t) ∈ Ω× [0, T ] and the representative
σ-square-integrable portfolios are the representative portfolios.
Acknowledgement. The author thanks Tahir Choulli, Michael Kupper and Martin
Schweizer for discussions and Wolfgang Runggaldier, Martin Schweizer and two anony-
mous referees for careful reading and helpful suggestions. Financial support by the Na-
tional Centre of Competence in Research “Financial Valuation and Risk Management”
(NCCR FINRISK), Project D1 (Mathematical Methods in Financial Risk Management)
is gratefully acknowledged. The NCCR FINRISK is a research instrument of the Swiss
National Science Foundation.
References
[1] A. Albert. Regression and the Moore-Penrose Pseudoinverse. Mathematics in Science
and Engineering. Academic Press, 1972.
[2] S. Basak and G. Chabakauri. Dynamic Mean-Variance Asset Allocation. Review of
Financial Studies, 23(8):2970–3016, 2010.
[3] T. Bjo¨rk and A. Murgoci. A General Theory of Markovian Time Inconsistent Stochas-
tic Control Problems, Preprint, Stockholm School of Economics, September 2010.
http://ssrn.com/abstract=1694759.
[4] T. Bjo¨rk, A. Murgoci, and X. Y. Zhou. Mean Variance Portfolio Optimization
with State Dependent Risk Aversion, to appear inMathematical Finance, available at
http://onlinelibrary.wiley.com/doi/10.1111/j.1467-9965.2011.00515.x/pdf.
[5] B. Bouchard, R. Elie, and N. Touzi. Discrete-time approximation of BSDEs and
probabilistic schemes for fully nonlinear PDEs. In H. Albrecher, W. Runggaldier,
W. Schachermayer (eds.), Advanced financial modelling, volume 8 of Radon Ser.
Comput. Appl. Math., pages 91–124. Walter de Gruyter, Berlin, 2009.
[6] P. Briand, B. Delyon, and J. Me´min. Donsker-type theorem for BSDEs. Electron.
Comm. Probab., 6:1–14 (electronic), 2001.
[7] P. Briand, B. Delyon, and J. Me´min. On the robustness of backward stochastic
differential equations. Stochastic Process. Appl., 97(2):229–253, 2002.
[8] J. Campbell and L. Viceira. Strategic Asset Allocation: Portfolio Choice for Long-
Term Investors. Oxford University Press, 2002.
[9] T. Choulli, L. Krawczyk, and C. Stricker. E-martingales and their applications in
mathematical finance. Ann. Probab., 26(2):853–876, 1998.
42
[10] T. Choulli and C. Stricker. Deux applications de la de´composition de Galtchouk–
Kunita–Watanabe. In J. Aze´ma, M. Yor, M. Emery (eds.), Se´minaire de Proba-
bilite´s, XXX, volume 1626 of Lecture Notes in Math., pages 12–23. Springer, Berlin,
1996.
[11] T. Choulli, N. Vandaele, and M. Vanmaele. The Fo¨llmer-Schweizer decomposition:
Comparison and description. Stochastic Process. Appl., 120(6):853 – 872, 2010.
[12] X. Cui, D. Li, S. Wang, and S. Zhu. Better than dynamic mean-variance: Time
inconsistency and free cash flow stream. Mathematical Finance, 22(2):346–378, 2012.
[13] C. Czichowsky and M. Schweizer. Cone-Constrained Continuous-Time Markowitz
Problems. NCCR FINRISK working paper No. 683, ETH Zurich, March 2011. To
appear in Annals of Applied Probability, available at
http://www.nccr-finrisk.uzh.ch/media/pdf/wp/WP683 D1.pdf.
[14] C. Czichowsky and M. Schweizer. Closedness in the semimartingale topology for
spaces of stochastic integrals with constrained portfolios. In C. Donati-Martin, A.
Lejay, A. Rouault (eds.), Se´minaire de Probabilite´s XLIII, volume 2006 of Lecture
Notes in Math., pages 413–436. Springer, Berlin, 2011.
[15] F. Delbaen, P. Monat, W. Schachermayer, M. Schweizer, and C. Stricker. Weighted
norm inequalities and hedging in incomplete markets. Finance Stoch., 1(3):181–227,
1997.
[16] F. Delbaen and W. Schachermayer. The existence of absolutely continuous local
martingale measures. Ann. Appl. Probab., 5(4):926–945, 1995.
[17] F. Delbaen and W. Schachermayer. The Mathematics of Arbitrage. Springer Finance.
Springer, Berlin, 2006.
[18] C. Dellacherie and P. A. Meyer. Probabilities and Potential B. Theory of Martingales.
North-Holland, 1982.
[19] I. Ekeland and A. Lazrak. Being serious about non-commitment: subgame perfect
equilibrium in continuous time. Apr. 2006.
http://arxiv.org/abs/math/0604264v1.
[20] I. Ekeland and A. Lazrak. Equilibrium policies when preferences are time inconsis-
tent. Aug. 2008. http://arxiv.org/abs/0808.3790v1.
[21] I. Ekeland and T. A. Pirvu. Investment and consumption without commitment.
Mathematics and Financial Economics, 2(1):57–86, 2008.
[22] I. Ekeland and T. A. Pirvu. On a non-standard stochastic control problem. June
2008. http://arxiv.org/abs/0806.4026v1.
43
[23] M. Emery. Compensation de processus a` variation finie non localement inte´grables.
In J. Aze´ma, M. Yor (eds.), Se´minaire de Probabilite´s, XIV, volume 784 of Lecture
Notes in Math., pages 152–160. Springer, Berlin, 1980.
[24] W. H. Fleming and H. M. Soner. Controlled Markov Processes and Viscosity So-
lutions, volume 25 of Stochastic Modelling and Applied Probability. Springer, New
York, second edition, 2006.
[25] H. Fo¨llmer and M. Schweizer. The minimal martingale measure. In R. Cont (ed.),
Encyclopedia of Quantitative Finance, pages 1200–1204. Wiley, 2010.
[26] J. Jacod, S. Me´le´ard, and P. Protter. Explicit form and robustness of martingale
representations. Ann. Probab., 28(4):1747–1780, 2000.
[27] J. Jacod and A. N. Shiryaev. Limit Theorems for Stochastic Processes, volume 288 of
Grundlehren der Mathematischen Wissenschaften. Springer, Berlin, second edition,
2003.
[28] J. Kallsen. A utility maximization approach to hedging in incomplete markets. Math-
ematical Methods of Operations Research, 50:321–338, 1999.
[29] J. Kallsen. Derivative pricing based on local utility maximization. Finance and
Stochastics, 6:115–140, 2002.
[30] J. Kallsen. σ-localization and σ-martingales. Theory Prob. Appl., 48(1):152–163,
2004.
[31] C. Kardaras and E. Platen. Multiplicative approximation of wealth processes
involving no-short-sale strategies via simple trading, to appear in Mathematical
Finance, available at
http://onlinelibrary.wiley.com/doi/10.1111/j.1467-9965.2011.00511.x/pdf.
[32] D. Li and W.-L. Ng. Optimal Dynamic Portfolio Selection: Multiperiod Mean-
Variance Formulation. Mathematical Finance, 10(3):387–406, 2000.
[33] F. Maccheroni, M. Marinacci, A. Rustichini, and M. Taboga. Portfolio Selection with
Monotone Mean-Variance Preferences. Mathematical Finance, 19(3):487–521, 2009.
[34] H. Markowitz. Portfolio selection. Journal of Finance, 7(1):77–91, 1952.
[35] P. Monat and C. Stricker. Fo¨llmer–Schweizer decomposition and mean-variance hedg-
ing for general claims. Ann. Probab., 23(2):605–628, 1995.
[36] J. Mossin. Optimal multiperiod portfolio policies. Journal of Business, 41(2):215–
229, 1968.
44
[37] M. Musiela and T. Zariphopoulou. Investments and forward utilities, Technical
Report, 2006. Available at
http://www.oxford-man.ox.ac.uk/∼zariphop/pdfs/tz-technicalreport-4.pdf.
[38] M. Musiela and T. Zariphopoulou. The backward and forward dynamic utilities and
their associated pricing systems: The case study of the binomial model, Technical
Report, 2003. Available at
http://www.math.utexas.edu/users/∼zariphop/pdfs/tz-technicalreport-7.pdf.
[39] M. Nutz. The Bellman equation for power utility maximization with semimartingales.
Ann. Appl. Probab., 22(1):363–406, 2012.
[40] H. Pham, T. Rheinla¨nder, and M. Schweizer. Mean-variance hedging for continuous
processes: New proofs and examples. Finance Stoch., 2(2):173–198, 1998.
[41] P. E. Protter. Stochastic Integration and Differential Equations, volume 21 of Stochas-
tic Modelling and Applied Probability. Springer-Verlag, Berlin, 2005. Second edition,
Version 1.
[42] H. R. Richardson. A minimum variance result in continuous trading portfolio opti-
mization. Management Sci., 35(9):1045–1055, 1989.
[43] M. Schweizer. Hedging of options in a general semimartingale model. Diss. ETH
Zu¨rich 8615, pages 1–119, 1988.
[44] M. Schweizer. Approximating random variables by stochastic integrals. Ann. Probab.,
22(3):1536–1575, 1994.
[45] M. Schweizer. On the minimal martingale measure and the Fo¨llmer-Schweizer de-
composition. Stochastic Anal. Appl., 13(5):573–599, 1995.
[46] M. Schweizer. A guided tour through quadratic hedging approaches. In E. Jouini, J.
Cvitanic, M. Musiela (eds.), Option Pricing, Interest Rates and Risk Management,
Handb. Math. Finance, pages 538–574. Cambridge Univ. Press, Cambridge, 2001.
[47] M. Schweizer. Local risk-minimization for multidimensional assets and payment
streams. In L. Stettner (ed.), Advances in mathematics of finance, volume 83 of
Banach Center Publ., pages 213–229. Polish Acad. Sci. Inst. Math., Warsaw, 2008.
[48] M. Schweizer. Mean-variance hedging. In R. Cont (ed.), Encyclopedia of Quantitative
Finance, pages 1177–1181. Wiley, 2010.
[49] R. Strotz. Myopia and inconsistency in dynamic utility maximization. Review of
Economic Studies, 23(3):165–180, 1956.
[50] W. G. Sun and C. F. Wang. The mean-variance investment problem in a constrained
financial market. Journal of Mathematical Economics, 42:885–895, 2006.
45
