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Abstract
This thesis is structured in two parts. The former, and main one, intro-
duces a novel solution for portable devices to exploit their existing com-
munication antennas for bi-directional near-field wireless re-charging,
without compromising their far-field properties. To demonstrate the
concept, the GSM 900/1800 MHz and the 433 MHz, bands are adopted
for the far-field communication and for the near-field wireless rechar-
ging, respectively. First, a pair of faced, dual-band, printed monopoles
is characterized as a two-port network over all the bands of interest,
by full-wave analysis, at several distances. Then, each antenna is fed
by a frequency-selective three-port network, which is designed to sim-
ultaneously ensure data communication at the higher frequency bands
and wireless re-charging at the lower frequency band. In this way, the
combined far-field and near-field operations of the resulting four-port
network can be optimized. Good performances are predicted in terms
of ports isolation, power transfer eﬃciency and far-field radiation. As a
proof-of-concept a system prototype is built: it ensures ports isolation
higher than 20 dB, RF-to-RF power transfer eﬃciency ranging from 15%
to 40%, with variable distance, in the 10 − 30mm range, between the
faced antennas. When a rectifier is connected to the receiving power
port, the measured RF-to-DC link eﬃciency, from the link input power
port to the rectifier DC output, varies from 9% and 20% when the port-
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able devices are located 1 and 2 centimetres apart, and the transmitted
power is 10 dBm. This demonstrates that wireless charging and commu-
nication can be simultaneous with the proposed link arrangement and
it can thus be used to exploit the charged state of an available device
to recharge another one, without limiting the respective communication
capabilities.
The latter part regards the activity I did as a visiting researcher at
the Institute of Microwave and Photonic Engineering (IHF) at the Graz
University of Technology (Graz, Austria) for my PhD period abroad. In
particular, I worked on a fast design method for an RFID antenna, used
as a transducer, to realize an RFID bent sensor tag. The method ex-
ploits a space mapping technique, using a coarse circuit model (CM) and
a fine electromagnetic model (EM). The CM represents, in a CPU-time
eﬃcient way, the antenna transducer states to fast evaluate the sensor
tag eﬃciency. The EM model is then used to verify the sensing states
and to rapidly prototype the antenna. To demonstrate the procedure,
the corresponding EM-based and CM input impedances of a T-matched
dipole are compared for several sensing states; the maximum relative er-
ror between the CM model and the EM simulation is lower than 14% and
0.8%, for the antenna impedance real and imaginary parts, respectively.
This is observed over a frequency band of 840-890 MHz. An innovative
Figure of Merit has been introduced. This Figure of Merit has been
exploited as the addressing function for an optimization algorithm im-
plemented through the CM. Some design rules have been drown and
explained in order to convert the CM optimization results into the EM
ones. Finally the sensor tag eﬃciency is computed to compare the CM
results with respect to the EM ones and in order to validate the entire
space mapping technique.
ii
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Introduction
With the increase of wireless applications and communications techno-
logies exploiting several frequency bands, portable devices (PDA) are
already equipped with complex antenna structures to comply with sev-
eral wireless operations and there is an increasing interest in including
near-field communication (NFC) and wireless power recharging capabil-
ities [5]. This poses the problem of minimizing interference among them
[6] to safely ensure the simultaneous communication and recharging op-
erations. Besides the standard solution of dedicated components for each
operation (antennas for communication and coil for NFC), it is interest-
ing to investigate the exploitation of the antenna(s) already available in
a PDA also for near-field wireless recharging or NFC. The use of react-
ive fields [7, 8, 9] allows reducing electromagnetic interference and adds
security to communication. However, the use of the antennas reactive
fields (near-fields) requires complying with a number of challenges, if
they should be simultaneously suitable for far-field and near-field op-
erations [10]. In [11], wireless power transmission (WPT) by antennas
coupled in the near-field is studied, and the power-transmission eﬃ-
ciency accounts for antenna dimensions and ohmic losses. In [12], a 2.45
GHz monopole is considered for realizing near-field WPT to obtain high
transfer eﬃciency, but the antenna is located in a dedicated docking
support and no simultaneous near- and far-field activities are demon-
xv
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strated. In my thesis, I start from the preliminary studies provided in
[13] and [14] to demonstrate and validate the feasibility of simultan-
eous near-field and far-field exploitation of the same antenna in a PDA,
without resorting to dedicated antenna design and to additional bulky
components [15].
I first start with a simple case as a proof of concept where a simple
λ/2 printed dipole has been used. This antenna has been designed for
communication purposes at 868 MHz and, when faced with an identical
dipole, it is able to wirelessly transfer the power through capacitive
coupling at 13.56 MHz. Capacitive coupling between two identical faced
antennas has been investigated for simultaneous WPT at 13.56 MHz
and communication at 868 MHz.
A deeper investigation has been also carried out. In this case I adopt
a rigorous network model of two-faced antennas, accounting for losses,
to design a near-field WPT system [9], and to derive a proper embedded
network that maximizes the power transfer eﬃciency, while preserving
the data communication. Two dual-band monopoles antennas, geomet-
rically similar to those of modern mobile-phones, are designed for the
UHF communication bands (900 / 1800 MHz) and are employed at 433
MHz for bi-directional device recharging. At each antenna port, a three-
port lumped-element feeding-network is designed as a suitable frequency
diplexer, enabling near-field power transfer and far-field data commu-
nication in a seamless way. For each distance under test, a circuit model
is extracted whose parameters are derived by full-wave simulation of the
entire link [14]. In this way a simple model of the near-field coupling
mechanism is available which can be used to predict the rest of the link
embedded network topology [9], including losses. Extensive measure-
ments of the realized prototype show that far-field communication and
xvi
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near-field WPT operations can be simultaneous. A one-way recharging is
considered and demonstrated, but the dual power flow in the reverse dir-
ection can be taken for granted by symmetry. Since the primary purpose
of the system is not WPT but communication, the obtained near-field
transfer eﬃciencies are not as high as in dedicated systems, but they are
still significant, considering that wireless recharging of PDAs is enabled
by simply adding a simple frequency diplexer to the existing antenna
system, without further crowding the wireless device.
xvii
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Chapter 1
Wireless Power Transfer
Wireless Power Transfer (WPT) can be introduced as the way to trans-
mit electrical energy without wires. Wireless transmission is useful to
power electrical devices where interconnecting wires are inconvenient,
hazardous, or not possible. There are many diﬀerent technologies for
transmitting energy thorough electromagnetic fields [16, 17, 18, 19].
In general, they diﬀer in the distance over which they can eﬃciently
transfer the power and in the mechanism that can exploit either Far-
Field RF sources (FF-WPT) or Near-Field closely located sources (NF-
WPT) [20]. Apart distance from the source, another relevant diﬀer-
ence between NF- and FF-WPT is the operative frequency range. The
FF-WPT employs high frequencies in the range of microwave [21] or
millimeter-wave [22] while, on the other side, the NF-WPT employs
sources at Low-Frequencies [23] or High-Frequencies [24] ranges.
Clearly, a big diﬀerence between radio- and power-communication
is the purposes for which they are created. From radio communication
side, the goal is the transmission of information and, for this reason, the
amount of power that reaches the receiver is not extremely important.
Due to this, it is suﬃcient that the information is only clearly received
1
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[17, 18, 25]. Indeed, in wireless communication technologies it is suﬃ-
cient that very small amounts of power reaches the receiver. Vice-versa,
from the wireless power transmission point of view, the amount of re-
ceived energy is the primary goal and, for this reason, parameters such
us the total received power or the eﬃciency (ratio between transmitted
power on received power) are important [18]. For this reason, wireless
power transfer technologies are more limited by distance than wireless
communication technologies.
1.1 Field Zones
In general, it is possible to consider an antenna as the way to convert
the guided electromagnetic field inside a waveguide, microstrip or trans-
mission line into waves radiated in the free space or vice-versa [26]. A
standard communication link consists of two distinct antennas, one op-
erating as a transmitter (TX) and the second one as a receiver (RX). The
distance between the TX and the RX antenna, with respect to the op-
erating frequency and the largest dimension of the antenna, defines the
operating regions of the antenna. Even if the boundaries between this
regions are vaguely defined, it is possible to separate the whole space
in two main regions called Far-field (FF) and Near-field (NF). These
regions are useful to identify the field structure and to know which sim-
plification can be applied but, as previously anticipated, there is no
precise boundary and also no abrupt change in the field configuration.
The FF region (also called Fraunhofer zone) surrounds the inner NF
up to an imaginary infinity distance and represents the vast majority of
the space where the wave usually travels and this region is the radiating
region. Here, the angular field distribution is essentially independent
from antenna distance and can be approximated with spherical wave-
2
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Antenna
reactive
(non radiative)
radiative
(Fresnel)
Far-FieldNear-Field
𝑟1 ≈ 0.62 ∙
𝐷3
λ 𝑟2 ≈
2𝐷2
λ
Figure 1.1: Near-Field and Far-Field regions.
fronts. Since we are far from the antenna, its size and shape are not
anymore important and we can approximate it as a point source. The
electric and magnetic fields are in phase, perpendicular to each other
and perpendicular also to the direction of propagation. This greatly
simplifies the mathematics and allows to make use of simplified but
accurate filed expressions.
On the other side, the NF region can usually be seen as a composition
of two sub-regions. The former is called Reactive near-field region. It’s
a region immediately surrounding the antenna where the reactive field
predominates. The electric and magnetic fields are not necessarily in
phase to each other and the angular field distribution is highly dependent
upon the distance from the antenna and the link direction. Here, only
numerical methods (or complex calculations) can determine the actual
reactive nature of the field. This region can be considered as a volume
that the antenna needs to "arrange" the field that will actually radiate.
The latter is called Radiating near-field (or Fresnel) region. It is a region
surrounding the previous Reactive near-field region and enveloped by
the Fraunhofer region just described above. Here, the radiation field
predominates, the electric and magnetic fields are in phase, but the
3
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angular field distribution is still dependent upon the distance from the
antenna. This means that, since we are still close to the antenna, the
contribution of the diﬀerent parts of the antenna make the field structure
be complex. In other words, we are still too close to the antenna to ignore
its shape. Even if the field structure is simpler, it still requires numerical
methods (or complex calculations) to determine the exact structure.
As anticipated, the boundaries between these regions are not uni-
vocally defined. A possible criterion is the one proposed in [27]. Re-
ferring to [27], the first boundary between the Reactive and Radiative
near-field regions ca be expressed by:
r1 ≈ 0.62 ·
√
D3
λ
(1.1)
where D is the maximum dimension of the antenna and λ is the
wavelength. In general, to be valid, D must also be large compared to
the wavelength (D > λ) [27].
The boundary between the Near-Field and Far-Field regions can be
approximately expressed by:
r2 ≈
2D2
λ
(1.2)
Obviously λ can be calculated by λ = c0f√εr where f is the fre-
quency, c0 is the speed of light (c0 = 299’792’458 m/s) and εr is the
relative permittivity of the medium where the antenna is propagating
(i.e. εrair ≈ εrvacuum = 1).
An overall representation of the boundaries and regions explained
above is shown in Fig. 1.1.
The amplitude pattern of an antenna, as the observation distance
is varied from the reactive near field to the far field, changes in shape
4
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Figure 1.2: Typical changes of antenna amplitude pattern shape from reactive
near field toward the far field. [1]
because of variations of the fields, both in magnitude and phase. A
typical progression of the shape of an antenna field pattern, with the
largest dimension D, is shown in Figure 1.2. It is evident that in the
reactive near field region the pattern is more spread out and nearly uni-
form, with slight variations. As the observation is moved to the radiating
near-field region (Fresnel), the pattern begins to smooth and form lobes.
In the far-field region (Fraunhofer), the pattern is well formed, usually
consisting of few minor lobes and one, or more, major lobes.
1.1.1 Non Radiative Techniques
Before the electrical-wire grid was available, eﬀorts and interest were
dedicated (in particular by Nikola Tesla [28]) to develop schemes and
techniques to transport energy over short and long distances without
any carrier medium (i.e. wirelessly). Problems in this context have
been partially solved. Indeed, radiative patterns of omnidirectional an-
tennas (optimally working with information transfer) are not satisfact-
ory for such a goal since the majority of its energy is dissipated into free
space. On the other side, using directive radiation patterns (i.e. lasers
5
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or high-directional antennas) can be eﬃciently used for energy trans-
fer, even for long distances but under the restriction of a continuous
line-of-sight and a complex tracking system in the case of mobile ob-
jects. However, a more eﬃcient way to wirelessly transfer the power is
to rely on non-radiative fields: in this case, the covered distance is sens-
ibly lower, but the overall link eﬃciency is sensibly higher. The rapid
development of autonomous personal digital assistant (PDA) in recent
years (i.e. laptops, tablets, mobile phones, house-hold robots, that rely
typically on chemical energy storage) justifies investigation of reactive
WPT solutions for energy-aware PDAs, thus saving a huge amount of
batteries.In general, it is known that non-radiative coupling exploits
either electric or magnetic fields. The electric (or capacitive) coupling is
characterized by its sensitivity to distance variations and by its high in-
teractivity with the surrounding environment, whereas, for the magnetic
(or inductive) coupling is characterized by its low interaction with the
surrounding environment and its safety for humans. In both cases, link
distances are usually really small (1.2) and this can represent a limit in
many applications. In addition to them, eﬃcient mid-range WPT links
are also available. They are obtained by using resonant schemes based
on magnetic coupling thus resulting in a so called wireless resonant en-
ergy link [29, 30, 31]. With respect to non-resonant coupling, resonant
techniques allow to extend the link range [32, 33, 34, 35]. At the turn of
the 20th century, Nikola Tesla did the first experiments with both res-
onant inductive and capacitive coupling. In this thesis the Capacitive
coupling is exploited and intensively used, even if from a parasitic point
of view, i.e. without the use of a dedicated architecture. For this reason,
a deeper explanation of this specific coupling is required.
6
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1.1.2 Capacitive coupling
In the capacitive coupling (CC), energy is transferred by electric fields
[18] between a couple of electrodes (i.e. metal plates). When the trans-
mitter electrode faces the receiver one they form a capacitor where the
medium in between plays the role of the capacitor dielectric [18, 25, 36,
19, 37]. An oscillating voltage generated by the transmitter is applied
to the transmitting plate, thus inducing an oscillating potential on the
receiver plate. This is due to a transmitting oscillating electric field
that, by electrostatic induction [18, 37], induced an oscillating current
into the load circuit. The total power transferred between the two faced
plates increases with the frequency, the square of the voltage across the
parallel plates and the capacitance between the plates [37]. Regarding
the capacitance value, it is plain to understand that it is proportional to
the smallest plate area and inversely proportional to the distance that
separates the two plates [18].
Capacitive coupling has only been used practically in a few low power
applications, because of the very high voltages on the electrodes required
to transmit significant power that can be unsafe [25, 36] and, addition-
ally, because it can be source of undesired side eﬀects like noxious ozone
production [38]. In addition, in contrast to magnetic fields [39], electric
fields strongly interact with most of the existing materials, including
the human body, due to dielectric polarization [40]. Materials placed
in between, or even nearby, the electrodes can absorb the transmitted
energy and, in the case of humans, determine an excessive unhealthy
electromagnetic field exposure [25]. However, despite all the aforemen-
tioned disadvantages, capacitive coupling has also a few advantages with
respect to the inductive coupling. Firstly, in capacitive coupling the field
is predominantly confined between the capacitor plates, thus reducing
7
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the interference that, in inductive coupling, can be avoided only through
a large employment of ferrite "flux confinement" cores [18, 40]. In ad-
dition, alignment requirements between the transmitting and receiving
plates are less critical than for coil link [18, 25, 37]. Mainly this as-
pects has increased the interest in capacitive coupling, by inspiring the
application to charge portable devices battery [41] and it is also being
considered as a mean for transferring power between diﬀerent substrates
in multi-layer integrated circuits [42]. For these purposes, two types of
architecture deploying capacitive coupling can be resumed:
• Bipolar design [43, 44]: In this type of circuit, there are two trans-
mitting plates and two receiving plates. Each transmitter plate is
coupled to a single receiver plate. The transmitter oscillator drives
the two transmitter plates in opposite phase (180° phase diﬀerence)
by a high alternating voltage, and the load is connected between
the two receiver plates. The alternating electric fields induces op-
posite phase alternating potentials in the receiver plates, and this
"push-pull" action causes current to flow back and forth between
the plates through the load. A disadvantage of this configuration
for wireless charging is that the two plates in the receiving device
must be aligned face to face with the charger plates for the device
to work [19].
• Unipolar design [18, 37, 44]: In this type of circuit, the trans-
mitter and receiver have only one active electrode, and either the
ground or a large passive electrode serves as the return path for
the current. The transmitting oscillator, as well as the load, are
connected between an active and a passive electrode. The electric
field produced by the transmitter induces an alternating charge
8
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Figure 1.3: Bipolar coupling system for Capacitive WPT.
displacement current in the receiving plate through electrostatic
induction [45].
~
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LoadPower
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C
E
Oscillator Rectifier
Passive plates
Figure 1.4: Unipolar coupling system for Capacitive WPT.
1.2 System performance maximization
With reference to Fig. 1.5, and with respect to the aforementioned
and more common unipolar architecture, it is possible to consider the
general two-port representation of the communication link between two
coils/plates/antennas, which can be either placed in their near- or far-
field zones [46]. It consists of a reciprocal two–port lossy network (i.e.
9
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Two-port
network
Zc1 I1 I2
Zin
ZLV1
Figure 1.5: Two–port network with added matching impedance Zc1 = Rc1 +
j ·Xc1 and load impedance ZL = RL+ j ·XL. The relevant parametrization is
provided in Table 1.1.
z12 = z21), represented by its impedance matrix, with elements zij =
rij + j · xij , with i, j = 1, 2, that can be described as follows:

v1 = z11i1 + z12i2
v2 = z12i1 + z22i2
(1.3)
The elements of the impedance matrix can be obtained either by
simulation or by measurement. We will denote by Pin the active input
power delivered from the generator to the two port network and by PL
the active power delivered to the load impedance ZL. We can thus define
the link eﬃciency as η = PL/Pin. This choice is similar to that used in
[47, 48]. For this case we address the problem, with reference to Fig.
1.5, to find suitable values for the load impedance ZL = RL + j · XL,
and for the matching impedance Zc1 in order to establish a reliable link
between the two coils/plates/antennas. It has been shown that two
possible approaches are feasible:
• maximize the eﬃciency (defined as the ratio between the active
power delivered to the load -i.e. RL- with respect to the active
power provided by the generator);
• maximize the power delivered to the load.
In particular, depending on the selected approach, diﬀerent values for
ZL, Zc1 are required and diﬀerent results for eﬃciency and power hand-
10
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Table 1.1: Analytical computation of the parameters of Fig. 1.5 for dif-
ferent design specifications on Maximum Power and on Maximum Eﬃciency
(χ = x12/
√
r12r22, ξ =
√
r11r22, θ =
√
1 + χ2
√
1− ξ2, θx = χξ, powers are
normalized to P0 = V 21 /2).
Parameter Maximum eﬃciency Maximum power
RL r22θr r22θr/
(
θ2x + 1
)
XL r22θx − x22 r22θx − x22 + r22θxθ
2
r
θ2x+1
Rc1 0 0
Xc1 x12r12/r22 − x11 x12r12/r22 − x11
Rin r11θr r11θ
2
r/
(
1 + θ2r + θ
2
x
)
Xin 0 0
Pin
1
θrr11
1+θ2r+θ
2
x
2θ2rr11
PL
η1
θrr11
ξ2+χ2
4θ2rr11
η η1 =
ξ2+χ2
(1+θr)
2+θ2x
ξ2+χ2
2(1+θ2r+θ
2
x)
ling are achieved. In Table 1.1 we have summarized the parametrization
for the diﬀerent choices. Therefore, at a single frequency point, we may
select one approach, i.e. maximize eﬃciency and save power, or the
other one to obtain maximum power on the receiving antenna.
Results in terms of ZL, Xc1 can significantly change depending on
the selected approach. As an example, it is possible to check the values
listed in Table 2.1 where the initial proof of concept of this work has
been investigated carried our exploiting two simple printed dipoles faced
at 2mm, 5mm and 10mm distance. Further details are given in the
following Chapter.
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Chapter 2
Proof of Concept
For the proof of concept here investigated, it is necessary to recall that
the goal of this work is to investigate the possibility to exploit antennas
designed for communication purposes, and already available in PDA, for
WPT too. The goal is, also, to allow and realize a simultaneous wireless
information and power transfer (SWIPT).
As a first step, I decided to investigate if, exploiting two simple
printed dipoles, it is possible to establish a capacitive link suﬃciently
eﬃcient. For this reason, a λ/2 printed dipole has been selected and
designed to operate for communication purposes at 868 MHz. Its layout
is shown in Fig. 2.1.
The standalone antenna input reflection coeﬃcient and E- / H-plane
radiation patterns at 868 MHz, as computed from a full–wave simulator
(CST Microwave Studio [49]), are shown by red lines in Fig. 2.4 and
2.5, respectively.
For this proof of concept, two identical dipoles are then faced at
several distances, namely 2, 5 and 10mm, and the behaviour of the
obtained two-port reactive network is investigated at 13.56 MHz. In-
deed, referring to (1.1), at this operating frequency the two dipoles are
13
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Figure 2.1: Half-wavelength printed dipole resonanting at 868MHz.
in the near-field region of each other, their radiation properties are neg-
ligible and almost only reactive fields are involved. In the present case,
a capacitive coupled WPT link is established and investigated.
2.1 Decoupling network
In order to allow the coexistence of the two diﬀerent antenna operations,
the balanced decoupling network plays a strategic role. Connected to the
antenna port, this important block has been investigated and designed in
this section. A circuit schematic of a possible topology is shown in Fig.
2.2. This solution allows the WPT at 13.56 MHz and the communication
at 868 MHz, of course these operations by the same antenna have to
be completely decoupled, in order to allow the simultaneous wireless
information and power transfer (SWIPT) activities. Indeed, when port
2 is excited at 868 MHz, port 1 is decoupled by the choke inductance
L1, which also acts as the resonating component of the capacitive link.
In this condition the signal can be totally radiated by the dipole.
Similarly, when power is transmitted at 13.56 MHz through port
1, port 2 is decoupled by the parallel resonance (LR and CR) at the
same frequency. At 868 MHz, this result is demonstrated by the plots of
Figs. 2.4 and 2.5 where the antenna input reflection coeﬃcient and far-
field performance, computed by electromagnetic simulation, are plotted
for several dipoles distances. Indeed, the proximity of another antenna
degrades the far-field properties, but without jeopardizing its operating
14
2.1. Decoupling network
Figure 2.2: Circuit topology of the feeding network of the two-operation
antenna.
conditions.
The block schematic of a possible final link configuration is shown in
Fig. 2.3, under the not restricting assumption that two identical devices
are used for power transfer.
Figure 2.3: Block schematic of the final link configuration for simultaneous
exploitation of an antennas pair for near-field WPT and far-field communica-
tion.
15
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Figure 2.4: Input reflection coeﬃcient of the half wavelength dipole antenna,
stand alone and with an identical dipole faced at diﬀerent distances.
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Figure 2.5: E-plane (a) and H-plane (b) radiation pattern of the standalone
halfwavelength dipole (red line) and in the presence of an identical one, faced
at 2, 5 and 10 mm.
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2.2 Performance maximization
At each operating frequency, the input and output optimal impedances
can be finally computed, either for maximum eﬃciency or for maximum
power transfer, by following the rules summarized in Table 1.1. At 13.56
MHz, the network parameters, computed for several dipole distances, are
listed in Table 2.1.
For each link distance these analytical results are then used in real-
istic operating conditions, that is including losses for both the inductors
and the capacitors. In addition, this work is thought for storing energy
in a chosen device (or PDA) and not for supplying power to it. For
this reason, it is important to minimize the energy loss along its en-
tire path in order to store as much as possible energy inside the chosen
device (or PDA). By means of circuit simulations based on Harmonic
Balance technique [50, 51], a final design of the four ports network of
Fig. 2.3 is carried out with specification on maximum eﬃciency: in this
step, a unique circuit topology is adopted for various dipole distances
and the best trade-oﬀ is searched. The results are summarized in Fig.
2.6 and Fig. 2.7 and the corresponding circuit parameter values are
listed in Table 2.2. In Fig. 2.6a the input reflection coeﬃcient at port
1 of Fig. 2.3 is plotted versus frequency with the dipoles distance as
the parameter. A good matching is obtained for the diﬀerent distances,
apart from the closest one, which can be explained by the over-coupling
phenomenon [52]. In Fig. 2.6b the transmission coeﬃcient between the
communication and the power transfer ports proves the feasibility of the
coexistence of the two operations. In Fig. 2.7 the eﬃciency prediction
is plotted when adopting a unique circuit for the considered distances
(dashed line). Comparisons with the results obtainable by optimizing
dedicated networks for each distance are also superimposed in the same
17
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Table 2.1: Matching Network element values for diﬀerent dipoles distances.
A 1V source has been used (powers are normalized to P0 = V 21 /2).
2mm 5mm 10mm
Parameter ηMAX PMAX ηMAX PMAX ηMAX PMAX
RL (Ω) 9754.8 460.20 8090.1 12.38.0 5628.5 3492.20
XL (kΩ) 12.92 -4.84 15.80 -8.32 17.57 -11.16
Rc1 (Ω) 0 0 0 0 0 0
Xc1 (kΩ) 13.01 1.31 16.05 18.84 17.60 17.60
Rin (Ω) 9624.9 210.4 7501.3 231.7 5594.9 253.1
Xin (Ω) 0 0 0 0 0 0
Pin (mW ) 0.104 4.24 0.133 4.32 0.179 3.95
PL (mW ) 0.102 2.37 0.129 2.16 0.171 1.97
η (%) 97.8 50 97 50 95.6 50
Table 2.2: Final Values of the components of Fig. 2.2.
Parameter Value
L1 (µH) 22.8
L2 (nH) 13.45
LR (µH) 46
C1A (pF ) 388.6
C1B (pF ) 15.08
C2 (pF ) 26.71
CR (pF ) 3
plot (solid line). In addition, it is important to spend a couple of words
on the values of eﬃciencies obtained. Indeed, comparing the results pre-
dicted in Table 2.1 with respect to the ones plotted in Fig. 2.7 for a
dedicated network for each distance considered, we can see a reduction
of the nominal values of the eﬃciencies. This is due to the selected
commercial lumped elements, and their low Q-factor, adopted for Fig.
2.7 with respect to the ideal ones used for the estimation of eﬃciencies
listed in Table 2.1.
18
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(a)
(b)
Figure 2.6: Reflection (a) and transmission (b) coeﬃcients behaviour of the
final link of Fig. 2.3 in the frequency band around 13.56 MHz.
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Figure 2.7: Predicted link eﬃciency with a unique circuit (dotted line) and
with a dedicated network for each distance (solid line).
2.3 Practicability of the proposed idea
With this proof of concept, the possibility to use antennas, typically op-
erating for communication purposes, for wireless power transfer, too, has
been demonstrated [53]. It has been shown that, by properly selecting
the matching networks at the frequency of interest, it is feasible to design
a simple system that allows to use the same antenna for both commu-
nication and wireless power transfer. Therefore it has been shown that,
by using the simple network reported in Fig. 2.2 and Fig. 2.3, we can
exploit the dipole behaviour in the communication band at 868 MHz,
while achieving wireless power transfer capabilities at the frequency of
13.56 MHz.
20
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Practical demonstration of
SWIPT capability
In this Chapter, I exploit the previously introduced concepts and the
proof of concept. In particular, it is worth noting the new choice of a
higher wireless power transfer frequency. Indeed, when trying to imple-
ment and realize the lumped element circuit at 13.56 MHz not practical
element values were obtained. This was due to the really weak coup-
ling created between the antennas and to the low WPT frequency fixed,
thus leading to too big nominal values of the lumped elements and, for
the inductors required for the resonance network, to high losses. For
this reason, and because of the impossibility to increase the capacitive
coupling between very thin antennas, the choice has been to increase the
frequency for the wireless power transfer by adapting the ISM 433 MHz
band and, consequently, in order to reduce the radiation at fWPT (I want
the antenna to not radiate at fWPT and be seen as a pure reactive load),
also the communication frequency has been raised (fWPT < fCOMM ).
21
Chapter 3. Practical demonstration of SWIPT capability
3.1 Antenna feeding network for simultaneous
operations
As anticipated, current PDAs and cell phones are overcrowded by sev-
eral antennas to cover the GSM (900 MHz and 1800 MHz), UMTS (2150
MHz) and WiFi (2450 MHz) bands. If these antennas are also properly
exploited at lower frequencies, a concurrent near-field link among dif-
ferent mobile devices can be realized, for re-charging or NFC purposes,
without significantly aﬀecting their far-field communication activities.
This can be achieved by equipping the antennas with suitable feeding
networks, to guarantee the co-existence of such diﬀerent wireless oper-
ations (at the related operating frequencies). By facing a pair of such
PDAs equipped with this network, a near-field WPT link can be estab-
lished. A schematic block diagram of one half of the proposed solution
is shown in Fig. 3.1: it represents a mobile handset, which can be
placed in close proximity to another one, to enable a reactive near-field
coupling for WPT, while preserving the far-field communication cap-
abilities of each other. The chosen antenna layout, which is detailed
in section 3.2, is also shown in Fig. 3.1, together with its geometrical
dimensions. A dual-band dipole antenna, covering the GSM900 and
GSM1800 bands for communication and exploiting the ISM 433 MHz
band for WPT purposes, has been chosen. A ground plane with dimen-
sion similar to typical cell phones has been considered to emulate the real
application: it is worth noting that the ground plane size results to have
almost no eﬀect on both the communication and the power transmis-
sion behaviour. The frequency separation, between far- and near-field
antenna operations, allows a reliable design of a frequency-division an-
tenna feeding network. This consists of a three-port diplexer, with high
isolation between the WPT and communication ports and high trans-
22
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Figure 3.1: Schematic block diagram of the PDAs sub-system with the an-
tenna for simultaneous far-field communication and near-field power transfer,
and the corresponding printed antenna layout.
mission between both WPT and communication ports with the matched
antenna port. The lumped-element equivalent circuit of the reactively
coupled handsets is shown in Fig. 3.2: the main coupling mechanism is
capacitive and is represented by Clink, which varies with link distance,
while the two series-connected RLC branches (RBi, LBi, i = 1, 2 and
Cf ), at each side of the link, models the metallization losses, induct-
ive and fringing eﬀects, respectively, whereas k1 and k2 account for the
consequent parasitic inductive coupling (weak). For any other couple of
faced-antennas a suitable equivalent circuit can be derived as well.
3.2 Dual-band printed antenna and far-field per-
formance
Printed antennas solutions are preferred for their light-weight, compact
size, ease of manufacturing, and ease of integration with the associated
23
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Figure 3.2: Equivalent circuit model of the capacitive link realized by two
faced antennas at the WPT frequency.
circuitry. Several topologies have been proposed to be compatible with
the handsets shells, as multiband monopoles [54], PIFA [55] and 3D an-
tennas [56]. The dual-band printed dipole layout similar to the one in
[57] has been selected and is shown in Fig. 3.1: it consists of a planar
two-branch wire antenna, whose arms share the same 50Ω microstrip
feeding line, and are printed on the ungrounded portion (light-grey in
the figure) of a Taconic substrate RF-60A (εr = 6.15, tan(δ) = 0.0028,
thickness = 0.635mm). Maximization of the radiation eﬃciency and
minimization of port mismatch are simultaneously achieved by properly
varying the design parameters, i.e. the strips length reported in Fig.
3.1. Low-directive behaviour at both operating frequencies is searched
during the design process, thus enabling antenna transmission/reception
capability in a wide range of directions. No additional antenna optim-
ization has been carried out for near-field operation at 433 MHz. Fig.
3.1 shows the final layout dimensions. Note that the chosen antenna
topology is only one choice among a wide range of possibilities: this
work aims to demonstrate the feasibility of the WPT operation exploit-
ing strip-like antennas available in modern PDAs. Full–wave simulation
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[49] of the standalone antenna in terms of input reflection coeﬃcient and
normalized radiation patterns are given in Figs. 3.3 and 3.4 by solid
lines, whereas dashed lines represent measurements. Good agreement is
observed in Fig. 3.3, with a reflection coeﬃcient lower than−15dB in
the two bands: the slight frequency shift (100 MHz) in the upper band
is probably due to mechanical tolerances in the prototype realization
on the adopted thin and soft substrate. The comparison in terms of
normalized E-field radiation patterns in the H- and E- planes is very
satisfactory as well. From inspection of Fig. 3.4, the antenna radiation
mechanism is easily retrieved: at 900 MHz the radiation pattern is al-
most omnidirectional in the H-plane (XZ-plane), as expected from the
y-aligned monopole behaviour of the left antenna branch; a bit more
directive pattern occurs at 1800 MHz because of the contribution of two
x-aligned dipoles in a Yagi-Uda-like configuration. This is confirmed
by Fig. 3.5, where the simulated surface currents are reported: the
monopole-like behaviour at 900 MHz (Fig. 3.5a), with the ground act-
ing as an electric symmetry plane, is demonstrated by the zero current
value at one edge, only, of the left branch; conversely, at 1800 MHz (Fig.
3.5b), the two involved arms are horizontal dipoles with almost zero cur-
rent at both ends and maximum current in the centre of the arms. The
surface current plots at the WPT frequency of Fig.3.5c show a weaker
(and almost static) behaviour and the antenna arms act as thin metallic
plates: this confirms the needed behaviour of the antenna at 433 MHz
as a non-radiating element.
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Figure 3.3: Simulated and measured reflection coeﬃcient of the dual-band
dipole antenna of Fig. 3.1.
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H-plane and E-plane of the standalone printed antenna at 900 MHz ((a) and
(b)) and 1800 MHz ((c) and (d)) (linear scale).
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(a)
(b)
(c)
Figure 3.5: Simulated surface current distribution of the antenna at: (a) 900
MHz, (b) 1800 MHz and (c) 433 MHz (not resonant).
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3.3 The printed antennas faced for near-field
WPT
If two similar antennas are located in close proximity, a power transfer
capacitive link is obtained by exploiting the near-field weak coupling
between the thin metallizations. This dual configuration with respect to
a magnetically (or inductively) coupled link [5, 8] can be explained by
the circuit model of Fig. 3.2 whose parameters can be derived from the
full-wave simulation of the two faced antennas, for any distance between
them. Three reference distances (D) are considered, namely 10, 20 and
30 mm, to cover diﬀerent mobile phones cases (for the slimmest ones
a 15-mm distance is realistic). The usefulness of the circuit model is
manifold: i) it gives a simple representation of the capacitive coupling
mechanism between the two-faced antennas; ii) it allows a fast prediction
of the frequency behaviour of the WPT link; iii) it provides a straight-
forward estimate of the components to be embedded at each antenna
side for a resonant capacitive link [9]. Indeed the obtainable coupling
is weak and the resonance condition is mandatory to enhance the link
transfer eﬃciency. This requires high inductances (LR) to resonate with
the weak capacitive link (modelled by CLINK in Fig. 3.2), according to
the well-known relationship:
f0 =
1
2pi · √LR · CLINK
(3.1)
However, high inductances imply high losses and thus a drastic drop
in the link eﬃciency itself. Thus 433 MHz ensures lower inductances val-
ues with respect to the lower allowed WPT frequencies. But at higher
frequencies the antenna could radiate, thus aﬀecting again the link ef-
ficiency, and losses increase, too; for these reasons the frequency choice
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Table 3.1: Comparison between full-wave and equivalent circuit scattering
parameters at 433 MHz, with the circuit parameters of Table 3.2.
D (mm)
S11
Magnitude (lin) Phase (Deg)
EM Sim. Model EM Sim. Model
10 0.92 0.97 -44.50 -44.47
20 0.94 0.99 -39.97 -39.88
30 0.94 0.99 -39.81 -38.80
D (mm)
S12
Magnitude (lin) Phase (Deg)
EM Sim. Model EM Sim. Model
10 0.21 0.23 44.93 45.53
20 0.09 0.10 52.12 50.12
30 0.94 0.99 -39.81 -38.80
Table 3.2: Reactive link equivalent circuit parameters of Fig. 3.2 at 433 MHz
and 10, 20, 30 mm antennas distance, with:LB1 = 91nH, LB2 = 71.2nH,
RB1 = 0.15Ohm, RB2 = 0.12Ohm.
D (mm) CLINK(pF ). Cf (pF ) k1(10−4) k2(10−4)
10 0.99 0.63 139 8.1
20 0.43 0.66 37 92
30 0.25 0.68 2.4 23
is a delicate trade-oﬀ among several opposite needs. 433 MHz is finally
adopted since at this frequency the dipoles act as electrically small an-
tennas and their reactive fields, only, are involved, as shown in Fig.3.5c.
For each link distance, the circuit parameters of Fig. 3.2 are optim-
ized with the goal of minimizing the diﬀerences between the scattering
parameters calculated by full-wave [49] and by circuit [58] simulations
of the link. In all cases, a very good agreement is obtained and it is
summarized in Table 3.1; this also validates the circuit model itself, to
represent the near-field coupling of the faced antennas. The correspond-
ing parameters are given in Table 3.2.
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3.4 Design of the diplexer for antenna feeding
Fig. 3.6 shows the circuit model of the link with each antenna port (A1
and A2) fed by a three-port diplexer, to simultaneously enable dual-
band communication at UHF, through ports 2 and 3, and wireless power
transfer at 433 MHz, through ports 1 and 4. The WPT path consists of
a one-stage low-pass filter, and the communication path of a two-stage
high-pass filter. The WPT branch also includes the proper network
to resonate with the weak capacitive coupling to maximize the RF-to-
RF power transfer eﬃciency (ηLINK), which is aﬀected not only by the
distance-dependent weakly-coupled link, but also by the Q-factor of the
resonant networks [9]. When a rectifier is connected to the receiving
WPT port, the overall link conversion eﬃciency can be computed as:
ηWPT−LINK = ηLINK · ηRF−DC = P
WPT
OUT
PWPTIN
· PDC
PWPTOUT
(3.2)
where ηRF−DC represents the eﬃciency of the rectifier, and PWPTIN ,
PWPTOUT and PDC are the RF powers at the input and output ports of the
WPT path (see Fig. 3.6). Thus ηWPT−LINK depends on both the non-
linear behaviour of the RF-to-DC converter and the achieved matching
conditions of the resonant link.
The non-linear circuit design of the link of Fig. 3.6 is carried out in
two steps: i) for all the considered distances, a unique resonant network
is derived to maximize the power transfer eﬃciency (between ports 1
and 4) and to provide high isolation between the communication and
WPT paths; ii) a non-linear optimization, simultaneously carried out at
diﬀerent power levels, defines the proper matching at 433 MHz between
the full-wave rectifier and the input WPT port (port 1). Power levels of
the order of mW are considered for the present proof-of-concept design,
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Figure 3.6: Circuit schematic of the entire dual-mode sub-system of two faced
PDAs: the three-port diplexers, the components for a resonant capacitive WPT
link, and the rectifier network at the receiving side are put into evidence.
in order to be able to validate it in our lab. However, the proposed
design procedure can be straightforwardly scaled up to higher power
levels by adopting the proper rectifying devices and matching networks.
Data- and power- port isolation better than 20 dB and ηLINK better
than 50, 30%, 15% (at 10, 20 and 30 mm distance, respectively) have
been obtained using realistic inductances and capacitances to include
losses and parasitic reactive behaviour. A voltage-doubler topology, as
in [59], has been chosen for the rectifier, to be matched to the resonant
link by the lumped-element pi-network of Fig 3.6. Skyworks SMS7630-
079 Schottky diodes have been used. The optimization is carried out
in a 20dB input power range (−10 dBm to 10 dBm) to properly model
the power-dependent input impedance of the RF-to-DC converter, fo-
cusing on typical near-field WPT scenarios. All the lumped elements of
the rectifier, including the load resistance RL, are used as design vari-
ables. It is noteworthy that accurate modelling in the largest possible
power range is mandatory since the power-dependent nonlinear rectifier
input impedance is the resonant link load and it determines the overall
eﬃciency (3.2). For the same reason, accurate diode package parasitic
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models are needed, and those derived in [60] are adopted in the present
design. The SMD capacitors are Murata GRM1885 and the inductors
are Coilcraft LD0402. The final circuit parameters are listed in Fig. 3.6.
3.5 Misalignment influence on eﬃciency
Another aspect that has to be taken into account, is the influence of a
possible misalignment of the antennas (i.e antennas non perfectly facing
each other) on the estimated eﬃciency. With this goal, the configuration
of two antennas faced at 20mm has been considered and the RF-to-
RF transfer eﬃciency is calculated exploiting the simulated four-port
scattering parameters (Fig. 3.6) through the equation [61]:
ηLINK (d) =
|S41 (d)|2
1−
∣∣∣S11 (d)2∣∣∣ (3.3)
As just written above, in this section the distance between two faced
antennas has been fixed to 20mm but, to generalize, equation (3.3) is
written for a generic distance.
Starting from the perfectly faced antennas investigated before, in
CST [49] displacements in both X and Y-axis (refer to Fig. 3.1) within
a range of [−30, +40] and [−20, +20] mm, respectively are simulated.
Both ranges of X- and Y-range are chosen in order to allow maximum
misalignment between the faced antennas. For each configuration simu-
lated in CST, I exported its Touchstone file in order to have a complete
electromagnetic characterization of each state necessary for the accur-
ate eﬃciency calculation. In addition, from ADS [58] I exported the
same type of file representing the behaviour of the lossy network used
to design the WPT resonant network and the diplexer (Fig. 3.6). In
a further step, Matlab [62] has been exploited in order to combine the
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Figure 3.7: Representation of the eﬃciency when antennas are not perfectly
faced (dx = dy = 0). dx (respectively dy) represents the displacement along ho-
rizontal (respectively vertical) direction in mm. The colour-scale, on the right
side of the image, represents the eﬃciency calculated with (3.3) and expressed
in percentage.
touchstone previously created. Indeed, passing through the T para-
meters (chain scattering or chain transfer) [63], it is possible to easily
combine the cascade of diﬀerent scattering parameters in an unique one
[64]. By following [61], the eﬃciency has been calculated through Eq.
(3.3) and then represented in Fig. 3.7 for better understanding.
From Fig. 3.7 is possible to note that antennas maintain high eﬃ-
ciency along the X-axis than along to the Y orientation. This is mainly
due to the shape of the antenna itself. Indeed, referring to Fig. 3.1, we
can see how the antenna itself covers in the X-direction a length approx-
imatively 2.5 times bigger than in the Y-direction. In addition, when
moving in Y-direction, after roughly 20mm we have the transmitting
antenna facing with the shield of the receiving one breaking down any
possible coupling.
Furthermore, it is possible to see the maximum coupling in a slightly
shifted position (10mm) with respect to the perfectly faced configura-
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tion. Once again, this is probably due to the asymmetric design of the
antennas.
Thanks to results plotted in Fig. 3.7, we can see how a misalignment
of 40 × 15mm2 in the X- and Y-direction respectively has no critical
influence on the link eﬃciency.
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Experimental
characterization
4.1 Power transfer measurements
The two sides of the system of Fig. 3.6, including the dual-band printed
antennas, have been fabricated on a Taconic RF-60A substrate (εr =
6.15, thickness = 0.635mm) and the photo of the prototype of one side
of the link of Fig. 3.6, with a separated rectifying section, is shown
in Fig. 4.1. A testing port has been added to measure the antenna
performance in stand-alone configuration.
Representative results of the realized entire four-port network are
shown in Figs. 4.2 and 4.3, in terms of scattering parameters. In Fig. 4.2
the measured WPT/communication ports isolation (ports 1-2 or 3-4 of
Fig. 3.6) is plotted versus frequency: at the communication frequencies
isolation is better than 30dB, whereas at the WPT frequency band it
is better than 20dB: this is not a concern since the UHF transceiver
of any PDAs is always equipped with a high-pass filter [65]. It can be
concluded that simultaneous WPT at 433 MHz and communication at
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Figure 4.1: Prototype of the dual-band planar antenna system arranged for
simultaneous data communication and energy transfer: the lumped-element
diplexer, the resonant network and the rectifier are highlighted.
900 and 1800 MHz, with the same antenna, can be accomplished by
the proposed system configuration and a communication signal can be
safely radiated by the antenna in the presence of the WPT path and vice
versa. Figs. 4.3a and 4.3b show the comparison between simulated and
measured scattering parameters of the unique two-port WPT network
(ports 1-4) for variable distances between the antennas: a good trade-oﬀ
is obtained by the designed topology, the worst case being the 30-mm
distance (S41 is only −13dB). A 7% frequency shift between simulation
and measurement is observed: it can be ascribed to the average 5%
tolerance of the commercial lumped element components and to the
critic CLINK dependence on the realized antenna pair geometry. Fig. 4.4
compares the link RF-to-RF transfer eﬃciency of the capacitive resonant
link computed using the measured and simulated four-port scattering
parameters, by the previously introduced equation (3.3).
The ideal ηLINK , computed with lossless components and dedicated
networks optimized for each antennas distance, is also superimposed in
Fig. 4.4: an improvement of only 3− 4% with respect to the simulated
realistic situation is observed, which confirms that the proposed unique
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Figure 4.2: Measured isolation between ports 1 and 2 of Fig. 3.6 for the
standalone antenna.
matching network can be eﬀectively exploited. The measured eﬃciency
shows a 10% degradation, which is mainly due to the lower Q-factor of
the adopted commercial components.
Fig. 4.5 shows the measured RF-to-DC conversion eﬃciency of the
rectifier (ηRF−DC) as a function of the received RF power (PWPTOUT ),
while Figs. 4.6 and 4.7 report the measured ηWPT−LINK of the entire
link and DC output power, respectively, as a function of the link input
power (PWPTIN ) with the antenna distance as a parameter: the shapes of
these plots clearly show the non-linear behaviour of the rectifier. When
the portable devices are located 1 cm apart, the measured RF-to-DC
eﬃciency of the entire link, from the link input power port to the rectifier
DC output is better than 20%, for a transmitted power of only 10 dBm,
whereas for greater distances it goes below 10%. Of course, the use
of strip-like antennas of diﬀerent shape on each side of the link could
bring to diﬀerent performance, but not so far from those here presented:
the eﬀectiveness of this idea does not depend on the symmetry of the
link, but on the creation of a weak reactive link between faced mobiles.
As previously mentioned, the obtained WPT eﬃciencies are worse than
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Figure 4.3: Simulated (a) and measured (b) reflection and transmission coef-
ficients for the two faced antennas fed by the diplexer network (ports number
as in Fig. 3.6).
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Figure 4.4: Predicted (with and without losses) and measured reactive link
eﬃciencies for variable antenna distances, calculated through Eq. (3.3).
those oﬀered in the literature by dedicated resonant links: the results
here presented are given by already existing architectures, with a limited
number of add-on components.
4.2 Simultaneous NF-FF operations
In this section, the purpose is to verify experimentally if WPT and com-
munication operations can simultaneously exist. First the antenna fed
by the diplexer is characterized at UHF in standalone conditions and
faced to another one at the three distances previously considered: the
measured reflection coeﬃcient at the UHF port (port 2 in Fig. 3.6)
of Fig. 4.8 shows that antenna matching is preserved. The measured
normalized radiation patterns of Fig. 4.9 confirm that also the far-field
properties are still guaranteed, even if they slightly worsen mainly for
electromagnetic coupling reasons. This is also confirmed by the simu-
lated antennas radiation eﬃciencies: from 98% and 96% at 900 MHz
and 1800 MHz for the standalone antenna, to 45%, 52%, 59% and 54%,
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Figure 4.5: Measured RF-to-DC eﬃciency of the rectifier.
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Figure 4.6: Overall system eﬃciency, from the link input power port to the
rectifier DC output, for variable link distances.
61%, 73% in the two bands for the antennas faced at 10, 20, 30mm,
respectively.
Finally the experimental set-up of Fig. 4.10a has been arranged to
measure the simultaneous near-field WPT and far-field data commu-
nication of the system of Fig. 3.6 for a 20-mm-distance between the
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antennas. The WPT port of the first antenna (port 1) is connected to
the signal generator at 403 MHz (the frequency with the best meas-
ured RF-to-RF transfer eﬃciency) while port 2 at UHF is connected
to a 1800 MHz source of −10 dBm. To severely test the system, the
highest WPT input power (10 dBm) is used. The corresponding power-
and communication-ports of the second antenna are connected to the
rectifier and to a 50Ω termination, respectively. The radiated field is
measured by a horn antenna, connected to a spectrum analyser, loc-
ated at 1.5m distance from the experimental set-up. At the same time,
the rectifier output voltage (VRECT ) is measured by means of a low-
frequency oscilloscope. The two RF sources (WPT and UHF ones) are
simultaneously active and the following quantities are monitored: i) the
received far-field power spectrum at UHF for the standalone antenna and
with the other one faced at 20-mm distance. This allows to account for
antenna proximity eﬀects on the communication performances, and thus
42
4.2. Simultaneous NF-FF operations
to validate the results of Figs. 4.84.9; ii) the received power spectrum
at 403 MHz when the two antennas are close by, to verify the absence
of radiation at this frequency that may interfere with other existing sys-
tems. This also validates the results of Fig. 3.5c; iii) the collected DC
voltage at the rectifier output.
Fig. 4.10b compares the received signals in the absence and in the
presence of the nearby antenna: a signal strength reduction of 6dB
need be accounted for if the second antenna is closely located for WPT
purposes, confirming that communication is still possible during energy
transfer; Fig. 4.10d shows the received power spectrum in the WPT
band: a level lower than−70dBm is measured, ensuring that the sole
near-field is involved in the power transfer operation, hence no spurious
interference with other devices operation takes place. Finally the tran-
sient behaviour of the rectifier DC output voltage is measured in the
same set-up conditions, and is reported in Fig. 4.10c: a 1.8 V peak is
reached after a charging time of 50µs, on a 10µF storage capacitor.
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Figure 4.10: (a) Block-representation of the measurement set-up with the
faced antennas at 20 mm distance. (b) Received normalized power spectra at
1800 MHz, radiated; (c) charging transient of the WPT rectifier output on a
10µF storage capacitor; (d) received normalized power spectrum in the WPT
band radiated by the antenna faced to an other one.
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Space Mapping Technique
With this Chapter, as mentioned at the beginning of the thesis, I will
present and explain the topic I focused on as a visiting researcher at
the Institute of Microwave and Photonic Engineering (IHF) at the Graz
University if Technology (Graz, Austria) for my PhD period abroad. In
particular, this topic is not related to SWIPT applications, but it is again
related to energy-aware solutions, being the energy saving the core of
my job. In this activity, passive Radio frequency identification (RFID)
sensor transponders (tags) backscattering is deployed for retrieving in-
formation on the environment surrounding the tag
5.1 Introduction
Radio frequency identification (RFID) sensor transponders (tags) provide
low-cost, low-maintenance sensing capabilities, thus oﬀering, for various
Internet of Things (IoT) applications, an attractive alternative com-
pared to power consuming active sensor nodes. In the field of RFID
sensor tags, one of the proposed methods in literature is to use the RFID
antenna itself as an environment sensing device [66, 67, 68]. Nowadays,
the antenna design is mainly based on full-wave electromagnetic simu-
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lations. Several numerical methods are widely used, but they require
a large number of computational resources especially for high frequen-
cies. In addition, simulation-driven design is a challenging task. In fact,
it consists of time consuming parameter sweeps guided by the prob-
lem solving knowledge of the specific designer. Significant reduction of
the computational cost has been demonstrated using adjoint sensitivity-
based geometry evolution [69] or surrogate-based optimization methods
[70]. Several techniques have been developed in recent years, but the
most popular in microwave and antenna engineering is the space map-
ping technique [71]. The space mapping technique is based on two dis-
tinct models, i.e., a coarse circuit model (CM) and a corresponding fine
electromagnetic model (EM) [71], and it is adopted in this work to de-
rive the antenna model exploited as a transducer of diﬀerent bending
configurations. The coarse CM is based on the circuit simulator AWR
[3], while the fine EM is obtained by the electromagnetic simulator CST
[2]. The CM allows in a time eﬃcient way an initial antenna transducer
design, while the EM is used to finalize the generated topology before
antenna prototyping [71, 72]. In previous works [68, 73, 74], the antenna
design for RFID sensor tags has been realized combining circuit electro-
magnetic analysis and Matlab for the optimization. In the following
pages, I will deeply explain a space mapping idea that has been simply
represented through the block diagram in Fig. 5.1: starting from an
initial geometrical layout of a T-matched antenna simulated in CST [2]
(initial EM ), I will find its input impedance equivalent model, repres-
ented through lumped elements, into AWR [3] simulator (initial CM ).
Therefore, I will implement an algorithm that will exploit the initial
CM and a specific figure of merit in order to find out the best lumped
element representation of our ideal target (final CM ). Once completed
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Figure 5.1: Space Mapping idea represented through block diagram. For
Simulators here represented, refer to [2] for CST and to [3] for AWR.
the optimization, I will need to convert again my final lumped element
CM into a geometrical layout (final EM ) for a final verification of the
achieved results. In this way I will exploit a combination of the CM
analysis and EM simulation, in order to take advantage of the speed of
the former and the accuracy of the latter, with the goal of implementing
a space mapping design method for an antenna transducer of a bending
sensor RFID tag.
The time-eﬃcient CM is exploited in order to redesign an initial
antenna layout in order to respect specific design goals driven by a figure
of merit. In the next pages, an innovative figure of merit for RFID
sensors will be introduced, explained and adopted. To conclude, some
design guidelines are also shown to help in converting the CM final layout
into an EM with a final comparison between the expected figure of merit
from the CM and the more accurate one obtained with the EM.
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5.2 Antenna Transducer
In RFID sensor tag concept, exploiting the antenna itself as a trans-
ducer, has been first considered in [68] for sensing liquid filling. In this
work, we design an antenna transducer using a passive ultra-high fre-
quency (UHF) RFID tag for antenna bending states sensing: possible
applications could be a movements monitor of a robotic arm made of
non-metallic materials or of a prosthesis. The antenna transducer is
based on a T-matched dipole antenna (see Fig.5.3a), which has been
demonstrated to be a suitable antenna transducer for a UHF RFID
sensor tag [68, 75]. The central operating frequency is 868 MHz, while
the band used to derive the CM ranges from 840 to 890 MHz. This al-
lows to ensure a safety range of accuracy over the whole European UHF
RFID frequency band.
In this work, the sensor tag aims to sense two discrete states with
bending radii of Rb1 = 80mm and Rb2 = 37.5mm (see Fig.5.3b). In
general, it is possible to sense also more than two sensing states, but
we have to consider that, increasing the number of sensing states (K
from now), increases the complexity of the antenna transducer design.
In addition, the number of sensing states (K) is limited by the noise in
the RFID communication system. If the noise at the reader side is too
high, the correct detection of the sensor tag could be compromised.
5.2.1 RFID concept
A tag antenna and the RFID chip can be characterized by their im-
pedances, i.e., by the antenna impedance ZAnt = RAnt + jXAnt and by
the chip impedance in the absorbing modeZAbs = RAbs + jXAbs and
the chip impedance in the reflecting mode ZRef = RRef + jXRef . The
antenna and chip impedances of state-of-the-art UHF RFID tags are
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typically optimized to ensure a reliable power transfer from the tag an-
tenna toward the tag chip and to ensure a reliable tag ID transmission
toward the RFID reader. The tag signal is thus amplitude modulated
by switching between the chip absorbing and reflecting impedances, i.e.,
representing a logical “0” by an increased power absorption by the chip
and a logical “1” by an increased power reflection at the chip input.
The backscattered tag signal at the chip input is related to the reflec-
tion coeﬃcients in the absorbing mode SAbs and in the reflecting mode
SRef that are defined as follows by the antenna and chip impedances
[76]:
SAbs =
ZAbs−Z∗Ant
ZAbs+ZAnt
, SRef =
ZRef−Z∗Ant
ZRef+ZAnt
(5.1)
A measure for the power absorption, or rather the chip power supply,
is the power transmission coeﬃcient τ that is defined as τ = 1− |SAbs|2
[27]. In the absorbing mode, τ is ideally 1. In the reflecting mode, τ is
ideally 0, i.e., the signal is totally reflected at the chip input.
5.2.2 Figure of Merit
A useful figure of merit to be adopted for the antenna design is the
sensor tag eﬃciency introduced in [68] that allows to quickly evaluate the
quality of an antenna transducer when connected with a specific RFID
chip. The sensor tag eﬃciency α is defined in the following expression:
α =
√
α1 · α2 · α3 (5.2)
and this figure of merit remains within the range 0 ≤ α ≤ 1, where
α = 1 is obtained only when an ideal transducer design is obtained.
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From (5.2) it can be observed that three factors contribute to the
overall figure of merit.
The first term of (5.2) describes the phase configuration of the ab-
sorbing reflection coeﬃcient and provides information about the quality
of the phase modulation when a maximization of the phase shift between
the diﬀerent involved sensing states (∆k) is desirable. In particular, α1
defines the sensing state transmission eﬃciency defined in the following
way:
α1 =
∆φMin
360/K
(5.3)
which is a function of the minimum phase diﬀerence ∆φMin (in de-
grees) of the reflection coeﬃcients in the absorbing mode at each sens-
ing state SAbs(∆k). As normalization factor for ∆φMin, in (5.3) it has
been proposed to use the ideal value the K sensing state investigated
(360°/K) in order to highlight how far the configuration is from the
ideality (α1 = 1).
The second term of (5.2), α2, describes the amplitude configuration
of the absorbing reflection coeﬃcients and thus provides information
about the power supply of the passive RFID chip. Thus, α2 defines the
power transfer eﬃciency and is defined as follows:
α2 = 1− β1|τref − τ(∆k)|Max (5.4)
which is a function of the maximum deviation of the power trans-
mission coeﬃcient τ(∆k) in each sensing state from a specified refer-
ence value τref , i.e., a function of the maximum absolute diﬀerence
of τ(∆k) and τref . Equation (5.4) must follow the restriction that
|τref −τ(∆k)|Max ≤ 1/β1, where β1 is a weighting factor that lies within
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0 ≤ β1 ≤ 10. The weighting factor β1 is used to balance the influence
of the power transfer eﬃciency α2 on α. A small value of β1 decreases
the influence of α2 on the sensor tag eﬃciency, while a high value of β1
increases the influence of α2 on α.
Regarding α3, the third term of equation (5.2), it is useful when two
sensing states are investigated and takes into account the quality of the
tag signal. Indeed, this factor takes into account the amplitude diﬀerence
between reflection coeﬃcient in absorbing mode and in reflecting mode
for each sensing state. In particular, α3 is defined as follows:
α3 = 1− β2|η1 − η2| (5.5)
which is a function of the modulation eﬃciency defined as ηi =
(2/pi2) |SAbsi − SRefi |2 (i = 1, 2) [77]. A maximum modulation eﬃ-
ciency of about η = 0.2 can be realized for an amplitude-modulated tag
signal. In addition, there is here also β2 as a factor that helps in weight-
ing this contribute with respects to the others above introduced (α1 and
α2). Regarding equation (5.5), it is important to follow the restriction
of |η1 − η2| ≤ 1/β2, strictly related to β2 that can lie within the same
range of β1.
Thanks to the previous paragraph, it is then possible to write an
extended version of equation (5.2) as in the following:
α =
√
∆φMin
360/K
· (1− β1|τref − τ(∆k)|Max) · (1− β2|η1 − η2|) (5.6)
where K is the number of sensing states, βi are weighting factors
between the phase and amplitude power transfer and τref is the power
transmission coeﬃcient we want to achieve. For any bending state, the
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sensor tag eﬃciency is a function of the antenna input impedances ZAnt
and of the chip impedance in the tag absorbing mode (i.e., ZAbs =
(20 − j180)Ω [78]). Here-hence, it is possible to calculate ∆φMin, in
degrees, as the minimum phase diﬀerence of the reflection coeﬃcients
in the absorbing mode at each sensing state SAbs(∆k) and τ(∆k) is the
power transmission coeﬃcient at each sensing state k, with k = 1, 2.
Thus, an eﬃcient antenna transducer can be realized by correlating
diﬀerent antenna impedances to diﬀerent bending states with the goal
of maximizing the sensor tag eﬃciency.
5.3 Circuit Model
By means of both the circuit equivalent model of the antenna impedance
with respect to either flat or bent states, and the RFID chip impedances
a rapid exploration of the T-matched dipole and its sensor tag eﬃciency
can be quickly evaluated. With this purpose, a circuit model is necessary
in order to pass from an initial EM to the initial CM. For a better
understanding, the step of the space mapping illustrated in Fig. 5.1
that is explained in this section is illustrated in Fig. 5.2.
Antenna Layout
- Planar & Bent -
‘‘ Initial EM’’
CST AWR
time
Fine electromagnetic model (EM) Coarse circuit model (CM)
Circuit Equivalent
- Planar & Bent -
‘‘ Initial CM ’’time
Z11
Figure 5.2: For a clear comprehension, here is shown the part of the Block
Diagram shown in Fig. 5.1 explained in this section.
For this reason, a CM of the flat T-matched dipole is derived and it
is shown in Fig. 5.4, starting from the topology adopted in [75]. The
proper lumped elements values are also shown in the same figure. It is
possible to relate the antenna states, schematically represented in Fig.
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5.3, and the adopted CM shown in Fig. 5.4 [75]. The left part of the CM
(R0a, C0a, L02) models the T-match feeding network (whose geometry
is given by L2, L3, W2,W3), whereas the right part of the CM (R0t,
C0t, L01) models the dipole (whose geometry is given by L1, W1). The
coupling between the dipole and T-matched network is modelled by the
transformer in the CM. This information will be the basis for the space
mapping design method.
Then, for any bending state, the CM models are built by introducing
extra lumped elements, that are highlighted in blue in Fig. 5.5. The real
and imaginary antenna impedances computed by EM simulation of the
flat and bent antenna are shown in Figs. 5.6 and 5.7, respectively. These
simulations show a non-monotonic variation of the antenna resonance
frequency versus diﬀerent bending states (namely, for radii equal to 75,
250 and 500mm). To account for this behaviour, the series connection
R0a, C0a of Fig. 5.4 is replaced by a series connection of parallel-
connected resistances and capacitances branches. In this way, the overall
resistance model can span from short circuit (SC) to open circuit (OC),
starting from Rap open and Ras short.
In this way, an accurate modelling of the T-matched antenna reson-
ance frequencies with respect to the bending states has been obtained.
This analysis has been carried out also for extra bending states besides
the targeted ones (i.e., with bending radii of 50, 75, 100, 150, 250 and
500mm).
The final CM parameters are derived by means of optimization to fit
the T-matched dipole input impedances derived from the EM analyses
of the bending structures, with the goal of minimizing the relative errors
between the EM and CM, for all the considered bending states. Again,
the antenna impedance is used as target:
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er = | ZAntCM (f)− ZAntEM (f)
< ZAntCM (f), ZAntEM (f) >
| (5.7)
where ZAntCM (f), ZAntEM (f) should be substituted by the corres-
ponding real and imaginary counterparts.
This design procedure allows to reach a very good CM approximation
of the initial planar and bended T-matched dipole within the adopted
range of interest of [840-890 MHz]: the maximum relative error is lower
than 14% and 0.8% for the real, Re(ZAnt) (see Fig. 5.8) and Im(ZAnt)
imaginary (see Fig. 5.9) parts of the antenna impedance, respectively.
In addition, the optimized topology of Fig. 5.5 achieves a very small
relative error, at the frequency of interest of 868 MHz, with respect to
the EM model in all the investigated bending states, the maximum be-
ing 5.9% for the Re(ZAnt) (see Fig. 5.8) and 0.03% for the Im(ZAnt)
(see Fig. 5.9), respectively. Thus, it can be concluded that the obtained
circuit model can be safely adopted in place of the EM model for further
evaluations of the antenna sensor tag performance, such as the sensor
tag eﬃciency. In this way the geometrical parameters of the antenna
itself can be modified according to their corresponding circuit equival-
ent values. For example, using the CM model of the bent T-matched
antenna, the more suitable impedance states can be computed as those
which ensure the highest sensor tag eﬃciency (α = 1) in terms of real
and imaginary parts of the antenna impedance.
For example, in Table 5.2 we can see the impedances of the adopted
initial layout (Fig. 5.3) for the two bending configurations under exam
(column “Actual”). In the same table, labelled as “Ideal”, the suitable
impedances that the two sensing states must have in order to ensure a
maximum sensor tag eﬃciency (α = 1) are also listed. The diﬀerences
between these impedances, are then listed in the last column of Table
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Figure 5.3: (a) layout of the T-matched dipole with its geometrical paramet-
ers whose values are: L = 119, W = 51, L1 = 80, W1 = 12, L2 = 6, W2 = 5,
L3 = 8.5, W3 = 5, T = 0.075, g = 2, tmetal = 0.035. All dimension are in mm.
(b) bending states.
5.2 in terms of percent deviation for both the real and imaginary parts.
Starting from the ideal antenna impedance values, Fig. 5.11 shows a map
of the sensor tag eﬃciency as computed in [68] and reported in (5.6),
with respect to percent deviations from the ideal real and imaginary
parts of the antenna impedances in the three bending states. From Fig.
5.11 it can be seen that to ensure a sensor tag eﬃciency higher than 80%
it is necessary to obtain an antenna whose impedances, for the diﬀerent
states, deviate from the ideal ones less than ±16.6% and ±1.2% for
Re(ZAnt) and Im(ZAnt), respectively. For the initial CM design we can
notice how far we are to satisfy the final values.
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R0a R0t
C0tC0a
K012
L02 L01
ZAnt
Figure 5.4: Equivalent circuit of the planar T-matched dipole. The lumped
elements for the initial CM are: R0a = 0.51 [Ω], C0a = 5.80 · 10−7 [µF ], R0t =
56.83 [Ω], C0t = 0.98 ·10−3 [µF ], L01 = 303.09 [nH], L02 = 16.48 [nH], K012 =
0.494 [ ].
Ras Rap
R0a
Rts Rtp
R0t
Cts Ctp
C0t
Cas Cap
C0
a
K12
L02 L01
ZAnt
Figure 5.5: Modified equivalent circuit of the T-matched dipole to account
for bending states. The lumped elements related to the planar geometry (in
black) are listed in the caption of Fig. 5.4, the extra elements (in blue) values,
depending on bending are listed in Table 5.1.
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Table 5.1: Parameters of the CM shown in Fig. 5.5 for two diﬀerent bending
radii: Rb1 = 80mm and Rb2 = 37.5mm. The acronym SC and OC represent
a short and open circuit, respectively.
Parameter Rb1 Rb2
Ras [Ω] 180.23 1.68
Rap [Ω] OC OC
Cas [µF ] 2.07 · 10−7 10.08 · 10−7
Cap [µF ] OC OC
Rts [Ω] SC SC
Rtp [Ω] 105.24 95.45
Cts [µF ] 9.33 · 10−7 8.98 · 10−4
Ctp [µF ] OC OC
K12 [ ] 0.529 0.482
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Figure 5.6: Re(ZAnt) of the EM for the planar T-matched dipole and the T-
matched dipole for the three bending states, Rb1 = 80mm and Rb2 = 37.5mm.
Vertical dotted lines point out the frequency band of interest for the CM op-
timization (840-890 MHz).
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Figure 5.7: Im(ZAnt)of the EM for the planar T-matched dipole and the T-
matched dipole for the three bending states, Rb1 = 80mm and Rb2 = 37.5mm.
Vertical dotted lines point out the frequency band of interest for the CM op-
timization (840-890 MHz).
Table 5.2: “Actual” values adopted for the two bended states computed with
initial CM model adopted and compared with respect to “Ideal” values that
can ensure the highest sensor tag eﬃciency (α = 1).
Ant. imp. Actual Ideal Rel. diﬀerence
[Ω] Re Im Re Im ∆Re% ∆Im%
ZAnt 1 0.6463 79.89 16.62 320.2 185 120
ZAnt 2 0.5251 64.37 16.62 329.7 187 134
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Figure 5.8: Relative error of Re(ZAnt) of the planar T-matched dipole and
the T-matched dipole for the three bending states, Rb1 = 80mm and Rb2 =
37.5mm. Vertical dotted lines point out the frequency band of interest (840-890
MHz).
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Figure 5.9: Relative error of Im(ZAnt) of the planar T-matched dipole and
the T-matched dipole for the three bending states, Rb1 = 80mm and Rb2 =
37.5mm. Vertical dotted lines point out the frequency band of interest (840-890
MHz).
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5.4 Optimization
5.4.1 Algorithm implementation
Referring to Fig. 5.1, the optimization I will explain in this Chapter
is the automatic way implemented in AWR [3] environment that allows
to exploit the circuit model introduced in the previous Chapter and
to modify it thorough the maximization of a figure of merit that can
numerically represent the desired project goals. In particular, the figure
of merit here adopted is the sensor tag eﬃciency that has been deeply
previously explained. For a better understanding, the step of the space
mapping illustrated in Fig. 5.1 that is explained in this section is shown
in Fig. 5.10.
The algorithm implemented in AWR [3], requires to design the initial
CM for each of the investigated bending states. In my case, I have
designed a CM of the topology shown in Fig. 5.5 with the specific lumped
element values reported in Table 5.1 for each of the two analysed bending
radii. This can be assumed as the starting point for the optimization
process.
As a second step, a script that calculates the sensor tag eﬃciency
has been implemented in AWR [3] using the Output Equations feature.
Output equations assign the result of a measurement to a variable, which
can be used in other equations just like other variables. A project can
include multiple Output Equations documents, each of which can con-
AWR
Planar
Optimization
time
Coarse circuit model (CM)
Circuit Equivalent
- Planar & Bent -
‘‘ Initial CM ’’
Circuit Equivalent
- Planar -
‘‘ Final CM ’’
Figure 5.10: For a clear comprehension, here is shown the part of the Block
Diagram shown in Fig. 5.1 explained in this section.
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Figure 5.11: Sensor tag eﬃciency versus the relative error of Re(ZAnt) and
Im(ZAnt), respectively.
tain multiple output equations and standard equations. Note that the
term "output equations" refers to both: the type of document, and the
type of equations that can be added in those documents. In Fig. 5.12
the sensor tag eﬃciency (5.6) calculation implemented in AWR [3] is
reported.
Apart the figure of merit definition, other constraints were necessary.
In particular, I needed to limit the amplitude of scattering parameters
obtained during the optimization process (i.e., 0 ≤ SAbsRbi ≤ 1 for i =
1, 2) in order to get physically meaningful final results.
Regarding the adopted “rules”, another part is still missing. Indeed,
the optimization process requires also the definition of some “goals” that
AWR [3] uses as cost function of the overall optimization. In my case,
the main goal was the maximization of the figure of merit (sensor tag
eﬃciency, α), defined in equation (5.6) and implemented as shown in
Fig. 5.12, at the specified 868 MHz frequency of interest.
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Figure 5.12: Sensor tag eﬃciency (5.6) calculation implemented in AWR [3]
for the optimization step illustrated in Fig. 5.10.
The initial CM, described with parameters listed in Table 5.1, shows
an initial estimation of the sensor tag eﬃciency of 0.62% only. This result
is really low but, considering the values of relative diﬀerence listed in
Table 5.1, this is what I expected.
Considering that my goal is to optimize the antenna layout in order
to find out the best geometry that allows to maximize the sensor tag
eﬃciency at the two investigates bending radii (Rb1 = 80mm and Rb2 =
37.5mm), the optimization uses the lumped elements that describe the
planar configuration of the antenna, only (see Fig. 5.4) whereas the
parameters that represent the bent configurations remain fix (refer to
the blue lumped elements represented in Fig. 5.5). Thanks to this
optimization, a sensor tag eﬃciency of about 95.53% has been achieved
as shown in Fig. 5.13.
62
5.4. Optimization
Figure 5.13: Screenshot of the high sensor tag eﬃciency obtained at the end
of the optimization process.
5.4.2 Final CM
Thanks to the just described optimization, it has been possible to achieve
a sensor tag eﬃciency of about 95.53% (see Fig. 5.13). The final planar
CM lumped element values and their variations with respect to the ini-
tial planar CM are listed and expressed in percentage in Table 5.3. In
particular, it is important to mention that the aim of Table 5.3 is only
to show which parameters of the final planar CM of Fig. 5.4 are incre-
mented (or reduced) with respect to the initial CM without focusing on
the order of magnitude. In fact, it is observable how some parameters
(i.e R0a and R0t) show an excessive increment.
Now, in order to proceed with overall space mapping technique, it
is necessary to find a relation between the variations of the lumped
elements listed in Table 5.3 and some of the possible geometrical para-
meters that represent the layout of Fig. 5.3a. This aspect is investigated
in the following paragraph.
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Table 5.3: Parameters list of both initial and final planar CM shown in Fig.
5.4. In addition, the relative diﬀerence of the final value with respect to the
initial one expressed in percentage is highlighted in the last column.
Parameter Final CM Initial CM Rel. diﬀerence [%]
R0a [Ω] 20.08 0.51 +3
′845%
C0a [µF ] 4.93 · 10−7 5.80 · 10−7 −15%
R0t [Ω] 989
′670 56.83 +175′251%
C0t [µF ] 1.91·10−3 0.98·10−3 +91%
L01 [nH] 153.06 303.09 −51%
L02 [nH] 32.80 16.48 −99%
K012 [ ] 0.499 0.494 +1%
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5.5 Back to EM
5.5.1 CM to EM guidelines
In order to pass from the planar final CM to its equivalent representation
using an EM, it is necessary to have some guidelines that can help the
designer in the modification of the right geometrical parameters in the
right direction (i.e. decrease or increase a specific lumped element). In
particular, referring to Fig. 5.1, the part explained in this section is
highlighted in Fig. 5.14 for a clearer comprehension.
With this goal in mind, the idea is to progressively increase and de-
crease each of the possible geometrical parameters of the planar layout
(Fig. 5.3) and calculate the corresponding CM (Fig. 5.4) for each mod-
ified geometry. Therefore, the designer has to proceed with the com-
parison of these lumped elements, representative of each geometrical
variation, with respect to the lumped elements obtained with the initial
unmodified layout. Indeed, we can generally expect that, when a geo-
metrical parameter is changed with respect to an initial configuration,
the modification is reflected on more than one lumped element. For this
reason, it is important to identify for each “modified geometry” those
lumped elements that imply an increase or a decrease of the geometrical
parameter and possibly at the same time characterize only one geometric
variation. This second aspect is essential in order to univocally associate
a lumped element variation to a single geometrical parameter variation.
Fine electromagnetic model (EM)
CSTAWR
CM2EM
guidelinestime
Coarse circuit model (CM)
Antenna Layout
- Planar -
‘‘ Final EM ’’
Circuit Equivalent
- Planar -
‘‘ Final CM ’’ time
Merit
Fig. of
Figure 5.14: For a clear comprehension, here is shown the part of the Block
Diagram shown in Fig. 5.1 explained in this section.
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In particular, referring to Fig. 5.3a, the geometrical parameters that
describes the initial adopted configuration for this investigation are L1 =
80mm, W1 = 12mm, L2 = 6mm, W2 =W3 = 5mm and L3 = 8.5mm.
For the unspecified parameters, please refer to caption of Fig. 5.3.
In Table 5.4 the percentage variation for the geometrical parameters
and corresponding simulation name used in this analysis are shown.
Generally, both the increase and the reduction have been considered
for all parameters. In particular, due to geometrical limitation, it was
not possible to decrease L3 and, for this reason, higher values than the
starting one have been considered for this parameter, only. Note that
the percentage variation is not the same for all the terms, but the overall
average remains approximatively around ±40%. Once again, the only
exception is L3where we can observe an increment of 90%. In addition,
each simulation name shows the name of the geometrical parameter
involved and a subscript to indicate that has been increased (“u”) or
decreased (“d”) with respect to its initial value.
As introduced above, for both the initial planar configuration (whose
geometrical parameters are expressed in caption of Table 5.4) and all
the “modified” simulations listed in Table 5.4, the equivalent CM of the
type of Fig. 5.4 has been retrieved. The lumped elements obtained
for the initial configuration are listed in the caption of Table 5.5 and
used as normalization values to express the percentage variation of the
lumped elements resulting from each modified layouts. As anticipated,
the variations of the lumped elements univocally associated to a specific
geometric variation are listed in Table 5.5. In particular, it is import-
ant to note that the sign of the lumped element variation reported in
Table 5.5 allows to correctly guide the designer toward the decision of
increasing or decreasing the specific parameter under exam.
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Table 5.4: Geometrical parameter variations expressed in percentage with
respect to the initial planar configuration of L1 = 80mm, W1 = 12mm, L2 =
6mm, W2 =W3 = 5mm and L3 = 8.5mm with respect to Fig. 5.3a.
Name L1 [%] W1 [%] L2 [%] W2 =W3 [%] L3 [%]
#L1u +25% · · · · · · · · · · · ·
#L1d −25% · · · · · · · · · · · ·
#W1u · · · +33% · · · · · · · · ·
#W1d · · · −33% · · · · · · · · ·
#L2u · · · · · · +50% · · · · · ·
#L2d · · · · · · −50% · · · · · ·
#W2u · · · · · · · · · +40% · · ·
#W2d · · · · · · · · · −40% · · ·
#L3u · · · · · · · · · · · · +90%
Table 5.5: Lumped elements variations expressed in percentage with respect
to lumped elements values that represents the initial planar configuration. Ini-
tial values used for normalization are the following: R0a = 0.73 [Ω], C0a =
4.38 · 10−7 [µF ], R0t = 208.74 [Ω], C0t = 0.37 · 10−3 [µF ], L01 = 177.85 [nH],
L02 = 16.48 [nH] and K012 = 0.569 [ ] with respect to CM of Fig. 5.4.
Sim. R0a C0a R0t C0t L01 L02 K012
Name [Ω] [µF ] [Ω] [µF ] [nH] [nH] [ ]
#L1u 249% · · · −43% · · · · · · 3.66% · · ·
#L1d −100% · · · 184% · · · · · · −7.32% · · ·
#W1u · · · 2.87% · · · · · · · · · · · · · · ·
#W1d · · · −0.76% · · · · · · · · · · · · · · ·
#L2u · · · · · · 104% −99% · · · · · · −59%
#L2d · · · · · · −92% +166% · · · · · · 28%
#W2u · · · 26% −15% · · · · · · −26% · · ·
#W2d · · · −22% 21% · · · · · · 32% · · ·
#L3u · · · · · · · · · · · · −100% 107% · · ·
5.5.2 Final EM
In this section, it will be explained how to get the final EM for the
planar layout starting from the final CM obtained at the end of our
optimization process.
The ingredients I need for this purpose are the initial planar CM,
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the final planar CM (whose parameters are listed in Table 5.3) and the
guidelines to pass from a CM to an EM (in particular Table 5.4 and
Table 5.5) explained in the previous chapter.
Starting from the diﬀerences between the final and initial planar CM,
it is possible to highlight a percentage variation of this diﬀerences as lis-
ted in Table 5.3. Such values are necessary only for having an idea of
which lumped elements of the final CM represented in Fig. 5.4 are in-
cremented (i.e. R0a, R0t, C0t, K012) and which are reduced (i.e. C0a,
L01, L02) with respect to the initial CM. Now the next step requires
to mark in Table 5.5 the same variation (in terms of sign) for all the
parameters. The result of this step, is that most of the parameters are
marked both in the increase (subscript “u”) and the decrease (subscript
“d”) direction of respective simulations. Since the direction of the modi-
fication of a parameter has to be unique (or incremented or reduced) I
decided to choose the direction that has more marks. In particular, this
has to be done for each geometrical parameter and checking, for each of
its simulations, which is the direction of modification (incremented or
reduced) that received more marks.
Let us give a practical example. If we consider the parameter L2, we
can see how in Table 5.5 the simulation #L2u reflects the variation of
Table 5.3 only for the lumped element R0t (they are both positive) while
for simulation#L2d we can find identical behaviour for the elements C0t
and K012 (again they are all positive). In this case, I choose to refer
to #L2d and to address my research for the final planar EM decreasing
the value of L2 with respect to the initial value. This approach has been
adopted for all the parameters and the result of the guidelines is that
I have to refer to simulations #L1d, #W1d, #L2d, #W2d and #L3u.
Therefore, this means that I have to look for the optimum layout within
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a geometry that has smaller L1, W1, L2, W2 and bigger L3.
This advice has been exploited in the run of some guided sweep
parameter analysis in CST [2] and results have been used to calculate
the sensor tag eﬃciency (5.6) and to check if its value is really getting
close to that 95% expected from the simulated optimization process.
Referring to Fig. 5.3a, the best sensor tag is provided by the following
final geometrical parameters: L = 119mm, L1 = 80mm, L2 = 6mm,
L3 = 8.5mm, W = 51mm, W1 = 12mm, W2 = 5mm, W3 = 5mm,
g = 2mm and T = 0.075. In particular, this layout achieves a sensor
tag eﬃciency of about 96.6% using k = 2, β1 = 1, β2 = 1, τref = 0.9
and an optimized chip absorbing impedance ZAbs = (12.1 − j328.7)
[ZRef = (2 − j0.1) [4] ] within expression (5.6). The final EM sensor
tag response calculated at 868 MHz for the optimized chip absorbing
impedance ZAbs = (12.1 − j328.7) [ZRef = (2 − j0.1) [4] ] is shown
in Fig. 5.15. In this figure it is possible to see a phase shift between
the reflection coeﬃcients of the absorbing mode SAbs(1) and SAbs(2)
(upward-pointing triangles) of exactly 180° and, also, closely located to
the requested τ = 0.9 circle. It is noteworthy also the fact that the modu-
lation eﬃciency obtained for this configuration is the maximum possible.
Indeed, expression (5.5) achieves its maximum when the modulation ef-
ficiency for the two considered sensing states has the same value. In this
case, the obtained modulation eﬃciencies are η1 = η2 = 0.21.
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Figure 5.15: Final EM sensor tag response calculated at 868 MHz for the
optimized chip absorbing impedance ZAbs = (12.1 − j328.7) [ZRef = (2 −
j0.1) [4] ] in comparison with the tag response of a state-of-the-art passive
UHF RFID tag (black markers). The reflection coeﬃcients of the absorbing
mode SAbs(1) and SAbs(2) are favourably located close to the τ = 0.9 circle
and have a phase diﬀerence of exactly 180° (upward-pointing triangles). The
corresponding reflection coeﬃcients in the reflection mode SRef lie on the τ = 0
circle (downward-pointing triangles).
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In this thesis, I have reported the work and the activities I did during my
PhD path, all of them focusing on energy-aware solutions able to reduce
or completely avoid the use of battery in portable devices or sensing
nodes. In particular, I have proposed a seamless solution to exploit the
available PDAs antennas for near-field wireless recharging, with no need
for dedicated energy transfer links and charging stations. By choosing
a suitable frequency, energy transfer between closely-located portable
devices is enabled by exploiting the coupling of their reactive electric
field. The proposed solution only needs to equip the portable anten-
nas with a diplexing network, able to decouple the radiation and the
power recharging paths. As a proof-of-concept an initial simplified sys-
tem based on capacitive coupling has been investigated and explained.
Based on this initial result, a second full system prototype based on
capacitive coupling has been fabricated: the eﬀective coexistence of the
two concurrent activities of communication and wireless recharging has
been experimentally demonstrated. Of course, this architecture enables
WPT with lower eﬃciency levels than state-of-the-art dedicated reson-
ant reactive links, but it is still suﬃcient to make the proposed idea
a valid, simple and cheap alternative. The proposed theoretical and
numerical approach can be further extended to the design of a new gen-
eration of mobile antenna system whose layout optimization addresses
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at the same time high frequency for far-field and low-frequency near-field
performance.
I have also developed an equivalent and simple circuit model of a T-
matched dipole that is able to accurately represent the dipole behaviour
for several bending states, not only at the nominal RFID operating
frequency but also over a 50 MHz band centred around it. This CM
model can be used not only for fast evaluation of the antenna sensor tag
performance, but also for optimization purpose in order to define the
best antenna geometry from the point of view of sensor tag sensitivity
with respect to a specific chip impedance.
The presented design method is general and can be adopted for a
class of sensor tags (e.g., chipless sensor tag) based on a T-matched
dipole. Conversely, the CM of the T-matched dipole in various bending
states could be also exploited to design a conventional tag antenna that
is insensitive to bending (i.e. α = 0).
I have also introduced an innovative figure of merit that has been
adopted to drive all the optimization process for finding a final CM that
can better reflect the desired performance. At the end of the optimiza-
tion process, through some retrieved guidelines, it has been shown how
to convert the final CM into a final EM that clearly achieves the desired
performances when combined with the RFID chip. It is noteworthy that,
even if the guidelines are based on a geometrical layout diﬀerent from
the initial planar EM used for demonstrating the whole space mapping
technique, the direction of the suggested geometrical parameters modi-
fication was correct.
Indeed, five of the six geometrical parameters involved (Li, Wi with
i = 1, 2, 3) were correctly addressed. The only suggestion of the whole
procedure I consider wrong refers to L3. In fact, with respect to its initial
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value, it wasn’t necessary to modify it diﬀerently from the guideline that
was suggesting to increase it.
In conclusion, it has been shown how the final EM agrees with the
expected optimized final CM results in terms of the sensor tag.
Thanks to this, a complete space mapping technique has been de-
scribed and its feasibility has been proved through a comparison of the
sensor tag eﬃciency between the rough circuit model and the fine elec-
tromagnetic model.
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