Abstract Mobile digital TV environments demand flexible video compression like scalable video coding (SVC) because of varying bandwidths and devices. Since existing infrastructures highly rely on H.264/AVC video compression, network providers could adapt the current H.264/AVC encoded video to SVC. This adaptation needs to be done efficiently to reduce processing power and operational cost. This paper proposes two techniques to convert an H.264/AVC bitstream in Baseline (P-pictures based) and Main Profile (B-pictures based) without scalability to a scalable bitstream with temporal scalability as part of a framework for low-complexity video adaptation for digital TV broadcasting. Our approaches are based on accelerating the interprediction, focusing on reducing the coding complexity of mode decision and motion estimation tasks of the encoder stage by using information available after the H.264/AVC decoding stage. The results show that 
Introduction
The users demand for multimedia content services has grown spectacularly in the last years. One of the most requested services is the digital TV (based on H.264/AVC) on mobile devices. There are different alternatives to transmit this content from broadcasters to the users. One of them is the mobile internet protocol television (IPTV) [23] . Other networks deployed specially for delivering multimedia contents to mobile terminals are advanced television systems committeemobile/handheld (ATSC-M/H) [1] in North America and digital video broadcasting handheld (DVB-H) in Europe [8] . All of them are characterized by fluctuating bandwidths and varying device capabilities. Because of these irregularities, it is necessary to adapt the video stream to the changing environment [6, 16, 19] .
Since this adaptability is not incorporated in H.264/AVC, scalable video coding (SVC) [15] was introduced. The SVC video stream is divided into layers, each adding more spatial, temporal or quality resolution. By removing layers, spatial resolution, frame rate, or quality can be reduced. On the one hand, this adaptation must occur in terms of bitrate to adapt to the constraints of the transmission due to the dynamic nature of the links of the network and on the other hand, in terms of bitrate or spatial resolution to fit into the different capabilities of a mobile terminal (battery lifetime, computing capacity, or screen resolutions). Therefore, real time video adap-tation for mobile devices plays a crucial role. Nowadays, broadcasting for TV and mobile TV is largely based on H.264/AVC. As a result, to extend existing infrastructure with scalable capabilities, H.264/AVC-to-SVC transcoding is needed. Video transcoding [28] can be regarded as a process for ef-ficient adaptation of media content, in order to match the properties and constraints of transmission networks and terminal devices, by efficiently (re)using information from the incoming bitstream, while at the same time minimizing quality loss due to the adaptation. A video transcoder is composed of a decoding stage followed by an encoding stage. The simplest transcoder is constructed by connecting a decoder which decodes the input bitstream with an encoder which forms a new bitstream with different characteristics. When applying this transcoding step at the broadcaster's premises, existing H.264/AVC infrastructure can be maintained and low complexity adaptations can be made in the broadcast network, where needed. The resulting network architecture is illustrated in Fig. 1 . In this figure, an H.264/AVC-to-SVC transcoder (video adaptation) is added on the transition from the video streamer to the mobile digital TV network. The goal is to perform the required adaptation process faster than the concatenation of decoder and encoder. Its efficiency is obtained by reusing as much information as possible from the original bitstream, such as mode decisions and motion information, to reduce the encoding SVC time, focusing on the mode decision process and the estimation process.
In particular, in this paper we propose a low complexity transcoder for transforming H.264/AVC bit-streams in Baseline (P-picture based) and Main Profile (B-picture based) without temporal scalability (frame rate variability) into an SVC bitstream with temporal scalability.
The low complexity transcoder is based on to accelerate the interprediction, focusing on reducing the coding complexity of mode decision and motion estimation tasks of the encoder stage by reusing information such as residual data, motion vectors, mode decision, etc. in the H.264/AVC decoding stage. For accelerating the mode decision task, a decision tree for every profile for narrowing down the MacroBlock (MB) types to be checked by the SVC encoder were developed. These decision trees have been obstained using machine learning (ML) tools. On the other hand, for accelerating the motion estimation task, a reduced area was created dynamically for every MB and sub-MB.
The remainder of this paper is organized as follows. In Sect. 2, the state-of-the-art for H.264/AVC-to-SVC transcoding is discussed. Section 3 describes the technique background and temporal scalability in SVC. In Sect. 4 our approaches are depicted. In Sect. 5 the implementation results are shown. Finally, in Sect. 6 conclusions are presented.
Related work
In the last few years, different techniques for tran-scoding from H.264/AVC-to-SVC have been proposed. Some of the proposals related to quality-SNR scalability are described in [5, [25] [26] [27] . There are few related to spatial [20] and temporal scalability [2, 7, [9] [10] [11] . Since this proposal focuses on transcoding for providing temporal scalability, only techniques related to that type are explained with more detail in the following lines.
In 2008 a transcoding method from an H.264/AVC Ppicture-based bitstream to an SVC bitstream was presented in [7] by Dziri et al. In this approach, the H.264/AVC bitstream was transcoded to two layers of P-pictures (one with reference pictures and the other with non-reference ones). Then, this bitstream was transformed to an SVC bitstream by syntax adaptation. In 2010, Al-Muscati et al. proposed another technique for transcoding that provided temporal scalability in [2] . The method presented was applied in the Baseline Profile and reused information from the mode decision and motion estimation processes from the H.264/AVC stream. During that year some we presented more proposals such as an H.264/AVC-to-SVC video transcoder that efficiently reuses some motion information of the H.264/AVC decoding process in order to reduce the time consumption of the SVC encoding algorithm by reducing the motion estimation process time. The approach was developed for Main Profile and dynamically adapted for several temporal layers [9] . Later, in 2011, the previous algorithm was adjusted for the Baseline Profile and P frames [10] . The same year, a technique for accelerating the mode decision task of SVC encoder in an H.264/AVC-to-SVC transcoder with temporal scalability and Baseline Profile was presented in [11] and then, extended for working together with [10] in [12] . In 2012, Chia-Hung and al. proposed another technique [3] for transcoding from H.264/AVC-to-SVC using probability models and Markov chains and we presented another work adapting [13] for working in Main Profile. The present work extends the evaluation made in [13] using more GOP sizes and combined with [12] , presenting all the results for applying this technique to different sequences.
Technical background
3.1 Temporal scalability in scalable video coding H.264/AVC was an enabling technology for digital video in almost every area that was not previously covered by H.262/MPEG-2, and has substantially displaced the older standard within its existing application domain. It is widely used for many applications, including broadcasting of High Definition (HD) TV signals over satellite, cable, terrestrial transmission systems, video content acquisition and editing systems, camcorders, security applications, Internet and mobile network video, Blu-ray discs, and real-time conversational applications such as video chat, video conferencing, and telepresence systems. H.264/AVC employs a hybrid block-based video compression technique which is based on combining picture Inter prediction to exploit temporal redundancy and transform-based coding of the prediction errors to exploit spatial redundancy.
As said previously, SVC is an extension of H.264/AVC. SVC streams are composed of layers which can be removed to adapt the streams to the needs of end users or the capabilities of the terminals or the network conditions. The layers are divided in-to one base layer and one or more enhancement layers which employ data of lower layers for efficient coding. SVC supports three main types of scalability:
-Temporal Scalability The base layer is coded at a low frame rate. By adding enhancement layers the frame rate of the decoded sequence can be increased. -Spatial Scalability The base layer is coded at a low spatial resolution. By adding enhancement layers the resolution of the decoded sequence can be increased.
-Quality (SNR) Scalability The base layer is coded at a low quality. By adding enhancement layers the quality of the decoded sequences can be increased.
To identify to which layer each frame is associated, a layer identifier triplet (D,T,Q) is transmitted for every frame. In this triplet, D represents the dependency layer or spatial layer identifier (Did), T is the temporal layer identifier (Tid) and Q is the quality layer identifier (Qid). Each enhancement layer is placed in a new network abstraction layer unit (NAL-unit). Depending on the available bit rate or the device capabilities, NAL units are either routed to the end-user or dropped in the (congested) wireless network. Even when all packets arrive, the end user device can decide not to decode some enhancement layer packets (e.g., in order to reduce energy consumption).
Since our proposal focus on temporal scalability, a brief explanation of this type of scalability is given in this section. In a sequence with temporal scalability, the base layer represents the lowest frame rate (with an identifier equal to 0). With one or more temporal enhancement layers (with identifiers that increase by 1 in every layer), a higher frame rate can be achieved. Figure 2 shows a sequence encoded as four temporal layers. The base layer (layer 0) consists of frames 0 and 8 and provides 1/8 of the original frame rate. Frame 4 lies within the first enhancement temporal layer and, decoded together with layer 0, produces 1/4 of the frame rate of the full sequence. Layer 2 consists of frames 2 and 6; together with layers 0 and 1 it provides a frame rate that is 1/2 of the frame rate of the whole sequence.
Temporal scalability can be achieved using P and B coding tools that are available in H.264/AVC and by extension in SVC. Flexible prediction tools make possible to mark any picture as reference picture, so that it can be used for motioncompensated prediction of following pictures. This feature allows coding of picture sequences with arbitrary temporal dependencies. In this way, to achieve temporal scalability, SVC links its reference and predicted frames using hierarchical prediction structures [15] which define the temporal layering of the final structure. In this type of prediction structures, the pictures of the temporal base layer are coded in regular intervals by using only previous pictures within the temporal base layer as references. The set of pictures between two successive pictures of the temporal base layer together with the succeeding base layer picture is known as a group of pictures (GOP). As was mentioned previously, the temporal base layer represents the lowest frame rate that can be obtained. The frame rate can be increased by adding pictures of the enhancement layers.
Temporal scalability based on P pictures was introduced in [29] . This technique provides lower latency and is particularly useful for multimedia communications like mobile There are different structures for enabling temporal scalability, but the one used by default in the Joint Scalable Video Model (JSVM) reference encoder software [18] is based on hierarchical pictures with a dyadic structure where the number of temporal layers is thus equal to 1 + log2[GOP size]. For a comprehensive overview of the scalable extension of H.264/AVC, the reader is referred to [22] .
Mode decision process
In H.264/AVC and its extension SVC, the pictures are partitioned into MBs. For every MB a prediction is created from previously encoded data and is subtracted from the MB to form a residual. By selecting the best prediction options for an individual MB, an encoder can minimize the residual size to produce a highly compressed bitstream.
H.264/AVC and SVC support both intra prediction and inter prediction. Intra prediction only requires data from the current picture, while inter prediction uses data from a picture that has previously been coded and transmitted (a reference picture) and is used for eliminating temporal redundancy in P and B frames. 
Motion estimation process
The motion estimation process consists in finding a region in a reference frame that matches the current MB as far as possible. In order to find this region, a search area situated in the reference frame is def-ned. That search area is centered on the current MB partition position, and the region within the search area that minimizes a matching criterion is chosen. For elimination of the temporal redundancy, motion vectors (MVs) between every MB or sub-MB partition and that block which generates the most appropriate match inside the search area of the reference frame are calculated. For each interpredicted sub-macroblock partition, one or two motion vectors can be provided, which indicates the prediction with quarter pixel accuracy. Thus, for any macroblock, one to six- teen motion vectors can be provided. Since for each submacroblock partition a different motion vector can be determined, a search operation is performed for each of these submacroblock partitions, resulting in a very complex operation. Reducing the motion vector search complexity is one of the means to reduce the complexity. The mode decision process evaluates the optimal motion vector for each sub-partition size, while all reference lists are evaluated (i.e, the mode decision process invokes the motion estimation process multiple times). The mode and reference list yielding the lowest RD is selected and the corresponding macroblock type is used to signal the syntactical information (such as macroblock type and MV) and residual data. Thus, all possible partitions and reference lists are evaluated, resulting in a very complex operation. The motion estimation process is illustrated in Fig. 4 .
Proposed video transcoding
One of the key points that need to be addressed in the design of an efficient H.264/AVC-to-SVC transcoder is interprediction, since it is one of the most computationally-intensive tasks involved in the transcoding process. The interprediction includes mode decision and motion estimation processes described in Sect. 3.
The idea behind the proposed transcoder is to accelerate the interprediction, focusing on reducing the coding complexity of mode decision and motion estimation tasks of the encoder stage by using information available after the H.264/AVC decoding stage.
For accelerating the mode decision task, a decision tree for narrowing down the MB types to be checked by the SVC encoder was developed. This decision tree has been obtained using ML tools. On the other hand, for accelerating the motion estimation task, a reduced area was created dynamically for every MB and sub-MB. In the next subsections we will describe these two techniques.
Reducing mode decision complexity
Machine learning is a scientific discipline concerned with the design and development of algorithms that allow computers to evolve behaviors based on empirical data. It has the decision making ability with low computation complexity, basically, if-then-else operations.
In this framework, we used ML tools in order to convert into rules the relationships between some data extracted from H.264/AVC decoding process and the MB mode partitioning of SVC (this could be seen as the variable to understand). By using these rules instead of the MB partition algorithm of the SVC encoder, we can speed up this process. In this paper, two different decision trees (one for Baseline Profile and another one for Main Profile) with three levels of decision are presented. These decision trees narrow the mode decisions that can be chosen by the standard.
To build every decision tree we used the WEKA software [14] . For every macroblock, the extracted information is used to generate the decision tree (and then to decide the macroblock partitioning). Some operations and statistics are calculated for this data: The information enumerated above together with the SVC encoder mode decision was introduced and then, an ML classifier was run. In this case, the well-known RIPPER algorithm [4] was used. The training file was generated using the sequence Football and only taking into account the frames within the two enhancement temporal layers with the highest identifiers. The binary decision tree obtained has three decision levels: This tree was generated with the information available after the decoding process and does not focus the final MB partition, but reduces the set of final MB that can be chosen by SVC encoder. This is represented in Fig. 5 where the white circles represent the set of MB partition where the reference standard can choose into. The process for generating both decision trees is the same as described above.
The ML process gave us a decision tree for Base-line Profile that classified correctly in about 91 % of cases in the 1st level, 87 % in the 2nd level and 80 % in the 3rd level and in about 93 % of cases in the 1st level, 89 % in the 2nd level and 84 % in the 3rd level for Main Profile.
These decision trees are composed of a set of thresholds for the H.264/AVC residual and for the statistics related to it. Since the MB mode decision, and hence the thresholds, depend on the Quantization Parameter (QP) used in the H.264/AVC stage, the residual, the mean and the variance threshold will be different at each QP. The solution is to develop a single decision tree for a QP and adjust the mean and the variance threshold used by the trees basing on the QP. Since the relationship between the quantization step size and the QP is well known, an adjustment to the decision tree can be made. The proposed transcoder uses a single decision tree developed for a mid-QP of 28, and which is later adjusted for other QPs (32, 36 and 40). Since the quantization step size TL0  TL1  TL2  TL0  TL1  TL2  TL3  TL0  TL1  TL2  TL3 TL0  TL1  TL2  TL0  TL1  TL2  TL3  TL0  TL1  TL2  TL3 TL0  TL1  TL2  TL0  TL1  TL2  TL3  TL0  TL1  TL2  TL3 doubles when QP increases by 6, the thresholds are adjusted by 12.5 % for a change in QP of 1.
Reducing motion estimation complexity
As said previously, the idea of the motion estimation task consists of eliminating the temporal redundancy in a way that corresponds to the movement of the scene. For this purpose, in H.264/AVC MVs between every MB or sub-MB partition and the block which generates the lowest residual inside the search area of the reference frame are calculated. These MVs represent, approximately, the amount of movement of the MB. Since the MVs, generated by H.264/AVC and transmitted into the encoded bitstream, represent, approximately, the amount of movement of the frame, they can be reused to accelerate the SVC motion estimation process by reducing the search area dynamically and efficiently. The new reduced search area which is proposed uses the incoming MVs from H.264/AVC to determine a small area to find the real MVs calculated in SVC, which is depicted in Fig. 6 . TL0  TL1  TL2  TL0  TL1  TL2  TL3  TL0  TL1  TL2  TL3 This smaller search area is determined by the circumference centered in (0,0) point for each MB or sub-MB. This circumference has a radius which varies dynamically depending on the length of the average of the incoming vector for a specific MB and the temporal layer which the frame is in. Both H.264/AVC and SVC use two lists of previously-coded reference frames (list0 and list1), before or after the current picture in temporal order in B pictures (bidirectional) for prediction. For P pictures only list0 is used.
Due the different GOP patterns between H.264/AVC and SVC, it is usual to have cases where MVs extracted from H.264/AVC are obtained with a reference of a list0, but SVC needs the reference from the list1 or vice versa or even a bidirectional prediction is done requiring MVs of both lists. In these cases, the supposition is made that the length of the MV of both lists for a MB is the same. The average of the incoming MVs of a determined MB is used to overcome the mismatching between GOP patterns and prediction structures. While the starting encoded bitstream in H.264/AVC is formed by IPPP/IBBP GOP patterns without temporal scalability, the final SVC bitstream needs temporally scalable hierarchical structures (see Fig. 2 ). This fact leads to different MVs in both H.264/AVC and SVC. Furthermore, MB partitions developed by H.264/AVC can be different from those in SVC (see Fig. 7 ), so the number of MVs associated with an H.264/AVC MB can be different 30 R. Garrido-Cantos et al. Another thing to keep in mind is that these MVs for each MB have been calculated in H.264/AVC using a reference frame that could have a different distance from the current frame than for the SVC case. In general, GOP structures in SVC with temporal scalability lead to longer distances between a frame and its reference frame than in H.264/AVC. As can be seen in Fig. 2 , with hierarchical picture structures, the distance between both frames is longer when the temporal layer decreases. To deal with this different prediction distance, a correction factor is introduced so the circumference generated previously is multiplied by a factor that depends on which temporal layer the current frame is in. 
Performance evaluation
In this section, results from the implementation of the proposal described in the previous section are shown. Experiments were conducted to evaluate the performance of the proposed H.264/AVC-to-SVC transcoder when transcoding videos using test sequ-ences of varying characteristics, namely Hall, City, Foreman, Soccer, Harbour, and Mobile in CIF (30 Hz) and QCIF resolutions (15 Hz). These sequences were encoded using the H.264/AVC Joint Model (JM) reference software [17] , version 16.2, with an IPPP/IBBP patterns with a fixed QP = 28 in a trade-off between quality and bitrate. Then, for the reference results, the encoded bit-streams are decoded and re-encoded using the JSVM software, version 9.19.3 [18] with temporal scalability, Baseline and Main Profiles and different values of QP (28, 32, 36, 40) and different GOP sizes.
For the results of our proposal, encoded bitstreams in H.264/AVC are transcoded using the technique described in Sect. 4. This technique was applied to the two enhancement temporal layers with the highest identifiers because, as it was shown in Tables 1, 2 , 3, and 4, these temporal layers were where most encoding time is spent (approximately 80 % of the time spent on encoding the full sequence is used to encode these temporal layers). If there is only one temporal enhancement layer, it will only be applied to this one to avoid changes in the base temporal layer.
The metrics used to evaluate the proposed video transcoder are the RD function (Bitrate vs. PSNR), ΔBitrate (%), ΔP SN R (dB) and Time Saving (%). These metrics are defined below:
-RD function Rate distortion gives theoretical bounds to the compression rates that can be achieved using different methods. In rate distortion theory, the rate is usually understood as the number of bits per data sample to be stored or transmitted. The notion of distortion is a subject of ongoing discussion. In the simplest case (which is actually used in most cases), the distortion is defined as the variance of the difference between the input and the output signals (i.e., the mean squared error of the difference). In the definition of the RD function used to show the performance results, PSNR is the distortion for a given bitrate. The averaged PSNR values of luminance (Y) and chrominance (U, V) are used in the RD function graphs. The averaged-global PSNR is based on Eq. 1.
-ΔP SN R (dB) and ΔBitrate (%): The detailed procedures for calculating these differences can be found in a JVT document authored by Bjntegaard [24] . This mechanism is proposed for finding numerical averages between RD-curves as part of the presentation of the results. ΔP SN R represents the difference in quality (negative means quality loss) and ΔBitrate repre-sents the bitrate increment (positive means that the bitrate increases).
-Time Saving (%) In order to evaluate the complexity reduction achieved by the proposal compared to the reference transcoder, the following calculation is defined to find the time differences. Let Tref denote the coding time used by the H.264/AVC reference software and Tprop be the time taken by the algorithm proposed or the mecha- nism that has been evaluated; Time Saving is defined in Eq. 2. In Tprop the full computational cost for the operations needed to prepare the information for the approach is also included. In the proposal presented in this paper, there are two different Time Savings calculated:
-Full seq. This is the time reduction for the whole sequence when our proposal is applied. -Partial This is the time reduction for the temporal layers which the proposal is applied to.
T imeSaving(%)
= T re f − T prop T re f * 100(2)
Baseline profile evaluation
This section discusses the performance evaluation of the proposed H.264/AVC-to-SVC transcoder for Baseline Profile. In Table 5 , 6, 7, 8, and 9 the results for ΔP SN R, ΔBitrate and Time Saving are shown when our technique is applied compared to the reference transcoder. Moreover, these results are collected graphically in Fig. 8 . The values of PSNR and bitrate obtained with the proposed transcoder are very close to the results obtained when applying the reference transcoder (re-encoder) while around 80-85 % of reduction of computational complexity in the full sequence and around 98 % in the specific layers is achieved for Baseline Profile. Some resulting ratedistortion (RD) curves for the SVC bitstreams with several GOP sizes are shown in Figs. 9 and 10 where it can be seen that our proposal for transcoding is able to approach the RD-optimal transcoded (re-encoded) reference without any significant loss. The values of PSNR and bitrate obtained with the proposed transcoder are ve-ry close to the results obtained when applying the reference transcoder (re-encoder) while a significant reduction of computational complexity is achieved (around a 98 % where the proposal is applied).
Main Profile evaluation
This section discusses the performance evaluation of the proposed H.264/AVC-to-SVC transcoder for Main Profile. For measuring the results of the proposal, the same test sequences used previously in QCIF and CIF resolution were used. The results for running the technique for different GOP sizes are shown in Tables 10, 11 , 12, 13, and 14. Moreover, these results are collected graphically in Fig. 11 . Some resulting RD curves for the SVC bitstreams with several GOP sizes are shown in Figs. 12 and 13 where it can be seen that our proposal for transcoding is able to approach the RD-optimal transcoded (re-encoded) reference without any significant loss.
Analysis of results
In this section, an analysis of the results obtained is done. Both in Baseline and Main Profile time reduction has been increased when the proposals presented in Sect. 4 have been adjusted for working together. In Baseline Profile around a 97 % of time saving in the temporal layers where the proposal is applied is achieved, while around a 75 % of time saving has been achieved in the whole sequence. In Main Profile the time saving achieved is slightly higher. These reductions were obtained with an increment of bitrate of 3.28 % in the worst case. Regarding the loss of quality, the proposal is able to improve the quality of the reference. This is possible because the reference was encoded with RDO option disable. As in the previous proposals, the results show that the technique can be applied to different GOP sizes obtaining results very similar.
The performance results also show that the proposal works properly with different sequences with varying characteristics and resolutions, although there are some differences between sequences with regard to the increment in bitrate. For example, the increment in bitrate is smaller in Hall or Harbour than in Soccer. This is due to the high level of movement in the Soccer sequence. Since the prediction structure in H.264/AVC without scalability and SVC is different, the reference frames from the same frame number are usually different. As the information collected from the decoding stage for each frame (residual, MVs, mode decision) is used for the decision tree for deciding the MB type, if the scene has little movement, the different prediction structure has less impact than if the sequence has a high level of movement.
Another thing that can be observed is that the proposal can be applied to different GOP sizes and the results are very similar in all cases. Only in one case, when the transcoding techniques are applied to sequences encoded with a GOP size of 4, does the time reduction achieve its maximum value. This is due to the fact that in this case the techniques are applied only to two out of three temporal layers and only the temporal base layer is encoded completely. In conclusion, the proposal can be applied to different GOP sizes and works properly in all of them.
Conclusion
In this paper, a proposal for adapting H.264/AVC bitstreams to SVC streams with temporal scalability in Baseline and Main Profile has been presented. This scalability makes it possible to adapt the video contents to different mobile devices regarding frame rate. Moreover, by applying our proposal, the complexity of the interprediction process is reduced, and therefore, the complexity of the adaptation. The experimental results show that it is capable to reduce CIF Sequences (30 Hz) -GOP = 2 the coding complexity by around 98 % where it is applied while maintaining the coding efficiency. 
