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A B S T R A C T 
Quant i f i ca t ion of t h e h u m a n prior i n fo rma t ion is of v i ta l i m p o r t a n c e in Bayes ian 
m e t h o d . T h e classical m a t h e m a t i c a l model ings seem to fail in c a p t u r i n g t h e un-
i 
cer ta in ty t h a t is o r ig ina ted f r o m t h e imprecis ion a n d vagueness of t h e h u m a n 
cogni t ion a n d va lua t ion . In th is thesis , fuzzy set t heo ry is exploi ted to c a p t u r e 
such k ind of uncer ta in ty . We confine ourselves to a 2 x 2 cont ingency t ab le , 
on which a l inguis t ic var iable is i n t roduced to mode l t h e h u m a n pr ior belief. A 
m o r e specific pr ior i n fo rma t ion for each user can b e quant i f ied via mode l ing his 
degree of sureness and degree of fuzziness w i th respect to t h e cor responding si tu-
a t ion . Pos te r io r analysis is pe r fo rmed in M o n t e Car lo approach , where a requis i te 
s amp le is gene ra t ed by using Gibbs sampler . F r o m t h e resul ts of t h e s imula t ion 
s tudy , t h e pos te r ior e s t imates a re f o u n d not sensi t ive to t h e p a r a m e t e r s of t h e 
mode l . Moreover , t h e flexibility in model ing different k inds of pr ior belief is also 
an a t t r a c t i v e po in t for using th is approach . 
K e y w o r d : 2 x 2 Cont ingency table ; P r io r belief; Associat ion; Pos ter ior analysis; 
Fuzzy set theory; M o n t e Car lo m e t h o d ; Gibbs sampler . 
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Chapter 1 
Introduction 
In t h e h i s to ry of t h e Bayesian analysis of categorical d a t a , one of t h e m a i n issues 
is t h e quan t i f i ca t ion of t h e vague prior in fo rmat ion of a user . 
Leona rd (1973) models t h e prior in fo rmat ion of a two-way mu l t i nomia l t ab l e 
by a two-s tage n o r m a l prior in which a mul t iva r i a t e logits mode l for t h e cell prob-
abili t ies is considered. It is an addi t ive mode l of t h e row, t h e co lumn a n d t h e 
in te rac t ion effects. At t h e first s tage, t he row ( the co lumn or t h e in te rac t ion) pa-
r a m e t e r s a re assigned to have t h e independen t n o r m a l d i s t r ibu t ion w i t h c o m m o n 
m e a n ji and var iance At t h e second s tage, t he m e a n p a r a m e t e r [i is a s sumed 
to have a non in fo rma t ive flat pr ior , while t h e var iance p a r a m e t e r cr^  is a s sumed 
to possess an inverse chi-square d i s t r ibu t ion . Finally, these two p a r a m e t e r s are 
in t eg ra t ed ou t to yield t h e prior . Laird (1978) follows Leonard ' s idea. I n s t ead of 
assigning t h e n o r m a l priors to t h e p a r a m e t e r s of t h e row and t h e co lumn effects , 
she adop t s an imprope r flat pr ior for each of t h e m . Also, t h e empi r ica l Bayes 
app roach is employed to provide t h e es t imates for t h e p a r a m e t e r s of t h e n o r m a l 
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priors of t he in te rac t ion p a r a m e t e r s by max imiz ing t he cor responding m a r g i n a l 
l ikelihood. Th i s k ind of model ing is qu i te compl ica ted for t h e case of a 2 x 2 
cont ingency tab le . 
Alber t and G u p t a (1983) adop t a n o t h e r app roach and cons t ruc t t h e pr ior 
for t h e m u l t i n o m i a l mode l using a mul t i s t age technique . At t h e f irst s tage , t h e y 
a s s u m e t h e c o n j u g a t e Dirichlet pr ior for t h e cell p robabi l i ty vector , which d e p e n d s 
on four p a r a m e t e r s , name ly a A", rja and rjb. At t h e second s tage , t h e fou r 
p a r a m e t e r s a re comple te ly specified. T h e two p a r a m e t e r s , t]^ a n d rjb which are 
respect ively t h e row and t h e column to ta l s of t h e cell probabi l i t ies , a re a s s u m e d 
to possess t h e i ndependen t un i fo rm d is t r ibu t ion on t h e un i t square a n d t h e y are 
t h e n in t eg ra t ed out to yield a m i x t u r e of Dirichlet pr ior . Also, t h e p a r a m e t e r 
ao , which represents t he cross p r o d u c t (odds) ra t io of a prior t ab le , is d i rec t ly 
specified, by t h e user to reflect his own pr ior belief of associa t ion on t h e t ab le . 
Whi l e t h e p a r a m e t e r K , which represents t h e sample size of t h e pr ior d a t a , is 
also elicited f r o m t h e user to reflect t h e precision of his belief on t h e assoc ia t ion 
s t r u c t u r e , t h a t is represen ted by t h e odds ra t io a . However, th is p a r a m e t e r K 
is indi rec t ly ob t a ined by p u t t i n g a confidence s t a t e m e n t , such as a 0.9 conf idence 
interval , on t h e odds ra t io . Thus , each user need to specify, e i ther di rect ly or 
indirect ly, two p a r a m e t e r s , a and K , to reflect his own prior belief. 
P e r h a p s d u e to t he m a t h e m a t i c a l t rac tab i l i ty , m a n y o the r researchers a d o p t 
t h e c o n j u g a t e pr ior for t h e observed categor ical d a t a . For ins tance , S m i t h a n d 
Gune l (1984), Alber t (1985a, 1987b, 1990), K a d a n e (1985), Smi th et al (1985), 
N u r m i n e n and M u t a n e n (1987), Agrest i and C h u a n g (1989) and Mar i t z (1989) 
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use t h e Dirichlet d i s t r ibu t ion (or t he m i x t u r e of Dirichlet d i s t r ibu t ions ) for t h e 
mul t inomia l d a t a . Alber t (1985b) and J a n s e n and Sni jders (1991) use t h e p rod-
uct of i ndependen t g a m m a d is t r ibu t ions for t h e Poisson d a t a . K a u f m a n a n d King 
(1973) a n d Albe r t a n d G u p t a (1985) use t h e p r o d u c t of i ndependen t b e t a distr i -
bu t ions for t h e b inomia l d a t a . Also, t he re are o the r ways of mode l ing t h e pr ior 
d i s t r ibu t ion . For example , Alber t (1987a) uses t h e no rma l pr ior for t h e log-odds 
r a t io t o mode l t h e independence prior belief; J a n s e n a n d Sni jders (1991) use t h e 
lognormal d i s t r ibu t ion for t h e Poisson d a t a . 
In l i t e ra tu re , t h e r e is l i t t le controversy in using t h e c o n j u g a t e fami ly of t h e 
observed d a t a to mode l t h e pr ior d i s t r ibu t ion of t h e p a r a m e t e r s . On t h e o the r 
h a n d , how to h a n d l e t h e h y p e r p a r a m e t e r s of t h e prior d i s t r ibu t ion becomes a 
crucial issue in this field as different choices of t h e h y p e r p a r a m e t e r s do reflect 
different kinds of pr ior belief. T h e r e are several ways to deal wi th th is issue. 
For ins tance , t h e p a r a m e t e r s a re specified by t h e user , such as Alber t a n d G u p t a 
(1983); t h e y a re assessed f r o m a prac t ica l p rob lem, such as Smi th a n d Gune l 
(1984); t h e y a re assessed f r o m a cer ta in p robabi l i ty s t a t e m e n t , such as Albe r t 
(1990); t h e y are e s t i m a t e d f r o m the sample d a t a (Empi r ica l Bayes app roach ) , 
such as Mar i t z (1989); t hey are e l iminated by in tegra t ion , such as Alber t a n d 
G u p t a (1983). 
All of these works a im a t model ing t he prior belief of a user . However, h u m a n 
cogni t ion a n d va lua t ion are imprecise and vague. T h u s , a k ind of u n c e r t a i n t y 
arises when one specifies his prior belief. Obviously, such kind of u n c e r t a i n t y is 
nonprobabi l i s t i c in n a t u r e . Hence, it is not appos i t e t o use t h e classical m a t h e -
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m a t i c a l mode l to c a p t u r e this k ind of uncer ta in ty . Fuzzy set t heo ry is a m a t h -
emat i ca l b o d y which a t t e m p t s t o develop a concep tua l f r a m e w o r k for an exac t 
r ep resen ta t ion of inexact concepts wi th quan t i t a t i ve or qua l i t a t ive a r g u m e n t s . 
T h e m a i n p u r p o s e of this thesis is to explore ano the r way, us ing t h e f u z z y set 
theory , of quan t i fy ing t h e h u m a n prior belief in t h e context of Bayes ian analys is 
of ca tegor ical d a t a . 
We shall conf ine ourselves to a 2 x 2 cont ingency t ab l e where t h e observed 
f r equency counts are e i ther a mul t inomia l d a t a or a Poisson d a t a . Moreover , t h e 
n a t u r a l l o g a r i t h m of t h e odds (cross p roduc t ) ra t io , or s imply t h e log-odds ra t io , 
will b e employed as a m e a s u r e of associat ion of t h e 2 x 2 tab le . In C h a p t e r 2, 
u n d e r some reasonab le a s sumpt ions , we shall show t h a t t h e prior d i s t r i bu t ion of 
t h e cell p robab i l i ty vector of t h e t ab le is d i s t r ibu ted as Dir ichlet , of which t h e 
h y p e r p a r a m e t e r s can be in te rp re ted as t h e cell f requencies of a so-called prior 
t ab le . T h e n , we shall exploit t h e fuzzy set theory to quan t i fy t h e user ' s pr ior 
belief on t h e cont ingency t ab l e and it will be s u m m a r i z e d by a fuzzy set A w i th 
m e m b e r s h i p f u n c t i o n ha. In C h a p t e r 3, we shall discuss how to p e r f o r m t h e 
pos te r io r analysis by using t h e M o n t e Carlo m e t h o d , where a requis i te s ample 
of t h e pr ior cell f r equency vector is d r awn by t h e Gibbs sampler . Dur ing this 
sampl ing process, an acceptance-re jec t ion a lgor i thm t h a t is es tab l i shed u n d e r t h e 
l ikelihood in t e rp re t a t i on of t h e member sh ip value is imp lemen ted so t h a t we can 
select t h e desired vector t h a t character izes t h e user ' s pr ior belief. Also, s imula t ion 
s tudies for our model ing will be launched in C h a p t e r 4. Finally, some conclusions 




A usua l way to h a n d l e t he pr ior i n fo rma t ion is composed of two p a r t s . T h e first 
p a r t is t o specify a known d i s t r ibu t ion for t h e p a r a m e t e r s of t h e observed distr i-
bu t ion ; t h e second pa r t is to t r ea t t h e h y p e r p a r a m e t e r s of t h e pr ior d i s t r i bu t ion 
app rop r i a t e ly so t h a t t he user ' s prior belief is reflected. 
In this chap te r , we are going to discuss wha t kinds of pr ior i n f o r m a t i o n t h a t we 
are in te res ted in and how we quan t i fy t h e m . T h e s ta t i s t ica l i n f o r m a t i o n re la ted 
to t h e cell probabi l i t ies of a 2 x 2 t ab le will be summar i zed as a Dirichlet pr ior in 
Sect ion 2.1. W e shall f ind t h a t t h e p a r a m e t e r s of t h e Dirichlet d i s t r ibu t ion of t h e 
cell p robab i l i ty vector can be in te rp re ted as t h e cell f r equency counts of a w h a t 
we call a prior table . In Section 2.2, two essential e lements , namely pr ior belief 
of assoc ia t ion and degree of sureness, of t h e pr ior belief will be discussed and b e 
quant i f ied by using t h e fuzzy set theory. In Sect ion 2.3, we shall o b t a i n t h e req-
uis i te i n fo rma t ion a b o u t t h e prior belief of a user t h r o u g h a short ques t ionna i re . 
Final ly, we shall have some commen t s in Section 2.4. 
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2.1 Prior Distribution 
In this section, we are going to find the prior d is t r ibut ion for t he cell p robabi l i ty 
vector ^ of a 2 X 2 tab le under some fairly weak assumpt ions . 
Consider a 2 x 2 contingency tab le which comprises two categorical r a n d o m 
variables A and B. Let % be t h e probabi l i ty of an observat ion falling in to t h e 
zth category of var iable A (as row variable) and the jth. ca tegory of var iable B (as 
column variable) , while = 1 A 2 ) denotes t he cell probabi l i ty vector . 
Fi rs t of all, we assume t h a t there is a so-called prior tab le t h a t contains 
t h e in fo rmat ion abou t t he cell probabi l i ty vector ^ prior to t he exper imenta t ion . 
T h e n , each (z, j ) t h cell, wi th f requency count Mi j , is assumed to correspond to a 
Poisson process wi th ra te A”, and t ime length t i . Thus , we have 
P r ( M . , = m”_|A”) = - , (2.1) 
rriij 
for z , j = l , 2 and they are independent ly d i s t r ibu ted . Also, t he r a n d o m vector M 
containing all t h e prior cell frequencies is given as ( M n , A/i2, 1 2). Besides, 
an improper prior for t he r a t e Xij with densi ty p ropor t iona l to a negat ive power 
of t h e r a t e Xij itself will be considered. T h a t is, 
cc A^ , (2.2) 
where X{j is greater t h a n zero and a is a negat ive number . Here we assume t h a t 
all t he prior in format ion is contained in the prior t ab le and the improper prior of 
t h e ra te . Moreover, it should be noticed t h a t t he t ime length t i is specified by t h e 
user to reflect t h e relative impor t ance of t he prior informat ion in t h e poster ior 
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analysis. T h e detai ls regarding t h e in te rp re ta t ion and the choice of th is value will 
be discussed in Subsect ion 2.4.1 and Section 2.3 respectively. 
Under this prior and t h e Poisson assumpt ion , we can show t h a t t h e prior 
density of t h e r a t e vector ^ is a p roduc t of independen t g a m m a densit ies, where 
A denotes (An , A12, A21, A22). Moreover, as t h e cell probabi l i ty and t h e r a t e are 
re la ted as, for z, j = l ,2 , 
= ^ ^ ^ ^ 2.3) 
r’s=l Ats 
we shall f u r t h e r show t h a t t he prior d is t r ibut ion of t he cell probabi l i ty vector 
is a Dirichlet d is t r ibut ion . T h e details concerning t h e above results are given as 
follows. 
T h e poster ior densi ty of t he r a t e A,j given M i j = m , j is p ropor t iona l to 
P r ( A f ” = m ” | A ” . ) 7 r ( A ” (x —— X^, 
u • 
oc , (2.4) 
which is t he kernel of a G a m m a density. Therefore , given Mi] rriij, t h e condi-
t ional d i s t r ibu t ion of the r a t e Xij is a G a m m a dis t r ibut ion wi th shape p a r a m e t e r 
(rriij + a + 1) and scale pa r ame te r T h a t is, for z, j = l ,2 , 
= m t P t r ( 1 + a + 1 , 1 / h ) , (2.5) 
where r ( a , /?) denotes t he G a m m a dis t r ibut ion wi th shape p a r a m e t e r a and scale 
p a r a m e t e r (5. Consequently, t h e prior densi ty of t h e r a t e vector ^ is a p r o d u c t of 
g a m m a densities given as follows: 
, ( A n , 2 A2i A 2 2 | ? ) = ; … + 1 (2.6) 
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In addi t ion , t he cell probabi l i ty % of t h e prior tab le can b e ca lcula ted f r o m 
t h e p ropor t ion of t h e expected cell f requencies of t h e four independen t Poisson 
processes, which is given by 
‘ ‘ n — ] 
” . - m r s ] 
= \ , 2.7) 
where E[Mi j ] = Xijti as Mi j is Poisson d i s t r ibu ted wi th mean Xijti . As t h e m e a n 
X-jti of t h e Poisson process has an independen t s t a n d a r d G a m m a d i s t r ibu t ion 
wi th p a r a m e t e r (m”- + a + 1), it is defined by Fang et al (1990, pp. 17-18) t h a t 
t h e joint d is t r ibut ion of the cell probabil i t ies is a Dirichlet d i s t r ibu t ion 
wi th pa r ame te r s ( m u + a + l , m i 2 + a + l , m 2 i + a + 1, 22 + a + 1). 
As a result , given ¥ t h e prior d i s t r ibu t ion of t he cell probabi l i ty vector 
^ is a Dirichlet d is t r ibut ion , say i ; ( m i i + a + l , mi2 + a + l , ^ 2 1 + a + l , m22+c^ + l ) , 
wi th densi ty given by 
— = + + 1)) nmii+a0mi2+a0m2i+aQm22+ci (2 8) 
— T—r2 "n / I 1 11 12 21 22 , \ * 
IX' i r ( m ” + a + 1) 
where T{a) in t h e above densi ty denotes t h e g a m m a func t ion evaluated at a. 
On t h e other h a n d , for t he r a t e Xij of t he Poisson process, m a n y au thor s adop t 
t h e prior of t he following form: 
(2.9) 
Jeffreys noninformat ive prior (Berger, 1985, pp . 87-89) is one of t h e priors t ak ing 
the above form, which is in fact t he squared root of t he expected Fisher Informa-
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t ion. In this case, t he p a r a m e t e r a is equal to - 1 / 2 . While , Lindley (1964) uses 
an improper prior wi th a being —1. From the Dirichlet densi ty in (2.8), t h e odds 
ra t io a of t he prior t ab le can b e computed as below: 
( 12| 1^) 
( m n + a + l)IS][{m22 + a + l ) / 5 
= ' : ( m i 2 + a + l ) /5 ' ] [ (m2i + a + l ) / ^ " 
( m i l + a + l ) ( m 2 2 + 0^  + 1) (2 10) 
- ( m i 2 + a + l ) (m2i + a + 1 ) ‘ 
where S = Y?t + a + 1). However, t he usual way to c o m p u t e t h e odds 
ra t io f r o m the prior tab le wi th cell f requency vector ^ is 
a (2.11) 
mum^i 
In order to achieve the consistency of t he compu ta t i on of t h e odds ra t io , we shall 
adop t t h e p a r a m e t e r a to be —1 in the prior densi ty of t h e r a t e Xij. 
Hence, t he prior d is t r ibut ion of t he r a t e vector ^ becomes a p r o d u c t of g a m m a 
densit ies of which each has rriij and 1 / t i as t h e shape and t h e scale pa rame te r s 
respectively. T h e n , t he prior density 
of A IS given by 
(AU,Ai2,A2I A22|?) = n • (2-12) 
i’j=l I uj 
While , t h e prior d is t r ibut ion of t h e cell probabi l i ty vector ^ is a Dirichlet distri-
bu t ion wi th pa ramete r s ^ ( m n , mi2, m2i 22) and its densi ty is given by 
tt( 1 A 2 A 1 A 2 I 
iXp 1 ) - 1 • (2.13) 
n l = i 11 12 21 22 
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2.2 Quantification of Prior Belief 
2.2.1 Prior Belief 
By pr ior belief, we m e a n t h e user ' s knowledge a b o u t t h e re la t ionsh ip of t h e two 
categor ica l var iables before expe r imen ta t i on (prior to observ ing t h e cu r ren t d a t a 
). Th i s knowledge is m a d e u p of b o t h t h e user ' s exper ience a n d t h e theore t -
ical sub jec t knowledge of these variables. In fac t , t h e pr ior knowledge m a y b e 
e i ther ob jec t ive or subjec t ive . P a s t records may provide a n ob jec t ive a n d precise 
i n f o r m a t i o n a b o u t t h e cell probabi l i t ies or t h e prior cell f requencies of a contin-
gency tab le . In this case, we may have a precise s ta t i s t i ca l i n fo rma t ion . If t h e 
value of t h e pr ior cell f r equency vector V} is provided by t h e pas t f igures, t h e 
pr ior d i s t r ibu t ion of t he cell p robabi l i ty vector can be comple te ly specified by a 
Dirichlet d i s t r ibu t ion wi th known pa rame te r s . On t he cont rary , t h e pas t records 
or f igures m a y no t b e available. However, by our c o m m o n sense or o the r relevant 
knowledge, we do have some idea a b o u t t h e two variables a n d the i r re la t ionsh ip . 
In th is s i tua t ion , it is obvious t h a t t he in fo rma t ion is sub jec t ive a n d vague. A n d , 
of course, t h e fo rmula t ion of a sub jec t ive knowledge h a d to b e m o r e diff icult , b u t 
chal lengable , t h a n t h e ob jec t ive one. In this thesis , we shall concen t r a t e on t h e 
sub jec t ive case. 
Not only knowing how these two variables a re associa ted , we are also in te res ted 
in asking to w h a t ex ten t t h a t t h e user believes in this pa r t i cu la r associa t ion . 
Actual ly , hav ing t h e same belief in associat ion s t ruc tu re , different users m a y still 
have different degree of sureness a b o u t it. O n e may f i rmly believe in a pa r t i cu l a r 
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assoc ia t ion s t r u c t u r e , say independence ; t he o ther one m a y also agree wi th t h a t 
assoc ia t ion , b u t in a weaker a n d more unce r t a in m a n n e r . The re fo re , mode l ing 
different degree of sureness of t h e user to his pr ior belief of assoc ia t ion is wor thy. 
In th is thesis , we consider t h e pr ior belief of a user to be composed of two 
c o m p o n e n t s . T h e first one is t h e prior belief of associa t ion which is comple te ly 
r ep resen ted by t h e log-odds ra t io , say In a . T h e second one is t h e user ' s degree 
of sureness at t h a t pa r t i cu la r pr ior belief of associa t ion In ao. 
S u p p o s e a user has a cer ta in belief of associa t ion of a tab le , t h a t is expressed 
in t e r m s of a value In qq of t h e log-odds ra t io . Owing to t h e imprecis ion of h u m a n 
cogni t ion a n d va lua t ion , it might se ldom be possible for a user to s u m m a r i z e a n d 
express his own belief as a single precise n u m b e r , say In a . T h u s , we can only say 
t h a t it is solely an app rox ima t ion for t he t r u e prior belief of associa t ion . T h u s , a 
k ind of unce r t a in ty arises. If t h e t r u e prior belief is comple te ly represen ted by a 
pr ior t ab l e w i th cell f requencies ( m i i , m i 2 , 21, 22), t h e pr ior belief of assoc ia t ion 
is s imply given by t h e log-odds ra t io In a I n ( m i i m 2 2 / m i 2 m 2 i ) . T h a t In a 
a p p r o x i m a t e s In a is equivalent to t h a t In a a n d In a are close; which in t u r n 
m e a n s t h a t In a and In ao have a shor t d i s tance d, where d is defined to b e t h e 
usua l Euc l idean n o r m | In a - In ao |. Of course, this no t ion ' d i s t ance ' is context -
d e p e n d e n t . It is in fact u n d e r s t o o d a n d in te rp re ted in t e rms of t h e log-odds ra t io 
of a 2 X 2 cont ingency tab le . Consequent ly , 'having a pr ior guess a t In a can 
b e r e s t a t e d as 'hav ing a shor t d i s tance be tween In a and In a ’. Obviously, t h e 
shor te r t h e d i s tance d is, t h e closer t h e prior belief of associat ion a n d t h e specified 
value In ao get . However, we do no t know precisely w h a t is t h e m e a n i n g of ' sho r t ' 
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and how short is short in the present s i tua t ion. Thus , a kind of unce r t a in ty 
which differs f r o m the randomness appears and is in fact due to vagueness of t he 
mean ing of t h e word ' shor t ' . To hand le this uncer ta in ty , we in t roduce t h e no t ion 
of l inguist ic variable. 
Definition 2.1 Linguistic Variable 
Linguistic variable is a variable whose values are not numbers bu t words or 
sentence in a na tu ra l language. 
For ins tance , distance can be considered as a l inguistic variable wi th l inguistic 
t e rms such as long, short , very short as its values. T h e words ‘long and ' shor t ' 
serve as t h e p r imary te rms of t he linguistic variable distance and t h e word 'very ' 
serves as a l inguistic hedge which modifies t he p r imary te rms to create t h e new 
linguistic values, such as 'very shor t ' and 'very long' . Fur the rmore , t h e l inguistic 
represen ta t ion of t he variable distance wi th value short is given as follows: 
The distance is short. 
T h e theore t ica l s t ruc tu re of a linguistic variable, of which t h e founda t ion bases on 
t h e fuzzy set theory, has been proposed by Zadeh (1975a,b,c). In t h e following, 
we shall present some basic concepts in t h e fuzzy set theory which has been 
in t roduced in 1965 by L.A. Zadeh, who was n a m e d t h e f a the r of fuzzy logic. 
2.2.2 Some Basic Concepts of Fuzzy Set Theory 
Fuzzy set theory is a ma thema t i ca l body dealing wi th the nonprobabi l i s t ic uncer-
tainty. Let U be an universe of discourse (a classical set of objects) whose generic 
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elements are deno ted as u. Basically, a fuzzy set A of t he universe of discourse U 
is a set of ordered pairs , 
A = { { u , i i A { u ) ) : u e U } , (2.14) 
) 
where fiA is known as the membersh ip func t ion of A and it maps U t o t h e un i t 
interval [0,1]. Each element of t he universe is assigned a value / /^(l i) , which is 
called t h e grade of membersh ip . W h e n = I, u belongs to A completely; 
when fiA(u) = 0, u does not belong to A completely; any value between zero and 
one represents t h e degree of belonging of t he element u to t h e fuzzy set A. T h e 
larger t h e value of the higher t he grade of membersh ip of t h a t e lement , 
hence, t h e grea ter its degree of belonging to A. In this case, t he t rans i t ion f r o m 
t h e membersh ip to non-membersh ip is g radua l ra ther t h a n a b r u p t . 
As in the classical set theory, there are basic opera t ions in t h e fuzzy set 
theory. However, some opera tors , such as union and intersect ion, do not have 
un ique definit ions t h a t are accepted by all researchers. Actually, t h e controversy 
is still cont inuous. Here we present t he most common definit ions of t hem. 
Definition 2.2 Complementation 
Complement of A is denoted by A wi th the membersh ip func t ion given by 
^iAc(u) = 1 - /J,A{U) , (2.15) 
for all u e U. 
Definition 2.3 Intersection 
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Intersection of two fuzzy sets A and B is denoted by AOB wi th member sh ip 
func t ion given by 
/^  } 2.16) 
for all u e U. 
Definition 2.4 Union 
Union of two fuzzy sets A and B is denoted by AUB wi th member sh ip 
func t ion given by 
• max{ / /A(w)’ / i s } , (2.17) 
for all u e U. 
Definition 2.5 Concentration 
T h e effect of t he concentration opera to r is to diminish the grade of mem-
bership of t h e element in the universe, wi th the larger value diminishing 
p ropor t iona te ly less t h a n the smaller values. Applying this ope ra to r to 
t h e fuzzy set results in raising its membersh ip func t ion to a cer ta in power 
greater t h a n unity. T h a t is, for some constant rj which is greater t h a n unity, 
we have 
fJ'CON{A){u) = , {2.1S) 
for all u eU. In t he usual pract ice, we take t h e value of 77 to be two. T h a t 
is, 
fJ'CON{A){u) , (2.19) 
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for all u e U. 
Definition 2.6 Dilation 
Applying t h e dilation opera to r to a fuzzy set resul ts in raising its member -) 
/ , 
ship func t ion to a cer ta in power less t h a n unity. T h a t is, for some cons tan t 
rj which is less t h a n unity, we have 
f^DIL{A){u) = , (2.20) 
for all u e U. In fac t , this opera tor has t h e opposi te effect to t h e concen-
t ra t ion . In the usual pract ice, we take the value of " to be a half. T h a t 
is, 
f^DIL{A){u) = , (2.21) 
for all u t U. 
We now give t h e representa t ion of some basic l inguistic hedges by using t h e 
above opera tors . 
1. Very 
This hedge can be approx imated by the concent ra t ion opera to r . For ex-
ample , suppose the grade of membersh ip of T i m to t h e set A of tall peo-
ple is 0.81. Then , his membersh ip value to t h e set of Very tal l people is 




This hedge can be approx ima ted by the dilat ion opera tor . For example , t he 
member sh ip value of T i m to the set of Somewhat tal l people is 
3. Quite and Less 
J . 
These two hedges provide milder degrees of modif icat ions of t h e p r i m a r y 
t e r m t h a n those wi th t h e hedges very and somewhat respectively. For 
example , t h e membersh ip func t ion of t he set of Less A is given by 
f^LessiA){u) = [ f i A { u ) r ' . (2.22) 
T h a t is, t h e value of rj in t he di lat ion opera to r is 0.75. For t h e Quite 
modif ier , t h e value of rj in t he concent ra t ion opera to r is t aken to be 1.25. 
T h e r e are m a n y other modifiers in t he n a t u r a l language. However, owing 
to t h e scope of appl icat ion of this theory to our problem, we shall not discuss 
t h e m here. For o ther types of hedge and more informat ion , please refer to Zadeh 
(1972), Hersh and Ca ramazza (1976) and Leung (1982). 
2.2.3 Quantification 
In this subsect ion, we shall first model t he prior belief of associat ion In ao by 
defining a fuzzy set A* wi th membersh ip func t ion fiA* of chosen form. T h e n it 
will be modif ied to quan t i fy t h e degree of sureness a t t h e prior belief of associat ion 
by applying an appropr ia t e opera tor to t h e fuzzy set A*. Hence, t he prior belief 
is quant i f ied by a fuzzy set A wi th membersh ip func t ion fiA-
Suppose a user expresses his prior belief of associat ion as a single value of 
t h e log-odds ra t io In ao and the linguistic variable distance d has been in t roduced 
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to provide a l inguistic representa t ion for t he belief, which is represented by ‘ The 
distance d is short'. T h e meaning of t he word ' shor t ' is vague and it is in fact 
t h e source of fuzziness in the present s i tua t ion and thus , t he fuzzy set t heo ry is 
exploi ted to c ap tu r e this vagueness. We shall use t h e concept of ' shor t d i s tance ' 
to define a fuzzy set t ha t models t he prior belief of associat ion. In pract ice , 
our t asks include b o t h defining a fuzzy set of short d is tance and cons t ruc t ing its 
member sh ip func t ion . 
Let t h e universe of discourse t / be a set of ordered te t ra -p le wi th generic 
e lement , where ^ = ( m n , mi2, ms i , 77122) and each m ” is a non-negat ive integer. 
T h a t is, 
U = W = ( m i l , m i 2 , m 2 i , 77122) & m”. e Z + U { 0 } | ’ (2.23) 
where Z+ is t he set of posit ive integer and is the prior cell f requency vector 
wi th log-odds ra t io given by 
In a = I n ^ ^ H ! ! ! ^ . (2.24) 
If t h e value In ao is specified by a user to express his own belief of associat ion, 
t h e d is tance d is defined as 
d = I In a — In ao I • (2.25) 
Thus , a fuzzy set A* of short d is tance d wi th membersh ip func t ion fiA* is defined 
on the universe U. As the prior belief of associat ion is character ized by having 
a short dis tance, t h e grade of membersh ip of an element V} to t he fuzzy set A* 
actual ly reflects its extent of characterizing the prior belief of associat ion. In 
o ther words, t h e fuzzy set A* characterizes t h e prior belief of associat ion at In ao-
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We now go to find an appropr i a t e func t iona l form for t he m e m b e r s h i p func t ion 
/ i … o f t h e fuzzy set A*. In general , the re is no unique rule to govern t h e choice 
of t h e func t iona l fo rm for a membersh ip func t ion . In fac t , it is qu i te a r b i t r a r y 
and p fob l em-dependen t . W i t h reference to our s i tuat ion, we shall set u p some 
cri ter ia for t h e choice of membersh ip func t ion . 
C I . T h e member sh ip func t ion fiA* should be a func t ion of d. 
C 2 . It should be a cont inuous func t ion of d because the change f r o m m e m b e r s h i p 
of a fuzzy set to non-membersh ip is g radua l r a the r t h a n ab rup t ; hence, t he 
change of t h e membersh ip value should also be g radua l as d varies. 
C 3 . It ought to be a decreasing func t ion of d and its value vanishes eventual ly 
as d goes to infinity. 
C 4 . It should have a modal value 1 at tf equaling zero. T h a t is, we t r ea t In ao 
as t h e most appropr i a t e value to reflect t he prior belief. 
Obviously, these four cri teria are still fairly general and leave us m a n y possible 
choices of t h e func t iona l fo rm for the membersh ip func t ion /i For ins tance , let 
k b e greater t h a n zero, 
( 0 . f^Ad) = I T W (zO. / M " ) = iWd . . 
A m o n g these various func t iona l forms, we shall adopt the th i rd one for our 
f u t u r e discussion. This func t iona l fo rm which is suggested by t h e no rma l densi ty 
func t ion is in t roduced in Nahmias (1978). Explicitly, t he membersh ip func t ion 
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of t h e fuzzy set A* takes the following form: 
f iA^ i^ ) = exp[ - A ; ( l n a - l n a o ) ^ ] (2.26) 
where ^ = ( r u n , r n ^ , 17121,17122), In a = I n ( m i i m 2 2 / m i 2 m 2 i ) and A: is a posi t ive 
cons tan t t h a t measures t h e degree of fuzziness of t h e user abou t th is pa r t i cu la r 
fuzzy concept ' shor t ' . In fac t , a lower degree of fuzziness is indica ted by having 
a larger value of k. 
For each , we can assign it a g rade of member sh ip f r o m which we 
can measu re t h e degree of belonging of t h e vector ^ to t h e fuzzy set A* of shor t 
d is tance . It in t u r n measures t h e degree of t he closeness of its In a to In Qq and 
hence t h e ex ten t of t he prior belief of associat ion reflected by this vector . 
Besides the prior belief of associat ion, we can quan t i fy t h e degree of sureness 
of t h e user to his guess In a a t t h e log-odds ra t io . For ins tance , suppose a 
user f i rmly believes in his guess In a . T h e n , In Of and In ao a re ‘very, close. In 
l inguist ic representa t ion , it is saying t h a t ' T h e d is tance d is very shor t ' . Here, t h e 
l inguist ic hedge very can be represented by using t h e concen t ra t ion ope ra to r . In 
pract ice , we can define ano the r fuzzy set A on t h e same universe U by applying 
t h e concent ra t ion opera to r to t h e fuzzy set A*. T h a t is, and t h e 
corresponding membersh ip func t ion is given by Similarly, different 
degree of sureness can be modeled by applying t h e appropr i a t e opera to r s t o t h e 
fuzzy set A*. For example , t h e concent ra t ion of A* wi th 77 1.25, t h e di la t ion of 
A* wi th 77=0.5 and 7/ 0.75 can be used to app rox ima te t h e effect of t h e l inguist ic 
modif iers ‘quite,, ‘somewhat' and ‘less, respectively. 
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In conclusion, we have modeled different degree of sureness on t h e prior be-
lief of associat ion wi th t h e use of different e lementary opera to r s i n t roduced in 
Subsect ion 2.2.3. Th is can be easily achieved by applying t h e m on t h e fuzzy set 
A* w i th member sh ip func t ion /ia* given in (2.26). Consequent ly , t h e fuzzy set A 
character iz ing b o t h t h e prior belief of associat ion and t h e corresponding degree 
of sureness has t h e membersh ip func t ion of form: 
= exp[ -krj{ljia- In Qq)^ ] , (2.27) 
where V} = ( m n , 12 21, 22), In a I n ( m i i m 2 2 / m i 2 2i) and t h e pa rame te r s 
k and rj represent t h e degree of fuzziness of t h e user and t h e degree of sureness 
at t h e prior guess In a respectively. 
2,3 Specification and Determinat ion of Model 
Parameters 
In t h e previous section, t he prior belief of t h e user has been mode led by a fuzzy 
set A w i th t h e membersh ip func t ion fiA tak ing t h e form: 
f i j j ^ ) = exp[ —kTj{\n a —In aoY ] , (2.28) 
where = {mu^mu,17121,^122) and In a ln{mi im22/mi2m2i) • 
Here In Qq is t h e prior guess of t he user abou t t h e associat ion s t r uc tu r e of t h e 
prior table; rj measures the degree of sureness of t h e user to his prior guess a t 
In ao, which is in fact a pa rame te r corresponding to cer ta in modif ier such as t h e 
concent ra t ion opera to r or t he dilat ion opera tor ; while t he p a r a m e t e r k measures 
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t h e degree of fuzziness of t h e user a b o u t t h e fuzzy concept ' s h o r t ' w i t h respec t 
t o th is pa r t i cu l a r s i tua t ion . Moreover , t h e p a r a m e t e r t i , which will b e discussed 
in de ta i l s in Subsec t ion 2.4.1, is t he ra t io of t h e sizes of t h e pr ior d a t a t o t h e 
observed d a t a , a n d is a m e a s u r e of t h e relat ive weight of t h e pr ior i n f o r m a t i o n to 
t h e observed i n f o r m a t i o n in t h e pos ter ior analysis . 
To comple te ly mode l t h e pr ior in fo rmat ion , these four p a r a m e t e r s shou ld b e 
o b t a i n e d f r o m t h e user . We shall ask t h e user t h e following ques t ions so as t o 
o b t a i n his own pr ior belief on t h e p rob lem of in teres t . 
2.3.1 A Questionnaire 
Q l . Suppose t h a t t h e ra t io of t h e f requency at level 1 t o t h a t a t level 2 of var iable 
B given t h e level 1 of var iable A is 1 to 1; while t h e ra t io of t h e f r e q u e n c y 
at level 1 to t h a t a t level 2 of var iable B given t h e level 2 of var iable A is 
1 to uj, where u is g rea te r t h a n unity. T h a t is, 
Var iable B 
Variable A Level 1 Level 2 
Level 1 1 : 1 
Level 2' 1 : u; 
W h a t is t h e grea tes t value of uj t h a t you still consider these two ra t ios t o 
b e s imilar? 
Q 2 . Before looking at t h e observed d a t a , w h a t is your pr ior guess of t h e log-odds 
ra t io In Qq of t h e cont ingency tab le? 
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Q 3 . Which of t h e following i tems best reflect your degree of sureness on t h e 
prior guess a t In qq in Q 2 : 
(a) very sure 
(b) quite sure 
(c) moderate sure 
(d) less sure 
(e) somewhat sure 
Q 4 . Let t i to 1 b e t h e ra t io of mixing the prior in format ion wi th t h e current 
in fo rmat ion in performing the poster ior analysis, which ac tua l ly reflects t h e 
relat ive influence of the two informat ion to t h e poster ior es t imates . 
W h a t is t he weight of your prior in format ion relat ive to t h a t associa ted 
wi th the observed da t a? 
2.3.2 Parameter Value 
T h e values of t h e pa rame te r s In ao and t i can be directly ob ta ined f r o m Quest ion 
2 and Quest ion 4 respectively. Quest ion 3 asks for t he degree of sureness of t h e 
user on his prior guess at In ao- Each i t em corresponds to a cer ta in value of rj. 
F r o m Subsect ion 2.2.3, we have 
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Degree of Sureness Value of rj 
very sure 2.00 
quite sure 1.25 
' 
moderate sure 1.00 
less sure 0.75 
somewhat sure 0.50 
Also, t h e value of u ob ta ined in Quest ion 1 enables us to de te rmine a value for 
t h e p a r a m e t e r k which measures the degree of fuzziness of t h e user wi th respect 
to t h e p rob lem concerned. T h e ra t ionale of this quest ion and the de t e rmina t ion 
of k is given below. 
2.3.3 Determination of Degree of Fuzziness 
As summar ized by Turksen (1991), there are four common d a t a collection me th -
ods, namely direct ra t ing , polling, set-valued s ta t is t ics and reverse r a t ing for t he 
exper imenta l de te rmina t ion of t he membersh ip func t ion in t h e fuzzy set theory. 
These m e t h o d s enable us to obta in the member sh ip value of cer ta in element 
directly. W h e n we have a funct ional f o r m for a membersh ip func t ion wi th an 
unknown pa rame te r , we can es t ima te this unknown f r o m t h e observed da ta . 
In t h e present case, we shall adopt t h e reverse ra t ing m e t h o d to collect t h e 
d a t a f r o m which we can es t imate the constant k, t h a t measures t h e degree of 
fuzziness of t h e user wi th respect to t he fuzzy concept ' shor t ' . General ly speaking, 
t h e reverse r a t ing m e t h o d aims at identifying an element u having a cer ta in pre-
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selected member sh ip value y f r om the universe of discourse U. T h a t is, we shall 
find an element u such t h a t its membersh ip value " a is equal to " • 
Before we go on, let us briefly discuss t h e concept of 'c lassif icat ion' of an 
e lement to one of two fuzzy sets. W h e n we deal wi th t h e problem of classifying 
an e lement u of an universe of discourse U to one of t h e two fuzzy sets, t h e 
concept of t h e g rade of membersh ip is used as a criterion for t h e classification. 
Let A and B b e two fuzzy sets of t he universe of discourse U. If t h e g rade of 
m e m b e r s h i p iia{u) of u to a fuzzy set A is grea ter t h a n / x b M of w to a fuzzy set 
J9, we classify t h e element u to t h e fuzzy set A r a the r t h a n B. 
Now, let us descr ibe how we can de te rmine k f r o m Quest ion 1. In th is quest ion, 
we have considered a s i tua t ion in a 2 x 2 cont ingency table , where we have t h e 
following s i tua t ion . 
Variable B 
Variable A Level 1 Level 2 
Level 1 1 : 1 
Level 2 1 : u 
F r o m this tab le , we can compu te the value of t h e log-odds ra t io of this table , 
which is simply given by In a = Incj.. We ask for t he greates t value of u such t h a t 
t h e user still consider these two rat ios to be similar. 
Consider ing t h e concept of t h e similarity of t h e two rat ios is equivalent to 
considering t h e independence s t ruc tu re of t h e table . It is because if these two 
rat ios are identical , t h a t is, u is equal to t he unity, this corresponds to t h e 
s i tua t ion where In a is equal to zero. Asking for t h e greates t value of u such t h a t 
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t h e two rat ios are still similar is equivalent to asking for t he marg ina l value of 
In a which is still close to zero, which in t u r n is asking for t h e marg ina l value of 
In a such t h a t t h e d is tance between In a and zero is short . 
Suppose we have a fuzzy set B which character izes t h e prior belief of associ-
a t ion a t In ao being equal to zero. It is t hen a fuzzy set of t h e real n u m b e r which 
is close to zero. Using t h e similar l inguistic formula t ion in Section 2.2, such as 
t h e d i s tance be tween In a and zero is shor t , it reduces to t h e s i tua t ion considered 
before; hence, t h e func t iona l f o rm of t he membersh ip func t ion of this fuzzy set is 
given by 
/^B(lna) exp[ - k r j { \ n a Y ] , (2.29) 
where k is an unknown value to be de termined. 
Consider t h e fuzzy set B wi th membersh ip func t ion fiB and its complement B 
with membersh ip func t ion fiB- 1-fJ^B- F rom the above 'classif ication' a rgumen t , 
t h e value In a calculated f rom t h e current value of t he tab le is classified to t h e 
fuzzy set B if, and only if 
/ / s ( l n a ) > / iBc( lna) = 1 - / i s ( I n a ) , 
t h a t is, 
/ ^ s ( l n a ) > 1 / 2 . 
As discussed above, t h e greates t value u corresponds to the marg ina l case of 
In a which is close to zero. Thus , t he number In a compu ted f r o m t h e grea tes t 
value of cj is considered to possess the membersh ip value of 1 /2 . Fu r the rmore , t h e 
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tone of this quest ion is mild, so it is reasonable to assume t h a t t h e user specifies 
th is grea tes t value uj at t h e moderate level of t h e degree of sureness. T h u s , t h e 
value of rj is t aken to be 1. Hence, t h e degree of fuzziness k can be e s t ima ted by 
solving t h e following equat ion 
1 /2 = exp[_A:( l ) ( lna ; )2 : . 
It implies t h a t 
— I n 2 
k = ( h ^ • 
Consequent ly , t h e degree of fuzziness k of t h e user wi th respect to t h e fuzzy 
concept ' shor t ' of this par t icular p rob lem can be de te rmined . 
2.4 Comments 
2.4.1 Interpretation of Time Length of Poisson Process 
In this thesis, we shall consider two kinds of t he observed da t a : 
Type I : Poisson Data 
Type II : Multinomial Data 
Let M = E?,i=i Mi] and N = ^ij be the sizes of t he prior cell f requen-
cies and t h e observed cell frequencies respectively. Suppose each observed cell 
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f requency X i j has a Poisson d is t r ibut ion wi th mean Xi jh . T h e n , t h e ra t io of the 
expec ted sample sizes of t he two d a t a sets is given by 
EjM) EIj=i 
W ^ ~ A ,2 
t . (2.30) 
h 
If we set 2 to be 1, t hen t h e ra t io becomes 
t i . (2.31) 
Thus , t h e p a r a m e t e r t i can b e in te rpre ted as t h e relat ive weight of t h e prior 
in fo rma t ion to t h e observed informat ion . 
Adop t ing t h e same in te rp re ta t ion for t in t he case where ^ possesses the 
mul t inomia l d i s t r ibu t ion with pa rame te r s (A^; 6>i2, i 2), t h e ra t io of t h e 





where N is fixed. 
Therefore , in any two cases, t h e expected sizes of t h e prior d a t a and the 
observed d a t a are re la ted as below: 
E{M) = E{N)t^ 2.33) 
where t i is a measure of t he weight of t he prior in format ion to t h e observed 
in format ion , which in fact measures the relative influence of t he two in fo rmat ion 
to t h e poster ior es t imates . 
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Moreover, as t h e prior cell f requency Mi j is d i s t r ibu ted as P{Xi j t i ) , t h e ex-
pec t a t i on of M is t hen given as follows: 
E{M) = E(i2 
i • 
1 (2.34) 
Together wi th t h e above relat ionship, we have 
E{N)h = E{M) 
= E • (2-35) 
2’j = l 
It implies t h a t 
E A., = E{N) . (2.36) 
i’j=l 
These resul ts will be useful soon when we discuss how to sample t h e prior cell 
f requency vector ^ for t h e poster ior analysis in t h e coming chapter . 
2.4.2 Likelihood Interpretation of Membership Value 
T h e likelihood in te rp re ta t ion of t h e membersh ip value, t h a t is ment ioned in 
Dubois and P r a d e (1993), regards a membersh ip value of a fuzzy set as a proba-
bility of a non-fuzzy event. 
Consider t h e fuzzy set A in t he universe of discourse U, which character izes 
t h e prior belief and its membersh ip func t ion [Ia is given in (2.27). Suppose we 
have a popu la t ion of individuals and for a given element V? in U] each indiv idual 
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is asked whether this element ^ can be called an “A or not . T h a t is, each one is 
asked whe the r t h e given element V} reflects t h e prior belief or not . Under t h e like-
l ihood in te rp re ta t ion of the membersh ip value, t h e grade of member sh ip 
is in te rpre ted as t h e p ropor t ion of individual answering "Yes" to t h e ques t ion , 
which is in fact t h e probabi l i ty of t he corresponding non-fuzzy event “A" t h a t 
is defined as " T h e given element reflects t he prior belief . Hence, we have t h e 
following resul t : 
— Proportion of answering "Fe^" 
(2.37) 
for all e lement V} in the universe of discourse U. 
Moreover, t he probabi l i ty for a given element ^ to be called an "A" is equal to 
t h e probabi l i ty t h a t element reflects t he prior belief. Hence, if we are in teres ted 
in de te rmin ing whe ther a given element V} is accepted to represent t h e prior belief 
or not , i ts membersh ip value / x a ( ^ ) can be regarded as its accep tance probabi l i ty . 
T h a t is, 
Vi[acceptedYl}) I" “refleet prior belief”\V}) 
=7M 
= e x p [ —kr](ln a — In ao)^ ] , (2.38) 
where V? ( m n , m i 2 m2i ,m22) and Ina = l i i (mi im22/ 12 21 
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2.4.3 Comparison with Existing Modeling 
In A lbe r t a n d G u p t a (1983), t h e p a r a m e t e r s specified by t h e user a r e t h e odds 
r a t i o ao a n d t h e s amp le size of t h e prior t ab l e K . T h e first p a r a m e t e r a is 
c o m p a r a b l e t o our p a r a m e t e r In ao, t h e log-odds ra t io , which provides a pr ior 
guess of t h e assoc ia t ion s t r u c t u r e of t h e t ab le . T h e second p a r a m e t e r K , which 
can b e viewed as t h e s ample size of a pr ior tab le , is specified ind i rec t ly t h r o u g h 
a conf idence s t a t e m e n t on t h e odds ra t io . However , th i s k ind of speci f ica t ion 
in genera l is no t in tu i t ive enough for a user as one should u n d e r s t a n d clearly 
how t h e in terval l eng th of such confidence in terval is r e l a t ed to his own pr ior 
belief. Besides th is , as we can find in Alber t a n d G u p t a (1983), t h e p a r a m e t e r 
K a c tua l ly picks u p t he role of a c o u n t e r p a r t t o t h e observed s a m p l e size in 
t h e pos te r io r e s t ima tes . If one wants to specify a value for t h e p a r a m e t e r K to 
reflect t h e re la t ive inf luence of t h e pr ior d a t a in t h e pos te r io r analys is , he should 
look at t h e observed sample size first. So, th is k ind of speci f ica t ion is also no t 
convenient enough for t h e user . Ins tead of assessing t h e s a m p l e size of t h e pr ior 
t ab le , it is m o r e in tu i t ive a n d convenient for one to speci fy d i rec t ly t h e re la t ive 
weight of t h e pr ior d a t a to t h e observed d a t a in t h e pos te r io r analys is . In our 
mode l ing , t h e p a r a m e t e r t^ indeed picks u p this role. For t h e sake of t h e ease of 
t h e p a r a m e t e r specif icat ion, we believe t h a t our mode l ing does have an a d v a n t a g e 
over t h e o the r s in specifying t h e i m p o r t a n c e of t h e pr ior i n fo rma t ion . 
Moreover , t h e p a r a m e t e r rj in our model ing allows us to mode l dif ferent degrees 
of sureness a b o u t t h e prior guess a t t he log-odds r a t io In a . Th i s ac tua l ly m a k e s 
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our mode l ing m o r e flexible a n d hence could mee t different r e q u i r e m e n t s of t h e 
var ious users . 
F u r t h e r m o r e , t h e p a r a m e t e r k, which mode l s t h e degree of fuzz iness of t h e 
user , allows us to o b t a i n a m o r e specific pr ior belief for t h e user as he shou ld have 
i ts own u n d e r s t a n d i n g on t h e fuzzy concept a n d own yards t ick on t h e p a r a m e t e r 
speci f ica t ion . T h u s , such m e a s u r e m e n t is wor th a n d it is in fac t one of t h e contr i -
b u t i o n s of our model ing . Model ing t h e u n c e r t a i n t y due to t h e user himself is also 
an a d v a n t a g e of us ing t h e fuzzy set t heo ry to mode l t h e h u m a n pr ior i n f o r m a t i o n 
over t h e o the r s , such as t h e Albe r t and G u p t a ' s model . 
In conclusion, us ing fuzzy set t heo ry enhances us to have a m o r e r ea sonab le 
a n d b e t t e r mode l ing of t h e h u m a n prior belief on a 2 x 2 con t ingency t ab le . 
2.4.4 Conclusion of Prior Information 
In th is chap te r , we have mode led t h e pr ior i n f o r m a t i o n concern ing b o t h t h e m o d e l 
itself a n d t h e pr ior belief of t h e user . 
F i r s t of all, we have shown t h a t t h e pr ior dens i ty of t h e r a t e vec tor ^ is a 
p r o d u c t of i n d e p e n d e n t g a m m a densi t ies a n d hence t h a t of t h e cell p robab i l i ty 
vector ^ is a Dir ichlet dens i ty u n d e r some fair ly weak a s sumpt ions . Actual ly , 
t h e g a m m a pr ior of t h e r a t e vector ) can be appl ied to t h e s i t ua t i on where 
t h e observed d a t a is Poisson d i s t r ibu ted . Whi le , t h e Dirichlet pr ior of t h e cell 
p robab i l i t y vector ^ can b e used in t h e case of t h e mul t inomia l d a t a . In b o t h 
cases, t h e h y p e r p a r a m e t e r s ^ are in fac t t h e cell f requencies of t h e pr ior t ab le , 
t h r o u g h which t h e pr ior belief of t h e user is ref lected. 
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Secondly, t h e pr ior belief, which consists of t h e pr ior belief of a s soc ia t ion a n d 
t h e degree of sureness , is quant i f ied by a fuzzy set A w i th m e m b e r s h i p f u n c t i o n 
fiA given as follows: 
exp[ _ A : 7 7 ( l n a - l n a o ) 2 ] , (2.39) 
whe re V} = (mn,mi2 ,m2i ,77122) and I n a In (mi im22 /mi2"^2 i ) . 
T h e n , u n d e r t h e l ikelihood i n t e rp r e t a t i on of t h e m e m b e r s h i p value, t h e m e m -
b e r s h i p va lue of a vector ^ can be r ega rded as i ts p robab i l i ty of ref lect ing 
t h e pr ior belief. Toge the r wi th t h e a s s u m p t i o n t h a t t h e pr ior cell f r equency vec-
to r ¥ is d i s t r i b u t e d as a p r o d u c t of i ndependen t Poisson, t h e d i s t r i bu t i on of t h e 
pr ior cell f r e q u e n c y vector ¥ reflect ing t h e pr ior belief is acqui red . 
Final ly , w h e n c o m p a r e d wi th t h e exis t ing model ing , we f ind t h a t ours is pre-
s u m a b l y m o r e reasonab le in t e r m s of t he cons idera t ion of t h e imprecise n a t u r e of 
h u m a n pr ior belief. In add i t ion , t h e fac t t h a t a m o r e specific pr ior belief of each 
user , such as his degree of fuzziness, can b e quant i f ied and t h e ease of b o t h t h e 
i n t e r p r e t a t i o n a n d t h e specif icat ion of t h e p a r a m e t e r s are also t h e advan t ages of 




In Bayes ian a p p r o a c h , we shall p e r f o r m t h e e s t ima t ions and t h e inferences a b o u t 
t h e cell p robab i l i t y vector f r o m its pos ter ior d i s t r ibu t ion , which is o b t a i n e d by 
combin ing b o t h t h e pr ior i n fo rma t ion a n d t h e cur ren t observed d a t a . A m o n g 
m a n y inferences , we are in te res ted in e s t ima t ing t h e pos te r ior m e a n value of t h e 
log-odds r a t i o In a , for which its 0.95 credible region w i th respec t t o i ts H P D , a n 
a c r o n y m for h ighes t pos te r io r density, will b e cons t ruc t ed . Besides, t h e pos te r io r 
m e a n values of t h e cell probabi l i t ies will also be c o m p u t e d . However, direct 
ca lcu la t ion of t hose m o m e n t s f r o m thei r respec t ive d i s t r ibu t ions is no t an easy 
t a sk , which involves m a n y ted ious a n d difficult c o m p u t a t i o n s of t h e in tegra ls a n d 
t h e series sum. There fo re , M o n t e Car lo m e t h o d will b e explo i ted to h a n d l e t hese 
ca lcula t ions . T h e pr inciple of th is m e t h o d toge the r wi th a de ta i l descr ip t ion on 
t h e c o m p u t a t i o n of t h e pos te r ior e s t ima tes will be given in Sect ion 3.1. Moreover , 
in doing t h e pos te r io r analysis by M o n t e Car lo m e t h o d , a r a n d o m samp le of t h e 
pr ior cell f r equency vector V} t h a t reflects t h e pr ior belief of t h e user is needed . 
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T h u s , t h e Gibbs sampler toge the r wi th an acceptance-re jec t ion m e t h o d will be 
employed to draw t h e requis i te sample . In Section 3.2, we shall discuss w h a t t he 
Gibbs sampler is and how t h e requisi te sample can be drawn. Also, t h e requis i te 
a lgor i thms for genera t ing t h e sample will be developed. Finally, some prac t ica l 
p rob lems concerning t h e implemen ta t ion of t h e Gibbs sampler will b e discussed 
in Section 3.3. 
3.1 Posterior Analysis by Monte Carlo M e t h o d 
3.1.1 Monte Carlo Method 
Suppose we want to app rox ima te the following integral 
J{y) j 
E^[f{y\X)], 
where X has g{x) as its densi ty or mass func t ion . T h e n t h e Monte Car lo m e t h o d 
(see Tanner , 1991, p. 23) approx imates J[y) by 
J{y) = (3.1) 
i=i 
where Xi, X2, ... x^ is a r a n d o m sample of size n d r awn f r o m g{x). Also, by t h e 
Law of Large Number s , we have, under cer ta in mild condit ions, t h e e s t ima to r 
J{y) will converge to J{y) a lmost surely. 
T h e poster ior inferences should be m a d e wi th respect to t he pos ter ior dis-
t r i bu t i on of cell f requency vector wi th densi ty tt( ) t h a t is t h e condi t ional 
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d i s t r i bu t i on of ^ given t h e cur ren t observed d a t a . In f ac t , th is dens i ty can be 
o b t a i n e d as below: 
- (3.2) 
where t h e e x p e c t a t i o n is t a k e n wi th respect to t h e condi t iona l d i s t r i bu t i on o f ¥ 
given t h e observed value . 
S u p p o s e ^ ... , ^ K is a r a n d o m sample f r o m an a p p r o p r i a t e d i s t r i bu t ion . 
T h e n , by M o n t e Car lo m e t h o d , t h e pos te r ior dens i ty of ^ can b e a p p r o x i m a t e d 
by 
= > ( • ) . 3.3) 
i k=i 
F r o m th i s e s t i m a t e d density, we can m a k e any inference of in te res t . 
3.1.2 Estimation of Posterior Mean and Posterior Vari-
ance of Log-odds Ratio 
C o m p u t a t i o n of t h e exac t pos te r io r densi ty 7 r ( l na | 5 ) of In a f r o m t h e pos te r io r 
dens i ty 7r(?|?) of involves t h e eva lua t ion a mul t ip le in tegra l , which is very 
t ed ious a n d difficult to b e done. In t h e previous subsec t ion , we have a p p r o x i m a t e d 
7r{0\x) by t a k i n g t h e average of [ ( S i ? , — ) } : , where ,… mj< is a 
r a n d o m samp le of size K f r o m t h e desired d i s t r ibu t ion . 
L indley (1964) has sugges ted an a p p r o x i m a t i o n for t h e pos te r io r dens i ty of 
t h e log-odds r a t io In a . He has shown t h a t if is d i s t r i bu t ed as Dir ichlet , In a 
is a p p r o x i m a t e l y d i s t r i bu t ed as n o r m a l u n d e r t h e s i tua t ion t h a t t h e sampl ing 
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scheme under ly ing t h e observed cell f requency vector is e i ther a p r o d u c t of t h e 
i ndependen t Poisson d is t r ibut ions or a mul t inomia l one. For is d i s t r i bu t ed 
as a p r o d u c t of Poisson d is t r ibut ions , we can app rox ima te f r o m t h e 
densi ty by using t h e Lindley 's resul t . T h e n , t h e poster ior dens i ty of 
In a can be c o m p u t e d in a similar way as t h a t of T h a t is, 
( l n a | ? ) = | > ( l n a | ? … 3.4) 
K k=i 
which t u r n s out to b e a m i x t u r e of t h e normal densit ies. Thus , t h e exist ing 
e s t ima t ion procedures for this m i x t u r e can b e appl ied to make inferences a b o u t 
t h e log-odds ra t io In a . 
In s t ead of using this approx imat ion , we would like to p e r f o r m the analy-
sis w i thou t e s t ima t ing t h e densi ty 7 r ( lna | ? ) f r o m Mon te Carlo approach . Let 
(In a | ? ) and Var{\n a | ? ) be the poster ior m e a n and var iance of t h e log-odds ra-
t io In a respectively. To es t ima te these quant i t ies , we use t h e following identi t ies: 
E ( l n a l ? ) - E[E{\na\^,M)\x] • (3.5) 
+ E [ V a r { \ n a \ ^ , M ) \ x ] . (3.6) 
For each sample point J , t h e condi t ional densi ty tt( 5 ” of is known, 
f r o m which we can draw a r a n d o m sample ^ of size L. T h u s , for each A; 1, 2 
… K , we have 
d { i ( ” / ) , … , / ) } . (3.7) 
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T h a t is, we have to ta l ly K x L n u m b e r s of ^ s and for each ( , w e can c o m p u t e 
an e s t i m a t e for In a , which is deno ted by In a , where 
= ( 3 . 8 ) 
and is t h e ( z , i ) t h componen t of t h e vector ( ) . C o n s e q u e n t l y , we get t h e 
sample 
{ i n a p ) } = { i n a [ ‘ \ l n a i ' \ ... . (3.9) 
W e r e c o m m e n d to t r ea t t h e es t imates { h a p ) } to be a r a n d o m sample 
of size L f r o m t h e condi t ional densi ty 7r(ln a | 5 , Hence, we can e s t i m a t e 
and y a r ( l n f rom t h e sample m e a n and sample var iance of 
t h e r a n d o m sample respectively. T h a t is, for each k = 1,2, . . . , / ( 
^ ^ £ — 1 
n a | 5 = y E In a^^ (3.10) 
and 
J- / L 2 
+ ^ I n a p ) - y E I n a f > 
I L 
{ e m 2 - h a p ) ) ] . (3.11) 
Fu r the rmore , in t h e similar way, we can ob ta in t h e following results: 
R l . Using ident i ty (3.5) and Monte Carlo m e t h o d , we have 
E ( l n a | ? ) = , (3.12) 
which is a sample m e a n of | E ( l n ^ . 
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R 2 . C o m p u t i n g t h e sample var iance of , we get 
= - [ I l n a | ? , )] ^ 
(3.13) 
R 3 . F r o m t h e sample m e a n of | y a r ( l n , we get 
i [ y a r ( l n a | ? , ¥ ) | ? ] = ^ E V a r ( l n . (3.14) 
k=i 
R 4 . Hence, f r o m R 2 , R 3 and using ident i ty (3.6) we have 
y a r ( l n a | ? ) / a r [ In 
+ E[Var{In . (3.15) 
As a resul t , t h e poster ior m e a n and var iance of t h e log-odds ra t io In a can b e 
ob ta ined . 
3.1.3 Construction of Credible Region of Log-odds Ratio 
Having ob ta ined t h e poster ior m e a n and var iance of t h e log-odds ra t io In a , we 
proceed to cons t ruc t a 0.95 credible set for t h e log-odds ra t io In a wi th respect 
to its H P D . However, t h e poster ior densi ty 7 r ( l n a | ? ) of t h e ra t io In a is still an 
u n k n o w n to us. T h e result in t h e T h e o r e m 1 of Lindley (1964) suggests t h a t 
t h e n o r m a l d i s t r ibu t ion is a plausible guess for t h e poster ior d i s t r ibu t ion of t h e 
log-odds ra t io In a . In t h e following, we shall first ob ta in a r a n d o m sample of t h e 
log-odds ra t io f r o m the poster ior d is t r ibut ion 7 r ( lna | ? ) ; and then t h e no rmal i ty 
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a s s u m p t i o n will be just i f ied by t h e Shapiro-Wilk W tes t . Af ter t h e jus t i f ica t ion , 
a 0.95 H P D credible set for t h e log-odds ra t io In a will be cons t ruc t ed unde r 
t h e normal i ty a s sumpt ion . Otherwise , if t h e Shapi ro-Wilk W tes t re jec ts t h e 
normal i ty a s sumpt ion , o ther d is t r ibut ion-f ree m e t h o d , such as using t h e Walsh 
average, can b e employed to find t h e 0.95 credible set for t h e log-odds ra t io In a . 
Hence, a 0.95 credible set for t h e odds ra t io a can also b e easily ob ta ined . 
To genera te t h e r a n d o m sample of In a f r o m t h e poster ior d i s t r ibu t ion , t h e 
method of composition will b e applied. Let 7r(ln a j ? , V?) be t h e condi t ional densi ty 
of In a , and be t h e condi t ional probabi l i ty mass func t ion of T h e n , t h e 
m e t h o d of composi t ion s ta tes t h a t : 
Suppose m* is a sample point from 7r(m|?) and In a* is a sample point being 
drawn from 7r{\n a\x,rn*). Then, {rn* is a random sample from the joint 
density which is equal to the product of 7 r ( l n a | ^ , ? ) and 7r( |5); 
hence the sample point In a* can be treated as a random sample f rom the density 
7r(ln al?). 
Repea t i ng t h e above sampl ing process, we can genera te a r a n d o m sample of 
size K f r o m t h e condi t ional mass func t ion 7 r ( ? | ? ) of It is given by 
= …, '} . (3.16) 
Moreover, for each k, we have being t h e r a n d o m sample of size 
^ ^ I — 1 
L f r o m Therefore , ( I n a p ) ) i s a r a n d o m sample point f r o m t h e 
joint densi ty 7 r ( l n a , ^ | ? ) . Consequently, by the method of composition, In a 
can b e t r ea t ed as a r a n d o m sample point f r o m the poster ior densi ty 7 r ( l n a | ? ) . 
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However, it should be no ted t h a t t he sample points I n a f ) , In a ? ) , … I n o ^ ” do 
not f o r m an independen t sample f r o m 7r ( lna |5 ) . T h e y are in fact d e p e n d e n t for 
k is being condi t ioned. As a resul t , for each k, we shall only use one In a f for 
t h e jus t i f ica t ion of t h e normal i ty a ssumpt ion . Here, t h e r a n d o m sample used for 
t h e normal i ty checking is 
{ l n c e i n a { 2)’ … h ) } , (3.17) 
where Iq is a r andomly selected integer between 1 and L. 
If t h e normal i ty a s sumpt ion of t h e poster ior log-odds ra t io In a is no t re jec ted , 
using t h e fact t h a t normal densi ty is un imoda l and symmet r i c a b o u t i ts m e a n , 
we can c o m p u t e t h e (1 — 7) H P D credible set for In a as below: 
E{\na\^) 3.18) 
where z^/2 is t h e upper - ta i l percent i le point of t he s t a n d a r d no rma l d i s t r ibu t ion . 
Hence, t h e (1 - 7) credible set for t he odds ra t io a is given by 
In pa r t i cu la r , if 7 equals 0.05, t h e 0.95 H P D credible set for In a is 
E ( l n a | ? ) 1.96[VAar(lna|5)]i/2 3.20) 
while t h e 0.95 credible set for t h e odds ra t io a is 
(e , e ) • z J 
It should be not iced t h a t , based on t h e s imulat ion results , we find t h a t t h e 
normal i ty a s sumpt ion is usually valid. Thus , we recommend to adop t th is proce-
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d u r e in t h e f u t u r e cons t ruc t ion of t h e credible region. Otherwise , d i s t r ibu t ion- f ree 
m e t h o d can be appl ied to cons t ruc t t h e region. 
3.1.4 Estimation of Posterior Mean of Cell Probability 
As will be shown in (3.35), t he condi t ional d i s t r ibu t ion of given and ¥ is 
a Dirichlet d i s t r ibu t ion wi th p a r a m e t e r s {M^j -f Thus , it is very easy 
to c o m p u t e t h e poster ior mean values of t h e cell probabi l i t ies using M o n t e Car lo 
m e t h o d . For each { i j ) pair , t h e expec ted value of Oij condi t ional on and ¥ 
can b e derived f r o m the Dirichlet density, which is given by 
= c t S ^ - (3_22) 
There fo re , by ident i ty (3.5) t he poster ior mean of t he ( z , j ) t h cell p robabi l i ty can 
be c o m p u t e d f r o m 
= • (3.23) 
Hence, for all z, j = l ,2 , t he poster ior m e a n of t h e ( z , i ) t h cell p robabi l i ty (9”- can 
be e s t i m a t e d as below: 
M ) " f ^ ) ^ ’ (3.24) 
where m is t h e (z , j ' ) th element of t h e A;th sampled vector J in (3.16). 
In conclusion, t h e interes t ing poster ior es t imates can be c o m p u t e d using 
M o n t e Carlo m e t h o d where we require a r a n d o m sample of ^ carrying t h e prior 
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belief of t h e user . In t h e coming section, we are going to descr ibe how a des i rab le 
s a m p l e of V} can b e ob t a ined . 
3.2 Sampling of Prior Cell Frequency Vector 
by Gibbs Sampler 
T h e goal of th is sect ion is t o gene ra t e a r a n d o m samp le of V? f r o m t h e p robab i l -
i ty m a s s f u n c t i o n , say of a d i s t r ibu t ion which complies t h e pr ior belief 
m o d e l e d in C h a p t e r 2. However, th is mass f u n c t i o n is no t available in t h e p resen t 
s i t ua t ion . In Subsec t ion 3.2.1, we shall descr ibe how we gene ra t e t h e requis i te 
s a m p l e by us ing t h e Gibbs sampl ing technique . Moreover , two sampl ing algo-
r i t h m s a n d a re jec t ion a lgo r i t hm required for t h e i m p l e m e n t a t i o n of our G ibbs 
s amp le r will b e es tab l i shed in t h e Subsect ions 3.2.2 and 3.2.3 respect ively. 
3.2.1 Gibbs Sampler 
Gibbs sample r is a t echn ique for genera t ing r a n d o m samp le f r o m a m a r g i n a l 
d i s t r i bu t ion by sampl ing f r o m condi t ional d i s t r ibu t ions ins tead . 
In t h e presen t s i tua t ion , one feasible way to gene ra t e t h e r a n d o m sample 
f r o m t h e u n k n o w n mass func t ion i r s i ^ l ^ ) is us ing t h e Gibbs sampl ing 
I ~ J k=i 
t e c h n i q u e wi th a n d t t^( ?) as t h e sampl ing d i s t r ibu t ions , whe re 
is a Dir ichlet dens i ty a n d is a condi t iona l mass f u n c t i o n of 
a d i s t r i bu t ion t h a t complies t h e specified pr ior belief. Here we have t h e fol lowing 
i t e ra t ive a l g o r i t h m for our Gibbs sampler : 
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a] Generate f from 
•b] Generate H}* from tts( S ). 
Never the less , t h e mass f u n c t i o n is also unavai lab le . To g e n e r a t e a 
r a n d o m s a m p l e f r o m t h a t d i s t r ibu t ion , we can first gene ra t e a vector f r o m t h e 
cond i t iona l mass f u n c t i o n which does no t comply t h e specif ied pr ior 
belief. T h e n , a re jec t ion m e t h o d is followed to e x a m i n e w h e t h e r th i s g e n e r a t e d 
vec tor ^ reflects t h e pr ior belief or no t . Here t h e accep t ance p robab i l i ty of V? is 
given by / i ^ ( ^ ) , t h a t is ass igned in Subsec t ion 2.4.2. Hence, t he s tep [b] can b e 
d e c o m p o s e d as follows: 
b l ] Generate W* from 
b2] V}* is accepted with probability 
As a resul t , our Gibbs sample r becomes t h e following i t e ra t ive a lgo r i thm: 
a] Generate ^ from 
b] Generate from by the following two steps: 
b l ] Generate from 
b2] * is accepted with probability 
Given an ini t ia l value ( , r epea t ing t h e s teps [a] a n d [b] a l ternat ively , we 
o b t a i n a so-called Gibbs sequence: 
m(o) y i ) m(i) <9 m 19 m(0 (3.25) 
Loosely speak ing , as t h e Dirichlet density, Poisson mass func t i on , t h e a c c e p t a n c e 
p robab i l i ty of and hence t h e t r ans i t ion kernel of our sampler , a re pos i t ive every-
(0 • 
where on the i r own s t a t e spaces, t h e homogeneous Markov chain , —))i=i’2”. . 
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is ergodic wi th t h e joint d i s t r ibu t ion , which complies t he specified pr ior belief, of 
0 a n d ^ given 5 as its invariant d is t r ibut ion . Thus , by v i r tue of t h e resul ts in 
t h e convergence of t h e Gibbs sequence, we have 
f 0 ( 3.26) 
and 
rp m ^ , (3.27) 
where a n d are t h e sample points ob ta ined at t h e zth i te ra t ion . Also, 
t h e n o t a t i o n ‘ d , represents t h a t t h e convergence is in t h e sense of ' d i s t r ibu t ion ' . 
T h a t is, a n d W converge in d is t r ibu t ion to and V} respectively, where 
is a sample point f r o m t h e densi ty and ^ is a sample point f r o m t h e 
(0 
mass func t ion Therefore , for z being large enough, ^ ‘ and W can b e 
t r e a t e d as t h e r a n d o m sample points f rom tt( ) and respectively. 
In this m a n n e r , we can genera te a r a n d o m sample of size K by r epea t ing t h e 
above genera t ion process to t h e zth i te ra t ion for K t imes. Hence, we can ob ta in 
t h e r a n d o m sample: 
{ } : ' - { ’ , . " ] (3.28) 
f r o m and 
{ 1 = { 1 ,2’ … ( 3 . 2 9 ) 
f r o m respectively. Here, and h denote t h e sample points ob ta ined a t 
t h e kih. sampl ing process. For more in format ion a b o u t Gibbs sampler a n d its 
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conve rgence , p l ea se refer t o T a n n e r a n d W o n g (1987) , Case l la a n d G e o r g e (1992) 
a n d C h a n (1993) . 
3.2.2 Two Sampling Algorithms 
For t h e i m p l e m e n t a t i o n of t h e s t eps [a] a n d [ b l ] of our G i b b s s a m p l e r , t w o 
s a m p l i n g a l g o r i t h m s for g e n e r a t i n g ^ f r o m a n d V? f r o m a r e 
n o w d e v e l o p e d . F i r s t of all, t o deve lop an a l g o r i t h m for g e n e r a t i n g we s h o u l d 
d e t e r m i n e t h e p r o b a b i l i t y dens i t y f u n c t i o n 
S u p p o s e each c o m p o n e n t of t h e obse rved cell f r e q u e n c y vec to r ^ is dis-
t r i b u t e d as i n d e p e n d e n t Po isson d i s t r i b u t i o n w i t h m e a n Xi]t2, w h e r e h is set t o 
b e 1. T h e n , i ts p r o b a b i l i t y m a s s f u n c t i o n is 
P r ( X ” • :r”. |A”. 7r(:r”.|A”. 
= ^ I M ^ . (3.30) 
7" . . I 
^ZJ • 
T o g e t h e r w i t h t h e pr ior d i s t r i b u t i o n of Xij, which is 
A” | ( m”. t r ( m ” , l / t i ) , (3.31) 
we c a n de r ive t h e c o n d i t i o n a l d i s t r i b u t i o n of Xij g iven rui] a n d a: • a n d t h u s , t h e 
c o n d i t i o n a l d i s t r i b u t i o n of A given -i a n a 
Le t 7^{Xij\xij,m^J) b e t h e cond i t i ona l dens i ty of A”, g iven a n d rriij, wh ich 
is p r o p o r t i o n a l to t h e p r o d u c t of 7r{Xij\mij) a n d 7r{xij\Xij). T h a t is, 
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oc - 1 3.32) 
which is t h e kernel of a G a m m a density. Therefore , given M i j rriij and 
X i j Xij, t h e condi t ional d i s t r ibu t ion of Xij is a G a m m a d is t r ibu t ion w i t h s h a p e 
p a r a m e t e r {rriij + Xij) and scale p a r a m e t e r l / ( i + !)• T h a t is, 
A . , K M , = m ” X”. “ ) + l/{h + 1)) • (3.33) 
As a resul t , t h e joint condi t ional densi ty of A IS given by 
2 
n ”_ ”•) (3-34) 
which is a p r o d u c t of t he g a m m a densit ies. 
Moreover , as is de te rmined f r o m the relat ive r a t e Xij/ Er , s=i ” t h e condi-
t ional d i s t r ibu t ion of is a Dirichlet d is t r ibut ion wi th pa r ame te r s {m, j + Xij}^.^^, 
of which t h e densi ty func t ion is given by 
_ + XV5) u 12 21 ‘ 
(3.35) 
where T{a) deno te the g a m m a func t ion evaluated at a. 
Therefore , a n a t u r a l way to genera te ^ f r o m the densi ty ) is to sample 
A f r o m ) and ^ is t hen compu ted f r o m t h e fo rmula 
0-. = _ _ ^ _ _ (3.36) 
r,s=l TS 
T h u s , t h e sampl ing a lgor i thm, say Algorithm A, for genera te f r o m t h e Dirichlet 
densi ty is es tabl ished as follows: 
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Algorithm A 
1] Sample X^ j from + Xij, l / ( t i + 1)) for 
2] Compute 6ij from formula 
n — 
tj — \ 
r s=l s 
for ij=l,2. 
In t h e case of t h e mul t inomia l d a t a , t h e observed d a t a ^ has a mul t inomia l 
d i s t r ibu t ion wi th pa r ame te r s (TV; 6>ii’ 6>i2 2i’ 22)’ where t h e probabi l i ty mass 
f u n c t i o n is given by 
2 
Fv{Xu 2^ 11’ = 2^ 12, 1 2^ 22 I X I Xts = 
r,s=l 
= I 1 2 . (3.37) 
ilr,5=l ^rs-
On t h e o the r h a n d , the prior d i s t r ibu t ion of t he cell probabi l i ty vector is a 
Dirichlet one which is 
D ( m i i , m i 2 , m 2 i , m 2 2 ) (3.38) 
wi th densi ty 
mrs) . (3.39) 
Ylr,s=i r ( 
Owing to t h e well-known result t h a t t h e Dirichlet family is con juga t e to t h e 
mul t inomia l family, t he condi t ional d is t r ibut ion of t h e cell p robabi l i ty vector 
given and is also a Dirichlet d is t r ibut ion wi th pa rame te r s {rriij + oh.’) i . 
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T h u s , t h e condi t ional densi ty tt( of ^ is given by 
— r s(mrs + ^rs)) Qmii+xii-l 0mi2-\-xi2-l 0rn2i-\-X2i-l + . 
— Y l l s = l ^ i ^ r s - \ - X r s ) ^^  ^^  ^^  ^^  
(3.40) 
Since t h e condi t ional d i s t r ibu t ion of ^ is invar iant for b o t h t h e Poisson d a t a a n d 
t h e mul t inomia l d a t a , Algorithm A is appl icable in b o t h s i tua t ions . 
Secondly, t o gene ra te t h e prior cell f requency vector , we can genera te each 
m^j f r o m its own d is t r ibu t ion (A”• i ) because t h e four prior cell f requencies 
are four i ndependen t Poisson processes. Actual ly, t h e condi t ional mass func t i on 
of t h e prior cell f requency vector ¥ is a p roduc t of Poisson mass 
func t ions given by 
( = n . ( 
• I L >% ‘) • 
So, t h e remain ing task is to de te rmine t h e m e a n \ i j h f r o m a given cell p robabi l i ty 
vector for different types of t h e observed d a t a . 
By defini t ion of t he cell probabil i ty, 
Q.. — _ ^ _ 
r’s = l Ars 
- _ _ h l h _ (3.42) 
Thus , t h e m e a n fXi] of t h e ( j ) t t i Poisson d i s t r ibu t ion is given by 
2 
= ^ i j ( Ks)il 
r,5=l 
= , (3.43) 
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which is resul ted f r o m (2.37). 
If t h e observed vector ^ has a mul t inomia l d i s t r ibu t ion , t he sample size N 
of t h e observed d a t a is fixed. Hence, t he expec ta t ion of N is equal to itself, N. 
T h u s , t h e m e a n fii] of t h e (z, j ) t h Poisson process is given by 
fii] = OrjE{N)h 
= e . j N h . (3.44) 
On t h e o ther h a n d , if t h e observed vector ^ is a Poisson d a t a , t h e sample size 
N becomes r a n d o m . Its expec ta t ion , E[N), can be calcula ted f r o m t h e s u m of 
t h e four ra tes , namely where these values are ob ta ined in t h e s tep [1. 




= . (3-45) 
Consequent ly , t h e means of t he four Poisson processes can be de t e rmined for 
b o t h t h e Poisson observed d a t a and the mul t inomia l d a t a respectively. Hence, 
t h e prior cell f requency vector V? can be genera ted . Here we summar ize t h e above 
by t h e following a lgor i thm: 
Algorithm B 
Sample rrtij from where the mean is given by 
( 
Xijti if I Poisson 




3.2.3 Acceptance-Rejection Algorithm 
In Subsect ion 2.4.2, we have assigned each prior cell f requency vector ^ an accep-
t a n c e probabi l i ty / x ^ ( ^ ) under t h e likelihood in t e rp re ta t ion of t h e m e m b e r s h i p 
value. In o the r words, each vector has its membersh ip value / i ] as its p rob-
abi l i ty to reflect t h e prior belief t h a t is quant i f ied by t h e fuzzy set A. Now, an 
acceptance- re jec t ion a lgor i thm is es tabl ished for t h e imp lemen ta t ion of t h e s tep 
•b2] of our Gibbs sampler . 
Suppose * is genera ted f r o m for a given f . T h e following algo-
r i t h m is used to examine its acceptabil i ty. 
Acceptance-Rejection Algorithm 
•1] Compute 
2] Generate u from Uniform (0,1). 
3] * is accepted if, and only if w < 
T h a t is, t h e probabi l i ty t h a t P * is accepted is given by 
Fv{accepted\rn'') Pr(/7 < 
- f i A i ^ n n . (3.46) 
Hence, using this acceptance-re jec t ion a lgor i thm, s tep [b2] of our Gibbs sampler 
can b e implemented . 
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3.3 Some Practical Problems 
W i t h all t h e a lgor i thms on h a n d , we can implement our Gibbs sampler t o ob-
t a i n t h e desired r a n d o m sample of t h e prior cell f requency vector However, 
t h e r e are some prac t ica l p roblems to be solved dur ing t h e imp lemen ta t i on of t h e 
sample r . 
Problem 1 
How m a n y n u m b e r of i te ra t ions i in t h e Gibbs sequence are needed for 
regard ing t h e points W and as genera ted f r o m 7 r ( ^ | 5 ) a n d t t^( 5) 
respect ively? 
Problem 2 
How large should the number K of t h e sample point be for doing t h e 
pos ter ior analysis by Mon te Carlo m e t h o d ? 
In t h e following two subsect ions, we are going to tackle these problems. 
3.3.1 Number of Iterations in Gibbs Sampler 
F r o m (3.26) and (3.27), P and ‘ s imul taneously converge in d i s t r ibu t ion to 
the i r respect ive d is t r ibut ions and 7r(^|?). T h u s , it suffices to check t h e 
convergence of Checking t h e convergence of this mul t ivar ia te r a n d o m sample 
e~, however, is not a simple task . Ins tead of doing so, it is advised to check for 
t h e convergence of In a which can be, by its definit ion, de te rmined f r o m t h e cell 
p robabi l i ty vector ^ of t he table . Al though the re is no de terminis t ic re la t ionship 
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b e t w e e n t h e convergence of and t h a t of In a , th i s a l t e rna t ive is still w o r t h y of 
i ts s impl ic i ty a n d t h e fac t t h a t t h e log-odds ra t io is t h e m a i n concern a m o n g t h e 
pos t e r io r e s t i m a t e s in th is thesis . 
For t h e v i r t u e of t h e s implici ty of our Gibbs sampler , we p r e s u m e t h a t im-
p l e m e n t i n g r e p e a t e d l y t h e i te ra t ive a lgo r i t hm [a] a n d [b] for 1000 i t e r a t i ons is 
suff icient t o get a n accep tab le resul t of t h e sample po in t . T h u s , rni^^^^) a n d ) 
can be" t r e a t e d as be ing sampled f r o m t tb( 5) a n d tt( ) respectively. Hence , 
Ina(iooo) t h a t is d e t e r m i n e d f r o m ( is a r a n d o m sample po in t f r o m t h e den-
sity 7 r ( l n a | 5 ) . W e call t h e sample poin t ob t a ined at t h e lOOOt/i i t e r a t i on as our 
' t r u e ' s ample . 
R e t u r n to t h e p r o b l e m of t h e d e t e r m i n a t i o n of t h e value for i. As t h e con-
vergence of t h e Gibbs sample r is in t h e sense of d i s t r ibu t ion , we c o m p a r e t h e 
s a m p l i n g d i s t r i bu t i on of t h e ‘ t rue sample wi th t h a t of t h e s amp le o b t a i n e d f r o m 
t h e G ibbs sample r wi th n u m b e r of i t e ra t ions being i. In p rac t ice , we d raw a 
r a n d o m samp le of size 100 f r o m t h e sample r w i th cer ta in n u m b e r of i t e ra t ions i. 
I n d e p e n d e n t samples a re gene ra t ed for different values of i. For ins tance , i equals 
5, 10, 20, ... , 1000. Consequent ly , we o b t a i n cer ta in n u m b e r of i n d e p e n d e n t 
samples of size 100. T h e n , each sample is compared wi th our ' t r u e ' s ample us ing 
t h e two- sample Kolmogorov-Smirnov tes t , or s imply K-S t e s t , which is a n o n p a r a -
m e t r i c t e s t of which t h e null hypothes i s s ta tes t h a t two i n d e p e n d e n t samples are 
coming f r o m t h e s a m e d i s t r ibu t ion ; while t h e a l t e rna t ive hypo thes i s s t a t e s t h a t 
t h e y a re no t so. Also, p-value of each tes t is c o m p u t e d . Of course, t h e larger t h e 
p-value is, t h e m o r e similar of t h a t sample to our ' t r u e ' one. F r o m these p-values , 
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a su i t ab le value for i is de te rmined . From t h e s imulat ion s tudy, we f ind t h a t 30 
i t e ra t ions is sufficient to ob ta in an acceptable resul t . Thus , we r e c o m m e n d to set 
i to b e 30 for t h e n u m b e r of i tera t ions in the Gibbs sampler . For detai ls regard ing 
t h e s imula t ion resul ts , please refer to Subsect ions 4.1.1 and 4.2.1. 
3.3.2 Sample Size of Gibbs Sample 
In Sect ion 3.1, we e s t ima te t h e poster ior m e a n of t he log-odds ra t io 
and t h e pos te r ior means of t h e cell probabil i t ies of t h e t ab le by 
t h e M o n t e Car lo m e t h o d in which a r a n d o m sample ^ of size K is exploi ted. 
Obviously, t h e level of precision of these es t imates will increase as K increases. 
However, ins tead of unbounded ly increasing the level of precision by enlarging 
t h e sample size of it is desirable to de te rmine a sui table value for K so t h a t a 
pre-selected level of precision for those es t imates is a t t a ined . It is t hus reduced 
to a sample size de te rmina t ion p rob lem in survey sampling. 
Consider an es t imat ion prob lem of t he m e a n E{X) = " of a popu la t i on w i th 
var iance Var{X) a\ Let x i , X2, xs, xk b e an independen t ly a n d identical ly 
d i s t r ibu ted sample of size K f r o m the popu la t ion and the sample m e a n x is an 




Var(x) = ^ . (3.48) 
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Also , t h e p o i n t e s t i m a t e of t h e p o p u l a t i o n va r i ance is t h e s a m p l e v a r i a n c e 
t h a t is g iven by 
32 = E L I ( A - . (3.49) 
K - 1 
H e r e , t h e p r o b l e m of in t e res t is t o d e t e r m i n e a s u i t a b l e va lue for t h e s a m p l e 
size K such t h a t t h e p o i n t e s t i m a t e x of /i sat isf ies ce r t a in p re - se lec ted p rec i s ion 
r e q u i r e m e n t . 
C o n s i d e r a p rec i s ion r e q u i r e m e n t b e specif ied in t e r m s of a r e l a t ive b o u n d d 
a t a re l i ab i l i ty level 1 - 7 . W e h a v e t h e fol lowing p r o b a b i l i t y s t a t e m e n t : 
1 - 7 = P r ( 1 ^ 1 < d ) 
— P r f < — M l _ ) . (3.50) 
— ( [ T / a r ]1/2 — 
T h e u s u a l t e c h n i q u e in th i s d e t e r m i n a t i o n p r o b l e m is t o a s s u m e 
W ^ ~ 1 3.51) 
T h u s , we h a v e 
^ = - ’ 3 .52) 
w h e r e z…2 is t h e u p p e r - t a i l pe rcen t i l e p o i n t of a s t a n d a r d n o r m a l d i s t r i b u t i o n . 
Hence , we h a v e t h e fol lowing equa l i ty : 
7 
[ - ^ f Var(x) 
= . (3.53) 
So, t h e va lue of K c an b e ca l cu la t ed f r o m t h e fol lowing f o r m u l a : 
K = (3.54) 
jj/ a 
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In prac t ice , t h e p a r a m e t e r ct]!^jt? is unknown, so a pilot s t u d y is l aunched to 
provide an e s t i m a t e for i t , where a r a n d o m sample of size Kq is d r awn . Thus , 
t h e u n k n o w n p a r a m e t e r s can be es t imated f r o m t h e sample m e a n and t h e sample 
var iance of this sample . Consequent ly , we have 
k = (3.55) 
and t h e requi red sample size is t aken to b e t h e smallest integer t h a t is g rea te r 
A 
t h a n t h e e s t i m a t e K . 
R e t u r n to our s i tua t ion where we are in teres ted in es t ima t ing t h e following 
five p a r a m e t e r s : [ 2 15] and E[lna\^]. By M o n t e 
Car lo m e t h o d , we have: 
m^m = (3-56) 
for = and 
E[lna\^] = (3.57) 
Here, each is a point e s t ima te of and it is a sample point 
f r o m a popu la t i on of generic element ¥ ] , wi th m e a n 
lie., = 
= E [ 9 ^ J \ ^ ] (3.58) 
and var iance 
a l ^ = , (3.59) 
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where t h e expec ta t ion and t h e var iance are calculated wi th respect to t h e condi-
t iona l d i s t r ibu t ion of M given . 
Similarly, each t h a t is an e s t ima te of E[lna\^] is also a sample 
po in t f r o m a popu la t i on of generic element wi th m e a n 
/iinc = E[E[lna\^,¥]\^] 
= E [ l n a | ? ] (3.60) 
and var iance 
al^ = Var[E[\na\^,¥]\^] , (3.61) 
where t h e expec ta t ion and t h e var iance are also calculated wi th respect to t h e 
condi t iona l d i s t r ibu t ion o f ¥ given t . 
T h u s , adop t ing a relat ive b o u n d d of 0.05 at a 0.95 reliability level to be t h e 
precision requ i rement for t h e each es t imate , we can e s t ima te t h e values of 
a n d Kir, a wi th respect to each es t ima tor by the following formulae: 
9” = | ( (3.62) 
for = where and a l ^ a re the sample m e a n and sample var iance ob ta ined 
f r o m a pilot s t udy for t h e ( z , j ) t h r a n d o m sample respectively; while t h e value of 
A'lna can b e e s t ima ted by 
(3.63) 
/^Ina 0 .05 
where [il^^ and are respectively the sample m e a n and sample var iance ob-
t a ined f r o m a pilot s tudy. 
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In order to fulfill t he precision requi rements for all t h e five e s t ima tes simul-
taneously , t h e required sample size Kueq is chosen to be t h e least integer t h a t is 
A 
grea te r t h a n all these five K,s. 
Finally, w h a t we remain to do is to ob ta in the r a n d o m samples of E[Oij\^, M_ 
and respectively. Actually, t h e r a n d o m sample of can b e 
ob t a ined by using t h e fo rmula (3.22) 
T^io.. X M) - M“ + ”-—— 
for i, toge ther wi th t h e r a n d o m sample of ^ ob ta ined in (3.28), where we 
have 
/mt.1^ _ /mi 7712 mjA 
1 ~ L i - [ ” …’ ~ J . 
O n t h e o the r h a n d , fixing t h e value L, where L is t h e number of cell p robabi l i ty 
vectors d r awn f r o m the condi t ional densi ty tt( and bas ing on t h e resul t 
(3.10) we can ob ta in t h e r a n d o m sample of E ( l n a | ? , ¥ ) , where we have, for 
each k=l, 2, ... , K, 
1 L 





In th is c h a p t e r , two numer ica l examples , which compr i se one m u l t i n o m i a l d a t a 
set a n d one Poisson d a t a set , will be i n t roduced to s t u d y t h e p rope r t i e s of our 
mode l ing . T w o essent ial p a r a m e t e r s which are t h e n u m b e r of i t e ra t ions i in G ibbs 
s ample r and t h e requi red sample size Kneg of t h e pr ior cell f r e q u e n c y vector will 
also b e assessed. In Section 4.1, t h e Schwar tz ' s (1967) d a t a t a k e n f r o m Albe r t 
a n d G u p t a (1983) will b e considered as a m u l t i n o m i a l example ; whi le t h e h o m e 
r u n d a t a of J o e DiMaggio (1948) t aken f r o m Alber t (1985) will b e e x a m i n e d as a 
Po isson e x a m p l e in Section 4.2. In Sect ion 4.3 some conclusions a n d discussions 
concern ing t h e s imula t ion s t u d y will be p resen ted . In add i t ion , some suggest ions 
for doing t h e pos te r io r analysis will also be given. 
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4.1 Mult inomial Model 
In this sect ion, we consider t h e case at which t h e joint d i s t r ibu t ion of t h e observed 
cell f requencies {Xij}^^ possess a mul t inomia l d i s t r ibu t ion . So, we have 
2 
P r ( X i i = = Xi2,X21 = X21,X22 ^ ^22 \ rs N ) 
= 2 m , 1 2 , (4.1) 
ilr,s=l rs. 
where Oij is t h e (z, j ) t h cell probabi l i ty of t h e table . 
As a mul t inomia l example , we consider t h e Schwartz ' s (1967) d a t a t h a t is 
e x t r a c t e d f r o m Alber t and G u p t a (1983). T h e d a t a were collected to inves t iga te 
t h e t r ends in a t t i t u d e s of t he whi te towards t h e blacks. In our cons idera t ion , 
t h e variables of s tudy are educa t ion (grade school, high school) and r e sponden t ' s 
region (south , no r th ) . Each respondent is asked to response to t h e ques t ion “ Do 
you think Negroes should have as good a chance as white people to get any kind of 
job or do you think white people should have the first chance at any kind of job?“ 
(as good as, o the r ) . A par t ia l t ab le of Schwartz ' s d a t a is given in T a b l e 4 .1 . 
Suppose a user believes t h a t t he re la t ionship be tween region a n d response is 
similar for g rade school and high school in 1946. T h e n t h e d a t a set for Grade-
igj^S can b e considered to be a prior d a t a for t he current d a t a set for High-1946. 
T h u s , t h e prior guess at In ao and t h e relat ive weight t i are given by 
In a ln(52 x 365/206 x 311) - 1 . 2 2 
and 
ti 934/1040 0.90 
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Table 4.1: Partial Table of Schwartz's (1967) Data. 
Region 
Response South North Total 
a. Grade-1946 
As good as 52 311 363 
Other 206 365 571 
Total 2 5 8 6 7 6 9 3 4 
b. High-1946 
As good as 64 439 503 
Other 163 374 537 
Total 2 2 7 8 1 3 1 0 4 0 
respectively. Besides, we assume t h a t t h e user specifies t h e prior belief of associ-
a t ion at a m o d e r a t e degree of sureness and his degree of fuzziness is charac ter ized 
by having t h e p a r a m e t e r cj to be 1.20. Therefore , we have 
(u;,ln a o , 7 ] , h ) = . ( 1 . 2 0 ’ - 1 . 2 2 1.00 0 . 9 0 ) . 
Having all t h e p a r a m e t e r values on hand , we can pe r fo rm t h e poster ior analysis 
by using t h e methodologies described in C h a p t e r 3. 
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4.1.1 Determination of Number of Iterations 
W e app ly t h e m e t h o d in Subsec t ion 3.2.1 to d e t e r m i n e an a p p r o p r i a t e value for 
t h e n u m b e r of i t e ra t ions i in t h e Gibbs sampler . T h e resul t ing p-values of t h e 
K-S test are given in Table 4.2. 
T a b l e 4.2: P-values of the Two-sample Kolmogorov-Smirnov Test for 
Schwartz's Data. 
Iteration P-value Iteration P-value Iteration P-value 
5 0.1548 90 0.5830 500 0.0782 
10 0.9084 100 0.8154 550 0.2819 
20 0.9084 150 0.1548 600 0.5830 
30 0.9084 200 0.1548 650 0.5830 
40 0.9084 250 0.7021 700 0.8154 
50 0.4695 300 0.7021 750 0.1112 
60 0.4695 350 0.7021 800 0.2819 
70 0.8154 400 0.9684 850 0.2819 
80 0.2112 450 0.3682 900 0.0782 
Table 4.2 shows t he s imula t ion resul ts for t he d e t e r m i n a t i o n of t h e n u m b e r 
of i t e ra t ions i. W e find t h a t all t h e p-values of t he two sample K-S tes t are g rea te r 
t h a n t h e s ignif icance level 0.05. It means t h a t t he d i s t r ibu t ions of all samples are 
no t s ignif icant ly different f r o m t h a t of t h e ' t r u e ' one. T h u s , t he Gibbs s ample r 
converges even for a small i t e ra t ion n u m b e r such as 5. To be conservat ive , we 
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would like to t a k e i to b e 30 in t h e coming s imula t ion s tudies . 
4.1.2 Determination of Sample Size 
Set L = 10, whe re L is t h e n u m b e r of t h e cell p robabi l i ty vectors d r a w n f r o m t h e 
cond i t iona l dens i ty tt( A ) for each k = ...’ K , a n d use t h e m e t h o d in 
Subsec t ion 3.2.2. W e now s t a r t t h e pilot s t u d y wi th various values of K, say KQ 
a n d t h e s imula t ion resul ts a re t a b u l a t e d in Table 4.3. 
Tab le 4.3: Required Sample Size for the Cell Frequency Vector for 
Schwartz's Data. 
KQ K R e q KQ Kneq 1<0 K Req KQ KReg 
3 19 10 7 17 7 24 9 
4 5 11 9 18 7 25 9 
5 9 12 7 19 10 26 7 
6 20 13 12 20 8 27 5 
7 5 14 11 21 10 28 11 
8 6 15 5 22 6 29 5 
9 8 16 10 23 7 30 9 
F r o m th is t ab le , we find t h a t , in mos t cases, a sample of size 10 is la rge enough 
to fulfi l l t h e pre-selected precision requ i rement . T h u s , Kneq will b e t a k e n to b e 
10 in t h e following s imula t ion s tudies of th is example . 
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4.1.3 Posterior Estimation 
Having d e t e r m i n e d the values of i and Kueq, we can pe r fo rm the pos te r io r esti-
m a t i o n descr ibed in C h a p t e r 3 and the resul ts are given as follows: 
R l . T h e pos te r ior m e a n E[ln a | ? ] of t he log-odds ra t io is —1.15756. 
R2. T h e pos te r ior var iance Var[In of t h e log-odds ra t io is 2.58243x10"^. 
R 3 . T h e p-value of t h e Shapiro-Wilk tes t is 0.24850 t h a t is g rea te r t h a n t h e 
signif icance level 0.05. Thus , t he normal i ty assumpt ion for t h e pos ter ior 
log-odds ra t io In a is not re jected. Hence, t h e 0.95 H P D credible set for 
In a is given by ( - 1 . 4 7 2 5 3 , - 0 . 8 4 2 5 9 ) . 
R 4 . Also, t h e e s t ima te of t he odds ra t io a is e—i.i5756 = 0.31425; while t h e 0.95 
credible set of a is (0.22934,0.43059). 
R 5 . Finally, t h e poster ior means of t he cell probabi l i t ies are given by 
0.05974; 
E[Ou\^] 0.42147; 
i:[<92i|?] = 0.16113; 
(922 =0.35766. 
It should be not iced t h a t t h e poster ior es t imate , such as t h e m e a n of log-odds 
ra t io , should be somewhere between t h e priori , In ao w —1.22, and t h e observed 
value, \na ^ 1.10. If we evaluate a point , say c, t h a t divides t h e interval 
- 1 . 2 2 , - 1 . 1 0 ] into t h e ra t io 1 : t i ( t i 0.90), its value is approx imate ly - 1 . 1 5 6 8 
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t h a t is c o m p a r a b l e t o t he e s t i m a t e in R l . T h u s , it exemplifies t h e f u n c t i o n of i , 
which measu re s t h e re la t ive weight of t h e pr ior d a t a t o t h e observed d a t a in t h e 
pos t e r io r analys is . 
4.1.4 Sensitivity Analysis 
A f t e r t h e pos te r io r e s t ima t ions , we proceed to e x a m i n e w h e t h e r t h e pos te r io r 
e s t i m a t e s a re sensi t ive to t h e four p a r a m e t e r s or no t . 
As m e n t i o n e d in Sect ion 2.3, t he re a re four p a r a m e t e r s specified by t h e user 
t o reflect his own pr ior belief. T h e y are 
1 . 0 — a m e a s u r e of t h e degree of fuzziness of t h e user 
2. In ao — prior guess of associa t ion of t h e cont ingency t ab l e 
3. r] — a m e a s u r e of degree of sureness a t t h e pr ior guess In ao 
4. 1 t h e re la t ive weight of t h e pr ior i n fo rma t ion in t h e pos te r io r analysis 
O u r a p p r o a c h is to vary each p a r a m e t e r once a t i m e over a cer ta in r a n g e to see 
if t h e r e is a d r a m a t i c change in t h e pos te r ior e s t i m a t e of In a and its credible set; 
while t h e o the r s a re held cons t an t . If t he re is no significant change in t h e pos te r io r 
e s t ima te s , we say t h a t t h e inference is no t sensi t ive t o th is p a r a m e t e r . Otherwise , 
we should pay m o r e a t t e n t i o n on t h e sensit ive p a r a m e t e r when specifying its value. 
In t h e p resen t example , we have u 1.20 In a - 1 . 2 2 , rj 1.00 h = 0.90. 
a n d we shal l d iv ide t h e sensi t ivi ty s t u d y in to four pa r t s : 
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Part 1 
Vary u f r o m 1.05 to 5.00 w i th successive inc rement 0.01 and hold In ao 1.22, 
Tj = 1.00 a n d ti = 0.90. 
Part 2 
Vary In ao f r o m —1.80 to —0.50 wi th successive inc rement 0.01 a n d hold cj 
1.20, T] = 1.00 a n d t^ 0.90. 
Part 3 
Vary rj f r o m 0.00 to 5.00 w i th successive increment 0.01 and hold = 1 . 2 0 , In ao 
= - 1 . 2 2 a n d t i = 0.90. 
Part 4 
Vary t i f r o m 0.00 to 5.00 w i th successive inc rement 0.01 and hold lo = 1.20, In ao 
= - 1 . 2 2 and rj = 1.00. 
In each p a r t , t h e pos ter ior e s t ima tes of t h e log-odds ra t io In a (Series 1) lower 
b o u n d of credible region (Series 2) and u p p e r b o u n d of credible region (Series 3) 
a re p l o t t e d aga ins t t h e respec t ive p a r a m e t e r , and t h e resu l t ing p lo ts a re given in 
Figures 4.1 to 4.4. 
For all t h e f igures, t h e pos te r io r e s t imates of t h e log-odds ra t io a n d i ts credible 
b o u n d s do no t have a d r a m a t i c change in values as t h e p a r a m e t e r s vary. Hence, we 
conc lude t h e pos te r io r analysis is not sensit ive to a smal l change to t h e p a r a m e t e r s 
in our model ing . 
For Figure 4.1, we have t h e following observat ions . F i rs t of all, t h e r e is 
re la t ively shor t credible b o u n d , t h a t is less ex ten t in var ia t ion , for t h e smal l cj. 
It is r easonab le as a more precise resul t is expec ted for one wi th less degree of 
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fuzz iness , which is ref lected by hav ing a small value of UJ. Secondly, t h e r e is 
a s l ight ly u p w a r d t r e n d for t h e pos ter ior m e a n of t h e log-odds ra t io . As one 
has a la rger degree of fuzziness , t h e cor responding prior i n f o r m a t i o n ough t t o 
b e c o m e m o r e vague. T h e n , it is expec ted t h a t t h e pos te r ior e s t i m a t e is likely 
t o b e d o m i n a t e d by t h e observed d a t a . In t h e present case, t h e pr ior a n d t h e 
obse rved log-odds ra t ios a re - 1 . 2 2 a n d - 1 . 1 0 respectively. Hence, th is expla ins 
t h e u p w a r d t r e n d for t h e e s t ima tes as UJ increases. 
For Figure 4.2, t he re is an obvious u p w a r d l inear t r e n d for t h e pos te r io r 
e s t i m a t e s as In Qq increases. It is bel ievable as t h e pos te r io r e s t i m a t e should b e 
s h r u n k t oward t h e priori , t h a t is t h e prior belief of associa t ion. 
For Figure 4.3, t he re is a large ex ten t in var ia t ion for t h e pos te r io r e s t ima te s 
w h e n rj is small . It is sensible as a less degree of sureness in pr ior belief should 
lead to a large var ia t ion in t h e pos te r ior e s t imates . 
For F i g u r e 4 . 4 , it shows t h a t t he re is a decreasing t r e n d for t h e pos te r io r 
m e a n of t h e log-odds ra t io . It is u n d e r s t o o d as for smal l h , t h e pos te r io r m e a n 
should b e d o m i n a t e d by t h e observed d a t a and is close to t h e observed log-odds 
ra t io , which is —1.10; while t h e e s t i m a t e should get smal ler , close to - 1 . 2 2 , as t h e 
pr ior i n f o r m a t i o n becomes more i m p o r t a n t . Also, t h e pos ter ior m e a n of t h e log-
o d d s r a t i o has a large f luc tua t ion for large i . It is r easonab le as Xij is expec t ed to 
b e larger t h a n rrnj for small value of t i and hence t h e p a r a m e t e r s of t h e Dir ichlet 
dens i ty (3.35) should b e d o m i n a t e d by t h e fixed c o m p o n e n t So, it is 
































































































































































































4.2 Poisson Model 
Suppose t h e d i s t r ibu t ion of t he observed cell f requency vector ^ of a 2 X 2 con-
t ingency t ab l e is a p roduc t of four independen t Poisson d is t r ibu t ions wi th r a t e 
vector deno ted by S (An, A12, A21, A22) and t ime length 2, which is fixed to b e 
one. T h u s , t h e joint probabi l i ty mass func t ion is given by 
( & (4-2) 
As a Poisson example , we consider t h e following home run d a t a for Joe DiMag-
gio in 1948, which is analyzed by Alber t (1985). J o e DiMaggio is a r i gh t -handed 
h i t t e r . It is well known by t h e basebal l fans t h a t it is generally more difficult for a 
r i gh t -handed h i t t e r to hit a h o m e run in Yankee S t a d i u m t h a n in o the r s t ad ium. 
T h e d a t a a re classified wi th respect to t h e basebal l s t a d i u m (Yankee, Othe r ) and 
t y p e of hi t ( H R - an ac ronym for home run hi t , O the r ) . T h e d a t a are t a b u l a t e d 
in Table 4.4. 
Table 4.4: Home Run Statistics for Joe DiMaggio(1948). 
Type of Hit 
Stadium HR Other Total 
Year 1948 
Yankee 15 279 294 
Other 24 276 300 
Total 3 9 5 5 5 5 9 4 
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S u p p o s e a baseba l l f an believes at m o d e r a t e level t h a t t h e p e r f o r m a n c e of J o e 
D iMagg io is no t af fected by t h e s t a d i u m . T h e n , his pr ior belief of assoc ia t ion 
is r e p r e s e n t e d by hav ing In Qq t o be zero at a m o d e r a t e degree of sureness . Be-
sides, t h e degree of fuzziness a n d t h e re la t ive weight of t h e pr ior i n f o r m a t i o n to 
t h e observed i n f o r m a t i o n a re charac te r ized by hav ing uj 1.20 a n d ti 0.20 
respect ively . T h u s , we have (cj I n a t], i ) = (1 .20 ,0 .00 ,1 .00 ,0 .20 ) • 
4.2.1 Determination of Number of Iterations 
Using t h e m e t h o d in Subsec t ion 3.3.1, we ob t a in t h e p-values as follows: 
T a b l e 4.5: P-values of the Two-sample Kolmogorov-Smirnov Test for 
Home Run Statistics. 
Iteration P-value Iteration P-value Iteration P-value 
5 0.2112 90 0.2819 500 0.1548 
10 0.1548 100 0.3682 550 0.9942 
20 0.9942 150 0.4695 600 0.7021 
30 0.1548 200 0.1112 650 0.5830 
40 0.0539 250 0.4695 700 0-5830 
50 0.3682 300 0.5830 750 0.3682 
60 0.4695 350 0.0539 800 0.1548 
70 0.3682 400 0.8154 850 0.1112 
80 0.9084 450 0.4695 900 0.9942 
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F r o m Table 4.5, we find t h a t all t he p-values a re g rea te r t h a n t h e s ignif icance 
level 0.05, which m e a n s t h a t t h e d i s t r ibu t ion of each sample is no t s ignif icant ly 
d i f ferent f r o m t h a t of t h e ' t r u e ' one. T h u s , t h e Gibbs sampler converges even for 
a smal l i t e r a t i on n u m b e r such as 5. To b e conservat ive, we shall t ake t h e n u m b e r 
of i t e r a t i ons i t o b e 30 in t h e proceeding s imula t ion s tudies of this e x a m p l e . 
4.2.2 Determination of Sample Size 
Set L = 50 a n d t h e s imula t ion resul ts are t a b u l a t e d in Table 4.6. 
T a b l e 4.6: R e q u i r e d S a m p l e S i z e f o r t h e C e l l F r e q u e n c y V e c t o r f o r H o m e 
R u n S t a t i s t i c s . 
Ko KReg I<0 K Req ^<0 K Req I<0 I< Reg A , o K Re, I<0 ^ Reg 
3 96 13 45 23 41 33 25 43 25 53 35 
4 58 14 40 24 24 34 34 44 36 54 37 
5 26 15 40 25 27 35 44 45 24 55 26 
6 30 16 43 26 23 36 29 46 41 56 36 
7 62 17 21 27 46 37 27 47 46 57 39 
8 30 18 19 28 42 38 23 48 37 58 38 
9 19 19 41 29 24 39 27 49 36 59 34 
10 27 20 29 30 34 40 29 50 33 60 45 
11 30 21 22 31 46 41 32 51 29 80 35 
12 54 22 27 32 29 42 37 52 38 100 27 
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F r o m T a b l e 4 . 6 we find t h a t a sample of size 50 is large enough to fulfill t he 
pre-selected precision requirement in most cases. T h u s , t h e required sample size 
Kpieq for t h e n u m b e r of prior cell f requency vector to b e d rawn will b e t aken to 
b e 50 in t h e proceeding s imulat ion studies of this example . 
4.2.3 Posterior Estimation 
Now, we p e r f o r m t h e poster ior analysis and the results are given as follows. 
R l . T h e pos ter ior m e a n E[\na\^] of t he log-odds ra t io is - 0 . 3 9 5 0 2 . 
R 2 . T h e pos ter ior variance Var[lna\^] of t he log-odds ra t io is 9.73084 X 1 0 " ^ 
R 3 . T h e p-value of t he Shapiro-Wilk tes t is 0.15970 t h a t is g rea te r t h a n t h e 
significance level 0.05. Thus , the normal i ty assumpt ion for t h e pos ter ior 
log-odds ra t io In a is not re jected. Hence, t h e 0.95 H P D credible set for 
In a is given by ( — 1.00642, 0.21639). 
R 4 . Also, t h e e s t ima te of t he odds ra t io a is 0.67367; while t he 0.95 credible set 
of a is (0.36552,1.24159). 
R 5 . Finally, t h e poster ior means of t he cell probabi l i t ies are given by 
= 0.02681; 
E[0,2\^] 0.47012; 
i[6>2i|5] = 0.03926; 
<922 0.46381. 
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In th is example , t h e pr ior a n d t h e observed log-odds ra t ios a re 0.00 a n d —0.48 
respec t ive ly a n d t i is 0.20. Similar to Subsec t ion 4.1.3, t h e c o m p u t e d value of c 
is - 4 . 0 0 t h a t is c o m p a r a b l e t o t h e e s t ima te , - 0 . 3 9 5 0 2 , in R l . Hence , th is shows 
t h e f u n c t i o n of t i . 
4.2.4 Sensitivity Analysis 
In th i s e x a m p l e , we have t h e p a r a m e t e r values given as {uj = 1.20, In ao = 0.00, 
ri = 1.00, t i = 0.20). S a m e as t h e mul t inomia l case, we also divide t h e sensi t iv i ty 
s t u d y in to fou r p a r t s : 
Part 1 
Vary cj f r o m 1.05 to 5.00 w i th successive inc rement 0.01 a n d hold In ao 0.00, rj 
1.00 a n d t i 0.20. 
Part 2 
Vary In ao f r o m - 1 . 0 0 to 1.00 wi th successive inc rement 0.01 a n d hold a; 1.20, 
rj 1.00 a n d h 0.20. 
Part 3 
Vary rj f r o m 0.00 to 5.00 wi th successive inc rement 0.01 a n d hold uj 1.20, In ao 
= 0 . 0 0 a n d h = 0.20. 
Part 4 
Vary t i f r o m 0.00 to 5.00 wi th successive inc rement 0.01 and hold u 1.20 In ao 
0.00 a n d rj = 1.00. 
In each p a r t , t h e pos te r ior e s t ima tes of t h e log-odds ra t io In a (Series 1) lower 
b o u n d of credible region (Series 2) and u p p e r b o u n d of credible region (Series 3) 
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are p l o t t e d aga ins t t h e respect ive p a r a m e t e r and t h e resul t ing p lo ts a re given in 
Figures 4.5 to 4.8. 
F r o m the se four figures, we find t h a t t h e r e is no d r a m a t i c change in t h e pos-
te r ior e s t i m a t e s w h e n t h e p a r a m e t e r s vary. There fo re , we conclude t h a t t h e 
pos t e r io r analys is is no t sensi t ive to a smal l change of t h e p a r a m e t e r s . 
For Figure 4.5, t h e r e is a slight downward t r e n d for t h e pos te r io r m e a n of t h e 
log-odds r a t io . As one has a larger degree of fuzziness , t h e co r respond ing pr ior 
i n f o r m a t i o n ough t t o b e c o m e m o r e vague. T h e n , it is expec ted t h a t t h e pos te r io r 
e s t i m a t e is likely to be d o m i n a t e d by t h e observed d a t a . In th is example , t h e 
pr ior a n d t h e observed log-odds ra t ios a re 0.00 and - 0 . 4 8 respectively. Hence, 
th i s expla ins t h e downward t r e n d of t h e e s t i m a t e d value as uj increases. 
For Figure 4.6, t he re is an obvious u p w a r d l inear t r e n d for t h e pos te r io r 
e s t i m a t e s as In a increases It is bel ievable as t h e pos te r ior e s t i m a t e should b e 
s h r u n k t o w a r d t h e priori , t h a t is t h e pr ior belief of associa t ion. 
For Figure 4 . 7 , the re is a large ex ten t in var ia t ion for t h e pos te r io r e s t ima te s 
w h e n T] is small . It is sensible as a less degree of sureness in pr ior belief should 
lead t o a la rge va r ia t ion in t h e pos te r ior e s t imates . 
For Figure 4.8 it shows t h a t t h e r e is a increasing t r e n d for t h e pos te r io r 
m e a n of t h e log-odds ra t io . It is u n d e r s t o o d as for small t h e pos te r io r m e a n 
should b e d o m i n a t e d by t h e observed d a t a and is close to t h e observed log-odds 
r a t i o which is -0.48; while t h e e s t i m a t e gets larger , close to 0.00, as t h e pr ior 
i n f o r m a t i o n becomes more i m p o r t a n t . Also, t h e pos ter ior m e a n of t h e log-odds 
r a t i o h a s a large f luc tua t ion for large It is reasonable as Xij is expec t ed to b e 
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l a rger t h a n rriij for smal l value of t i a n d hence t h e p a r a m e t e r s of t h e Dir ichlet 
dens i ty (3.35) ough t to be d o m i n a t e d by t h e fixed c o m p o n e n t s {a^ij}^ . S o , it 






















































































































































In t h i s c h a p t e r , we s t u d y our m o d e l i n g by ana lyz ing o n e m u l t i n o m i a l d a t a a n d 
o n e P o i s s o n d a t a . F r o m t h e s e two example s , we h a v e t h e fol lowing conc lus ions . 
F i r s t of all , in d e t e r m i n i n g t h e n u m b e r of i t e r a t i o n s i r equ i r ed , we f ind t h a t a 
s m a l l va lue , such as 5, yields an a c c e p t a b l e resu l t . For t h e s impl ic i ty of o u r s am-
p le r , we be l ieve t h a t s imi lar resu l t s c an b e o b t a i n e d in o t h e r d a t a sets . T h e r e f o r e , 
we e x p e c t t h a t t a k i n g i t o b e 30 can genera l ly p rov ide a r e a s o n a b l e a n d a c c e p t a b l e 
r e su l t in ou r s a m p l e r . Hence , we r e c o m m e n d us ing 30 i t e r a t i ons in o u r s amp le r . 
Secondly , f r o m t h e sens i t iv i ty analys is , we find t h a t t h e pos t e r io r e s t i m a t e s do 
n o t h a v e a d r a m a t i c change s u b j e c t to t h e smal l c h a n g e of t h e f o u r p a r a m e t e r s . 
W e e x p e c t t h a t th i s n ice p r o p e r t y can also hold for t h e o t h e r d a t a se ts . Hence , 
we c o n c l u d e t h a t t h e pos t e r io r analys is is n o t sensi t ive w i t h r e spec t t o t h e f o u r 
p a r a m e t e r s in o u r mode l ing . 
Moreove r , t h e r e a re several cons i s ten t p h e n o m e n a f o u n d in t h e p lo t s of t h e 
two e x a m p l e s . F i r s t , less va r i a t i on for t h e pos t e r io r e s t i m a t e s a r e obse rved in t h e 
cases of sma l l va lue of a; a n d la rge value of rj. I t is r e a s o n a b l e as a m o r e s t a b l e 
r e su l t is e x p e c t e d for less degree of fuzziness a n d h igh degree of su reness . Second , 
a n u p w a r d l inear t r e n d is obse rved w h e n we p lo t t h e pos t e r io r m e a n of log-odds 
r a t i o a g a i n s t t h e p r io r belief of a ssoc ia t ion In a . It is be l ievable as t h e p o s t e r i o r 
e s t i m a t e will b e s h r u n k t o w a r d s t h e pr ior i . T h i r d , t h e pos t e r i o r e s t i m a t e s a re 
d o m i n a t e d by t h e obse rved value w h e n h is smal l a n d by t h e pr ior i w h e n h is 
la rge . I t is sens ib le a n d cons is ten t w i t h t h e i n t e r p r e t a t i o n of h . Ac tua l ly , we 
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bel ieve t h a t these p h e n o m e n a can also be found in o the r d a t a sets. 
F u r t h e r m o r e , as t h e jus t i f ica t ions for t h e no rma l i ty a s s u m p t i o n of t h e log-odds 
r a t i o In a are valid in b o t h cases, we expect t h a t similar resul ts can b e f o u n d in 
t h e o the r s . Hence, we r e c o m m e n d to use our p rocedure to cons t ruc t t h e credible 
region. 
However , t h e requi red sample size Kneq for t h e pr ior cell f r equency vector 
rn a re q u i t e di f ferent in t h e two cases. In t h e present two examples , a c o m m o n 
re la t ive precis ion requ i rement is a d o p t e d for t h e five pos ter ior e s t ima tes , so the i r 
m a g n i t u d e s do exer t an effect on t h e value of t h e requi red sample size Kjieq. F r o m 
(3.55) we know t h a t a large Kueq is required for t h e e s t i m a t e of small m a g n i t u d e . 
W e f ind t h a t t h e inf luent ia l p a r t for t h e requi red sample size Kneg is t h e e s t i m a t e 
of t h e pos te r io r m e a n of t h e log-odds ra t io . Here, t h e cor responding e s t i m a t e d 
values a re respect ively - 1 . 1 5 7 5 6 and - 0 . 3 9 5 0 2 for t h e mu l t i nomia l d a t a a n d t h e 
Po isson d a t a . T h u s , a relat ively larger sample size is expec ted in t h e case of 
Poisson d a t a t h a n t h a t in t h e mul t inomia l d a t a . 
O n t h e o t h e r h a n d , suppose a c o m m o n abso lu te precision r equ i remen t for 
t h e five e s t ima te s is exploi ted, say an abso lu te b o u n d d of l eng th 0.05 at a 0.95 
rel iabi l i ty l eve l Set 10 and p e r f o r m t h e pilot s tudies for b o t h d a t a sets. W e 
f ind t h a t a s ample size of 20 is large enough to fulfill t h e precision r equ i remen t 
in b o t h cases. W e expect t h a t a similar result will b e ob ta ined in o the r d a t a set 
if t h e above abso lu te precision requi rement is a d o p t e d . Hence, we can set KR^q 
20 in doing t h e pos ter ior analysis. 
In conclusion, we find t h a t t h e required sample size AHeg depends on w h a t 
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precis ion r equ i remen t is posed on t he pos ter ior e s t imates . An abso lu t e precis ion 
r e q u i r e m e n t yields a more s tab le and consis tent resul t in t h e e s t i m a t i o n of Kueq 
for var ious d a t a sets t h a n t h a t of a re la t ive precision r equ i r emen t . If one a d o p t s 
our abso lu t e precis ion r equ i remen t , t h a t is an abso lu te b o u n d d of l eng th 0.05 
a t a 0.95 rel iabi l i ty level, we r e c o m m e n d to set /ineg = 20. If a n o t h e r user has 
his own precis ion r equ i remen t on t h e es t imates , he should l aunch a pi lot s t u d y 
to d e t e r m i n e Kneq. In this case, we suggest using 5 . to 10 as t h e pilot s ample size 
KQ. Moreover , t h e value of L also affects t h e accuracy in e s t ima t ing t h e pos te r io r 
m e a n of t h e log-odds ra t io and is o f t en fixed in t h e d e t e r m i n a t i o n of Kueq. In 
p rac t i ce , we suggest to set L to be 10 in doing t he analysis . 
84 
Chapter 5 
Conclusions and Discussions 
T h i s thes is a t t e m p t s to c a p t u r e t h e unce r t a in ty wi th in t he h u m a n pr ior belief by 
us ing t h e fuzzy set theory. 
A classical m a t h e m a t i c a l model ing , such as Alber t and G u p t a (1983) is less 
r ea sonab le a n d not appos i t e to c a p t u r e t h e unce r t a in ty t h a t is o r ig ina ted f r o m 
t h e imprecis ion and vagueness of t h e h u m a n belief. T h e l inguist ic var iable , as 
well as t h e l inguist ic hedge, has been in t roduced as a b e t t e r tool to c a p t u r e such 
k ind of unce r t a in ty , where its t heo ry is based on t h e fuzzy set theory. 
W e have quant i f ied t h e pr ior belief by a fuzzy set A wi th m e m b e r s h i p f u n c t i o n 
^ t h a t can b e i n t e rp re t ed as a p robabi l i ty for a prior cell f r equency vector to 
reflect t h e pr ior belief. Four p a r a m e t e r s are elicited f r o m each user t o reflect his 
own pr ior belief a n d they are qu i t e easy to be in t e rp re t ed and specified when 
c o m p a r e d wi th t h e exist ing model . Moreover , t h e p a r a m e t e r which measures 
t h e use r ' s degree of sureness on his guess at t he log-odds ra t io In a , enhances us 
t o have a larger flexibility in model ing t h e pr ior belief for different c i r cums tances . 
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F u r t h e r m o r e , t h e p a r a m e t e r k, which measures t h e user ' s degree of fuzziness of t he 
f u z z y concep t ' s h o r t ' wi th respect to t h e present model , enhances us t o m o d e l a 
m o r e specif ic i n f o r m a t i o n a b o u t t h e user. It is deserved as different people should 
have the i r own u n d e r s t a n d i n g s and yardst icks . 
For t h e choice of t h e m e m b e r s h i p func t ion , t he re is no un ique e s t i m a t i o n 
p r o c e d u r e for t h e m e m b e r s h i p func t ion t h a t can b e appl ied to any p r o b l e m in 
t h e f u z z y set theory . It is reasonable as i ts cons t ruc t ion is highly cor re la ted wi th 
t h e co r r e spond ing fuzzy concept . 
In t h e presen t mode l , we have selected a func t iona l f o r m of t h e m e m b e r s h i p 
f u n c t i o n t h a t is suggested f r o m t h e no rma l density. However, o the r m a y choose 
a n o t h e r f u n c t i o n a l f o rm for t h e m e m b e r s h i p func t ion to represent his own belief. 
It d e p e n d s on t h e researcher himself . One m a y believe t h a t t he specified value 
In ao is close to t h e t r u e prior belief of associa t ion b u t he m a y exclude t h e pos-
sibil i ty t h a t t h e t r u e and t h e guess are coincided. T h a t is, t h e t r u e belief In a is 
s o m e w h e r e bes ide t h e specified value In a . It t h e n yields a b imoda l m e m b e r s h i p 
f u n c t i o n and t h e researcher m a y choose a func t iona l f o r m for t h e m e m b e r s h i p 
f u n c t i o n t h a t character izes t h e b imoda l p r o p e r t y a r o u n d In a . In s t ead of choos-
ing a f u n c t i o n a l f o r m for t he member sh ip func t ion , t h e researcher m a y also l aunch 
survey t o acqui re t h e exper imen ta l i n fo rma t ion a b o u t it. Actual ly, t h e way to 
deal w i th th i s depends on t h e researcher himself. In fuzzy set theory, t h e con-
s t r u c t i o n of t h e m e m b e r s h i p func t ion is in fac t a vi ta l i m p o r t a n t issue to be solved 
in t h e f u t u r e . 
O n e mer i t of us ing t h e fuzzy set theory to mode l t he prior belief is t h a t it 
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allows us to mode l o ther kinds of prior belief, t h a t o ther model ings fail to do so. 
In prac t ice , it is done by applying the opera tors on t h e fuzzy set. For ins tance , 
suppose one has a prior belief of posit ive associat ion. However, he has no idea 
a b o u t t h e value of t h e log-odds ra t io In a . We can model this prior belief as 
follows: 
Firs t ly , we mode l t h e prior belief of ' independence ' by assigning a zero value to 
t h e log-odds ra t io In a . Then , t h e fuzzy set I t h a t solely model t he independence 
pr ior belief has member sh ip func t ion , say fi i , of t h e following form: 
= exp[ -kr]{\n af : 
where rn ( m n , 21 22) h a In (mi im22 /mi2m2i ) and A; is a posi t ive 
cons t an t t h a t measures the degree of fuzziness of t he user. 
Secondly, t h e prior belief of 'not independence ' , t h a t is, t he associat ion exists, 
can also b e modeled by a fuzzy set, say NI. It is in fact complementa ry to t h e 
case of independence . So this fuzzy set can be ob ta ined by applying t h e comple-
mentation ope ra to r to t h e fuzzy set of ' independence ' . Thus , t he corresponding 
m e m b e r s h i p func t ion , say f i m is equal to (1 -
Therefore , t h e prior belief of 'posit ive associat ion ' can be decomposed into 
two por t ions . T h e first por t ion ,says t h a t t h e associat ion exists, t h a t is t h e case 
of 'no t independence ' . T h e second por t ion says t h a t t he associat ion is posit ive, 
so t h e log-odds ra t io In a should be positive. Hence, we have 
/^P^(lna) 1 - / i jO ( lna)) 
where g{lna) equals In a if In a 0; equals 0 otherwise. Thus , bas ing on t h e 
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m e m b e r s h i p func t i on f i j and using t h e e lementary opera to rs in t h e fuzzy set 
theory , we can mode l a prior belief of posi t ive associat ion. 
Similarly, a pr ior belief of 'negat ive associat ion ' , can b e mode led by t h e fuzzy 
set N A wi th m e m b e r s h i p func t ion a ) being equal to I - fii{\n a - g { \ n a ) ) . 
F u r t h e r m o r e , suppose one has a prior belief of posi t ive associat ion wi th t h e 
log-odds r a t io equals In a . T h e n t he fuzzy set B t h a t models this belief is t h e 
in te rsec t ion of t h e fuzzy set A and t he fuzzy set PA. Thus , t he corresponding 
m e m b e r s h i p f u n c t i o n takes t h e f o r m as follows: 
FIB min(//A,/^pa) 
T h i s f lexibil i ty of model ing t he prior belief yields a great advan tage over t he 
classical model ing . 
Having quant i f ied the prior in format ion , a popula r m e t h o d - Gibbs sampler is 
explo i ted to enhance t he poster ior analysis by Monte Car lo m e t h o d . So, we can 
m a k e t h e inferences of in teres t , such as the point e s t ima t ion of t he log-odds ra t io , 
t h e cell probabi l i t ies and t h e interval es t imat ion of t he log-odds ra t io . Moreover , 
t h e resul t s of t h e sensi t ivi ty analysis show t h a t t he poster ior e s t ima tes do no t 
have a d r a m a t i c change in value. Thus , t he poster ior analysis are no t sensitive 
w i t h respect to t h e four pa rame te r s . 
In conclusion, using t he fuzzy set theory enhances us to have a more pre-
s u m a b l y reasonable and b e t t e r model ing of t he h u m a n prior belief on a 2 x 2 
cont ingency tab le . Al though the re are still some problems, such as t h e choice 
of an a p p r o p r i a t e f o r m for t h e membersh ip func t ion , t h e use of fuzzy set t heo ry 
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t o q u a n t i f y such k ind of unce r t a in ty is still worthy. Its flexibili ty of model ing 
d i f ferent k inds of pr ior belief is also an a t t r ac t i ve poin t for t h e researcher . 
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