To obtain text information included in a scene image, we first need to extract text regions from the image before recognizing the text. In this paper, we examine human vision and propose a novel method to extract text regions by evaluating textural variation. Human beings are often attracted by textural variation in scenes, which causes foveation. We frame a hypothesis that texts also have similar property that distinguishes them from the natural background. In our method, we calculate spatial variation of texture to obtain the distribution of the degree of likelihood of text region. Here we evaluate the changes in local spatial spectrum as the textural variation.
INTRODUCTION
Recent progress in information technology has accelerated developments in wide practical applications based on digital acquisition, processing, and distribution of general or natural scenes. The rapid increase in visual data amount enhances the demand to extract characters and texts in scenes, in particular for the purpose of indexing them automatically. When we capture a stream of a scene in a summer festival with a video camera, it should be highly helpful that a short shot of a handwritten banner reading "Summer Festival" on an arched gateway could automatically index the part of the stream as "Summer Festival."
In this case, the system needs not find all of the characters included in the scene but, instead, find only a few intended texts physically written in the scene.
To perform such a task, the system should firstly estimate where texts exist in the scene, and then recognize them. In the recognition stage, the performance of the state-of-the-art systems of the optical character readers (OCR) is very high. In contrast, the determination of the physically written text regions is still a difficult task. The difficulty arises from the infinite variation in colors and brightness of foreground and background, variety in size and direction of characters, possible deformation, the dependence of appearance on material, lighting condition, and so on.
To extract text regions, many ideas have been introduced over the past few decades. Otsu [1] proposed an adaptive dichotomy method based on the difference of brightness histogram in character and background regions in grayscale bitmaps. He utilized zero-th and first momentum for the segmentation. The proposal is not only for texts but for general dichotomy. Ohya et al. [2] extended Otsu's method to a local-histogramsensitive version to estimate character regions. They also conducted experiments to determine texts by combining the extracted regions based on proximity and gray-level similarity.
Some recent research efforts dealt with color images. Zhong et al. [3] proposed two segmentation methods. One is to use color similarity and a few heuristics (size, alignment, proximity) to determine character regions and combine them to compose a text. The other is to treat gray scale images. They determine a character region based on local brightness variance. Then they detect upper and lower limits of a text line as well as left and right ends. Lopresti and Zhou [4] performed clustering of pixels in color space to find characters and combine them into a text. Experiments were conducted for web images and banners.
Soft-computing approaches have also been presented for adaptive text region determination. Li et al. [5] processed mean and moment features of pixel values in a complicated manner using a neural network.
Experimental results on video sequence were presented. In the method proposed by Antonacopoulos and Karatzas [6] , pixels are clustered based on perceptual color distance. Then the color-connected components are grouped to form a character region with a fuzzy propinquity measure. The method was applied to web images.
Difficulties in text region extraction depend also on physical representation. Sarkar et al. [7] dealt with the problem observed in sampling a printed image. Jain and Yu [8] presented an text-location determination system integrating various types of images such as binary, web, full color, and video images. In the system, image pixels are clustered by similarity in grayscale or color, and combined into components. A text is extracted on an assumption that characters are well aligned. Chen et al. [9] employed hierarchical structure to handle texts in various sizes, orientations and color distributions.
Many of the methods reported, including above proposals, extract text regions based on the distribution of luminance levels or colors of individual pixels. That is to say, they directly use statistical values such as histogram and moments to formulate the determination problem in a framework of numerical dichotomy.
On the other hand, texture based ideas have also been presented where they use spatial correlations in a local area instead of direct pixel values. Jain and Bhattacharjee [10] proposed a system that determines whether a pixel is included in a character region or not, based on textural difference after an unsupervised learning of multichannel filters. Wu et al. [11] assumed by intuition that a text has the following two features: (1)a text has a specific frequency and directional information, resulting in a distinctive texture, and (2)characters in a text have also similarity in height, direction and spacing. First they determine the text region based on feature (1) by the k-mean algorithm classification of input local-image feature vectors after multiple scaling, linear and nonlinear filtering using second order derivatives of Gaussians at multiple scales, and saturation transform. Though the treatment is complicated, the segmentation is performed in total by evaluating local texture. Then they combine the estimated regions by heuristics. Experiments on printed characters are presented.
Most of the aforementioned methods utilize some heuristics, which makes the methods quite powerful to extract characters and texts in respective situation. The heuristics, however, often results in performance difference depending on conditions such as character types, languages, etc. For example, Liu et al [12] first pay attention to the regions having high-frequency components and stripe contrasts. Then they determine texts by size and homogeneity. They use Chinese / Japanese character features, i.e., the specific aspect ratio and alignment regularity of characters. These features are very effective practically but, at the same time, they sometimes limit the effectiveness within Chinese / Japanese character treatment.
Text extraction in video data has also been investigated actively in recent years. When we treat images in time sequence, the temporal continuity can be an additional useful feature [13] , [14] . Good extraction has been achieved in particular for superimposed texts, which has also wide applications of great importance.
Both of the pixel-value-based and texture-based proposals yield good results with sophisticated algorithms and heuristics. They are effective and powerful in respective tasks. On the other hand, by examining human behavior in ourselves, we find that the human beings are attracted instantaneously by a text region, at a glance at a general scene, almost independent of character types. The mechanism in the brain is still unclear, but it can be different from previous proposals. Our reaction is so quick that we may find another manner that depends on intuitional evaluation rather than a set of complicated rules based on heuristics.
It may also be expected that texts and characters possess specific features that we can detect very quickly and easily.
We experience a similar quick attention to a textural variation. That is to say, human beings are not interested in homogeneous texture images, but are attracted by the area where the texture is changing.
Because text areas also attract us similarly, they are possibly expected to have a certain textural variation.
Though texture itself is certainly useful [10] , [11] , we sometimes fail in character extraction when we use only the textural feature itself. In addition, the typical textural features in various characters such as Chinese characters, Roman letters, or Japanese alphabets (hiragana and katakana), look different from one another.
According to the above consideration, this paper proposes novel character-region-extraction methods based on the change in texture. We demonstrate that our system estimates character regions independent of types of characters and letters under a wide range of image conditions. It can simultaneously obtain text, that is the combination of characters, without heuristics such as heights, aspect ratios and alignments.
In the proposed method, the textural change is evaluated as the spatial variation of local Fourier spectral components. For this reason, we name our method the spectral fluctuation (SF) method. Among multiple possible manners in the SF implementation, we put stress on an algorithm based on one-dimensional Fourier transform in this paper. We call it the hybrid spectral fluctuation (HSF) method where we combine space and frequency domains in a specific way. The HSF method has a process similar to that of human early vision [15] . This paper is organized as follows. Section 2 describes our basic idea by presenting introspection and, then, shows the system construction and processing algorithms. Section 3 reports experimental results on several scene examples as well as statistical evaluation. We discuss the performance in Section 4. Section 5 is conclusion. 5 
SYSTEM CONSTRUCTION AND PROCESSING ALGORITHMS
First, we present our basic idea. Then we describe the system construction and the processing algorithms in detail.
Basic idea
In daily life, human beings cope with the text extraction problem very easily. We first consider and examine possible dynamics of human visual attention, or foveation, in particular to text regions. For example, assume that we turn attention to characters on one of the signboards shown in Fig.1 . Generally a signboard has colored foreground and background. In Fig.1(a) , we can segment character regions very quickly without being puzzled by the colors. Even if the signboard has a wide stripe region as shown in Fig.1(b) , we ignore the stripe as a background and make foveation to the foreground characters. A wide area with almost homogeneous texture in Fig.1 (c) draws less attention of human vision. Accordingly, we may hypothesize that we are attracted not by the colors or texture itself, but by an area that has a color or texture different from that of surrounding wider area, namely, background. In other words, we are attracted by the changes of texture including colors.
In the human early vision, the neural network forms Gabor filters to detect the directions of edges and lines included in visual stimuli [15] . A set of the Gabor filters performs a spatial wavelet-like transform, i.e., observes local spatial frequency spectrum. On the other hand, the texture, which is originally a statistical property, can also be quantitatively evaluated by spatial frequency spectrum. These facts suggest that the mechanism of the quick and almost reflective extraction of character regions probably be the evaluation of the changes in the local spatial frequency spectrum. Therefore, a process that detects the spectral change, which is closely related to the textural change, will be expected to realize a human-like robust and high-speed character region extraction. This is the basic hypothesis we possess in the present approach. Figure 2 shows the processing flowchart to recognize texts in a general scene. Our system segments text regions in an input image, and is followed by recognition part. The procedure can be divided into three functional modules: (1)local spectrum computation module, (2) (1) and (2) without any heuristic information such as object's shape, color, contrast, and so on. This point is one of the specific features of our method. Figure 3 shows an input image I whose pixels are located at the nodes of a rectangular grid (x, y). The pixel number is totally X × Y . Let s c (x, y) be the pixel value in image I where superscript c has three color elements {r, g, b} (red, green, and blue) for example. In this paper, we basically deal with color images. But the following algorithm is applicable to either color or grayscale image without modification.
System construction

Algorithms
That is, the system need not examine whether the image is color or grayscale. Alternatively, if we choose the maximum color dimension C as C = 1 for grayscale image, instead of C = 3 for color, then the calculation cost can be reduced to 1/3.
The following two subsections describe two algorithms, which this paper proposes.
1) Two-dimensional spectral fluctuation method -The basic version:
We call the first method the twodimensional SF method. The SF method is the basis of the HSF method, which we describe in the next subsection. We calculate the degree of likelihood that a pixel s c (x, y) is included in a character region as follows. We prepare a window W of L × M size whose center position is (x, y). Pixels in the window is denoted as (x , y ) (∈ W ). We choose the Hann window function w(x − x, y − y) as the weighting profile. We obtain the local spatial frequency spectrum S c uv (x, y) by applying two-dimensional Fourier transform to the local image in the window W as
where j ≡ √ −1, and u = u p (p = 1, 2, ..., P ) and v = v q (q = 1, 2, ..., Q) denote discrete spatial frequency in x and y directions, respectively. The number of the obtained Fourier coefficients is then C × P × Q.
The coefficient set represents the feature of the local texture. In this process, we may use other means to transform the texture information into the frequency spectrum. The wavelet transform is one of the choices.
Next, we calculate the spatial difference of respective power-spectrum coefficients expressed twodimensionally as
The total number of the elements is then 2 × C × P × Q.
As mentioned in Section 2.1, if the spatial change of the frequency components is large at around a pixel s(x, y), we expect that the pixel is probably included in a character region. We determine the degree of likelihood A 2D as the absolute summation of the power fluctuation as
where each summation is executed for frequencies in x and y directions and colors. In the evaluation, we adopt the Manhattan norm here, but other norms such as Euclidean are also available. Suffix This method deals with the spatial change in the two-dimensional power spectrum |S c uv | 2 . Though this method works quite well to determine human-attracting regions, it is also found that an improved method 8 described below is more effective in particular for character region extraction.
2) Hybrid Spectral fluctuation (HSF) Method:
In the two-dimensional SF method, we presumed that the area has a higher attractivity to human beings when the area has changes in texture in the local area.
This method works well in experiments on actual scene images. However, at the same time, we find that, when the character area is much larger than the window size, the system sometimes fails to detect the central part of the character region. Besides, as to calculation cost, the two-dimensional Fourier transform requires a large cost.
To overcome these weakness, we improve the two-dimensional SF method as follows. We pay attention to the fact that a character is a line drawing in general (Roman, Greek, Arabic, Chinese, Japanese, etc.).
The utilization of a microscopic anisotropy arising from this fact will lead to a higher performance of character extraction.
A character stroke determines a direction in which the line is drawn (longitudinal direction) and the other (transversal) direction. In the transversal direction, the pixel value changes largely and frequently because of the fore-and back-ground alternation, even if it does not change in the longitudinal direction. Since the transversal change is not always periodic, the change cannot be well detected as a spectral change in this direction. Accordingly, to extract character regions, it should also be very important to detect such realspace changes in the transversal direction, besides the spectral changes. Such a transversal spatial change is δ-function-like change in space and, therefore, observed in all the longitudinal (one-dimensional) spectral components from direct current (dc) to high frequency. Such a change well reflects the fine structure constructed by line drawings.
Assume that we look at a somewhat large size text region through a rectangular hole. Even if the text moves, the spectrum will change only moderately. However, if we look through a narrow slit, the text movement will result in a large change of observed pixel values and, hence, also in a large difference of the one-dimensional Fourier components. Such a process will detect line drawing with a high sensitivity.
Based on the above consideration, in our new method, we first obtain one-dimensional spectrum to evaluate the textural change in the one-dimensional frequency domain. Then, we calculate the spectral change in both directions, in parallel and perpendicular to the one-dimensional Fourier-transform direction, so that the extraction of attracting regions can be more sensitive to line drawing. In this process, we apply the one-dimensional Fourier transform in two directions (x and y directions) to reduce the anisotropy of the extraction operation.
This method combines the x-directional frequency with y-directional spatial change and vice versa.
Therefore we name this method the hybrid spectral fluctuation (HSF) method. The calculation cost is also reduced because we employ one-dimensional transform instead of two-dimensional one. Figure 4 illustrates the HSF method. First we apply the one-dimensional Fourier transform to pixels on an x-directional line in the (x, y)-centered window W to obtain the frequency spectrum S c u (x, y) as
Then we calculate the spatial variation of the power spectrum |S c u (x, y)| 2 in x-and y-directions as
In the same manner, we calculate the counterparts for
Finally we sum up these orthogonal hybrid spectral variations, by taking the colors into consideration, to obtain the total fluctuation as
We regard the summation A H as the degree of the likelihood that the pixel is included in a text region in the HSF method.
The HSF method realizes the detection of textural change in the window with enhancement of the sensitivity to line drawing. At the same time, this method probably reflects well the human early vision system because the neurons form Gabor filters that basically perform the one-dimensional Fourier transform, as we considered in Section 2.1. We can also substitute the wavelet transform for the Fourier transform in (4) and (7).
Text region determination by normalization and thresholding
Module (3) in Fig.2 determines the areas that are estimated as text regions in the output image A H (x, y) calculated by (10) . We first normalize the likelihood image A H linearly so that the highest likelihood pixel value becomes unity. Then we binarize the image with a threshold chosen at 0.5 to determine the text regions.
The normalization process may include nonlinearity to enhance the A H map feature. The threshold can also be adjusted adaptively. But, in the following experiment, we normalize the likelihood image linearly and the threshold is fixed at 0.5 for simplicity and in order to avoid heuristics. Even with these conditions, the system works well, as shown in the following sections.
EXPERIMENTS
In this section, we present the experimental conditions first. Then we show some examples of extraction results as well as statistical evaluation.
Experimental conditions
We carried out the following experiments for colored still / movie images of 512×384 pixels and similar various sizes. The extraction process is identical for still and movie images since a movie image is treated as a sequence of still images frame by frame. We scan an image for all the pixels s(x, y) with a L × M window (L = M = 32) to get the likelihood image A H (x, y).
As mentioned in the above section, we fixed the parameters such as the window size and the threshold value independent of respective images. We calculate one-dimensional spectra and obtain the total fluctuation magnitude by the HSF method, followed by a simple normalization to scale the peak-to-peak to 0−1 and a dichotomy with a threshold fixed at 0.5. Thus, also in this sense, the system uses no heuristics. This is an important feature of our system, enabling us to deal with truly various shot images. On the other hand, in the case that we can assume the system to treat a limited class of objects, it will be possible to obtain a higher extraction performance by using additional heuristics appropriate for the situation.
Adaptive normalization determined in local area, for example, will also improve the performance.
Simultaneously, we assume that, in the practical indexing application, we use only a small number of estimated regions that has large areas. For this reason, we should pay more attention not to fail in detecting texts even if we may collect small garbage.
Calculation time
The present system is implemented in software. The total processing time for a single 512×384 image is about 3 seconds on a 2.4GHz Pentium 4 PC. If we realize the system in hardware, we can deal with movie stream in real time (e.g., 30 frames / second). However, we actually do not need to process all the frames for the indexing purpose. We usually need to capture a text for a few seconds, at least, to make a text shot meaningful for human beings and, hence, we do not have to process all the frames. The movie experiment below in this paper is conducted off-line.
Processing, intermediate output, and typical and/or characteristic results
1) Image with superimposed text (preliminary experiment):
As a preliminary experiment, we apply our method to an image including superimposed texts to examine the basic processing and performance.
Superimposed texts are similar to texts in web banners in the image characteristics. Figure 5 shows the result of the text region extraction by the HSF method. image. We find that almost all the texts are segmented from the background successfully. Figure 6 shows the result obtained for a scene image including handwritten physical texts. Figure 6(a) is the original image where we find characters such as black ones on green background, blue ones on white background, and so on. They have various sizes, brightness, contrast, hue and saturation. of the texts are extracted again. We find that some non-text regions are also extracted, but note that such small garbage hardly affects the indexing quality because we have only to pick up a few largest regions in practice. Figure 7(a) shows an example where we have to process both roman letters and Chinese / Japanese characters simultaneously. Both of them are extracted successfully. For this image, when the system employed the 2D SF method, we found that the system often segmented faultily some high contrast parts, such as the display edges, as well as the texts. However, with the HSF method, the system is unattracted by such high contrast parts. Figure 7 (b) shows the extraction of Thai without parameter change. We are successful even though the text line forms a wave. We can observe that the performance is scarcely affected by the variation of languages, characters and letters even with the fixed processing parameters. Figure 8 presents the result for a motion-image sequence. In this experiment, the system deals with the frames as a set of independent still images. That is to say, each image is treated as a still scene with various expansion / reduction, translational shift and view angle according to the way of camera shooting. In Fig.8 , signboards approach to the video camera. Then the initially ambiguous and collapsed characters become gradually larger and clearer. At the same time, because of the camera movement, the characters are often blurred. Even in this case, we find the extraction is steadily successful.
2) Scene image including texts:
3) Image including various types of characters:
4) Motion-image sequence:
In addition, Fig.9 shows a stream with 66ms (2 frame) interval. The character regions are found deformed continuously in accordance with the change in distance and view angle. The result of smooth extraction convinces us the robustness of the method.
Evaluation using open databases
We conducted evaluation using databases open to the public. We obtained quantitative evaluation by processing the ICDAR still images [16] . We also applied our method to deal with MPEG1 video frames in the IEICE Video Database for Evaluating Video Processing [17] .
In the evaluation using the ICDAR database, we calculated the precision p , recall r , and the standard f measure. The definitions are given as follows in terms of located word-region rectangles [18] [19] .
Preliminary precision p and recall r are defined as
where E denotes the set of text rectangles estimated by the system under test, while T denotes the ground-truth set of targets tagged by a human tagger, and c is the number of correct estimates. Modified definitions, p and r , are introduced by taking into account the "match" m a of human-tagged rectangles and system-output ones in the evaluation of "the number of correct estimates."
where r 1 and r 2 are two rectangles, r 1 ∩ r 2 is the intersection, a(r) gives the area of r, and R is a set of rectangles. The detail is given in Ref. [18] and Ref. [19] , though the definitions in them are a little different from each other regarding normalization. We adopt the definition in the latter literature. The standard f measure is then given as
where the weighting parameter α is usually 0.5. A completely correct rectangle set of estimate gives p = 1, r = 1, and f = 1. The definitions imply that a system deals with texts written almost linearly, horizontally, and in the space-between-words manner, and yields rectangles for estimation. These points may be unsuitable for general evaluation. However, we adopt these values for evaluation in comparison with other methods presented in Ref. [19] . Table 1 lists the average p , r and f values obtained for the images in respective data sets and also in total. Figure 10 is the scatter plot in logarithm. The logarithmic p and r correspond well with human intuitive evaluation. Table 2 
DISCUSSION
Extraction characteristics
Results in Fig.6 (handwritten texts, still image) and Fig.7 (a) (multiple types of characters), we find that the proposed method extracts texts well even though the system works using fixed parameters without heuristics. However, the system has weakness in insensitivity to simple texture. For example, in Fig.6 , it fails to extract the " " part in " ", which has a simple texture just like a window frame. We also observe that high-frequency textural changes yield garbage. Examples are found at small cars and a water tower in Fig.6 , leaves in Fig.15(c) , and outlines of buildings in 17(c). Their characteristics in the textural change is very close to those of texts. If the size of garbage is small, however, the weakness may affect the performance of video indexing only slightly since we do not need recognize all words in the image, but a few words in large text regions, as we mentioned in Sections 3.1 and 4.1.
We find the strength of the proposed method as follows. The results for movie stream in Fig.8 show certain robustness to slurs and blurs which reduce the degree of textural changes. Another strength is the stability in extraction when objects approach so that the object sizes change gradually. In addition, it is clear in Fig.7 (b) that the system is able to estimate a text line even when the line forms a wave. Skew and curved text lines are clearly extracted. When we employ a conventional template method, we often have to estimate text lines first, and then apply the template. The line setimation itself is not an easy task.
In our method, contrarily, we need no estimation of lines.
Quantitative evaluation and examples of result images
The last line in Table 1 presents the average scores, namely precision p , recall r , and standard f measure f , for the 494 samples in the ICDAR database. The values are p =0.144, r =0.286, and f =0.177, which are lower than the best result in Lucas et al. [19] . We analyze the results by referring to respective images and corresponding scores. In the analysis below, we will find that the proposed method possesses more applicability to video indexing than it is expected with the scores directly.
In Fig.14(a) , we added supplementary images that explains optional process for the evaluation in accordance with Lucas et al. [19] . Basically our proposed method estimates text regions in arbitrary shapes as shown in (i), followed by a post process that recognizes the texts included. The evaluation by Table 2 . Note that, when a text has a curved or wavy text line, the present evaluation becomes somewhat unfit for the extraction purpose. For example,
in Fig.11(c) , "A" of "Argos" has a long curved tail at the center and right bottom so that the answer rectangle has an excess height. For recognition of "A" at the left, an appropriate height works better. Our result captures "A" without any excess area. If we adopt this rigid area for the present evaluation, we obtain p = r = f =0.745. When we expand the extracted area to a circumscribed rectangle, we have much better figures p = r = f =0.950, which are still less than unity because the estimated rectangle is smaller than the answer, though it covers the text almost completely.
We find fair extraction in Fig.13 where Fig.15(a) is too large for the system with the fixed parameters. When we know approximate size of targets beforehand, we can improve the extraction by changing some of the parameters such as the window size. In the case of Fig.15(b) , the texture of "L", "I", "T" is very simple, and the contrast of the text is very small compared to that of the outline of the dustbin. Adaptive threshold that is locally determined will improve the performance. The case of Fig.15 (c) contains high-frequency and changing texture made by small leaves, which is a weak point of our method. 
