This article deals with multiple linear functional relationships models. Two robust estimations procedure are proposed to estimate the model, based on Generalized Maximum Entropy and Partial Least Square. They are distribution free and do not rely (so much) on classical assumptions. The experiments showed that the GME approach outperforms the PLS in terms of mean squares of errors (MSE). Empirical examples are studied.
which can be defined as MLFR, where α is the intercept, β is the slope vector Kx 1, ξ unknown, unobservable latent variable with dimension K x n, ε and δ, are mutually independent unobservable disturbances terms with zero means and finite variances. They are assumed to be independent of (ξ ik ,η i ).
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Methodology
This article considers two estimation approaches. One is the PLS developed by Wold (1975) . The algorithm is presented in Helland (1990) and Geladi (1986) . The second is a theoretically attractive estimation approach based on Shannon's (1948) entropy, which is called the Generalised Maximum Entropy. It was developed by Golan et al. (1996) for limited data. Subsequently, Al-Nasser et al. (2000) , Abdullah (2000) , and Al-Nasser (2003) used it for estimating Errors-in-Variables models. The GME method is a nonlinear programming approach to determine the most random probability distribution subject to the given information (see (1)). Without loss of generality, by assuming the intercept is equal to zero, the model can be rewritten as ( )
Because the unknowns are not in probability distribution form, their possible outcomes values are reparametrized as convex combination presented as expected value of discrete random variable: 2 , ,..., 2 , 1 , 1 ,
The restriction imposed on the parameter space through z reflects à priori knowledge about these parameters. However, if the possible values of the parameters are known from the theory, then z is specified accordingly. If not, then z is specified to be uniformly symmetric around 0 with high -low upper bounds. For example, z = (-c, 0, c), c large value.
For the simulation study here, assume z hk = z h ∀ k = 1,2,…,K. In addition, the unobservable ξ ik can be obtained from the observed data values x ik and the disturbance δ ik can be treated in similar fashion: 
The actual bounds for 
Given the reparameterization inverse problem (6) involving the unknown and the unobservable p, w * , w, the GME problem as maximizing the dual objective function may be stated in scalar summations with three nonnegative probability components: 
and adding-up normalization constraints
Solving the optimization problem of the (HK+nJ+nKT) equations yields the optimal and unique solution: 
Similarly, by substitution of (8) and (9) in (4) and (5) respectively, the estimated values of the unobservable variables may be obtained.
Sampling Experiments
Now, consider the performance of the GME and PLS method in estimating the parameters of the MLFR models in (2). Some experiments are carried out to choose the supported weights of the unknown elements under the following conditions:
Generate 500 In the same way, an experiment is carried out to choose the index value of the parameter space z. The values of z fixed to be located in the interval [-10,10] . The results are tabulated as follows: This experiment suggests that regardless of the index values of parameter supports space the GME is superior than PLS estimates and more robust.
Choice of parameter space values (Experiment 2)
Under the above conditions and by fixing five index values for the parameters in the interval [-10,10 ], this experiment is carried out to find the suitable parameter space of the disturbance part. The choice of the supported values was obtained depending on Chebyshev's inequality, and the following table shows the simulated results: This experiment confirms the superiority of the GME over the PLS in all choices of the support values. Note that the 3-sigma choice gives better estimates with respect to both parameters as shown in Table 3 .
Increasing the sample size and the number of parameters (Experiment 3)
Consider increasing the sample size n = 15,20,30,40, and varying number of parameters, i.e., K= 2,3,4. The parameters index is fixed to be three, with support values [-3S,0,3S] for the disturbance parts and [ -10, 10 ] for the slopes. The results were obtained and are displayed in Tables 5 and 6 .The tabulated results demonstrate that the GME approach performs better than the PLS with respect to their MSE for any sample size and any number of unknown parameters.
Empirical Example
The data were collected via interviews with seventeen customers in order to gain a better understanding of service loyalty and identify salient factor affecting its development Al-Nasser (2000) . Two types of services, i.e., cellular phone and TV stations, were selected for the study. This model is solved by using both approaches (GME and PLS). The results are shown in Table 7 . In addition, Figure 1 depicts a distinction between the observed error of the customer loyalty by using both methods with the observed errors closely centred around zero. This appears to support that the notion that GME is a more robust alternative than PLS. Table. 5 Performance of the GME-MLFR for various sample sizes and number of 
Conclusion
The results presented in this article provide strong evidence about the robust performance of the GME compared with the traditional methods that have been used to deal with the MLFR. In fact, the PLS that has become the conventional approach in measurement error model fails to outperform the GME in all the cases studied. From the simulation study, it is evident that with various sample sizes and number of parameters, the MSE of GME estimates are smaller than those of the PLS. Therefore, the GME should provide a better alternative for the MLFR compared with the other methods. FIGURE 1 Comparison of the observed errors of customer loyalty using GME and PLS.
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