Abstract-selecting relevant features for machine learning modeling improves the performance of the learning methods. Mutual information (MI) is known to be used as relevant criterion for selecting feature subsets from input dataset with a nonlinear relationship to the predicting attribute. However, mutual information estimator suffers the following limitation; it depends on smoothing parameters, the feature selection greedy methods lack theoretically justified stopping criteria and in theory it can be used for both classification and regression problems, however in practice more often it formulation is limited to classification problems. This paper investigates a proposed improvement on the three limitations of the Mutual Information estimator (as mentioned above), through the use of resampling techniques and formulation of mutual information based on differential entropic for regression problems.
I. INTRODUCTION
More often, many applications generate datasets with large number of attributes/variables. These datasets are not necessarily meant to be used for machine learning predictions. As a result of that, some of the variables may be irrelevant to the predicting attribute(s). And their presence in the set may affect the predicting capability of a machine learning model. Feature selection aims at reducing the dimension of a dataset by selecting variables that are relevant to the predicting attribute(s). And this helps to improve the predicting capabilities of the machine models in the following ways; (1) Selected feature subset helps in building concise model which often avoid over-fitting and generalized better. (2) Feature subset selection can improve accuracy of prediction because of reduction in estimation error. (3) Building good predictor model often requires reduction in feature subset. (4) Feature subset selection reduces the burden on data collection and as well reduces computational complexity. This paper investigates on how the feature selection based on mutual information is extended to regression problems. The rest of the paper is organized as follows: Section II is a review of information theory concepts as it relates to mutual information and how mutual information can be used as a relevant criterion for feature selection. Section III provides details on how mutual information criterion is estimated for regression problem and improvement in feature selection algorithm. Section IV contains experimental studies, including experimental results and discussion. Section V presents conclusion and future work.
II. REVIEW

A. Entropy and Mutual Information (MI)
Entropy of a random variable X is an information theory concept that measures the uncertainty associated with X. Whereas Mutual information (MI) which is another information theory that quantitatively measures the amount of dependent information two random variables have about each other. Unlike correlation coefficient that measures linear dependence only, mutual information measures both linear and nonlinear dependence between variables, a property that made it a popular choice for feature selection [1, 2, 3, 4 and 5] . Let us consider a pair of continuous random variables X and Y, the joint probability density function of X and Y is expressed as:
In a similar way the joint differential entropy of X and Y is expressed as:
Where h(Y|X) is known as the conditional differential entropy of Y given X. In word the equation 2 is expressed as the uncertainty about X and Y is equal to the uncertainty about X plus the uncertainty about Y given X. This can equally be said in the other way round as the uncertainty about X and Y is equal to the uncertainty about Y plus the uncertainty about X given Y as in equation 3:
Meanwhile, entropy of a random variable X is expressed as
If we consider a learning system where the applications of a continuous random variable X to the input of the system, produces a continuous random variable Y at the output of the system. If by definition the differential entropy h(X) is the uncertainty about the system input X before the observation of the system output Y, while the conditional entropy h(X|Y) is the uncertainty about the system input after the output Y is observed. Then the difference, h(X) -h(X|Y), is the uncertainty about the system input X that is determined by observing the system output Y. this is refers to mutual information between the system input X and the system output Y which is denoted as MI(X;Y). Thus:
The first part of equation (5) can be expressed as equation (6) since MI is symmetric.
B. Feature Selection and Mutual Information
The problem of feature selection for supervised learning can be viewed as an optimization problem. Assuming that we have a full set of features denoted as , and we aimed at selecting a subset in a way that α retains the relevant information in the input dataset X. If we quantified the benefit of feature subset to the outcome as ) (α Q , feature selection can be computed within the dimension of α as: (7) Subject to , , where β is upper bound on the selected features. The choice of Q(α) as criterion and the selection algorithm are crucial aspect of feature selection problem.
While many useful Q(α) exist as potential criterion for feature selection, author of [6] outlined two criteria for good feature selection.
1.
Q(α) must be able to capture desired (linear and nonlinear) functional dependence between input variables and the output variable.
2.
Q(α) guarantees with high probability that detected functional dependence in test data is preserved.
Literature review of many feature selection criterion have shown that, many of them have failed to take these two conditions explicitly. However, leave-one-out error bound of SVM in [7] and the mutual information in [8] are found to satisfy these criteria and MI happened to have good theoretical justification.
There are three broadly categories of models for feature selection algorithms [9, 10 and 11] . The first category is the filter models, which are group of models that utilize statistical and probabilistic distributions of dataset attributes in order to select feature subset from the input dataset. Hence they select feature subset independent of any particular learning machine. This independent selection enables subsequent feature prediction by any learning machine. Feature Selection based on Mutual Information (MI) is an example of (unsupervised) filter model. The second category is wrapper models, these are optimization searched algorithms that are used together with a particular learning machine to find the best feature subset based on the prediction accuracy of a learning machine. This makes wrappers to have better prediction accuracy with relatively high computational overhead. The third category is the hybrid models, which tends to combine the power of both filter and wrapper.
III. PROPOSED METHOD FOR MUTUAL INFORMATION ESTIMATION
Looking at both the last part of equation 5 and equation 6, it is clear that there are two options to formulate the estimate of mutual information between two variables. The first option is to use equation 6 to formulate MI estimation based on entropy of X, Y and joint differential entropy of X and Y. And the second option is to use the last part of equation 5, which required estimating probability density function from known sample. In this study MI estimation is presented based on the first option.
A. Mutual Information Estimation
The approach presented here is based on k-nearest neighbor consistent entropy estimator which was first formalized by Kozachenko-Leonenko. And it is built upon, by Kraskov et'al in [12] to formulate MI estimator.
Kozachenko-Leonenko idealized the differential entropy estimator which can be estimated from data as presented in equation 8:
Where K is the parameter of the estimator, ψ function given by equation 9, N the number of samples in the dataset, D is the dimensionality of X, c D the volume of unitary ball in a Ddimensional space and ɛ(n,K) is twice the distance from a point x n to its K-th neighbor.
Based on equation 8, [12] intuitively formulate mutual information estimator as:
Where τ x (n) and τ y (n) are points in X and Y respectively whose distance from x n and y n respectively is strictly less than ϵ n. . ϵ n is an infinite norm between x n and its k-nearest neighbor expressed as:
K in equation 10 is known as smoothing parameter which is to be choosing with care. It determines how effective is the equation 10 in estimating mutual information between X and Y. Secondly, like the traditional mutual information estimator, equation 10 is suitable for low dimensional dataset. Since the accuracy of the estimator decreases as the dimension of selected future increases.
B. Feature Selection Algorithm
Generally feature selection is done in one of the three methods which follow the greedy method as presented in [2, 3 & 13] :
• Forward procedure involves selecting feature starting from empty set, until the best suboptimal subset of the total set (say M sets) is obtained as expressed in equation 7. While the forward procedure provides means for selecting features into an empty set and subsequently increases the feature subset, this procedure has no well-defined stopping criteria and chances are that it may lead to poor suboptimal subset.
• Backward procedure involves starting from the whole M sets and removing feature from the whole set after each step until best suboptimal subset is reached. This procedure is computationally expensive, since it involves estimating mutual information for all M dimensional variables. Also, like the forward procedure, it has no well-defined stopping criteria
• Forward-Backward procedure seems to be a better method, since it involves starting from empty set and select feature incrementally and occasional remove feature from the subset. This way it reduces the chances of having poor suboptimal subset. Like the two procedures above it also lacked clear stopping criteria
In the next section we addressed the problem of stopping criteria based on theoretically sound procedure. Also, a much better way of carefully choosing the smoothing parameter is explained.
C. Improvement on Feature Selection method based on Mutual Information. In this section we present the improvement on how to carefully choose the smoothing parameter (K) based on idea of student-t test distribution and resampling technique as presented in [2 & 14] . The same resampling technique is used to provide theoretically sound stopping criteria.
C.1 Smoothing Parameter
In general, MI estimator despite its consistency is known to be susceptible to bias/variance problems. Empirical study in [3, 12 & 13] have shown that the chosen value of smoothing parameter have influence in bias/variance problem. Small value of K leads the estimator to have small bias and high variance, while large value of K, makes the estimator to have small variance and high bias. However, using student's t-test quantity in equation 12 whose parameters are obtained from resampling procedure as presented in [2 &14 ] provides a means of choosing K that balanced for these two problems. Consider a dataset X containing N samples and d-features, our objective is to evaluate MI(Xj;Y) for j=1,2,…., d feature. Y is the output variable.
• The first step is to generate K fold cross-validation by choosing K within the range of K min and K max and draw partition of Xj into S non-overlapping subsets U 1, …,U S of roughly equal sizes.
• The next step is to draw random permutation ρ of {1,…,N} , where ρ(Y) is a randomized Y, that is independent from Xj through permutations.
• Next step is to loop over K ϵ {K min, …, K max }and for each s ϵ {1,…,S} we estimate mi[s] and mi ρ [s] (with permutation ρ applied to the y s ) as resampling distributions for
• Next step we compute µ k , µ k,ρ and σ k , σ k,ρ the mean and standard deviation of mi[s] and mi ρ [s] respectively.
• Finally we compute the quantity t k based on the equation 12.
• The value of K that maximizes t k. is preferred smoothing parameter for the estimator.
C.2 Stopping Criterion
The usual approach for stopping greedy forward or forward-backward procedure is when the estimated MI started to decreases. However, there is no theoretical justification for the approach. A better approach is to have a sentinel that will indicate if addition of feature to currently selected set
significantly increases the MI, when compared to the situation where irrelevant feature is added. The method described here is the one presented in [14] which is also based on resampling and random permutation operation.
The idea is to build two resampling distributions for MI(S U X st , Y) and MI(S U ρ(X st ) , Y), where ρ(X st ) is a randomized X st. ρ(X st ) is generated independently from Y through permutation operation and X st is the candidate variable. Below is the description on how to generate a theoretically sound stopping criterion:
• First indicate the number of permutation operation P to compute the subset S of currently selected variables as input.
• Estimate the value of MI(S U X st , Y) to be used as ref
is greater than or equal to the ref is true, then increment a counter.
• Finally return the value of p-value by dividing the total number of counter with the number of permutation operation P.
• If the p-value of MI(S U X st, Y) is smaller than the significant level, it means the null hypothesis is rejected, and X st brings significant new information about Y, hence X st is added to the selected feature subset.
IV. EXPERIMENTAL STUDIES
In this section we present the various studies we conducted and the results we obtained from the experiments we have carried out in accordance with the proposed method.
This experimental study was based on real life well log dataset. Well log dataset contains porosity, permeability, water saturation and minerals are known to be used as input data to a reservoir study. It is commonly acknowledged that uncertainty exists at all stages of petroleum exploration [15, 16 & 17] , for these reasons prediction accuracy of machine learning application in reservoir study is highly affected. Feature selection will play a vital role in determining what reservoir variables are relevant to the predicting attribute. The well log data variables used for this study are DEPTH (depth), MSFL (Micro spherically Focused Log), DT (Sonic travel time), NPHI (Neutron porosity), PHIT (Total porosity), RHOB (Bulk density), SWT (Water saturation), CALI (Caliper log), CT (Electric conductivity), DRHO (Density), GR (Gamma Ray Log) and RT (Deep Resistivity). And permeability is the output reservoir attribute.
A. Experimental Setup
Starting with the data analysis, we explored the nature of the dataset using statistical analysis tools such as five number summary and boxplot. This helps us to visualize the entire dataset, see the nature of individual log (feature) distribution and finally discovered the needs for normalization of the dataset to loosely the same level.
The well logs dataset for this study are private data collected from wells of a Middle Eastern region. The dataset consist of 12 well logs (feature set) and permeability as the target core log. There are 880 data points for the study which are divided into two in the ratio of 8:2 for training set and validation set. The k nearest neighbor obtained for each feature is in accordance to the procedure described in the previous section. K value was used with the training data to select relevant features by applying the forward procedure and stop according to the proposed stopping algorithm. A significant level of 0.05 is used with the estimated p-value for the null hypothesis.
B. Results and Discussion
Since the effectiveness of equation 10 depends on careful choice of smoothing parameter K, the first part of experiment was to evaluate K based on cross validation method. First we considered K in the range of 1-20. Although in theory, MI value is non negative. However, in practice some of the results obtained indicate negative MI values as shown in figure 1 and figure 2 for MI(X, Y) and MI(X, ρ(Y)) respectively. The intuition behind this phenomenon is the bias (and variance) of the estimator. Despite that theoretically MI is bounded below by 0, the estimated value of MI(X;Y) has no reason to be equal to zero. Only k equal to 17 to 20 satisfy the expected theoretical MI value in all the 12 features of the dataset, for this reason, we increase the ranges of K from 1 -20 to from 1-30 after observing these trends of MI estimate. Considering the k nearest neighbor in a range of 1-30 confirmed the observed trends. Figure 3 and figure 4 display the chart for k nearest neighbor from 17 to 30 for both MI(X, Y) and MI(X, ρ(Y)) respectively. The same trend was observed for k>30. Table I contains the summary of the feature subset selected after a 100 loop. "Feature subset category" refers to the number of element in a selected feature subset and the "No of occurrences of the feature subset" refers to the number of time a category appear in 100 repeated simulations. For instance, the detail distribution of only one feature selected subset (first  column of table I) is shown in table II. From the table I, one feature subset had been selected 62 out of 100 simulation, which can seems to imply that simple regression models was favored than the multiple regression models. Well that could be apparently true, but it is more likely that is the case of trapping into a local minimum due to inappropriate selection of k parameters. Apart from one feature selected subset category in which we observed occurrences of each feature many times. For example the feature number one appears 6 times and the feature number twelve appears 7 times. All other feature subset categories have unique combination of features in selected subsets. For instance in table I column 7, we observed six different unique combination of seven features selected subsets. Table III shown the k nearest neighbor and the feature subset for 10 simulations. 
CONCLUSION
In this work we were able to illustrate how MI estimation based on differential entropic formulation and greedy forward procedure can be used as feature selection for regression problems. This method has shown strong capability for selecting feature subset. However, improper choice of smoothing parameter K can lead to being stuck in a local minimal due to bias (and variance) problems. In future, we will extends the work to test the selected feature with a specific machine learning predictors, this way it will give proper assessment of this method in terms of prediction accuracy.
