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PDE systems appear in modeling many different phenomena. Monte Carlo simu-
lation provides a general methodology to represent their solutions approximately.
This thesis concerns not only the theoretical numerical analysis but the efficiency
of algorithms in practice, through numerous techniques in stochastic analysis,
PDE theory, and machine learning.
iii
Abstract
In this thesis, we will investigate McKean-Vlasov SDEs (McKV-SDEs) on Rd, dXt = b[Xt, µXt ] dt + σ[Xt, µXt ] dWt, X0 ∼ µ0 ∈ P2(Rd),µXt = Law(Xt), t ∈ [0, T ],
where coefficient functions b and σ satisfy sufficient regularity conditions and
{Wt}t∈[0,T ] is a Wiener process. These SDEs correspond to a class of deterministic
non-local PDEs














where ⟨m,F ⟩ :=
∫
Rd F (y)m(dy).
The principal aim of the first part is to present Multilevel Monte Carlo (MLMC)
schemes for the McKV-SDEs. To overcome challenges due to the dependence
of coefficients on the measure, we work with Picard iteration. There are two
different ways to proceed. The first way is to address the McKV-SDEs with
interacting kernels directly by combining MLMC and Picard. The MLMC is used
to represent the empirical densities of the mean-fields at each Picard step. This
iterative MLMC approach reduces the computational complexity of calculating
expectations by an order of magnitude.
iv
However, we can also link the McKV-SDEs with interacting kernels to that with
non-interacting kernels by projection and then iteratively solve the simpler by
MLMC method. In each Picard iteration, the MLMC estimator can approximate
a few mean-fields directly. This iterative MLMC approach via projection reduces
the computational complexity of calculating expectations hugely by three orders
of magnitude.
In the second part, the main purpose is to demonstrate the plausibility of applying
deep learning technique to several types of random linear PDE systems. We
design learning algorithms by using probabilistic representation and Feynman-
Kac formula is crucial for deriving the recursive relationships on constructing the
loss function in each training session.
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The main subject of this thesis is Monte-Carlo based methods. One is the
Multilevel Monte Carlo (MLMC) for a class of deterministic PDEs with mean-
fields and another is deep neural networks for several random linear PDEs.
The mean field limits of systems of interacting diffusions (also called stochastic
interacting particle systems (SIPS)) have been intensively studied since McKean
[49] as they pave a way to probabilistic representations for many important
nonlinear/nonlocal PDEs. The fact that particles are not independent render
classical variance reduction techniques not directly applicable and consequently
make simulations of interacting diffusions prohibitive.
In the third chapter, we include the published article [67] that provides an
alternative iterative particle representation, inspired by the fixed point argument
by Sznitman [65] after the presentation of the least background material and
some frequently used results in the second chapter. The representation enjoys
suitable conditional independence property that is leveraged in our analysis. We
establish weak convergence of iterative particle system to the McKean-Vlasov
SDEs (McKV-SDEs) with interacting kernels. One of the immediate advantages
1
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of iterative particle system is that it can be combined with the Multilevel
Monte Carlo (MLMC) approach for the simulation of McKV-SDEs. We proved
that the MLMC approach reduces the computational complexity of calculating
expectations by an order of magnitude. Another perspective on this work is that
we analyse the error of nested Multilevel Monte Carlo estimators, which is of
independent interest. Furthermore, we work with state dependent functionals,
unlike scalar outputs which are common in literature on MLMC. The error
analysis is carried out in uniform, and what seems to be new, weighted norms.
In the fourth chapter, we establish the framework for the McKV-SDEs with non-
interacting kernels and present a generic methodology for efficient numerical ap-
proximation of the density function of the McKean-Vlasov SDEs with interacting
kernels. Our approach is based on a combination of iterative MLMC particle
method and projection estimation of particle densities. This allows to exploit
smoothness of the coefficients for McKean-Vlasov SDEs. In the best-case sce-
nario (i.e C∞ for the coefficients), we improve the computational efficiency by
three orders of magnitude.
In the final chapter, we study high-dimensional random Partial Differential Equa-
tions (PDEs). These might naturally induce the curse of dimensionality if using
traditional numerical methods. We show how to construct deep neural network
surrogates for high-dimensional random PDEs by extension of the construction in
[62] and their effectiveness in numerous numerical experiments. Notably, the ar-
chitecture of deep network surrogates is feed-forward fully-connected. The frame-
work is mesh-free and can avoid the issue from the irregular computational do-
mains. Variants of the Stochastic Gradient Descent (SGD) algorithm are applied
to determine the parameters of the approximating deep neural network iteratively.
Moreover, we study the efficiency of the deep net for the inverse problem of recov-
ering the value of a parameter in the PDE given observations of the PDE solution.
Finally, we investigate a particular random PDE system and demonstrate there is
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a possibility that applying the approach of the weak-enforcement of the boundary
condition would perform better than that of the hard.
Chapter 2
Preliminaries
In this chapter, we present some general background and briefly summarize some
basic results from the theory of probability and stochastic differential equations
which lay the mathematical foundation for later chapters. What we cover here
is only small part of the comprehensive theory and they can be found in many
standard textbooks such as [37], [41] and [55]. Then the later sections are
• section 2.1: we give the least required background of probability theory;
• section 2.2: we define the stochastic process, and especially Wiener process
which lay the foundation for a class of stochastic integral in rest chapters;
• section 2.3: we outline inequalities and statements which will be used
through whole thesis;
2.1 Basic Probability Background
Definition 2.1. Let Ω be a set. Then a σ-algebra (or σ-field) F is a collection
of subsets of such that
1. Ω ∈ F .
4
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2. For every A1, . . . , Ai, . . . such that Ai ∈ F , then
∪
iAi ∈ F .
3. If A ∈ F , then Ac ∈ F , where Ac = Ω\A.
Definition 2.2. A probability measure P(·) defined on a sigma-algebra F of Ω is
a functional mapping from F to [0, 1] and satisfies the following two properties:
1. P(Ω) = 1.
2. For every sequence of A1, . . . , Ai, . . . such that Ai ∈ F and Ai ∩Aj = ∅ for







Definition 2.3. The Polish space Ω is a complete separable metric space with
metric ρ(x, y). The closed ball of radius r centered at x is
Br(x) = {y : ρ(x, y) ≤ r}.
Definition 2.4. The Borel σ-field B(Ω) is the smallest σ-field of subsets of Ω
containing all closed balls. Elements of B(Ω) are called Borel sets.
Definition 2.5. If Ω1 and Ω2 are Polish spaces, and f : Ω1 → Ω2 , then the
function f is called a Borel function if
f−1(B) := {x : f(x) ∈ B} ∈ B(Ω1)
Definition 2.6. Let (Ω,F ,P) be a probability space. An event E ∈ F happens
almost surely (i.e. a.s) if P(E) = 1.
Definition 2.7. Let (Ω,F ,P) be a probability space. Then, a d-dimensional
real-valued function X : Ω → D ⊂ Rd is called random variable if σ(X) :=
X−1(B(D)) := {X−1(B) : B ∈ B(D)} ⊂ F , where D is closed.
Definition 2.8. Let X be a real-valued random variable defined on the probability
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This expectation operator E[·] has various properties such as linearity, i.e.
E[X + Y ] = E[X] + E[Y ] if both E[X] and E[Y ] are finite, and monotonicity,
i.e. E[X] ≤ E[Y ] if X ≤ Y (a.s) and both E[X] and E[Y ] exist.
Moreover, the following assertions for E[·] hold:
Theorem 2.9 (Monotone Convergence Theorem). Consider a non-decreasing
sequence of random variables {Xi}∞i=1 defined on the probability space (Ω,F ,P),





Theorem 2.10 (Dominated Convergence Theorem). Consider a sequence of
random variables {Xi}∞i=1 defined on the probability space (Ω,F ,P). Suppose





Next, it is necessary to differentiate several modes of convergence for the infinite
sequence of random variables {Xi}∞i=1 defined on the probability space (Ω,F ,P).
Definition 2.11. A sequence of random variables {Xi}∞i=1 converges almost
surely (i.e. converges a.s) if P({w : limi→∞ Xi(w) = X(w)}) = 1. This is also
called convergence with probability one.
Definition 2.12. A sequence of random variables {Xi}∞i=1 converges in prob-





|Xn −X| > ε
)
= 0, ∀ε > 0.
Definition 2.13. Suppose Fi and F are the cumulative distribution functions of
real-valued random variables Xi and X, respectively. The sequence {Xi}∞i=1 is said
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to converge in law to X if limi→∞ Fi(x) = F (x), for every x ∈ R at which F
is continuous. This is also called convergence in distribution.
2.2 Stochastic Processes and Stopping time
Definition 2.14. A d-dimensional real-valued stochastic process in continuous
time is a collection of random variables X := {Xt : 0 ≤ t < ∞} on the probability
space (Ω,F ,P) , where we conveniently interpret the index t ∈ [0,∞) of Xt
as time. For a fixed sample point w ∈ Ω, the function t → Xt(w); t ≥ 0 is the
realization of the process X with w. Note that we always assume X : [0,∞)×Ω →
D ⊂ Rd, where D is closed, is measurable in (t, w) with respect to the product σ-
field F ⊗ B(D).
Definition 2.15. A d-dimensional real-valued stochastic process X with index
t defined on [0, T ] ⊂ [0,∞) is continuous if all its realizations are continuous
functions on [0, T ].
Definition 2.16. A d-dimensional real-valued stochastic process X with index t
defined on [0, T ] ⊂ [0,∞) is càdlàg if all its realizations belongs to the set of all
real-valued right-continuous functions on [0,T] which have finite left limits at each
point t ∈ [0, T ].
An important class of stochastic processes that can be use as a building block
for other processes is Brownian motion (or Wiener process) and characterized as
follows:
Definition 2.17 (Brownian motion). A d-dimensional real-valued continuous
stochastic process W := {Wt : t ∈ [0,∞)} defined on the probability space
(Ω,F ,P) is Brownian motion if it has the properties
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1. W0 = 0, a.s;
2. for every t1, t2 ≥ 0, the increment Bt1+t2 − Bt1 is independent of {Bu : 0 ≤
u ≤ t1}, and has a Gaussian distribution with mean 0 and variance t2.
Also, Brownian motion is an example of a more general class of stochastic process
named by martingale:
Definition 2.18 (Martingale). A stochastic process Xt defined on the probability
space (Ω,F ,P) equipped with the filtration {Ft}t≥0 is called a martingale with
respect to Ft if it satisfies the following conditions:
1. Xt is Ft-adapted;
2. E|Xt| < ∞ for all t > 0;
3. E[Xt|Xs] = Xs for every t ≥ s ≥ 0, a.s. .
Finally, we introduce definitions of stopping time and local martingale:
Definition 2.19 (Stopping time). A random time τ defined on the probability
space (Ω,F ,P) equipped with the filtration {Ft}t≥0 is called a stopping time with
respect to Ft if the event {τ ≤ t} belongs to the σ-field Ft for every t ≥ 0.
Definition 2.20 (Local martingale). A stochastic process Xt defined on the
probability space (Ω,F ,P) equipped with the filtration {Ft}t≥0 is called a local
martingale with respect to Ft if there exists a sequence of Ft-stopping times such
that τi → ∞, a.s and Xt∧τi is a martingale with respect to Ft∧τi for every i ∈ Z+.
2.3 Necessary inequalities and statements
Theorem 2.21 (Hölder’s inequality). For any real-valued random variables X
and Y defined on the probability space (Ω,F ,P), then














where 1/p + 1/q = 1 if p ∈ (1,∞).
Theorem 2.22 (Cauchy-Schwarz inequality). For any real-valued random vari-














Theorem 2.23 (Jensen’s inequality). If X is an integrable (i.e. E[X] < ∞)
random variable defined on the probability space (Ω,F ,P) and φ is a convex
function , then
φ (E[X]) ≤ E [φ(X)] .
Lemma 2.24 (Conditional Jensen’s inequality). If X is an integrable random
variable defined on the probability space (Ω,F ,P), φ is a convex function and
G ⊂ F is a σ-field, then
φ (E[X|G ]) ≤ E [φ(X)|G ] , a.s.
Theorem 2.25 (Burkholder-Davis-Gundy inequality). For any 1 ≤ p < ∞ there
exist positive constants cp, Cp that only depend on the choice of p such that for all
local martingales M with M0 = 0, maximum denoted by M
∗
t := sups≤t |Ms| and










where [M ] denotes the quadratic variation of a process M .
Lemma 2.26 (Gronwall’s lemma). Let T > 0 and α, β and u be real-valued
functions defined on [0, T ]. Assume that α and u are continuous and that the
negative part of β is integrable on every closed and bounded subinterval of [0, T ].
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If α is non-negative and if u satisfies the integral inequality
u(t) ≤ β(t) +
∫ t
0
α(s)u(s)ds, ∀t ∈ [0, T ],
then






α(r)dr)ds, ∀t ∈ [0, T ].
Theorem 2.27 (Conditional Dominated Convergence Theorem). Let X be an
integrable random variable defined on the probability space (Ω,F ,P) and G ⊂ F
is a σ-field. Consider a sequence of random variables {Xi}∞i=1 such that |Xi| ≤ Y ,
a.s where E[Y ] < ∞ and limi→∞ Xi = X, a.s, then
lim
i→∞
E[Xi|G ] = E[X|G ], a.s.
Theorem 2.28 (Fubini’s theorem). Suppose Ω1 and Ω2 are σ-finite measure
spaces, and suppose that Ω1 × Ω2 is given the product measure (which is unique
as Ω1 and Ω2 are σ-finite). If f(w1, w2) is a measurable function on Ω1×Ω2 such
that ∫
Ω1×Ω2
















Lemma 2.29. Let (Ω1,B1) and (Ω2,B2) be complete separable metric spaces.
Let X and Y be random variables in the same probability space (Ω,F ,P), with
X taking values in (Ω1,B1) and Y taking values in (Ω2,B2). Let G ⊆ F be a
sub σ-algebra. Suppose that Y is G -measurable. Then, for every Borel function
h : Ω1 × Ω2 → R such that E|h(X, Y )| < +∞, there exists (a.s.) a probability
measure µX|G : B1 × Ω → [0, 1] (called the regular conditional probability
CHAPTER 2. Preliminaries 11







h(x, Y (ω))µX|G (dx, ω).
Suppose that, in addition, X is independent of G . Then, µX|G (·, ω) = Law(X)
for ω-almost surely.
Theorem 2.30 (Feynman-Kac formula). Suppose f is a continuous function, c
is continuous in (x, t) and bounded in x, σ and b are Lipschitz continuous in x,
continuous in t, and grow at most linearly in x and u : [0, T ] × Rd → R satisfies
max
0≤t≤T
|u(t, x)| ≤ Cep|x|2


















+ c(x, t)u = 0, (t, x) ∈ [0, T ] × Rd,
u(T, x) = f(x),
(2.1)
where a given by σ(t, x)σ(t, x)T is uniformly positive definite. Then u admits the
stochastic representation





where the stochastic flow is determined by the dynamics
dXx,ts = b(X
x,t
s , s)ds + σ(X
x,t
s , s)dWs, s ∈ [t, T ] and X
x,t







The theory of mean field interacting particle systems was pioneered by the work
of H. McKean [49], where he gave a probabilistic interpretation of a class of
nonlinear (due to the dependence on the coefficients of the solution itself) nonlocal
PDEs. Probabilistic representation has an advantage, as it paves a way to Monte-
Carlo approximation methods which are efficient in high dimensions. Fix T > 0.
Let {Wt}t∈[0,T ] be an r-dimensional Brownian motion on a filtered probability
space (Ω, {Ft}t,F,P). Consider continuous functions b : Rd × Rd → Rd,
σ : Rd ×Rd → Rd⊗r and their corresponding non-linear (in the sense of McKean)
12
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stochastic differential equation (McKV-SDE with interacting kernel) given by dXt = b[Xt, µXt ] dt + σ[Xt, µXt ] dWt,µXt = Law(Xt), t ∈ [0, T ], (3.1)
where X0 ∼ µ0 ∈ P2(Rd) and G[x,m] :=
∫
Rd G(x, y)m(dy), for any x ∈ R
d
and m ∈ P2(Rd) (square-integrable laws on Rd). Notice that {Xt}t∈[0,T ] is
not necessarily a Markov process and hence it is not immediate what the
corresponding backward Kolmogorov equation looks like. Nonetheless using Itô’s
formula with P ∈ C2b (Rd), one can derive corresponding nonlinear Kolmogorov-
Fokker-Planck equation













∂xiP (·)bi[·, µt]⟩, (3.2)
where ⟨m,F ⟩ :=
∫
Rd F (y)m(dy), [2, 19, 65]. The theory of propagation of chaos,
[65], states that (3.1) arises as a limiting equation of the system of interacting


















, t ≥ 0,
(3.3)
where {Y i,N0 }i=1,...,N are i.i.d samples with law µ0 and {W it }i=1,...,N are independent
Brownian motions. It can be shown, under sufficient regularity conditions on the
coefficients, that µY,N ∈ P2(C([0, T ],Rd)) converges in law to µX , see [52]. This
is a not trivial result as the particles are not independent. Moreover, (3.3) can be
interpreted as a first step towards numerical schemes for (3.1). To obtain a fully
implementable algorithm one needs to study time discretisation of (3.1). As in
seminal papers by Bossy and Talay [11, 12] we work with an Euler scheme. Take
partition {tk}k of [0, T ], with tk − tk−1 = h and define η(t) := tk if t ∈ [tk, tk+1).
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t −W itk) . (3.4)
Note that due to interactions between discretised diffusions, implementation of
(3.4) requires N2 arithmetic operations at each step tk of the scheme. This makes
simulations of (3.4) very costly, but should not come as a surprise as the aim
is to approximate non linear/non local PDEs (3.2) for which the deterministic
schemes based on space discretisation, typically, are also computationally very
demanding [13]. It has been proven that the empirical distribution function of N
particles (3.4) converges, in a weak sense, to the distribution of the corresponding
McKean-Vlasov limiting equation with the rate O((
√
N)−1 +h), see [2, 9, 10, 12].
Hence the computational cost of achieving a mean-square-error (see Theorem 3.19
for the definition) of order ϵ2 > 0 using this direct approach is O(ϵ−5).
The lack of independence among interacting diffusions and the fact that the
statistical error coming from approximating a measure creates a bias in the
approximation, render applications of variance reduction techniques non-trivial.
In fact, we are not aware of any rigorous work on variance reduction techniques for
McKV-SDEs. In this chapter, we develop an iterated particle system that allows
decomposing the statistical error and bias. We also provide an error analysis for
a general class of McKV-SDEs. Finally, we deploy the MLMC method of Giles-
Heinrich [29, 33] (see also 2-level MC of Kebaier [38]). In Section 3.2.1, we show
that a direct application of MLMC to (3.3) fails. It is worth pointing out that
the idea of combining an iterative method with MLMC to solve non-linear PDEs
has very recently been proposed in [25]. However, their interest is on BSDEs and
their connections to semi-linear PDEs.
The key technical part of this chapter is weak convergence analysis of the time
discretisation that allows for iteration of the error in a suitable norms. It is
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well know, at least since the work [68] that weak error analysis relies on the
corresponding PDE theory. However as we already stated the solution to (3.1) is
not Markovian on Rd. To overcome we work with forward backward system X
0,X0





















in general (see [16]). This makes building of
standard PDE theory on [0, T ] × Rd problematic and lead to theory of PDEs on
measure spaces proposed by P. Lions in his lectures in Collège de France ([46])
and further developed in [16, 19]. Here we work with
X
0,x











Notice that (3.5), unlike (3.1), is a Markov process. Furthermore, if (3.1) has a
unique (weak) solution, then X0,xt |x=X0 = X
0,X0















is a solution to backward Kolmogorov
equation on [0, T ] × Rd which we will explore in this chapter.
3.1.1 Main assumptions on the McKean-Vlasov SDE
Here we state the assumptions needed for the analysis of equation (3.1).
Assumption 3.1.
(Ker-Reg) The kernels b and σ belong to the sets C2,1b,b (Rd×Rd,Rd)∩C
0,2
b,p (Rd×Rd,Rd)
and C2,1b,b (Rd × Rd,Rd⊗r) ∩ C
0,2
b,p (Rd × Rd,Rd⊗r) respectively.
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(µ0-Lp) The initial law µ0 := µ
X
0 satisfies the following condition: for any p ≥ 1,
µ0 ∈ Lp(Ω;Rd), i.e. ∫
Rd
|x|pµ0(dx) < ∞.
Note that if (Ker-Reg) holds, then
(Lip) the kernels b and σ are globally Lipschitz, i.e. for all x1, x2, y1, y2 ∈ Rd,
there exists a constant L such that
|b(x1, y1) − b(x2, y2)| + ∥σ(x1, y1) − σ(x2, y2)∥ ≤ L(|x1 − x2| + |y1 − y2|).
If (Ker-Reg) and (µ0-Lp) hold, then a weak solution to (3.1) exists and
pathwise uniqueness holds (see [65]). In other words {Xt}t≥0 induces a unique
probability measure on C([0, T ],Rd) . Furthermore it has a property that
sup
0≤t≤T
E|Xt|p < ∞. (3.6)
The additional smoothness stipulated in (Ker-Reg) is needed in the analysis of
weak approximation errors.
3.1.2 Iterated particle method

















where (Wm, Xm0 ) are independent for all m ∈ N as well as (Wm, Xm0 ) and
(W n, Xn0 ) m ̸= n ∈ N, are independent. The conditional independence across
iterations is the key difference of our approach from the proof of existence of
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solutions by Sznitman [65], where the same Brownian motion and initial condition




















To implement (3.8) at every step of the scheme, one needs to compute the integral
with respect to the measure from the previous iteration m − 1. This integral
is calculated by approximating measure µX
m−1
η(t) by the empirical measure with





0 and define, for m ∈ N and


















and call it an iterative particle system. As above, we require that W i,m, 1 ≤ i ≤
Nm, m ∈ N, and Y
i,m
0 , 1 ≤ i ≤ Nm, m ∈ N, are independent. By this construction,
the particles (Y
i,m
t )i are independent upon conditioning on σ
(
{Y i,m−1t }1≤i≤Nm−1 :
t ∈ [0, T ]
)
. The error analysis of (3.9) is presented in Theorem (3.19) and (3.20).
From there one can deduce that optimal computational cost is achieved when
{Nm}m is increasing and the computational complexity of computing expectations
with (3.9) is of the same order as the original particle system, i.e. ϵ−5.
3.1.3 Main result of the iterative MLMC algorithm
To reduce the computational cost, we combine the MLMC method with Picard
iteration (3.7). Fix m and L. Let Πℓ = {0 = tℓ0, . . . , tℓk, . . . , T = tℓ2ℓ}, ℓ = 0, . . . , L,
be a family of time grids such that tℓk − tℓk−1 = hℓ = T2−ℓ. To simulate (3.8) at
Picard step m and for all discretisation levels ℓ we need to have an approximation
of the relevant expectations with respect to the law of the process at the previous
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Picard step m− 1 and the time grid ΠL, i.e.
(
E[b(x,Xm−10 )], . . . ,E[b(x,X
m−1
tLk
)], . . . ,E[b(x,Xm−1T )]
)
,(
E[σ(x,Xm−10 )], . . . ,E[σ(x,X
m−1
tLk
)], . . . ,E[σ(x,Xm−1T )]
)
.
By approximating these expectations with the MLMC (signed) measure M(m−1)
(see Section 3.2.2 for its exact definition), we arrive at the iterative MLMC particle
method defined as
dY i,m,ℓt = ⟨M
(m−1)
ηℓ(t)
, b(Y i,m,ℓηℓ(t) , ·)⟩ dt + ⟨M
(m−1)
ηℓ(t)
, σ(Y i,m,ℓηℓ(t) , ·)⟩ dW
i,m
t , (3.10)
where Y i,0,ℓ = X0. Under the assumptions listed in Section 3.1.1, the main result
of this chapter gives precise error bounds for (3.10).
Theorem 3.2. Assume (Ker-Reg) and (µ0-Lp) . Fix M > 0 and let
P ∈ C2b (Rd). Define MSE
(M)
t (P ) := E[(⟨M
(M)
t , P ⟩ − E[P (Xt)])2]. Then there
exists a constant c > 0 (independent of the choices of M , L and {Nm,ℓ}m,ℓ) such





















The proof can be found in Section 3.4.1. The first term in the above error
comes from the analysis of weak convergence for the Euler scheme. The second
contains the usual MLMC variance and shows that computational effort should
be increasing with with iteration m (rather than equally distributed across
iterations). Finally the last term is an extra error due to iterations. Using this
result, we prove in Theorem 3.17 that the overall complexity of the algorithm is
of order ϵ−4| log ϵ|3 (i.e. one order of magnitude better than the direct approach).
We remark that the MLMC measure acts on functionals that depend on spatial
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variables. We work with uniform norms as in [30, 33], but also introduce suitable
weighted norms, which seems new in MLMC literature.
We remark that, the analysis of stochastic particles systems is of independent
interest, as it is used as models in molecular dynamics; physical particles in fluid
dynamics [57]; behaviour of interacting agents in economics or social networks
[18] or interacting neurons in biology [22]. It is also used in modelling networks
of neurons (see [21]) and modelling altruism (see [25]).
3.1.4 Convention of notations
We use ∥A∥ to denote the Hilbert-Schmidt norm while |v| is used to denote
the Euclidean norm. For any stochastic process R = {Rt}t∈I , the law of Rt
at any time point t ∈ I is denoted by µRt . P2(E) denotes the set of square-
integrable probability measures on any Polish space E. On the other hand,
Ps2(E) denotes, on any Polish space E, the set of random signed measures that
are square-integrable almost surely.
Moreover, we denote by C0,2b,p (Rm × Rn,R) the set of functions P from Rm × Rn
to R that are continuously twice-differentiable in the second argument, for which
there exists a constant L such that for each x ∈ Rm, y ∈ Rn, i, j ∈ {1, . . . , n},
|∂yiP (x, y)| ≤ L(1 + |y|p), |∂2yi,yjP (x, y)| ≤ L(1 + |y|
p),
where ∂yi and ∂
2
yi,yj
denote respectively the first and second order partial
derivatives w.r.t. the second argument. Finally, we denote by Cp,qb,b (Rm×Rn,R) the
set of functions from Rm×Rn to R that are continuously p times differentiable in
the first argument and continuously q times differentiable in the second argument
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such that the partial derivatives (up to the respective orders, excluding the
“zeroth” order derivative) are bounded.
3.2 The iterative MLMC algorithm
3.2.1 Direct application of MLMC to interacting diffu-
sions
There are two issues pertaining to the direct application of MLMC methodology
to (3.4): i) the telescopic property needed for MLMC identity [29] does not hold in
general; ii) a small number of simulations (particles) on fine time steps (a reason
for the improved computational cost in MLMC setting) would lead to a poor
approximation of the measure, leading to a high bias. To show that telescopic
sum does not hold in general, consider a collection of discretisations of [0, T ] with
different resolutions. To this end, we fix L ∈ N. Then Y i,ℓ,NℓT , ℓ = 1, . . . , L,
denotes for each i a particle corresponding to (3.4) with time-step hℓ, where Nℓ
is the total number of particles. Let P : Rd → R be any Borel-measurable
function. With a direct application of MLMC in time for (3.4), we replace the
standard Monte-Carlo estimator on the left-hand side by an MLMC estimator on
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which means that we do not have equality in expectation on both sides of (3.11).
On the contrary, if we required the number of particles for all the levels to be
the same, then the telescopic sum would hold, but clearly, there would be no
computational gain from doing MLMC. We are aware of two articles that tackle
the aforementioned issue. The case of linear coefficients is treated in [59], in
which particles from all levels are used to approximate the mean field at the
final (most accurate) approximation level. It is not clear how this approach
could be extended to general McKean-Vlasov equations. A numerical study of a
“multi-cloud” approach is presented in [31]. The algorithm resembles the MLMC
approach to the nested simulation problem in [1, 30, 17, 45]. Their approach is
very natural, but because particles within each cloud are not independent, one
faces similar challenges as with the classical particle system.
3.2.2 Construction of the iterative MLMC algorithm
We approximate each of the expectations by the MLMC method, but only have
access to samples at grid points Πℓ that correspond to (Y i,m−1,ℓ)i,ℓ. Consequently,




is only defined at every
timepoint in Πℓ, but not Πℓ
′
and one cannot build MLMC telescopic sum across
all discretisation levels. For that reason (as in original development of MLMC
by Heinrich [33]), we introduce a linear-interpolated measure (in time) µ̃Y
m−1,ℓ,N
t
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, t /∈ Πℓ ,
(3.12)
where ηℓ(t) := t
ℓ
k, if t ∈ [tℓk, tℓk+1). For any continuous function P : Rd×Rd → R
and any x ∈ Rd, we define the MLMC signed measure M(m−1)t by







t ), P (x, ·)⟩ , (3.13)
where µ̃
Y m−1,−1,Nm,0
t := 0. We interpret the MLMC operator in a componentwise
sense. We then define the particle system {Y i,m,ℓ} as in (3.10). As usual
for MLMC estimators, at each level ℓ, we use the same Brownian motion to
simulate particle systems (Y i,m,ℓ, Y i,m,ℓ−1)i to ensure that the variance of the
overall estimator is reduced. As for the iterative particle system, we require that
W i,m, 1 ≤ i ≤ Nm,ℓ, m ∈ N, and Y i,m,ℓ0 , 1 ≤ i ≤ Nm,ℓ, 1 ≤ ℓ ≤ L, m ∈ N, are
independent.
3.3 Abstract framework for MLMC analysis
To streamline the analysis of the iterated MLMC estimator, we introduce an
abstract framework corresponding to one iteration. This simplifies the notation
and also may be useful for future developments of MLMC algorithms.
Let b : Rd × Ps2(Rd) → Rd and σ : Rd × Ps2(Rd) → Rd⊗r be measurable functions.
Also, V ∈ Ps2(C([0, T ],Rd)) is fixed (the precise conditions that we impose on
b, σ and V will be presented in Section 3.3.1). We consider SDEs with random
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coefficients of the form





The solution of this SDE is well-defined under the assumptions in Section 3.3.1,
by [41]. For ℓ = 1, . . . , L, the corresponding Euler approximation of (3.14) at












We require that V does not depend on ℓ and that (Wt)t∈[0,T ] is independent of V.














3.3.1 Analysis of the abstract framework
Using the notation defined in the previous section, we formulate the conditions
needed to study the convergence of the iterated particle system. Recall that
V ∈ Ps2(C([0, T ],Rd)) is given and we consider equations (3.15) and (3.16). We
assume the following.
Assumption 3.3.
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[∣∣b(x,Vt) − b(x,Vs)∣∣2 + ∥∥σ(x,Vt) − σ(x,Vs)∥∥2] ≤ c(t− s).
(V-Lip) There exists a constant c such that for each t ∈ [0, T ] and x, y ∈ Rd,
|b(x,Vt) − b(y,Vt)| + ∥σ(x,Vt) − σ(y,Vt)∥ ≤ c|x− y| (3.17)
|b(x,Vt)| + ∥σ(x,Vt)∥ ≤ c
(





Analysis of conditional MLMC variance For the rest of this section, we
denote by c a generic constant that depends on T , but not on ℓ or Nℓ. We first
consider the integrability of process (3.15).
Lemma 3.4. Let Zℓ be defined as in (3.15). Assume (V-Lip) and (µ0-Lp) .
















Proof. Given any ℓ, let us define a sequence of stopping times τM := inf{t ≥
0 : |Zℓt − Zℓ0| ≥ M}. For any t ∈ [0, T ], we consider the stopped process
Zℓt∧τM and compute by the Burkholder-Davis-Gundy and Hölder inequalities and
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Furthermore, since sup0≤t≤T |Zℓt∧τM |
p is a non-decreasing sequence (in M) converg-
ing pointwise to sup0≤t≤T |Zℓt |p, the lemma follows from the monotone convergence
theorem.
The following two lemmas focus on the regularity of Zℓt in time and its strong
convergence property. The first lemma bounds the difference in Zℓt over two time
points, at a fixed level ℓ. The second lemma bounds the difference in Zℓt over
adjacent levels, at a fixed time t. Their proofs follow from standard estimates in
the theory of SDE and are therefore omitted.
Lemma 3.5 (Regularity of Zℓt ). Let Z
ℓ be defined as in (3.15). Assume (V-Lip)








Lemma 3.6 (Strong convergence of Zℓt ). Assume (V-Lip), (V-bound) and
(V-Reg) . Then for any ℓ ∈ {1, 2, . . . , L}, there exists a constant c > 0 such that
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|Zℓt − Zℓ−1t |2
]
≤ chℓ.
We define the interpolated empirical measures µ̃Z
ℓ,N
t exactly as in (3.12) and the
corresponding MLMC operator Mt (corresponding to (3.13), but for one Picard
iteration) as




















1, . . . , Nℓ, ℓ = 0, . . . , L, conditioned on F
V
T are independent, we can bound the
conditional MLMC variance as follows.





. Then for any Lipschitz function P : Rd ×Rd → R, there exists









⟨MηL(t), P (x, ·)⟩

















































∈ [0, 1]. Using the fact that E[Var(X|G)] ≤ Var(X) ≤ E[X2],
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∣∣∣∣P i,ℓηL(t) − P i,ℓ−1ηL(t)
∣∣∣∣2.
Since P is Lipschitz, it has linear growth. By Lemma 3.4, it follows that
E
∣∣∣∣P i,0ηL(t)






∣∣Zi,0η0(ηL(t))∣∣2 + E∣∣Zi,0η0(ηL(t))+h0∣∣2)µt(dx) < +∞.
Next, we consider levels ℓ ∈ {1, . . . , L}. Recall from (3.20) that









P i,ℓ−1ηL(t) = (1 − λ
ℓ−1
t )P (x, Z
i,ℓ−1
ηℓ−1(ηL(t))




We decompose the error as follows.




≤ (1− λℓ−1t ) ·
∣∣∣∣P (x,Zi,ℓηℓ(ηL(t)))± P (x,Zi,ℓ−1ηℓ(ηL(t)))− P (x,Zi,ℓ−1ηℓ−1(ηL(t)))
∣∣∣∣
+λℓ−1t ·
∣∣∣∣P (x,Zi,ℓηℓ(ηL(t))+hℓ)± P (x,Zi,ℓ−1ηℓ(ηL(t))+hℓ)− P (x,Zi,ℓ−1ηℓ−1(ηL(t))+hℓ−1)
∣∣∣∣
+ |λℓt − λℓ−1t | ·
∣∣∣∣P (x,Zi,ℓηℓ(ηL(t))+hℓ)− P (x,Zi,ℓηℓ(ηL(t)))
∣∣∣∣.
By Lemma 3.6,
E|P (x,Zi,ℓηℓ(ηL(t)))− P (x,Z
i,ℓ−1
ηℓ(ηL(t))
)|2 ≤ chℓ, (3.21)
E|P (x,Zi,ℓηℓ(ηL(t))+hℓ)− P (x,Z
i,ℓ−1
ηℓ(ηL(t))+hℓ
)|2 ≤ chℓ. (3.22)
Also, by Lemma 3.5,
E|P (x,Zi,ℓ−1ηℓ(ηL(t)))− P (x,Z
i,ℓ−1
ηℓ−1(ηL(t))
)|2 ≤ c(ηℓ(ηL(t))− ηℓ−1(ηL(t))) ≤ chℓ, (3.23)
E|P (x, Zi,ℓ−1ηℓ(ηL(t))+hℓ)− P (x,Z
i,ℓ−1
ηℓ−1(ηL(t))+hℓ−1
)|2 ≤ chℓ, (3.24)
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and
E|P (x,Zi,ℓηℓ(ηL(t))+hℓ)− P (x,Z
i,ℓ
ηℓ(ηL(t))
)|2 ≤ chℓ. (3.25)
We obtain (3.19) by combining (3.21), (3.22), (3.23), (3.24) and (3.25). Since t
and x are arbitrary, the proof is complete.
3.3.2 Weak error analysis
We begin this subsection by defining Xs,x as
X
s,x











For P ∈ C0,2b,b (Rd × Rd,R) and t ∈ [0, T ], we consider the function
vy(s, x) := E[P (y,Xs,xt )], y ∈ Rd and (s, x) ∈ [0, t] × Rd. (3.26)
We aim to show that vy(s, x) ∈ C1,2. The first step is the lemma below.
Lemma 3.8. Assume (µ0-Lp) and (Ker-Reg) . Then
b[·, µX· ] ∈ C
2,1
b,b (R
d × [0, T ],Rd) and σ[·, µX· ] ∈ C
2,1
b,b (R
d × [0, T ],Rd⊗r).
Proof. For any x ∈ Rd, s ∈ [0, T ] and t ∈ [s, T ], we apply Itô’s formula to each
coordinate k ∈ {1, . . . , d} of b to get
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where a[x, µ] = σ[x, µ]σ[x, µ]T and ∂yibk, ∂
2
yi,yj
bk indicate the derivatives w.r.t. the
the second argument. Assumptions (Ker-Reg) , (Lip) , (µ0-Lp) and (3.6)


















By (Ker-Reg) , ∂yjbk and ∂
2
yi,yj
bk are bounded. Moreover, by (Lip) , we know
that b and a are respectively of linear and quadratic growth in x. Therefore, by
(3.6), we conclude that ∂tbk[x, µ
X
t ] is bounded. To conclude, we can apply the
same argument to σ[·, µX· ].
Lemma 3.9. Assume (Ker-Reg) and (µ0-Lp) . Then for any (s, x) ∈
[0, t] × Rd, (i, j) ∈ {1, . . . , d}2 and P ∈ C0,2b,b (Rd × Rd,R),
sup
y∈Rd
(∥∂xivy(s, x)∥∞ + ∥∂2xi,xjvy(s, x)∥∞) ≤ L. ((v-diff-Reg+))
Proof. We only provide a sketch as the argument is standard. By the fact
that the first-order spatial derivatives of b[·, µX· ] and σ[·, µX· ] are bounded, it is






[∣∣∣∣∂xi(Xs,xt )(j)∣∣∣∣2] < ∞. (3.29)














CHAPTER 3. Iterative Multilevel Particle Approximation for McKean-Vlasov
SDEs with Interacting Kernels 30
By (3.29), it is clear that the assertion for the first order derivatives in ((v-diff-
Reg+)) holds if P ∈ C0,2b,b (Rd ×Rd,R). Similarly, we can prove the assertion for
the second order derivatives in the same way.
Lemma 3.10. Let {Qt}t∈[0,T ] be a cadlag square-integrable process adapted to the
filtration {Ft}t∈[0,T ]. Suppose that {Wt}t∈[0,T ] is a {Ft}t∈[0,T ]-Brownian motion.
Let G be a σ-algebra such that G ⊆ F0. Then the following equalities hold for any












































By the Feynman-Kac theorem ([40]), it can be shown that vy(·, ·) satisfies the
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∂xjvy(s, x) = 0, (s, x) ∈ [0, t] × Rd,
vy(t, x) = P (y, x).
(3.31)
The following theorem reveals the order of weak convergence of (3.15) to (3.1).
We denote by µ
Zℓ|FVT





(Recall Lemma 2.29 and see Theorem 7.1 in [56] for details.) The existence of
regular conditional probability measure follows from the fact that we work on a
Polish space with the Borel σ-algebra.
Theorem 3.11. Let P ∈ C0,2b,b (Rd × Rd,R) be a Lipschitz continuous function.
1 Assume that (Ker-Reg) , (µ0-Lp) , (V-bound) and (V-Lip) hold. Then
there exists a constant c (independent of the choices of L and N1, . . . , NL) such
that for each t ∈ [0, T ], ℓ ∈ {0, . . . , L} and x ∈ Rd,
sup
0≤s≤t
















∥∥∥σ(x,Vηℓ(s)) − E[σ(x,Xηℓ(s))]∥∥∥µZℓ|FVTηℓ(s) (dx)]ds).




ℓ respectively. First, we observe that
|E[P (y, Zs)] − E[P (y,Xs)]| ≤ E|E[P (y, Zs)|FVT ] − E[P (y,Xs)]|.
From definition of v(·, ·) in (3.26), we compute that
1 Note that the regularity of P can be relaxed to C0,2b,p (Rd ×Rd,R). We prove the result in a
slightly stronger assumption for the sake of simplicity.
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E[P (y, Zt)|FVT ] − E[P (y,Xt)] = E[vy(t, Zt)|FVT ] − E[vy(0, Z0)]






vy(tk+1, Zk+1) − vy(tk, Zk)
∣∣FVT ],
where n = t/hℓ
2. By Itô’s formula,































where a(x, µ) = σ(x, µ)σ(x, µ)T . Condition ((v-diff-Reg+)), as well as hy-
potheses (Lip) , (µ0-Lp) and (V-bound) , along with Lemma 3.4 and
part (a) of Lemma 3.10 (with the filtration {Ft}t∈[0,T ] such that Ft =











∣∣∣∣FVT] = 0. (3.32)
Subsequently, using the fact that v(·, ·) satisfies PDE (3.31), we have
E[vy(t, Zt)|FVT ] − E[vy(0, Z0)]
2For simplicity we assume that n is an integer.
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∂2xi,xjvy(s, Zs)(aij(Zη(s),Vη(s)) − aij[Zη(s), µ
X
η(s)]).
Error R1: Let F
Z
T be the sigma-algebra generated by {Zt}t∈[0,T ]. From part (a)





























∣∣∣∣σ(FZT ,FVT )] ∣∣∣∣FVT].
Condition ((v-diff-Reg+)) and the conditional Jensen inequality imply that
E
∣∣E[R1(s)|FVT ]∣∣
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Using these two bounds along with Lemma 3.8 and assumption (V-Lip), we can
see that
E











Assumptions (Lip) , (µ0-Lp) and (V-bound) allow us to conclude that
sup
0≤s≤t
E|E[R1(s)|FVT ]| ≤ chℓ.
Error R2: Condition ((v-diff-Reg+)) implies that
∣∣E[R2(s)|FVT ]∣∣ ≤ c E[|b[Zη(s), µXη(s)] − b(Zη(s),Vη(s))| ∣∣FVT ]. (3.34)
Using the notation of regular conditional probability measures,
E|E[R2(s)|FVT ]| ≤ cE
[ ∫
Rd
∣∣E[b(x,Xη(s))] − b(x,Vη(s))∣∣µZ|FVTη(s) (dx)].
Similarly, by the condition on the second-order derivatives from ((v-diff-Reg+)),
we can establish that
sup
0≤s≤T
E|E[R3(s)|FVT ]| ≤ chℓ (3.35)
and
|E[R4(s)|FVT ]| ≤ cE
[∥∥σ[Zη(s), µXη(s)] − σ(Zη(s),Vη(s))∥∥ ∣∣FVT ]. (3.36)
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Next, we introduce an artificial process Z̄ℓ in order to remove the dependence of
Zℓ on FVT . Note that µ
Zℓ|FVT
ηℓ(s)




This is crucial in the iteration that will be discussed in the next section.
Lemma 3.12. Let P ∈ C0,2b,b (Rd × Rd,R) be a Lipschitz continuous function.
Assume that (Ker-Reg) , (µ0-Lp) , (V-bound) and (V-Lip) hold. Then there
exists a constant c (independent of the choices of L and N1, . . . , NL) such that for










































Proof. As in the proof of Theorem 3.11, we use η(s), Z and Z̄ to denote ηℓ(s), Z
ℓ
and Z̄ℓ respectively. By (Lip) and (V-Lip),
E
[∣∣∣(b[Zη(s), µXη(s)] − b(Zη(s),Vη(s)))− (b[Z̄η(s), µXη(s)] − b(Z̄η(s),Vη(s)))∣∣∣2 ∣∣∣FVT]
≤ cE
[∣∣Zη(s) − Z̄η(s)∣∣2 ∣∣FVT ]. (3.37)
We further decompose the error as follows.
E




























By the conditional Fubini’s theorem and the Cauchy-Schwarz inequality, there
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[∣∣∣∣b[Z̄η(u), µXη(u)]− b(Z̄η(u),Vη(u))∣∣∣∣2∣∣∣∣FVT ]
+E





[∣∣∣∣b[Z̄η(u), µXη(u)]− b(Z̄η(u),Vη(u))∣∣∣∣2∣∣∣∣FVT ]+ E[∣∣Zη(u) − Z̄η(u)∣∣2∣∣FVT ] du),
where assumption (V-Lip) is used in the final inequality. Since Z̄ is independent
of FVT and that µ
X
η(u) is a non-random measure, we use the properties of regular

















[∣∣Zη(u) − Z̄η(u)∣∣2∣∣FVT ]+ ∫
Rd
∣∣∣∣b[x, µXη(u)]− b(x,Vη(u))∣∣∣∣2 µZ̄η(u)(dx)] du).
We proceed similarly as R22(s) and apply part (b) of Lemma 3.10 (with the






[∣∣Zη(u) − Z̄η(u)∣∣2∣∣FVT ]+ ∫
Rd
∥∥∥∥σ[x, µXη(u)]− σ(x,Vη(u))∥∥∥∥2 µZ̄η(u)(dx)] du).
Combining both bounds gives
E












∥∥∥∥σ[x, µXη(u)]− σ(x,Vη(u))∥∥∥∥2 µZ̄η(u)(dx)] du),
for any s ∈ [0, t]. By Gronwall’s lemma and integration from 0 to t in time, we
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∥∥∥∥σ[x, µXη(s)]− σ(x,Vη(s))∥∥∥∥2 µZ̄η(s)(dx)] ds).
By (3.34) and (3.37), it is clear that
∫ t
0






















∥∥∥∥σ[x, µXη(s)]− σ(x,Vη(s))∥∥∥∥2 µZ̄η(s)(dx)] ds).
We repeat the same argument for R4(s) and conclude that
∫ t
0









∥∥∥∥σ[x, µXη(s)]− σ(x,Vη(s))∥∥∥∥2 µZ̄η(s)(dx)] ds).
3.4 Iteration of the MLMC algorithm
Fix m ≥ 1 and correspond each particle Zi,ℓ in the abstract framework with
Y i,m,ℓ defined in (3.10) and FVT with the sigma-algebra F
m−1 generated by all the
particles Y i,m−1,ℓ in the (m−1)th Picard step, 0 ≤ ℓ ≤ L, 1 ≤ i ≤ Nm−1,ℓ. We set
Vt := M
(m−1)
t (defined in (3.13)), b(x, µ) := b[x, µ] and σ(x, µ) := σ[x, µ], so that
b(x,M
(m−1)
t ) = ⟨M
(m−1)
t , b(x, ·)⟩ and σ(x,M
(m−1)
t ) = ⟨M
(m−1)
t , σ(x, ·)⟩,
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for each x ∈ Rd. The measure M(m−1) satisfies the independence criterion in
(V-bound) , since {Y m−1} ⊥ (Wm, Zm0 ). The criteria (V-bound) , (V-Reg)
and (V-Lip) are verified below.
In the results of this section, c denotes a generic constant that depends on T , but
not on m,ℓ or Nm,ℓ.
Lemma 3.13 (Verification of (V-Lip)). Assume (Lip) and (µ0-Lp) . Then,
for each t ∈ [0, T ], there exists a constant c such that for all x1, x2 ∈ Rd
|⟨M(m−1)t , b(x1, ·) − b(x2, ·)⟩| + ∥⟨M
(m−1)
t , σ(x1, ·) − σ(x2, ·)⟩∥ ≤ c|x1 − x2|,
|⟨M(m−1)t b(x1, ·)⟩| + ∥⟨M
(m−1)
t σ(x1, ·)⟩∥ ≤ c
(





Proof. For any t ∈ [0, T ] and x1, x2 ∈ Rd, by the definition of M(m−1)t ,


















































































) − b(x2, Y i,m−1,0η0(t) )
)]∣∣∣∣∣.
The required bounds follow from (Lip) . The corresponding estimates for
∥σ(x1,Vη(t)) − σ(x2,Vη(t))∥ and ∥σ(x1,Vη(t))∥ can be obtained in a similar way
and are hence omitted.
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Lemma 3.14 (Verification of (V-bound) ). Assume (Lip) and (µ0-Lp) . Then




































)∣∣Y i,n,ℓηℓ(t)+hℓ∣∣p + (1 − t− ηℓ(t)hℓ
)∣∣Y i,n,ℓηℓ(t) ∣∣p.





t |, i ∈ {1, . . . , Nℓ}.
By exchangeability, there exists a constant c (independent of the Picard step n)
such that
















∣∣∣∣ ≤ N−1ℓ Nℓ∑
i=1



















∣∣∣∣ ≤ c(E|Y 1,n,0η0(t) |p + E|Y 1,n,0η0(t)+h0 |p).
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We can see from the proof of Lemma 3.13 that the constant c in Lemma 3.4 does











































Lemma 3.15 (Verification of (V-Reg) ). Assume (Lip) and (µ0-Lp) . Given
any Lipschitz continuous function C0,2b,b ∋ P : Rd×Rd → R and n ∈ N∪{0}, there
exists a constant c such that
E
∣∣∣∣⟨M(n)t , P (x, ·)⟩ − ⟨M(n)s , P (x, ·)⟩∣∣∣∣2 ≤ c(t− s), (3.38)
for any x ∈ Rd and 0 ≤ s ≤ t ≤ T .
Proof. When analysing the regularity of MLMC measure (3.38) one needs to pay
attention to the interpolation in time that we used. Pick any ℓ∗ ∈ {0, 1, 2, . . . L}.
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For simplicity of notation, we rewrite ⟨M(n)t , P (x, ·)⟩ as
































































































, for each ℓ ∈ {0, 1, . . . , L}. There are
two cases depending on the value of ℓ: ℓ < ℓ∗ and ℓ ≥ ℓ∗.








is an interpolated value. Then
there exist a unique s ∈ {0, 1, . . . , 2ℓ − 1} (chosen such that ηℓ(tℓ
∗
k ) = t
ℓ
s) and
constants λ ∈ (0, 1 − hℓ∗
hℓ

















= (1 − λ)P (x, Y i,n,ℓ
tℓs
) + λP (x, Y i,n,ℓ
tℓs+1




= (1 − λ̃)P (x, Y i,n,ℓ
tℓs
) + λ̃P (x, Y i,n,ℓ
tℓs+1
).
Note that λ̃ − λ = hℓ
∗
hℓ





















(P (x, Y i,n,ℓ
tℓs+1
) − P (x, Y i,n,ℓ
tℓs
)). (3.40)
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By Lemmas 3.14 and 3.13, the hypotheses of Lemma 3.5 are satisfied. By applying










|2 ≤ chℓ∗ ∀ℓ ∈ {0, 1, . . . , L}.
This shows that
E









































The proof is complete by replacing s and t by ηL(s) and ηL(t) respectively if any
of them (or both) does not belong to ΠL.
Lemma 3.16 below gives a decomposition of MSE (mean-square-error) for MLMC
along one iteration of the particle system (3.10).
Lemma 3.16. Assume (Ker-Reg) and (µ0-Lp) . Let P ∈ C0,2b,b (Rd ×Rd,R) be









E[P (x,Xt)] − ⟨M(m)t , P (x, ·)⟩
)2]
, t ∈ [0, T ].
Then, there exists a constant c > 0 (independent of the choices of m, L and
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Furthermore, if we assume that the functions b and σ are both bounded, then there
exists a constant c > 0 (independent of the choices of m, L and (Nm,ℓ)0≤ℓ≤L) such
































Proof. For x ∈ Rd and t ∈ [0, T ], we consider
E
[(
E[P (x,XηL(t))] − ⟨M
(m)
ηL(t)




E[P (x,XηL(t))] − E
[




⟨M(m)ηL(t), P (x, ·)⟩



















⟨M(m)ηL(t), P (x, ·)⟩
∣∣∣∣Fm−1]− ⟨M(m)ηL(t), P (x, ·)⟩)2], (3.42)
as E
[
⟨M(m)ηL(t), P (x, ·)⟩
∣∣∣∣Fm−1] = E[P (x, Y 1,m,LηL(t) )|Fm−1] by exchangeability. Next,
from Lemma 3.12, there exists a constant c such that
E
[(
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∥∥∥⟨M(m−1)ηL(s) , σ(x, ·)⟩ − E[σ(x,XηL(s))]∥∥∥2µZ̄LηL(s)(dx)] ds).(3.43)







⟨M(m)ηL(t), P (x, ·)⟩








⟨M(m)ηL(t), P (x, ·)⟩






Combining (3.42), (3.43) and (3.44) yields the result.
The complete algorithm consists of a sequence of nested MLMC estimators{
⟨M(m), P (x, ·)⟩
}
m=1,...,M
and its error analysis is presented in Theorem 3.2.
Note that we iterate the algorithm by replacing P by the component real-valued
functions {bi}1≤i≤d and {σi,j}1≤i≤d,1≤j≤r.
3.4.1 Proof of Theorem 3.2






[∣∣∣E[b(x,XηL(t))] − ⟨M(0)ηL(t), b(x, ·)⟩∣∣∣2 (3.45)
+
∥∥∥E[σ(x,XηL(t))] − ⟨M(0)ηL(t), σ(x, ·)⟩∥∥∥2]µZ̄LηL(t)(dx) ≤ c.







⟨M(m)ηL(t), P ⟩ − E[P (XηL(t))]
)2]
, m = M,∫
Rd
E
[∣∣∣⟨M(m−1)ηL(t) , b(x, ·)⟩ − E[b(x,XηL(t))]∣∣∣2
+
∥∥∥⟨M(m−1)ηL(t) , σ(x, ·)⟩ − E[σ(x,XηL(t))]∥∥∥2]µZ̄LηL(t)(dx), m ≤ M − 1.
(3.46)
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, ∀m ∈ {1, 2, . . . ,M}, (3.47)
























Inequalities (3.45) and (3.48) conclude the proof.
We are now in a position to present the complexity theorem for iterated MLMC
estimators of {E[P (XηL(t))]}t∈[0,T ].
Theorem 3.17. Assume (Ker-Reg) and (µ0-Lp) . Fix M > 0 and let
P ∈ C2b (Rd). Then there exists some constant c > 0 (independent of the choices
of M , L and {Nm,ℓ}m,ℓ) such that for any ϵ < e−1, there exist M , L and {Nm,ℓ}m,ℓ




(P ) := E
[(
⟨M(M)ηL(t), P ⟩ − E[P (XηL(t))]
)2]
≤ c ϵ2,
and computational complexity is of the order ϵ−4| log ϵ|3.
Proof. The cost of obtaining ⟨M(M)ηL(t), P ⟩ involves M iterations. In each iteration,
one performs the standard MLMC algorithm, where the cost of approximating
the law in the drift and diffusion coefficients is
∑L
ℓ′=0Nm−1,ℓ′ . Hence the overall
















For convenience, we use the notation x ≲ y to denote that there exists a constant c
such that x ≤ c y. We shall establish specific values M∗, L∗, {N∗m,ℓ}m,ℓ (depending
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=⇒ cM∗−1(M∗!)−1 ≲ ϵ2 (3.51)
by Stirling’s approximation. For m ∈ {1, . . . ,M∗}, we define ϵ2m := wmϵ2, for
some sequence {wm}M
∗
m=1 (depending on M
∗ and ϵ) which satisfies the following
conditions:




















∣∣ ⌊log(ϵ−1m )⌋ ∣∣, ϵm ≤ e,








, ℓ ∈ {0, . . . , L∗}, m ∈ {1, . . . ,M∗}. (3.53)
Note that hL∗ ≲ ϵm, for any m ∈ {1, . . . ,M∗}. To see this, we show that hL∗m ≲ ϵm
by considering the following three cases.
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1. Case I: ϵm > e. In this case,
hL∗m = T2













m )⌋ = T2− log(ϵm) ≤ T ≤ Tϵm.
3. Case III: 0 < ϵm < 1. Without loss of generality, we assume that T ≤ 12 .






























= 2T2log(ϵm) ≤ ϵm.


































by property (C2). Combining this estimate with (3.51), we conclude that the
constraint (3.50) is satisfied.
It remains to compute the complexity of the cost under the values
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∗ + 1) + (L∗ + 1)
))







∗ + 1)3 + ϵ−2m (L
∗ + 1)3 +
ϵ−1(L∗ + 1)2ϵ−2m−1 + ϵ
−1(L∗ + 1)2
)














where, we have used in the last two estimates the bounds L∗ ≤ log(ϵ−1) (by
property (C1)) and h−1ℓ = T
−12ℓ ≤ T−12L∗ ≲ 2log(ϵ−1) ≲ ϵ−1. Finally, by
properties (C1) and (C3) of {wm}M
∗
m=1, together with (3.54) and (3.51), we
conclude that C ≲ ϵ−4| log(ϵ)|3.










, 1 ≤ m ≤ M∗ − 2,
1, M∗ − 1 ≤ m ≤ M∗,
satisfies properties (C1) to (C3) stipulated in the proof of Theorem 3.17.
Proof. First, property (C1) follows easily from the definition of wm. For property
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≤ ec + c2.









+ 2 ≤ ec + 2.
3.4.2 Plain iterated particle system
The proof of the following theorem constitutes a special case of Lemma 3.16 and
Theorem 3.2.
Theorem 3.19. Assume (Ker-Reg) and (µ0-Lp) . Fix M > 0 and let
P ∈ C2b (Rd). We define the mean-square error as
MSE
(M)








t ) − E[P (Xt)]
)2]
.
Then for every t ∈ [0, T ],
MSE
(M)
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for some constant c > 0 that does not depend on M or N1, . . . , NM .
The following theorem concerns the computational complexity in the estimation
of {E[P (Xη(t))]}t∈[0,T ], whose proof follows similar procedures as the proof of
Theorem 3.17 and is omitted.
Theorem 3.20. Assume (Ker-Reg) and (µ0-Lp) . Fix M > 0 and let
P ∈ C2b (Rd). Then there exists some constant c > 0 (independent of the choices
of M and {Nm}1≤m≤M) such that for any ϵ < e−1, there exist M and {Nm}0≤m≤M
such that for every t ∈ [0, T ],
MSE
(M)









η(t)) − E[P (Xη(t))])2
]
≤ cϵ2, (3.55)
and computational complexity C is of the order ϵ−5.
3.5 Algorithm for the MLMC particle system
For the purpose of implementation, we outline the iterated MLMC particle system
in algorithm 1.
3.6 Numerical results
In this section, we present numerical simulations that confirms that iterative
MLMC method achieves one order better computational complexity comparing
to classical particle system. Furthermore, numerical experiments indicate that the
iterative MLMC method works well even if the coefficients of the McKV-SDEs
do not satisfy previously stated regularity and growth assumptions. We compare
the following methods
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Algorithm 1: Nested MLMC with Picard scheme for (3.1)
Input: Initial measure µ0 for Y i,0,ℓ, global Lipschitz payoff function
C2p ∋ P : Rd → R and accuracy level ϵ
Output: ⟨M(M)T , P ⟩, the approximation for our goal E[P (XT )].
1 Fix parameters M (see (3.51)) and L (see (3.52)) that correspond to ϵ;
2 Given µ0 = Law(Y i,0,0), sample {Y i,0,0
tLk
}k=0,...,2L ;
3 for m = 1 to M − 1 do




































, run standard MLMC (with interpolation)










6 Return ⟨M(M)T , P ⟩.
• Classical particle system (3.4),
• MC Picard I - iterative particle system (3.9) with fixed number of particles
N for all Picard steps,
• MC Picard II - iterative particle system (3.9) with an increasing sequence of
particles {Nm}m=1,...,M where Nm = wmNM (see the choice of wm in Lemma
3.18),
• Iterated MLMC particle system.
CHAPTER 3. Iterative Multilevel Particle Approximation for McKean-Vlasov
SDEs with Interacting Kernels 52
Remark 3.21. The computational time in seconds might differ from the theo-
retical computational cost because it includes the amount of computational cost
induced by linear interpolation operations and additional read-write operations
relevant to the empirical densities during Picard iterations.
3.6.1 Kuramoto model
First, we provide a numerical example of a one-dimensional stochastic differential








cos(y)µXt (dy) − cos(Xt)
∫
R
sin(y)µXt (dy) dt + dWt .
For the numerical tests we work with the the bottom representation. We set
P (x) =
√
1 + x2. For the initial condition of the iterative algorithm we choose
Y 0,ℓt ∼ N(0, t).
Figure 3.1a shows that both MC Picard I and MC Picard II are less efficient
than the classical particle system. In Figure 3.1b, the iterated MLMC particle
system achieves computational complexity of order ϵ−2 (note that here the cost
of simulating particle system is N per Euler step and not N2 - see Chapter 4).
Figure 3.1c illustrates that the approximation error of iterated methods is within
2ϵ of that of the classical particle system and that it decreases as number of
particles increases.




T |M(m−1)] (in log
scale) for each Picard step across levels ℓ . We see that that the conditional
MLMC decays with rate 2. This is higher than the rate given in Lemma 3.6,
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Epsilon level (ǫ)





























(a) Iterated MC vs Particle method
Epsilon level (ǫ)




























(b) Iterated MLMC vs Particle method
Number of particles




















MC Picard II vs Particle System
MC Picard I vs Particle System
Iterated MLMC vs Particle system
Error upper bound (2ǫ)
Error lower bound (-2ǫ)
(c) Approximation error
level l








































(d) Variance of log2 against ℓ for all Picard
steps
Figure 3.1: Result of Kuramoto model
since this example treats SDE with constant diffusion coefficient for which Euler
scheme achieves higher strong convergence rate.
3.6.2 Polynomial drift
We consider the following McKV-SDE:
dXt = (2Xt + E[Xt] −XtE[X2t ])dt + XtdWt, t ∈ [0, 1], X0 = 1 . (3.56)
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Assumption 3.1 is clearly violated. Note that
dE[Xt] = (3E[Xt] − E[Xt]E[X2t ])dt E[X0] = 1
dE[X2t ] = (5E[X2t ] + 2(E[Xt])2 − (E[X2t ])2)dt E[X20 ] = 1 .
By solving the above system of ODEs with Euler scheme we obtain particle free
approximation to the solution of (3.56) that we use as a reference for iterative
MLMC method. Figure 3.2a, shows that the iterated MLMC achieves compu-
tational complexity of order ϵ−2. Figure 3.2b indicates that the approximation
error of iterated methods is within less than 2ϵ of that of the reference value and
that it decreases as number of particles increases.
Epsilon level (ǫ)































































MC Picard I vs reference value
Particle System vs reference value
Iterated MLMC vs reference value
Error upper bound (2ǫ)
Error lower bound (-2ǫ)
(b) Approximation error
Figure 3.2: Result of Polynomial drift
3.6.3 Viscous Burgers equation
Last, we perform a numerical experiment for the discontinuous case (not Lips-
chitz) corresponding to the Burgers equation ([13]) given by
dXt = F̄t(Xt)dt +
1
4
dWt, t ∈ [0, 1], X0 = 0, (3.57)
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where F̄t(x) = P(Xt ≥ x). Linking to the Fokker-Planck equation of Xt, it is




∂xxv(t, x) − v(t, x)∂xv(t, x).
where F̄0(x) = 1{x≤0} since the initial condition X0 = 0. The Cole-Hopf





















. Then we take F̄1(0.5) = 0.5 as the reference
value. In Figure 3.3a, the iterated MLMC achieves computational complexity
ǫ level





























(a) Iterated MLMC vs Particle sytem
Number of particles





































Error upper bound (0.5ǫ)
Error lower bound (0.5ǫ)
(b) Approximation error
Figure 3.3: Result of viscous Burgers equation
of order ϵ−4. Figure 3.3b demonstrates the similar desired behaviour of the







Fix T > 0. Let {Wt}t∈[0,T ] be an r-dimensional Brownian motion on a filtered
probability space (Ω, {Ft}t,F,P). Consider continuous functions b : Rd×Rq → Rd,
σ : Rd ×Rq → Rd⊗r, f : Rd → Rq and g : Rd → Rq. In many applications, only a
few expectations rather than the measure affect the interaction in the dynamics
(3.1) and it reduces to the corresponding non-linear (in the sense of McKean)
stochastic differential equation (McKV-SDEs with non-interacting kernels) given
56
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where X0 ∼ µ0 ∈ P2(Rd). Notice that {Xt}t∈[0,T ] is still not necessarily a Markov
process. Nevertheless applying Itô’s formula with p ∈ C2,1b,· (Rd × [0, T ],R), the


























The theory of propagation of chaos, [65] implies the corresponding simplified
interacting diffusions {Y i,Nt }i=1,...,N on (Rd)N given by
























t ), t ≥ 0,
(4.3)
where {Y i,N0 }i=1,...,N are i.i.d samples with law µ0 and {W it }i=1,...,N are independent
Brownian motions. With the same notation we have introduced in Section 3.1,
















t −W itk) . (4.4)
Unlike [31], [59] and [66], we are able to approximate the densities rather than
only the expectations. By approximating the density function of (3.1) (we assume
it exists) by means of a projection estimator, we obtain reduction of N2 cost
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of the algorithm at every step to K(ϵ)N , where K is the number of terms
used in the projection expansion. Next we approximate a projected version
of (3.1) further by using (4.4) (let q = K(ϵ)) and a sequence of (linear in a
sense of McKean) SDEs obtained via Picard iterations. This allows for MLMC
method to be deployed. Projection estimators, are important, as they allow for a
computationally efficient mapping of the density approximation between Picard
iterations, see [7] for the use of projection type estimators for McKean-Vlasov
SDEs. We present fully implementable algorithm that can exploit smoothness of
the coefficients in (3.1) and in the best case scenario, that is, if all the coefficient
functions are infinitely smooth, the complexity reduces to one in the order of
O(ε−2| log(ϵ)|3) for approximation of expectations and O(ϵ−2| log ϵ|4) for density
estimation.
4.2 Main result of the iterative MLMC algo-
rithm
Again, we combine the MLMC and Picard iteration to improve the computational
efficiency. Fix m and L. Take the same family of partitions Πℓ, ℓ = 0, . . . , L as
we introduce in Section 3.1.3. In this case, we mainly approximate (4.1) by
















To simulate (4.5), we only need to approximate the relevant expectations, without
dependence on x, with respect to the law of the process at the previous Picard
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step m− 1 and the time grid ΠL, i.e.
(
E[f(Xm−10 )], . . . ,E[f(X
m−1
tLk
)] . . . ,E[f(Xm−1T )]
)
,(
E[g(Xm−10 )], . . . ,E[g(X
m−1
tLk
)] . . . ,E[g(Xm−1T )]
)
.
By approximating these expectations with the MLMC samples M(m−1), the
iterative MLMC particle method reads






) dt + σ(Y i,m,ℓηℓ(t) ,M
(m−1)
2,ηℓ(t)
) dW i,mt , (4.6)
where Y i,0,ℓ = X0 and M























g(Y i,m−1,ℓt ) − g(Y
i,m−1,ℓ−1
t ), (4.8)
where f(Y ·,−1,·) = g(Y ·,−1,·) = 0. Under the assumptions listed in Section 3.1.1
with the change of the second argument of functions b and σ from Rd to Rq,
the main result of this chapter gives the same precise error bounds for (4.6) as
confirmed in Theorem 3.2 in Chapter 3.
4.3 Abstract framework for MLMC analysis
Compared to Section 3.3, we again introduce an abstract framework corresponding
to one iteration with a change for V := (V1,V2) to be a R2q-valued random
variables from V ∈ Ps2(C([0, T ],Rd)). We consider SDEs with random coefficients
of the form
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By [41], we also know the solution of this SDE is well-defined under additional
assumptions in Section 4.3.1. For ℓ = 1, . . . , L, the corresponding Euler












We still require that V does not depend on ℓ and that (Wt)t∈[0,T ] is independent














We remark that this new structure of the abstract framework in terms of V would
allow us to refrain from regular conditional probability measure and thus avoid
the additional introduction of the process {Zt}t∈[0,T ] as needed in the analysis of
previous chapter.
4.3.1 Analysis of the abstract framework
With the notation defined in the previous section, the conditions that we need
to study the convergence of this iterated particle system is formulated as below.
Recall that V is a square-integrable R2q-valued random variables and we consider
equations (4.10) and (4.11). The assumptions are:
Assumption 4.1.
(V-bound) The R2q-valued random variable V, independent of W i and Zi,ℓ0 , is integrable
for any moment p ≥ 1.






[∣∣b(x,Vt) − b(x,Vs)∣∣2 + ∥∥σ(x,Vt) − σ(x,Vs)∥∥2] ≤ c(t− s).
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(V-Lip) There exists a constant c such that for each t ∈ [0, T ] and x, y ∈ Rd,
|b(x,Vt) − b(y,Vt)| + ∥σ(x,Vt) − σ(y,Vt)∥ ≤ c|x− y| (4.12)
|b(x,Vt)| + ∥σ(x,Vt)∥ ≤ c
(
1 + |x| + |Vt|
)
. (4.13)
We remark that since all proofs later on follow similar procedures as the proof
shown in Section 3.3.1 and Section 3.3.2, we omit those.
Analysis of conditional MLMC variance Using the same notation as we
have introduced in Section 3.3.1, we obtain the following integrability of process
(4.10) and regularity and strong convergence of process Zℓt .
Lemma 4.2. Let Zℓ be defined as in (4.10). Assume (V-Lip) and (µ0-Lp) .
















Lemma 4.3 (Regularity of Zℓt ). Let Z
ℓ be defined as in (4.10). Assume (V-Lip)








Lemma 4.4 (Strong convergence of Zℓt ). Assume (V-Lip), (V-bound) and





|Zℓt − Zℓ−1t |2
]
≤ chℓ.
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Recalling the definition of σ-algebra FVt = {σ(Vs)0≤s≤t}, we can finally bound the
conditional MLMC variance as follows.
Lemma 4.5. Assume (V-Lip), (V-bound) and (V-Reg) hold. Then for any













4.3.2 Weak error analysis
We begin this subsection by defining Xs,x as
X
s,x











For P ∈ C2b (Rd,R) and t ∈ [0, T ], we consider the function
v(s, x) := E[P (Xs,xt )], (s, x) ∈ [0, t] × Rd. (4.15)
We again aim to show that v(s, x) ∈ C1,2. The lemma below gives the first step.




d × [0, T ],Rd) and σ(·,MX2,·) ∈ C
2,1
b,b (R
d × [0, T ],Rd⊗r).
Next, the following lemma verifies the condition of v(s, x) that is needed:
Lemma 4.7. Assume (Ker-Reg) and (µ0-Lp) . Then for any (s, x) ∈
[0, t] × Rd, (i, j) ∈ {1, . . . , d}2 and P ∈ C2b (Rd,R),
∥∂xiv(s, x)∥∞ + ∥∂2xi,xjv(s, x)∥∞ ≤ L. ((v-diff-Reg+))
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∂xjv(s, x) = 0, (s, x) ∈ [0, t] × Rd,
v(t, x) = P (x).
(4.16)
We can then reveal the order of weak convergence of (4.10) to (4.1) in the following
Theorem 4.8 without addressing the regularity conditional probability measure.
Theorem 4.8. Let P ∈ C2b (Rd,R) be a Lipschitz continuous function. 1 Assume
that (Ker-Reg) , (µ0-Lp) , (V-bound) and (V-Lip) hold. Then there exists
a constant c (independent of the choices of L and N1, . . . , NL) such that for each
t ∈ [0, T ], ℓ ∈ {0, . . . , L} and x ∈ Rd,
sup
0≤s≤t

























Proof. Compared to the proof in 3.12, we are now able to use (Lip) directly to
bound R2 and R4. Because V1,· and V2,· is measurable with respect to F
V
T , it
1 Note that the regularity of P can be relaxed to C2p(Rd,R). We prove the result in a slightly
stronger assumption for the sake of simplicity.
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implies









[∣∣V1,η(s) −MX1,η(s)|∣∣∣∣FVT]] ≤ cE∣∣V1,η(s) −MX1,η(s)∣∣,
and









[∣∣V2,η(s) −MX2,η(s)|∣∣∣∣FVT]] ≤ cE∣∣V2,η(s) −MX2,η(s)∣∣.
4.4 Iteration of the MLMC algorithm
Fix m ≥ 1 and correspond each particle Zi,ℓ in the abstract framework with
Y i,m,ℓ defined in (4.6) and FVT with the sigma-algebra F
m−1 generated by all the







2,t ) (defined in (4.7) and (4.8)). The R2q-valued
random variable M(m−1) satisfies (V-bound) , (V-Reg) and (V-Lip) which are
verified below.
In the results of this section, c denotes a generic constant that depends on T , but
not on m,ℓ or Nm,ℓ.
Lemma 4.9 (Verification of (V-Lip)). Assume (Lip) and (µ0-Lp) . Then, for
each t ∈ [0, T ], there exists a constant c such that for all x1, x2 ∈ Rd
|b(x1,M(m−1)t ) − b(x2,M
(m−1)
t )| + ∥σ(x1,M
(m−1)
t ) − σ(x2,M
(m−1)
t )∥ ≤ c|x1 − x2|,
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|b(x1,M(m−1)t )| + ∥σ(x1,M
(m−1)
t )∥ ≤ c
(
1 + |x1| +
∣∣∣∣M(m−1)t ∣∣∣∣) .
Lemma 4.10 (Verification of (V-bound) ). Assume (Lip) and (µ0-Lp) . Then






∣∣∣∣M(n)t ∣∣∣∣p ≤ c.
Lemma 4.11 (Verification of (V-Reg) ). Assume (Lip) and (µ0-Lp) . Given
any Lipschitz continuous function C0,2b,b ∋ P : Rd×Rq → R and n ∈ N∪{0}, there
exists a constant c such that
E
∣∣∣∣P (x,M(n)t ) − P (x,M(n)s )∣∣∣∣2 ≤ c(t− s), (4.17)
for any x ∈ Rd and 0 ≤ s ≤ t ≤ T .
A decomposition of MSE (mean-square-error) for MLMC along one iteration of
the particle system (4.6) is then given by Lemma 4.12 below.
Lemma 4.12. Assume (Ker-Reg) and (µ0-Lp) . Let P ∈ C2b (Rd,R) be a









E[P (Xt)] −M(m)t (P )
)2]
, t ∈ [0, T ].
Then, there exists a constant c > 0 (independent of the choices of m, L and
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We are now able to present the complexity theorem for iterated MLMC estimators
of {E[P (XηL(t))]}t∈[0,T ] for the case of non-interacting kernels.
Theorem 4.13. Assume (Ker-Reg) and (µ0-Lp) . Fix M > 0 and let
P ∈ C2b (Rd,R). Then there exists some constant c > 0 (independent of the
choices of M , L and {Nm,ℓ}m,ℓ) such that for any ϵ < e−1, there exist M , L and









(P ) − E[P (XηL(t))]
)2]
≤ c ϵ2,
















ℓ′ Nm−1,ℓ′ . By performing the same computation as in the proof of The-
orem 3.17, we can show that the computational complexity is reduced to the order
of q · ϵ−2| log ϵ|2.
4.5 Iterative MLMC algorithm with Projected
coefficients
In previous chapter, we address McKV-SDEs (3.1) directly with the iterative
MLMC for interacting kernels. However, if there exists a valid reduction method
to reduce the interaction of the interacting kernels to a few mean-fields which are
non-interacting kernels, we are now in a situation to decrease the complexity from
ϵ−5 to ϵ−2 if ignoring the additional log term. A proposed reduction approach is
projection method which is explored by [7].
Projections. Assume that for any t ≥ 0, the measure µt(dy) of process Xt
(3.1) possesses a bounded density µt(y). Let (φk, k ∈ Nd0) be a total orthonormal
system in L2(Rd, w) for some weight function w(x) > 0, x ∈ Rd. Let us formally
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γk(t)φk(y)w(y), with γk(t) =
∫
Rd
µt(y)φk(y) dy = E [φk(Xt)] .
Let us introduce the functions
αk(x) :=
∫
b(x, u)φk(u)w(u) du, βk(x) :=
∫























The idea of the projection estimation consists in replacing the infinite sums in











t )γk(t) dWt (4.21)
= AK(t,X
K
t ) dt + BK(t,X
K
t ) dWt (4.22)
with |k| = max{k1, . . . , kd} where k = (k1, . . . , kd). If the coefficients γk decay
fast as |k| → ∞, one expects that the corresponding approximations Ak and Bk
are close to the original coefficients. The associated particle system for (4.21) is
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given by























Analysis of projections First, we state fairly general conditions that guarantee
that the coefficients of projected McKV-SDEs (4.20) are globally Lipschitz and
of linear growth and all involved Lipschitz constant decay when k → ∞ (this is
crucial for rigorous asymptotic analysis).
(AF) The basis functions (φk) fulfil
|φk(z) − φk(z′)| ≤ Lk,φ |z − z′| , |φk(z)| ≤ Dk,φ, k ∈ Nd0
for all z, z′ ∈ Rd and some constants Lk,φ, Dk,φ > 0.
(AC) The functions αk(x), βk(x), k ∈ Nd0 satisfy
sup
x∈Rd
|αk(x)| ≤ Ak,α(1 + |x|) with
∑
k∈Nd0






|βk(x)| ≤ Ak,β(1 + |x|) with
∑
k∈Nd0





























for some positive constants Lφ, Dφ, Aα, Aβ, Bα, Bβ.
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(AM) The density of µ0 satisfies
µ0(x) ≲ exp (−ρ0|x|ρ1) , |x| → ∞
for some ρ0 > 0 and ρ1 > 0.
Example 4.14. The (normalised) Hermite polynomial of order j is given, for



















−x2dx = δj,ℓ. Set
φk(u) = Hk1(u)e
−u2/2 · . . . ·Hkd(u)e−u
2/2 (4.24)
where k = (k1, . . . , kd) ∈ Nd0. Then the system (φk)k∈Nd0 is a complete orthonormal
system in L2(Rd) fulfilling the assumption (AF) with Dk,φ and Lk,φ uniformly
bounded in k. Suppose that µt ∈ L2(Rd) and b(x, ·), σ(x, ·) ∈ L2(Rd). Then the











(yk − ∂yk)mf(y), y ∈ Rd








Theorem 4.15 (Sufficient Condition). Suppose that for any x ∈ Rd, it holds that
Tm(·, b̃(x, ·)) ∈ L2 and Tm(·, σ̃(x, ·)) ∈ L2 for some m ≥ 2. Then the assumption
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(AC) is satisfied and∥∥∥∥ sup
0≤r≤T
∣∣X ·,Kr −X ·r∣∣∥∥∥∥
p
≤ C(d)K1−dm/2, as K → ∞, (4.25)
where the constant C(d) depends on the dimension d only through the norms
supx∈Rd ∥Tm(·, a(x, ·))∥L2 , supx∈Rd ∥Tm(·, b(x, ·))∥L2 and constants Aα, Aβ, Lφ,
Dφ, Bα, Bβ.
Remark 4.16. In [2] conditions are formulated, guaranteeing that all measures
µt, t ≥ 0, possess smooth exponentially decaying densities. In this case we can
additionally profit from the decay of the Fourier coefficients (γk). Generally, the
smoothness of coefficients b and σ increase as m increases. The smoother the
density µt is, the faster is the decay rate of its Fourier coefficients γk(t). Note
that the cost of evaluating coefficients is Kd and constant C(d) ≈ dm. The
convergence then can be expressed in terms of cost as cost1/d−m/2. This shows
the dependence on the dimension and regularity.
Proof. The proof can be carried out along the same lines as in [7].
Iterative MLMC with projections The main idea is to further approximate
(4.21) with iterative MLMC. This suggests we need to set both f and g as φ for




2,t. The corresponding Euler scheme adapted
from (4.6) reads






) dt + σ(Y i,K,m,ℓηℓ(t) ,M
(m−1)
1,ηℓ(t)
) dW i,mt , (4.26)
where Y i,K,0,ℓ = X0 and K represents the coefficient is projected up to K-th
order. The complete MLMC particle approximation via projection is presented
in a schematic form as Algorithm 2.
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complexity (Approximation of Expectations) First, we present the com-
plexity theorem for projections w.r.t. the basis (4.24), that is, we consider the
particle system (4.23).
Theorem 4.17. Let P ∈ C2b (Rd,R) be a Lipschitz continuous function. Assume
(AC) and (AF) hold. Then there exists a constant c such that for any ϵ < e−1







































It induces the following optimisation problem
min
K,L,N
C(K,L,N) = N ·K · h−1L (4.27)










, hL ≲ ϵ and N ≲ ϵ−2. Combining these and (4.27)
completes the proof.
Next, we present the complexity theorem for iterated MLMC with projected
coefficients approch for the particle system (4.26).
Theorem 4.18. Assume that (Ker-Reg) , (µ0-Lp) , (AC) and (AF) hold. Let
Y ·,K,m,ℓ be defined in (4.26), P ∈ C2b (Rd,R) be a Lipschitz continuous function.
Then there exists a constant c such that for any ϵ < e−1 there exists M , K, L
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(P ) is given by
M
(M,K)







P (Y i,K,M,ℓt ) − P (Y
i,K,M,ℓ−1
t ), P (Y
·,·,·,−1
t ) = 0,




md−2 )| log ϵ|3.












|E[P (XKu )] − E[P (XηL(t))]|2|




≲ C(d)K2−md + E|M(M,K)ηL(t) (P ) − E[P (X
K
u )]|2.
By (Ker-Reg) , (µ0-Lp) , Lemma 4.12 under the setting q = K + 1 and

























≲ · · · ≲
{










where Nℓ = maxm{Nm,ℓ}. It induces the following optimisation problem
min
M,K,L,{Nℓ}Lℓ=0
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In a similar way as in Giles’s complexity theorem in [30], we see that the only
difference is presence of multiplicative constants M and K in (4.29) and additive
cost functions C(d)K2−md and 1
M !
in (4.30). First, we have











2 e−n ≤ n!,∀n ≥ 1, , along







≲ ϵ2 =⇒ M ≲ log ϵ−1. (4.32)




ℓ ≲ ϵ−2| log ϵ|2. Combining this, (4.29), (4.31)
and (4.32) yields the result.
Remark 4.19. Combining remark 4.16 and Theorem 4.18, we observe that
if coefficients are infinitely smooth (i.e., m = ∞), the complexity is of order
ϵ−2| log ϵ|3 for any dimension d ≥ 1.
complexity (Density estimation) Let us now discuss the estimation of the
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where γAk (t) is a type of approximation for γk such as γ̂k in (4.23). We again work





















If we assume that the coefficients b and σ are infinitely smooth w.r.t the basis
(4.24) in the sense that
Ak,α ≲ exp(−α◦|k|), Ak,β ≲ exp(−β◦|k|), |k| → ∞
for some constants α◦, β◦ > 0, then it can be shown along the same lines as in
the proof of Theorem 2.2 in [2] that
|γk(t)| ≲ exp(−γ◦|k|), |k| → ∞ (4.34)
for some γ◦ > 0, provided that the diffusion coefficient satisfies the Hörmander
condition. As shown in Example 4.14, Dk,φ and Lk,φ are uniformly bounded in
k. To ensure MSE < ϵ20, combing (4.33) and (4.34), together with the property





















It means if we set the accuracy level ϵ2 as
ϵ20
| log(ϵ0)| in previous complexity
theorems for approximation of expectations, we find the optimal parameter setting
corresponding to γAk (t) for both methods. By computation, the complexities are
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md−2 )| log ϵ0|3
)
,
respectively. To conclude, the density estimation results in the additional log
term compared to the corresponding approximation of expectations.
4.6 Numerical Experiments
Projection particle method Consider the MVSDE of the form:
dXt = EX′ [Q(Xt −X ′t)] dt + σ dWt, t ∈ [0, 1], X0 = 0.5, (4.35)
i.e. of the form (3.1) with b(x, y) = Q(x−y), σ(x, y) = σ. Let us use the Hermite
basis (see section 4.5) to approximate the density of Xt for any t ∈ [0, 1]. In the
case Q(x) = e−x




































where Hn stands for the normalised Hermite polynomial of order n. We take
σ = 0.1. Using the Euler scheme (3.8) with time step h = 1/L = 0.01, we first
simulate N = 500 paths of the time discretised process X̄ ·,N . Next, by means
of the closed form expressions for αn, we generate N paths of the projected
approximating process X̄ ·,K,N , K ∈ {1, . . . , 20} using the same Wiener increments
as for X̄ ·,N , so that the approximations X̄ ·,N and X̄ ·,K,N are coupled. Finally, we
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and record times needed to compute approximations X̄ ·,N1 and X̄
·,K,N
1 , respec-
tively. Figure 4.1 shows the logarithm of EN,K versus the logarithm of the cor-
responding computational time differences for values K ∈ {1, . . . , 20}. As can be
seen, the relation between logarithmic strong error and logarithmic computational
time gain can be well approximated by a linear function. On the left-hand side of
Figure 4.1 we depict the projection estimate for the density of X1 corresponding
to K = 10.
log(Computational time gain)














(a) Strong Error E500,K between PPM and
Chaos
x











(b) Estimated density of X1 under K = 10
Figure 4.1: Left: Strong error E500,K between the solution of projected (see (4.21))
and non-projected (see (3.4)) time-discretised particle systems versus the difference
(gain) in computational time. Right: Estimated density ofX1 using 11 basis functions.
Remark 4.20. Note that in Figure 4.1 (also Figure 4.4) the approximated density
takes negative values but for example it can be resolved by a certain shifting
transformation (see section 2.7 in [6]).
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Iterated MLMC on Kth order Hermite Projected SDE Likely, consider




E[φk(Xt)]αk(Xt)dt + σdWt, t ∈ [0, 1], X0 = 0.5, (4.36)
where T = 1, σ = 0.1, φk(x) = H̄k(x)e
−x
2









Tests of convergence rates As to initialisation, let X0 ∼ N(0.5, 1), X0 = 0.5
and L = 5 (recall that hℓ = T · 2−ℓ). In this case when X0 ∼ N(0.5, 1) (does
no change with time) first Picard X1 is just an SDE with drift at each time-step
being exactly the same. We perform tests across all Picard steps and obtain
convergence rates are stable during all Picard iterations as depicted on Figure
4.2. Results are shown in Figure 4.2.
level l





























































Figure 4.2: In those tests, Nm is 100000 for all Picard steps and the terminal
T = 1. The sequence (aℓ) corresponding to weak error of φ0 turns into aℓ :=∣∣∣∣ 1N ∑Ni=1 φ0(Y i,m,ℓt ) − φ0(Y i,m,ℓ−1t )∣∣∣∣. Similarly, the sequence (bℓ) corresponding to





∣∣∣∣φ0(Y i,m,ℓt )−φ0(Y i,m,ℓ−1t )∣∣∣∣2. The reference
lines in Figure 4.2a and Figure 4.2b indicates α = 1 and β = 2 respectively.
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Comparison of all three methods. In this section, we compare complexities
among standard Particle system applied to the original MVSDE (4.35), Projected
Particle system applied to SDE (4.36) and iterated MLMC (MLMC with Picard)
with projected coefficients applied to SDE (4.36). The measurement of computa-
tional cost consists of the number of random generations, evaluations of the drift
coefficient while ignoring a small amount of constant computational cost induced
by linear interpolation operations.
Remark 4.21. We consider the particle system with 5 · 105 particles and 210
timesteps as proxy for the explicit solution of equation (4.35) and it corresponds
to the benchmark value 1.4951. The MSEs then have been verified, for example,
if we require MSEs to be less than ϵ = 0.03, the values lie in the desired region
(1.4951 ± 2ϵ).
Complexity. Figure 4.3 presents the comparison of those complexities. Figure
4.3a shows standard Particle system applied to the original MVSDE (4.35) is the
worst one. Figure 4.3b indicates that iterated MLMC with projected coefficients
can be applied to SDE (4.36) to further improve the Projected Particle method
after reducing interactions from N to K.
Estimate density of X1. Combining Figure 4.3 and Figure 4.4 concludes that
iterated MLMC with projected coefficients reduce the computational cost without
losing the accuracy in terms of density estimation.
4.7 Conclusions
In this section we presented a novel iterative MLMC estimator with the certain
reduction method (projection by using Hermite polynomials) for the challenging
problem of simulating McKean-Vlasov SDEs (3.1). As in the classical stochastic
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Original Interacting Particle system
5th order Projected Particle system
5th order MLMC Projected Particle system
(a) Chaos vs PPM vs Iterated MLMC with
Projected coefficients
ǫ level






























5th order Projected Particle system
5th order MLMC Projected Particle system
(b) PPM vs Iterated MLMC with Projected
coefficients
Figure 4.3: Chaos stands for standard particle system method applied to the original
interacting MVSDE; PPM means Projected Particle method; From Figure 4.3a , we
see standard particle system has much higher order than ϵ−2 and also observe from
Figure 4.3b that MLMC with projected coefficients is close to O(ϵ−2) while projections
close to O(ϵ−3) which coincides with the Theorems 4.17 and 4.18 for complexity.
particle, approximation particles are not independent and the bias and statistical
error are in a nonlinear relationship, classical methods fails. Nonetheless in the
case when coefficients of MVSDEs are smooth enough our approach recovers
computational complexity ε−2| log(ϵ)|3. This is a very promising strand of research
and we have addressed the complete rigorous analysis of this fact. Furthermore,
our approach easily extends to other reduction approximation methods and also
allows for MLMC treatment of approximating densities. Finally, we believe that
the idea of approximating a complex/non-linear/high-dimensional models with
manageable/simplified models and then applying iterative MLMC approach can
be fruitful in other application areas and we anticipate interest in this approach
from various research communities.
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Original interacting Particle system
Projected Particle system
Projected Particle system with iterated MLMC
(a) 1th Picard step
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Original interacting Particle system
Projected Particle system
Projected Particle system with iterated MLMC
(b) 2nd Picard step
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Original interacting Particle system
Projected Particle system
Projected Particle system with iterated MLMC
(c) 3th Picard step
x

















Original interacting Particle system
Projected Particle system
Projected Particle system with iterated MLMC
(d) 4th Picard step
Figure 4.4: Estimated density of X1 using 10 basis functions both for Projected
particle system and iterated MLMC with projected coefficients during all Picard steps.
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Algorithm 2: Nested MLMC with Picard scheme for (4.1)
Input: Initial measure µ0 for X0, MSE level ϵ, payoff function
P (·) : Rd → R and M , the number of Picard steps.
Output: MMT (P ), the approximation for the quantity E[P (XT )].
1 Find K(ϵ) and set q = K(ϵ);
2 Fix L0. Apply standard MLMC to the process X
0 to calculate the












3 for m = 1 to M − 1 do
4 Fix Lm, the largest level in Multilevel in mth Picard step;
5 Conditioning on D̄m−1 (starting from D̄0), take (4.26) and run MLMC












6 Fix LM , the largest level in MLMC at Mth Picard step;
7 Conditioning on D̄M−1, run standard MLMC with interpolation to obtain
the final vectors of approximations (M
(M,K)













Monte-Carlo based deep learning
methods for several types of
random PDEs
5.1 Introduction
It is common to use partial differential equations (PDEs) to describe numerous
physical phenomena such as fluid dynamics, quantum mechanics, and elasticity.
In order to reliably analyze these phenomena, we need to consider the additional
inherent uncertainties in the system of interest (e.g. in their initial or boundary
conditions, material properties, external forces) and quantify the impact of these
uncertainties on quantities of interest (QoIs). This often involves computing the
expectation (and/or higher order moments) of a functional of the solution of a
random PDEs system. Realistic models of the uncertainties often require a large
number of random parameters, and thus, even if the spatial dimension is typically
only two or three, we have to solve PDEs with a high-dimensional input space.
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Developing numerical methods for solving these has been a persistent challenge.
The aim of this work is to show how deep neural networks can be used to efficiently
solve problems in uncertainty quantification in PDE based modelling.
We start with a brief overview of the most common approaches to solving high-
dimensional random PDEs. Monte Carlo Sampling (MCS) [26] is one of the
simplest approaches for this task. In MCS, we generate independent samples of
the random parameters, determined by their given probability distribution. For
each sample of the random parameters, we then solve the resulting (deterministis)
PDE by a numerical method, such as Finite Element (FE), Finite Difference
(FD), and Finite Volume (FV). We then approximate the QoI by the Monte-
Carlo average of these deterministic solutions. Although MCS has the desirable
property of a dimension-independent convergence rate, the convergence can be
quite slow, and recent research has often focussed on improved variants such as
Quasi-Monte Carlo sampling [42] and multilevel Monte Carlo sampling [5, 20].
Alternatively, some researchers expand the PDE solution (a random variable
determined by the random parameters) as a Taylor series around the means [47],
in so-called Perturbation methods. These methods are limited by the magnitude
of uncertainty, and are only applicable if the uncertainties are small. Also,
it is possible to manipulate the stochastic operators in PDEs, and the classic
approaches are the weighted integral method [23] and the Neumann expansion
[75]. It also requires small uncertainties, and furthermore, it is restrictive since
it would be effective only on time-independent problems. Sometimes QoI is the
moments of the random solution to PDE, and the moment equations methods are
suitable by constructing equations from the averages of the random PDEs. But
they cannot avoid the so-called closure problem [78].
Lastly, there are approaches based on approximating the PDE solution by a
surrogate model (or reduced order model). In this class, we find the Generalized
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Polynomial Chaos (gPC) approach [28, 72, 74], as well as reduced basis methods
[34, 58]. The general idea is to approximate the PDE solution in terms of a set of
basis functions in the parameter space. In gPC methods, we use a basis expansion
in orthogonal polynomials. Typically, an approximate gPC solution is then
computed using stochastic Galerkin [3, 28] or stochastic collocation [4, 8, 24, 73]
methods. However, as our PDE takes a highly complicated and non-linear form,
it is often a challenge to solve the Galerkin systems efficiently. Moreover, gPC
methods do not necessarily avoid the curse of dimensionality [54], and in high-
dimensional systems, the approximation errors can be substantial, unless an
unreasonably large number of samples is acquired [72]. Reduced basis methods,
on the other hand, choose for the basis so-called snapshots of the solution, i.e.
PDE solutions at a number of suitably chosen parameter values.
The aim of this work is to study the use of deep neural networks to solve
random PDEs in uncertainty quantification. The use of neural and deep neural
networks to solve deterministic PDEs has been of large recent interest, and
the work generally falls into two categories. In the first category, we employ
neural and deep neural networks in association with other traditional methods
(e.g. FE, FD and FV) mostly to reduce the computational complexity of the
methods. For example, in [44, 77], the neural networks successfully accelerate the
computation of difference equations that arise in the finite difference solution for a
PDE. Particularly, different neural network architectures are used to represent the
linear system of equations derived from the difference equations and the solution
to that of equations is obtained by minimizing the neural networks’ energy
functions. Additionally, the authors in [50, 51] followed an approach of linear
B-splines to estimate the solution of ordinary differential equations (ODEs) while
using feed-forward neural networks to govern the spline parameters. However,
this method is not easily feasible for high dimensions [43]. In [69], aiming at
hasting simulation of Navier-Stokes equations in an Eulerian framework, they
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establish Convolutional Neural Networks (CNNs) to address the sparse system
of linear equations originated from the Poisson equation of pressure. In [64],
an hastened (opposed to multi-scale simulation) approach is proposed based on
regression analysis. They train the local regression models by using a training
dataset that is obtained from pre-analysis or experiments. Those local models
connect the local nodal points in a nonlinear sense and each is recognised as a
discretized equation for the PDE. For the purpose, they adopt neural networks
and polynomial functions as the regression model in their study.
In the second category, researchers utilise neural and deep neural networks as a
replacement of the traditional methods. Typically in these methods, a neural or
deep neural network is trained to approximate the solution to the deterministic
PDE, i.e. it is used as a surrogate model for the (deterministic) PDE solution.
For example in [43], they address initial and boundary value problems by using
neural networks. There are two parts for the trial solution. The first part satisfies
the initial or boundary conditions with no adjustable parameters, and the second
part consists of a neural network which is independent of those conditions. To
this end, they tune parameters of the neural network by optimising the mean-
square-error (MSE) over specified collocation points. An alternative approach,
called Deep Galerkin Method (DGM), was proposed in [63], with some crucial
differences, specially (1) they forfeit the trail function that strictly enforces the
initial and boundary conditions to fulfill weakly these during the neural network
training, (2) they start to build relatively deeper neural network architectures
and train them by using the advanced mini-batch optimization techniques, and
(3) with a certain stopping criteria, they minimise MSE iteratively over a set of
randomly sampled points per iteration and this ensure the method is mesh-free.
Also in [48], they research a hybrid variation of the approach proposed in [43].
In [61], he introduces the method of constrained backpropagation to train neural
networks and these approximate the solution to nonlinear elliptic and parabolic
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PDEs. Meanwhile in [32, 35, 62, 71], they propose an approach for solving high-
dimensional parabolic PDEs by training a set of deep networks. To achieve these,
they adopt the probabilistic representation for the solution to PDE by using
backward stochastic differential equations (BSDEs) or the rough theory and train
a neural network to approximate it by regarding the gradient of it as the role of
policy function linked to the reinforcement learning.
Recently, neural and deep neural networks have also been investigated in [36, 53,
70, 76] for solving random PDEs. [53] follows the idea of DGM to construct MSE
with additional sampling on random parameters. Hard and soft assignments have
been proposed, but with no comparison, in the numerical experiment though they
claim the hard assignments would perform better than the soft. However, we will
show at least for the particular set-up of the experiment the hard potentially would
behave less efficiently than the soft. Also, we perform additional experiments for
the case with randomness on the boundary condition. Meanwhile in [62] they
explore the possibility of training deep neural nets via probabilistic representation
for the solution of families of PDEs in the context of mathematical finance without
boundary condition. Notably, we cover additional types of random PDEs with
boundary conditions.
The contributions of this work are to show how deep neural network surrogates
can be constructed for high-dimensional random PDEs by expanding on the
construction in [62], and to confirm their effectiveness in a range of numerical
tests. Of course, one of the benefits of constructing a surrogate model, as opposed
to for example Monte Carlo sampling, is that once the surrogate for the PDE
solution is constructed, we can use this surrogate for computing as many different
QoIs as required. Therefore, it is common to distinguish the so-called offline
cost of setting up the surrogate model, from the online cost of actually using the
surrogate model to perform the tasks of interest. The offline cost is only acquired
once, and can be comparably large, but the online cost is crucially small. In our
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numerical experiments, we use a deep neural network to solve the inverse problem
of recovering the value of a parameter in the PDE given observations of the PDE
solution, i.e. a model calibration problem. Due to the small online cost of the
deep neural network, this can be done very efficiently.
5.2 Deep learning for random PDEs
5.2.1 General goal
We aim to approximate the solution u(x, t, θ) (or u(x, θ)) for the following (partial
or ordinary) differential equation
L(x, t, θ;u(x, t, θ)) = 0, t ∈ [0, T ], x ∈ D, θ ∈ L2(Ω,Rdθ) ∼ Pθ,
I(x, θ;u(x, 0, θ)) = 0, x ∈ D, θ ∈ L2(Ω,Rdθ),
B(x, t, θ;u(x, t, θ)) = 0, t ∈ [0, T ], x ∈ ∂D, θ ∈ L2(Ω,Rdθ) ∼ Pθ,
(5.1)
where θ represents the Rdθ -valued square integrable random parameter governed
by the given distribution Pθ, L(·) is a general differential operator that includes
the time derivatives (corresponding to t), spatial derivatives (corresponding to
x) and linear and nonlinear terms, x is a position vector lying on a bounded
continuous spatial domain D ⊂ Rd. Also, I(·) and B(·) represents, respectively,
the initial and boundary conditions and include the differential, linear, or
nonlinear operators.
5.2.2 Practical object
The concrete examples we focus on are:
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(x, t, θ) + ∇ · (κ(x, θ)∇u(x, t, θ)) − c(x, t, θ)u(x, t, θ) = 0 in (D, [0, T ]) ⊂ (Rd,R+),
(5.2)
where the terminal condition is known, the function c : Rd ×R×L2(Ω,Rdθ) → R
is continuous in (x, t, θ) and bounded in x. The random function κ(x, θ) or its
exponent is assumed to have the following form:
dθ∑
i=1
ϕi(x)φ(θi) + ϕ0(x), (5.3)
where ||ϕi||∞ not increases with the index i, φ globally Lipschitz, θ ∼ Pθ and
ϕ0(x) is sufficiently non-negative.
Elliptic equation with boundary condition Also we address the following
d-dimensional random PDE:
∇ · (κ(x, θ)∇u(x, θ)) − c(x, θ)u(x, θ) = 0 in D ⊂ Rd, (5.4)
where c : Rd×L2(Ω,Rdθ) → R is non-negative, the boundary condition is known.
The random function κ(x, θ) or its exponent is assumed to have the same form
as (5.3).
Poisson’s equation Lastly, we investigate this type of d-dimensional random
PDE:
∇ · (κ(x, θ)∇u(x, θ)) − c(x, θ)u(x, θ) = f(x) in Rd, (5.5)
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where c : Rd × L2(Ω,Rdθ) → R is positive and bounded from below, f : Rd → R
belongs to C2 that the space contains all continuous derivatives up to the second
order and κ(x, θ) or its exponent is assumed to have the same form as (5.3).
We remark that the randomness of (5.2), (5.4) or (5.5) only comes from θ and for
each practical problem the set of functions {ϕi}Ni=1 is given.
5.2.3 How to treat the additional random parameter θ
Since θ ∈ L2(Ω,Rdθ) satisfies the given probability distribution Pθ, assume we









Two perspectives Fix t∗ ∈ [0, T ]. We consider two to approximate (by
applying the solver of neural network) u(x, t∗) for all x ∈ D:
• For fixed ω(j) ∈ Ω, this makes θ(j) deterministic and renders a problem of
solving deterministic PDE. The two things have to be mentioned:
1. for the θ(j), the output of the network is the approximation of
uθ(j)(x, t
∗)
2. if we are interested in quantify E[P (uθ(x, t∗))] where the function
P (·) is given, we can apply MLMC in subsampling to improve the
computational efficiency.
• Alternatively, we can also add the parameter θ as part of the input and the
feed-forward network will give the estimation of u(x, t∗, θ). More precisely,
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we change input from
x := (x1, x2, . . . , xd) to (x, θ) := (x1, x2, . . . , xd, . . . , θ1, θ2, . . . , θdθ)
and learn a general form of u that vary both in x and θ . Besides, we are
also potentially able to apply MLMC in subsampling to reduce computa-
tional cost if aiming at quantifying the expectation of some functionals on
u(x, t∗, θ).
• In our proposed algorithms, we treat θ as an additional argument of the
input because this avoids additional interpolations, for example, if we need
the solution to perform calibration.
5.2.4 Learning the random PDE solution based on prob-
abilistic representation
We consider three cases separately:
• linear random parabolic PDE (5.2) with terminal condition (u(x, T, θ) =
g(x)),
• linear random elliptic PDE (5.4) with boundary condition (u(x, θ) = g(x)
where x ∈ ∂D),
• Poisson’s equation (5.5) with the unbounded domain,
where we assume the function g : Rd → R is Lipschitz continuous in x.
Derivation of recursive relationship for the type (5.2) For a given
(x, t) ∈ Rd × R+, suppose that b : Rd × R+ × L2(Ω,Rdθ) → Rd and σ :
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s , s, θ)ds + σ(X
x,t,θ
s , s, θ)dWs, X
x,t,θ
t = x ∈ Rd, (5.6)
where θ is F0-measurable (independent of dw-dimensional Brownian Wt≥0) and
satisfies the distribution Pθ. Under the Lipschitz continuous assumption of the









s ,s,θ)ds, r ∈ [t, T ],
then let a = (aij) := σ · σT , we have that for r ∈ [t, T ],



















































Notice that arguments inside the integrals are evaluated at (Xx,t,θs , s, θ) and if we















s , s, θ)dW
(j)
s . (5.8)
In order to obtain an implementable algorithm, we would need to discretise the
integrals that arise in (5.8). To that end take a partition of [t, T ] with N steps
denoted by
π := {t0 = t < t1 < . . . < tm < . . . < tN = T} (5.9)
and consider an approximation of (5.6) by Xθ,πti . For simplicity we approximate
all integrals arising by Riemann sums always taking the left-hand point when
approximating the value of the integrand. Also, there are more sophisticated
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methods available such as quadrature rules. Since we don’t know the exact




Rη2 while approximating the solution u by Rη1. To formulate the learning task
in the discrete time, we then write it recursively as
u(Xθ,πtN , tN , θ) = D






tm+1 , tm+1, θ) = D
π(t, tm)u(X
θ,π









(Xθ,πs , s, θ)σij(X
θ,π
s , s, θ)dW
(j)
s for tm+1 ∈ π,
(5.10)




r ,r,θ)dr. Next consider two deep neural network
approximations
Rη1(x, tm, θ) ≈ u(x, tm, θ) and Rη2(x, tm, θ) ≈
∂u
∂x
(x, tm, θ) for η1, η2 ∈ DN.
(5.11)
These approximations depends on weights η1 ∈ Rdη1 and η2 ∈ Rdη2 . We set the
learning task as the following optimisation problem:
(η∗1, η
∗
2) = arg min
(η1,η2)
E














tm+1 , tm+1, θ) −D
π(t, tm)Rη1(X
θ,π
tm , tm, θ)
−Dπ(t, tm)Rη2(X
θ,π
tm , tm, θ)σ(X
θ,π
tm , tm, θ)(Wtm+1 −Wtm),
(5.13)
Note that in practice any minimisation algorithm can only be expected to find
the approximation (η⋄,n1 , η
⋄,n




2) and n means we have n sampling points
in each mini-batch training step. The complete learning method is stated as
Algorithm 3.
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Algorithm 3: PDE probabilistic representation learning for the
type (5.2)
1 Initialize DNN parameters (η1, η2) (along the timeline), the size of
mini-batch n and the partition π with N steps as (5.9);




(j)} and simulate the approximation Xθ
(j),π
tm of (5.6)
for any tm ∈ π.;
for k=0:N-1 do
Compute
































tm+1 , tm+1, θ
(j)) −Dπ,j(t, tm)Rη1(X
θ(j),π




tm , tm, θ
(j))σ(Xθ
(j),π




4 Return (η⋄,n1 , η
⋄,n
2 ).
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Derivation of recursive relationship for the type (5.4) We begin this
derivation by defining Xx,θt inside D ⊂ Rd as
dXx,θt = b(X
x,θ
t , θ)dt + σ(X
x,θ
t , θ)dWt, X
x,θ
0 = x ∈ D, (5.14)
where b : Rd × L2(Ω,Rdθ) → Rd and σ : Rd × L2(Ω,Rdθ) → Rd×dw are Lipschitz
continuous for all arguments, θ is F0-measurable (independent of dw-dimensional
Brownian Wt≥0) and satisfies the distribution Pθ. But the trajectories may travel
outside the domain D. To overcome this difficulty, we introduce the stopping
time τ∂D = inf{t ≥ 0|Xx,θt ̸∈ D}. This is the first passage time to the boundary
∂D. With the Lipschitz continuous assumption of the function g : Rd → R, we








s ,θ)ds, t ≥ 0,
where we denote t∧ τ∂D as min(t, τ∂D). Then still let a = (aij) := σ · σT , we have
that for t ≥ 0,





































































To be implementable, we are restricted to [0, T ] and consider the partition in the
form of (5.9) with N steps where t0 = 0. With the approximation of (5.14) by
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Xθ,πti , the discrete recursive relationship of the learning task is formulated as
u(Xθ,πτ∂D , θ) = g(X
θ,π
τ∂D
) if tN ≥ τ∂D
Dπ(0, tm+1)u(X
θ,π
















s for tm+1 ∈ π ≤ τ∂D,
(5.17)




γ ,θ)dγ. Next we consider two deep neural network
approximations
Rη1(x, θ) ≈ u(x, θ) and Rη2(x, θ) ≈
∂u
∂x
(x, θ) for η1, η2 ∈ DN. (5.18)
Notice that these approximations do not have time dependence compared to
(5.11). The learning task is equivalent to solving the minimisation problem:
(η∗1, η
∗
2) = arg min
(η1,η2)
E















where Nτ∂D = inf{m : X
θ,π
tm ̸∈ D} and E
π,(η1,η2)














tm , θ)(Wtm+1 −Wtm).
(5.20)
We remark that in [14] and [15], they propose advanced methods to find the
approximated stopping time tNτ∂D rather than the trivial stopping procedure given
above. The entire learning method is stated as Algorithm 4.
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Algorithm 4: PDE probabilistic representation learning for type
(5.4)
1 Initialize (η1, η2), the size of mini-batch n and the partition π with N steps
as (5.9);




(j)} and simulate the approximation Xθ
(j),π
tm of (5.14)
for tm ∈ π ≤ τ∂D.;
for k=0:N-1 do
Compute













































where nτ∂D is the total number of approximations X
θ(j),π
tm whose simulation
is stopped before tN and E
π,j,(η1,η2)




















4 Return (η⋄,n1 , η
⋄,n
2 ).
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t , θ)dt + σ(X
x,θ
t , θ)dWt, X
x,θ
0 = x ∈ Rd, t > 0, (5.21)
where b : Rd × L2(Ω,Rdθ) → Rd and σ : Rd × L2(Ω,Rdθ) → Rd×dw are Lipschitz
continuous for all arguments, θ is F0-measurable (independent of dw-dimensional
Brownian Wt≥0) and satisfies the distribution Pθ. Again we apply Itô formula and








s ,θ)ds, t ≥ 0,
Then recalling that a = (aij) := σ · σT , we have that for t ≥ 0,









































































To be plausible, we restrict t from [0,∞] to [0, T ] and consider the partition
defined in (5.9) with N steps where t0 = 0. By introducing the approximation of
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for tm+1 ∈ π,
(5.24)




γ ,θ)dγ. Next we consider two deep neural network





































We then propose the Algorithm 5.
5.2.5 Learning the random PDE solution directly
For type (5.4), we need to resolve the additional issue of sampling stopping time
as accurately as possible under the limited computational budget. But if the
position argument x lies in a bounded domain D ⊂ Rd, it is natural to set up the
learning algorithm for the solution u of (5.4) by using PDE (5.4) itself as score
function. Let Rη approximate u for η ∈ DN. We then establish the learning task
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Algorithm 5: PDE probabilistic representation learning for type
(5.5)
1 Initialize DNN parameters (η1, η2) (along the timeline), the size of
mini-batch n and the partition π with N steps as (5.9);




(j)} and simulate the approximation Xθ
(j),π
tm of (5.21)
for any tm ∈ π.;
for k=0:N-1 do
Compute




















































4 Return (η⋄,n1 , η
⋄,n
2 ).
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softly as
η∗ = arg min
η
||∇·(κ(x, θ)∇Rη(x, θ))−c(x, θ)Rη(x, θ)||D×Rdθ +||Rη(x, θ)−g(x)||∂D×Rdθ
(5.27)
in some appropriate norms || · ||D×Rdθ and || · ||∂D×Rdθ . The first norm measures
the error of approximating the PDE equation and the second norm measures the













Note that it is only practical to find the approximation η⋄,n of η∗. The full
procedure is described in Algorithm 6.
Algorithm 6: Softly-direct PDE learning for type (5.4)
1 Initialize DNN parameters η, the size of mini-batch n;
2 for j=1:n do
sample (x1,(j), x2,(j)) uniformly from D× ∂D and θ(j) according the
distribution Pθ.
3 find η⋄,n where






[∣∣∣∣∇ · (κ(x1,(j), θ(j))∇Rη(x1,(j), θ(j)))
−c(x1,(j), θ(j))Rη(x1,(j), θ(j))
∣∣∣∣2 + ∣∣∣∣Rη(x2,(j), θ(j)) − g(x2,(j))∣∣∣∣2].
4 Return η⋄,n.
Alternatively, we follow the idea from [53], and set up the learning task strongly
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for type (5.4) as
η∗ = arg min
η
||∇ · (κ(x, θ)∇U(x, θ,Rη(x, θ))) − c(x, θ)U(x, θ,Rη(x, θ)))||D×Rdθ ,
(5.28)
where U(x, θ,Rη(x, θ))) = u0(x, θ) + u1(x, θ,Rη(x, θ)) and u0 : Rd × Rdθ → R
satisfies the boundary condition, and we construct the function u1 : Rd×Rdθ×R →
R such that it does not contribute to the boundary condition. All steps are
illustrated in Algorithm 7. We remark that in the literature these two algorithms
are also called as the soft-assignment and hard-assignment respectively.
Algorithm 7: Strongly-direct PDE learning for type (5.4)
1 Initialize DNN parameters η, the size of mini-batch n;
2 for j=1:n do
sample x(j) uniformly from D and θ(j) according the distribution Pθ.
3 find η⋄,n where






∣∣∣∣∇ · (κ(x(j), θ(j))∇U(x(j), θ(j))) − c(x(j), θ(j))U(x(j), θ(j))∣∣∣∣2.
4 Return η⋄,n.
5.3 Implementation details for the algorithms
This section provides details for the architecture of deep networks via probabilistic
representation (algorithm 3 to 5) and that of those through the non-probabilistic
(algorithm 6 and 7), hyperparameters, and cost of evaluation of those deep
networks.
As to the architecture of deep networks via probabilistic representation, we use
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the fully-connected feedforward network and a example of this with one hidden












and y = σ(xW1+b1)W2+b2 where W1 and W2 are weights matrices of size dx×dh
and dh × dy, b1 and b2 are bias vector of size 1 × dh and 1 × dy, and σ(·) is a
element-wise non-linear function, commonly known as activation function. Thus,
we need to set the number of layers (dℓ) including the input and output layers,
the number of units (du) in each hidden layer, and the activation function before
the training session. The cost of evaluation of those deep nets in terms of the
number of arithmetic computation is determined by dx · dh + (dℓ − 2) · d2h + dydh.
On the other hand, we modify the architecture in [63] (see details in Section
4.2) to construct our deep networks through the non-probabilistic by adding the
additional random parameter θ to the original input x in a consistent conception.
5.4 Numerical experiment
In this section, we present numerical simulations that confirm the plausibility
of applying the proposed deep learning methods including both the way based
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on the probabilistic representation and the non-probabilistic in solving several
types of high-dimensional random PDEs. Furthermore, numerical experiments
indicate that the softly-direct PDE learning might achieve better computational
performance comparing to the strongly-direct PDE learning for the particular
random PDE system. We experiment the following methods:
• PDE probabilistic representation learning for the type (5.2) in example
5.4.1:
– Forward problem: find the DNN approximation satisfying the required
accuracy level to the solution to the random PDE;
– Inverse problem: given a set of synthetic data, calibrate the DNN in
terms of θ.
• PDE probabilistic representation learning for the type (5.4) in example 5.4.2
and 5.4.3,
• PDE probabilistic representation learning for the type (5.5) in example 5.4.4
,
• Softly and Strongly-direct PDE learning for type (5.4) in example 5.4.5,
We remark that if we were able to solve the sample random PDE system by the
deep learning methods based on probabilistic representation, we omitted results
of those build on the non-probabilistic for avoiding redundancy. The number of
layers (dℓ) for the deep nets trained in examples 1, 2, 3, 4, 5 are, respectively 8,
10, 14, 18 and 20. Dimensionality of each hidden layer (dh) is set to 256. Tanh
nonlinearities are adopted for each hidden layer as the activation function. The
Adam optimization algorithm [39] is used to find the optimal parameters and
mini-batch size is set to 50.
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5.4.1 Kolmogorov backward equation with the random
coefficient
Forward problem In the first example, we consider the diffusion problem in
one-dimensional spatial domain with random diffusion κ(θ). Particularly, the
random PDE system is given by
∂u
∂t
(x, t, θ) + κ(θ)
∂2u
∂x2
(x, t, θ) = 0 where (x, t, θ) in (R, [0, 1],Rdθ), (5.29)
with the deterministic terminal condition
u(x, T, θ) = g(x), and g(x) := 10 · e
x2
2·0.12 .
The random coefficient κ(θ) independent of spatial domain x is represented by:






where we show the result of the case as dθ = 50 and we sample θ from the high-
dimensional normal distribution N(0, Idθ×dθ). With the Fourier transform, the
analytical solution to this random PDE system (5.29) is given by
u(x, t, θ) =
∫ +∞
−∞
Φ(x− y, t, θ) · g(y)dy, (5.31)
where Φ(x, t, θ) is given by














Note that in practice, we use ûa(x, t, θ) as the benchmark approximation of
u(x, t, θ) given by
ûa(x, t, θ) = F (Φ(x− y, t, θ) · g(y)), (5.32)
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where F is the numerical integration from −5 to 5 with respect to y . For
our experiment, we firstly study the number of iterations necessary to meet the
requirement of accuracy level ϵ and Figure 5.1 suggests a potentially exponential
growth of the number of iterations as ϵ decreases. Next, we aim to explore the
stability of the DNN approximation. In the case, we set the required accuracy
level in algorithm 3 to be 10−5 and after 12563 training steps (the average training
time for each step is 0.237s) it gives the DNN approximation Rη1(x, t, θ). Next,
we compare the results of deep learning algorithm 3 to ûa(x, t, θ) rather than
the Monte Carlo approximation to avoid the additional error. In Figure 5.2, we




and observe that those DNN approximations overlaps under this resolution. It
demonstrates the stability of approximation with respect to the random parameter
θ at least for this particular problem. Also, it suggests a good agreement
between the DNN and the benchmark uniformly both in spatial and time domain.
Finally, it shows the potential of applying algorithm 3 to the more complicated
random PDE systems. We remark that to ensure the sample θ∗ satisfying that







Inverse problem Firstly, we notice that the end product of the above forward
problem is a trained neural network (deterministic function) Rη1(x, t, θ) that maps
input (state, time plus the additional parameter θ) to output. Then it is natural
to raise a question: if we obtain a set of nu data points {ûa(x(i), t(i), θ∗)}nui=1
(see definition in (5.32)) where the argument θ∗ is unknown, whether or not we
inversely find the unique optimal θ⋄,nu such that






∣∣∣∣Rη(x(j), t(j), θ) − ûa(x(j), t(j), θ∗)∣∣∣∣2. (5.33)
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Figure 5.1: Number of optimiser iterations in terms of ϵ for example 5.4.1 and
algorithm 3. The faded light-blue area is the 95%-confidence interval.
To answer this, we thus perform an artificially calibration experiment for the DNN
approximation Rη to the PDE (5.29) with dθ = 1 (otherwise the inversion is not
unique) in the following iterative procedures after initialising θ as 0.1, 0.5, 0.8, 1.5
and 2 respectively and setting a common required accuracy level as 10−3:
• At n-th step, we generate x and t simultaneously according to standard
normal and uniformly distribution on [0, 1] respectively, i.e. {x(i)n , t(i)n }nui=1.
• Let θ∗ be 1 and collect the data that contains nu points by computing ûa





• We update θn for the minimisation problem (5.33) by descent method with
adaptive learning rate (ηn) in the form of





(Rη(x(j), t(j), θ) − u(x(j), t(j), θ∗)) · ∂Rη
∂θ
(x(j), t(j), θ)
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Figure 5.2: We compare a DNN with 10 different instances of θ∗ and the
corresponding approximated analytical solution ûa(x, t, θ




2 = 1 at 21 time points from 0 to 1. Note that in the last subfigure
we compare the DNN to the exact terminal function g. The diffusion coefficient is
represented by the equation (5.30). This is for example 5.4.1 and algorithm 3.
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• We then check whether it is hitting the threshold and if not, update the
ordinal number n by n + 1 and repeat the above three steps.
The results are θ⋄,nu = 0.988 (after 17862 iterations), 0.991 (after 13523 itera-
tions), 1.001 (after 11598 iterations), 1.004 (after 14726 iterations), 1.007 (after
20814 iterations) respectively and all are close to the true value of θ∗, i.e. 1. Also,
this inversion is not time-consuming since the neural network is considered as a
deterministic function once we obtain it after the training session for the corre-
sponding forward problem. We remark that this type of minimisation problem
(5.33) in one-dimension can also simply be solved by Newton’s method.
Moreover, we add additional Gaussian noise N(i)(0, σ2) to each ûa(x
(i), t(i), θ∗)
for any i ∈ {1, . . . , nu} and denote them as {ũa(x(i), t(i), θ∗)}nui=1 where
ũa(x
(i), t(i), θ∗) = ûa(x
(i), t(i), θ∗) + N(i)(0, σ2). We are now in a situation to ask
whether we can learn the true θ∗ from the noisy data set. We follow the same
procedures described above as the original data is replaced by two corresponding
noisy with different σ (0.1 and 0.5). In the left subfigure of Figure 5.3, it shows
that the approximation for θ∗ would instead jump around the point estimate of
the case without noise if we start from a higher learning rate. As σ increases,
the fluctuation of the approximation between two consecutive optimisation steps
renders much bigger due to the larger noise. However, in the right subfigure of
Figure 5.3, we see that they follow the same trend regardless of the noise if we
substantially reduce the learning rate from 0.2 to 4 · 10−4. It suggests if the data
has noise, we need to be much careful about choosing the learning rate for solving
the optimisation problem, and that it is still robust due to this type of Gaussian
noise with σ ≤ 0.5.
Alternatively, assume θ has uniform prior p(θ) and the likelihood to be Gaussian.
Now we aim to learn the Gaussian posterior N(µθ, σ
2
θ) for θ rather than a
point estimate. Combing Bayes rules, uniform prior p(θ) and the conditional
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Figure 5.3: Path of θn with respect to different σ and learning rates: the left
subfigure corresponds to the learning rate starting from 0.2 and right from 4 · 10−4.
distribution of ũa, we know




(i), t(i), θ) − ũa(x(i), t(i), θ∗)|2
2σ2
)
, ∀i ∈ {1, . . . , nu}
Applying Laplace approximation, it results in the optimisation problem for the














Therefore, our previous point estimates can be used as the estimate for µθ and
then plug it into (5.34) to obtain the value of variance, i.e. σ2θ . Note that changing
the distribution for the prior would lead to a optimisation problem different from
the form of (5.33).
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5.4.2 Dirichlet problem with the random coefficient and
boundary condition
In this example, we consider a simple elliptic PDE system in two-dimensional










= 0 in (D, [0, 1]dθ), (5.35)
with the random boundary condition
u(x1, x2, θ) := u(x1, x2, θ1, . . . , θdθ) = θ · x if (x1, x2) ∈ ∂D
where D = (0, 1) × (0, 1) and ∂D is the boundary of D. We assume the random
(a) 2D comparison: 6 choices of θ as fixing
x2 = 0.
(b) 3D comparison: 2 choices of θ
Figure 5.4: A comparison of DNN and the analytical solution u(x1, x2, θ1, θ2) for
example 5.4.2 and algorithm 4.
function κ(θ) have the same form as (5.30) and show the result of the case as
dθ = 2 with sampling θ from the high-dimensional uniform distribution U[0, 1]
dθ .
CHAPTER 5. Monte-Carlo based deep learning methods for several types of
random PDEs 111
By analysis, we find the unique analytical solution is give by
u(x1, x2, θ) = θ1 · x1 + θ2 · x2, (x1, x2) ∈ D ∪ ∂D.
For our experiment, we again set the required accuracy level in algorithm 4 to
be 10−5 and after 10384 training steps (the average training time for each step
is 0.416s), the DNN approximation Rη1(x1, x2, θ) of algorithm 4 is determined.
Next we visualise our DNN results together with the benchmark both in 2D and
3D. Figure 5.4 then confirms the validity of representation of deep network of
algorithm 4 for the solution to (5.35).
5.4.3 Dirichlet problem with the random coefficient and
lower order term
In the third example, we consider a more complicated boundary value problem










= −2 in (D, [0, 1]dθ), (5.36)
with the deterministic zero-valued boundary condition, i.e.
u(x1, x2, θ) = 0 if (x1, x2) ∈ ∂D,
where D = (−1, 1) × (−1, 1) and ∂D is the boundary of D. Assuming the
random function κ(θ) have the same form as (5.30), we present the result of the
case as dθ = 50 with θ sampled from the high-dimensional uniform distribution
U[0, 1]dθ . To obtain our DNN approximation Rη1 , the required accuracy level
to stop in algorithm 4 is 10−5. Following the reasoning from [15], we consider
cos(πx1(2k1 +1)/2) sin(πx2(2k2 +1)/2) as eigenfunctions and expand the solution
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u in those. Then we find












· 0.5893708 . . .
Using this particular expression, we measure the error between the DNN approx-







|ûa(θ(j)) − R(k)η1 (0, 0, θ
(j))|, (5.37)
which we expects to decrease in the ordinal k and where R(k) means the DNN
approximation obtained after k-th training step. However, behaviour of error at
a particular spatial point is not informative because the DNN approximation Rη1
learns the general solution in the whole spatial domain. Then we consider the



















Note that in (5.38), each x(i) or θ(j) is sampled uniformly from D or [0, 1]dθ
respectively and u is obtained by application of the standard deterministic PDE
library. We obtain the final DNN approximation Rη1 around after 12000 training
steps while in Figure 5.5 (the average training times for each step are 0.451
and 0.459 respectively) we present behaviours only in the first 6000 steps which
have much bigger fluctuation in magnitude compared to the last. Figure 5.5
shows the error at this particular spatial point behave similarly but with larger
confidence intervals as the mean-error over the whole domain which consists of
spatial and random parameter. Moreover, we define the squared error of i-th
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Figure 5.5: Behaviour of errors (5.37) (orange) and (5.38) (blue). The faded areas
corresponds to their confidence intervals. This is for example 5.4.3 and algorithm 4.
Figure 5.6: Histogram of squared-errors (see definition in (5.39)) on the test data
set S. This is for example 5.4.3 and algorithm 4.
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instance (x(i), θ(i)) ∈ S := {(x(i), θ(i)) : i = 1, 2, . . . , 1500} as









where each instance in S is uniformly drawn from the domain. In Figure 5.6, it
displays the error varies significantly and spans from almost 10−7 to 10−2 though
the average is around 4 ∗ 10−5.
5.4.4 Poisson’s equation with the random coefficient
To investigate further, we consider the following example in two-dimensional










− u(x1, x2, θ) = f(x1, x2) in (R2, [0, 1]dθ),
(5.40)
where the random function κ(θ) is represented by the equation (5.30). Recalling
the derivation of recursive relationship for type (5.5), we take the expectation to
both sides of (5.23) and let t → ∞. Because of the lower bound c(x, θ) = 1 ≥
1 > 0, the dominated convergence theorem together with the approximation Xθ,πt
with initial state Xθ,π0 = x := (x1, x2) gives that





0 c(x,θ)dγf(Xx,θs )ds] = E[
∫ ∞
0




With truncation at t = 50 and numerical integration, we obtain our Monte-Carlo
benchmark with nMC(= 10
6) X samples given by





F (e−sf(X i,θ,πs ))
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where F denotes the numerical integration method with respect to s from 0 to 50.
Next, we experiment several cases according to the different choices of f(x1, x2)
including the quadratic function (x1+x2)
2 and the non-linear function sin(x1+x2)
and cos(x1 + x2) and the constant function 1. Before running our algorithm 5,
we set the required accuracy level to be 10−5 and choose a set of θ∗ such that
κ(θ∗) = 1. Then for all cases, we track the average of errors corresponding to



















where k denotes the k-th training step and R(k) means the DNN approximation
obtained after k-th training step. Next, we obtain the target DNN approximations
Rη1(x, θ) for the four cases after 14453 (quadratic), 13875 (sin), 13348 (cos) and
10451 (constant) respectively and the average training times for each step are
0.613s, 0.544s, 0.547s, 0.409s respectively.
Figure 5.7 accords with the naivety that learning the DNN approximation
determined by constant is much easier and stable than other cases.
5.4.5 Surface flow problem with the random coefficient
In the last example, we consider a probabilistic uncertainty quantification problem
in surface flow and the governing random PDE system is given by the following
second-order elliptic PDE (ODE) in one-dimensional spatial domain
∇ · (κ(x, θ)∇u(x, θ)) = 0 in [0, 1] × Rdθ ,
u(0, θ) = 1, u(1, θ) = 0, ∀θ ∈ Rdθ
(5.42)
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Figure 5.7: Trend of errors (see definition in (5.4.4)) with respect to four different
choices of function f in (5.40): the upper left corner is for the case f(x1, x2) =
(x1 + x2)
2 and the upper right is for the case f(x1, x2) = sin(x1 + x2); the lower left
is for that f(x1, x2) = cos(x1 + x2) and the lower right is that f(x1, x2) = 1. . The
diffusion coefficient is represented by the equation (5.30). This is for example 5.4.4
and algorithm 5.
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where the random coefficient κ(·, ·) is dependent not only on θ but the spatial
variable x and in the form of κ(x, θ) = eZ(x,θ). This Z can be expanded by a
countable set of uncorrelated, zero mean random variables {θi}i∈N such that





where {wi}i∈N are the eigenvalues and {bi(x)}i∈N the normalised eigenfunctions
of the covariance operator with kernel function




Particularly, we choose E[Z(x, θ)] = 0 in (5.45). To be implementable for Z(x, θ),





wiθibi(x) (→ Z(x, θ) as N tend to ∞)
where N denotes the KL-expansion of Z is truncated at which term. From [20],





, i ∈ N
bi(x) =
1
|| sin(vix) + λvi cos(vix)||L2(0,1)
(sin(vix) + λvi cos(vix)),
(5.45)





Before simulation, we set λ = 0.3 in (5.44) and N = 20 in (5.46) and choose
the threshold level for accuracy to be 10−4 in algorithm 6. After 7339 training
steps (the average training time for each step is 0.492s), we obtain the desired
CHAPTER 5. Monte-Carlo based deep learning methods for several types of
random PDEs 118
DNN approximation Rη1(x, θ). To investigate, we focus expected values of the
solution at several specified spatial points, i.e. E[u(0, ·)], E[u(0.25, ·)], E[u(0.5, ·)]
and E[u(1, ·)]. Given the boundary condition of this random PDE system (5.42),
we know E[u(1, ·)] = 1 and E[u(1, ·)] = 0. Furthermore, we use the Monte
Carlo solutions under the constraint of the accuracy level at 10−4 as benchmark










Note that given θ(i), each û(·, θ(i)) is solved numerically by the standard ODE
library. Then we track the error during the training session in terms of training
steps by






where Ê means exactly the expectation if E[u(x, ·)] can be computed analytically
otherwise Monte-Carlo average and R(k) means the DNN approximation obtained
after k-th training step. Figure 5.8 shows in the first few training steps, the
Figure 5.8: Behaviour of errors (5.47) at four specified spatial points.
DNN approximation R shows the biggest uncertainty (error) in the middle of the
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spatial domain but with the potential fastest rate of convergence while the DNN
estimates at the two boundary points present a similar and much less unstable
trend compared to the other two.
Moreover, we compare the efficiency between algorithm 6 and algorithm 7 in
the following procedures. First, we set the same accuracy level requirement, i.e.
threshold = 10−4 for both two algorithms (algorithm 6 and 7) as the stopping
criteria. Second, we choose 100 random seeds to obtain the target data. Note
that given a random seed, we record two stopping times τ1 and τ2 which are the
ordinal number of training step where the algorithm stops. With the limited page,
we show the first five out of 100 in Table 5.1.






. . . . . .
Table 5.1: Stopping times
Figure 5.9 suggests the potential normality of the stopping times of our algorithms
and it confirms the validity to perform two-sample t-test further for the collected
data. Finally, we obtain the p-value= 0.09003 in the Welch two sample t-test
which has the hypothesis that the true difference (τ2 − τ1) in means is equal to
400. This means we cannot reject the hypothesis at the 5%-significance level
and it demonstrate the mean of stopping times for the softly-direct (algorithm
6) would be significantly less than the strongly-direct (algorithm 7). Thus it
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(a) normality of data for algorithm 6



















(b) normality of data for algorithm 7
Figure 5.9: Normality of stopping times
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is unwise to apply hard-assignment blindly since we find a situation where the
soft-assignment would not perform less efficiently than the hard.
5.5 Conclusions
We propose a novel method for solving high-dimensional random PDEs using a
deep network that is based on the probabilistic representation compared to those
in [53] based on the non-probabilistic. They are mesh-free and thus might avoid
the potential challenge induced from the curse of dimensionality. Also, the DNN
solution is a representation for the general solution including all arguments, i.e.,
spatial, temporal and random parameters, and therefore can be conveniently used
to produce samples for the specific uncertainty quantification problem and solve
the corresponding inverse problems. But a disadvantage is that the essential
backward relationship is highly sensitive to the structure of the PDE system, and
this is the reason why we propose different learning methods (algorithm 3 to 5) for
different types of random PDE systems. On the one hand, the aim of this chapter
is to show that DNNs based on the probabilistic can be used to solve several types
of random PDEs numerically with a desired rate of convergence. Moreover, DNNs
based on the non-probabilistic with using the weak-enforcement of the boundary
condition would perform even better than the strong in a certain circumstance.
For the further investigation, we can explore the validity of applying our new
proposed DNNs on more complicated random PDE systems especially handling
those of high-dimensional with boundary conditions.
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