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Povzetek
V svojem diplomskem delu sem raziskovala dinamicˇni sistem preslikave, ki se ime-
nuje Smaleova podkev. Le-ta je podana s preprostim predpisom, ki pravokotniku v
ravnini priredi lik podkvaste oblike, vendar pa je njena dinamika izrazito kaoticˇna.
Natancˇneje, izkazˇe se, da je kaoticˇna zˇe njena skrcˇitev na del orbit, ki se zacˇnejo v
Cantorjevi podmnozˇici zacˇetnega pravokotnika in in in jih opiˇsemo s prostorom za-
poredij (simbolicˇno dinamiko). Smaleovo podkev sem uporabila tudi za raziskovanje
pojava homoklinske zanke - trasverzalnega preseka stabilne in nestabilne mnogote-
rosti v planarnih dinamicˇnih sistemih.
Horseshoe map
Abstract
In my dissertation I have studied a discrete dynamic system given by a map, called
the Smale Horseshoe map. The latter is determined by a simple rule, which tran-
forms a rectangle into a subtler shape and admits an extremely chaotic dynamic
behaviour. More precisely, it turns out that this system is chaotic already when we
restrict our attention to a part of orbits, which begin in a Cantor set of the initial
rectangle and can be described with a space of sequences (symbolic dynamics). I
used Smale’s Horseshoe map also to explore an appearance of a homoclinic tangle -
transversal intersection of the stable and unstable manifold.
Math. Subj. Class. (2010): 34C28
Kljucˇne besede: homoklinska zanka, kaoticˇni sistem, podkvasta preslikava, sta-
bilna in nestabilna mnogoterost.
Keywords: homoclinic tangle, chaotic system, horseshoe map, stable and unstable
manifold.
Uvod
Zˇelja po napovedovanju prihodnosti je bila od nekdaj eden od osrednjih motivov
za razvoj matematicˇnih orodij. Kako na pravilen nacˇin analizirati sedanjost in pre-
teklost, ter cˇim natancˇneje opredeliti to, kar sˇele sledi? Na tem vprasˇanju sloni velik
del naravoslovne teorije, ki ji pravimo modelska analiza in ki se je bomo dotaknili
tudi v tem diplomskem delu. Konkretno, obravnavali bomo pojem dinamicˇnih siste-
mov, ki jih, kot pove zˇe ime, opredelita dve informaciji: opazovani sistem delcev ter
model, ki opisuje njihov dinamicˇni razvoj (v nasˇem primeru sistem diferencialnih ali
diferencˇnih enacˇb).
S teorijo dinamicˇnih sistemov je v matematiki in fiziki mocˇno povezan tudi pojem
kaosa. To je, razred sistemov, katerih dinamika je izrazito nepredvidljiva in v katerih
vsaka motnja zacˇetnih podatkov povzrocˇi veliko odstopanje v koncˇnem rezultatu.
V popularni kulturi je najbolj znan primer takega pojava ’ucˇinek metulja’, ki na
enostaven nacˇin razlaga, kako lahko majhna sprememba v stanju deterministicˇnega
sistema povzrocˇi veliko motnjo v prihodnost. Na primer, metulj, ki je razprl svoja
krila na Kitajskem, povzrocˇi orkan v Teksasu. Kakorkoli, pojem kaosa bo za nas
pomemben, ker se pojavi tudi v diskretnem dinamicˇnem sistemu, ki bo osrednji
predmet nasˇe obravnave.
Smaleova podkev je preslikava, ki jo je kot prvi raziskoval Stephen Smale. Gre za
preprost predpis v ravnini, ki pravokotniku priredi lik podkvaste oblike. Cˇe pri tem
zagotovimo, da imata njena domena in kodomena neprazen presek, po Banachovem
skrcˇitvenem nacˇelu obstaja fiksna tocˇka, ki privlacˇi vecˇino orbit preslikave. Izkazˇe
pa se, da obstaja tudi Cantorjeva podmnozˇica osnovnega kvadrata, ki v njem ostane
za vse cˇase in jo tako lahko obravnavamo kot samostojen dinamicˇen sistem. Sˇe vecˇ,
ta sistem je kaoticˇen, pojav pa lahko zasledimo tudi v zveznih dinamicˇnih sistemih,
kadar imajo le-ti sedlo s transverzalnim presekom stabilne in nestabilne mnogoterosti
oziroma homoklinsko zanko.
Diplomska naloga je sestavljena iz dveh poglavij. V prvem bomo najprej podali
matematicˇno definicijo kaosa in si podrobneje ogledali lastnosti podkvaste presli-
kave. Nato bomo poglavje sklenili z dokazom, da je dinamicˇni sistem podkvaste
preslikave res kaoticˇen, pri cˇemer si bomo pomagali s simbolicˇno dinamiko. V dru-
gem poglavju se bomo nato osredotocˇili na povezavo med planarnimi dinamicˇnimi
sistemi in Smaleovo podkvijo. Poglavje je sestavljeno iz dveh podrazdelkov, ki pred-
stavljata del teorije zveznih in diskretnih dinamicˇnih sistemov, diplomo pa zakljucˇim
s potrditvijo kaoticˇnosti na okolici homoklinskih zank.
1. Smaleova podkev
1.1. Matematicˇna definicija kaosa. Kot omenjeno se bomo ukvarjali z diskretno
preslikavo v ravnini, za katero se bo izkazalo, da je njena dinamika kaoticˇna. Preden
pa se lotimo analize konkretnega primera, predstavimo pojem kaosa in njegovo ma-
tematicˇno definicijo na enostavnejˇsem modelu povzetem po viru [2]. Za njegov opis
bomo uporabili diskretni dinamicˇni sistem, ki pripada funkciji ene spremenljivke
f : I → I, kjer je I ⊂ R zaprt interval. Naj bo x0 ∈ I. Zaporedju
x0, x1 = f(x0), x2 = f
2(x0), . . . , xn = f
n(x0), . . .
pravimo orbita, ki pripada zacˇetni tocˇki x0.
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V takem sistemu imajo posebno vlogo tocˇke, ki se po dolocˇenem cˇasu vrnejo v
zacˇetno stanje. Konkretno, tocˇko x0 imenujemo fiksna tocˇka sistema, cˇe zanjo velja
f(x0) = x0, to je, njena orbita je enaka konstantnemu zaporedju. Nadalje pravimo,
da je tocˇka x0 periodicˇna s periodo n ∈ N, cˇe zanjo velja fn(x0) = x0 in f j(x0) ̸= x0
za 1 ≤ j < n. Za take tocˇke torej velja, da se njihova vrednost po n iteracijah vrne
v zacˇetno stanje, zato tem orbitam pravimo tudi n-cikli.
Primer 1.1. Funkcija f(x) = -x3 ima fiksno tocˇko pri x = 0. Ker zanjo velja tudi
f(1) = −1 in f(−1) = 1, ima v x = ±1 periodicˇno tocˇko s periodo dolzˇine 2. ♦
Poleg pojma fiksnih in periodicˇnih tocˇk za definicijo kaosa potrebujemo tudi defini-
cijo gostih podmnozˇic. Konkretno, za podmnozˇico U ⊂ W pravimo, da je gosta v
W, cˇe v poljubno majhni okolici vsake tocˇke iz U obstaja tudi neka tocˇka iz W.
Sedaj podajmo definicijo kaosa. Za dinamiko preslikave f : I → I pravimo, da je
kaoticˇna, cˇe zanjo veljajo naslednje tri lastnosti:
(1) Mnozˇica periodicˇnih tocˇk za f je gosta v I;
(2) Za poljubna podintervala U1 ⊂ I in U2 ⊂ I, obstaja tocˇka x0 ∈ U1 in n > 0,
da je fn(x0) ∈ U2 (tej lasntosti pravimo tranzitivnost);
(3) Obstaja konstanta β > 0, da za vsako tocˇko x0 ∈ I in vsak odprti interval
U ⊂ I okoli x0 obstaja tudi tocˇka y0 ∈ U in n > 0, tako da je
|fn(x0)− fn(y0)| > β.
(tej lastnosti pravimo, da je sistem obcˇutljiv na spremembo zacˇetnega po-
goja, konstanti β > 0 pa pravimo obcˇutljivostna konstanta).
Opazimo, da gre pri definiciji kaosa za kombinacijo dveh tipov lastnosti. Prvi dve sta
topolosˇki (lahko ju posplosˇimo na poljuben prostor, v katerem so definirane odprte
mnozˇice), zadnja pa je metricˇna (potrebujemo koncept razdalje). Kakorkoli, z nekaj
dodatne analize se izkazˇe, da je pogoj tranzitivnosti v resnici ekvivalenten obstoju
goste orbite, ter da je, kadar obravnavamo dinamiko polnega metricˇnega prostora,
tretji pogoj odvecˇ [5]. Teh dveh dejstev ne bomo dokazali, si bomo pa v nadaljevanju
ogledali primer kaoticˇne preslikave.
Primer 1.2. (Podvajajocˇa preslikava) Definirajmo funkcijo D : [0, 1) → [0, 1) s
predpisom D(x) = 2x mod 1. To je,
D(x) =
{
2x, cˇe 0 ≤ x < 1/2,
2x− 1, cˇe 1/2 ≤ x < 1.
Racˇun pokazˇe, da je Dn(x) = 2nx mod 1, kar pomeni, da je graf Dn sestavljen iz 2n
ravnih linij z naklonom 2n, ki surjektivno pokrijejo cel interval [0, 1) (glej Sliko 1).
Premislimo, da je funkcija podvajanja res kaoticˇna na [0, 1). Opazimo, da presli-
kava Dn poljuben interval oblike
[k/2n, (k + 1)/2n) za k = 0, 1, ...2n− 2,
preslika na cel interval [0, 1). To v posebnem pomeni, da grafDn v neki tocˇki preseka
tudi simetralo lihih kvadrantov in tako v vsakem takem intervalu obstaja periodicˇna
tocˇka. Ker so dolzˇine teh intervalov enake 1/2n, to implicira gostost periodicˇnih tocˇk
preslikave D v intervalu [0, 1). Podobno dokazˇemo tudi tranzitivnost. Res, vsak
odprti interval U1 vsebuje tudi interval oblike [k/2
n, (k +1)/2n) za dovolj veliko
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Slika 1. Podvajajocˇa preslikava.
naravno sˇtevilo n. Ker preslikava Dn le-tega preslika na celoten interval [0, 1), to
pomeni, da njegova slika preseka tudi vsak drug interval U2. ♦
Kot recˇeno se v nadaljevanju ne bomo ukvarjali z dinamiko funkcije ene spre-
menljivke, vendar pa nove definicije kaosa ne bomo uvajali. Razumeli bomo torej,
da je dinamika neke preslikave polnega metricˇnega prostora nase kaoticˇna, kadar je
tranzitivna in ima gosto podmnozˇico periodicˇnih tocˇk. Posledicˇno bo to pomenilo
tudi, da je obcˇutljiva na zacˇetne pogoje.
1.2. Definicija podkvaste preslikave. V tem razdelku bom s pomocˇjo virov [1],
[2] in [6] predstavila preslikavo, ki ji pravimo Smaleova podkev. Gre za enostaven
predpis, definiran na podmnozˇici prostora R2, ki ima zelo zanimiv dinamicˇni razvoj.
Naj bo D obmocˇje sestavljeno iz treh delov: kvadrata S s stranicami dolzˇine 1
in dveh polkrogov D1 in D2 na vrhu in dnu. Zaradi njegove oblike mu vcˇasih pra-
vimo tudi stadion. Na njem definiramo preslikavo F , ki je opredeljena z naslednjim
postopkom. Sˇirino kvadrata najprej skrcˇimo za faktor δ < 1/2, njegovo viˇsino pa
podaljˇsamo za faktor 1/δ. Nato dobljeni pravokotnik ’zavijemo’ v obliko podkve kot
je prikazano na Sliki 2. Pri tem pazimo, da smo faktor raztega oz. skrcˇitve izbrali
tako, da je zaloga vrednosti vsebovana v originalnem stadionu D. Tako dobimo
preslikavo F : D → D, ki pravokotnik slika v podkev.
Slika 2. Stadion D in preslikava F .
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Opazimo, da sta F (D1) in F (D2) vsebovana v mnozˇici D1. Zato po Banachovem
skrcˇitvenem nacˇelu v D1 obstaja tudi fiksna tocˇka, ki privlacˇi vse druge orbite v D1.
Opazimo tudi, da prasliko pravokotnika S sestavljata dva horizontalna pravokotnika
H0 in H1, ki se linearno preslikata na dve navpicˇni komponenti V0 in V1, ki tvorita
presek F (S) ∩ S. Njuna sˇirina je enaka δ, prav taka pa je tudi viˇsina likov H0 in
H1. Zaradi linearnosti preslikave F : H0 → V0 in F : H1 → V1 lahko sklepamo, da
F vodoravne oz. navpicˇne daljice iz Hj preslika v vodoravne oz. navpicˇne daljice
mnozˇice V (glej Sliko 3).
Slika 3. Delovanje preslikave F .
Kot recˇeno ima F fiksno tocˇko X0 v D1, zato velja limn→∞ F n(X) = X0 za vse
X ∈ D1. Ker velja F(D2) ⊂ D1, se tudi iteracije tocˇk iz D2 obnasˇajo podobno.
Nasprotno imamo za tocˇke iz kvadrata S dve alternativi. Prva je, da za X ∈ S
obstaja k ∈ N, za katerega velja, da F k(S) /∈ S. To pomeni, da se ob cˇasu k iteracija
nahaja v uniji mnozˇic D1 in D2, ter bo posledicˇno konvergirala k X0. Druga mozˇnost
je, da je F n(X) ⊂ S za vse n ∈ N. V tem primeru bo celotna orbita tocˇke X lezˇala
v kvadratu S. Mnozˇico tocˇk s tako lastnostjo oznacˇimo z Γ+.
Slika 4. Delovanje preslikave F 2.
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Cˇe je X ∈ Γ+, je torej F(X) ∈ S, zato mora veljati, da je bodisi X ∈ H0 bodisi
X ∈ H1. Ker mora veljati, da je tudi F2(X) ∈ S lahko sklepamo, da velja, da
je tudi F(X) ∈ H0 ∪ H1 in je X ∈ F−1(H0 ∪ H1) (glej Sliko 4). V splosˇnem, iz
lastnosti Fn(X) ∈ S, sklepamo da je X ∈ F−n(H0 ∪ H1). Ta postopek kazˇe, da je
Γ+ Cantorjeva mnozˇica navpicˇnih odsekov, od katerih se vsak razteza preko S.
Ker je postopek, ki opredeli preslikavo F precej enostaven, lahko na podoben
nacˇin definiramo tudi njen inverz F−1. Konkretno, to storimo z natanko obratnimi
operacijami. Predstavljamo si, da imamo preslikavo ki je identitcˇna zacˇetni podkvi,
vendar pravokotna na njo. Na njenem osnovnem kvadratu uporabimo isti postopek
kot prej, vendar v tem primeru viˇsino zozˇamo, sˇirino pa povecˇamo, na koncu pa
dobljeno mnozˇico znova zavijemo v podkev. Dobimo lik, ki ga prikazuje Slika 5.
Slika 5. Inverz podkvaste preslikave (ustvarjeno po viru [11]).
Ker je predpis preslikave F−1 podoben tistemu za F, za dinamiko veljajo podobne
lastnosti. Tako lahko po analogiji uvedemo oznako Γ−, ki oznacˇuje niz tocˇk X ∈ S z
lastnostjo, da F−n(X) lezˇi v S za vse n > 0. Kot zgoraj velja, da je X ∈ F−n(H0∪H1)
za vse n ≥ 1. Oglejmo si lastnosti mnozˇice Γ− sˇe podrobneje. Za poljubno tocˇko
X iz Γ− mora veljati, da je X ∈ V0 ali X ∈ V1. Povedano drugacˇe, cˇe zˇelimo da bo
negativna orbita za X lezˇala v S, mora lezˇati v enem izmed vertikalnih pasov. Cˇe
pa zˇelimo, da velja F−2(X) ∈ S, mora veljati tudi X ∈ F 2(S) ∩ S. Torej izbrana
tocˇka lezˇi v mnozˇici, ki je sestavljena iz sˇtirih ozˇjih navpicˇnih trakov, dveh v V0 in
dveh v V1. Tako po analogiji ugotovimo, da je tudi mnozˇica Γ− Cantorjeva mnozˇica
sestavljena iz navpicˇnih cˇrt.
Slika 6. Delovanje preslikave F−2.
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Sedaj si oglejmo sˇe presek obeh Cantorjevih mnozˇic. Naj bo Γ = Γ+ ∩ Γ−.
Dobimo novo Cantorjevo mnozˇico, ki pa je sedaj konstruirana iz presekov kvadratnih
mnozˇic. Na spodnji sliki je prikaz ustreznih kvadratnih presekov za dve pozitivni in
dve negativni iteraciji (Slika 7).
Slika 7. Kvadratna podmnozˇica po dveh iteracijah.
1.3. Kaoticˇnost podkvaste preslikave. Naslednji korak v nasˇi nalogi bo doka-
zati, da je dinamika podkvaste preslikave kaoticˇna. Pri tem se bomo naslonili na
definicijo kaosa iz razdelka 1.1. in vir [12]. Uporabili bomo standardni pristop za
obravnavo dinamicˇnih sistemov, ki mu pravimo simbolicˇna dinamika.
Mnozˇico Σ definiramo kot prostor zaporedij dveh simbolov {0, 1}, ki se sˇirijo tako
v pozitivno kot negativno smer. To pomeni, da je σ ∈ Σ obojestransko zaporedje
nicˇel in enic σ : Z→ {0, 1}, na primer
σ = (. . . , 1, 0, 1, 1, 1, 0, 0, 1, 1, . . .).
V poenostavljenem zapisu lahko uporabimo tudi oznako σ = (σj), j ∈ Z, kjer je
σj ∈ {0, 1}. Zanimali nas bosta dve operaciji na Σ. Levi premik α : Σ → Σ, ki ga
definiramo s predpisom
ασ = (σj−1), j ∈ Z,
in desni premik β : Σ→ Σ, ki je podan kot
βσ = (σj+1), j ∈ Z.
Nasˇa zˇelja je, da bi lahko vsaki tocˇki X0 ∈ Γ priredili tako zaporedje σ, ter nato
namesto dinamike preslikave F obravnavali kar dinamiko levega premika α. Dogo-
vorimo se torej za nacˇin, kako bomo zacˇetni tocˇki X0 priredili zacˇetno komponento
zaporedja σ0. Spomnimo, da smo v prejˇsnjem razdelku definirali dva vodoravna
trakova H0 in H1, katerih unija vsebuje Γ. Smiselno je torej zahtevati naslednje: cˇe
je tocˇka X0 ∈ H1, naj bo σ0 = 1, sicer naj bo σ0 = 0. Seveda s tem sˇe nismo dolocˇili
zelo natancˇne lokacije X0, vendar pa lahko idejo razsˇirimo tudi na viˇsje iterate.
Konkretno, med analizo preslikave F 2 smo obravnavali sˇtiri vodoravne trakove, ki
so po dveh iteracijah ostali v S. Dogovorimo se, da jih oznacˇimo s H00, H10, H01 in
H11, in sicer tako, da nam prva komponenta pove da se nahajamo v vecˇjem traku
H0 ali H1, druga pa, v kateri izmed omenjenih mnozˇic pristanemo po eni iteraciji.
Na ta nacˇin dobimo tudi smiselen postopek dolocˇitve druge komponente zaporedja
σ, in sicer σ1 = 1, cˇe je F (X0) ∈ H1 in σ1 = 0, cˇe je F (X0) ∈ H0. Cˇe nadaljujemo
induktivno lahko konstruiramo trakove Hσ0...σn , σj ∈ {0, 1}, katerih indeksi povedo
v kateri izmed mnozˇic H0 in H1 lezˇi j-ti iterat zacˇetne tocˇke.
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Slika 8. Dinamika podkve (ustvarjeno po viru [8]).
Sedaj razsˇirimo zaporedje sˇe v vzvratno smer. V prejˇsnjem razdelku smo definirali
tudi dva vertikalna trakova V0 in V1, ki se pojavita v prasliki H0 oziroma H1. Tudi
njuna unija vsebuje mnozˇico Γ in z narasˇcˇanjem iteracij preslikave F−1 povecˇuje
sˇtevilo vertikalnih trakov v prasliki. Torej lahko tocˇki X0 ∈ Γ priredimo komponento
σ−j = 0, cˇe je po j-iteracijah v H0, in σ−j = 1, cˇe je v H1.
Slika 9. Dinamika podkve (ustvarjeno po viru [8]).
Ker preslikava F sedaj ustreza premikanju tocˇk po mnozˇici Γ, njeno delovanje v
resnici ustreza levemu premiku α, delovanje njenega inverza pa sovpada z desnim
premikom β. To pomeni, da je za dokaz kaoticˇnosti F dovolj da pokazˇemo, da
je kaoticˇna preslikava α : Σ → Σ. Preden pa to storimo, moramo na mnozˇico Σ
vpeljati sˇe topologijo. To storimo z vpeljavo metrike d : Σ× Σ→ R+, ki je podana
s predpisom
d(σ, σˆ) =
∞∑
j=−∞
1
2|j|
|σj − σˆj| ≤
(
1 +
1
2
)(
1
1− 1
2
)
= 3.
Taka razdalja je dobro definirana, saj gre pri poljubnih zaporedjih za podvrsto
konvergentne geometrijske vrste. Z njeno pomocˇjo na obicˇajen nacˇin definiramo
odprte krogle K(σ, r). Kratek premislek pove, da taka krogla vsebuje natanko tista
zaporedja σˆ, ki se s σ ujemajo v indeksih |j| ≤ nr za neko dovolj veliko sˇtevilo nr,
ki je odvisno od radija r > 0. Sedaj lahko dokazˇemo naslednji dve trditvi.
Trditev 1.3. Za vsak n ∈ N lahko za α v Σ najdemo periodicˇno tocˇko s ciklom te
dolˇzine, mnozˇica vseh periodicˇnih tocˇk pa je gosta v Σ.
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Dokaz. Denimo, da zˇelimo konstruirati zaporedje, ki bo za levi pomik periodicˇno s
periodo 2. To pomeni, da se mora, ko ga dvakrat premaknemo v levo, znova ujemati
z zacˇetnim. Taka zaporedja so natanko sˇtiri: zaporedje samih enic, zaporedje samih
nicˇel in dve zaporedji, v katerih se izmenjujejo nicˇle in enice. Vendar pa imata prvi
dve od teh zaporedij lastnost, da ohranita identicˇno obliko zˇe ob enem premiku.
Torej gre za fiksni tocˇki (oz. periodicˇni tocˇki s periodo dolzˇine 1). Nasprotno se pre-
ostali dve zaporedji z levim premikom preslikata ena v drugo. Torej dobimo 2-cikel.
Konstruirajmo sˇe periodicˇno tocˇko s periodo dolzˇine 3. Vzemimo na primer zapo-
redje (. . . , 1,0,0,1,0,0,. . . ). Cˇe to zaporedje trikrat pomaknemo v levo, ostane enako.
Cˇe pa ga pomaknemo zgolj dvakrat ali enkrat, pa v rezultatu ne dobimo zacˇetnega
zaporedja. Torej njegova orbita res tvori 3-cikel. Enako idejo lahko uporabimo za
poljubno naravno sˇtevilo n.
Sedaj premislimo sˇe o tem, da je mnozˇica periodicˇnih tocˇk gosta. Izberimo neko
poljubno zaporedje σ ∈ Σ. Zˇelimo videti, da v krogli K(σ, r) obstaja vsaj ena
periodicˇna tocˇka. Naj bo n = nr naravno sˇtevilo, ki ustreza radiju r > 0 (glej
zgornjo razlago za odprte krogle). Denimo, da zaporedje σ na mestih od j = −n
do j = n predstavlja niz σ−nσ−(n−1) . . . σn. Tedaj lahko vedno konstruiramo tudi
(2n+1)-periodicˇno zaporedje σˆ, ki bo blizu tocˇke σ in sicer tako, da zgolj ponavljamo
ta niz v obe, tako v negativno kot pozitivno smer. Ker se zaporedji σ in σˆ ujemata
v indeksih z lastnostjo |j| ≤ n, je tudi σˆ element krogle K(σ, r). 
Trditev 1.4. Za α : Σ → Σ obstaja zaporedje σ ∈ Σ, katerega orbita je gosta v Σ.
V posebnem, preslikava α : Σ→ Σ je tranzitivna.
Dokaz. Zaporedje σ bomo podali eksplicitno. Spomnimo, da smo blizˇino dveh za-
poredij oziroma vsebovanost v odprti krogli karakterizirali z ujemanjem ustreznega,
(2n + 1)-dolgega niza. Da bo zaporedje σ po koncˇnem sˇtevilu korakov pristalo v
vsaki taki krogli, moramo torej zagotoviti, da se v negativnem delu njegove orbite
pojavijo vsi mozˇni koncˇni nizi. Konkretno, tej lastnosti zadosˇcˇa zaporedje oblike
σ = (. . . , 1, 1, 1, 0, 0, 1, 0, 0, 1, 0, x, x, x, x, x, . . .).
Pri tem smo z znakom x oznacˇili cˇlene, ki jih lahko izberemo poljubno, v vzvratni
smeri pa smo od indeksa j = 0 dalje najprej nanizali oba mozˇna niza dolzˇine 1 (0
in 1), ter vse sˇtiri mozˇne nize dolzˇine 3 (00, 10, 01 in 11). To idejo nadaljujemo
induktivno za nize poljubnih dolzˇin in dobimo zˇeleno zaporedje z gosto orbito. 
Trditvi 1.4 in 1.5. dokazujeta, da podkvasta preslikava ustreza prvima dvema la-
stnostima iz definicije kaosa. Tako dobimo naslednjo posledico.
Posledica 1.5. Dinamika podkvaste preslikave je kaoticˇna in posledicˇno obcˇutljiva
na spremembo zacˇetnega pogoja.
Ob tem pripomnimo, da lahko dejstvo da je preslikava F obcˇutljiva na zacˇetne pogoje
dokazˇemo tudi direktno. Ugotovili smo namrecˇ, da obstaja zaporedje z gosto orbito,
v blizˇini katerega pa brez tezˇav poiˇscˇemo tudi periodicˇno tocˇko. Res, vse kar moramo
storiti je, da izberemo nek dovolj dolg podniz tega zaporedja in ga ponavljamo v obe
smeri, pozitivno in negativno. Tako se v majhni krogli prostora Σ nahajata tako
zaporedje, ki gosto pretecˇe celo pod mnozˇico prostora Σ, kot zaporedje, ki zavzame
le koncˇno mnogo vrednosti.
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2. Planarni dinamicˇni sistemi
V tem poglavju bomo predstavili, kako lahko s pomocˇjo izpeljane teorije za pod-
kvasto preslikavo analiziramo tudi diskretne in zvezne primere planarnih dinamicˇnih
sistemov. Konkretno, pokazali bomo, da se lahko preslikava, ki je topolosˇko ekviva-
lentna Smaleovi podkvi, pojavi v (avtonomnih) dinamicˇnih sistemih, ki med svojimi
fiksnimi tocˇkami vsebujejo tudi sedlo. Natancˇneje, to se zgodi takrat, kadar se pripa-
dajocˇa stabilna in nestabilna mnogoterost sekata transferzalno v neki ne-ravnovesni
tocˇki. Temu pojavu pravimo homoklinska zanka.
Poglavje je organizirano na sledecˇ nacˇin. Najprej se bomo posvetili zveznim mo-
delom planarnih dinamicˇnih sistemov in spomnili na osnovne definicije, ter izreke,
ki so bili obravnavani zˇe pri predmetu Analiza 4 (povzeto po viru [10]). Nato bomo
analogno teorijo predstavili tudi za diskretne sisteme. Nazadnje bomo natancˇneje
predstavili pojem homoklinske zanke in dinamicˇno dogajanje v njeni okolici.
2.1. Zvezni dinamicˇni sistemi. Zvezni dinamicˇni sistem v ravnini podaja sistem
navadnih diferencialnih enacˇb za funkciji x = x(t) in y = y(t). Tipicˇno ga bomo
podajali s funkcijama f, g : R2 → R:
x˙ = f(x, y),
y˙ = g(x, y),
vcˇasih pa bomo zanj uporabili tudi vektorsko obliko X˙ = F (X), kjer je F = (f, g)
in X = (x, y). Ob tem pripomnimo, da bodo vsi sistemi, ki jih obravnavamo avto-
nomni, kar pomeni, da funkcijie f, g in F ne bodo odvisne od cˇasa t.
Iz teorije navadnih diferencialnih enacˇb vemo, da lahko, kadar sta funkciji f in g
vsaj Lipshitzevi v spremenljivkah x in y, vedno najdemo enolicˇno resˇitev takega
sistema pri zacˇetnih pogojih
x(0) = x0, y(0) = y0.
Sˇe vecˇ, taka resˇitev je vedno definirana na odprtem, maksimalnem intervalu J(x0, y0)
okoli srediˇscˇa t = 0 in je, ob predpostavki, da je F razreda C1, zvezno odvisna od
tocˇke (x0, y0). Tako lahko definiramo pojem toka, oziroma karakteristicˇno presli-
kavo φ : R2 × J(x0, y0) → R2, ki tocˇki (x0, y0, t) priredi vrednost resˇitve zacˇetnega
problema ob cˇasu t ∈ J(x0, y0). To je, za dani cˇas t ∈ R tocˇki (x0, y0) priredi njen
dinamicˇni razvoj in dolocˇi njeno tokovnico:
G(x0, y0) = {φ(x, y, t), t ∈ J(x0, y0)} .
Kadar tokovnico predstavlja zgolj ena tocˇka, pravimo, da gre za fiksno tocˇko sistema.
To je, v taki tocˇki je f(x, y) = g(x, y) = 0 oziroma x˙ = y˙ = 0, zato ji navadno
recˇemo tudi stacionarna ali ravnovesna tocˇka. Skici tokovnic za razlicˇne zacˇetne
tocˇke pravimo fazni portret, za fiksen cˇas t ∈ R pa je preslikava φt(x, y) = φ(x, y, t)
tudi lokalni difeomorfizem.
Primer 2.1. Oglejmo si preprost dinamicˇni sistem podan z enacˇbama
x˙ = −y,
y˙ = x.
Cˇe prvo enacˇbo odvajamo sˇe enkrat in pri tem uposˇtevamo drugo, dobimo
x¨ = −y˙ = −x.
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Splosˇna resˇitev te navadne diferencialne enacˇbe je enaka
x(t) = C cos t+D sin t,
za komponento y pa posledicˇno velja
y(t) = −x˙ = C sin t−D cos t.
Nadalje, opazimo, da velja zveza
x2 + y2 = C2 +D2.
Tokovnica, ki se zacˇne v tocˇki x(0) = C = x0 in y(0) = D = y0 je torej krozˇnica s
polmerom
√
x20 + y
2
0. Tako dobimo fazni portret s sklenjenimi tokovnicami, ki mu
pravimo tudi center (Slika 10). ♦
Slika 10. Fazni portret s sklenjenimi tokovnicami (center).
Primer 2.2. Nadalje si oglejmo sˇe dinamicˇni sistem podan z enacˇbama
x˙ = x+ y
y˙ = y.
Najprej resˇimo drugo enacˇbo, katere splosˇna resˇitev je
y = Cet.
Nato ta del vstavimo v prvo enacˇbo in jo obravnavamo kot linearno navadno dife-
rencialno enacˇbo, kar pomeni, da najprej resˇimo homogeni nato pa sˇe partikularni
del. Dobimo:
x = Det + Ctet.
Opazimo, da velja zveza
x =
D
C
y + y ln
y
C
,
kar pomeni, da ima tokovnica, ki gre skozi tocˇko x(0) = C = x0 in y(0) = D = y0
logaritemsko obliko, ki ji pravimo tudi izrojeni val ali Jordanov vozel (Slika 11). ♦
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Slika 11. Fazni portret (Jordanov vozel).
Poudarimo, da sta zgornja primera zelo enostavna, saj smo do njune splosˇne resˇitve
priˇsli kar z resˇevanjema navadnih diferencialnih enacˇb. V splosˇnem to ni mogocˇe,
zato se pri obravnavi nelinearnih dinamicˇnih sistemov navadno omejimo zgolj na
analizo njegovih lokalnih lastnosti. Le-te v veliki meri dolocˇa teorija sistemov line-
arnih diferencialnih enacˇb s konstantnimi koeficienti. Delcˇek te - za diagonizabilne
matrike z realnimi lastnimi vrednostmi - predstavljamo z naslednjim izrekom.
Izrek 2.3. Naj bo planarni dinamicˇni sistem podan z matriko A ∈ R2×2 in sistemom
diferencialnih enacˇb
X˙ = AX.
Cˇe sta v1, v2 ∈ R2 neodvisna lastna vektorja matrike, ki pripadata realnima lastnima
vrednostima λ1, λ2 ∈ R, je splosˇna resˇitev sistema enaka
X(t) = C1v1e
λ1t + C2v2e
λ2t.
Dokaz. Da gre res za dve resˇitvi danega sistema diferencialnih enacˇb preverimo s
kratkim racˇunom:
d
dt
(
vje
λjt
)
= λjvje
λjt = A(vje
λjt).
Nadalje sta obe resˇitvi neodvisni, saj sta taka tudi lastna vektorja. Konkretno,
pripadajocˇi tok sistema lahko izrazimo v matricˇni obliki
φt(x, y) = P · diag(eλ1t, eλ2t) · P−1,
kjer je P obrnljiva matrika, sestavljena iz obeh lastnih vektorjev. 
Primer 2.4. Oglejmo si primer
x˙ = 2y,
y˙ = 2x.
Pripadajocˇa matrika je enaka
A =
[
0 2
2 0
]
.
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Njena lastna vektorja za lastni vrednosti λ1,2 = ±2 sta v1 = (1, 1) in v2 = (1,−1),
kar pomeni, da je njena splosˇna resˇitev enaka:
X(t) =
[
1 1
1 −1
] [
e2t
e−2t
] [
1 1
1 −1
] [
C1
C2
]
Cˇe bi v njegov izraz vstavili sˇe zacˇetni pogoj X(0) = (x0, y0), bi s tem dobili eks-
plicitni izraz za njegov tok. Vendar pa si bomo tokrat pri risanju faznega portreta
pomagali nekoliko drugacˇe. In sicer bomo najprej narisali fazni portret, ki pripada
diagonalni matriki. To je fazni portret sistema
x˙ = 2x ⇒ x = C1e2t,
y˙ = −2y ⇒ y = C2e−2t.
Zanj opazimo, da ob pogoju C1 ̸= 0 ustreza zvezi y = C2C1x , kar je ilustrirano na
levem delu Slike 12. Ko uposˇtevamo sˇe prehod na novo bazo oziroma transformacijo
v → P ·v ·P−1 dobimo sliko na desni strani, kjer je diagonalni portret premaknjen v
nove koordinate. V obeh primerih pripadajocˇemu tipu faznega portreta pravimo se-
dlo, saj ima tako privlacˇno os, vzdolzˇ katere se tocˇke priblizˇujejo izhodiˇscˇu (oznacˇena
z rdecˇo), kot odbojno os (oznacˇena z modro), vzdolzˇ katere se oddaljujejo. ♦
Slika 12. Portret linearnega sedla v lastni in originalni bazi.
Linearna teorija je kljucˇna tudi za analizo nelinearnih sistemov, pri katerih je sˇtevilo
ravnovesnih tocˇk vecˇje. Res, za linearne sisteme X˙ = AX velja, da imajo v primeru
obrnljive matrike A svojo edino ravnovesno tocˇko v izhodiˇscˇu. Nasprotno je lahko
pri nelinearnem sistemu X˙ = F (X) le-teh poljubno mnogo.
Naj bo Xs ravnovesna tocˇka takega sistema. Potem lahko funkcijo F v njeni okolici
ocenimo z izrazom
F (X) ≈ F (Xs) + JF (Xs)(X −Xs) = JF (Xs)(X −Xs),
kjer je JF pripadajocˇa Jacobijeva matrika preslikave F v tocˇki Xs. Naivno torej
sklepamo, da je fazni portret sistema X˙ = F (X) lokalno zelo podoben portretu
sistema X˙ = AX za A = JF (Xs), v okolici Xs. Da je to v vecˇini primerov res, pove
naslednji izrek.
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Izrek 2.5. (Izrek o linearizaciji). Naj bo F : R2 → R2 diferenciabilna preslikava
z lastnostjo F (Xs) = 0 in naj lastni vrednosti matrike A = JF (Xs) zadosˇcˇata po-
goju Re(λj) ̸= 0. Potem je fazni portret sistema X˙ = F (X) na okolici tocˇke Xs
homeomorfen faznemu portretu linearnega sistema X˙ = AX na okolici izhodiˇscˇa.
Primer 2.6. Oglejmo si dinamicˇni sistem podan z enacˇbama
x˙ = x
y˙ = y + x2.
Njegova ravnovesna tocˇka je enaka Xs = (0, 0). Nadalje lahko izracˇunamo prvi
integral
dy
dx
=
x˙
y˙
=
y + x2
x
.
Od tod dobimo zvezo
y′ =
y
x
+ x,
ki ji zadosˇcˇa razred krivulj oblike
y(x) = Cx+ x2.
Te krivulje so torej okvir za orbite oziroma vsebujejo tokovnice, kar je lepo razvidno
na desni strani Slike 13.
Slika 13. Portret nelinearnega in linearnega izvora.
Sedaj se prepricˇajmo, da enak rezultat dobimo tudi pri linearizaciji nasˇega sistema:
JF (0, 0) =
[
1 0
0 1
]
= A.
Lineariziran sistem je torej enak X˙ = X, oziroma sistemu
x˙ = x,
y˙ = y.
Njegovo splosˇno resˇitev tvorita funkciji
x = Cet, y = Det,
zvezo med njima pa za C ̸= 0 podajajo premice y = D
C
x. Tako dobimo levi fazni
portret Slike 13. Iz obeh slik je razvidno, da sta oba predstavljena fazna portreta
homeomorfna. Ker se delci oddaljujejo od izhodiˇscˇa, mu pravimo izvor. ♦
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Primer 2.7. Oglejmo si dinamicˇni sistem podan z enacˇbama
x˙ = −x
y˙ = y + x2.
Tokrat zacˇnimo z linearizacijo oz. pripadajocˇo Jacobijevo matriko:
JF (0, 0) =
[−1 0
0 1
]
.
Dobimo razlicˇni realni lastni vrednosti, kar smo zˇe prepoznali kot sedlo (levi del
Slike 14). Znova smo z modro in rdecˇo oznacˇili njegovo stabilno in nestabilno os.
Slika 14. Fazni portret ne-linearnega sedla.
V drugem delu dani nelinearni sistem resˇimo sˇe direktno. Splosˇna resˇitev prve enacˇbe
je enaka
x = Ce−t.
Pri drugi pa se znova osredotocˇimo na homogeni in partikularni del ter resˇimo vsa-
kega posebej. Tako dobimo splosˇno resˇitev navadne diferencialne enacˇbe
y = Det +
C2
3
e−2t.
Cˇe obema izrazoma pridruzˇimo sˇe zacˇetni pogoj x(0) = x0 in y(0) = y0 dobimo
spodnji, eksplicitni zapis toka:
x = x0e
−t, y = (y0 +
x20
3
)et +
x20
3
e−2t.
Sedaj lahko definiramo stabilno mnogoterost (rdecˇa tokovnica na desni sliki Slikei
14) kot mnozˇico zacˇetnih tocˇk (x0, y0), ki se ravnovesju priblizˇujejo s pozitivnim
cˇasom. V danem primeru morajo le-te zadosˇcˇati pogoju
y0 +
x20
3
= 0.
Podobno dolocˇimo tudi nestabilno mnogoterost kot mnozˇico zacˇetnih tocˇk, ki se
ravnovesju priblizˇujejo z negativnim cˇasom. V konkretnem primeru gre za mnozˇico
tocˇk, ki izpolnjujejo pogoj x0 = 0 (modra tokovnica na desni sliki Slike 14). Obe
omenjeni krivulji zelo jasno dolocˇata dinamiko sistema, saj lahko zaradi zvezne od-
visnosti od zacˇetnega pogoja iz njiju razberemo tudi priblizˇno gibanje ostalih tocˇk.
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Pripomnimo pa tudi, da stabilna in nestabilna mnogoterost vedno obstajata in v pri-
meru planarnih sistemov predstavljata invariantni krivulji, kar je eden od temeljnih
rezultatov kvalitativne analize okoli sedla (glej npr. [2]) ♦
2.2. Diskretni dinamicˇni sistemi. Za potrebe predstavitve homoklinskih zank v
zadnjem razdelku, bomo na tem mestu predstavili tudi teorijo diskretnih dinamicˇnih
sistemov oziroma avtonomnih sistemov diferencˇih enacˇb. Ob tem pripomnimo, da
je nekoliko nenaravno, da jih predstavljamo za tem, ko smo zˇe obravnavali njihov
zvezni analog, vendar pa se tako lazˇje naslonimo na znana dejstva iz predmeta
Analiza 4. Pri obravnavi diskretnih dinamicˇnih sistemov smo si pomagali z virom
[4].
Obravnavali bomo diferencˇne enacˇbe, ki jih podajata diskretni funkciji f, g : R2 → R.
Natancˇneje, zanimala nas bo dinamika sistemov podanih z rekurzivnim zapisom
xt+1 = f(xt, yt),
yt+1 = g(xt, yt).
Podamo jih tudi v vektorski obliki: Xt+1 = F (Xt) za F = (f, g) in Xt = (xt, yt).
Kot v prvem poglavju bomo zaporedje tocˇk
(x0, y0), F (x0, y0), F
2(x0, y0), . . .
imenovali orbita zacˇetne tocˇke (x0, y0). Kadar orbito predstavlja konstantno zapo-
redje v R2 pravimo, da je tocˇka (x0, y0) fiksna oziroma ravnovesna ali stacionarna.
Kot pri zveznih sistemih, se bomo tudi tokrat najprej ustavili pri obravnavi linearnih
diferencˇnih enacˇb, ki pa bodo tokrat nehomogene. To pomeni, da bomo obravnavali
zveze, ki so podane z matriko A ∈ R2×2, vektorjem B ∈ R2 in predpisom
Xt+1 = AXt +B.
Pri danem zacˇetnem pogoju X0 lahko njihovo splosˇno resˇitev Xt poiˇscˇemo kar z
induktivnim postopkom
X1 = AX0 +B,
X2 = AX1 +B = A(AX0 +B) +B = A
2X0 + AB +B,
. . .
Xt = A
tX0 + A
t−1B + At−2B + . . .+ AB +B = AtX0 +
∑t−1
i=0 A
iB.
Lema 2.8. Cˇe je matrika I − At obrnljiva za t ∈ N, velja
t−1∑
i=0
Ai =
[
I − At] [I − At]−1 .
Dokaz. Cˇe vsoto matrik na levi strani izraza pomnozˇimo z matriko I − A, dobimo
t−1∑
i=0
Ai
[
I − A] = I + A+ A2 + . . .+ At−1 − [A+ A2 + . . .+ At] = I − At.
Sedaj izraz pomnozˇimo sˇe z desne z matriko (I −A)−1 in dobimo zˇeleno zvezo. 
Z uporabo zgornje leme se splosˇna resˇitev nasˇega nehomogenega sistema diferencˇnih
enacˇb ob predpostavki, da obstaja inverz (I − A)−1, poenostavi v naslednjo obliko
Xt = A
t
[
X0
[
I − A]−1B]+ [I − A]−1B.
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Denimo, da ima tak sistem tudi ravnovesno tocˇko Xs. Tedaj le-ta zadosˇcˇa pogoju
Xs = AXs +B.
Skupaj z obrnljivostjo matrike (I − A) to pove, da je taka tocˇka enolicˇno dolocˇena:
Xs = (I − A)−1B
Sˇe vecˇ, splosˇno resˇitev sistema diferencˇnih enacˇb, lahko sedaj zapiˇsemo kot
Xt = A
t(X0 −Xs) +Xs.
Torej gre za neke vrste homogeni sistem, ki smo ga translirali za vektor Xs.
Primer 2.9. Oglejmo si sistem Xt+1 = AXt podan z[
xt+1
yt+1
]
=
[
2 0
0 1
2
] [
xt
yt
]
, kjer je X0 =
[
x0
y0
]
.
Zelo ocˇitno je, da gre za najpreprostejˇso obliko sistema diferencˇnih enacˇb, ki jo lahko
zapiˇsemo razcˇlenjeni obliki.
xt+1 = 2xt
yt+1 =
1
2
yt.
Od tod sledi, da je
xt = 2
tx0
yt =
1
2t
y0
ravnovesna tocˇka pa je enaka
Xs = (xs, ys) = (0, 0).
Slika 15. Fazni portret za diskretni sistem (sedlo).
Nadalje opazimo tudi, da velja
lim
t→∞
yt = ys = 0 za vsak x0 ∈ R.
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Velja pa tudi
lim
t→∞
xt =
{
±∞, cˇe x0 ̸= 0,
xs = 0, cˇe x0 = 0.
Tako dobimo diskretno obliko (linearnega) sedla, ki smo ga spoznali zˇe v prejˇsnjem
poglavju (Slika 15). ♦
Kot recˇeno je zgornji primer zelo enostaven, saj v njem nastopa diagonalna matrika.
Vendar pa se bo izkazalo, da lahko, kot pri zveznih dinamicˇnih sistemih, nanj preve-
demo poljubno nehomogeno enacˇbo, ki je podana z realno diagonizabilno matriko.
Za to potrebujemo dve trditvi. Prva sledi iz zgoraj dokazane oblike splosˇne resˇitve
nehomogene diferencˇne enacˇbe, pri drugi pa bomo vkljucˇili kratek dokaz.
Trditev 2.10. Cˇe obstaja inverz matrike (I − A), je nehomogeni sistem linearnih
diferencˇnih enacˇb
Xt+1 = AXt +B
ekvivalenten homogenemu
Zt+1 = AZt,
kjer je Zt = Xt −Xs in Xs =
[
I − A]−1B.
Trditev 2.11. Cˇe je matrika A ∈ R2×2 realno diagonizabilna, je resˇitev nehomoge-
nega sistema diferencˇnih enacˇb
Xt+1 = AXt +B
enaka
Xt = PD
tP−1(X0 −Xs) +Xs,
kjer je D ustrezna diagonalna matrika in A = PDP−1 pripadajocˇi razcep.
Dokaz. Naj bo Zt = Xt −X0. Sledi, da je
Zt+1 = AZt.
Cˇe uposˇtevamo sˇe dani razcep matrike A, dobimo
Zt+1 = PD
tP−1Zt.
Sedaj obe strani enacˇbe mozˇimo z P−1 in vpeljemo oznako Yt = P−1Zt. Dobimo
Yt+1 = DYt.
Torej je
Yt = D
tY0 = D
tP−1Y0 = DtP−1(X0 −Xs).
Ker je P−1Zt = Yt, sledi, da je Zt = PYt, zato velja Zt = Xt−Xs = PYt. Posledicˇno
imamo
Xt = PYt +Xs = PD
tP−1(X0 −Xs) +Xs.

Zgornja trditev nam torej pove, da je fazni portret nehomogenega linearnega sistema
zgolj linearna transformacija homogenega z diagonalno matriko. Cˇe na operacije, ki
v njej nastopajo pogledamo algebraicˇno, vidimo da moramo v resnici zgolj translirati
portret za vektor Xs ter mu nato prirediti novo bazo, ki jo podaja matrika P .
Topolosˇko bi si nekaj podobnega zˇeleli tudi pri nelinearnih sistemih.
21
Naj bo sedaj sistem diferencˇnih enacˇb podan z nelinearno zvezo
Xt+1 = F (Xt).
Denimo, da ima tak sistem ravnovesno tocˇko vXs. Cˇe je preslikava F diferenciabilna,
v okolici te tocˇke velja linearna aproksimacija
Xt+1 = F (Xt) ≈ F (Xs) + JF (Xs)(Xt −Xs).
To pomeni, da ga lahko lokalno zapiˇsemo kot
Xt+1 = AXt +B,
kjer je A = JF (Xs) in B = Xs − JF (Xs)Xs. V posebnem, dokazˇemo lahko analog
izreka o linearizaciji, ki velja za diskretne sisteme, vendar pa morata realni lastni
vrednosti za A tokrat zadosˇcˇati pogoju |λj| ≠ 1. Ker ga v nadaljevanju ne bomo
zares potrebovali, njegov zapis izpustimo, vseeno pa na tem mestu omenimo, da
lahko v primeru sedla (ko ena lastna vrednost zadosˇcˇa lastnosti |λ1| < 1, druga pa
|λ2| > 1) znova definiramo tudi stabilno in nestabilno mnogoterost. Spet gre za
krivulji vzdolzˇ katerih se tocˇke priblizˇujejo oziroma odmikajo od ravnovesja.
Kakorkoli, na koncu povejmo sˇe, da lahko poljubnemu zveznemu dinamicˇnemu sis-
temu priredimo diskretni sistem z isto stabilno in nestabilno mnogoterostjo. Res,
naj bo φt tok zveznega sistema X˙ = F (X) in T ∈ R neka fiksna cˇasovna enota.
Tedaj je s predpisom
Xt+1 = φT (Xt)
podan diskretni sistem, ki vsaki tocˇki v ravnini priredi njeno projekcijo za cˇas T
vzdolzˇ tokovnice zveznega sistema. Tak sistem ima ocˇitno enake kvalitativne la-
stnosti kot njegov zvezni analog (stabilna in nestabilna mnogoterost se ujemata).
2.3. Kaoticˇnost homoklinskih zank. Kot napovedano, bomo v zakljucˇku Sma-
leovo podkev uporabili pri obravnavi zveznih dinamicˇnih sistemov. Natancˇneje, do-
kazali bomo, da se preslikava tega tipa pojavi pri homoklinski zanki, ki je definirana
spodaj. Pri tem se bomo naslonili na vire [3], [7] in [8].
Definicija 2.12. (Homoklinska zanka) Denimo, da je s predpisom X˙ = F (X) podan
zvezni dinamicˇni sistem, ki ima v tocˇki Xs sedlo. Pojavu, ko se stabilna in nestabilna
mnogoterost sedla Xs sekata transverzalno, pravimo homoklinska zanka.
Primer faznega portreta sedla brez homoklinske zanke je prikazan na Sliki 16.
Iz njega je lepo razvidno, da se obe, stabilna in nestabilna mnogoterost, ujemata,
kar pomeni, da njun presek ni transferzalen. To se odrazˇa tudi v zelo kontrolirani
obliki pripadajocˇega dinamicˇnega sistema, ki pa, kot bomo videli v nadaljevanju, ni
znacˇilna za sedla s homoklinsko zanko.
Oglejmo si sedaj, kako se v faznem portretu s homoklinsko zanko pojavi Smaleova
podkev. Naj bo Xs sedlo nasˇega dinamicˇnega sistema, ter W
s in W u njegova sta-
bilna oziroma nestabilna mnogoterost, ki se transverzalno sekata v tocˇki X. Okoli
tocˇke Xs skiciramo majhno kvadratno mnozˇico, ki jo oznacˇimo z Z. Naj bo φt tok
pripadajocˇega sistema. Zaradi lastnosti nestabilne mnogoterosti obstaja cˇas T > 0,
za katerega je X ∈ φT (Z). Podobno obstaja cˇas S > 0, da je X ∈ φ−S(Z). Se-
daj uposˇtevajmo, da je tocˇka Xs fiksna. To pomeni, da se zaprtje mnozˇice Z s
cˇasom T vzdolzˇ nestabilne mnogoterosti raztegne v poltrak, ki vkljucˇuje tudi tocˇko
X. Podobno se zgodi tudi vzdolzˇ stabilne mnogoterosti (glej Sliko 17). Torej lahko
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Slika 16. Ne-transverzalni presek stabilne in nestabilne mnogoterosti.
definiramo diskretno preslikavo F : φ−S(Z) → φT (Z) podano kot F(q) = φT+S(q),
ki prvi pas preslika v podkvasto obliko. Res, najprej ga preslika za cˇas S > 0, to
je, vrne v kvadrat Z, nato pa prenese v trak vzdolzˇ nestabilne mnogoterosti, saj
velja φT+S = φT ◦ φS. Ker sta domena in kodomena preslikave F homeomorfni
stadionu oziroma podkvi, ki smo ju definirali v prvem poglavju, to pomeni, da gre
za Smaleovo podkev.
Slika 17. Homoklinska zanka.
Sedaj si oglejmo, kaj se s tocˇkami dogaja vzdolzˇ obeh mnogoterosti. Ker tocˇka X
lezˇi na stabilni mnogoterosti, nikoli ne dosezˇe sedlaXs. Vseeno pa se ji z zaporednimi
iteracijami pocˇasi priblizˇuje. Po drugi strani pa lahko enak sklep naredimo tudi za
negativne cˇase, saj je tocˇkaX po predpostavki tudi element nestabilne mnogoterosti.
Nadalje za tocˇko F (X) velja F−m(F (X))→ Xs, ko gre m →∞, kar pa pomeni, da
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je F (X) ∈ W udis., kjer smo zW udis. tokrat oznacˇili nestabilno mnogoterost diskretnega
sistema podanega z F . Ker pa je seveda F (X) tudi element stabilne mnogoterosti
W sdis., ugotovimo, da tocˇka X v primeru homoklinske zanke ni edino presecˇiˇscˇe obeh
karakteristicˇnih krivulj. V posebnem, zaradi ujemanja mnogoterosti diskretnega in
zveznega sistema dobimo zanko s sˇtevno mnogo preseki oblike F j(X), j ∈ Z. Zaradi
ugotovitev iz prvega poglavja pa vemo tudi, da je dinamika na okolici take zanke
kaoticˇna. Natancˇneje, kaoticˇna je zˇe zgolj njena zozˇitev na omenjeno diskretno
mnozˇico presecˇiˇscˇ.
Slika 18. Homoklinska zanka s sˇtevno mnogo transverzalnimi pre-
seki (ustvarjeno po viru [3]).
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Slovar strokovnih izrazov
dynamic system dinamicˇni sistem
fixed point negibna ali fiksna tocˇka
chaotic system kaoticˇni sistem
periodic point periodicˇna tocˇka
sensitive dependence on initial data obcˇutljiva odvisnost od zacˇetnih pogojev
transitivity tranzitivnost
horseshoe map podkvasta preslikava
symbolic dynamics simbolicˇna dinamika
autonomous system avtonomni sistem
forward orbit orbita
backward orbit predorbita
saddle sedlo
stable manifold stabilna mnogoterost
unstable manifold nestabilna mnogoterost
homoclinic tangle homoklinska zanka
difference equations diferencˇne enacˇbe
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