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Resumo
O desenvolvimento de soluc¸o˜es paralelas para problemas com requisitos computacionais
elevados tem estado limitado a` explorac¸a˜o de sistemas de computac¸a˜o espec´ıficos e a` uti-
lizac¸a˜o de abstracc¸o˜es altamente conotadas com a arquitectura desses sistemas. Estes
condicionalismos teˆm um impacto altamente desencorajador na utilizac¸a˜o de clusters he-
teroge´neos – que integram mu´ltiplas tecnologias de interligac¸a˜o – quando se pretende dar
respostas capazes, tanto ao n´ıvel da produtividade, como do desempenho.
Esta dissertac¸a˜o apresenta a orientac¸a˜o ao recurso como uma nova abordagem a` pro-
gramac¸a˜o paralela, unificando no conceito de recurso as entidades lo´gicas dispersas pelos
no´s de um cluster, criadas pelas aplicac¸o˜es em execuc¸a˜o, e os recursos f´ısicos que constituem
o potencial de computac¸a˜o e comunicac¸a˜o da arquitectura alvo. O paradigma introduz
novas abstracc¸o˜es para (i) a comunicac¸a˜o entre recursos lo´gicos e (ii) a manipulac¸a˜o de re-
cursos f´ısicos a partir das aplicac¸o˜es. As primeiras garantem um interface mais conveniente
ao programador, sem comprometerem o desempenho intr´ınseco das modernas tecnologias
de comunicac¸a˜o SAN. As segundas permitem que o programador estabelec¸a, explicita-
mente, uma correspondeˆncia efectiva entre as entidades lo´gicas e os recursos f´ısicos, por
forma a explorar os diferentes padro˜es de localidade existentes na hierarquia de recursos
que resulta da utilizac¸a˜o de mu´ltiplas tecnologias SAN e mu´ltiplos no´s SMP.
O paradigma proposto traduz-se numa metodologia de programac¸a˜o concretizada na pla-
taforma mεµ, que visa a integrac¸a˜o do desenho/desenvolvimento de aplicac¸o˜es paralelas
e do processo de selecc¸a˜o/alocac¸a˜o de recursos f´ısicos em tempo de execuc¸a˜o, em am-
bientes multi-aplicac¸a˜o e multi-utilizador. Na base desta plataforma esta´ o RoCl, uma
outra plataforma, desenvolvido com o intuito de oferecer uma imagem de sistema uno. Na
arquitectura resultante, o primeiro n´ıvel, suportado pelo RoCl, garante a conectividade
entre recursos lo´gicos dispersos pelos diferentes no´s do cluster, enquanto o segundo, da
responsabilidade do mεµ, permite a organizac¸a˜o e manipulac¸a˜o desses recursos lo´gicos, a
partir de uma especificac¸a˜o inicial, administrativa, dos recursos f´ısicos dispon´ıveis.
Do ponto de vista da programac¸a˜o paralela/distribu´ıda, o mεµ integra adaptac¸o˜es e ex-
tenso˜es dos paradigmas da programac¸a˜o por memo´ria partilhada, passagem de mensagens
e memo´ria global. Numa outra vertente, esta˜o dispon´ıveis capacidades ba´sicas para a
manipulac¸a˜o de recursos f´ısicos em conjunto com facilidades para a criac¸a˜o e localizac¸a˜o
de entidades que suportam a interoperabilidade e a cooperac¸a˜o entre aplicac¸o˜es.
Abstract
The development of parallel solutions for high demanding computational problems has
been limited to the exploitation of specific computer systems and to the use of abstrac-
tions closely related to the architecture of these systems. These limitations are a strong
obstacle to the use of heterogeneous clusters – clusters that integrate multiple intercon-
nection technologies – when we intend to give capable answers to both productivity and
performance.
This work presents the resource orientation as a new approach to parallel programming,
unifying in the resource concept the logical entities spread through cluster nodes by appli-
cations and the physical resources that represent computation and communication power.
The paradigm introduces new abstractions for (i) the communication among logical re-
sources and (ii) the manipulation of physical resources from applications. The first ones
guarantee a more convenient interface to the programmer, without compromising the in-
trinsic performance of modern SAN communication technologies. The second ones allow
the programmer to explicitly establish the effective mapping between logical entities and
physical resources, in order to exploit the different levels of locality that we can find in
the hierarchy of resources that results from using distinct SAN technologies and multiple
SMP nodes.
The proposed paradigm corresponds to a programming methodology materialized in the
mεµ platform, which aims to integrate the design/development of parallel applications
and the process of selecting/allocating physical resources at execution time in multi-
application, multi-user environments. The basis for this platform is RoCl, another plat-
form, developed to offer a single system image. The first layer of the resultant architecture,
which corresponds to RoCl, guarantees the connectivity among logical resources instanti-
ated at different cluster nodes, while the second, corresponding to mεµ, allows to organize
and manipulate these logical resources, starting from an initial administrative specification
of the available physical resources.
In the context of parallel/distributed programming, mεµ integrates adaptations and ex-
tensions to the shared memory, message passing and global memory programming para-
digms. Basic capabilities for the manipulation of physical resources along with facilities
for the creation and discovery of entities that support the interoperability and cooperation
between applications are also available.
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A computac¸a˜o baseada em clusters tem vindo a assumir um papel preponderante na
construc¸a˜o de aplicac¸o˜es paralelas que apresentem n´ıveis elevados de desempenho. O
aumento do poder de ca´lculo dos no´s de um cluster, por via da vulgarizac¸a˜o das ma´quinas
SMP (Symmetric Multi-Processor), e a diminuic¸a˜o dos tempos de comunicac¸a˜o entre no´s,
por via do aparecimento das redes SAN (System Area Networks), fez com que os clusters
se viessem a transformar nos mais poderosos supercomputadores actuais.
Do ponto de vista do hardware, salvo raras excepc¸o˜es, um cluster e´ idealizado como
um conjunto de no´s homoge´neos interligados por uma u´nica tecnologia de comunicac¸a˜o
de elevado desempenho. No entanto, a aquisic¸a˜o faseada dos equipamentos usados na
construc¸a˜o de um grande cluster ou a actualizac¸a˜o parcial dos no´s de um cluster existente
levam a` perca da homogeneidade inicial, principalmente devido a` constante evoluc¸a˜o das
tecnologias de comunicac¸a˜o.
A possibilidade de se utilizarem mu´ltiplas tecnologias de interligac¸a˜o num cluster traduz-
-se em dois cena´rios poss´ıveis: (i) existeˆncia de mu´ltiplas tecnologias de comunicac¸a˜o
por ma´quina (no´s multi-interface) e (ii) criac¸a˜o de subclusters, por via da partic¸a˜o da
totalidade dos no´s de acordo com as diferentes tecnologias dispon´ıveis. A criac¸a˜o de va´rios
subclusters, um por cada tecnologia, e a interligac¸a˜o destes atrave´s de no´s multi-interface
conduzem a um cluster heteroge´neo, do ponto de vista da comunicac¸a˜o, aqui denominado
de cluster multi-SAN. No caso de os no´s do cluster serem ma´quinas SMP, utiliza-se a
designac¸a˜o cluster SMP multi-SAN.
Um cluster SMP multi-SAN constitui um sistema hiera´rquico, onde podem ser identifi-
cados treˆs n´ıveis de paralelismo: interprocessador (intrano´), interno´ (intrasubcluster) e
intersubcluster. A explorac¸a˜o eficiente deste tipo de sistemas obriga a` utilizac¸a˜o de meto-
dologias espec´ıficas, que possibilitem explorar os diversos n´ıveis de localidade presentes.
Do ponto de vista do software, os programadores codificam algoritmos paralelos para tirar
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partido da totalidade dos recursos f´ısicos (hardware) do cluster, de maneira a minimi-
zar o tempo necessa´rio para efectuar um determinado ca´lculo cient´ıfico ou de engenharia.
No entanto, sistemas de informac¸a˜o complexos apontam no sentido da integrac¸a˜o, numa
vertente cooperativa, de mu´ltiplos componentes, potencialmente desenvolvidos em diferen-
tes esta´gios e executados por diferentes utilizadores. Nestes casos, va´rios programadores
contribuem para o desenvolvimento de um sistema de aplicac¸o˜es, na˜o sendo poss´ıvel, na
construc¸a˜o de um dado componente, assumir a disponibilidade da totalidade dos recursos
do cluster.
Ao contra´rio de uma aplicac¸a˜o codificada para a resoluc¸a˜o de um dado problema de ca´lculo,
a qual se espera que termine no espac¸o de tempo mais curto poss´ıvel, produzindo os
resultados desejados, uma classe importante de aplicac¸o˜es, como por exemplo um sistema
de indexac¸a˜o Web, executa de forma permanente. O cara´cter permanente de um sistema
de aplicac¸o˜es, ou de uma simples aplicac¸a˜o, reforc¸a a eˆnfase na disponibilidade parcial
dos recursos do cluster ; os recursos devem poder ser partilhados no tempo e no espac¸o,
de modo a que va´rias aplicac¸o˜es possam coexistir. A execuc¸a˜o em lotes, tradicionalmente
utilizada na explorac¸a˜o de clusters, na˜o se coaduna com a noc¸a˜o de execuc¸a˜o permanente.
Tradicionalmente, o suporte ao desenvolvimento de aplicac¸o˜es para ambientes cluster passa
pela concepc¸a˜o de uma arquitectura de, pelo menos, duas camadas. A camada de baixo-
-n´ıvel uniformiza o acesso ao hardware variado do cluster e permite um controlo estrito da
forma como sa˜o utilizados os recursos f´ısicos, oferecendo, nomeadamente, meios para se-
lecc¸a˜o e alocac¸a˜o de: tecnologias de comunicac¸a˜o, sistemas de armazenamento, ma´quinas,
processadores, etc. A camada de alto-n´ıvel oferece uma imagem de sistema uno, materi-
alizada numa biblioteca de programac¸a˜o e num sistema de apoio a` execuc¸a˜o, escondendo
toda a complexidade associada a` selecc¸a˜o e alocac¸a˜o de recursos.
1.1 Identificac¸a˜o do problema
Ultimamente, alguns autores teˆm chamado a atenc¸a˜o para as vantagens de se usarem
metodologias espec´ıficas dos sistemas NUMA (Non Uniform Memory Access) na pro-
gramac¸a˜o de clusters SMP. Apareceram tambe´m alguns sistemas de comunicac¸a˜o que
integram mu´ltiplas tecnologias SAN. No entanto, a programac¸a˜o de clusters SMP multi-
-SAN, de forma integrada, na˜o tem sido alvo da atenc¸a˜o dos investigadores.
Habitualmente, o programador dispo˜e de uma imagem de sistema uno poderosa, mas que
na˜o permite explorar as va´rias localidades presentes num cluster SMP multi-SAN. Deste
modo, e´ vulgar assumir-se que um cluster encerra um alto n´ıvel de homogeneidade e que
deve ser visto como uma ma´quina com um grande nu´mero de processadores.
Numa outra dimensa˜o, as abstracc¸o˜es oferecidas pelas plataformas tradicionais sa˜o alta-
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mente dependentes do hardware do sistema de computac¸a˜o alvo e, como tal, sa˜o pouco
convenientes para o programador. No entanto, a concepc¸a˜o de novas camadas, como
acre´scimo a`s arquitecturas destas plataformas, com o intuito de garantir n´ıveis de abs-
tracc¸a˜o mais elevados, tem um impacto negativo no desempenho, ou seja, a eficieˆncia e´
sacrificada em prol da convenieˆncia.
Neste contexto, afigura-se essencial a definic¸a˜o de novas abordagens para a explorac¸a˜o de
clusters, que permitam atingir, simultaneamente, os dois objectivos seguintes:
• explorac¸a˜o eficiente de clusters que integrem ma´quinas multiprocessador e mu´ltiplas
tecnologias de interligac¸a˜o de elevado desempenho;
• programac¸a˜o de aplicac¸o˜es atrave´s de paradigmas bem conhecidos, enriquecidos com
facilidades para a selecc¸a˜o/alocac¸a˜o dinaˆmica de recursos f´ısicos, em ambientes multi-
-aplicac¸a˜o e multi-utilizador, numa perspectiva cooperativa.
1.2 Contribuic¸o˜es
A abordagem aqui exposta, para a explorac¸a˜o de clusters SMP multi-SAN, parte do
princ´ıpio que o programador tem interesse no conhecimento das particularidades do sis-
tema de computac¸a˜o e que, com base nesse conhecimento, as aplicac¸o˜es sa˜o desenvolvidas
de forma a explorar mais eficientemente os recursos f´ısicos dispon´ıveis. Assim, a camada
de alto-n´ıvel do sistema de explorac¸a˜o expo˜e os mecanismos de selecc¸a˜o e alocac¸a˜o de com-
ponentes hardware, na˜o tendo, portanto, a pretensa˜o de fornecer uma imagem de sistema
uno. A camada de baixo-n´ıvel deixa, deste modo, de garantir os meios para a selecc¸a˜o e
alocac¸a˜o de recursos, passando antes a assegurar uma imagem de sistema uno minimalista
(de baixo-n´ıvel). Esta imagem assegura que a poss´ıvel inabilidade do programador, no
que diz respeito ao manuseamento das particularidades do sistema de computac¸a˜o, na˜o
compromete o funcionamento das aplicac¸o˜es, embora sem garantias de n´ıveis elevados de
desempenho.
Os resultados alcanc¸ados ao longo deste trabalho de investigac¸a˜o traduzem-se numa nova
metodologia que integra, atrave´s do paradigma da orientac¸a˜o ao recurso, a modelac¸a˜o
de aplicac¸o˜es e a explorac¸a˜o cooperativa do hardware, sem comprometer os n´ıveis de
desempenho caracter´ısticos dos clusters SMP multi-SAN.
Em concreto foram criados dois novos modelos, um para a comunicac¸a˜o e outro para a
computac¸a˜o em clusters, e desenvolvidas duas bibliotecas para a explorac¸a˜o desses mo-
delos. O primeiro introduz o conceito de comunicac¸a˜o orientada ao recurso, baseando-se
na definic¸a˜o de entidades comunicantes gene´ricas e na explorac¸a˜o de um sistema de di-
recto´rio de baixo-n´ıvel pro´prio. O segundo, destinado a` programac¸a˜o de aplicac¸o˜es pa-
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ralelas cooperativas, introduz uma metodologia de programac¸a˜o que visa a integrac¸a˜o do
desenho/desenvolvimento de aplicac¸o˜es paralelas e do processo de selecc¸a˜o/alocac¸a˜o de
recursos f´ısicos em tempo de execuc¸a˜o, em ambientes multi-aplicac¸a˜o e multi-utilizador.
Os principais resultados obtidos em cada etapa deste trabalho foram sendo sucessiva-
mente publicados e validados em confereˆncias internacionais. Os artigos publicados, que
traduzem a cronologia das contribuic¸o˜es cient´ıficas mais relevantes, sa˜o os seguintes:
1. CoR’s Faster Route over Myrinet [Pina 00];
↪→ Primeira abordagem a` explorac¸a˜o de uma tecnologia de comunicac¸a˜o de elevado
desempenho numa plataforma de programac¸a˜o com um elevado n´ıvel de abstracc¸a˜o.
2. Scalable Multithreading in a Low Latency Myrinet Cluster [Alves 02b];
↪→ Adequac¸a˜o de um proto´tipo de passagem de mensagens ao desenvolvimento de
aplicac¸o˜es baseadas em mu´ltiplos fios-de-execuc¸a˜o.
3. High Performance Multithreaded Message Passing on a Myrinet Cluster [Alves 02a];
↪→ Concepc¸a˜o de sistemas de despacho de mensagens baseados em mu´ltiplos fios-de-
-execuc¸a˜o e definic¸a˜o de pol´ıticas para interacc¸a˜o com subsistemas de comunicac¸a˜o.
4. ToCL: a Thread Oriented Communication Library to Interface VIA and GM Proto-
cols [Alves 03c];
↪→ Definic¸a˜o de uma arquitectura e de um interface de comunicac¸a˜o para explorac¸a˜o
conjunta dos protocolos VIA e GM.
5. RoCL: a Resource oriented Communication Library [Alves 03b];
↪→ Introduc¸a˜o do conceito de comunicac¸a˜o orientada ao recurso e apresentac¸a˜o da
biblioteca RoCl.
6. Evaluating Applications Performance in a Multi-networked Cluster [Alves 03a];
↪→ Avaliac¸a˜o exaustiva do desempenho da biblioteca RoCl.
7. Mapping application-level components into hierarchical system resources [Alves 04b];
↪→ Definic¸a˜o de metodologias e modelos para a representac¸a˜o de recursos f´ısicos,
criac¸a˜o de entidades lo´gicas e correspondeˆncia entre ambos.
8. Deploying Applications in Multi-SAN SMP Clusters [Alves 04a];
↪→ Apresentac¸a˜o de uma metodologia para programac¸a˜o de aplicac¸o˜es em clusters
SMP multi-SAN.
9. mεµ: unifying application modeling and cluster exploitation [Alves 04c].
↪→ Apresentac¸a˜o da biblioteca mεµ e do conceito de recurso como abstracc¸a˜o para
a unificac¸a˜o da modelac¸a˜o de aplicac¸o˜es e explorac¸a˜o de clusters.
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1.3 Organizac¸a˜o da dissertac¸a˜o
Os artigos associados a este trabalho, atra´s enumerados, constituem uma alternativa a esta
dissertac¸a˜o, para aqueles que, atrave´s de uma leitura ra´pida, pretendem tomar conheci-
mento das principais ideias preconizadas. No que concerne a` dissertac¸a˜o, a organizac¸a˜o
adoptada tem como propo´sito uma apresentac¸a˜o de conceitos mais coerente e integradora,
remetendo para segundo plano a cronologia dos trabalhos.
O cap´ıtulo 2 contextualiza o trabalho desenvolvido e mostra o posicionamento do autor
face a` problema´tica da computac¸a˜o baseada em clusters. Sa˜o apresentados alguns concei-
tos importantes a` compreensa˜o do restante texto, e´ feito um levantamento dos trabalhos
que, decididamente, marcaram algumas das opc¸o˜es efectuadas ao longo do percurso que
conduziu a` escrita desta dissertac¸a˜o e, finalmente, conclui-se com a constatac¸a˜o de que
existem careˆncias ao n´ıvel da explorac¸a˜o cooperativa de clusters SMP multi-SAN.
O cap´ıtulo 3 apresenta, na sua globalidade, a metodologia de programac¸a˜o de aplicac¸o˜es
preconizada e o modelo de computac¸a˜o orientada ao recurso subjacente. Sa˜o expostos, su-
cintamente, os mecanismos de selecc¸a˜o/alocac¸a˜o de recursos f´ısicos em tempo de execuc¸a˜o
e a sua integrac¸a˜o com o processo de modelac¸a˜o da aplicac¸a˜o. No cap´ıtulo 4 da´-se continui-
dade a` exposic¸a˜o efectuada no cap´ıtulo anterior, apresentando a forma como os paradigmas
da programac¸a˜o por memo´ria partilhada, passagem de mensagens e memo´ria global sa˜o su-
portados no aˆmbito da computac¸a˜o orientada ao recurso. Mostra-se ainda a convenieˆncia
da utilizac¸a˜o do mεµ, no que diz respeito a` programac¸a˜o de aplicac¸o˜es de acordo com
metodologias e te´cnicas convencionais
O cap´ıtulo 5 apresenta a biblioteca RoCl e o modelo de comunicac¸a˜o orientada ao recurso.
Sa˜o explicados os va´rios componentes do sistema e e´ efectuada uma breve exposic¸a˜o do
interface dispon´ıvel para o programador. No cap´ıtulo 6 sa˜o apresentados detalhes de
implementac¸a˜o relativos a` explorac¸a˜o das tecnologias Myrinet e Gigabit.
O cap´ıtulo 7 pode ser visto como um complemento aos cap´ıtulos 3 e 4. E´ apresentado o
interface da biblioteca mεµ, que materializa as metodologias e modelos apresentados nos
cap´ıtulos 3 e 4, e explica-se de que forma a funcionalidade do RoCl serve de base a esta
biblioteca.
No cap´ıtulo 8 analisa-se o desempenho do mεµ, sendo tambe´m apresentados alguns mo-
delos de avaliac¸a˜o pro´prios. Ha´ ainda a preocupac¸a˜o de mostrar de que forma o sistema
se comporta em duas aplicac¸o˜es concretas.
No u´ltimo cap´ıtulo sa˜o referidas as principais contribuic¸o˜es deste trabalho e sa˜o apontadas
algumas direcc¸o˜es para trabalho futuro.
Cap´ıtulo 2
Enquadramento
O uso de clusters, para execuc¸a˜o de aplicac¸o˜es paralelas/distribu´ıdas, tem vindo a au-
mentar, especialmente devido a` vulgarizac¸a˜o das estac¸o˜es de trabalho multiprocessador e
das tecnologias de comunicac¸a˜o de elevado desempenho. O crescente interesse nos clus-
ters esteve na origem da criac¸a˜o da Computer Society Task Force on Cluster Computing
(TFCC), em 1999, por parte do IEEE, a qual produziu um white paper [Baker 00].
De acordo com a lista TOP500 [TOP500 04], revista em Junho de 2004, de entre os 500
supercomputadores mais poderosos, 291 sa˜o clusters, enquanto que em 2001 se contavam
apenas 43 e em 1999 ta˜o somente 7. Em consonaˆncia com os fortes desenvolvimentos ao
n´ıvel do hardware de suporte a` computac¸a˜o baseada em clusters, uma grande variedade
de componentes de software foram redesenhados e melhorados, por forma a garantir n´ıveis
elevados de desempenho e disponibilidade.
Neste cap´ıtulo e´ feita uma s´ıntese do estado da arte, de acordo com as seguintes vertentes:
interligac¸a˜o de no´s, gesta˜o de recursos e paradigmas de programac¸a˜o. Fundamentalmente,
e´ apresentada uma visa˜o pro´pria da computac¸a˜o baseada em clusters, tendo por objectivo
enquadrar o trabalho desenvolvido, nomeadamente no que diz respeito a` identificac¸a˜o dos
problemas que motivaram a investigac¸a˜o subjacente a esta dissertac¸a˜o.
2.1 Interligac¸a˜o de no´s
O desempenho de um sistema cluster depende, em larga medida, da largura de banda e
do tempo de resposta das tecnologias usadas na interligac¸a˜o de no´s. Uma elevada largura
de banda e um reduzido tempo de resposta sa˜o apenas alcanc¸a´veis atrave´s de hardware
de comunicac¸a˜o apropriado e de protocolos e modelos de comunicac¸a˜o eficientes.
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2.1.1 Tecnologias de comunicac¸a˜o
A simples interligac¸a˜o de ma´quinas – no´s de um cluster – atrave´s de redes de comu-
nicac¸a˜o tradicionais, como por exemplo Fast Ethernet, na˜o permite obter os desempenhos
necessa´rios a` generalidade das aplicac¸o˜es paralelas. No entanto, com a utilizac¸a˜o de no-
vas tecnologias de comunicac¸a˜o, torna-se inclusivamente poss´ıvel executar, em ambiente
cluster, aplicac¸o˜es com um elevado ra´cio comunicac¸a˜o/computac¸a˜o [Langendoen 98].
A interligac¸a˜o de no´s, num cluster moderno, faz-se por meio de comutadores de elevado
desempenho, em virtude de se ter conclu´ıdo que as tecnologias baseadas em barramentos
na˜o eram escala´veis. Esta constatac¸a˜o levou a equipa responsa´vel pelo projecto Futurebus
a desenvolver a tecnologia SCI (Scalable Coherent Interface) [Dolphin 96], a qual permite
que os no´s de um cluster partilhem partes do seu espac¸o de enderec¸amento f´ısico. A ligac¸a˜o
de no´s aos comutadores faz-se por controladores de rede, desenhados para barramentos
PCI (64bits, 66MHz) ou PCI-X (64bits, 133MHz), que dispo˜em de processadores pro´prios
para libertar os processadores das ma´quinas para computac¸a˜o u´til.
Os comutadores usados em redes cluster teˆm sido alvo de grandes desenvolvimentos, a
partir das redes Clos, por forma a conseguir a interligac¸a˜o de um nu´mero cada vez maior de
no´s [Seitz 01]. Essencialmente, teˆm sido apresentadas soluc¸o˜es com o intuito de eliminar,
do processo de desenvolvimento de software, a problema´tica da topologia. De facto, a
utilizac¸a˜o de mu´ltiplos comutadores num cluster, criando topologias complexas, implica
considerac¸o˜es particulares ao n´ıvel das bibliotecas de comunicac¸a˜o, de maneira a explorar
em condic¸o˜es o´ptimas o hardware dispon´ıvel [Etsion 99, Tam 00].
Uma das tecnologias de refereˆncia usada, actualmente, para a interligac¸a˜o dos no´s de um
cluster, e´ a tecnologia Myrinet [Boden 95], que permite alcanc¸ar de´bitos da ordem dos
2Gbits/s, em cada sentido, entre dois no´s, e tempos de resposta de cerca de 6.3µs, no
envio de mensagens de tamanho reduzido. Dado o seu elevado potencial, a tecnologia
Myrinet foi a seleccionada pelo CERN para a construc¸a˜o de um sistema de aquisic¸a˜o de
dados num acelerador de part´ıculas [Meijers 02].
Alternativas mais econo´micas, mas ainda com bons n´ıveis de desempenho, passam pela
utilizac¸a˜o de redes Gigabit Ethernet, desde que exploradas atrave´s de software conveniente,
conforme se pode constatar em [Farrell 00a]. Nesta tecnologia, e´ necessa´rio ter em conta
a variedade de oferta, quer ao n´ıvel dos comutadores quer ao n´ıvel dos controladores,
devido a` existeˆncia de numerosos fabricantes. Em [Betz 02] e´ efectuada uma comparac¸a˜o
sustentada de diversos controladores Gigabit, de diferentes fabricantes, concluindo-se que
os SysKonnect SK9821 sa˜o os que apresentam o melhor desempenho. Estes controladores
foram tambe´m os seleccionados para experieˆncias levadas a cabo no CERN [Meijers 03].
Em cena´rios reais de execuc¸a˜o de algumas aplicac¸o˜es, a tecnologia Gigabit Ethernet provou
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ser uma alternativa a` altura da Myrinet, desde que sejam usados comutadores (Gigabit)
de qualidade superior [Chen 00]. Acresce ainda que, desde 2002, existe uma norma para
desenvolver tecnologia 10Gigabit Ethernet, a qual podera´ vir a ter um impacto importante
na construc¸a˜o de sistemas de elevado desempenho [10GEA 02].
Outras tecnologias relevantes, no contexto da interligac¸a˜o de clusters, sa˜o a Sun Fire Link
Interconnect [Sistare 02], com de´bitos da ordem dos 18Gbits/s (entre ma´quinas espec´ıficas
da SUN), a Infiniband [IBTA 02], uma norma para a interligac¸a˜o de no´s computacionais
e sistemas de armazenamento, para a qual a Mellanox foi um dos primeiros fabrican-
tes a comercializar equipamentos, com de´bitos superiores a 6.5Gbits/s [Mellanox 03], e
a Quadrics [Petrini 02], que acrescenta um sistema operativo de rede capaz de garantir
toleraˆncia a faltas e oferece de´bitos superiores a 2.5Gbits/s.
2.1.2 Bibliotecas de comunicac¸a˜o de baixo-n´ıvel
A instalac¸a˜o de uma tecnologia de comunicac¸a˜o de elevado desempenho na˜o garante, por
si so´, desempenhos elevados ao n´ıvel das aplicac¸o˜es. De facto, os procedimentos impostos
pelos sistemas operativos, para a interacc¸a˜o com perife´ricos, na˜o sa˜o adequados para a
utilizac¸a˜o deste tipo de tecnologias. Se for usada a pilha TCP/IP, por exemplo, sera´
necessa´rio, ao n´ıvel das aplicac¸o˜es, recorrer a te´cnicas que permitam mascarar os atrasos
da comunicac¸a˜o [Strumpen 96] (sobrepondo comunicac¸a˜o e computac¸a˜o), te´cnicas essas
que na˜o teˆm uma aplicac¸a˜o directa na maior parte dos casos.
Com o intuito de explorar eficientemente as tecnologias SAN e trazer para as aplicac¸o˜es
o potencial do hardware de interligac¸a˜o, foram definidas arquitecturas de comunicac¸a˜o,
materializadas em bibliotecas de comunicac¸a˜o de n´ıvel utilizador, que permitem o acesso
directo ao controlador de rede e evitam a co´pia de dados [Warschko 99b]. Estas bibliotecas,
de baixo-n´ıvel pelo facto de oferecerem funcionalidade mı´nima, fazem com que o sistema
operativo na˜o tenha qualquer intervenc¸a˜o na comunicac¸a˜o e permitem que os controladores
de rede manipulem directamente os dados no espac¸o de enderec¸amento das aplicac¸o˜es.
A inclusa˜o de funcionalidades espec´ıficas no hardware de comunicac¸a˜o, para reduzir os tem-
pos de reposta na troca de informac¸a˜o, tinha ja´ sido considerada no modelo de mensagens
activas [von Eicken 92] e no interface Tempest [Reinhardt 94], para o qual e´ especificada
a plataforma de hardware Thyphoon. No contexto das tecnologias de comunicac¸a˜o actu-
ais, os processadores existentes nos controladores de rede sa˜o programados para aceder a
zonas espec´ıficas da memo´ria das aplicac¸o˜es, sendo usadas diversas te´cnicas para garantir
a protecc¸a˜o dos dados de cada aplicac¸a˜o [Dubnicki 97, Welsh 97]. Esses processadores
sa˜o tambe´m usados para executar parte do protocolo de comunicac¸a˜o, existindo a preo-
cupac¸a˜o, em determinadas bibliotecas, de rentabilizar os mu´ltiplos processadores de alguns
controladores [Shivam 02] ou dividir pelos va´rios processadores de uma ma´quina SMP as
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tarefas que o processador do controlador na˜o assume [Wong 99].
Para tornar poss´ıvel a uniformizac¸a˜o da explorac¸a˜o de equipamentos de diferentes fabri-
cantes e permitir uma maior portabilidade das aplicac¸o˜es, surgiu a norma VIA (Virtual
Interface Architecture) [Compaq 97], que especifica uma arquitectura para a interacc¸a˜o
entre sistemas de computac¸a˜o e hardware de comunicac¸a˜o de elevado desempenho. As
vantagens desta arquitectura foram amplamente enfatizadas, quer do ponto de vista co-
mercial [Clariion 98], quer do ponto de vista do desempenho, visto que muitas tecnologias
ate´ enta˜o exploradas via TCP/IP puderam ser exploradas de forma mais eficiente atrave´s
de implementac¸o˜es VIA [Farrell 00b, Speight 99].
De entre as implementac¸o˜es VIA conhecidas, pelo facto de serem de uso livre, destacam-se
o M-VIA (Modular VIA) [Bozeman 99], que inclui suporte para alguns controladores Fast
Ethernet, Gigabit Ethernet e outros, e o MyVIA [Chen 02], que permite explorar contro-
ladores Myrinet. Com o intuito de validar uma dada implementac¸a˜o VIA, desenvolvida
para suportar uma nova tecnologia ou como uma alternativa de maior desempenho, foram
tambe´m criadas ferramentas para verificar a conformidade de uma implementac¸a˜o para
com a norma [Intel 98]. Tambe´m foram desenhados sistemas para avaliac¸a˜o de desempe-
nho capazes de avaliar o impacto das diferentes estrate´gias usadas na implementac¸a˜o da
funcionalidade descrita na especificac¸a˜o VIA, entre os quais se destaca o VIBe (Virtual
Interface Benchmark) [Kutlug˘ 01].
Algumas bibliotecas de comunicac¸a˜o, como e´ o caso do M-VIA, do GAMMA [Ciaccio 99],
que permite explorar a tecnologia Fast Ethernet, e do GigaE-PM [Sumimoto 99], que
permite explorar a tecnologia Gigabit, na˜o se baseiam em funcionalidades espec´ıficas do
hardware programa´vel dos controladores de rede, com o objectivo de suportar equipa-
mentos variados e de gama baixa. No entanto, tem-se assistido ao desenvolvimento de
bibliotecas que apenas suportam equipamentos espec´ıficos, normalmente de gama alta,
tirando o ma´ximo partido dos processadores existentes nos controladores de rede, como
acontece no sistema EMP [Shivam 01] desenvolvido para o controlador Gigabit Alteon e
em variadas bibliotecas [dos Santos 99] desenvolvidas para a tecnologia Myrinet.
Dada a elevada flexibilidade do hardware Myrinet, teˆm sido investigados variados mo-
delos de comunicac¸a˜o com base em bibliotecas desenvolvidas para essa tecnologia. En-
tre os va´rios casos de sucesso destacam-se o PM [Tezuka 97], o LFC [Bhoedjang 98b], o
BIP [Geoffray 99], possuindo este a particularidade de ter sido desenhado para a operac¸a˜o
em no´s SMP, o protocolo usado no ParaStation2 [Warschko 99a] e o GM [Myricom 00],
desenvolvido e periodicamente actualizado pela Myricom (o fabricante do equipamento
Myrinet). Por motivos o´bvios, o GM e´ actualmente o sistema mais utilizado, possuindo
algumas semelhanc¸as com a arquitectura VIA, que podem ser constatadas pela ana´lise da
implementac¸a˜o VI-GM [Myricom 02] (uma implementac¸a˜o VIA sobre GM).
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Do ponto de vista da recepc¸a˜o, as bibliotecas de comunicac¸a˜o de baixo-n´ıvel teˆm que su-
portar eficientemente a chegada ass´ıncrona de mensagens. Neste aˆmbito, foram propostas
estrate´gias que combinam a sondagem e o tratamento de interrupc¸o˜es, minimizando o
tempo de resposta e o impacto na computac¸a˜o [Damianakis 97]. Em alguns casos, estas
estrate´gias sa˜o implementadas ao n´ıvel do escalonador de fios-de-execuc¸a˜o, quer seja pela
construc¸a˜o de um escalonador de n´ıvel utilizador espec´ıfico [Langendoen 96], quer seja
pela alterac¸a˜o do escalonador oferecido pelo sistema operativo [Hansen 00].
A recepc¸a˜o ass´ıncrona levanta, ainda, dificuldades na programac¸a˜o de aplicac¸o˜es, pelo
que algumas abordagens na˜o impo˜em a utilizac¸a˜o expl´ıcita de primitivas de recepc¸a˜o
nas aplicac¸o˜es. Nestas abordagens, o envio de uma mensagem desencadeia a execuc¸a˜o
automa´tica de uma rotina no destino [Bhoedjang 96] ou, em alternativa, sa˜o oferecidas
operac¸o˜es de leitura e escrita remotas – comunicac¸a˜o com um so´ interveniente – como
acontece nas bibliotecas ARMCI [Nieplocha 01] e FM [Giannini 98].
2.1.3 Integrac¸a˜o em sistemas de alto-n´ıvel
A generalidade das bibliotecas de comunicac¸a˜o de baixo-n´ıvel teˆm sido usadas para re-
duzir o peso da comunicac¸a˜o em aplicac¸o˜es desenvolvidas com base em plataformas de
programac¸a˜o paralela tradicionais. A integrac¸a˜o de bibliotecas de comunicac¸a˜o de baixo-
-n´ıvel em plataformas ja´ existentes permite alcanc¸ar melhores desempenhos nas aplicac¸o˜es,
sem que seja necessa´rio recorrer a te´cnicas espec´ıficas para esconder os tempos de resposta
elevados associados a` evocac¸a˜o de primitivas de comunicac¸a˜o [Strumpen 95], te´cnicas essas
que na˜o se adequam a todas as aplicac¸o˜es.
Algumas bibliotecas de comunicac¸a˜o exploram de forma eficiente o hardware dispon´ıvel e,
por via de um interface com abstracc¸o˜es mais elaboradas, adequam-se a` programac¸a˜o de
aplicac¸o˜es, como e´ o caso da BSPlib [Hill 98] e do Directed Point [Wang 02]. No entanto, as
bibliotecas de comunicac¸a˜o de baixo-n´ıvel oferecem, normalmente, funcionalidades muito
ba´sicas, pouco convenientes a` programac¸a˜o de aplicac¸o˜es paralelas. A definic¸a˜o de uma
camada individualizada, para interface com o hardware de comunicac¸a˜o, permite que as
plataformas de programac¸a˜o paralela sejam facilmente adaptadas a novas tecnologias e
que quaisquer melhoramentos ao n´ıvel da comunicac¸a˜o sejam perfeitamente localizados.
Neste sentido, surgiram verso˜es do MPICH para tirar partido do BIP [Geoffray 01], do
GM [Geoffray 02] ou do PM [O’Carroll 98] e assim explorar a tecnologia de comunicac¸a˜o
Myrinet. Tambe´m em relac¸a˜o ao VIA foram realizados estudos no sentido de comprovar a
sua adequabilidade a` computac¸a˜o paralela/distribu´ıda [Begel 02, Brightwell 00] e fizeram-
-se adaptac¸o˜es do MPICH e do PVM sobre M-VIA [Pant 99, Espenica 02]. Em plataformas
menos vulgares, no contexto da programac¸a˜o paralela, tambe´m tem havido esforc¸os no
sentido de suportar tecnologias de comunicac¸a˜o de elevado desempenho, como se pode
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confirmar pelas implementac¸o˜es DECK sobre SCI [de Oliveira 01] e TreadMarks sobre
VIA [Banikazemi 01] e por algumas tentativas de adequar o CORBA ao funcionamento
das bibliotecas de comunicac¸a˜o de baixo-n´ıvel [Kurmann 03, Kuhns 99].
Numa outra vertente, alguns investigadores propuseram a implementac¸a˜o de servic¸os
espec´ıficos sobre bibliotecas de baixo n´ıvel, servic¸os esses que podem ser usados pelas
aplicac¸o˜es. Sa˜o exemplos deste tipo de abordagem algumas implementac¸o˜es de estruturas
de dados distribu´ıdas [Gribble 00, Bhoedjang 98a] e de barreiras [Buntinas 01].
Dado que a generalidade das aplicac¸o˜es e plataformas de computac¸a˜o paralela foram, no
passado, desenvolvidas sobre TCP/IP, tem havido tambe´m algumas tentativas de explo-
rar, a partir da pro´pria pilha TCP/IP, tecnologias de comunicac¸a˜o de elevado desempenho,
como acontece no SOVIA [Kim 01] e no Sockets-GM [Fischer 02]. Tal abordagem permite
aumentar, significativamente, a portabilidade das aplicac¸o˜es, no que diz respeito a`s tec-
nologias de comunicac¸a˜o, dado que existe uma uniformizac¸a˜o do interface. No entanto, o
modelo de comunicac¸a˜o do TCP/IP, apesar de conveniente, na˜o permite explorar de forma
eficiente tecnologias de comunicac¸a˜o de elevado desempenho [Barak 99].
Neste contexto, alguns autores propuseram a criac¸a˜o de bibliotecas/sistemas de comu-
nicac¸a˜o de n´ıvel interme´dio, capazes de integrar va´rios subsistemas de comunicac¸a˜o –
bibliotecas de comunicac¸a˜o de baixo-n´ıvel e respectivas tecnologias de comunicac¸a˜o – e
oferecer um interface u´nico, para o desenvolvimento de aplicac¸o˜es ou plataformas de alto-
-n´ıvel. Estas bibliotecas, das quais o Madeleine [Bouge´ 98] e o Panda [Ru¨hl 96] sa˜o dois
bons exemplos, aumentam significativamente a portabilidade das aplicac¸o˜es.
2.1.4 Suporte multitecnologia
Os no´s de um cluster sa˜o, na generalidade dos casos, interligados por uma u´nica tecnologia
de comunicac¸a˜o de elevado desempenho – no´s homoge´neos, do ponto de vista comunica-
cional. A instalac¸a˜o de va´rios clusters, cada um constitu´ıdo por no´s homoge´neos, numa
dada instituic¸a˜o, e´ tambe´m vulgar, fundamentalmente para efeitos de comparac¸a˜o de tec-
nologias: Myrinet versus SCI [Seifert 00], VIA versus SCI [de Oliveira 00], etc.
Neste contexto, poder-se-a´ considerar a constituic¸a˜o de um cluster de no´s heteroge´neos, a
partir de subclusters que integram apenas no´s homoge´neos. Estes subclusters sera˜o inter-
ligados por no´s que disponham de um controlador de rede por cada tecnologia envolvida
– no´s multiconectados. Um cluster deste tipo devera´ ser explorado como se fosse um
sistema de computac¸a˜o u´nico e, eventualmente, as aplicac¸o˜es (ou partes das aplicac¸o˜es)
em execuc¸a˜o nos no´s multiconectados devera˜o poder tirar partido das va´rias tecnologias
dispon´ıveis. No entanto, este tipo de explorac¸a˜o requer que as bibliotecas de comunicac¸a˜o
suportem mu´ltiplas tecnologias.
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As bibliotecas de n´ıvel interme´dio podem ser consideradas uma primeira aproximac¸a˜o ao
suporte multitecnologia, atendendo a que a definic¸a˜o de uma camada de uniformizac¸a˜o,
do ge´nero da pilha TCP/IP, na˜o e´ uma soluc¸a˜o deseja´vel. No sistema Nexus [Foster 94],
o suporte a` execuc¸a˜o em ambientes heteroge´neos, em especial a utilizac¸a˜o simultaˆnea de
mu´ltiplos protocolos de comunicac¸a˜o, e´ fixado como objectivo essencial. No entanto, este
sistema na˜o e´ apropriado para a operac¸a˜o num ambiente cluster onde, apesar de existi-
rem mu´ltiplos subclusters, esta´ em causa unicamente tecnologia de elevado desempenho.
Noutros sistemas, caso do Panda, por exemplo, o objectivo e´ a portabilidade, isto e´, a
possibilidade de compilar uma aplicac¸a˜o para diferentes arquitecturas alvo, na˜o sendo
suportada a execuc¸a˜o de uma aplicac¸a˜o num ambiente heteroge´neo.
Deste modo, teˆm vindo a surgir soluc¸o˜es espec´ıficas, como e´ o caso da biblioteca de co-
municac¸a˜o de n´ıvel interme´dio Madeleine II [Aumage 00], a qual integra SCI, Myrinet e
Ethernet, efectuando o reencaminhamento de mensagens ao n´ıvel dos no´s multiconectados,
e do sistema DECK [Barreto 00], ao qual foi adicionada funcionalidade para o reencami-
nhamento entre tecnologias SCI e Myrinet. Recorrendo a` implementac¸a˜o MPICH sobre
Madeleine II, por exemplo, os programadores podera˜o utilizar, numa aplicac¸a˜o, proces-
sadores dispersos por no´s de diferentes subclusters, sendo automaticamente seleccionada,
por cada par de processadores, a tecnologia de comunicac¸a˜o mais adequada. A biblio-
teca Proteus [Chiu 02] vai ainda mais longe, permitindo que duas entidades troquem de
protocolo de comunicac¸a˜o em tempo de execuc¸a˜o.
Para a operac¸a˜o de clusters geograficamente distantes, um outro n´ıvel de reencaminha-
mento, mais oneroso, baseado no TCP, pode ainda ser considerado. O PM2 [Planquelle 99],
por exemplo, inclui essa funcionalidade e, no projecto Albatross [Bal 99], o Panda foi
adaptado tambe´m nesse sentido. Para efeitos de interoperabilidade de diferentes imple-
mentac¸o˜es MPI, o IMPI (Interoperable MPI) [George 00] usa uma abordagem similar.
2.2 Gesta˜o de recursos
A variedade de recursos f´ısicos existentes num sistema de computac¸a˜o, nomeadamente num
cluster composto por va´rios subclusters, levanta dificuldades ao n´ıvel da administrac¸a˜o e,
principalmente, da utilizac¸a˜o ao n´ıvel das aplicac¸o˜es. Tais dificuldades sera˜o maiores se no
cluster estiverem a ser executadas va´rias aplicac¸o˜es sob controlo de mu´ltiplos utilizadores.
2.2.1 Administrac¸a˜o e monitorizac¸a˜o
A explorac¸a˜o de um cluster implica a instalac¸a˜o, em cada no´, de um sistema operativo,
normalmente o Linux por ser um sistema aberto, e de uma ou mais plataformas de ex-
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plorac¸a˜o. Para tornar o procedimento de instalac¸a˜o mais conveniente, principalmente em
clusters com um elevado nu´mero de no´s, teˆm surgido ferramentas, com e´ o caso do NPACI
Rocks [Papadopou. 01] e do C3 Tools Suite [Flanery 00], que exploram a clonagem de
discos e as facilidades de configurac¸a˜o remota para instalar, de forma ra´pida, o sistema
Linux nos va´rios no´s de um cluster. Esta abordagem e´ va´lida essencialmente em clusters
Beowulf [Becker 95], nos quais pode ser identificado um sistema principal e mu´ltiplos no´s
computacionais com caracter´ısticas ideˆnticas (do ponto de vista do hardware).
As tarefas relacionadas com a gesta˜o dos va´rios no´s de um cluster, como por exemplo
a gesta˜o de verso˜es do software instalado, gesta˜o de processos, etc., sa˜o tambe´m mo-
tivo de preocupac¸a˜o dos administradores. Algumas plataformas, como por exemplo o
MSC.Linux [MSC 01] e o Scyld Beowulf [Scyld 01], incluem verso˜es modificadas do Linux,
tendo-lhes sido acrescentados comandos e utilita´rios que visam facilitar a administrac¸a˜o.
A monitorizac¸a˜o do estado de cada no´ e´ tambe´m uma funcionalidade geralmente ofere-
cida aos administradores de um cluster ou mesmo aos simples utilizadores, para que estes
possam tomar deciso˜es relativamente ao arranque de aplicac¸o˜es. Geralmente, a partir
de um no´ do cluster, pretende-se saber quais os no´s que se encontram activos, a carga
computacional de cada um, a temperatura dos processadores, etc. Ferramentas como o
Ganglia [RegentsUC 02] e o M3C [Geist 00] permitem visualizar este tipo de informac¸o˜es
atrave´s de interfaces Web ou de aplicac¸o˜es cliente espec´ıficas, consultando, de forma trans-
parente, servic¸os remotos em execuc¸a˜o em cada no´ computacional.
A um n´ıvel mais baixo, pode ainda efectuar-se a monitorizac¸a˜o da tecnologia de inter-
ligac¸a˜o dos no´s do cluster. Este procedimento visa, essencialmente, detectar falhas do equi-
pamento e pontos de congestionamento. No caso da tecnologia Myrinet, esta˜o dispon´ıveis
para este efeito algumas funcionalidades, ao n´ıvel do hardware e do software [Finucane 02].
Por forma a facilitar tanto a instalac¸a˜o como a monitorizac¸a˜o e a normal utilizac¸a˜o
de um cluster, isto e´, o desenvolvimento e execuc¸a˜o de aplicac¸o˜es, foram criados paco-
tes de software que incluem: sistema operativo, normalmente o Linux com alterac¸o˜es
e acre´scimos pontuais, ferramentas para instalac¸a˜o, utilita´rios para gesta˜o centralizada,
servic¸os de monitorizac¸a˜o e plataformas para desenvolvimento. O OSCAR [OCG 01] e o
SCE [ParGrpKU 01] sa˜o dois exemplos deste tipo de pacotes de software.
2.2.2 Imagem de sistema uno
A natureza distribu´ıda e heteroge´nea dos recursos f´ısicos de um cluster dificulta a tarefa
dos programadores. Uma imagem de sistema uno corresponde a uma ilusa˜o, criada por
hardware ou software, que permite explorar a totalidade de recursos como um u´nico recurso
unificado mais poderoso. Esta imagem pode ser criada a diferentes n´ıveis [Buyya 01], desde
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o n´ıvel do sistema operativo ao n´ıvel da aplicac¸a˜o.
Ao n´ıvel do sistema operativo, foram feitos alguns esforc¸os no sentido de adaptar soluc¸o˜es
ja´ existentes a` operac¸a˜o em ambiente cluster, garantindo balanceamento de carga e elevada
disponibilidade a` custa de mecanismos de migrac¸a˜o de processos. O GLUnix [Ghormley 98]
e o MOSIX [Barak 98] sa˜o dois bons exemplos deste tipo de abordagem, os quais sa˜o
vulgarmente designados por sistemas operativos de n´ıvel utilizador. O SCore-D [Hori 99]
e´ tambe´m um sistema operativo de n´ıvel utilizador, mas, ao contra´rio do GLUnix e do
MOSIX, distingue entre aplicac¸o˜es paralelas e aplicac¸o˜es normais, tratando de escalonar,
no universo de todos os no´s, apenas os processos das aplicac¸o˜es paralelas.
O STORM [Frachten. 02], embora na˜o suporte a migrac¸a˜o de processos, inclui mecanis-
mos para o escalonamento em ambientes cluster, permitindo tambe´m que a totalidade dos
recursos seja explorada como um todo. O escalonamento das tarefas de uma aplicac¸a˜o em
sistemas multicluster, isto e´, no contexto de mu´ltiplos clusters interligados via Internet,
tambe´m foi explorado em alguns trabalhos. Em [Nieuwpoort 01] e´ apresentado um escalo-
nador que, com base em anotac¸o˜es colocadas numa aplicac¸a˜o Java, e´ capaz de rentabilizar
os recursos de dois clusters, sem que a ligac¸a˜o de baixo desempenho, usada para chegar
de um cluster a outro, prejudique significativamente o tempo de execuc¸a˜o das aplicac¸o˜es.
Ao n´ıvel da aplicac¸a˜o, sa˜o bons exemplos de implementac¸a˜o de imagens de sistema uno os
servic¸os Web desenvolvidos para suportar taxas de pedidos elevadas a` custa da utilizac¸a˜o
de mu´ltiplos servidores. Nestes sistemas, sa˜o usados mecanismos automa´ticos de distri-
buic¸a˜o dos pedidos, por parte de um servidor de interface, e os clientes na˜o teˆm a noc¸a˜o
da existeˆncia de um cluster de servidores Web (imagem de sistema uno), como e´ o caso do
Linux Virtual Server [Zhang 00]. O Network Dispatcher [Hunt 98], o ONE-IP [Damani 97]
e o NLB [Microsoft 00] sa˜o abordagens similares, embora implementadas a um n´ıvel mais
baixo e, portanto, mais gene´ricas.
2.2.3 Selecc¸a˜o e alocac¸a˜o
A execuc¸a˜o de aplicac¸o˜es num cluster requer meios para a selecc¸a˜o, reserva e alocac¸a˜o de
recursos, principalmente se se tratar de um ambiente multi-aplicac¸a˜o e multi-utilizador.
Alguns sistemas de escalonamento de tarefas, como e´ o caso do PBS [Jones 01], permitem
que o utilizador indique, via linha de comando, a lista de recursos (processadores, memo´ria,
disco, etc.) que devem ser assegurados antes da execuc¸a˜o da tarefa.
Para a especificac¸a˜o gene´rica dos recursos dispon´ıveis num cluster, em [Brune 99] e´ pro-
posta uma linguagem espec´ıfica bem como um interface gra´fico, o qual facilita a descric¸a˜o
de sistemas de computac¸a˜o complexos (em termos de heterogeneidade e topologia). Esta
linguagem de descric¸a˜o de recursos permite, tambe´m, descrever servic¸os e requisitos asso-
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ciados a tarefas computacionais. O sistema de gesta˜o de recursos do CCS [Keller 01] usa
tais facilidades para tomar deciso˜es de escalonamento.
Num ambiente altamente dinaˆmico, onde as aplicac¸o˜es ou processos/fios-de-execuc¸a˜o das
aplicac¸o˜es aparecem e desaparecem de forma ass´ıncrona e a um ritmo elevado, sa˜o ne-
cessa´rios mecanismos para tratar eficientemente a alocac¸a˜o e libertac¸a˜o de recursos. Em
[Ramamoor. 97] e´ apresentado um mecanismo baseado em testemunhos e calenda´rios que
permite melhorar o desempenho das infra-estruturas de escalonamento.
Apesar de os escalonadores desempenharem um papel importante na selecc¸a˜o e alocac¸a˜o de
recursos, muitas vezes e´ o programador quem acaba por decidir directamente a localizac¸a˜o
de processos, sem ter em considerac¸a˜o o sistema de gesta˜o de recursos. Deste modo,
o sistema PLUS [Brune 97] propo˜e algumas primitivas adicionais que permitem, num
programa PVM ou MPI, interactuar com o sistema de gesta˜o de recursos.
No sentido de contemplar a manipulac¸a˜o de recursos em larga escala, foi proposto, no
aˆmbito do projecto Globus [Foster 97], um servic¸o de directo´rio distribu´ıdo [Fitzgerald 97],
que inclui um modelo de dados, para a representac¸a˜o da estrutura de recursos e do estado
destes, e um interface de programac¸a˜o baseados em LDAP. Para ale´m da infra-estrutura
de representac¸a˜o e consulta, a manipulac¸a˜o de recursos a esta escala requer te´cnicas de
co-alocac¸a˜o [Bucur 03], isto e´, te´cnicas para alocac¸a˜o simultaˆnea, em va´rios clusters, de
processadores e outros recursos necessa´rios a uma dada tarefa.
2.3 Paradigmas de programac¸a˜o
O desenvolvimento de aplicac¸o˜es paralelas esta´ intimamente ligado a` computac¸a˜o de ele-
vado desempenho, mais especificamente a` resoluc¸a˜o de problemas de dimensa˜o cada vez
maior, ja´ que, no aˆmbito de um problema de dimensa˜o fixa, a lei de Amdahl impo˜e li-
mitac¸o˜es quanto aos recursos computacionais utilizados [Worley 02, Gustafson 88].
Dependendo da natureza do problema a resolver, a escolha do modelo de programac¸a˜o e´
crucial, quer do ponto de vista da programabilidade quer do ponto de vista do desempe-
nho. Os modelos/paradigmas de programac¸a˜o poss´ıveis num cluster constitu´ıdo por no´s
SMP podem ser classificados de acordo com 3 eixos [Gropp 95]: espac¸o de enderec¸amento,
processos versus fios-de-execuc¸a˜o e heterogeneidade. Neste contexto, sa˜o de seguida apre-
sentados os quatro paradigmas mais relevantes.
2.3.1 Memo´ria partilhada
O paradigma da memo´ria partilhada baseia-se na utilizac¸a˜o de mu´ltiplos fios-de-execuc¸a˜o,
partilhando um espac¸o de enderec¸amento u´nico. De entre as va´rias implementac¸o˜es de
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sistemas de suporte a mu´ltiplos fios-de-execuc¸a˜o, para as quais [Kavi 99] faz um levanta-
mento exaustivo, as mais divulgadas sa˜o as que seguem a norma POSIX, a qual estabelece
um interface de programac¸a˜o sem especificar pormenores de implementac¸a˜o. De facto, es-
sas implementac¸o˜es teˆm tido grande aceitac¸a˜o no mundo UNIX, tendo sido extensivamente
analisadas e comparadas [Garcia 00].
A grande preocupac¸a˜o ao n´ıvel dos sistemas de suporte a` programac¸a˜o com mu´ltiplos fios-
-de-execuc¸a˜o prende-se com os tempos de comutac¸a˜o de contexto entre fios-de-execuc¸a˜o.
Na verdade, tem havido alguma discussa˜o relativamente ao papel do sistema operativo
no escalonamento dos fios-de-execuc¸a˜o e as duas implementac¸o˜es da´ı decorrentes – fios-
-de-execuc¸a˜o de n´ıvel utilizador ou de n´ıvel sistema – teˆm sido amplamente confronta-
das [Cohen 98]. Apesar de as implementac¸o˜es de n´ıvel utilizador garantirem, pressuposta-
mente, tempos de comutac¸a˜o mais baixos, na˜o permitem utilizar os mu´ltiplos processado-
res de uma ma´quina SMP. Ale´m disso, obrigam, em alguns casos, a alterac¸o˜es ao sistema
operativo, como acontece na biblioteca Marcel [Danjean 00], colocando em causa a por-
tabilidade. No caso do GNU Portable Threads [Engelschall 00] e´ usada uma abordagem
que na˜o recorre a tais alterac¸o˜es, mas em contrapartida as limitac¸o˜es desta biblioteca sa˜o
mais acentuadas.
Com o aparecimento das implementac¸o˜es NGPT [Abt 02] e NPTL [Drepper 03], a pro-
blema´tica entre os dois tipos de abordagens atenuou-se. A primeira utiliza uma abor-
dagem h´ıbrida, isto e´, permite que os fios-de-execuc¸a˜o de uma aplicac¸a˜o se dividam por
va´rios fios-de-execuc¸a˜o de n´ıvel sistema, tal como acontece no Solaris, e garante tempos de
execuc¸a˜o muito baixos, apesar de ser uma abordagem h´ıbrida. A segunda, que substituiu
o LinuxThreads no RedHat 9.0, apesar de manter a filosofia original do LinuxThreads –
fios-de-execuc¸a˜o de n´ıvel sistema – consegue superar o desempenho da generalidade das
implementac¸o˜es de n´ıvel utilizador.
No entanto, para suporte ao paralelismo de gra˜o fino1, tem havido a preocupac¸a˜o de
desenvolver plataformas espec´ıficas [Price 03]. De facto, neste aˆmbito, na˜o so´ o tempo de
comutac¸a˜o de contexto devera´ ser reduzido como tambe´m a criac¸a˜o e destruic¸a˜o de fios-de-
-execuc¸a˜o devera˜o ser expeditas. Em particular, teˆm sido apresentadas va´rias abordagens
em torno do conceito de Nanothreading [Nikolopou. 99a, Nikolopou. 99b].
Do ponto de vista da utilizac¸a˜o de fios-de-execuc¸a˜o, o programador devera´ ter em atenc¸a˜o
que, na generalidade dos casos, e´ necessa´rio recorrer a mecanismos de sincronizac¸a˜o e
que a criac¸a˜o de um elevado nu´mero de fios-de-execuc¸a˜o levara´ a` inevita´vel degradac¸a˜o
do desempenho. Em [Welsh 00] sa˜o apresentadas algumas te´cnicas para a construc¸a˜o de
sistemas concorrentes, com o intuito de manter o nu´mero de fios-de-execuc¸a˜o relativamente
1Note-se que qualquer sistema de fios-de-execuc¸a˜o suporta o paralelismo de gra˜o fino quando comparado
com um sistema baseado em processos.
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baixo, independentemente do nu´mero de tarefas a serem executadas.
Dado que a utilizac¸a˜o expl´ıcita de fios-de-execuc¸a˜o, recorrendo por exemplo ao interface
POSIX, e´ considerada pouco conveniente para os programadores desenvolverem aplicac¸o˜es,
foi criada uma norma para expressar o paralelismo das aplicac¸o˜es atrave´s de directivas de
compilac¸a˜o – o OpenMP [Dagum 98]. Estas directivas sa˜o usadas pelo compilador para
a criac¸a˜o e coordenac¸a˜o dos fios-de-execuc¸a˜o necessa´rios, sendo poss´ıvel, em alguns casos,
manter o mesmo desempenho que seria alcanc¸ado com a utilizac¸a˜o directa de fios-de-exe-
cuc¸a˜o [Dedu 00]. De igual forma, no sistema Cilk [Blumofe 95] sa˜o propostas extenso˜es a`
linguagem C, juntamente com um escalonador pro´prio, garantindo-se n´ıveis excepcionais
de desempenho a` custa de algumas imposic¸o˜es ao n´ıvel do modelo de programac¸a˜o.
2.3.2 Passagem de mensagens
O paradigma da passagem de mensagens e´, sem du´vida, o mais utilizado na programac¸a˜o de
aplicac¸o˜es paralelas, no contexto da computac¸a˜o baseada em clusters, por via da grande
implantac¸a˜o do MPI (Message Passing Interface) [Snir 95] e do PVM (Parallel Virtual
Machine) [Geist 94], duas especificac¸o˜es para bibliotecas de programac¸a˜o. No caso do
MPI, e´ de realc¸ar o MPICH [Gropp 96], a implementac¸a˜o mais divulgada devido a ser de
uso livre e suportar uma grande variedade de tecnologias de comunicac¸a˜o.
Na programac¸a˜o por passagem de mensagens sa˜o normalmente usados processos para ma-
terializar as entidades envolvidas na troca de mensagens e, por definic¸a˜o, na˜o ha´ partilha
do espac¸o de enderec¸amento. No entanto, ao n´ıvel da implementac¸a˜o do sistema de passa-
gem de mensagens, podem ser explorados mecanismos para optimizar a comunicac¸a˜o entre
entidades em execuc¸a˜o num mesmo no´, os quais, habitualmente, se baseiam em memo´ria
partilhada ou abordagens similares. No MPICH-PM/CLUMP [Takahashi 99], por exem-
plo, foi acrescentada uma primitiva ao sistema operativo para possibilitar a leitura de
dados entre processos num mesmo no´.
Apesar das diferenc¸as de ra´ız do PVM e MPI [Gropp 98], pode ser estabelecido um paralelo
entre ambos [Geist 96], da´ı resultando um conjunto de funcionalidades de refereˆncia no
panorama da programac¸a˜o por passagem de mensagens. No entanto, os programadores,
de acordo com a especificidade das aplicac¸o˜es, acabam por usar apenas um subconjunto
das potencialidades dispon´ıveis nestes dois sistemas.
Neste contexto, surgiram alguns sistemas de passagem de mensagens que na˜o implemen-
tam determinadas funcionalidades relacionadas com contextos de comunicac¸a˜o, operac¸o˜es
colectivas, servic¸o de identificac¸a˜o, diferentes modos de envio e recepc¸a˜o, tratamento de
mensagens ass´ıncronas, etc. Assim, estes sistemas sa˜o mais simples, facilitando a experi-
mentac¸a˜o de novas te´cnicas, por parte dos investigadores, e reduzindo o tempo de apren-
2.3 Paradigmas de programac¸a˜o 19
dizagem daqueles que comec¸am a programar aplicac¸o˜es paralelas. O MP Lite [Turner 01]
e´ um destes sistemas, implementando um subconjunto das primitivas do MPI. De igual
forma, no Para++ [Coulaud 95] foram seleccionadas algumas funcionalidades comuns ao
PVM e ao MPI, por forma a produzir uma biblioteca com um interface de programac¸a˜o
u´nico capaz de explorar ambos os sistemas.
A programac¸a˜o por passagem de mensagens recorre frequentemente a operac¸o˜es colectivas,
que, na sua vertente mais simples, correspondem a` difusa˜o selectiva de mensagens, ou seja
ao envio ato´mico de uma mensagem a um grupo de entidades. No contexto de um cluster,
a optimizac¸a˜o destas operac¸o˜es tem merecido especial atenc¸a˜o [Huse 99, Thakur 03]. Na
verdade, as tecnologias de comunicac¸a˜o t´ıpicas de um cluster impo˜em a utilizac¸a˜o de funci-
onalidades especiais implementadas ao n´ıvel dos subsistemas de comunicac¸a˜o [Verstoep 96,
Sun 02] ou a utilizac¸a˜o de a´rvores de dispersa˜o, cuja construc¸a˜o, ao n´ıvel da plataforma
de passagem de mensagens, pode recorrer a algoritmos distribu´ıdos complexos [Singh 98].
Ainda no aˆmbito das operac¸o˜es colectivas, mais propriamente da difusa˜o selectiva, os meca-
nismos de gesta˜o de membros de um grupo podera˜o ir desde as abordagens esta´ticas, usadas
no MPI, por exemplo, a`s abordagens dinaˆmicas centralizadas, caso do DECK [Cassali 00],
do ALMI [Pendarakis 01] e do PVM, ou mesmo distribu´ıdas, usando conceitos P2P (Peer-
-to-Peer), como acontece no Scribe [Castro 02].
Para fazer face a` crescente heterogeneidade de determinados sistemas de computac¸a˜o,
teˆm surgido adaptac¸o˜es de soluc¸o˜es tradicionais, caso do MPICH-G [Foster 98], uma im-
plementac¸a˜o MPI para ambientes Grid, e inclusivamente novas soluc¸o˜es, como e´ o caso
do DataExchange [Eisenhauer 98], o qual aposta na vertente cooperativa das aplicac¸o˜es,
suportando diversidade aplicacional.
Algumas plataformas de programac¸a˜o paralela orientada por objectos (por exemplo, o
DPC+ [Silveira 00]) e aquelas que oferecem a evocac¸a˜o remota como mecanismo de in-
teracc¸a˜o entre entidades (caso do RMI [Philippsen 00] e do GMI [Maassen 02]) podem
tambe´m ser consideradas casos particulares da passagem de mensagens.
2.3.3 Memo´ria global
O paradigma da memo´ria global, que e´ vulgarmente denominado de memo´ria partilhada
virtual, memo´ria partilhada distribu´ıda ou simplesmente memo´ria partilhada, confundin-
do-se neste caso com a explorac¸a˜o de mu´ltiplos fios-de-execuc¸a˜o, baseia-se na criac¸a˜o de
um espac¸o de enderec¸amento global, agregando a memo´ria dispon´ıvel nos va´rios no´s de um
cluster. Os dados neste espac¸o de enderec¸amento sa˜o lidos ou escritos, concorrentemente,
pelos va´rios processos de uma aplicac¸a˜o dispersos pelos no´s do cluster.
O grau de complexidade das va´rias implementac¸o˜es poss´ıveis para suporte a este paradigma
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dependem do modelo de coereˆncia adoptado e do consequente n´ıvel de abstracc¸a˜o oferecido
aos programadores [Adve 96]. De facto, num sistema com va´rios no´s computacionais,
garantir uma semaˆntica correcta para as va´rias operac¸o˜es de leitura e escrita de memo´ria,
por natureza concorrentes, requer a constante troca de mensagens, sendo necessa´rio relaxar
os modelos de coereˆncia, de forma a minimizar o nu´mero dessas mensagens [Keleher 92].
Em [Amza 96] sa˜o apresentados alguns pormenores relativos a` plataforma TreadMarks,
uma biblioteca de primitivas, para programac¸a˜o em memo´ria partilhada distribu´ıda, intei-
ramente constru´ıda com base nas tradicionais funcionalidades do sistema Unix. A elevada
portabilidade desta abordagem permitiu que muitas aplicac¸o˜es sequenciais fossem parale-
lizadas mediante este paradigma. Por outro lado, o suporte a` execuc¸a˜o em larga escala
– ambiente Web, por exemplo – levou a` inclusa˜o de mecanismos adicionais para lidar
com a heterogeneidade e com questo˜es de controlo de acesso e seguranc¸a [Baratloo 96].
No entanto, por questo˜es de eficieˆncia, algumas plataformas exploram caracter´ısticas par-
ticulares dos sistemas de computac¸a˜o, como acontece no Brazos [Speight 97], onde sa˜o
exploradas especificidades do Windows NT e, em particular, mu´ltiplos fios-de-execuc¸a˜o e
te´cnicas de difusa˜o selectiva para diminuir o nu´mero de mensagens trocadas.
Em algumas aplicac¸o˜es, quando e´ usado o paradigma da memo´ria global, teˆm sido consta-
tados n´ıveis baixos de desempenho, por comparac¸a˜o com implementac¸o˜es, dessas mesmas
aplicac¸o˜es, que recorrem a` passagem de mensagens [Lu 95, Klaiber 94]. A principal des-
vantagem da maioria dos sistemas que criam a ilusa˜o de um espac¸o de enderec¸amento
global e´ o facto de esconderem a hierarquia de memo´ria NUMA do hardware subjacente.
De facto, ao estabelecerem uma vista horizontal (com um u´nico n´ıvel) para a memo´ria,
estes sistemas dificultam o papel do programador no que diz respeito a` explorac¸a˜o da
localidade e a` identificac¸a˜o do efeito dos padro˜es de acesso aos dados no desempenho da
aplicac¸a˜o. Esta e´, na realidade, a principal raza˜o para o baixo desempenho de algumas
aplicac¸o˜es desenvolvidas de acordo com o paradigma da memo´ria global.
Neste sentido, surgiram abordagens que permitem a gesta˜o expl´ıcita, por parte do pro-
gramador, da hierarquia de memo´ria de um cluster. Um exemplo paradigma´tico desta
abordagem e´ a plataforma Global Arrays [Nieplocha 96b], na qual o programador movi-
menta explicitamente dados do espac¸o de enderec¸amento global (um vector ou uma matriz
distribu´ıdos) para estruturas de dados locais, tirando partido de operac¸o˜es de leitura e es-
crita remotas. Estas operac¸o˜es sa˜o oferecidas por uma biblioteca de comunicac¸a˜o espec´ıfica
denominada ARMCI [Nieplocha 99]. Uma abordagem similar foi adoptada na plataforma
GAMESS [Olson 03].
Do ponto de vista do modelo de coereˆncia, os sistemas de memo´ria partilhada distribu´ıda
mais ba´sicos, dos quais o sistema Midway [Bershad 93] e´ pioneiro, integram primitivas
para, explicitamente, se adquirir acesso a uma zona de memo´ria e, apo´s a sua leitura ou
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escrita, se libertar essa zona. O Global Arrays e o GAMESS apresentam abordagens se-
melhantes. No entanto, o facto de a hierarquia de memo´ria ser exposta ao programador
permite distinguir, no pro´prio programa, acessos locais de acessos remotos. No Global
Arrays foi, inclusivamente, introduzido um terceiro n´ıvel de acesso, atrave´s do Disk Resi-
dent Arrays [Nieplocha 96a], que alarga o modelo original a` movimentac¸a˜o de dados entre
memo´ria principal e memo´ria secunda´ria.
2.3.4 Modelos h´ıbridos
A combinac¸a˜o de va´rios modelos de programac¸a˜o, no desenvolvimento de uma u´nica
aplicac¸a˜o, traduz a assunc¸a˜o da heterogeneidade do sistema de computac¸a˜o; em alguns
casos, o sistema de computac¸a˜o propicia a escrita de programas heteroge´neos, do ponto
de vista do modelo de programac¸a˜o usado. Num cluster de no´s multiprocessador, por
exemplo, e´ natural reconhecer que, ao n´ıvel de cada no´, o paradigma da memo´ria parti-
lhada e´ o mais adequado, enquanto que, entre dois no´s, a troca de informac¸a˜o devera´ ser
efectuada por via da passagem de mensagens. Tomando como refereˆncia os treˆs modelos
de programac¸a˜o apresentados – memo´ria partilhada, passagem de mensagens e memo´ria
global – podem ser estabelecidos quatro modelos h´ıbridos.
O primeiro, o modelo h´ıbrido mais comum, combina passagem de mensagens e memo´ria
partilhada, numa tentativa de tirar partido dos no´s multiprocessador de um cluster,
como referido anteriormente, e/ou conseguir a sobreposic¸a˜o da computac¸a˜o com a co-
municac¸a˜o [Felten 92]. Vulgarmente sa˜o usados o MPI e o OpenMP, em conjunto [He 02,
Cappello 00], contornando-se, ao n´ıvel da aplicac¸a˜o, as deficieˆncias que o MPI apresenta
no suporte a` utilizac¸a˜o de fios-de-execuc¸a˜o. Teˆm ainda surgido abordagens no sentido
de acrescentar ao MPI suporte gene´rico para mu´ltiplos fios-de-execuc¸a˜o [Protopopov 01,
Chowdappa 94], destacando-se, neste contexto, a nova especificac¸a˜o MPI-2 [Huss-Led. 97].
Em relac¸a˜o ao PVM, o TPVM [Ferrari 95] e o LPVM [Zhou 98] constituem abordagens
similares.
Algumas plataformas foram desenhadas de ra´ız para suportar um modelo h´ıbrido de pas-
sagem de mensagens e memo´ria partilhada, como e´ o caso do Chant [Haines 94], onde
fios-de-execuc¸a˜o dispersos pelos no´s de um cluster podem trocar mensagens entre si,
e do PM2 [Namyst 95], em que sa˜o suportadas evocac¸o˜es remotas em ambiente multi-
fio- -de-execuc¸a˜o. Outras, como sejam o SIMPLE [Bader 99], o Sputnik [Peisert 01] e o
Kelp [Baden 00], para ale´m de combinarem de ra´ız a passagem de mensagens e a memo´ria
partilhada, fazem uma abordagem mais metodolo´gica a` programac¸a˜o de clusters SMP, in-
troduzindo abstracc¸o˜es pro´prias para lidar com o paralelismo multin´ıvel e com a hierarquia
do hardware do sistema de computac¸a˜o.
O segundo modelo h´ıbrido, um pouco mais invulgar, baseia-se na combinac¸a˜o do para-
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digma da memo´ria partilhada com o da memo´ria global. No sistema Brazos [Speight 98b],
por exemplo, e´ inclu´ıdo suporte para mu´ltiplos fios-de-execuc¸a˜o, ao n´ıvel da aplicac¸a˜o,
podendo-se considerar que e´ oferecido um modelo de programac¸a˜o h´ıbrido. No entanto,
apenas a abordagem DSA (Distributed Shared Array) [Xu 99], a qual expo˜e a organizac¸a˜o
hiera´rquica do cluster ao programador, permite o controlo expl´ıcito da distribuic¸a˜o dos
dados e a consequente explorac¸a˜o da localidade por via do suporte multi-fio-de-execuc¸a˜o
em Java.
O terceiro modelo h´ıbrido diz respeito a` utilizac¸a˜o conjunta da passagem de mensagens
e da memo´ria global. Va´rios autores teˆm argumentado que, dada a natureza do hard-
ware de comunicac¸a˜o de um cluster, um modelo de programac¸a˜o baseado unicamente no
paradigma da memo´ria global na˜o permite explorar eficientemente esse sistema de com-
putac¸a˜o [Kranz 93, Frank 93]. O pro´prio Global Arrays inclui primitivas para o envio
e recepc¸a˜o de mensagens [Nieplocha 02], tendo tambe´m sido testadas tais funcionalida-
des numa versa˜o experimental do sistema Brazos [Speight 98a]. No sistema Charlotte
[Karl 98] e´ proposto um esquema de anotac¸o˜es a`s rotinas escritas em Java, atrave´s do
qual o programador indica em que circunstaˆncias o sistema devera´ usar passagem de men-
sagens, em vez de memo´ria partilhada distribu´ıda, para o acesso a objectos distribu´ıdos.
O quarto modelo h´ıbrido, o modelo de exceleˆncia, sera´ aquele que combina os treˆs pa-
radigmas, optando pelo mecanismo mais adequado, automaticamente ou com base em
indicac¸o˜es directas ou indirectas do programador, consoante o hardware dispon´ıvel e a
aplicac¸a˜o em execuc¸a˜o. Seguem esta abordagem os sistemas Athapascan [Roch 03] e
MPC++ [Ishikawa 99]; no primeiro caso, o programador dispo˜e de primitivas para criac¸a˜o
de fios-de-execuc¸a˜o, troca de mensagens e partilha de dados, enquanto no segundo, com
um n´ıvel de integrac¸a˜o superior, sa˜o oferecidos mecanismos de evocac¸a˜o remota, aponta-
dores para memo´ria global e facilidades para a sincronizac¸a˜o de objectos C++. Tambe´m a
especificac¸a˜o CoR [Moreira 01] e o respectivo proto´tipo pCoR [Pina 02] teˆm por objectivo
oferecer um modelo de programac¸a˜o deste tipo.
2.4 Ep´ılogo
A integrac¸a˜o de va´rias tecnologias de interligac¸a˜o, para a construc¸a˜o de clusters hete-
roge´neos, tem motivado o desenvolvimento de bibliotecas de comunicac¸a˜o de n´ıvel in-
terme´dio que na˜o introduzem abstracc¸o˜es relevantes, quando comparadas com as abs-
tracc¸o˜es de mais baixo n´ıvel. Basicamente, e´ oferecida comunicac¸a˜o entre no´s do cluster
ou, em alguns casos, comunicac¸a˜o entre processos/processadores ou portas criadas para
o efeito, cabendo aos programadores a responsabilidade pela associac¸a˜o entre entidades
aplicacionais e pontos de comunicac¸a˜o. Esta situac¸a˜o cria condic¸o˜es para a investigac¸a˜o
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de novos paradigmas adaptados a`s necessidades de comunicac¸a˜o entre entidades lo´gicas
usadas para materializar abstracc¸o˜es de alto-n´ıvel.
O desenvolvimento de aplicac¸o˜es paralelas requer abstracc¸o˜es de alto-n´ıvel, que podem
ser desenvolvidas sobre bibliotecas de comunicac¸a˜o de n´ıvel interme´dio. Geralmente, o
objectivo principal de tais abstracc¸o˜es e´ a explorac¸a˜o eficiente dos recursos dispon´ıveis,
ficando para segundo plano a simplificac¸a˜o do processo de modelac¸a˜o de uma aplicac¸a˜o,
nomeadamente quando o programador pretende modelar a aplicac¸a˜o como uma colecc¸a˜o de
fios-de-execuc¸a˜o que partilham recursos. Em alguns casos, o suporte multi-fio-de-execuc¸a˜o
e´ espec´ıfico (proprieta´rio), o que dificulta a utilizac¸a˜o de mo´dulos que utilizam fios-de-exe-
cuc¸a˜o POSIX, especialmente em sistemas Linux. Interessa pois criar abstracc¸o˜es que
facilitem a modelac¸a˜o de aplicac¸o˜es, mas que na˜o comprometam a utilizac¸a˜o de soluc¸o˜es
gene´ricas.
Para explorar os mu´ltiplos n´ıveis de localidade que e´ poss´ıvel identificar num cluster,
alguns autores propuseram modelos de programac¸a˜o que combinam va´rios paradigmas. No
entanto, na generalidade dos casos, o n´ıvel do subcluster na˜o e´ considerado, apesar de ser
previs´ıvel o aparecimento de partic¸o˜es tecnolo´gicas num cluster inicialmente homoge´neo,
do ponto de vista da tecnologia de comunicac¸a˜o. O estabelecimento da correspondeˆncia
entre entidades lo´gicas e recursos f´ısicos devera´ contemplar a hierarquia de hardware de um
cluster heteroge´neo e permitir inclusivamente a manipulac¸a˜o de clusters geograficamente
distantes.
O recurso a abstracc¸o˜es de alto-n´ıvel na˜o pode comprometer o desempenho oferecido
pelo hardware de comunicac¸a˜o. O suporte a` combinac¸a˜o de mu´ltiplos paradigmas de
programac¸a˜o e´ importante para a obtenc¸a˜o de soluc¸o˜es eficientes, sem comprometer a
convenieˆncia. A criac¸a˜o de abstracc¸o˜es que possam servir os va´rios paradigmas e, simul-
taneamente, contemplar a selecc¸a˜o e alocac¸a˜o de recursos e´ essencial para garantir o grau
de aceitac¸a˜o de novas contribuic¸o˜es no domı´nio da programac¸a˜o paralela.
A criac¸a˜o de mecanismos para a especificac¸a˜o quer dos elementos f´ısicos constituintes de
um cluster quer da sua pro´pria organizac¸a˜o constitui um contributo importante para a
problema´tica da selecc¸a˜o e alocac¸a˜o de recursos. Com o crescente interesse em torno da
Grid e da metacomputac¸a˜o, este aspecto assumiu extrema importaˆncia. No entanto, ape-
sar do elevado grau de desenvolvimento das soluc¸o˜es dispon´ıveis neste domı´nio, na˜o foram
ainda criadas abstracc¸o˜es e mecanismos que, de forma integrada, permitam manipular
recursos f´ısicos e entidades aplicacionais.
Cap´ıtulo 3
Computac¸a˜o orientada ao recurso
Num passado recente, os clusters assumiram um papel importante na execuc¸a˜o de pro-
gramas paralelos para resoluc¸a˜o de problemas de ı´ndole cient´ıfica. Essencialmente, os
programadores procuravam ambientes de desenvolvimento e execuc¸a˜o que permitissem a
explorac¸a˜o do cluster como se se tratasse de uma colecc¸a˜o de processadores.
Actualmente, e a` medida que novos modelos de programac¸a˜o e sistemas de explorac¸a˜o sa˜o
desenvolvidos, os clusters comec¸am a tornar-se uma opc¸a˜o interessante para o suporte de
sistemas de informac¸a˜o complexos. Neste aˆmbito, ha´ todo o interesse em integrar variados
componentes de software, constituindo verdadeiros sistemas de aplicac¸o˜es cooperantes.
A natureza hiera´rquica dos clusters SMP tem motivado a investigac¸a˜o de modelos de pro-
gramac¸a˜o apropriados a` explorac¸a˜o das localidades resultantes dos dois n´ıveis de parale-
lismo: interprocessador (intrano´) e interno´. No entanto, a utilizac¸a˜o eficiente e conveniente
dos clusters SMP multi-SAN e o suporte a` execuc¸a˜o de mu´ltiplas aplicac¸o˜es cooperantes
motivam, ainda, a investigac¸a˜o de novas abordagens.
Neste cap´ıtulo e´ introduzido um novo modelo para a explorac¸a˜o de clusters SMP multi-
-SAN, o qual se baseia no paradigma da orientac¸a˜o ao recurso.
3.1 Arquitectura do sistema de explorac¸a˜o
A utilizac¸a˜o de mu´ltiplas tecnologias SAN num cluster traduz-se na existeˆncia de no´s
multi-interface e partic¸o˜es tecnolo´gicas (subclusters). Os no´s multi-interface podem ser
utilizados para interligar mu´ltiplos subclusters, sendo o garante da conectividade total
dos no´s de um cluster. A figura 3.1(a) apresenta um exemplo de um cluster SMP multi-
-SAN, combinando as tecnologias Myrinet e Gigabit, que constitui a plataforma de ex-
perimentac¸a˜o subjacente a esta dissertac¸a˜o. Neste cluster, podem ser identificados dois
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grupos de ma´quinas biprocessador e um de ma´quinas quadriprocessador. Os dois primeiros
grupos constituem duas partic¸o˜es tecnolo´gicas, uma Myrinet e outra Gigabit, enquanto
que o u´ltimo, por integrar ma´quinas conectadas aos comutadores das duas tecnologias de
comunicac¸a˜o, serve de elo de ligac¸a˜o. Todas as ma´quinas do cluster esta˜o ligadas por via
de um comutador Fast Ethernet.
Gigabit Ethernet (1 Gbit/s)
...
...
Fast Ethernet (100 Mbits/s) ...
Myrinet (2 Gbits/s)













Figura 3.1: Explorac¸a˜o de um cluster SMP multi-SAN.
3.1.1 Imagem de sistema uno de n´ıvel comunicacional
Com o intuito de explorar eficientemente um cluster do ge´nero do representado na fi-
gura 3.1(a), foi desenhada uma biblioteca de comunicac¸a˜o orientada ao recurso – o RoCl
(Resource oriented Communication library) – que combina as bibliotecas de comunicac¸a˜o
de baixo-n´ıvel GM e M-VIA, de forma a oferecer servic¸os de passagem de mensagens e de
leitura/escrita remotas entre entidades aplicacionais dispersas pelos va´rios no´s computa-
cionais. O conceito de comunicac¸a˜o orientada ao recurso deriva do facto de se considerar
que as entidades dotadas de capacidade comunicacional constituem um conjunto de recur-
sos aplicacionais que, uma vez registados (publicados) aquando da sua criac¸a˜o, podem ser
localizados a partir de qualquer componente software a executar no cluster, por forma a
que se estabelec¸am parcerias comunicacionais.
O conceito de comunicac¸a˜o orientada ao recurso impo˜e a utilizac¸a˜o de um servic¸o de di-
recto´rio adequado a` operac¸a˜o em ambiente cluster. Este servic¸o tira partido das topologias
de interligac¸a˜o de um cluster multi-SAN e, principalmente, explora o facto de todos os
no´s de um cluster se encontrarem, normalmente, interligados por uma tecnologia de co-
municac¸a˜o de base, como Fast Ethernet, vulgarmente usada para operac¸o˜es de instalac¸a˜o,
manutenc¸a˜o e gesta˜o.
No sentido de assegurar a execuc¸a˜o de sistemas de aplicac¸o˜es complexos, esta biblioteca
foi desenhada por forma a proporcionar uma plataforma de comunicac¸a˜o com suporte
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nativo para mu´ltiplos fios-de-execuc¸a˜o. Desta forma, os recursos aplicacionais podem ser
animados por fios-de-execuc¸a˜o, cabendo ao RoCl oferecer uma imagem de sistema uno,
suportada pelo directo´rio e pela integrac¸a˜o de diferentes tecnologias de comunicac¸a˜o. A
figura 3.1(b) ilustra a camada RoCl sobre as bibliotecas de comunicac¸a˜o de baixo-n´ıvel
GM e M-VIA e sobre o servic¸o de directo´rio, escondendo a heterogeneidade comunicacional
do cluster multi-SAN.
E´ importante referir que, apesar de esta imagem de sistema uno garantir a total conecti-
vidade de entidades criadas sem qualquer preocupac¸a˜o de organizac¸a˜o, o desempenho de
uma aplicac¸a˜o dependera´ fortemente do local (no´ do cluster) escolhido para cada uma das
entidades aplicacionais.
3.1.2 Modelac¸a˜o e explorac¸a˜o unificadas
A organizac¸a˜o das entidades que constituem uma aplicac¸a˜o devera´, na medida do poss´ıvel,
ir de encontro a` pro´pria organizac¸a˜o dos recursos f´ısicos do cluster. Neste sentido, foi dese-
nhado um sistema de suporte a` execuc¸a˜o – o mεµ (Modelling applications and Exploiting
clusters through a Unified abstraction layer) – que fornece mecanismos para a organizac¸a˜o
de entidades aplicacionais.
As abstracc¸o˜es oferecidas pelo mεµ destinam-se a auxiliar o programador na construc¸a˜o de
sistemas de aplicac¸o˜es cooperantes, permitindo um controlo expl´ıcito dos recursos f´ısicos
dispon´ıveis. Com base num conjunto reduzido de conceitos, o programador e´ capaz de
modelar aplicac¸o˜es que facilmente se adequam a` estrutura de recursos f´ısicos do cluster.
Basicamente, esta abordagem parte do princ´ıpio que o programador e´ capaz de interpretar
a complexidade do hardware que compo˜e o cluster e que pode, portanto, ajudar o sistema
de suporte a` execuc¸a˜o na criac¸a˜o de componentes lo´gicos.
Visto que a imagem de sistema uno oferecida pelo RoCl na˜o inclui quaisquer mecanismos
para a criac¸a˜o de entidades lo´gicas, cabe integralmente ao mεµ o papel de suportar a
selecc¸a˜o de recursos f´ısicos com vista a` materializac¸a˜o de um dado componente software.
Para o efeito, o mεµ utiliza o servic¸o de directo´rio para armazenar cada um dos recursos
f´ısicos do cluster e a informac¸a˜o relativa a` forma como esses recursos esta˜o organizados.
Esta representac¸a˜o dos recursos f´ısicos permite que o programador e o sistema de suporte
a` execuc¸a˜o, em conjunto, tomem deciso˜es quanto ao posicionamento de entidades lo´gicas,
tendo em vista a explorac¸a˜o dos va´rios n´ıveis de localidade de um cluster SMP multi-SAN.
Tendo em conta o percurso seguido na construc¸a˜o de uma aplicac¸a˜o, pode-se dizer que o
mεµ constitui uma metodologia de programac¸a˜o que inclui as seguintes fases:
• especificac¸a˜o da hierarquia de recursos f´ısicos que constituem o cluster ;
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• modelac¸a˜o da aplicac¸a˜o ou do conjunto de aplicac¸o˜es cooperantes do sistema;
• estabelecimento da correspondeˆncia entre componentes aplicacionais (entidades lo´-
gicas) e recursos f´ısicos.
3.2 Recursos f´ısicos e lo´gicos
As duas primeiras fases da metodologia de programac¸a˜o mεµ exigem abstracc¸o˜es que
facilitem o desenho de aplicac¸o˜es e a manipulac¸a˜o eficiente dos recursos f´ısicos de um
cluster. A manipulac¸a˜o de recursos f´ısicos, nomeadamente a selecc¸a˜o e a alocac¸a˜o de re-
cursos, exige formalismos e mecanismos adequados para a sua representac¸a˜o e organizac¸a˜o.
O desenvolvimento de aplicac¸o˜es paralelas/distribu´ıdas que tirem partido de um cluster
SMP multi-SAN requer abstracc¸o˜es apropriadas a` modelac¸a˜o de componentes software em
consonaˆncia com a organizac¸a˜o dos recursos hardware.
3.2.1 Antecedentes
O paradigma da orientac¸a˜o ao recurso e´ o resultado do desenvolvimento dos conceitos
principais de ce´lula, opera˜o e gene propostos no Modelo de Computac¸a˜o Celular [Pina 97],




Figura 3.2: Constituic¸a˜o da abstracc¸a˜o recurso.
Na sua definic¸a˜o primordial, o recurso e´ uma entidade ba´sica de computac¸a˜o e de pro-
gramac¸a˜o cujo comportamento assenta nos elementos constitutivos vis´ıveis na figura 3.2:
• ascendente – uma refereˆncia usada para ligar um recurso, no momento da sua criac¸a˜o,
a um outro recurso seu ascendente;
• identificador – um ı´ndice e um nome (opcional) que identificam univocamente o
recurso no contexto do recurso ascendente;
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• atributo – uma refereˆncia a um objecto que regista o estado inicial do recurso, no mo-
mento da sua criac¸a˜o, e pode ser usado para inquirir ou alterar o seu comportamento
e propriedades actuais;
• realizac¸a˜o - uma refereˆncia ao objecto de computac¸a˜o que e´ a realizac¸a˜o concreta do
recurso no sistema hospedeiro;
• consisteˆncia – uma refereˆncia ao objecto usado para controlar os modos de acesso a
um recurso e manter a coereˆncia de estado entre todas as suas representac¸o˜es.
O desejo de animar o modelo de computac¸a˜o celular deu posteriormente lugar a` realizac¸a˜o
do ambiente de programac¸a˜o DoTS [Oliveira 97], uma biblioteca implementada sobre PVM
que combinava memo´ria partilhada distribu´ıda com passagem de mensagens e fios-de-exe-
cuc¸a˜o.
Posteriormente, a necessidade de formalizar o paradigma da orientac¸a˜o ao recurso esteve na
base da dissertac¸a˜o de mestrado com o t´ıtulo ”CoRes: Computac¸a˜o orientada ao Recurso
- uma especificac¸a˜o” [Moreira 01]. Este trabalho desenvolveu, enriqueceu e generalizou
o conceito de recurso, dando lugar a um refinamento da sua constituic¸a˜o que doravante
passa a contemplar os elementos constitutivos contentor, organizador, executor, valor,
caixa postal, porto e sincronizador, que traduzem a funcionalidade das classes de recursos
enta˜o usados para a construc¸a˜o de aplicac¸o˜es, ou seja, domı´nios, grupos, tarefas, dados,
portos, guardas e barreiras.
Este trabalho prossegue o desenvolvimento do paradigma da orientac¸a˜o ao recurso atrave´s
do refinamento da constituic¸a˜o da entidade ba´sica, da criac¸a˜o de novos esquemas para a
organizac¸a˜o de recursos f´ısicos/lo´gicos e da redefinic¸a˜o das classes de recursos pre´-definidas.
Outras contribuic¸o˜es incluem a redefinic¸a˜o e a extensa˜o da metodologia de programac¸a˜o
impl´ıcita no paradigma da orientac¸a˜o ao recurso que passa a incluir o estabelecimento
expl´ıcito da correspondeˆncia entre a hierarquia de recursos lo´gicos de uma aplicac¸a˜o e
a hierarquia que representa a estrutura f´ısica da arquitectura alvo. Os melhoramentos
introduzidos po˜em a eˆnfase na comunicac¸a˜o de elevado desempenho orientada ao recurso,
para permitir a utilizac¸a˜o mais eficiente do hardware e, desta forma, alcanc¸ar os melhores
n´ıveis poss´ıveis de desempenho, a partir do conhecimento dos diferentes n´ıveis de localidade
existentes num cluster SMP multi-SAN.
3.2.2 Entidades para a modelac¸a˜o de recursos
No mεµ, a modelac¸a˜o dos recursos f´ısicos de um cluster e dos componentes lo´gicos das
aplicac¸o˜es que nele executam – recursos lo´gicos – faz-se atrave´s de sete entidades, repre-
sentadas graficamente na figura 3.3, cujo propo´sito/significado e´ o seguinte:
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• domı´nio – usado para agrupar/delimitar entidades relacionadas;
• opera˜o – usado para suportar o contexto de execuc¸a˜o onde tarefas e blocos de
memo´ria sa˜o criados;
• tarefa – um fio-de-execuc¸a˜o que suporta passagem de mensagens de gra˜o-fino;
• caixa postal – um reposito´rio para/de onde as tarefas enviam/retiram mensagens;
• bloco de memo´ria – uma zona de memo´ria cont´ıgua que suporta acessos de lei-
tura/escrita remotos;
• agregador de memo´ria – usado para encadear mu´ltiplos blocos de memo´ria;
• subtractor – usado para suportar a reserva de recursos.
Domínio Operão Tarefa Caixa postal Bloco Agregador Subtractor
Figura 3.3: Representac¸a˜o gra´fica dos recursos.
A cada entidade, para ale´m de uma identificac¸a˜o, pode ser associada uma lista de proprie-
dades, por forma a evidenciar a presenc¸a de caracter´ısticas ou estipular valores que quanti-
ficam ou clarificam aspectos relevantes. A uma dada entidade tarefa, por exemplo, podera˜o
ser associadas as propriedades Resultado=histograma, Tempo=10 e ComputIntensiva; a
primeira clarificara´ o objectivo da tarefa, a segunda quantificara´ a sua durac¸a˜o e a u´ltima
indicara´ a presenc¸a de operac¸o˜es que exigem, essencialmente, tempo de processador.
Na modelac¸a˜o de aplicac¸o˜es, os domı´nios permitem organizar recursos lo´gicos representa-
dos pelas demais cinco entidades (opero˜es, tarefas, caixas postal, blocos e agregadores),
sendo portanto denominados domı´nios lo´gicos. Na modelac¸a˜o de recursos f´ısicos sa˜o usa-
dos unicamente os domı´nios, ficando reservado a`s propriedades o papel de inventariac¸a˜o
dos recursos f´ısicos propriamente ditos, isto e´, um domı´nio f´ısico engloba um determinado
conjunto de recursos hardware caracterizados por uma lista de propriedades.
3.2.3 Organizac¸a˜o ba´sica
Dada a natureza intrinsecamente hiera´rquica dos clusters SMP multi-SAN, uma a´rvore
e´ a estrutura mais indicada para dispor os distintos recursos f´ısicos. De igual forma, a
modelac¸a˜o de uma aplicac¸a˜o compreende a definic¸a˜o de uma hierarquia de entidades, com
o intuito de garantir uma fa´cil correspondeˆncia entre componentes aplicacionais e recursos
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f´ısicos. A figura 3.4 apresenta duas hierarquias de recursos, uma para a especificac¸a˜o dos
recursos f´ısicos de um cluster simples (figura 3.4(a)) e outra para a modelac¸a˜o de uma


















Figura 3.4: Organizac¸a˜o de recursos f´ısicos e lo´gicos.
Numa hierarquia de domı´nios f´ısicos, os domı´nios de n´ıvel mais elevado (topo da a´rvore)
introduzem recursos gerais, isto e´, recursos comuns a va´rios no´s do cluster. Os domı´nios
correspondentes a`s folhas da a´rvore englobam os recursos hardware mais espec´ıficos, mas
ainda suscept´ıveis de serem manipulados pelo sistema de explorac¸a˜o.
Dependendo da capacidade do sistema de explorac¸a˜o para manipular (alocar, reservar,
etc.) recursos a um n´ıvel mais fino, algumas propriedades podem ser transformadas em
subdomı´nios, cabendo tal decisa˜o ao administrador, que e´ o responsa´vel pela criac¸a˜o da
hierarquia de domı´nios f´ısicos. Na figura 3.4(a), as propriedades CPU=2, usadas na carac-
terizac¸a˜o de domı´nios que representam ma´quinas, podem tornar-se subdomı´nios – cada no´
ma´quina passaria a ter tantos subdomı´nios CPU quantos os seus processadores – desde
que o sistema de explorac¸a˜o seja capaz de manipular directamente o recurso processador.
As hierarquias usadas para representar componentes aplicacionais incluem mu´ltiplas en-
tidades de tipos distintos, as quais sa˜o encadeadas de acordo com regras preestabelecidas
(ver secc¸a˜o 3.2.6). A modelac¸a˜o hiera´rquica de aplicac¸o˜es esta´ em conformidade com o
modelo dividir para conquistar, o qual tem sido utilizado em ambientes de programac¸a˜o
que visam explorar mu´ltiplos clusters [Nieuwpoort 02].
Cada no´ de uma a´rvore de recursos herda as propriedades do seu ascendente, as quais sa˜o
reunidas com as que directamente lhe foram associadas. Desta forma, e´ poss´ıvel atribuir
uma determinada propriedade a todos os no´s de uma suba´rvore atrave´s da simples asso-
ciac¸a˜o da propriedade em causa a` ra´ız dessa suba´rvore. O domı´nio No´ A1 da figura 3.4(a)
reunira´, portanto, as propriedades Arq=Intel, Myrinet, CPU=2 e Mem=512.
A localizac¸a˜o de recursos (f´ısicos ou lo´gicos) numa dada hierarquia faz-se mediante a espe-
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cificac¸a˜o da lista de propriedades que os caracterizam. O sistema de explorac¸a˜o percorre
a a´rvore de recursos e localiza a entidade cujas propriedades acumuladas satisfac¸am os
requisitos indicados pelo programador. Na figura 3.4(a), qualquer um dos domı´nios No´ A
sera´ resposta aos requisitos (Myrinet) ∧ (CPU=2).
Se as propriedades especificadas pelo programador, para a localizac¸a˜o de recursos, se
encontram dispersas pelas va´rias entidades de uma dada suba´rvore, a estrate´gia de desco-
berta devolve a ra´ız dessa suba´rvore. Para combinar as propriedades de todos os no´s de
uma suba´rvore na sua ra´ız, o sistema recorre a` sintetizac¸a˜o. Assim, o domı´nio Cluster da
figura 3.4(a) preenche os requisitos (Myrinet) ∧ (CPU=2*n)1.
3.2.4 Vistas
A heranc¸a e a sintetizac¸a˜o na˜o permitem reunir os recursos dispersos por duas ou mais
suba´rvores distintas, a na˜o ser que as ra´ızes dessas suba´rvores correspondam ao grupo de
descendentes de um dado no´. Ainda em relac¸a˜o a` figura 3.4(a), se o programador pretender
individualizar dois no´s do cluster em particular, totalizando quatro processadores, na˜o tem
qualquer domı´nio dispon´ıvel para o efeito, isto e´, nenhum domı´nio preenche cabalmente
os requisitos (CPU=4).
Na verdade, as relac¸o˜es normais de ascendeˆncia/descendeˆncia de uma estrutura em a´rvore
na˜o permitem a constituic¸a˜o de vistas alternativas, tendo como objectivo a interpretac¸a˜o
dos recursos envolvidos de acordo com os interesses do programador num dado momento.
Na pra´tica, seria u´til a introduc¸a˜o de domı´nios virtuais, simbolizando vistas diferentes,
mas sem comprometer as vistas inerentes a` organizac¸a˜o de base. A abordagem aqui
apresentada introduz a relac¸a˜o original/pseudo´nimo e a partilha de propriedades, como
resposta a` necessidade de criac¸a˜o dinaˆmica de vistas.
Nó A Nó ANó A ...1 n2
Cluster
Duo
Figura 3.5: Definic¸a˜o de uma vista atrave´s de um pseudo´nimo.
A criac¸a˜o de um pseudo´nimo implica designar um ascendente e um ou mais no´s originais.
Na figura 3.5, o domı´nio Duo, representado a tracejado, e´ um pseudo´nimo cujos originais,
1n diz respeito ao nu´mero de no´s do cluster.
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ligados a si por setas a tracejado, sa˜o os domı´nios No´ A1 e No´ A2. Este pseudo´nimo
partilhara´ as propriedades dos seus originais e herdara´ as propriedades do seu ascendente
(o domı´nio Cluster). Por regra, para ale´m das propriedades obtidas por via da heranc¸a (a
partir do seu ascendente) e da sintetizac¸a˜o (a partir do seus descendentes), um pseudo´nimo
reunira´ as propriedades directamente associadas aos seus originais bem como as previa-
mente herdadas ou sintetizadas por estes.
Combinando relac¸o˜es de original/pseudo´nimo e ascendente/descendente, e´ poss´ıvel repre-
sentar plataformas de hardware complexas e oferecer aos programadores mecanismos para
criac¸a˜o dinaˆmica de vistas, de acordo com os requisitos das aplicac¸o˜es. Esta flexibilidade
(para definic¸a˜o de vistas) constitui uma inovac¸a˜o importante, relativamente a`s aborda-
gens mais comuns para especificac¸a˜o de recursos de um sistema de computac¸a˜o, como por
exemplo a plataforma RSD [Brune 99].
3.2.5 Ca´lculo de propriedades
O processo de obtenc¸a˜o das propriedades de uma entidade tera´ que levar em conta, para
ale´m dos mecanismos de heranc¸a, sintetizac¸a˜o e partilha de propriedades, a natureza de
cada uma das propriedades. Na verdade, as propriedades que incluem um nome e um
valor podera˜o incluir ainda uma func¸a˜o de acumulac¸a˜o destinada ao ca´lculo de uma nova
propriedade, num determinado no´ de uma a´rvore de recursos, a partir de duas ou mais
propriedades que possuam o mesmo nome. Os passos associados a` obtenc¸a˜o das propri-
edades de uma entidade sa˜o os representados pela operac¸a˜o P(), descrita em linguagem
algor´ıtmica na figura 3.6.
No algoritmo apresentado, a operac¸a˜o 5 representa a acumulac¸a˜o de propriedades (com
base nas operac¸o˜es de acumulac¸a˜o associadas), enquanto que a operac¸a˜o OP() designa a
obtenc¸a˜o, a partir do directo´rio RoCl, das propriedades directamente associadas a uma
entidade e as operac¸o˜es recursivas IP(), SiP() e ShP() implementam, respectivamente, os
mecanismos de heranc¸a, sintetizac¸a˜o e partilha. A figura 3.7 apresenta o funcionamento da
operac¸a˜o P(), com base num exemplo em que se assume que as propriedades com valores
especificados sa˜o acumula´veis, tendo associada, como operac¸a˜o de acumulac¸a˜o, a adic¸a˜o
de inteiros.
Dado que a existeˆncia de pseudo´nimos pode levar a que uma entidade obtenha mais
que uma vez a mesma propriedade, a aplicac¸a˜o das operac¸o˜es de acumulac¸a˜o apenas
podera´ ter lugar quando todas as propriedades tiverem sido reunidas. Ale´m disso, as
propriedades acumula´veis devera˜o ser etiquetadas com a respectiva origem, por forma a
evitar a eliminac¸a˜o de falsas repetic¸o˜es, visto que a normal reunia˜o de propriedades elimina
as que possuem nomes e valores ideˆnticos.
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P (x)
return(5(OP (x) ∪ IP (x) ∪ SiP (x) ∪ ShP (x)));
IP (x)
y ← ancestor(x);
foreach z ∈ ({y} ∪ originals(y))
p← p ∪OP (z) ∪ IP (z);
return(p);
SiP (x)
foreach y ∈ descendants(x)
origs← origs ∪ originals(y);
foreach y ∈ (descendants(x) ∪ origs)
p← p ∪OP (y) ∪ SiP (y);
return(p);
ShP (x)
foreach y ∈ originals(x)
p← p ∪ P (y);
return(p);
Figura 3.6: Ca´lculo das propriedades de uma entidade.
3.2.6 Encadeamento de entidades
O domı´nio e´ o principal elemento estruturador de aplicac¸o˜es. Na verdade, as tarefas, os
blocos de memo´ria e as caixas postal sa˜o sempre no´s terminais (folhas) da a´rvore subjacente
a` hierarquia representativa de uma aplicac¸a˜o, enquanto que os opero˜es e os agregadores
de memo´ria, embora na˜o sejam terminais, impo˜em limitac¸o˜es quanto a`s suba´rvores que a
partir deles se podem construir.
Basicamente, as restric¸o˜es ao encadeamento de entidades sa˜o as seguintes:
• as tarefas, os blocos de memo´ria e as caixas postal sa˜o sempre no´s terminais;
• na cadeia de ascendeˆncia, isto e´, na cadeia de no´s ate´ a` ra´ız da a´rvore, de uma tarefa
ou de um bloco de memo´ria tera´ que existir um opera˜o;
• na cadeia de ascendeˆncia de um opera˜o, agregador de memo´ria ou caixa postal tera´
que existir um domı´nio que represente um sistema de computac¸a˜o;
• na cadeia de ascendeˆncia de um opera˜o na˜o pode existir qualquer outro opera˜o;
• um agregador de memo´ria tera´ como descendentes apenas blocos de memo´ria.
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Figura 3.7: Reunia˜o de propriedades.
Se se considerarem, tambe´m, as relac¸o˜es de pseudon´ımia presentes numa hierarquia mεµ,
os mecanismos de verificac¸a˜o das restric¸o˜es apresentadas tera˜o que refinar o conceito de ca-
deia de ascendeˆncia. E´ enta˜o introduzido o conceito de cadeia de pseudo-ascendeˆncia, que
traduz as va´rias cadeias de no´s desde um dado ponto ate´ a` ra´ız da a´rvore, tendo em consi-
derac¸a˜o, para ale´m da relac¸a˜o descendente-ascendente, as mu´ltiplas relac¸o˜es pseudo´nimo-
-original de cada entidade.
Na criac¸a˜o de pseudo´nimos existe ainda uma outra restric¸a˜o importante: um pseudo´nimo
admite como original uma u´nica entidade e obrigatoriamente do seu tipo. Os pseudo´nimos
domı´nio constituem excepc¸a˜o, aceitando mu´ltiplos originais e de tipos distintos, isto e´, para
ale´m de outros domı´nios, sa˜o admitidos, como originais, caixas postal, opero˜es e tarefas.
Note-se que a criac¸a˜o de entidades pseudo´nimo na˜o obriga a` verificac¸a˜o das segunda e
terceira restric¸o˜es ao encadeamento anteriormente indicadas.
A criac¸a˜o de entidades e´ sempre efectuada a partir de tarefas. Assim, e´ sempre poss´ıvel
obter o identificador da tarefa responsa´vel pela sua criac¸a˜o, o qual e´ mantido como uma
propriedade especial da entidade. O ascendente de cada entidade e os originais dos
pseudo´nimos sa˜o mantidos tambe´m nos mesmos moldes. No que diz respeito aos des-
cendentes e pseudo´nimos das entidades, na˜o ha´ qualquer armazenamento expl´ıcito. Por
conseguinte, a obtenc¸a˜o dos descendentes ou pseudo´nimos de uma entidade efectua-se de
forma inversa.
3.2.7 Orientac¸a˜o ao recurso
A execuc¸a˜o de uma aplicac¸a˜o obriga a` associac¸a˜o de recursos lo´gicos a recursos f´ısicos e
a` interacc¸a˜o entre recursos lo´gicos. Os domı´nios f´ısicos que representam o hardware do
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cluster sa˜o registados no directo´rio com o intuito de colocar a` disposic¸a˜o das aplicac¸o˜es a
totalidade dos recursos f´ısicos do cluster, enquanto que as entidades registadas por uma
aplicac¸a˜o podem tambe´m ser vistas como um conjunto de recursos lo´gicos que a aplicac¸a˜o
coloca ao dispor de outros componentes aplicacionais.
E´ nesta perspectiva que o mεµ pode ser entendido como uma abordagem orientada ao
recurso, pois tanto o hardware como o software aplicacional de um cluster sa˜o manipulados
atrave´s do mesmo conceito – o recurso (f´ısico ou lo´gico). Note-se que o RoCl – sistema
responsa´vel por garantir os meios necessa´rios ao registo e a` localizac¸a˜o de recursos f´ısicos
e lo´gicos – e´ tambe´m orientado ao recurso e na˜o faz qualquer distinc¸a˜o entre os dois tipos
de recursos.
Formalmente, do ponto de vista sinta´ctico, um recurso e´ caracterizado por um nome, um
identificador global (atribu´ıdo pelo RoCl), uma lista de propriedades, um ascendente,
uma lista de descendentes, uma lista de pseudo´nimos, uma lista de originais, uma lista de
membros e uma lista de identificac¸o˜es de membro.
O conceito de membro surge da necessidade de manipular descendentes e originais de
forma na˜o diferenciada. A reunia˜o dos descendentes com os originais de uma entidade
constitui um conjunto, cujos elementos sa˜o numerados pela ordem de criac¸a˜o. Cada um
dos membros de uma dada entidade podera´ ser univocamente referenciado atrave´s do
identificador global dessa entidade e de um identificador de membro. Dado que uma
determinada entidade e´ membro na˜o so´ do seu ascendente mas tambe´m de todos os seus
pseudo´nimos, tera´ associada uma lista de identificadores de membro.
Do ponto de vista semaˆntico, a` excepc¸a˜o do subtractor, um recurso e´ caracterizado pela
existeˆncia de pelo menos um dos seguintes elementos constitutivos:
• um organizador – um mecanismo para a gesta˜o de membros;
• um contentor – um contexto para a execuc¸a˜o de rotinas e armazenamento de dados;
• um porto – um ponto de acesso ao sistema de comunicac¸a˜o, usado para envio/recep-
c¸a˜o de mensagens e leitura/escrita de memo´ria remota;
• um reencaminhador – um mecanismo para o reenvio de mensagens aos descendentes
e originais do recurso;
• um reposito´rio – estruturas de dados que possibilitam o armazenamento de mensa-
gens e a sua recuperac¸a˜o com base em crite´rios elaborados de selecc¸a˜o;
• um executor – um fio-de-execuc¸a˜o que executa o co´digo da func¸a˜o associada a uma
tarefa;
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• um encaminhador – um mecanismo para direccionar leituras/escritas de memo´ria
remota;
• uma sequeˆncia de valores – uma zona de memo´ria cont´ıgua;
• um sincronizador – um mecanismo para a coordenac¸a˜o de acessos concorrentes.
Tabela 3.1: Caracterizac¸a˜o de recursos
Recurso Elementos constitutivos
domı´nio :: NM · [AS · or∗] · ds∗ · PD∗ · oz · pt · re
opera˜o :: NM · AS · PD∗ · (or · re · ds∗) | (ct · rp · ds+) · oz · pt
tarefa :: NM · AS · PD∗ · (or · re) | (ex · rp) · pt
caixa postal :: NM · AS · PD∗ · (or · re) | rp · pt
bloco :: NM · AS · PD∗ · (or · ec) | sq · pt
agregador :: NM · AS · PD∗ · (or · ec) | (ds+ · oz · sz) · pt
subtractor :: NM · AS
NM :: nm · id · pr∗
AS :: as · im
PD :: pd · im
nm=nome, id=identificador global, pr=propriedade, as=ascendente, ds=descendente, or=original,
im=identif. de membro, pd=pseudo´nimo, oz=organizador, ct=contentor, ex=executor, pt=porto,
rp=reposito´rio, re=reencaminhador, sq=sequeˆncia de valores, sz=sincronizador, ec=encaminhador
A tabela 3.1 apresenta, usando uma sintaxe pro´xima do EBNF, a caracterizac¸a˜o formal dos
va´rios tipos de recursos suportados no mεµ, considerando quer os elementos sinta´cticos
quer os semaˆnticos.
3.3 Correspondeˆncia entre recursos lo´gicos e f´ısicos
A u´ltima fase da programac¸a˜o de aplicac¸o˜es, de acordo com a metodologia oferecida pelo
mεµ, consiste na fusa˜o da hierarquia representativa do hardware do cluster com a hie-
rarquia representativa da aplicac¸a˜o (ou do sistema de aplicac¸o˜es). O objectivo e´ produzir
uma u´nica hierarquia que estabelec¸a a correspondeˆncia entre recursos lo´gicos e f´ısicos.
3.3.1 Disposic¸a˜o de recursos lo´gicos
A figura 3.8 apresenta uma hipo´tese de integrac¸a˜o das entidades das duas hierarquias
ilustradas na figura 3.4. A a´rvore de entidades mεµ resultante combina domı´nios cor-
respondentes a recursos f´ısicos com entidades de tipos variados (domı´nios, opero˜es, etc.)
correspondentes a componentes lo´gicos.











Figura 3.8: Correspondeˆncia entre hierarquias lo´gica e f´ısica.
A explorac¸a˜o efectiva dos recursos f´ısicos de um cluster passa pela criac¸a˜o de opero˜es,
caixas postal e agregadores de memo´ria sob domı´nios na˜o pseudo´nimos, da hierarquia
de recursos f´ısicos, que representam sistemas de computac¸a˜o. As tarefas e os blocos de
memo´ria, dado que sa˜o criados no contexto de opero˜es, na˜o teˆm qualquer papel relevante
no que diz respeito a` apropriac¸a˜o de hardware.
No sentido de tornar o mecanismo de criac¸a˜o de entidades lo´gicas mais conveniente, um
domı´nio lo´gico – um domı´nio da hierarquia representativa da aplicac¸a˜o – devera´ ser usado
para delimitar os domı´nios f´ısicos – domı´nios da hierarquia representativa do hardware
do cluster – que um dado conjunto de entidades aplicacionais pode explorar, bastando
que esse domı´nio lo´gico se apresente como um pseudo´nimo e constitua uma vista. Na
figura 3.8, o domı´nio lo´gico Recolha estabelece os recursos f´ısicos usados pela aplicac¸a˜o
de recolha, uma vez que os opero˜es Roboˆ sa˜o automaticamente distribu´ıdos pelos no´s do
cluster dispostos sob os originais desse domı´nio. Na verdade, o domı´nio Recolha e´ um
pseudo´nimo que constitui uma vista particular dos recursos f´ısicos do cluster, delimitando
um subconjunto dos recursos dispon´ıveis.
Para preservar a hierarquia concebida pelo programador para a aplicac¸a˜o, o sistema de ex-
plorac¸a˜o procede a` criac¸a˜o automa´tica de pseudo´nimos para as entidades lo´gicas (opero˜es,
caixas postal e agregadores de memo´ria) posicionadas sob domı´nios f´ısicos. Deste modo,
esta˜o sempre presentes pelos menos duas perspectivas distintas: a do programador e a do
sistema. Por um lado, o programador tem interesse numa visa˜o pro´pria dos componentes
de software da sua responsabilidade bem como dos recursos hardware que num dado mo-
mento utiliza. Por outro lado, o mεµ interpreta o sistema de computac¸a˜o e as aplicac¸o˜es
que nele executam como um conjunto de ma´quinas e fios-de-execuc¸a˜o, sem qualquer estru-
tura adicional. A visa˜o de sistema e´ ainda adequada para efeitos de administrac¸a˜o, uma
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vez que o administrador tera´ interesse numa perspectiva u´nica do sistema que, no caso da
figura 3.8, corresponde a` a´rvore constitu´ıda pelas entidades na˜o pseudo´nimo.
A tarefa Analisar da figura 3.8, por exemplo, podera´ ser alcanc¸ada atrave´s de dois percur-
sos distintos: Cluster → No´ A2 → Roboˆ → Analisar – perspectiva do sistema – e Cluster
→ Recolha → Roboˆ(Pseudo) → Analisar – perspectiva do programador. Note-se que ne-
nhum pseudo´nimo e´ criado para a tarefa Analisar, porque as duas perspectivas esta˜o ja´
integradas pelo domı´nio pseudo´nimo Roboˆ. Na pra´tica, os pseudo´nimos permitem cruzar
perspectivas.
3.3.2 Criac¸a˜o dinaˆmica de recursos
Os recursos lo´gicos sa˜o, praticamente na sua totalidade, criados durante a execuc¸a˜o das
aplicac¸o˜es, de acordo com o co´digo escrito pelo programador; a` excepc¸a˜o dos opero˜es e
tarefas automaticamente criados no arranque de uma aplicac¸a˜o (ver secc¸a˜o 7.3.3), todas
as entidades sa˜o criadas atrave´s de primitivas espec´ıficas evocadas a partir de tarefas.
O procedimento para a criac¸a˜o de um recurso lo´gico, para ale´m de uma lista de proprieda-
des, exige a especificac¸a˜o do identificador da entidade sob a qual o recurso vai ser criado
(o ascendente pretendido) e, no caso de se tratar da criac¸a˜o de um pseudo´nimo, dos iden-
tificadores de todos os originais envolvidos. A criac¸a˜o do domı´nio pseudo´nimo Recolha,
na figura 3.8, por exemplo, exigira´ o conhecimento dos identificadores do domı´nio lo´gico
Cluster e dos domı´nios f´ısicos No´ A1 e No´ A2. A obtenc¸a˜o dos identificadores necessa´rios
a` especificac¸a˜o do ascendente e dos originais pressupo˜e, eventualmente, a descoberta dos
recursos alvo numa hierarquia mεµ, com base em propriedades previamente conhecidas.
Quando as aplicac¸o˜es solicitam a criac¸a˜o de opero˜es, caixas postal e agregadores de
memo´ria, o sistema de explorac¸a˜o e´ responsa´vel por descobrir um domı´nio que repre-
sente um sistema de computac¸a˜o (um no´ do cluster). De facto, os programadores podem
especificar um domı´nio de alto-n´ıvel que englobe mu´ltiplos domı´nios representativos de
no´s do cluster.
Considerando o exemplo da figura 3.8, um opera˜o Roboˆ sera´ criado partindo da indicac¸a˜o
que o ascendente e´ o domı´nio pseudo´nimo Recolha. Com base neste domı´nio, o sistema
de explorac¸a˜o facilmente descobrira´ os domı´nios originais, bastando escolher um de entre
os dois no´s computacionais em causa. No entanto, numa hierarquia de recursos mais
elaborada, como e´ o caso da apresentada na figura 3.9, a descoberta de um domı´nio
representativo de uma ma´quina sera´ mais complicada.
O sistema de explorac¸a˜o devera´, portanto, percorrer a hierarquia mεµ existente num dado
momento da execuc¸a˜o de uma aplicac¸a˜o, por forma a localizar domı´nios adequados para a
criac¸a˜o efectiva de opero˜es, caixas postal e agregadores. Depois de descoberto o domı´nio
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alvo, o sistema de explorac¸a˜o encarrega-se de criar e registar no directo´rio o recurso lo´gico
em causa. Havera´ ainda lugar a` criac¸a˜o de um pseudo´nimo para esse recurso, conforme ja´
referido.
Tendo em conta que as tarefas das aplicac¸o˜es mεµ executam concorrentemente e dispersas
pelos no´s do cluster e dado que sa˜o as tarefas quem despoleta a criac¸a˜o de outras entidades
lo´gicas, facilmente se conclui que a criac¸a˜o e registo de recursos lo´gicos se faz de forma
completamente distribu´ıda e ass´ıncrona. Nestas circunstaˆncias, um servic¸o de directo´rio
distribu´ıdo que suporte o registo local de todas as entidades criadas num dado no´ do
cluster contribuira´, decisivamente, para o bom desempenho deste sistema.
3.4 Sistemas de aplicac¸o˜es
Numa pequena aplicac¸a˜o paralela/distribu´ıda e´ natural que todos os componentes sejam
desenhados pelo mesmo programador. No entanto, algumas aplicac¸o˜es, por via da sua
elevada complexidade, podera˜o motivar o envolvimento de va´rios programadores, sendo
necessa´rio integrar mu´ltiplas aplicac¸o˜es mais pequenas, por forma a constituir um sistema
de aplicac¸o˜es.
3.4.1 Cooperac¸a˜o interaplicac¸a˜o
No contexto de um sistema de aplicac¸o˜es, va´rios programadores devera˜o ser capazes de
desenvolver aplicac¸o˜es cooperantes, tendo conhecimento, unicamente, das caracter´ısticas e
da funcionalidade ba´sica das aplicac¸o˜es desenvolvidas por outros. As distintas aplicac¸o˜es
podera˜o, ainda, no aˆmbito de um sistema operativo multi-utilizador, executar sob o con-
trolo de va´rios utilizadores. No mεµ, o sistema de aplicac¸o˜es, como um todo, e´ suportado
por um u´nica hierarquia. Com efeito, quaisquer aplicac¸o˜es em execuc¸a˜o num cluster, num
dado momento, sera˜o traduzidas numa u´nica hierarquia de recursos, independentemente
de integrarem o mesmo sistema de aplicac¸o˜es ou na˜o, isto e´, independentemente do seu
n´ıvel de cooperac¸a˜o.
Aplicac¸o˜es independentes podem cooperar entre si desde que sejam capazes de localizar
pontos de entrada, no universo de componentes software que executam na totalidade dos
no´s de um cluster, que facultem algum tipo interacc¸a˜o. Estes pontos de entrada sera˜o as
entidades que permitem a troca de mensagens e o acesso a zonas de memo´ria remotas.
Dado que todas as entidades lo´gicas se encontram registadas no directo´rio, podendo ser
facilmente localizadas de acordo com propriedades previamente definidas e divulgadas,
sera´ apenas necessa´rio dar a conhecer, como base em mecanismos externos ao mεµ, a
forma como esses pontos de entrada devem ser utilizados (que tipo de mensagens um
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componente espera receber, que ge´nero de informac¸a˜o e´ disponibilizada numa zona de
memo´ria, etc.).
Os paradigmas para a cooperac¸a˜o interaplicac¸a˜o sa˜o, portanto, a passagem de mensagens
e a memo´ria global. Assim, uma aplicac¸a˜o devera´ solicitar a descoberta de domı´nios,
opero˜es, tarefas e caixas postal espec´ıficos, pertencentes a outra aplicac¸a˜o, por forma a
iniciar uma relac¸a˜o de cooperac¸a˜o baseada na troca de mensagens, com essa aplicac¸a˜o.
Do mesmo modo, com base nos identificadores de blocos de memo´ria e agregadores de
memo´ria externos, uma aplicac¸a˜o podera´ ler e escrever dados de outras aplicac¸o˜es.
Formas de cooperac¸a˜o mais complexas podem ainda ser conseguidas, com base na pos-
sibilidade de criac¸a˜o de pseudo´nimos cujos originais pertencem a outros componentes
aplicacionais. A criac¸a˜o de entidades sob domı´nios, opero˜es e agregadores de memo´ria
pertencentes a outras aplicac¸o˜es permite que uma aplicac¸a˜o misture a sua hierarquia com
outras, para obter uma outra forma de cooperac¸a˜o. Na secc¸a˜o 4.3 sa˜o apresentadas, com
maior detalhe, algumas abordagens que tiram partido desta facilidade. A t´ıtulo de exem-
plo, se uma aplicac¸a˜o criar um pseudo´nimo de uma sua tarefa no contexto de um domı´nio
externo (pertencente a uma outra aplicac¸a˜o), obtera´ uma co´pia de todas as mensagens
enderec¸adas a esse domı´nio, criando assim condic¸o˜es para a cooperac¸a˜o.
3.4.2 Partilha de recursos f´ısicos
A execuc¸a˜o simultaˆnea de mu´ltiplas aplicac¸o˜es requer metodologias para controlar a forma
como os recursos f´ısicos do cluster sa˜o partilhados.
Quando uma hierarquia mεµ compreende entidades lo´gicas, de uma ou mais aplicac¸o˜es,
de alguma forma criadas sob o controlo de um u´nico utilizador/programador, a alocac¸a˜o
de recursos ou domı´nios de recursos a entidades lo´gicas esta´, em certa medida, facilitada.
No entanto, se va´rios utilizadores executam aplicac¸o˜es desenvolvidas de forma indepen-
dente, e que, provavelmente, na˜o se enquadram num u´nico sistema de aplicac¸o˜es, torna-se
necessa´rio dispor de mecanismos de alocac¸a˜o e reserva de recursos.
O mεµ usa um mecanismo simples de alocac¸a˜o de recursos; o acto de criar uma entidade
lo´gica sob um determinado domı´nio f´ısico corresponde, automaticamente, a` apropriac¸a˜o
de recursos. Para o efeito, a criac¸a˜o de uma entidade lo´gica implica a associac¸a˜o de uma
propriedade especial relacionada com a propriedade que efectivamente descreve o recurso
a consumir. A localizac¸a˜o de recursos podera´ depois entrar em considerac¸a˜o com ambas
as propriedades.
Relativamente a` figura 3.9, a criac¸a˜o de uma vista com garantia de 8192 unidades de
memo´ria devera´ ter por base o requisito (Mem - Mem’ ≥ 8192), significando que a totali-
dade da memo´ria devera´ estar dispon´ıvel. Deste modo, o domı´nio Vista X na˜o cumprira´






























Figura 3.9: Alocac¸a˜o e reserva de recursos f´ısicos.
tais requisitos, em virtude de o bloco descendente do domı´nio No´ A8 incluir uma proprie-
dade impl´ıcita (Mem’=64) que representa a apropriac¸a˜o de 64 unidades de memo´ria.
O mecanismo de reserva e´ ligeiramente mais complexo, na medida em que e´ necessa´rio
marcar os recursos como ocupados, sem que as entidades lo´gicas que efectivamente ira˜o
usar esses recursos estejam ainda criadas. O mεµ utiliza uma entidade virtual – o sub-
tractor – que, ao ser criada como descendente de um determinado domı´nio f´ısico, conduz
a` subtracc¸a˜o de recursos, de acordo com as propriedades que lhe forem associadas.
Ainda em relac¸a˜o a` figura 3.9, a criac¸a˜o de uma vista com 31 processadores dispon´ıveis
devera´ ter por base o requisito (CPU - CPU’ - CPU’’ ≥ 31), significando que nenhum
processador podera´ estar ocupado ou reservado. Assim, o domı´nio Vista Y na˜o ira´ sa-
tisfazer tais requisitos, apesar de apenas um dos 32 processadores estar ocupado por via
da tarefa Tarefa (e da sua propriedade impl´ıcita CPU’=1), dado que dois processadores do
domı´nio No´ A1 esta˜o reservados por interme´dio do subtractor Reserva (e da propriedade
associada CPU’’=2).
Uma funcionalidade fundamental do mεµ prende-se com a possibilidade de, numa u´nica
operac¸a˜o, solicitar a criac¸a˜o de uma vista com determinados requisitos e simultaneamente
proceder a` reserva de recursos com base numa ou mais propriedades.
3.4.3 Controlo do acesso a recursos
A interoperac¸a˜o de componentes aplicacionais bem como a utilizac¸a˜o dos recursos f´ısicos
de um cluster carecem de mecanismos de controlo de permisso˜es. De facto, por um lado, as
aplicac¸o˜es em execuc¸a˜o num cluster num dado momento na˜o teˆm, obrigatoriamente, que
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integrar um so´ sistema aplicacional. Por conseguinte, um programador/utilizador podera´
ter interesse em vedar o acesso de outras aplicac¸o˜es a`s entidades lo´gicas que constituem
a sua aplicac¸a˜o. Por outro lado, determinados recursos f´ısicos do cluster podera˜o, por
iniciativa do administrador, estar dispon´ıveis apenas para alguns utilizadores.
O mecanismo de controlo de permisso˜es do mεµ baseia-se, em primeiro lugar, na associac¸a˜o
de listas de controlo de acesso a cada uma das entidades de uma hierarquia. Basicamente,
logo na criac¸a˜o das entidades f´ısicas, o administrador indica, para cada entidade, uma
lista de controlo de acesso, por forma a determinar que utilizadores (ou grupos de utili-
zadores) tera˜o acesso a cada um dos recursos f´ısicos do cluster. Posteriormente, quando
uma aplicac¸a˜o solicita a criac¸a˜o de uma qualquer entidade lo´gica como descendente de
um domı´nio f´ısico, o identificador do utilizador que governa a execuc¸a˜o da aplicac¸a˜o e´
usado para averiguar, perante a lista de controlo de acesso do ascendente pretendido, se
a operac¸a˜o e´ permitida. O mesmo se passa relativamente aos originais pretendidos para a
criac¸a˜o de um pseudo´nimo (criac¸a˜o de vistas para o hardware do cluster).
A criac¸a˜o de uma entidade lo´gica tambe´m engloba a especificac¸a˜o de uma lista de con-
trolo de acesso. Desta forma, a criac¸a˜o de entidades, por parte de uma aplicac¸a˜o de um
dado utilizador, que referenciem como ascendente ou como originais entidades lo´gicas de
aplicac¸o˜es pertencentes a outros utilizadores, ficara´ sujeita ao mesmo mecanismo de va-
lidac¸a˜o usado na apropriac¸a˜o de recursos f´ısicos. O envio de mensagens e a leitura/escrita
de zonas de memo´ria remota tambe´m seguem o mesmo sistema de controlo, no que diz
respeito ao destinata´rio das operac¸o˜es em causa.
3.5 Ep´ılogo
No contexto dos sistemas de computac¸a˜o mais comuns, a execuc¸a˜o de aplicac¸o˜es com
fortes exigeˆncias ao n´ıvel do desempenho e´ geralmente suportada por imagens de sistema
uno poderosas, como e´ o caso do Gobelins [Gallard 02]. A gesta˜o de recursos e´ feita de
forma transparente a`s aplicac¸o˜es, com o intuito de garantir uma elevada disponibilidade
e esconder os detalhes (baixo-n´ıvel) da arquitectura do sistema de computac¸a˜o.
A abordagem aqui apresentada assenta numa imagem de sistema uno minimalista, ao
n´ıvel da camada de comunicac¸a˜o. Com base na funcionalidade fornecida a esse n´ıvel,
sa˜o implementadas abstracc¸o˜es de alto-n´ıvel, no sentido de dotar os programadores de
mecanismos para uma gesta˜o consciente dos recursos f´ısicos do cluster. Isto significa que,
ao contra´rio do que acontece nas abordagens tradicionais, os programadores podem optar
por uma gesta˜o de recursos mais pro´xima do hardware, por forma a potenciar n´ıveis mais
elevados de desempenho nas aplicac¸o˜es.
No aˆmbito da metacomputac¸a˜o, teˆm sido propostas arquitecturas gene´ricas para a gesta˜o
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de recursos, como se pode constatar em alguns trabalhos desenvolvidos no aˆmbito da
Grid [Czajkowski 98, Czajkowski 01]. O mεµ foi desenhado para clusters SMP multi-
-SAN, que sa˜o sistemas consideravelmente mais simples. No entanto, pela explorac¸a˜o
do conceito de recurso, visando englobar as entidades f´ısicas e lo´gicas que traduzem a
operac¸a˜o de um cluster, e com a integrac¸a˜o, num conjunto ba´sico de abstracc¸o˜es, da (i)
representac¸a˜o de recursos f´ısicos, da (ii) modelac¸a˜o de aplicac¸o˜es e da (iii) forma de fazer
corresponder componentes aplicacionais a recursos f´ısicos, a abordagem aqui apresentada
esta´ longe de ser uma mera adequac¸a˜o de modelos e te´cnicas mais gene´ricas.
Cap´ıtulo 4
Modelac¸a˜o de aplicac¸o˜es
O modelo de programac¸a˜o do mεµ introduz uma nova abordagem, para o desenho de
sistemas de aplicac¸o˜es, totalmente compat´ıvel com os conceitos contemplados em aborda-
gens anteriores. Na verdade, as abstracc¸o˜es do mεµ foram desenhadas tendo em conta os
aspectos mais nota´veis de soluc¸o˜es amplamente divulgadas no panorama da programac¸a˜o
de aplicac¸o˜es paralelas/distribu´ıdas.
Neste cap´ıtulo mostra-se de que forma o mεµ permite desenvolver aplicac¸o˜es que tiram
partido dos paradigmas de programac¸a˜o tradicionais. A vantagem de se optar pela uti-
lizac¸a˜o do mεµ, em alternativa a outras plataformas de uso generalizado, prende-se com o
facto de o mεµ expandir os mecanismos convencionais da memo´ria partilhada, passagem
de mensagens e memo´ria global, integrando-os no paradigma da orientac¸a˜o ao recurso.
4.1 Suporte aos paradigmas convencionais
A aprendizagem de uma nova linguagem ou paradigma de programac¸a˜o justifica-se apenas
quando tal investimento puder ser imediatamente rentabilizado. Por isso, qualquer nova
abordagem devera´ adequar-se a`s capacidades adquiridas pelos programadores ao longo de
va´rios anos de utilizac¸a˜o de tecnologias convencionais. No mεµ sa˜o oferecidas abstracc¸o˜es
e funcionalidades que se enquadram nos treˆs paradigmas de programac¸a˜o paralela mais
utilizados.
4.1.1 Memo´ria partilhada
Os va´rios componentes hardware de um sistema de computac¸a˜o teˆm um funcionamento
inerentemente paralelo, para ale´m de que as arquitecturas actuais exploram o paralelismo
ao n´ıvel do processador atrave´s de te´cnicas tais como o encadeamento, a execuc¸a˜o si-
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multaˆnea e o hiperthreading. No desenvolvimento de uma aplicac¸a˜o paralela, o primeiro
n´ıvel de paralelismo que pode ser identificado num cluster SMP multi-SAN emerge da
existeˆncia de mu´ltiplos processadores em cada no´.
O paralelismo intrano´ pode ser explorado pela criac¸a˜o de mu´ltiplas tarefas no contexto
de um recurso opera˜o, em que cada tarefa corresponde a um fio-de-execuc¸a˜o de n´ıvel sis-
tema. Os fios-de-execuc¸a˜o de n´ıvel sistema, ao contra´rio dos de n´ıvel utilizador, estavam
conotados com baixo desempenho, motivado pelos elevados tempos de comutac¸a˜o de con-
texto, apesar de possibilitarem a utilizac¸a˜o dos va´rios processadores de um sistema SMP
e suportarem a execuc¸a˜o ass´ıncrona de primitivas de sistema. Mais recentemente, com
o aparecimento da biblioteca NPTL no RedHat Linux 9.0, os fios-de-execuc¸a˜o de n´ıvel
sistema tornaram-se uma alternativa via´vel devido aos significativos melhoramentos ao
n´ıvel do desempenho [Drepper 03].
A cooperac¸a˜o entre as tarefas de um opera˜o faz-se atrave´s de estruturas de dados par-
tilhadas, criadas no contexto do opera˜o, o qual e´ materializado, de forma transparente,
num processo. A sincronizac¸a˜o entre as tarefas, no que diz respeito ao acesso aos dados
partilhados, e´ feita por meio das primitivas POSIX de manipulac¸a˜o de fios-de-execuc¸a˜o.
O suporte para mu´ltiplos fios-de-execuc¸a˜o oferecido pelo RoCl permite que os programa-
dores combinem te´cnicas bem conhecidas de programac¸a˜o de aplicac¸o˜es para ambientes
SMP – fios-de-execuc¸a˜o POSIX – com os restantes paradigmas suportados pelo mεµ,
nomeadamente a passagem de mensagens e a memo´ria global.
4.1.2 Passagem de mensagens
A abordagem do mεµ amplia o modelo tradicional da passagem de mensagens, inte-
grando, no processo de comunicac¸a˜o, diferentes tipos de recursos usados na modelac¸a˜o
de aplicac¸o˜es, criando a noc¸a˜o de recurso comunicante. De facto, apesar de todas as men-
sagens serem geradas por tarefas, que podem usar os seus identificadores ou identificadores
correspondentes a caixas postal como origem da mensagem, o destino de uma mensagem
pode ser uma tarefa, um opera˜o, um domı´nio ou uma caixa postal.
Quando o destino de uma mensagem e´ uma tarefa, e´ suficiente o mecanismo de co-
municac¸a˜o oferecido pelo RoCl (ver figura 4.1-a)). Se o destino da mensagem for um
pseudo´nimo de uma tarefa, a mensagem devera´ ser encaminhada para o original dessa
tarefa, o que requer funcionalidade acrescida (ver figura 4.1-b)). Se o original for, por sua
vez, um pseudo´nimo, enta˜o sera´ necessa´rio um novo encaminhamento (ver figura 4.1-c)).
Quando o destino de uma mensagem e´ um opera˜o, enta˜o qualquer tarefa sua descendente
que na˜o seja um pseudo´nimo podera´ competir pelo acesso a` mensagem. Assim, o opera˜o
pode ser visto como um reposito´rio da co´pia u´nica da mensagem, que sera´ consumida por
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Figura 4.1: Cena´rios poss´ıveis para a entrega de mensagens.
uma das tarefas descendentes. Se o opera˜o for um pseudo´nimo, a mensagem tera´ que
viajar ate´ ao destino da forma descrita para as tarefas.
A caixa postal, quando usada como destino de uma mensagem, tal como o opera˜o, arma-
zena a co´pia u´nica da mensagem. Neste caso, pore´m, o universo de tarefas que podem
reclamar a mensagem e´ mais alargado que no caso do opera˜o; qualquer tarefa inclu´ıda na
suba´rvore definida pelo ascendente da caixa postal podera´ reclamar a mensagem.
Quando uma mensagem e´ enderec¸ada a um domı´nio, e´ enviada uma co´pia a cada um dos
seus descendentes com capacidade para recepc¸a˜o de mensagens (tarefas, opero˜es, caixas
postal e domı´nios) e, se o domı´nio for um pseudo´nimo, a mensagem tambe´m e´ enviada a
cada um dos seus originais (ver figuras 4.1-e),f)). Qualquer mensagem enderec¸ada a um
domı´nio que represente um recurso f´ısico sera´ descartada (ver figura 4.1-d)).
4.1.3 Memo´ria global
A criac¸a˜o de um espac¸o de enderec¸amento global e´ essencial para a execuc¸a˜o de aplicac¸o˜es
com elevados requisitos de memo´ria, para ale´m de constituir um mecanismo de explorac¸a˜o
do paralelismo no domı´nio dos dados. A utilizac¸a˜o de sistemas de memo´ria partilhada
distribu´ıda, para esse efeito, acarreta habitualmente algoritmos de sincronizac¸a˜o onero-
sos. Os mecanismos de memo´ria global, baseados nas operac¸o˜es de leitura/escrita remota
das bibliotecas de comunicac¸a˜o de baixo-n´ıvel, teˆm vindo a ganhar especial relevaˆncia,
tornando-se uma alternativa a` memo´ria distribu´ıda partilhada.
No mεµ os blocos de memo´ria criados ao n´ıvel dos opero˜es podem ser acedidos remota-
mente, de forma individualizada, e podem ainda ser unificados atrave´s de um agregador
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de memo´ria. O mecanismo de agregac¸a˜o implica a criac¸a˜o de um pseudo´nimo descendente




dimensão do bloco fracção incorporada
Figura 4.2: Exemplo de agregac¸a˜o de blocos de memo´ria.
Aquando da adic¸a˜o de um bloco de memo´ria a um agregador, ou seja, na criac¸a˜o de
um pseudo´nimo de um bloco sob um agregador, por omissa˜o, e´ criado um tuplo do tipo
〈inı´cio, tamanho, identificador〉, onde inı´cio diz respeito ao tamanho actual do espac¸o
de enderec¸amento global, iniciado a zero no momento da criac¸a˜o do agregador, tamanho
corresponde a` dimensa˜o do bloco e identificador e´ o identificador global do bloco. Neste
mecanismo, a ordem pela qual os blocos sa˜o adicionados ao agregador e´ decisiva para a
sequenciac¸a˜o do espac¸o de enderec¸amento global. Opcionalmente, a posic¸a˜o que o bloco
deve ocupar pode ser especificada, sendo tambe´m poss´ıvel definir a fracc¸a˜o do bloco que
deve ser incorporada no agregador. Neste caso, o programador e´ responsa´vel por preencher
a totalidade do espac¸o de enderec¸amento global. Na figura 4.2, apenas uma fracc¸a˜o do
bloco B1, por exemplo, e´ adicionada ao agregador A1.
Um grupo de blocos representado por um agregador pode tambe´m ser integrado, de forma
ato´mica, num outro agregador. Neste caso, e´ imprescind´ıvel especificar a fracc¸a˜o da
sequeˆncia de blocos – primeiro agregador – que se pretende acrescentar ao segundo agre-
gador, por forma a evitar que a expansa˜o do primeiro interfira com o posicionamento
de outros blocos no segundo agregador. Na figura 4.2, se ao agregador A1, integrado no
agregador A2, for posteriormente adicionado um novo bloco, tal na˜o devera´ interferir com
a posic¸a˜o ocupada pelo bloco B4 no contexto do agregador A2.
Para obter acesso a uma zona da memo´ria global, o programador devera´ comec¸ar por
obter um apontador para uma zona de memo´ria local cont´ıgua, atrave´s da indicac¸a˜o do
identificador do agregador e dos limites inferior e superior que definem o fragmento da
memo´ria global desejado. De seguida, e´ poss´ıvel actualizar, total ou parcialmente, de
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acordo com os dados armazenados na memo´ria global, a zona de memo´ria local, atrave´s
de operac¸o˜es get, que desencadeara˜o as leituras remotas dos va´rios blocos de memo´ria
envolvidos. A actualizac¸a˜o complementar e´ efectuada atrave´s de operac¸o˜es put.
O acesso em regime de exclusa˜o mu´tua a uma dada zona da memo´ria global pode ser
efectuado atrave´s de operac¸o˜es lock e unlock, as quais implementam um mecanismo ba´sico
de sincronizac¸a˜o, a` custa do agregador, que constitui um elemento centralizador.
4.2 Um exemplo de aplicac¸a˜o
Com o intuito de mostrar a aplicac¸a˜o pra´tica dos conceitos e abstracc¸o˜es mεµ, apresenta-se
aqui um exemplo de modelac¸a˜o de um sistema de aplicac¸o˜es para suporte a um ambiente
escala´vel de recuperac¸a˜o de informac¸a˜o da Web. Este sistema de aplicac¸o˜es e´ uma simpli-
ficac¸a˜o do sistema proposto no projecto SIRe1, visando exclusivamente a apresentac¸a˜o das
abstracc¸o˜es propostas no mεµ; abordagens espec´ıficas, e naturalmente mais elaboradas,
para a recuperac¸a˜o de informac¸a˜o da Web podem ser encontradas em [Brin 98, Cho 02].
4.2.1 Especificac¸a˜o do hardware envolvido
A modelac¸a˜o estrita de uma aplicac¸a˜o mεµ e´ independente do sistema de computac¸a˜o dis-
pon´ıvel para a execuc¸a˜o dessa aplicac¸a˜o. De igual forma, o processo de correspondeˆncia
entre recursos lo´gicas e f´ısicos podera´, de acordo com a estrate´gia trac¸ada pelo programa-
dor, contemplar diferentes configurac¸o˜es de hardware. No entanto, a explorac¸a˜o eficiente
de um cluster SMP multi-SAN requer o conhecimento da forma como se encontram estru-
turados os respectivos recursos f´ısicos.
Na figura 4.3 e´ apresentada uma hierarquia de recursos, que representa o cluster ilustrado
na figura 3.1(a), o qual ira´ servir de plataforma alvo para a execuc¸a˜o da aplicac¸a˜o.
Na hierarquia, o segundo n´ıvel corresponde aos subclusters que compo˜em o sistema, os
quais resultam da utilizac¸a˜o de diferentes tecnologias de interligac¸a˜o de no´s. Para ale´m das
propriedades usadas para a caracterizac¸a˜o individual de cada um dos no´s computacionais
(A1...An, B1...Bm ou C1...Ck) e para a classificac¸a˜o dos subclusters de acordo com as
tecnologias de comunicac¸a˜o, sa˜o ainda usadas propriedades GFS=... para a definic¸a˜o da
forma de acesso a sistemas de ficheiros globais. A existeˆncia de uma rede Fast Ethernet,
que interliga todos os no´s do cluster, permite que seja criado um sistema de ficheiros
global, comum a todos os no´s, descrito pela propriedade GFS=/ethfs. Em cada subcluster
podera˜o, tambe´m, ser instalados sistemas de ficheiros globais para explorar as tecnologias
de comunicac¸a˜o a´ı existentes (propriedades GFS=/myrifs e GFS=/gigfs). Cada no´ do
1Um projecto de investigac¸a˜o financiado pela FCT/MCT, sob o contrato POSI/CHS/41739/2001.































Quad Xeon Dual Athlon
1 k1 m
Subcluster Subcluster
Figura 4.3: Hierarquia de recursos de um cluster.
cluster herdara´ os pontos de entrada dos sistemas de ficheiros que lhe dizem respeito.
4.2.2 Modelac¸a˜o da aplicac¸a˜o
A figura 4.4 apresenta a hierarquia de entidades lo´gicas usada para modelar a plataforma
de recuperac¸a˜o de informac¸a˜o da Web. O sistema de aplicac¸o˜es em causa e´ representado
pelo domı´nio lo´gico SIRe, que compreende treˆs subsistemas representados pelos domı´nios
























Figura 4.4: Exemplo de modelac¸a˜o do sistema SIRe.
Recolha
Cada opera˜o Roboˆ representa uma re´plica de um roboˆ em execuc¸a˜o numa u´nica ma´quina
(um no´ do cluster). Cada um dos esta´gios da recolha Web e´ suportado por uma bateria
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de tarefas, por forma a explorar as potencialidades de cada no´ SMP. Obviamente, esta´gios
fortemente dependentes de operac¸o˜es de entrada/sa´ıda, como acontece com a descarga de
pa´ginas, comportam um maior nu´mero de tarefas.
Em cada esta´gio, as va´rias tarefas competem entre si por trabalho. As tarefas do esta´gio
que corresponde a` ana´lise do conteu´do das pa´ginas, por exemplo, partem do estado de
repouso e, assim que existir uma pa´gina descarregada, uma das tarefas, de acordo com a
estrate´gia de escalonamento do sistema operativo, inicia o processamento da pa´gina.
As tarefas correspondentes aos diferentes esta´gios de um roboˆ sa˜o sincronizados atrave´s
de estruturas de dados partilhadas ao n´ıvel do contexto do opera˜o Roboˆ e atrave´s de
primitivas POSIX de sincronizac¸a˜o de fios-de-execuc¸a˜o. Desta forma, cada re´plica do roboˆ
explora uma estac¸a˜o de trabalho SMP atrave´s do paradigma da memo´ria partilhada.
No aˆmbito do domı´nio Recolha, os va´rios roboˆs cooperam com base na partic¸a˜o do universo
de URLs. Esta partic¸a˜o pode ser efectuada por via de uma func¸a˜o de dispersa˜o2, a aplicar
a cada um dos URLs. Esta estrate´gia requer protocolos adicionais, para suportar, por
exemplo, a variac¸a˜o do nu´mero de entidades cooperantes, que naturalmente na˜o sa˜o aqui
analisados.
Para distribuir os URLs, apo´s a ana´lise do conteu´do de cada uma das pa´ginas descar-
regadas, o esta´gio Distribuir envia a cada opera˜o Roboˆ uma mensagem com os URLs
atribu´ıdos de acordo com a func¸a˜o de dispersa˜o. Assim, a`s tarefas Descarregar de um
dado opera˜o Roboˆ cabe o papel de processarem, concorrentemente, as va´rias mensagens
que va˜o chegando, por forma a determinarem que URLs devem ser descarregados.
Devido ao facto de nenhum esquema de partic¸a˜o do ge´nero do descrito garantir, por si so´, o
perfeito balanceamento dos opero˜es, no que diz respeito ao nu´mero de URLs a descarregar,
as tarefas Descarregar podem enviar URLs excedenta´rios para a caixa postal Pendentes.
Esta caixa postal pode ser acedida por qualquer tarefa Descarregar que se encontre ociosa.
A cooperac¸a˜o entre roboˆs e´ pois conseguida atrave´s da passagem de mensagens, quer
sejam mensagens trocadas de forma directa – mensagens enviadas por tarefas Distribuir a
opero˜es Roboˆ – ou mensagens trocadas indirectamente atrave´s da caixa postal Pendentes.
Indexac¸a˜o
O sistema de indexac¸a˜o, representado pelo domı´nio Indexac¸a˜o, tem como propo´sito manter
uma matriz cruzando palavras chave e URLs, tendo em vista a determinac¸a˜o expedita dos
URLs relevantes para um dado conjunto de palavras chave. A elevada quantidade de
memo´ria necessa´ria ao armazenamento de tal matriz obriga a` reunia˜o das disponibilidades
de memo´ria de um conjunto alargado de no´s do cluster.
2Func¸a˜o de hash.
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Com o intuito de reunir mu´ltiplos fragmentos de memo´ria, sa˜o criados alguns opero˜es
Indexador, cada um com um bloco de memo´ria. Cada indexador manipula uma colecc¸a˜o
de URLs, de acordo com um esquema de partic¸a˜o ba´sico. Essa colecc¸a˜o de URLs corres-
pondera´ a um conjunto cont´ıguo de linhas da matriz referida, a armazenar no bloco de
memo´ria local ao indexador. Deste modo, os indexadores evitara˜o refereˆncias a posic¸o˜es
de memo´ria respeitantes a blocos remotos.
A integrac¸a˜o do sistema de recolha com o sistema de indexac¸a˜o poderia fazer-se atrave´s
de mensagens enviadas pelas tarefas Analisar aos opero˜es Indexador. Tais mensagens,
contendo o resultado da ana´lise do conteu´do de pa´ginas Web, seriam enderec¸adas com
base no esquema de partic¸a˜o definido para divisa˜o de trabalho entre indexadores.
No entanto, dado que as aplicac¸o˜es mεµ na˜o esta˜o limitadas aos mecanismos aqui apre-
sentados, a integrac¸a˜o dos dois sistemas podera´ fazer-se por via de um sistema de ficheiros
global. Neste cena´rio, as tarefas Analisar armazenariam os resultados da ana´lise de pa´ginas
Web em ficheiros globais, os quais seriam lidos e processados pelas tarefas Indexar dos
va´rios opero˜es Indexador, de acordo com o esquema de partic¸a˜o definido.
Resposta
O sistema de resposta determina os URLs relevantes para uma dada palavra chave, uti-
lizando a totalidade dos blocos de memo´ria criados ao n´ıvel dos opero˜es Indexador como
se se tratasse de um u´nico espac¸o de enderec¸amento global. Os blocos de memo´ria sa˜o
sequenciados atrave´s da criac¸a˜o de pseudo´nimos no contexto do agregador Palavra/URL,
o qual sera´ responsa´vel por redireccionar refereˆncias de memo´ria e por garantir exclusa˜o,
impedindo leituras, por parte das tarefas Procurar, quando as tarefas Indexar procedem,
simultaneamente, a actualizac¸o˜es.
A consulta da matriz criada pelo sistema de indexac¸a˜o, com a finalidade de determinar
os URLs para uma dada palavra chave, resultara´ em leituras remotas transparentes, ao
longo de uma coluna da matriz. Assim, o sistema de resposta explora mu´ltiplos no´s do
cluster atrave´s do paradigma da memo´ria global.
4.2.3 Explorac¸a˜o do hardware dispon´ıvel
A figura 4.5 mostra a integrac¸a˜o da hierarquia obtida com a modelac¸a˜o da aplicac¸a˜o (fi-
gura 4.4) com a hierarquia representativa do hardware do cluster (figura 4.3). A a´rvore de
recursos resultante sera´ fruto do co´digo escrito pelo programador para criac¸a˜o de entidades
lo´gicas. De facto, no momento do arranque da aplicac¸a˜o existira´ apenas a hierarquia de
recursos f´ısicos, criada previamente pelo administrador do cluster, cabendo a` aplicac¸a˜o a
tarefa de proceder a` criac¸a˜o de recursos lo´gicos.
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Figura 4.5: Correspondeˆncia entre recursos lo´gicos e f´ısicos.
As opc¸o˜es do programador sa˜o, obviamente, fundamentais para obter uma correspondeˆncia
de gra˜o-fino o´ptima. De facto, se o programador decidir estruturar a sua aplicac¸a˜o com
base, unicamente, no domı´nio ra´ız Cluster, desprezando a hierarquia de hardware existente,
na˜o conseguira´ agrupar as va´rias tarefas da aplicac¸a˜o em consonaˆncia com a organizac¸a˜o
dos recursos f´ısicos e, por conseguinte, na˜o sera´ capaz de explorar qualquer n´ıvel de loca-
lidade. Todavia, o mεµ e´ capaz de garantir que a aplicac¸a˜o e´ executada, embora com um
desempenho inferior.
Apesar da aparente complexidade da hierarquia da figura 4.5, a criac¸a˜o das entidades
lo´gicas, por parte do programador, ficara´ substancialmente facilitada apo´s a criac¸a˜o dos
domı´nios pseudo´nimo Recolha, Indexac¸a˜o e Resposta, os quais seleccionam os recursos
f´ısicos a ser utilizados por cada subsistema da aplicac¸a˜o, de forma a permitir que os no´s
do cluster sejam partilhados segundo duas estrate´gias distintas: partilha espacial e partilha
temporal. O subcluster Quad Xeon e´ utilizado pelos treˆs subsistemas – partilha temporal
– enquanto que os subclusters Dual PIII e Dual Athlon sa˜o usados exclusivamente pelos
subsistemas de recolha e de indexac¸a˜o, respectivamente – partilha espacial.
Cabe ao programador seleccionar os recursos f´ısicos necessa´rios a cada componente aplica-
cional, atrave´s da especificac¸a˜o de uma lista de requisitos e da evocac¸a˜o das primitivas mεµ
correspondentes. A criac¸a˜o do domı´nio pseudo´nimo Recolha, por exemplo, tera´ por base
os requisitos (Gigabit) ∧ (CPU=4*m+2*k), significando que se pretende um conjunto de
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no´s interligados por Gigabit e com um total de 4m+2k processadores, isto e´, a totalidade
dos processadores existentes nos subclusters Quad Xeon e Dual Athlon (ver figura 4.3).
Depois de delimitados os recursos f´ısicos a utilizar em cada subsistema da aplicac¸a˜o, sa˜o
criados os opero˜es, caixas postal e agregadores de memo´ria que integram a hierarquia de
recursos lo´gicos, por forma a explorar efectivamente os no´s do cluster.
4.3 Passagem de mensagens de alto-n´ıvel
O paradigma da passagem de mensagens e´, indiscutivelmente, o mais vulgarizado entre os
programadores que desenvolvem aplicac¸o˜es paralelas. O PVM e o MPI sa˜o uma refereˆncia
em termos de conceitos e funcionalidade, independentemente de poderem ser usados outros
sistemas para o desenvolvimento e execuc¸a˜o de aplicac¸o˜es. Neste contexto, a apresentac¸a˜o
de uma nova abordagem que integre a passagem de mensagens devera´ contemplar o esta-
belecimento de uma correspondeˆncia com as possibilidades desses dois ambientes.
Em [Geist 96] e [Gropp 98] sa˜o examinados alguns aspectos relacionados com o desenvol-
vimento e execuc¸a˜o de aplicac¸o˜es paralelas, com o intuito de comparar o MPI e o PVM.
A modularidade, o dinamismo, os grupos e a interoperac¸a˜o sa˜o as principais vertentes
da ana´lise em causa, enquanto conceitos e abstracc¸o˜es fundamentais para qualquer sis-
tema baseado na passagem de mensagens. O modelo de programac¸a˜o do mεµ integra
mecanismos que, analisados segundo estas vertentes, permitem concluir que, para ale´m
da funcionalidade padra˜o dos sistemas tradicionais de passagem de mensagens, o mεµ
proporciona abstracc¸o˜es de alto-n´ıvel singulares.
4.3.1 Dupla modularidade
No sentido de facilitar o desenvolvimento de aplicac¸o˜es paralelas, e´ comum a utilizac¸a˜o
de bibliotecas de func¸o˜es que implementam algoritmos paralelos, tal como acontece na
programac¸a˜o sequencial. No entanto, na programac¸a˜o de aplicac¸o˜es paralelas, a utilizac¸a˜o
de func¸o˜es codificadas por outros obriga a` definic¸a˜o de contextos de execuc¸a˜o, de forma
a impedir a recepc¸a˜o inapropriada de mensagens. O suporte a` definic¸a˜o de contextos,
enquanto regio˜es delimitadas para a troca de mensagens, e´ pois o mecanismo usado para
garantir a modularidade ba´sica das aplicac¸o˜es, isto e´, para a divisa˜o do co´digo em mo´dulos
de func¸o˜es (bibliotecas), permitindo a reutilizac¸a˜o.
Pode ainda ser identificado um outro n´ıvel de modularidade, que se traduz na possibilidade
de, em tempo de execuc¸a˜o, substituir componentes de uma aplicac¸a˜o. A t´ıtulo de exemplo,
imagine-se a substituic¸a˜o de um fio-de-execuc¸a˜o de uma aplicac¸a˜o por um processo com
va´rios fios-de-execuc¸a˜o. A substituic¸a˜o de componentes pode ser entendida como um
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mecanismo de suporte a` evoluc¸a˜o das aplicac¸o˜es, visto que um mo´dulo codificado numa
fase inicial pode posteriormente, ja´ na fase de execuc¸a˜o da aplicac¸a˜o, ser substitu´ıdo por
outro mais eficiente ou mais funcional.
No modelo de programac¸a˜o do mεµ, as duas vertentes da modularidade sa˜o facilmente
integradas. Nos sistemas tradicionais, apesar de a definic¸a˜o de contextos ser comum, a
substituic¸a˜o de componentes na˜o e´ contemplada.
4.3.2 Bibliotecas de func¸o˜es
Numa aplicac¸a˜o mεµ, a definic¸a˜o de uma regia˜o demarcada para a troca de mensagens
pode ser conseguida de duas formas distintas:
• atrave´s da criac¸a˜o de uma caixa postal por cada tarefa;
• mediante a criac¸a˜o de um domı´nio contextualizador, abrangendo todas as tarefas.
A utilizac¸a˜o de caixas postal e´, na verdade, uma forma de dotar cada tarefa de uma
identificac¸a˜o adicional, dado que as tarefas podem enviar mensagens fazendo-se passar
por outra entidade, desde que se trate de uma caixa postal, e podem naturalmente aceder
a`s mensagens depositadas numa caixa postal.
A figura 4.6(a) apresenta um cena´rio onde treˆs tarefas criam quatro caixas postal, de
forma a usarem duas bibliotecas: as tarefas Analisar1 e Analisar2, por fazerem uso das
bibliotecas a e b, respectivamente, criam as caixas postal Analisara1 e Analisar
b
2, enquanto




Note-se que, pela simples criac¸a˜o da caixa postal Analisara1 , por exemplo, na˜o fica esta-
belecida qualquer associac¸a˜o a` tarefa Analisar1. Na verdade, qualquer tarefa do opera˜o
ascendente podera´ aceder a esta caixa postal (ver secc¸a˜o 4.1.2), cabendo ao programador
garantir os emparelhamentos adequados. No entanto, atrave´s do mecanismo de controlo
de acesso (ver secc¸a˜o 3.4.3), pode ser indicado que apenas a tarefa criadora tem acesso a`
caixa postal criada para fazer face a uma dada biblioteca.
Os domı´nios contextualizadores, o equivalente aos comunicadores MPI ou contextos PVM,
baseiam-se na possibilidade de duas tarefas trocarem mensagens usando, em vez das suas
identificac¸o˜es globais, a identificac¸a˜o de um domı´nio conjuntamente com os seus identi-
ficadores de membro (no contexto desse domı´nio). A indicac¸a˜o, tanto no envio como na
recepc¸a˜o, de um domı´nio distinto, por cada biblioteca em uso, possibilita diferenciac¸a˜o de
universos de comunicac¸a˜o.
Na figura 4.6(b), e´ apresentada uma soluc¸a˜o para o mesmo caso da figura 4.6(a), mas onde
a criac¸a˜o de contextos se faz atrave´s de domı´nios pseudo´nimo. Assim, para cada uma das
56 Modelac¸a˜o de aplicac¸o˜es
RobôRobô



























Figura 4.6: Definic¸a˜o de contextos atrave´s de caixas postal e domı´nios.
bibliotecas, e´ criado um domı´nio pseudo´nimo e as tarefas que usam uma determinada
biblioteca sa˜o feitas membros do domı´nio correspondente.
Saliente-se que o domı´nio Bibliotecaa foi criado com base na especificac¸a˜o de todas as
tarefas que usam a biblioteca a, as quais constituem o rol de originais desse domı´nio.
No caso do domı´nio Bibliotecab, apenas uma tarefa – a tarefa Analisar3 – foi indicada
no momento da criac¸a˜o do pseudo´nimo. Na verdade, o mεµ na˜o obriga a que todas as
tarefas que integram um dado contexto ja´ existam no momento da criac¸a˜o do contexto, ao
contra´rio do MPI, pois os descendentes de um domı´nio, que integram, por definic¸a˜o, a lista
de membros desse domı´nio, podem ser criados dinamicamente. Assim, a tarefa Analisar2,
eventualmente criada apo´s a definic¸a˜o do contexto Bibliotecab, sera´ integrada no domı´nio
atrave´s do pseudo´nimo Analisar2.
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4.3.3 Substituic¸a˜o de componentes
A substituic¸a˜o de componentes tira partido de dois aspectos ba´sicos do modelo de co-
municac¸a˜o do mεµ: (1) o envio de mensagens pressupo˜e a utilizac¸a˜o de identificadores
(das entidades envolvidas) obtidos atrave´s de pesquisas no directo´rio, com base em ca-
racter´ısticas das entidades, e, na impossibilidade de entrega de uma mensagem a uma
determinada entidade, (2) o sistema de comunicac¸a˜o notifica a aplicac¸a˜o, atrave´s do es-
tado associado a` mensagem, podendo esta desencadear um processo de reenvio, recorrendo
novamente ao directo´rio para localizar a entidade. Isto significa que, se uma entidade X
(uma tarefa, por exemplo) for desactivada/eliminada e uma outra entidade Y, com o
comportamento da primeira, for criada e registada, enta˜o todas as demais entidades da
aplicac¸a˜o que pretendam trocar mensagens com X, apo´s uma notificac¸a˜o de insucesso de
envio (em relac¸a˜o ao destino X ), podera˜o recorrer ao directo´rio para descobrir Y, com
































Figura 4.7: Substituic¸a˜o de componentes aplicacionais.
A figura 4.7 apresenta dois casos exemplificativos das implicac¸o˜es, do ponto de vista da
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passagem de mensagens, resultantes da substituic¸a˜o de uma entidade simples (uma tarefa)
por outras mais complexas (opero˜es ou domı´nios). Partindo do cena´rio da figura 4.7(a),
onde as tarefas Descarregar e Analisar esta˜o envolvidas na troca de mensagens, as figuras
4.7(b) e 4.7(c) mostram de que forma a tarefa Analisar pode ser substitu´ıda por um opera˜o,
integrando va´rias tarefas em execuc¸a˜o numa segunda ma´quina, ou por um domı´nio com
tarefas espalhadas por dois opero˜es em ma´quinas distintas.
No primeiro caso (figura 4.7(b)), a tarefa Descarregar passara´ a enviar mensagens para o
opera˜o Analisar, podendo qualquer uma das tarefas Tarefa1 e Tarefa2 vir a consumir cada
uma dessas mensagens. No entanto, dado que o opera˜o na˜o e´ uma entidade va´lida como
origem de mensagens, estas duas tarefas tera˜o que enviar mensagens directamente para a
tarefa Descarregar, o que obriga a alguma flexibilidade no co´digo desta u´ltima. De facto,
a tarefa Descarregar tera´ que estar preparada para receber mensagens sem especificar o
identificador concreto da entidade Analisar, ou seja, as primitivas de recepc¸a˜o devera˜o
especificar uma origem indeterminada para a mensagem.
No segundo caso (figura 4.7(c)), a tarefa Descarregar passara´ a enviar mensagens para a
caixa postal Analisar, a qual podera´ ser acedida por qualquer tarefa cujas cadeias de as-
cendeˆncia incluam o domı´nio NovoAnalisar – as tarefas Tarefa1, Tarefa2 e Tarefa3. Estas
tarefas podera˜o tambe´m usar a identificac¸a˜o dessa caixa postal, quando enviam mensa-
gens para a tarefa Descarregar. Assim, a substituic¸a˜o da tarefa Analisar pelo domı´nio
NovoAnalisar na˜o dependera´ de cuidados especiais na programac¸a˜o da tarefa Descarregar.
4.3.4 Aplicac¸o˜es dinaˆmicas
A possibilidade de dotar os programas de alguma capacidade de adaptac¸a˜o, em func¸a˜o de
eventos externos, por exemplo, e´ fundamental em aplicac¸o˜es que executam em regime per-
manente ou que partilham os recursos f´ısicos com outras. A criac¸a˜o dinaˆmica de processos
e/ou fios-de-execuc¸a˜o e´ comum a muitos sistemas de passagem de mensagens e constitui
um mecanismo ba´sico para o desenvolvimento de aplicac¸o˜es dinaˆmicas. No caso do PVM,
a criac¸a˜o de processos (tarefas PVM) pode, inclusivamente, especificar as caracter´ısticas
do no´ do cluster onde a acc¸a˜o devera´ ter lugar.
No mεµ, a hierarquia de um sistema de aplicac¸o˜es e´, naturalmente, evolut´ıvel, uma vez que
todas as entidades (domı´nios, opero˜es, tarefas e caixas postal) sa˜o criadas dinamicamente.
A pro´pria correspondeˆncia entre recursos lo´gicos e f´ısicos e´ igualmente dinaˆmica.
Evoluc¸a˜o de uma hierarquia mεµ
A figura 4.8 ilustra a evoluc¸a˜o de uma hierarquia mεµ representativa de um sistema de
roboˆs dinaˆmico.
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Figura 4.8: Evoluc¸a˜o da hierarquia de uma aplicac¸a˜o.
O sistema inicia atrave´s do arranque de um dado programa via linha de comando. Sa˜o
enta˜o criados, automaticamente, um opera˜o e uma tarefa, no domı´nio que representa a
ma´quina a partir de onde se efectua o arranque do sistema (ver figura 4.8(a)). De seguida,
a partir da tarefa main, e´ criado um domı´nio para a aplicac¸a˜o – domı´nio Roboˆs – ao qual e´
anexado, atrave´s de um pseudo´nimo, o opera˜o referido. Ja´ com base no opera˜o pseudo´nimo
Roboˆ, a tarefa main podera´ criar as tarefas Descarregar e Analisar (ver figura 4.8(b)).
Apo´s um determinado per´ıodo de operac¸a˜o, podera˜o as tarefas Descarregar e Analisar
concluir que e´ necessa´rio escalar o sistema, criando mais tarefas, no seio do mesmo opera˜o
inicial (ver figura 4.8(c)). Podera´ ainda haver lugar a` criac¸a˜o de um opera˜o Roboˆ numa
segunda ma´quina, atrave´s de uma primitiva mεµ, seguida da criac¸a˜o de duas tarefas
(Descarregar e Analisar). Este opera˜o e´ integrado no sistema de roboˆs atrave´s da criac¸a˜o
de um pseudo´nimo sob o domı´nio Roboˆs. Por forma a distinguir o potencial dos va´rios
roboˆs que va˜o integrando o sistema, podera´ ser criado um novo domı´nio – o domı´nio
SuperRoboˆs, ao qual e´ anexado o opera˜o Roboˆ inicial atrave´s de um pseudo´nimo (ver
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figura 4.8(d)).
E´ importante referir que qualquer um dos esta´gios representados na figura 4.8 corres-
ponde a uma aplicac¸a˜o em operac¸a˜o, tratando-se, portanto, de uma evoluc¸a˜o em tempo
de execuc¸a˜o.
Delimitac¸a˜o de recursos
No mεµ, a criac¸a˜o de uma entidade lo´gica sob um determinado recurso f´ısico, a criac¸a˜o
de um opera˜o, por exemplo, faz-se atrave´s da indicac¸a˜o do identificador do domı´nio que
representa esse recurso f´ısico. Este identificador e´ obtido pelo programador, atrave´s do
directo´rio e com base na especificac¸a˜o de uma lista de propriedades, de entre aquelas
definidas livremente pelo administrador. Assim, e´ poss´ıvel especificar como alvo uma
ma´quina que obedec¸a a crite´rios arbitra´rios, ao contra´rio do que se passa no PVM, por
exemplo, onde apenas o tipo de arquitectura e o poder relativo do processador podem ser
usados.
O paradigma da orientac¸a˜o ao recurso preconizado pelo mεµ generaliza o conceito de
selecc¸a˜o de recursos, tratando de igual forma recursos f´ısicos e lo´gicos. Deste modo, a
selecc¸a˜o de um opera˜o para a execuc¸a˜o de uma tarefa, por exemplo, far-se-a´ nos mesmos
moldes que a selecc¸a˜o de uma ma´quina para a criac¸a˜o de um opera˜o.
Para ale´m desta funcionalidade, o mεµ inclui ainda facilidades para delimitar recursos
f´ısicos, ma´quinas, por exemplo, com base em caracter´ısticas comuns, e deixar a cargo do
sistema a selecc¸a˜o de um domı´nio em particular (uma ma´quina espec´ıfica), no seio do
universo delimitado, para a criac¸a˜o de um recurso lo´gico. Esta abordagem e´ tambe´m
alargada a` delimitac¸a˜o de recursos lo´gicos.
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Figura 4.9: Delimitac¸a˜o de recursos.
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A figura 4.9(a) mostra um domı´nio pseudo´nimo – o domı´nio MeusNo´s – usado para delimi-
tar uma parte dos no´s do cluster. Este domı´nio tera´ sido criado com base em caracter´ısticas
espec´ıficas indicadas pelo programador, podendo, portanto, corresponder aos sistemas que
cumprem determinados requisitos necessa´rios ao funcionamento da aplicac¸a˜o e na˜o apenas
a um mero subconjunto de no´s. A criac¸a˜o do opera˜o Roboˆ no domı´nio MeusNo´s entrega
ao mεµ a responsabilidade por seleccionar um dos domı´nios No´ C1 ou No´ C2, isto e´, um
dos no´s do cluster delimitados pelo domı´nio MeusNo´s.
De igual forma, a figura 4.9(b) apresenta a criac¸a˜o de uma tarefa, tendo por base um
domı´nio pseudo´nimo usado para delimitar parte dos opero˜es existentes; a partir do pseu-
do´nimo, o mεµ seleccionara´ um dos opero˜es originais para desencadear a execuc¸a˜o da
tarefa Analisar.
4.3.5 Grupos flex´ıveis
A constituic¸a˜o de grupos assume especial importaˆncia em aplicac¸o˜es que recorrem a` difusa˜o
selectiva de informac¸a˜o. Vulgarmente, os sistemas de passagem de mensagens incluem
primitivas para a criac¸a˜o de grupos, adesa˜o (dinaˆmica) a grupos e difusa˜o de mensagens.
No mεµ, por via da flexibilidade inerente a` organizac¸a˜o hiera´rquica de entidades e a` criac¸a˜o
de pseudo´nimos, sa˜o suportados a constituic¸a˜o dinaˆmica de grupos h´ıbridos (contendo
tarefas, opero˜es, domı´nios e caixas postal), o encadeamento de grupos e a reestruturac¸a˜o
de grupos. A figura 4.10 exemplifica as potencialidades do mεµ na manipulac¸a˜o de grupos
e correspondente entrega de mensagens.
Na figura 4.10(a) podem ser identificados dois grupos, materializados nos domı´nios Recolha
e AlgunsRoboˆs. O primeiro inclui como membros um opera˜o, uma caixa postal e um
domı´nio, tratando-se, portanto, de um grupo h´ıbrido. O segundo grupo, que por sinal e´
membro do primeiro, inclui dois opero˜es.
O envio de uma mensagem ao domı´nio Recolha, por parte de uma qualquer tarefa, inclu´ıda
ou na˜o nesse domı´nio, provocara´ a entrega de uma co´pia a cada um dos seus membros.
Dado que um dos membros em causa e´ o domı´nio AlgunsRoboˆs, sera´ enviada uma nova
co´pia da mensagem aos membros deste u´ltimo. Deste modo, todos os opero˜es Roboˆ,
juntamente com a caixa postal Pendentes, recebera˜o uma co´pia da mensagem.
As quatro co´pias da mensagem sera˜o efectivamente consumidas por tarefas de entre as
cinco existentes. Uma mensagem depositada num opera˜o podera´ ser consumida por tarefas
presentes na suba´rvore por ele definida, enquanto que a mensagem depositada na caixa
postal podera´ ser consumida por qualquer tarefa. Obviamente, para ale´m do facto de na˜o
existirem co´pias da mensagem para todas as tarefas, nada impede que uma u´nica tarefa
consuma duas mensagens: uma no aˆmbito do seu opera˜o e outra no aˆmbito da caixa postal.


















Figura 4.10: Encadeamento de grupos h´ıbridos.
Na figura 4.10(b) e´ constitu´ıdo um grupo atrave´s da criac¸a˜o de um domı´nio pseudo´nimo.
Este domı´nio traduz uma nova vista para as entidades representadas na figura 4.10(a), o
que significa que, no que diz respeito a` propagac¸a˜o de mensagens, estamos perante uma
reestruturac¸a˜o do sistema de grupos dessa figura. Neste novo cena´rio, o envio de uma
mensagem ao domı´nio Recolha produzira´ um efeito diferente do descrito anteriormente;
para ale´m dos opero˜es e da caixa postal, tambe´m as tarefas Analisar, com excepc¸a˜o da
representada no canto inferior direito, recebera˜o uma co´pia da mensagem.
O domı´nio AlgunsAnalisadores reenviara´ a mensagem recebida do domı´nio Recolha a todos
os seus membros, isto e´, a todos os seus originais e descendentes. Entre os originais, para
ale´m de uma tarefa, encontra-se o domı´nio Analisadores, o qual, por sua vez, reenviara´ a
mensagem a`s duas tarefas suas descendentes. Como descendente existe um pseudo´nimo
de uma tarefa, o qual reenviara´ a mensagem ao seu original. As mensagens entregues aos
opero˜es e a` caixa postal sera˜o tratadas da forma ja´ descrita para as mensagens do cena´rio
apresentado na figura 4.10(a).
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4.4 Ep´ılogo
A modelac¸a˜o de aplicac¸o˜es paralelas tem sido um tema pouco debatido talvez pelo facto de
os programadores usarem, maioritariamente, soluc¸o˜es baseadas em MPI ou PVM. De facto,
estas plataformas reduzem as aplicac¸o˜es paralelas a meros conjuntos de processadores ou
de processos, na˜o se justificando, por isso, a criac¸a˜o de mecanismos muito elaborados para
a estruturac¸a˜o das entidades comunicantes.
A hierarquia de recursos lo´gicos representativa de uma aplicac¸a˜o e´ um elemento fundamen-
tal para viabilizar a colaborac¸a˜o de mu´ltiplos programadores no processo de desenvolvi-
mento de um sistema de aplicac¸o˜es complexo. Neste contexto, as abstracc¸o˜es introduzidas
pelo mεµ constituem uma ferramenta ba´sica para a modelac¸a˜o de aplicac¸o˜es paralelas a
alto-n´ıvel. A organizac¸a˜o hiera´rquica da totalidade dos recursos lo´gicos permite uma visa˜o
u´nica da aplicac¸a˜o, independentemente de poderem ser combinados diferentes paradigmas
de programac¸a˜o, consoante a natureza do hardware ou por opc¸a˜o do programador.
Outro factor que valoriza o mεµ e´ o suporte a` utilizac¸a˜o de mecanismos convencionais,
integrados no paradigma da orientac¸a˜o ao recurso atrave´s do enriquecimento de conceitos
e abstracc¸o˜es de plataformas como o MPI e o PVM. Em particular, alguns dos mecanismos
avanc¸ados de suporte a` modularidade, ao dinamismo e a` manipulac¸a˜o de grupos podem
facilmente ser explorados a` custa das abstracc¸o˜es do mεµ. Isto facilita a reimplementac¸a˜o
de aplicac¸o˜es ja´ existentes e aumenta significativamente a aplicabilidade da plataforma
mεµ.
O suporte integrado a` especificac¸a˜o de recursos f´ısicos, modelac¸a˜o de aplicac¸o˜es e corres-
pondeˆncia entre recursos f´ısicos e lo´gicos torna o mεµ um sistema u´nico; um conjunto
reduzido de entidades, actualmente apenas sete entidades, e uma forma de organizac¸a˜o
u´nica permitem unificar a modelac¸a˜o de aplicac¸o˜es e a explorac¸a˜o dos recursos de um
cluster SMP multi-SAN.
Cap´ıtulo 5
Comunicac¸a˜o orientada ao recurso
A utilizac¸a˜o eficiente de mu´ltiplas tecnologias de comunicac¸a˜o, por parte de uma aplicac¸a˜o
codificada numa determinada linguagem, tornou-se uma realidade com o aparecimento de
bibliotecas/sistemas de comunicac¸a˜o de n´ıvel interme´dio. Estes sistemas permitem que
as aplicac¸o˜es explorem variados protocolos de comunicac¸a˜o de baixo-n´ıvel atrave´s de um
interface u´nico, garantindo assim que uma aplicac¸a˜o na˜o fica confinada a um determinado
cluster, interligado por uma tecnologia particular de comunicac¸a˜o.
Neste contexto, a necessidade de contemplar a utilizac¸a˜o macic¸a de fios-de-execuc¸a˜o, por
forma a explorar no´s SMP e introduzir novas facilidades para a modelac¸a˜o de um leque
importante de aplicac¸o˜es, aliada a` pretensa˜o de ir de encontro ao paradigma da computac¸a˜o
orientada ao recurso sa˜o as razo˜es principais que levaram ao desenvolvimento da biblioteca
RoCl – Resource oriented Communication library. A especificidade desta biblioteca deriva
da criac¸a˜o de uma imagem de sistema uno, na qual se baseia o sistema mεµ para oferecer
conectividade total entre recursos lo´gicos de uma aplicac¸a˜o.
Neste cap´ıtulo e´ apresentado o modelo de comunicac¸a˜o orientada ao recurso e a funcio-
nalidade ba´sica do RoCl. Sa˜o tambe´m apresentados os mecanismos desenvolvidos para
suporte a` operac¸a˜o em ambiente multicluster.
5.1 Modelo de Comunicac¸a˜o
A biblioteca RoCl introduz um novo modelo de comunicac¸a˜o, que serve de suporte a muitas
das funcionalidades necessa´rias a` computac¸a˜o orientada ao recurso, contribuindo, desta
forma, para o desenvolvimento de abstracc¸o˜es de alto-n´ıvel directamente relacionadas com
a programac¸a˜o de aplicac¸o˜es paralelas.
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5.1.1 Conceitos gerais
O modelo de comunicac¸a˜o do RoCl assenta em treˆs entidades fundamentais, contextos de
comunicac¸a˜o/computac¸a˜o, recursos e tampo˜es de memo´ria, e num servic¸o de directo´rio de
baixo-n´ıvel.
Um contexto e´ uma entidade que dete´m um ou mais portos de comunicac¸a˜o de baixo-
-n´ıvel, para envio e recepc¸a˜o de mensagens, comportando-se como um macrorreposito´rio
de mensagens.
O recurso e´ uma abstracc¸a˜o usada para a modelac¸a˜o de entidades comunicantes e de en-
tidades computacionais. Os recursos sa˜o tornados acess´ıveis mediante uma operac¸a˜o de
registo num servic¸o de directo´rio global e distribu´ıdo. Todo o recurso e´ associado a um
contexto preexistente e possui um identificador u´nico, no aˆmbito do cluster, atribu´ıdo
pelo directo´rio. O RoCl na˜o especifica quaisquer propriedades concretas de recursos, nem
sequer limita a definic¸a˜o dessas propriedades. Os recursos sa˜o realizac¸o˜es de abstracc¸o˜es
arbitra´rias do n´ıvel aplicacional, cuja diferenciac¸a˜o resulta de uma lista de atributos espe-
cificada na sua criac¸a˜o.
Um atributo e´ um par 〈nome, valor〉, onde nome e´ uma cadeia de caracteres e valor
e´ uma sequeˆncia de bytes. Um recurso R com n atributos e´ definido pela expressa˜o
R = {〈nome1, valor1〉, ..., 〈nomen, valorn〉}.
Para minimizar o nu´mero de operac¸o˜es de alocac¸a˜o e registo de memo´ria, o modelo inclui
um sistema de gesta˜o de tampo˜es de memo´ria. Os tampo˜es sa˜o zonas de memo´ria registada
usadas para manter as mensagens e, assim, permitir a comunicac¸a˜o sem co´pias de memo´ria.
Os identificadores globais dos recursos sa˜o usados para determinar a origem e o destino
das mensagens. A identidade de um recurso podera´ ser obtida a partir de uma pesquisa
no directo´rio, com base numa lista de atributos espec´ıficos desse recurso. Conve´m ainda
salientar que, ao n´ıvel do directo´rio, apenas os recursos sa˜o vis´ıveis, uma vez que os
contextos sa˜o virtualizados em recursos de sistema e os tampo˜es sa˜o geridos no aˆmbito
dos contextos.
5.1.2 Interface ba´sico
A utilizac¸a˜o de bibliotecas de comunicac¸a˜o de baixo-n´ıvel, tais como o GM e o VIA,
na˜o garante, automaticamente, comunicac¸a˜o livre de co´pias; a camada de abstracc¸a˜o de
alto-n´ıvel tem que definir um interface apropriado, que preserve as qualidades presentes
nos sistemas de baixo-n´ıvel. O SOVIA [Kim 01] e o PVM sobre VIA [Espenica 02], por
exemplo, usam VIA, o qual permite comunicac¸a˜o sem co´pias, mas devido ao facto de os
programadores continuarem limitados ao interface tradicional dos sockets ou do PVM,
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esses sistemas sa˜o obrigados a copiar ou registar dados do utilizador (a´reas de memo´ria)
antes do envio e na˜o conseguem evitar uma co´pia obrigato´ria na recepc¸a˜o. No caso do
RoCl, e´ importante realc¸ar que as primitivas destinadas a` manipulac¸a˜o de tampo˜es e a`
comunicac¸a˜o propriamente dita foram desenhadas por forma a garantir um mecanismo de
passagem de mensagens sem co´pias de memo´ria.
Servidor Cliente
1. iniciar um contexto RoCl
2. registar o recurso R1 = {〈tipo, servidor〉}
e guardar o identificador devolvido em id1
3. aguardar uma mensagem destinada a id1 e
guardar o apontador do tampa˜o em msg1
4. processar os dados da mensagem atrave´s
do apontador msg1
5. devolver o tampa˜o msg1 a` biblioteca
1. iniciar um contexto RoCl
2. registar o recurso R2 = {〈tipo, cliente〉} e
guardar o identificador devolvido em id2
3. descobrir o recurso {〈tipo, servidor〉} e
guardar o identificador devolvido em id3
4. obter um tampa˜o com dimensa˜o adequada
e guardar o apontador devolvido em msg2
5. preparar os dados da mensagem atrave´s do
apontador msg2
6. enviar msg2 de id2 para id3
7. devolver o tampa˜o msg2 a` biblioteca
Figura 5.1: Um exemplo ba´sico de comunicac¸a˜o entre recursos.
Para ilustrar o interface ba´sico do RoCl bem como os conceitos gerias acima apresentados,
a figura 5.1 apresenta os passos necessa´rios para o funcionamento de um interacc¸a˜o ba´sica
entre um cliente e um servidor, de acordo com o modelo de comunicac¸a˜o do RoCl.
O conjunto ba´sico de primitivas que os programadores podem usar para explorar o RoCl
e´ apresentado na tabela 5.1. Tomando como refereˆncia o exemplo da figura 5.1, a pri-
mitiva rocl init corresponde aos passos 1, rocl register aos passos 2, rocl query e
rocl bfget aos passos 3 e 4 do cliente, respectivamente, rocl send ao passo 6 do cliente,
rocl recv ao passo 3 do servidor e rocl bfret aos passos 5 do servidor e 7 do cliente.
5.2 Servic¸o de directo´rio
O modelo tem em vista a criac¸a˜o de um sistema totalmente dinaˆmico, em que as entidades
comunicantes podem ser criadas e destru´ıdas a qualquer momento durante a execuc¸a˜o de
uma aplicac¸a˜o, recorrendo a` funcionalidade de um servic¸o de directo´rio distribu´ıdo global.
A importaˆncia de um directo´rio foi ja´ realc¸ada em [Beck 99] e [Fitzgerald 97].
O servic¸o de directo´rio foi projectado como um sistema distribu´ıdo e auto´nomo, que oferece
acesso eficiente e escala´vel (ver secc¸a˜o 8.1) a` sua base de recursos registados. Este servic¸o
facilita o desenvolvimento de plataformas e aplicac¸o˜es de computac¸a˜o distribu´ıda mais
flex´ıveis.
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Tabela 5.1: Primitivas RoCl ba´sicas.
Contextos
int rocl init(bool bridge)
rocl exit()
Recursos




void * rocl bfget(int len)
rocl bfret(void *ptr)
rocl bftoret(void *ptr)
int rocl bfstat(const void *ptr, int timeout)
Pesquisa
int rocl query(int gid, rocl attrl t *attrs, enum rocl scope scope)
Comunicac¸a˜o
rocl send(int ogid, int dgid, int tag, const void *ptr, int len)
int rocl recv(int dgid, int ogid, int tag, void **ptr,
int *aogid, int *atag, int *alen, int timeout)
5.2.1 Atributos
Um recurso e´ definido/registado atrave´s da especificac¸a˜o de uma lista de atributos. As
primitivas usadas para manipular listas de atributos de recursos sa˜o apresentadas na ta-
bela 5.2.
Tabela 5.2: Primitivas RoCl para manipulac¸a˜o de listas de atributos.
rocl attrl t * rocl new attrl(int max len)
int rocl add attr(rocl attrl t *attrs, const char *name, const void *val,
int len)
int rocl get attr(const rocl attrl t *attrs, const char *name,
void **value, int *len)
int rocl nget attr(const rocl attrl t *attrs, int lpos, char **name,
void **value, int *len)
rocl destroy attrl(rocl attrl t *attrs)
As listas de atributos sa˜o usadas tanto no registo como na pesquisa de recursos. No
registo de um recurso, todos os atributos teˆm de ser completamente especificados, isto e´,
cada atributo tem de ter um nome e um valor definidos. Para efeitos de pesquisa, alguns
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atributos podem ser parcialmente definidos, isto e´, podem ser indicados apenas os seus
nomes, por forma a indicar a` biblioteca que informac¸a˜o devera´ obter a partir do directo´rio.
Para evitar co´pias de memo´ria supe´rfluas, as listas de atributos sa˜o armazenadas em zonas
de memo´ria cont´ıgua, para efeito de envio a um servidor (ver secc¸a˜o 5.2.2). A pro´pria lista
de atributos e´ usada como mensagem (pacote) de pedido ou resposta, obrigando a` reserva
de algum espac¸o a` cabec¸a da lista, para que possa ser inclu´ıda informac¸a˜o de controlo.
5.2.2 Operac¸a˜o local
Os recursos sa˜o registados no servidor de directo´rio local a cada no´ do cluster, sendo
produzidos identificadores globais a partir de um nu´mero de se´rie, atribu´ıdo ao servidor
na fase de arranque, e num contador local, por forma a evitar comunicac¸a˜o entre os
diferentes no´s. A base de dados de recursos locais e´ mantida na memo´ria principal do no´,















Figura 5.2: Registo de recursos locais.
A figura 5.2 apresenta o esquema de registo de recursos ao n´ıvel de um no´ do cluster. A va-
riedade de recursos e´ ilustrada atrave´s de diferentes formas geome´tricas. As identificac¸o˜es
e os atributos dos recursos criados ao n´ıvel de dois contextos encontram-se registados na
base de dados mantida pelo servidor de directo´rio local. A comunicac¸a˜o entre as aplicac¸o˜es
(clientes) e o respectivo servidor local e´ feita atrave´s de mecanismos de comunicac¸a˜o in-
tra/interprocesso (IPC), enquanto que os subsistemas de comunicac¸a˜o sa˜o usados para a
troca de mensagens entre recursos e para a comunicac¸a˜o entre servidores no aˆmbito de
uma pesquisa global (ver secc¸a˜o 5.2.3).
Os atributos associados a cada recurso, e registados no directo´rio, sa˜o inaltera´veis, estando
apenas dispon´ıvel, para o programador, uma primitiva destinada a` eliminac¸a˜o do registo
de um dado recurso. Esta abordagem permite implementar, de forma mais eficiente,
estruturas interme´dias para armazenamento da informac¸a˜o mais requisitada.
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Todos os recursos registados no aˆmbito de um dado contexto RoCl sa˜o automaticamente
eliminados pelo servidor de directo´rio, quando este detecta que o contexto na˜o se encontra
activo. O mecanismo de detecc¸a˜o baseia-se em mensagens de presenc¸a que o contexto
envia periodicamente ao servidor de directo´rio local.
Uma interrogac¸a˜o recebida por um servidor local corresponde a um pacote de pedido que
podera´ incluir: o identificador do recurso, alguns atributos completamente especificados
(com nomes e valores va´lidos) e alguns atributos parcialmente especificados (com valores
NULL, mas tamanhos diferentes de zero associados a esses valores). Se o identificador do
recurso esta´ presente, o mecanismo de procura e´ trivial. No caso contra´rio, os atributos
completamente especificados sera˜o usados para produzir ı´ndices que facilitem o acesso
directo a` informac¸a˜o do recurso. Depois de descoberto o recurso pretendido, todos os
atributos parcialmente especificados sa˜o examinados e cada um deles sera´ completado,
desde que um atributo com o mesmo nome tenha previamente sido associado ao recurso em
causa. Se na˜o existirem quaisquer atributos parcialmente especificados, enta˜o os nomes e
respectivos valores de todos os atributos previamente associados ao recurso sera˜o copiados.
5.2.3 Operac¸a˜o global
Quando o servidor local na˜o e´ capaz de responder a uma interrogac¸a˜o em particular, e´
desencadeado um processo de procura global. Numa procura global, todos os servidores
de directo´rio em execuc¸a˜o no cluster, um em cada no´, recebem o pedido, mas apenas
responde aquele onde a pesquisa tiver sucesso. A figura 5.3 ilustra o processo de pesquisa
global, tendo por base uma interrogac¸a˜o que, depois de processada ao n´ıvel do servidor
local, foi enviada a dois servidores remotos.
O mecanismo de procura global baseia-se na difusa˜o UDP, explorando o facto de a to-
talidade dos no´s de um cluster estarem, habitualmente, conectados por uma rede Fast
Ethernet, independentemente de poderem existir partic¸o˜es ao n´ıvel de tecnologias de co-
municac¸a˜o de elevado desempenho. Esta abordagem tira partido do suporte nativo a`
difusa˜o, tanto ao n´ıvel protocolar como ao n´ıvel do hardware. Ale´m disso, num clus-
ter dotado de tecnologias de comunicac¸a˜o de elevado desempenho, a rede Fast Ethernet
apresenta-se como o meio de comunicac¸a˜o secunda´rio, na˜o sendo usado nas aplicac¸o˜es.
Deste modo, a sua utilizac¸a˜o para suporte ao funcionamento do servic¸o de directo´rio, por
um lado, rentabiliza um meio de comunicac¸a˜o que, normalmente, so´ serve para operac¸o˜es
de configurac¸a˜o e gesta˜o dos no´s do cluster e, por outro lado, liberta as tecnologias de
comunicac¸a˜o de elevado desempenho para a interoperac¸a˜o de componentes de aplicac¸o˜es.
Nos casos em que as operac¸o˜es de procura global podem ser limitadas a um u´nico subclus-
ter, os pedidos podera˜o ser entregues atrave´s da combinac¸a˜o de difusa˜o UDP e a´rvores
de dispersa˜o para a tecnologia de comunicac¸a˜o desse subcluster. O funcionamento geral
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Figura 5.3: Mecanismo de pesquisa global.
sera´ o seguinte: 1) os servidores locais anunciam periodicamente a sua presenc¸a atrave´s
de difusa˜o UDP; 2) cada servidor mante´m uma lista dos restantes servidores activos; 3) as
a´rvores de dispersa˜o sa˜o usadas para alcanc¸ar todos os servidores activos. A utilizac¸a˜o de
a´rvores de dispersa˜o deve-se ao facto de as tecnologias de comunicac¸a˜o de elevado desem-
penho mais comuns na˜o suportarem a difusa˜o, quer seja por motivo do hardware (como e´
o caso da Myrinet) ou por motivo do protocolo de comunicac¸a˜o (como e´ o caso do VIA,
devido a` orientac¸a˜o a` conexa˜o).
5.2.4 Pesquisas com mu´ltiplas respostas
As interrogac¸o˜es que na˜o especificam o identificador de um recurso podera˜o resultar na
devoluc¸a˜o de mu´ltiplas respostas, provenientes de um ou mais servidores de directo´rio.
De facto, recursos distintos podera˜o possuir atributos com nomes e valores ideˆnticos e,
portanto, uma pesquisa baseada em atributos comuns a diferentes recursos podera´ devolver
va´rios resultados.
O RoCl fornece primitivas dedicadas para o manuseamento de mu´ltiplas respostas, res-
peitantes a uma u´nica operac¸a˜o de pesquisa (ver tabela 5.3). Este interface estende a
primitiva ba´sica rocl query anteriormente apresentada, possibilitando a obtenc¸a˜o dos re-
sultados de uma pesquisa a partir do servidor local, um de cada vez, tal como se se tratasse
de uma sequeˆncia de pesquisas simples independentes.
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Tabela 5.3: Primitivas RoCl para suporte a pesquisas com mu´ltiplas respostas.
rocl handler t * rocl query start(rocl attrl t *attrs,
enum rocl scope scope)
int rocl query next(rocl handler t *handler, rocl attrl t *attrs)
int rocl query stop(rocl handler t *handler)
O mecanismo de suporte a` obtenc¸a˜o de mu´ltiplas respostas e´ da responsabilidade de cada
servidor local, o qual mante´m informac¸a˜o de controlo/estado, por cada operac¸a˜o de pes-
quisa em curso, de modo a poder decidir entre as seguintes alternativas: procurar uma
resposta na base de dados local, difundir a interrogac¸a˜o, armazenar respostas devolvidas
por servidores remotos, procurar o pro´ximo resultado na base de dados local, devolver
uma resposta obtida a partir de um servidor remoto ou solicitar o pro´ximo resultado a um
servidor remoto.
Em resposta a um pedido recebido por via de uma determinada operac¸a˜o de difusa˜o,
cada servidor remoto devolve um u´nico resultado – o primeiro que satisfizer os crite´rios
de pesquisa – acompanhado de um ı´ndice relativo a` posic¸a˜o na sua base de dados. O
servidor local armazena as va´rias respostas recebidas (uma, no ma´ximo, por cada servidor
remoto) e, sempre que uma dessas respostas e´ devolvida a` aplicac¸a˜o que desencadeou
a procura, contacta individualmente um servidor espec´ıfico (o responsa´vel pela resposta
devolvida), com o intuito de receber mais uma resposta, indicando-lhe o ı´ndice de posic¸a˜o
anteriormente recebido. Este ı´ndice permite que o servidor remoto reinicie a operac¸a˜o de
pesquisa a partir do local onde anteriormente tinha encontrada uma resposta.
5.3 Troca de mensagens inter-recurso
As aplicac¸o˜es RoCl enderec¸am mensagens a recursos, cuja identificac¸a˜o pode ser previ-
amente obtida atrave´s do servic¸o de directo´rio. A passagem de mensagens inter-recurso
levanta, essencialmente, dois problemas: o enderec¸amento e o despacho de mensagens.
No primeiro caso, a dificuldade reside no facto de na˜o existir uma relac¸a˜o directa entre
recursos e enderec¸os de portos dos subsistemas de comunicac¸a˜o. No segundo caso, e´ ne-
cessa´rio ter em conta que, por um lado, os recursos sa˜o animados por fios-de-execuc¸a˜o
que concorrem pelo acesso a mensagens e, por outro lado, teˆm de ser multiplexados va´rios
portos de comunicac¸a˜o associados a distintas tecnologias.
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5.3.1 Enderec¸amento de mensagens
Os contextos sa˜o as entidades que os subsistemas de comunicac¸a˜o reconhecem como destino
va´lido para as mensagens, pelo facto de possu´ırem portos de comunicac¸a˜o no aˆmbito de
cada um desses subsistemas, o que torna necessa´rio o estabelecimento da correspondeˆncia
entre recursos e contextos.
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Figura 5.4: Correspondeˆncia entre recursos e contextos.
A correspondeˆncia entre recursos e contextos e´ efectuada conforme representado na fi-
gura 5.4. Os contextos, registados automaticamente no arranque da biblioteca, sa˜o tra-
tados como recursos de sistema em que os enderec¸os de portos dos subsistemas de comu-
nicac¸a˜o sa˜o definidos como seus atributos. No registo de um recurso e´ usado implicita-
mente como atributo o identificador global de um contexto. Assim, todos os recursos sa˜o
etiquetados com o identificador do contexto em que esta˜o inseridos.
Esta abordagem e´ aparentemente ineficiente, dado que o envio de uma simples mensagem
requer treˆs passos: 1) obter o contexto associado ao recurso atrave´s de uma consulta ao
directo´rio, 2) obter os enderec¸os de comunicac¸a˜o de baixo-n´ıvel associados ao contexto
e 3) enviar a mensagem com base num dos enderec¸os obtidos. Os dois primeiros passos
exigem a troca de alguns pacotes (pedidos/respostas ao/do servic¸o de directo´rio), o que
faz com que o tempo de resposta associado ao envio de uma mensagem assuma valores
inaceita´veis. Para contornar esta limitac¸a˜o, a biblioteca usa duas estruturas de armaze-
namento interme´dio, que guardam as correspondeˆncias entre identificadores de recursos e
identificadores de contextos e entre identificadores de contextos e enderec¸os de portos dos
subsistemas de comunicac¸a˜o usadas mais recentemente.
5.3.2 Despacho de mensagens
Os recursos RoCl sa˜o animados por fios-de-execuc¸a˜o, permitindo desta forma o acesso con-
corrente/paralelo aos mecanismos de comunicac¸a˜o. Por sua vez, a recepc¸a˜o de mensagens
numa aplicac¸a˜o com mu´ltiplos fios-de-execuc¸a˜o e´ totalmente ass´ıncrona, o que significa
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que, no momento da chegada de uma determinada mensagem, podera´ na˜o existir uma
entidade a aguardar essa mensagem em particular.
O RoCl e´ um sistema de comunicac¸a˜o na˜o-orientado a` conexa˜o que usa um mecanismo de
despacho baseado em fios-de-execuc¸a˜o e filas de mensagens. Os fios-de-execuc¸a˜o, um por
cada subsistema de comunicac¸a˜o suportado, aguardam a chegada de mensagens, recor-
rendo a` sondagem e a mecanismos de tratamento de interrupc¸o˜es, armazenando-as numa
fila de recepc¸a˜o. Os recursos extraem mensagens da fila, com base nos seguintes crite´rios
de selecc¸a˜o: destino, origem e etiqueta da mensagem. A primitiva de recepc¸a˜o possibi-
lita recepc¸o˜es temporizadas com base no paraˆmetro timeout (ver tabela 5.1): um valor
nulo indica que, no caso de na˜o existir uma mensagem que satisfac¸a os crite´rios, a primi-
tiva devolve imediatamente um co´digo de erro; um valor negativo indica que a primitiva
aguarda o tempo necessa´rio ate´ a` chegada de uma mensagem; outro qualquer valor servira´
para especificar o per´ıodo de tempo que a primitiva podera´ aguardar por uma mensagem,
devolvendo um co´digo de erro no fim desse per´ıodo.
A primitiva de envio, uma vez preenchidos os paraˆmetros, entrega uma mensagem direc-
tamente a um subsistema de comunicac¸a˜o, o qual, com base no hardware do interface de
comunicac¸a˜o, se encarrega do envio efectivo da mensagem, ficando a aplicac¸a˜o de imediato
livre para prosseguir a sua execuc¸a˜o.
Durante o per´ıodo de tempo em que uma dada mensagem e´ processada pelo subsistema de
comunicac¸a˜o, o envio de uma outra qualquer mensagem bloqueara´ a aplicac¸a˜o. No sentido
de contornar esta limitac¸a˜o, o RoCl tambe´m mante´m uma fila de envio, que apenas e´
usada quando o subsistema de comunicac¸a˜o esta´ indispon´ıvel, garantindo-se assim que a
primitiva de envio retorna sempre de imediato a` aplicac¸a˜o. Os fios-de-execuc¸a˜o do sistema,
para ale´m de tratarem das mensagens recebidas, tambe´m monitorizam a fila de envio, por
forma a processar envios pendentes.
E´ importante referir que as filas de envio e recepc¸a˜o apenas manipulam registos descritores
de mensagens, que conteˆm um apontador para os dados da mensagem, evitando desta
forma co´pias de memo´ria supe´rfluas.
Detalhes da multiplexagem
A generalidade dos sistemas de comunicac¸a˜o de baixo-n´ıvel oferecem mecanismos apenas
para comunicac¸a˜o entre no´s de um cluster, na˜o contemplando as entidades variadas do
mundo aplicacional como origem/destino das mensagens. No caso do GM, por exemplo,
cada interface de comunicac¸a˜o suporta apenas oito portos de comunicac¸a˜o, o que dificulta
o desenvolvimento de aplicac¸o˜es em que mu´ltiplas entidades lo´gicas necessitam de trocar
mensagens. Em muitos subsistemas de comunicac¸a˜o nem sequer e´ suportado o acesso
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concorrente/paralelo de mu´ltiplos fios-de-execuc¸a˜o a um ponto de comunicac¸a˜o.
O mecanismo de despacho do RoCl permite que um u´nico porto de comunicac¸a˜o de um
dado subsistema seja multiplexado por mu´ltiplas entidades concorrentes. No que diz res-
peito ao envio, mesmo quando as bibliotecas de baixo-n´ıvel na˜o suportam acesso concor-
rente por parte de va´rios fios-de-execuc¸a˜o, a tarefa do RoCl resume-se a` coordenac¸a˜o das
evocac¸o˜es de primitivas de envio dos va´rios fios-de-execuc¸a˜o. No que concerne a` recepc¸a˜o,
devido ao cara´cter ass´ıncrono da chegada de mensagens a uma aplicac¸a˜o, os fios-de-exe-
cuc¸a˜o do sistema RoCl que se encarregam do despacho de mensagens devera˜o recorrer
a` sondagem ou aos mecanismos de interrupc¸a˜o dos subsistemas, mediante a evocac¸a˜o de
primitivas na˜o-bloqueantes ou bloqueantes, respectivamente, disponibilizadas pelas bibli-
otecas de comunicac¸a˜o de baixo-n´ıvel.
Como ja´ foi referido, a recepc¸a˜o de mensagens e´ feita por interme´dio de uma fila de re-
cepc¸a˜o. O mecanismo de despacho insere na fila as mensagens e, no caso de existir algum
fio-de-execuc¸a˜o bloqueado, a` espera de uma mensagem em particular, se uma dada men-
sagem obedecer aos crite´rios indicados na primitiva de recepc¸a˜o, o mecanismo de despacho
notificara´ esse fio-de-execuc¸a˜o. Note-se que a partilha de um porto de comunicac¸a˜o, por
parte de va´rios fios-de-execuc¸a˜o que animam recursos, obriga a` existeˆncia de um meca-
nismo espec´ıfico de multiplexagem. Com efeito, por um lado, na˜o e´ poss´ıvel que va´rios
fios-de-execuc¸a˜o fiquem bloqueados, aguardando mensagens, recorrendo apenas a`s primi-
tivas de uma biblioteca de comunicac¸a˜o de baixo-n´ıvel e, por outro lado, nenhum sistema
de escalonamento podera´ garantir que, no momento da chegada de uma mensagem, se en-
contra activo o fio-de-execuc¸a˜o que anima o recurso ao qual a mensagem e´ efectivamente
enderec¸ada.
Impacto da multiplexagem
As operac¸o˜es de sondagem, num ambiente com mu´ltiplos fios-de-execuc¸a˜o, podem ser
altamente penalizadoras para o tempo de execuc¸a˜o de uma aplicac¸a˜o, uma vez que o me-
canismo de despacho do RoCl, materializado em alguns fios-de-execuc¸a˜o, concorre, no
acesso ao CPU, com os fios-de-execuc¸a˜o da aplicac¸a˜o. No entanto, em algumas aplicac¸o˜es,
a reduc¸a˜o da frequeˆncia de sondagem para valores muito baixos pode influenciar drastica-
mente o desempenho global.
A utilizac¸a˜o de primitivas bloqueantes das bibliotecas de comunicac¸a˜o de baixo-n´ıvel, que
exploram mecanismos de tratamento de interrupc¸o˜es, tambe´m podem acarretar alguma
degradac¸a˜o de desempenho. Com efeito, esta estrate´gia obriga a comutac¸o˜es de contexto,
o que aumenta o tempo necessa´rio para efectivamente tratar a chegada de uma mensa-
gem, uma vez que tera´ que ser escalonado um fio-de-execuc¸a˜o do sistema de despacho e,
posteriormente, escalonado um outro da aplicac¸a˜o.
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Neste contexto, houve a preocupac¸a˜o de minimizar o impacto do sistema de despacho de
mensagens. Em primeiro lugar, inclu´ıram-se mecanismos para comutar entre a sondagem
e a recepc¸a˜o bloqueante; o funcionamento geral e´ baseado no modo bloqueante, mas,
quando todos os fios-de-execuc¸a˜o da aplicac¸a˜o se encontram a` espera de mensagens ou
quando a frequeˆncia da chegada de mensagens e´ muito elevada, o sistema passa a usar a
sondagem. Em segundo lugar, e de forma a permitir que os fios-de-execuc¸a˜o da aplicac¸a˜o
tambe´m cooperem no processo de despacho de mensagens, o RoCl disponibiliza a primitiva
rocl dispatch (ver tabela 5.4), que pode ser usada pelo programador, ao longo do co´digo
da aplicac¸a˜o, com o intuito de despoletar uma acc¸a˜o de sondagem. A evocac¸a˜o de quaisquer
outras primitivas RoCl, por parte dos fios-de-execuc¸a˜o de uma aplicac¸a˜o, tambe´m produz
o mesmo efeito (em acre´scimo a`s operac¸o˜es espec´ıficas subjacentes a cada primitiva).
Tabela 5.4: Primitiva RoCl para apoio ao despacho.
rocl dispatch()
No sentido de minimizar o impacto do despacho de mensagens nas aplicac¸o˜es, alguns
autores ([Langendoen 96, Hansen 00, Danjean 00]) propuseram a inclusa˜o de mecanismos
de sondagem no pro´prio escalonador de fios-de-execuc¸a˜o. Apesar dos n´ıveis elevados de
desempenho que esta abordagem permite alcanc¸ar, tem como inconveniente a necessidade
de alterar, ou desenhar de ra´ız, o escalonador, o que inviabiliza o recurso indiscriminado
a bibliotecas de rotinas preexistentes, baseadas em fios-de-execuc¸a˜o POSIX.
5.3.3 Escrita e leitura remotas
Em geral, a passagem de mensagens envolve dois intervenientes activos: o emissor e o re-
ceptor. Ao receptor cabe a tarefa de, por cada mensagem enviada, desencadear a execuc¸a˜o
de uma operac¸a˜o para consumo da mensagem. Em abordagens do ge´nero da adoptada no
modelo de mensagens activas [von Eicken 92] na˜o ha´ lugar a` execuc¸a˜o expl´ıcita de uma
operac¸a˜o de recepc¸a˜o no destino, uma vez que uma entidade de sistema se encarrega do
processamento associado a` entrega da mensagem.
Algumas tecnologias de comunicac¸a˜o mais recentes introduzem operac¸o˜es de leitura e
escrita remota, em que o emissor e´ o u´nico interveniente activo, vulgarmente denominadas
de operac¸o˜es RDMA (Acesso Directo a Memo´ria Remota).
No caso do RoCl, a passagem de mensagens convencional implica a activac¸a˜o de um
fio-de-execuc¸a˜o do sistema de despacho no destino, o qual, por sua vez, ira´ proceder a`
activac¸a˜o do fio-de-execuc¸a˜o que anima o recurso associado ao destino da mensagem (ver
figura 5.5(b)). Com a integrac¸a˜o de operac¸o˜es RDMA, o sistema RoCl passa a dispor
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Figura 5.5: Escrita remota vs envio-recepc¸a˜o.
de primitivas de comunicac¸a˜o com tempos de resposta muito pro´ximos do hardware de
interligac¸a˜o, ja´ que na˜o e´ necessa´ria a activac¸a˜o de qualquer fio-de-execuc¸a˜o no destino
(ver figura 5.5(a)).
As operac¸o˜es RDMA no RoCl usam directamente os conceitos de recurso e tampa˜o de
memo´ria, sem introduzir novas abstracc¸o˜es. As primitivas desenhadas para o efeito (ver
tabela 5.5) permitem: associar a um recurso um determinado tampa˜o, tornando-o acess´ıvel
remotamente, isto e´, permitindo a escrita e leitura remotas (rocl bfshare), movimentar
um fragmento de um dado tampa˜o local para uma determinada zona do tampa˜o remoto
associado ao recurso indicado como destino (rocl put) e movimentar um fragmento do
tampa˜o remoto associado ao recurso indicado como origem para uma determinada zona
de um dado tampa˜o local (rocl get).
Tabela 5.5: Primitivas RoCl para escrita/leitura remota.
rocl bfshare(int ogid, const void *ptr)
rocl put(int ogid, int dgid, const void *ptr, int loffset, int roffset,
int length)
rocl get(int dgid, int ogid, int roffset, void *ptr, int loffset,
int length)
Saliente-se que a primitiva rocl bfshare na˜o tem por objectivo publicar um enderec¸o
de memo´ria atrave´s do directo´rio. Apenas tera´ como efeito, no contexto RoCl onde foi
evocada, a associac¸a˜o do enderec¸o de um tampa˜o ao identificador de um recurso local.
Quando as primitivas rocl put e rocl get sa˜o evocadas, o identificador do recurso remoto
indicado e´ usado pelo sistema RoCl para contactar o contexto remoto correspondente e
obter o enderec¸o necessa´rio a` escrita/leitura remota. O sistema RoCl tambe´m mante´m
uma estrutura de armazenamento interme´dio, que associa identificadores de recursos a
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enderec¸os de tampo˜es, para minimizar as trocas de informac¸a˜o entre contextos.
Esta abordagem introduz um n´ıvel de abstracc¸a˜o superior ao oferecido pelas bibliotecas
de comunicac¸a˜o de baixo-n´ıvel, como e´ o caso do GM e do VIA. Com efeito, os modelos
de comunicac¸a˜o destes subsistemas impo˜em o uso das convencionais primitivas de envio
e recepc¸a˜o de mensagens para obter os enderec¸os de memo´ria necessa´rios nas operac¸o˜es
RDMA, isto e´, antes de uma operac¸a˜o de leitura ou escrita remota, tera´ lugar o envio
convencional de uma mensagem, para dar a conhecer o enderec¸o de memo´ria remoto. No
modelo do RoCl, o directo´rio e a informac¸a˜o de controlo trocada entre contextos, de forma
transparente a`s aplicac¸o˜es, permitem esconder a complexidade associada a`s operac¸o˜es de
escrita e leitura remotas.
5.3.4 Controlo de acesso
No modelo de comunicac¸a˜o, um recurso podera´ enderec¸ar mensagens a qualquer outro
recurso registado no directo´rio, independentemente do no´ do cluster, da aplicac¸a˜o ou
mesmo do utilizador. A estrate´gia de identificac¸a˜o global coloca num u´nico plano os
va´rios recursos dispersos pelos no´s de um cluster, independentemente das circunstaˆncias da
criac¸a˜o de cada recurso. Apesar da flexibilidade que esta particularidade do RoCl oferece,
num ambiente multiprograma e multi-utilizador havera´ situac¸o˜es onde se torna necessa´rio
impor algumas limitac¸o˜es a` interacc¸a˜o entre recursos. Por esta raza˜o, e´ necessa´rio poˆr a`
disposic¸a˜o dos programadores mecanismos de controlo de acesso, de forma a impedir que
a um dado recurso sejam enviadas mensagens indeseja´veis.
O mecanismo de controlo de acesso baseia-se no facto de que o envio de mensagens requer
sempre uma consulta ao directo´rio, quer seja para obter o identificador de uma entidade da
qual se conhecem alguns atributos, quer seja para obter enderec¸os dos pontos de acesso aos
subsistemas de comunicac¸a˜o. Se o servic¸o de directo´rio na˜o responder a pedidos efectuados
pela aplicac¸a˜o de um dado utilizador, relativamente a recursos a que lhe esta´ vedado o
acesso, a comunicac¸a˜o na˜o podera´ ter lugar, visto que, ou a aplicac¸a˜o na˜o consegue obter
o identificador do recurso destino, ou a biblioteca RoCl na˜o consegue obter os enderec¸os
associados ao identificador desse recurso.
O mecanismo de controlo de acesso obriga a` associac¸a˜o de informac¸a˜o espec´ıfica a cada
recurso RoCl, para ale´m dos normais atributos usados para caracterizar o recurso. Assim,
a primitiva de registo – rocl register – permite a especificac¸a˜o de uma lista de controlo
de acesso, atrave´s do paraˆmetro acl (ver tabela 5.1), que designa os utilizadores, ou grupos
de utilizadores, que podem interactuar com o recurso. Esta lista e´ armazenada como um
conjunto de atributos de sistema, inacess´ıveis atrave´s do interface de programac¸a˜o.
As interrogac¸o˜es enviadas pelas primitivas rocl query e rocl query start ao servidor
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local incluem as identificac¸o˜es do utilizador e do seu grupo, acrescentadas, automatica-
mente, pela biblioteca RoCl. Deste modo, o servic¸o de directo´rio podera´ decidir se deve ou
na˜o responder a uma dada interrogac¸a˜o, bastando verificar se o utilizador responsa´vel pelo
pedido esta´ contemplado na lista de controlo de acesso associada ao recurso. Saliente-se
que a primitiva rocl query e´ usada tanto pelo programador, para obter o identificador de
um recurso, como pelo pro´prio sistema RoCl, para obter enderec¸os de comunicac¸a˜o para
um dado identificador.
5.4 Difusa˜o selectiva
Tradicionalmente, as bibliotecas de comunicac¸a˜o de baixo-n´ıvel sa˜o usadas para a comu-
nicac¸a˜o ponto-a-ponto. Em alguns casos, esta˜o dispon´ıveis funcionalidades de difusa˜o,
mas apenas ao n´ıvel do no´, isto e´, oferece-se a possibilidade de fazer chegar uma dada
mensagem a todos os no´s do cluster.
Na programac¸a˜o de aplicac¸o˜es paralelas, e´ vulgar a definic¸a˜o de grupos de entidades, aos
quais podem ser directamente enderec¸adas mensagens, com o intuito de suportar difusa˜o
selectiva. Esta funcionalidade e´ habitualmente implementada a` custa da comunicac¸a˜o
ponto-a-ponto oferecida pelas bibliotecas de comunicac¸a˜o de baixo-n´ıvel, utilizando-se
te´cnicas que permitem explorar particularidades do hardware de comunicac¸a˜o normal-
mente usado em clusters [Huse 99].
5.4.1 Relacionamento de recursos
Ate´ ao momento, os recursos RoCl foram apresentados despojados de qualquer relac¸a˜o ou
organizac¸a˜o entre si, a na˜o ser o facto de se encontrarem confinados a contextos, apenas
com a finalidade de partilharem infra-estruturas de comunicac¸a˜o. Com a finalidade de
suportar operac¸o˜es de comunicac¸a˜o envolvendo mais que duas entidades, o modelo de
comunicac¸a˜o do RoCl inclui funcionalidades para o relacionamento de recursos.
Tabela 5.6: Primitiva RoCl para relacionamento de recursos.
int rocl set rel(int ogid, int dgid, enum rocl rel rel)
A primitiva rocl set rel, apresentada na tabela 5.6, permite organizar quaisquer recur-
sos, mediante o estabelecimento de relac¸o˜es de afinidade, sendo contempladas duas formas
de relacionamento:
• filiac¸a˜o – um determinado recurso torna-se descendente de um outro e as mensa-
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gens enderec¸adas ao ascendente tambe´m lhe sa˜o entregues (representado pela seta
cont´ınua e unidireccional do esquema da figura 5.6(a));
• emparelhamento – um determinado recurso torna-se par de um outro e as mensagens
enderec¸adas a qualquer um deles sa˜o entregues a ambos (representado pela seta




























relação de filiação relação de emparelhamento envio de uma mensagem envio de uma mensagem
Figura 5.6: Exemplos de relacionamento de recursos e sequente entrega de mensagens.
Os esquemas 5.6(c) e 5.6(d) apresentam o encadeamento de relac¸o˜es de filiac¸a˜o e de em-
parelhamento, respectivamente, enquanto o esquema 5.6(e) exemplifica a combinac¸a˜o dos
dois tipos de relac¸o˜es. X e Y representam recursos que enderec¸am mensagens a outros
recursos com relac¸o˜es estabelecidas, enquanto que as setas curvas a tracejado ou ponteado
representam a entrega das respectivas mensagens.
O relacionamento de recursos permite suportar facilidades de comunicac¸a˜o multiponto,
sem que sejam introduzidas novas abstracc¸o˜es; o recurso continua a ser a u´nica enti-
dade enderec¸a´vel, no que diz respeito a` troca de mensagens, mas um u´nico recurso pode,
eventualmente, representar mu´ltiplos destinos. Note-se que, na pra´tica, esta˜o em causa
duas formas de criac¸a˜o de grupos de recursos – uma com base no conhecimento do re-
curso que representa o grupo (o ascendente, numa relac¸a˜o de filiac¸a˜o) e outra com base
no conhecimento apenas de um dos membros do grupo (o recurso par, numa relac¸a˜o de
emparelhamento).
Esta abordagem na˜o explora caracter´ısticas especiais ao n´ıvel dos subsistemas de comu-
nicac¸a˜o ou do hardware de comunicac¸a˜o usados no cluster. Na verdade, esta abordagem e´
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do mesmo tipo das utilizadas nos sistemas ALMI [Pendarakis 01] e SCRIBE [Castro 02],
os quais constituem infra-estruturas de difusa˜o selectiva de n´ıvel aplicacional.
5.4.2 Pressupostos da abordagem
O esquema de suporte ao relacionamento de recursos levanta algumas questo˜es, cuja re-
soluc¸a˜o e´ fundamental.
Unicidade
O directo´rio, por omissa˜o, na˜o garante a unicidade dos recursos registados, sendo poss´ıvel
registar diferentes recursos que teˆm exactamente os mesmos atributos. Note-se que prece-
der a operac¸a˜o de registo de uma simples operac¸a˜o de consulta, para verificar se um recurso
ideˆntico ja´ existe, na˜o soluciona o problema, visto que as duas operac¸o˜es, em conjunto,
na˜o se comportam como uma operac¸a˜o ato´mica.
A garantia de unicidade de um dado recurso e´ fundamental para o suporte a`s relac¸o˜es de
filiac¸a˜o. Neste tipo de relac¸o˜es, va´rios componentes aplicacionais tentara˜o filiar recursos
sob um recurso espec´ıfico, o qual representara´ o grupo. Este recurso devera´ ser criado
antes de qualquer operac¸a˜o de filiac¸a˜o. No entanto, numa aplicac¸a˜o paralela onde va´rios
componentes cooperam, torna-se dif´ıcil decidir quem deve criar este recurso.
Para colmatar esta dificuldade, a primitiva de registo rocl register inclui o paraˆmetro
unique (ver tabela 5.1), que permite indicar se se admite a existeˆncia de recursos dife-
rentes com atributos iguais. Quando a garantia de unicidade e´ solicitada, se ja´ existir um
recurso com atributos coincidentes com os especificados na primitiva rocl register, sera´
devolvido o identificador global do recurso ja´ existente.
Dado que o sistema de directo´rio do RoCl e´ totalmente distribu´ıdo, a implementac¸a˜o desta
funcionalidade requer a interacc¸a˜o de todos os servidores dispersos pelo cluster. Assim,
quando se pretende um registo com garantia de unicidade, o servidor responsa´vel tentara´
obter a aprovac¸a˜o dos restantes, isto e´, envia uma mensagem com os atributos do recurso
em causa a cada um dos servidores remotos e aguarda a resposta de cada um deles. Se
algum servidor responder com um identificador va´lido, enta˜o o recurso na˜o e´ registado; se
todos os servidores responderem com um identificador inva´lido, enta˜o o recurso e´ registado.
Gesta˜o de relac¸o˜es
A criac¸a˜o/nomeac¸a˜o de grupos e a gesta˜o dos seus membros sa˜o essenciais no suporte
a` comunicac¸a˜o colectiva. No RoCl, a dificuldade surge na gesta˜o de relac¸o˜es, ou seja,
na gesta˜o dos membros de um grupo, visto que o problema da nomeac¸a˜o e´ facilmente
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ultrapassado devido a` utilizac¸a˜o do recurso como abstracc¸a˜o u´nica e devido a que no
registo de recursos se pode garantir unicidade.
No momento do estabelecimento de uma relac¸a˜o apenas e´ conhecido o recurso ascendente
ou o recurso par – recurso alvo de uma operac¸a˜o de relacionamento. Deste modo, a primi-
tiva rocl set rel incluira´ o envio de uma mensagem ao recurso alvo (paraˆmetro destino
da primitiva), o qual acabara´ por conhecer o conjunto de todos os recursos descendentes,
no caso de relac¸o˜es de filiac¸a˜o, ou pares, no caso de relac¸o˜es de emparelhamento. Isto
significa que todas as relac¸o˜es estabelecidas relativamente a um dado recurso sa˜o manti-
das num u´nico local – o contexto do recurso alvo. No entanto, dado que os potenciais
recursos alvo podem encontrar-se dispersos pelo cluster, o RoCl utilizara´, na realidade,
um mecanismo distribu´ıdo de gesta˜o de relac¸o˜es.
As relac¸o˜es de um recurso sa˜o tratadas como atributos especiais, dado que podem ser
adicionadas ou eliminadas em tempo de execuc¸a˜o, ao contra´rio dos demais atributos que
sa˜o estabelecidos no momento de registo e que na˜o podem ser eliminados ou alterados.
Assim, com a evocac¸a˜o da primitiva rocl set rel(ogid, dgid, ...), numa relac¸a˜o de
filiac¸a˜o, ao recurso ascendente e´ adicionado um atributo 〈descendente, ogid〉 e ao recurso
descendente e´ adicionado um atributo 〈ascendente, dgid〉, enquanto que, numa relac¸a˜o de
emparelhamento, ao recurso de origem (a partir de onde e´ evocada a primitiva) e´ adicio-
nado um atributo 〈par, dgid〉 e ao recurso alvo e´ adicionado um atributo 〈par, ogid〉. Estes
atributos, para os recursos de cada contexto RoCl envolvidos em relac¸o˜es de filiac¸a˜o ou
emparelhamento, sa˜o armazenados numa tabela gerida pelo sistema de despacho. Obvia-
mente, um dado recurso podera´ possuir va´rios atributos descendente, ascendente ou par,
de acordo com o nu´mero de relac¸o˜es em que esta´ envolvido.
Entrega de mensagens
O RoCl desencadeia processos de difusa˜o selectiva para aquelas mensagens enderec¸adas
a recursos que possuam descendentes ou pares. A complexidade e a eficieˆncia do sistema
de entrega das co´pias de uma determinada mensagem ao conjunto de recursos em causa
depende da metodologia usada para gerir as relac¸o˜es estabelecidas entre recursos.
Numa relac¸a˜o de filiac¸a˜o, o recurso ascendente (que pode ser entendido como gestor do
grupo), pelo facto de conhecer todos os descendentes, pode proceder ao envio de uma
co´pia da mensagem a cada um deles, implementando assim a difusa˜o selectiva. Se um
descendente for, por sua vez, ascendente de um outro conjunto de recursos, uma co´pia da
co´pia recebida sera´ enviada a cada um deles e assim sucessivamente. Esta abordagem e´
semelhante a` seguida no DECK [Cassali 00], com a vantagem de, na realidade, existirem
va´rios pontos centralizadores distribu´ıdos pelos va´rios no´s do cluster.
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No caso do emparelhamento, o mecanismo de entrega corresponde ao simples reencami-
nhamento de mensagens.
E´ importante salientar que o mecanismo flex´ıvel de estabelecimento de relac¸o˜es na˜o impede
a criac¸a˜o de ciclos. Para evitar este problema, e´ definido um tempo de vida para as
mensagens, que impede a permaneˆncia destas, no sistema de comunicac¸a˜o, por tempo
indeterminado, evitando a degradac¸a˜o de desempenho. No entanto, esta soluc¸a˜o, por si
so´, na˜o garante que uma dada mensagem na˜o seja entregue mais que uma vez ao mesmo
recurso. Consequentemente, no momento da recepc¸a˜o, e´ verificado se a mensagem e´ uma
repetic¸a˜o com base em informac¸a˜o de controlo definida na origem.
5.4.3 Difusa˜o selectiva optimizada
Num sistema de difusa˜o selectiva procura-se sempre que o intervalo de tempo necessa´rio
para a entrega de uma mensagem a um dado conjunto de destinata´rios seja inferior ao
tempo necessa´rio para o envio individualizado e em sequeˆncia de uma co´pia da mensagem
a cada um dos recursos destino. No RoCl, a existeˆncia de contextos, onde va´rios recursos
partilham mecanismos de comunicac¸a˜o, abre caminho a optimizac¸o˜es espec´ıficas.
Difusa˜o por contextos
A figura 5.7(a) apresenta um cena´rio de entrega encadeada de uma mensagem a va´rios
recursos ligados por relac¸o˜es de filiac¸a˜o, a que correspondem seis operac¸o˜es de envio. Na
figura 5.7(b), o mesmo cena´rio e´ repetido com a indicac¸a˜o a sombreado da distribuic¸a˜o
dos recursos por contextos, verificando-se que a entrega da mensagem envolve apenas dois
envios. Este exemplo permite realc¸ar duas optimizac¸o˜es importantes:
• quando mais que um descendente directo pertencem ao mesmo contexto, como e´ o
caso de B e C, deve ser enviada uma u´nica mensagem;
• quando um descendente pertence a um contexto onde ja´ existe uma co´pia da men-
sagem, como e´ o caso de D, E e F , deve ser suprimido o envio.
Estas optimizac¸o˜es baseiam-se no facto de os recursos de um dado contexto partilharem
uma u´nica estrutura de armazenamento de mensagens. Assim, quando ocorrer a recepc¸a˜o
da mensagem no contexto dos recursos B e C, por exemplo, o sistema produz uma outra
co´pia, por forma a que possam ser inseridas na fila de recepc¸a˜o duas mensagens, uma por
cada recurso.











Figura 5.7: Difusa˜o por contextos.
Envios em paralelo
A difusa˜o por contextos e´ compat´ıvel com a possibilidade de recorrer a a´rvores de dispersa˜o,















Figura 5.8: Delegac¸a˜o de responsabilidade de envio.
A figura 5.8(a) mostra uma forma alternativa de fazer chegar uma mensagem a cada um
dos descendentes directos do recurso A; em vez de enviar uma mensagem a cada um dos
descendentes, o recurso ascendente envia mensagens apenas a alguns destes, os quais, de
forma coordenada, se encarregam de fazer chegar mensagens aos restantes. A figura 5.8(b)
mostra uma situac¸a˜o ana´loga para os recursos pares do recurso C.
No RoCl, a construc¸a˜o de a´rvores de dispersa˜o, tomando um dado recurso como ponto de
partida, esta´ facilitada para os casos de envio de mensagens a recursos que distem apenas
uma relac¸a˜o. De facto, para cada recurso, o RoCl conhece todos aqueles directamente
relacionados, por filiac¸a˜o ou emparelhamento, podendo a estrate´gia de entrega – definic¸a˜o
de quem entrega a quem – ser estabelecida logo a` partida.
A construc¸a˜o de a´rvores de dispersa˜o que envolvam recursos a uma distaˆncia superior a
uma relac¸a˜o (ver figura 5.8(c)) tambe´m e´ poss´ıvel, trazendo, obviamente, vantagens do
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ponto de vista do desempenho. No entanto, a informac¸a˜o necessa´ria para o estabelecimento
da estrate´gia de entrega e´ mais abrangente, obrigando o RoCl a trocar alguma informac¸a˜o
entre diferentes sistemas de despacho. Na figura 5.8(c), o sistema de despacho do contexto
do recurso C, inicialmente, na˜o tem conhecimento de E, tendo, portanto, que perguntar
ao sistema de despacho do contexto de B qual a sua lista de relac¸o˜es.
Partic¸o˜es tecnolo´gicas
O RoCl contempla a possibilidade de troca de mensagens entre recursos sediados em
contextos que na˜o disponham de uma tecnologia de comunicac¸a˜o em comum, por via da
implementac¸a˜o de um servic¸o de reencaminhamento, ao n´ıvel dos no´s multi-interface (ver
secc¸a˜o 6.6.1). Na difusa˜o de mensagens, os servic¸os de reencaminhamento podem, em
alguns casos, ser evitados, desde que o processo de construc¸a˜o das a´rvores de dispersa˜o
































































Figura 5.9: Difusa˜o por tecnologias.
Na figura 5.9 sa˜o usados padro˜es com linhas verticais ou horizontais, para distinguir recur-
sos com acesso a duas tecnologias de comunicac¸a˜o distintas. Relativamente a` figura 5.9(a),
apesar de o recurso A na˜o dispor de meios para comunicar directamente com o recurso C,
o que implicaria a utilizac¸a˜o automa´tica de um reencaminhador, por parte do sistema de
comunicac¸a˜o do RoCl, a escolha de D (com acesso a ambas as tecnologias), para delegac¸a˜o
de responsabilidade de envio, resolve o problema. Note-se que a utilizac¸a˜o automa´tica de
reencaminhadores corresponde a um passo suplementar na cadeia de envios, pois os re-
encaminhadores so´ sera˜o destinos u´teis no caso de um recurso alvo estar sediado num no´
multi-interface.
A construc¸a˜o de uma a´rvore de dispersa˜o que minimize o uso de reencaminhadores, isto
e´, que evite a utilizac¸a˜o de contextos na˜o compreendidos na lista de destinos naturais
de uma mensagem, e´ facilitada pela consulta dos atributos normais dos contextos, os
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quais podem ser armazenados nas tabelas usadas para gesta˜o de relac¸o˜es. Os casos que
envolvem recursos que distam mais que um relacionamento, como acontece na figura 5.9(b),
obrigam, mais uma vez, a` troca de informac¸a˜o entre sistemas de despacho. O recurso A
apenas podera´ concluir que na˜o necessita de enviar uma mensagem directamente para
B, operac¸a˜o essa que envolveria reencaminhamento, depois de saber que F e´ descendente
de B e que F tem acesso a` tecnologia de comunicac¸a˜o necessa´ria para chegar a B sem
reencaminhamento.
5.5 Operac¸a˜o em ambiente multicluster
O principal objectivo do RoCl e´ a operac¸a˜o em ambientes baseados num u´nico cluster,
composto por va´rios subclusters, raza˜o pela qual o UDP e´ usado para suportar o funciona-
mento global do servic¸o de directo´rio, no pressuposto de que todos os no´s do cluster esta˜o
interligados por Fast Ethernet. A necessidade de interligac¸a˜o de dois clusters geografica-
mente distantes levou a` inclusa˜o de funcionalidade para suporte a` operac¸a˜o em ambiente
multicluster.
5.5.1 Directo´rio multin´ıvel
O primeiro obsta´culo a` operac¸a˜o em ambiente multicluster prende-se com a identificac¸a˜o
global dos recursos e com as pesquisas globais.
O primeiro o´bice pode ser ultrapassado reservando alguns bits no identificador do recurso,
para armazenar a identificac¸a˜o do cluster. A escolha de um identificador u´nico para cada
cluster bem como a definic¸a˜o do nu´mero de bits necessa´rios para o efeito, dado o seu
caracter espora´dico, sa˜o tarefas meramente administrativas, que teˆm lugar na fase de
instalac¸a˜o da plataforma RoCl.
No que concerne a`s pesquisas, uma vez que ao n´ıvel do cluster se recorre a` difusa˜o UDP,
a qual na˜o pode ser usada em ambientes multicluster, torna-se necessa´rio organizar o
servic¸o de directo´rio por n´ıveis. Muitas vezes, os no´s de um cluster nem sequer podem ser
alcanc¸ados a partir do exterior, por terem enderec¸os IP inva´lidos.
Pesquisas multicluster
O directo´rio e´ organizado em va´rios n´ıveis, contemplando a utilizac¸a˜o de um represen-
tante por cluster, instalado numa ma´quina com um enderec¸o IP va´lido, para efeitos de
interface com o exterior. Desta forma, os servidores de directo´rio podera˜o redireccionar
interrogac¸o˜es para clusters remotos, atrave´s do envio dos pedidos correspondentes aos

























Figura 5.10: Mecanismo de pesquisa multicluster.
Num ambiente multicluster (ver figura 5.10), quando um servidor na˜o consegue satisfa-
zer localmente uma interrogac¸a˜o nem obte´m respostas a um pedido difundido ao n´ıvel
do cluster desencadeia um processo de pesquisa multicluster. Sa˜o enta˜o enviados pedi-
dos em sequeˆncia a cada um dos representantes de clusters remotos conhecidos, que se
encarregara˜o de difundir o pedido nos respectivos clusters. O servidor que possuir uma
resposta procedera´ a` sua devoluc¸a˜o, usando como intermedia´rio o representante do cluster
de onde partiu o pedido. Por sua vez, esse representante reenviara´ a resposta ao servidor
que despoletou a pesquisa multicluster, que a entregara´ a` aplicac¸a˜o que evocou a primitiva
rocl query.
No caso de uma aplicac¸a˜o cliente usar a primitiva rocl query start, para dar in´ıcio a um
processo de obtenc¸a˜o de mu´ltiplas respostas, o servidor contactado comec¸a por difundir,
no aˆmbito do seu cluster, o pedido que lhe foi enderec¸ado, de seguida procede ao envio
desse mesmo pedido aos representantes de clusters remotos conhecidos e, por fim, da´
in´ıcio a uma pesquisa na base de dados local. As eventuais respostas, recebidas de forma
ass´ıncrona, sa˜o geridas da forma exposta na secc¸a˜o 5.2.4.
A pesquisa multicluster podia, em certa medida, recorrer a te´cnicas usadas pelas plata-
formas de construc¸a˜o de servidores Web baseados em clusters, como e´ o caso do LVS
(Linux Virtual Server) [Zhang 00]. No entanto, dado que todos os intervenientes sa˜o
aplicac¸o˜es desenvolvidas no aˆmbito do RoCl, foi poss´ıvel adoptar soluc¸o˜es menos comple-
xas. Refira-se ainda que estrate´gias do ge´nero das usadas pelo OneIP [Damani 97] e pelo
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NLB (Network Load Balancing) [Microsoft 00] permitiriam melhorar o desempenho, mas
obrigariam a` codificac¸a˜o de parte do servic¸o de directo´rio do RoCl ao n´ıvel do kernel do
sistema operativo, limitando a portabilidade.
Aˆmbito das pesquisas
O envolvimento de servidores de directo´rio de no´s de clusters remotos em quaisquer
operac¸o˜es de pesquisa podera´ ser penalizador para muitas aplicac¸o˜es. De facto, ao pro-
gramador devera´ ser dada a possibilidade de, num dado momento, restringir o aˆmbito de
uma pesquisa, dado o seu conhecimento sobre a forma como os recursos se encontram
distribu´ıdos. Com esse intuito, as primitivas rocl query e rocl query start incluem o
paraˆmetro scope (ver tabelas 5.1 e 5.3), o qual permite definir o aˆmbito de uma pesquisa,
de acordo com os seguintes valores:
• LOCAL – apenas a base de dados do servidor local e´ usada, para procurar respostas;
• SUBCLUSTER – no caso de a base de dados local na˜o possuir uma resposta ou tratando-
-se de uma pesquisa para obtenc¸a˜o de mu´ltiplas respostas, o pedido e´ difundido,
atrave´s de uma tecnologia de comunicac¸a˜o de elevado desempenho, com base em
a´rvores de dispersa˜o, a todos os no´s do subcluster ;
• CLUSTER – nos casos atra´s indicados, o pedido e´ difundido, atrave´s da tecnologia
Fast Ethernet, com base na difusa˜o UDP, a todos os no´s do cluster ;
• MULTICLUSTER – para ale´m dos no´s do cluster, sa˜o tambe´m contactados no´s de clus-
ters remotos.
5.5.2 Comunicac¸a˜o intercluster
A comunicac¸a˜o entre recursos de clusters distintos recorre ao esquema de representantes
do directo´rio, os quais acumulam a funcionalidade de reencaminhamento de mensagens.
Assim, quando o sistema de despacho de um determinado contexto conclui que o destino de
uma mensagem e´ um recurso de um cluster remoto, a mensagem e´ enviada ao representante
desse cluster, atrave´s de uma conexa˜o TCP. O representante reencaminhara´ a mensagem
para o contexto do recurso destino, com base nos mecanismos de comunicac¸a˜o normais
do RoCl. Obviamente, se o representante for instalado num no´ multi-interface, a entrega
da mensagem ao contexto do recurso destino sera´ mais ce´lere; caso contra´rio, podera´ ser
necessa´rio um outro reencaminhamento, para chegar ao subcluster do recurso destino.
O sistema de despacho do RoCl detecta que um dado recurso se encontra num cluster
remoto quando, a partir do identificador do recurso, tenta obter o identificador do con-
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texto associado. Nesta operac¸a˜o, o RoCl evoca a primitiva rocl query com o paraˆmetro
MULTICLUSTER, enquanto que, para a obtenc¸a˜o dos enderec¸os associados a um contexto,
e´ usado o paraˆmetro CLUSTER. Deste modo, se se tratar de um recurso de um cluster
remoto, a resposta com o identificador do contexto alvo sera´ devolvida por um servidor
de directo´rio de um cluster remoto. Esse servidor tem a noc¸a˜o de que a resposta e´ desti-
nada a uma entidade de outro cluster, ate´ porque tera´ que enderec¸ar essa resposta a um
representante, e, portanto, facilmente conclui que, no lugar do identificador do contexto,
devera´ devolver o enderec¸o do representante do seu cluster. Ao receber um enderec¸o de
um representante, no lugar de um identificador de contexto, o sistema de despacho ja´ na˜o
tenta, obviamente, obter os enderec¸os de comunicac¸a˜o associados ao contexto.
O envio de mensagens a representantes obriga a` gesta˜o de va´rias conexo˜es TCP. De facto,
por forma a evitar constantes operac¸o˜es de estabelecimento de conexa˜o, as quais penalizam
o tempo de resposta, cada contexto RoCl vai estabelecendo conexo˜es com representantes
de clusters remotos, a` medida das necessidades, e apenas procede ao encerramento de
uma conexa˜o quando estiver esgotada a capacidade da tabela de conexo˜es que mante´m. Os
servidores de directo´rio tambe´m implementam o mesmo mecanismo de gesta˜o de conexo˜es.
5.6 Ep´ılogo
A explorac¸a˜o de tecnologias de comunicac¸a˜o de elevado desempenho requer a utilizac¸a˜o
de bibliotecas de baixo-n´ıvel, cujos interfaces de programac¸a˜o na˜o garantem n´ıveis de
abstracc¸a˜o ajustados ao desenvolvimento de aplicac¸o˜es paralelas/distribu´ıdas complexas.
O RoCl, por via do paradigma da orientac¸a˜o ao recurso, oferece n´ıveis de abstracc¸a˜o
superiores, sem comprometer os n´ıveis de desempenho caracter´ısticos destas tecnologias.
A possibilidade de combinar mu´ltiplas tecnologias de comunicac¸a˜o num cluster e desta
forma constituir um sistema heteroge´neo, com mu´ltiplas partic¸o˜es tecnolo´gicas, requer
suporte adequado das bibliotecas de comunicac¸a˜o. Algumas bibliotecas de comunicac¸a˜o de
n´ıvel interme´dio permitem a troca de informac¸a˜o entre quaisquer ma´quinas de um cluster
deste tipo. No caso do RoCl, os recursos de uma aplicac¸a˜o podem ser arbitrariamente
dispersos pelos no´s de um cluster heteroge´neo ou mesmo pelos no´s de va´rios clusters
geograficamente distantes, dando lugar a` operac¸a˜o em ambiente multicluster.
O RoCl constitui, por si so´, uma ferramenta va´lida para a programac¸a˜o de aplicac¸o˜es
capazes de explorar clusters heteroge´neos, do ponto de vista das tecnologias de interligac¸a˜o
de no´s. No entanto, na˜o sa˜o fornecidos quaisquer mecanismos para a distribuic¸a˜o de
recursos pelos no´s do cluster. Tais mecanismos sa˜o deixados a cargo das camadas de




No desenho do RoCl deu-se especial importaˆncia ao suporte multitecnologia e a` capa-
cidade de expansa˜o, isto e´, a` possibilidade de incluir suporte para novas tecnologias de
comunicac¸a˜o. Neste sentido, houve a preocupac¸a˜o de na˜o vincular o funcionamento do
RoCl a uma tecnologia em particular.
Na implementac¸a˜o, foram definidas como tecnologias alvo a Myrinet e a Gigabit Ethernet.
Dado que o RoCl se assume como uma biblioteca de n´ıvel interme´dio, a explorac¸a˜o destas
tecnologias faz-se por via de bibliotecas de comunicac¸a˜o de baixo-n´ıvel, nomeadamente o
GM, para explorac¸a˜o da Myrinet, e o M-VIA, para explorac¸a˜o da Gigabit Ethernet.
Em alguns sistemas de comunicac¸a˜o, como e´ o caso do Madeleine e do DECK, e´ dada
a possibilidade de as aplicac¸o˜es explorarem clusters heteroge´neos, onde dois subclusters
sa˜o interligados por via de um no´ multiconectado. O RoCl generaliza tal funcionalidade,
integrando-a no modelo de comunicac¸a˜o orientada ao recurso.
Neste cap´ıtulo sa˜o apresentados os aspectos mais relevantes da implementac¸a˜o do RoCl
sobre GM e M-VIA. Tendo em conta que estes subsistemas sa˜o significativamente distintos,
as opc¸o˜es de desenho que foram tomadas dotaram a plataforma da flexibilidade necessa´ria
a` inclusa˜o expedita de suporte para outras tecnologias de comunicac¸a˜o.
6.1 Considerac¸o˜es gerais
O GM e´ a biblioteca de comunicac¸a˜o proposta pela empresa Myricom, para tirar partido
da sua tecnologia de comunicac¸a˜o – a Myrinet. O VIA e´ uma especificac¸a˜o que define a
arquitectura para o interface entre controladores de rede de elevado desempenho e sistemas
91
92 Comunicac¸a˜o em clusters multi-SAN
de computac¸a˜o. O M-VIA e´ praticamente a u´nica implementac¸a˜o VIA, de uso livre, com
suporte para controladores Gigabit e Fast Ethernet de va´rios fabricantes.
Estas duas bibliotecas, apesar das suas diferenc¸as ao n´ıvel do modelo de comunicac¸a˜o, par-
tilham uma caracter´ıstica fundamental: sa˜o bibliotecas de n´ıvel utilizador que permitem
contornar o sistema operativo.
6.1.1 Comunicac¸a˜o sem co´pias
A utilizac¸a˜o do GM e do VIA obriga ao registo de zonas de memo´ria para que o processo
de troca de mensagens na˜o envolva co´pias de memo´ria. O registo de regio˜es de memo´ria
envolve a marcac¸a˜o das pa´ginas de memo´ria associadas e a entrega dos enderec¸os reais aos
subsistemas de comunicac¸a˜o.
O RoCl inclui facilidades para as aplicac¸o˜es obterem previamente um tampa˜o, que e´ usado
em envios posteriores. A zona de memo´ria associada a esse tampa˜o e´ registada pelo RoCl,
tendo em conta os dois subsistemas de comunicac¸a˜o.
A recepc¸a˜o de mensagens, ao n´ıvel de uma aplicac¸a˜o, nestes dois subsistemas, apenas tem
lugar se, antes da chegada de qualquer mensagem, o programador providenciar blocos
de memo´ria registada suficientemente grandes para conter as mensagens recebidas pelo
hardware de comunicac¸a˜o. No caso contra´rio, essas mensagens sera˜o descartadas ao n´ıvel
do controlador ou da biblioteca de baixo-n´ıvel.
Dado que o modelo de comunicac¸a˜o do RoCl na˜o obriga o programador a fazer qualquer
previsa˜o sobre as mensagens que a aplicac¸a˜o espera vir a receber, a alocac¸a˜o de blocos de
memo´ria pre´-registada e a indicac¸a˜o dos seus enderec¸os aos subsistemas de comunicac¸a˜o
sera´ da total responsabilidade do sistema RoCl.
Tanto no GM como no VIA, um bloco de memo´ria pre´-registada serve para armazenar
uma u´nica mensagem recebida. Isto significa que o sistema RoCl devera´ reabastecer
constantemente os subsistemas de comunicac¸a˜o para que nenhuma mensagem deixe de ser
entregue.
6.1.2 Enderec¸amento
O modelo de comunicac¸a˜o do GM especifica a utilizac¸a˜o de portos para o envio e recepc¸a˜o
de mensagens. Uma aplicac¸a˜o devera´ deter um porto para poder enviar mensagens, in-
dependentemente do nu´mero de destinos envolvidos. Cada mensagem e´ enderec¸ada a um
porto de uma aplicac¸a˜o remota, cabendo a essa aplicac¸a˜o a tarefa de evocar um primitiva
de recepc¸a˜o sobre esse porto.
Em cada no´ do cluster podem ser abertos ate´ oito portos, por cada controlador Myrinet
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instalado, sendo usado um par 〈controlador, porto〉 para identificar cada porto. Cada
controlador hardware possui um identificador nume´rico u´nico (no contexto do cluster)
atribu´ıdo por um servic¸o GM, sendo os portos numerados de 1 a 8 em cada controlador.
A especificac¸a˜o VIA determina um modelo de comunicac¸a˜o baseado em conexo˜es – comu-
nicac¸a˜o orientada a` conexa˜o. Uma conexa˜o VIA na˜o e´ mais que um emparelhamento de
VIs (Virtual Interfaces), em que duas aplicac¸o˜es (ou componentes aplicacionais) que pre-
tendam trocar mensagens devera˜o, cada uma, criar um VI e proceder ao emparelhamento
destes.
Em geral, para que o envio de uma mensagem para um dado destino seja poss´ıvel, uma
aplicac¸a˜o devera´ criar um VI e requerer uma conexa˜o para esse destino, com base num
enderec¸o de rede VIA. As mensagens sa˜o sempre enderec¸adas a um VI local, que esta´
conectado a um VI remoto.
No M-VIA, o nu´mero de VIs esta´ limitado a 1024 por cada controlador Gigabit ou Fast
Ethernet instalado. Uma aplicac¸a˜o paralela/distribu´ıda, a executar num cluster com n
no´s e a utilizar f fios-de-execuc¸a˜o por no´, com trocas de informac¸a˜o entre todos os fios-
-de-execuc¸a˜o, necessitaria f 2 × (n − 1) VIs, por cada no´. Mesmo no caso de um cluster
de dimenso˜es reduzidas, 16 no´s, por exemplo, o nu´mero de fios-de-execuc¸a˜o em cada no´
ficara´ limitado a 8. No caso do GM, oito sera´ o limite para o nu´mero de fios-de-execuc¸a˜o,
independentemente do nu´mero de no´s do cluster. Estas limitac¸o˜es sa˜o ultrapassadas pelo
mecanismo de despacho do RoCl.
6.1.3 Envio e recepc¸a˜o
A especificac¸a˜o VIA impo˜e a utilizac¸a˜o de registos descritores para o envio e recepc¸a˜o de
mensagens. Um registo descritor e´ um bloco de memo´ria registada, contendo informac¸a˜o
sobre uma operac¸a˜o de envio ou de recepc¸a˜o, incluindo enderec¸os de tampo˜es, tamanho
dos dados a enviar/receber e demais informac¸a˜o de controlo. Na recepc¸a˜o, os registos
descritores servem, numa primeira fase, para especificar zonas de memo´ria registada onde
podem ser armazenadas mensagens recebidas pelo controlador. Estes registos descritores
de recepc¸a˜o sa˜o processados de acordo com a ordem em que sa˜o entregues ao VIA, o
que dificulta a recepc¸a˜o de mensagens de tamanhos variados, principalmente quando na
recepc¸a˜o de desconhece a ordem pela qual estas sera˜o enviadas. A t´ıtulo de exemplo, se
forem especificados dois tampo˜es de tamanhos t e 2t, com base em dois registos descritores
fornecidos por esta ordem, e se ocorrer a chegada, em primeiro lugar, de uma mensagem
com um tamanho x : t < x ≤ 2t, essa mensagem sera´ descartada, pois o primeiro registo
descritor na˜o especifica um tampa˜o com dimensa˜o suficiente para armazenar a mensagem.
A biblioteca GM apenas requer a indicac¸a˜o do enderec¸o de memo´ria respeitante aos dados
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a enviar e do tamanho desses dados, atrave´s de dois paraˆmetros da primitiva de envio. Na
recepc¸a˜o, quando mu´ltiplos blocos de memo´ria registada esta˜o dispon´ıveis, a mensagem
recebida pelo controlador e´ armazenada no bloco que minimiza o desperd´ıcio de memo´ria,
simplificando o processo de recepc¸a˜o de mensagens de tamanhos variados.
As primitivas disponibilizadas pelo GM para o envio e recepc¸a˜o de mensagens, pelo facto de
na˜o ser segura a sua utilizac¸a˜o em ambientes com mu´ltiplos fios-de-execuc¸a˜o, levantam um
problema adicional. No caso do VIA, tal na˜o constitui um problema, mas a implementac¸a˜o
M-VIA na˜o cumpre por completo a especificac¸a˜o e, por conseguinte, algumas primitivas
na˜o podem ser evocadas concorrentemente. A soluc¸a˜o passa pela utilizac¸a˜o de mecanismos
de coordenac¸a˜o POSIX, que na˜o levantam dificuldades nas primitivas na˜o bloqueantes,
mas exigem cuidados especiais e conhecimento de pormenores da implementac¸a˜o VIA
e, principalmente, da biblioteca GM, por forma a evitar o bloqueio de todos os fios-de-
execuc¸a˜o de uma aplicac¸a˜o quando sa˜o evocadas primitivas bloqueantes.
6.2 Gesta˜o de tampo˜es
O RoCl utiliza uma colecc¸a˜o de tampo˜es pre´-alocados e pre´-registados, para assegurar a
comunicac¸a˜o sem co´pias. Dado que, tanto a alocac¸a˜o como o registo de zonas de memo´ria
sa˜o operac¸o˜es onerosas, estes tampo˜es sa˜o preparados na fase de arranque da biblioteca
RoCl e, durante a execuc¸a˜o da aplicac¸a˜o, e´ feita a sua gesta˜o de forma a minimizar novas
alocac¸o˜es e registos. O programador devera´ solicitar tampo˜es para armazenar os dados
envolvidos numa operac¸a˜o de envio e a biblioteca RoCl devera´, por sua iniciativa, entregar
alguns tampo˜es aos va´rios subsistemas de comunicac¸a˜o.
A figura 6.1 exemplifica o funcionamento do sistema de gesta˜o de tampo˜es usado pelo
RoCl, tendo em conta que tanto o sistema como o programador despoletam a movi-
mentac¸a˜o de tampo˜es.
6.2.1 Operac¸a˜o comandada pela aplicac¸a˜o
As aplicac¸o˜es devera˜o solicitar tampo˜es de tamanho adequado, antes de enviarem men-
sagens (primitiva rocl bfget). O RoCl facultara´ um tampa˜o da colecc¸a˜o previamente
reservada, eliminando desta forma os tempos de alocac¸a˜o de memo´ria e sequente registo.
Depois da evocac¸a˜o da operac¸a˜o de envio, a aplicac¸a˜o podera´ monitorizar o estado do
tampa˜o associado, no sentido de averiguar se o envio (ass´ıncrono) foi conclu´ıdo (primitiva
rocl bfstat). Mediante a indicac¸a˜o de um valor negativo para o paraˆmetro timeout, a
aplicac¸a˜o podera´, inclusivamene, bloquear ate´ a` conclusa˜o do envio. Apo´s a conclusa˜o do
envio, o tampa˜o ficara´ na posse da aplicac¸a˜o, podendo ser reutilizado num outro envio.













Figura 6.1: Gesta˜o de tampo˜es.
Quando a aplicac¸a˜o tem sucesso numa primitiva de recepc¸a˜o, isto e´, a fila de recepc¸a˜o do
RoCl tem uma mensagem que cumpre os requisitos da aplicac¸a˜o, o tampa˜o correspondente
a` mensagem e´ cedido a` aplicac¸a˜o (primitiva rocl recv). Este tampa˜o, dara´, em primeiro
lugar, acesso aos dados da mensagem, mas, posteriormente, podera´ tambe´m ser usado
para um envio.
Quando um determinado tampa˜o solicitado pela aplicac¸a˜o ou devolvido por uma operac¸a˜o
de recepc¸a˜o deixar de ser necessa´rio a` aplicac¸a˜o, esta podera´ devolveˆ-lo para ser reintegrado
na colecc¸a˜o de tampo˜es da biblioteca (primitiva rocl bfret). Se a aplicac¸a˜o tenciona
devolver a` biblioteca RoCl um dado tampa˜o apo´s a conclusa˜o de um envio, enta˜o podera´
notificar a biblioteca (atrave´s da primitiva rocl bftoret) ainda antes da evocac¸a˜o da
primitiva de envio, para que a biblioteca proceda a` reintegrac¸a˜o automa´tica do tampa˜o
logo apo´s a notificac¸a˜o de conclusa˜o de envio. Desta forma a aplicac¸a˜o na˜o tera´ que evocar
as primitivas rocl bfstat e rocl bfret.
6.2.2 Operac¸a˜o comandada pela biblioteca
Como ja´ foi referido, o RoCl e´ responsa´vel por facultar aos subsistemas GM e VIA os
tampo˜es adequados para viabilizar a recepc¸a˜o de mensagens.
Quando uma mensagem chega, um tampa˜o e´ usado para a armazenar e o RoCl e´ aler-
tado, de forma a tomar conhecimento do enderec¸o desse tampa˜o. O RoCl tera´ enta˜o que
facultar um novo tampa˜o ao subsistema que recebeu a mensagem, acautelando o descarte
de mensagens. No entanto, ate´ ao momento em que o RoCl efectivamente faculta um
novo tampa˜o ao subsistema, podem chegar uma ou mais mensagens, as quais sera˜o des-
cartadas. Por forma a evitar tal situac¸a˜o, o RoCl fornece a cada um dos subsistemas, em
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antecipac¸a˜o, va´rios tampo˜es.
Numa situac¸a˜o o´ptima, desde que a aplicac¸a˜o devolva tampo˜es atempadamente, e´ poss´ıvel
gerir a colecc¸a˜o de tampo˜es pre´-alocados e pre´-registados na fase de arranque, de forma a
satisfazer as necessidades da aplicac¸a˜o. No entanto, no caso de o nu´mero destes tampo˜es
atingir um dado n´ıvel cr´ıtico, o RoCl procedera´ ao reabastecimento da sua colecc¸a˜o, isto
e´, procedera´ a` alocac¸a˜o e registo de novos tampo˜es.
6.2.3 Tamanhos de tampo˜es
Para o envio de mensagens, a aplicac¸a˜o solicita tampo˜es com tamanhos adequados aos
dados a enviar, reservando-se algum espac¸o no tampa˜o, para incluir informac¸a˜o de controlo.
Na recepc¸a˜o, a biblioteca tera´ que lidar com mensagens de tamanho varia´vel, sendo ne-
cessa´rio estimar os tamanhos dos tampo˜es necessa´rios. Uma possibilidade de ultrapassar
esta dificuldade passa pela utilizac¸a˜o de tampo˜es dimensionados por excesso, por forma
a permitir o armazenamento de qualquer mensagem recebida. Esta opc¸a˜o leva a gastos
de memo´ria excessivos, a na˜o ser que os dados da mensagem sejam copiados dos tampo˜es
para zonas de memo´ria da aplicac¸a˜o, libertando imediatamente os tampo˜es para novas
recepc¸o˜es.
A abordagem seguida no RoCl foi a de fixar um tamanho ma´ximo para os tampo˜es e
trabalhar com dimenso˜es pouco variadas, restringindo a variedade de tamanhos de tampo˜es
manipulados a uma poteˆncia de base 2, em que o expoente e´ limitado superiormente.
Assim, para suportar a recepc¸a˜o de mensagens de tamanho variado, a biblioteca RoCl
tera´ apenas que facultar, a cada um dos subsistemas de comunicac¸a˜o, pelo menos um
tampa˜o para cada um dos tamanhos de tampa˜o previstos.
Deste modo, para um pedido de um tampa˜o para preparac¸a˜o de uma mensagem de x
bytes, por exemplo, a biblioteca RoCl devolvera´ um tampa˜o com tamanho 2
y, em que
2y−1 < (x + inf.controlo) ≤ 2y.
6.2.4 Formato dos tampo˜es
A manipulac¸a˜o de um tampa˜o no RoCl pressupo˜e a delimitac¸a˜o de quatro zonas distintas,
conforme se mostra na figura 6.2. A zona a` esquerda e´ usada para guardar informac¸a˜o de
controlo relativa ao tampa˜o, com interesse para qualquer subsistema de comunicac¸a˜o em
utilizac¸a˜o, ou informac¸a˜o espec´ıfica de cada subsistema (um fragmento por cada subsis-
tema). A zona seguinte e´ destinada ao armazenamento dos dados da mensagem propria-
mente ditos, seguindo-se-lhe informac¸a˜o de controlo relativa a` mensagem. Dependendo do
tamanho dos dados da mensagem, havera´ a considerar uma u´ltima zona do tampa˜o que
6.3 Despacho de mensagens 97





              
              
              





    
    
    








Figura 6.2: Formato de um tampa˜o.
Quando e´ criado um tampa˜o para responder a um pedido de uma dada dimensa˜o, o RoCl
contabiliza o espac¸o adicional necessa´rio para controlo (do tampa˜o e da mensagem) e
devolve o enderec¸o imediatamente apo´s a a´rea delimitada para a informac¸a˜o de controlo
do tampa˜o. Dado que sa˜o fixados pelo RoCl os tamanhos poss´ıveis para os tampo˜es a
manipular, para algumas mensagens sera˜o disponibilizados tampo˜es com dimenso˜es por
excesso, restando algum espac¸o livre no final desses tampo˜es.
Note-se que apenas o sistema RoCl tem noc¸a˜o das zonas que no tampa˜o na˜o sa˜o preenchi-
das com dados da mensagem. Tanto as aplicac¸o˜es como os subsistemas de comunicac¸a˜o
apenas conhecem o enderec¸o de memo´ria que da´ acesso a` zona destinada ao armazena-
mento dos dados. No caso dos tampo˜es entregues a` aplicac¸a˜o, cabe a esta respeitar o
tamanho ma´ximo dos dados a armazenar.
6.3 Despacho de mensagens
O mecanismo de despacho gere as abstracc¸o˜es fornecidas pelas bibliotecas de baixo-n´ıvel,
de forma a multiplexar as mensagens produzidas por um vasto leque de entidades do
n´ıvel aplicacional. Esta tarefa complica-se pelo facto de os subsistemas de comunicac¸a˜o
apresentarem modelos de operac¸a˜o completamente distintos; o VIA e´ orientado a` conexa˜o
e o GM e´ na˜o-orientado a` conexa˜o.
6.3.1 Enderec¸amento baixo-n´ıvel
O interface com os subsistemas de comunicac¸a˜o e´ relativamente simples: um dado subsis-
tema, quando detecta a chegada de uma mensagem, alerta o RoCl e indica-lhe o enderec¸o
do tampa˜o onde a mensagem foi armazenada, cabendo ao RoCl a tarefa de inserir um
registo descritor para essa mensagem na fila de recepc¸a˜o.
Numa operac¸a˜o de envio o RoCl tera´ de enderec¸ar a mensagem a um porto GM remoto
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ou a um VI VIA local. O objectivo e´ fazer chegar a mensagem ao contexto RoCl no qual
o recurso alvo foi criado, usando a seguinte estrate´gia:
GM: E´ aberto um porto, o qual e´ anunciado atrave´s do registo dos identificadores
nume´ricos do controlador e do porto no servic¸o de directo´rio, para permitir a conversa˜o
de identificadores de recursos em portos GM.
VIA: E´ registado no directo´rio o enderec¸o de rede VIA, formado pelo enderec¸o f´ısico
do controlador de rede (um enderec¸o MAC) e por um discriminador. O discriminador
VIA pode ser entendido como um porto UDP ou TCP, mas o programador e´ livre de
usar qualquer sequeˆncia de bytes, a` sua escolha, para esse efeito. No RoCl usa-se como
discriminador o identificador global do contexto, devolvido pelo directo´rio aquando do
seu registo. Deste modo, podera´ ser solicitado o estabelecimento de uma conexa˜o com a
contexto destino adequado, por forma a fazer chegar uma mensagem a um dado recurso.
6.3.2 Detalhes das conexo˜es VIA
Dado que o estabelecimento de uma conexa˜o e´ uma operac¸a˜o onerosa, do ponto de vista
computacional e comunicacional, e´ conveniente optar por conexo˜es persistentes. Ideal-
mente, num dado contexto RoCl, deveria ser criado um VI e estabelecida uma conexa˜o
com um outro contexto RoCl remoto no momento em que, pela primeira vez, e´ enderec¸ada
uma mensagem a um recurso desse contexto remoto.
A utilizac¸a˜o de uma u´nica conexa˜o VIA para interligar dois contextos RoCl levanta pro-
blemas na recepc¸a˜o de mensagens com tamanhos variados. De facto, os registos descritores
de recepc¸a˜o, especificados para um dado VI (conexa˜o), sa˜o sempre processados pela or-
dem de entrega ao VIA, independentemente do tamanho do tampa˜o especificado. Para
contornar tal dificuldade, o RoCl mante´m, em cada contexto, um conjunto de conexo˜es
por cada contexto remoto – uma conexa˜o para cada tamanho de tampa˜o poss´ıvel.
A figura 6.3 apresenta os passos associados ao estabelecimento de uma conexa˜o entre dois
contextos.
No contexto origem (figura 6.3(a)), no momento de envio de uma mensagem, o RoCl
utiliza o identificador do contexto destino juntamente com o tamanho da mensagem para
encontrar o VI correspondente a` conexa˜o alvo. Na auseˆncia de uma conexa˜o estabele-
cida para ligac¸a˜o ao contexto destino e´ criado um novo VI e e´ enviado um pedido de
estabelecimento de conexa˜o ao contexto remoto.
O pedido de conexa˜o e´ enderec¸ado ao enderec¸o de rede VIA registado no directo´rio RoCl,
aquando da criac¸a˜o do contexto remoto. Previamente a` solicitac¸a˜o da conexa˜o, o RoCl fa-


























Figura 6.3: Gesta˜o de conexo˜es VIA no RoCl.
culta ao subsistema VIA alguns tampo˜es, para que possam ser armazenadas as mensagens
eventualmente recebidas logo a seguir ao estabelecimento da conexa˜o.
O mecanismo de despacho do RoCl mante´m um fio-de-execuc¸a˜o a` espera de pedidos de
conexa˜o. Assim, no contexto destino (figura 6.3(b)), apo´s a detecc¸a˜o de um pedido de
conexa˜o, e´ criado um VI. Note-se que as conexo˜es VIA sa˜o bidireccionais, pelo que este VI
pode ser usado tanto para receber como para enviar mensagens de/para o contexto que
solicitou o estabelecimento de conexa˜o.
Depois de facultar alguns tampo˜es de recepc¸a˜o ao subsistema VIA, o contexto RoCl destino
informa o contexto origem acerca da aceitac¸a˜o da conexa˜o.
6.3.3 Actualizac¸a˜o de tampo˜es no envio e na recepc¸a˜o
Aquando do envio de uma mensagem, o RoCl tera´, antes de mais, que proceder ao preen-
chimento da informac¸a˜o de controlo da mensagem, com base nos paraˆmetros indicados pela
aplicac¸a˜o na primitiva correspondente. Havera´ ainda lugar a` actualizac¸a˜o da informac¸a˜o
de controlo do tampa˜o, dado que este sera´ entregue a um dos subsistemas de comunicac¸a˜o,
atrave´s dos mecanismos de envio disponibilizados – primitiva gm send, no caso do GM, e
primitiva VipPostSend, no caso do VIA.
Apo´s a entrega da mensagem a um subsistema de comunicac¸a˜o, o RoCl na˜o mante´m qual-
quer refereˆncia para o tampa˜o associado. Cada um dos subsistemas inclui funcionalidades
para gerac¸a˜o de eventos respeitantes ao sucesso ou insucesso do envio, nomeadamente, o
mecanismo de callback, no caso do GM, e as filas de notificac¸o˜es de te´rmino, no caso do
VIA. Assim, apo´s a conclusa˜o de um envio, ou logo que uma situac¸a˜o de erro seja de-
tectada, o RoCl recebe uma notificac¸a˜o, que inclui informac¸a˜o sobre o tampa˜o envolvido
– o enderec¸o que da´ acesso a` zona de dados, no caso do GM, e o registo descritor, no
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caso do VIA, o qual inclui esse mesmo enderec¸o. Com base neste enderec¸o, e dado que a
informac¸a˜o de controlo do tampa˜o tem tamanho fixo, e´ poss´ıvel recuperar a totalidade da
informac¸a˜o do tampa˜o.
No que diz respeito a` recepc¸a˜o de mensagens, os procedimentos sa˜o semelhantes: a pri-
mitiva gm provide receive buffer, no caso do GM, e a primitiva VipPostRecv, no caso
do VIA, permitem entregar tampo˜es aos subsistemas de comunicac¸a˜o, enquanto as no-
tificac¸o˜es de chegada de mensagens da˜o a conhecer, ao RoCl, o enderec¸o dos dados da
mensagem ou o registo descritor da mensagem.
6.4 Controlo de fluxo
As bibliotecas de comunicac¸a˜o de baixo-n´ıvel implementam alguns mecanismos para de-
tecc¸a˜o de erros de comunicac¸a˜o, apesar de as tecnologias de comunicac¸a˜o de elevado de-
sempenho normalmente usadas na interligac¸a˜o de no´s de clusters serem consideradas al-
tamente fia´veis. Tais mecanismos sa˜o importantes para detectar situac¸o˜es de na˜o entrega
de mensagens devido a` inexisteˆncia de tampo˜es apropriados para o armazenamento dessas
mensagens no destino. De facto, tanto o modelo de comunicac¸a˜o do GM como o do VIA
pressupo˜em a facilitac¸a˜o, por parte da aplicac¸a˜o no destino, de um tampa˜o de dimensa˜o
adequada antes da chegada da mensagem.
No caso do GM, se a mensagem na˜o puder ser entregue, devido a` falta de um tampa˜o
no destino, a origem e´ notificada. No caso do M-VIA, dado que apenas o segundo n´ıvel
de fiabilidade na comunicac¸a˜o e´ implementado (a especificac¸a˜o VIA refere treˆs n´ıveis), a
origem nem sequer e´ notificada quando a mensagem na˜o e´ efectivamente entregue por falta
de um tampa˜o. O segundo n´ıvel de fiabilidade especifica que uma mensagem e´ considerada
correctamente enviada se houver garantia que foi entregue ao controlador destino. No
entanto, isso na˜o impede que a mensagem seja descartada, pelo controlador, pelo facto de
na˜o existir um tampa˜o.
Apesar de o mecanismo de despacho tentar manter os subsistemas de comunicac¸a˜o mu-
nidos de tampo˜es, facultando um novo tampa˜o sempre que e´ recebida uma mensagem,
nada garante que, num dado destino, o RoCl seja capaz de acompanhar o funciona-
mento do hardware de comunicac¸a˜o. De facto, va´rias mensagens podera˜o chegar de tal
forma pro´ximas no tempo que o sistema de despacho do RoCl podera´ na˜o conseguir repor
tampo˜es ao ritmo desejado e, consequentemente, perder-se-a˜o algumas mensagens.
Se o subsistema em utilizac¸a˜o for o GM, o insucesso no envio, nestas circunstaˆncias,
e´ notificado. O RoCl podera´, em consequeˆncia, proceder ao reenvio da mensagem, no
pressuposto de que, entretanto, ja´ houve tempo para a reposic¸a˜o de tampo˜es no destino.
No entanto, esta estrate´gia consome recursos de comunicac¸a˜o (largura de banda e tempo
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de processamento dos controladores envolvidos), para ale´m de fazer aumentar o tempo
de resposta. A estrate´gia seguida no RoCl baseia-se na utilizac¸a˜o do sistema de cre´ditos
oferecido pelo GM, com o intuito de implementar um mecanismo de controlo de fluxo.
O sistema de cre´ditos do GM, quando usado, obriga o programador a verificar a existeˆncia
de cre´ditos antes do envio de uma mensagem. Cada envio consome um cre´dito e, no
momento da recepc¸a˜o da notificac¸a˜o de entrega da mensagem, esse cre´dito e´ devolvido.
Assim, se no destino na˜o existirem tampo˜es para o armazenamento das mensagens, rapida-
mente os cre´ditos se esgotara˜o (inicialmente esta˜o dispon´ıveis algumas dezenas de cre´ditos,
dependendo da memo´ria dispon´ıvel no controlador) e o RoCl podera´ suspender os envios
posteriores, ate´ que sejam devolvidos cre´ditos. Note-se que o GM se encarrega da entrega
efectiva de qualquer mensagem, desde que exista dispon´ıvel um cre´dito para o efeito,
mesmo que, no destino, a disponibilizac¸a˜o de um tampa˜o ocorra num momento posterior
a` evocac¸a˜o da primitiva gm send. Na pra´tica, os cre´ditos correspondem a` capacidade do
subsistema de comunicac¸a˜o manter mensagens em situac¸a˜o pendente.
No caso do M-VIA, na˜o existem mecanismos que facilitem a implementac¸a˜o de um sistema
de controlo de fluxo, nem sequer ha´ forma de detectar o insucesso de um envio (motivado
pela falta de tampo˜es, no destino). Deste modo, a abordagem seguida no RoCl passa pela
implementac¸a˜o de um mecanismo de janela deslizante, algo semelhante ao existente no
TCP. Este mecanismo so´ e´ poss´ıvel pelo facto de o VIA ser orientado a` conexa˜o.
No momento do estabelecimento de uma conexa˜o VIA, para um dado tamanho de tampa˜o,
os dois contextos RoCl envolvidos fixam como tamanho das suas janelas de envio o equi-
valente ao nu´mero de tampo˜es facultados para o armazenamento de mensagens. Por cada
mensagem enviada, no destino ha´-de ser gasto um tampa˜o e, portanto, a origem reduzira´
em uma unidade a sua janela de envio. Quando a janela atingir o valor zero, isso signifi-
cara´ que, no destino, foram esgotados os tampo˜es inicialmente facultados pelo RoCl e, na
origem, os envios devera˜o ser suspensos.
Sempre que no destino o RoCl e´ notificado da recepc¸a˜o de uma mensagem, um novo
tampa˜o e´ facultado ao subsistema de comunicac¸a˜o, o que se devera´ reflectir na actualizac¸a˜o
da janela da origem. Para o efeito, o RoCl recorre a` inclusa˜o de informac¸a˜o de controlo
nas mensagens enviadas no sentido inverso ou, caso necessa´rio, ao envio de mensagens
de controlo. Qualquer mensagem enviada pelo RoCl inclui o nu´mero de tampo˜es que o
sistema de despacho repoˆs, desde a u´ltima vez em que houve oportunidade de informar
o outro lado da conexa˜o. No caso de a aplicac¸a˜o na˜o gerar tra´fego num dado sentido da
conexa˜o, o RoCl envia uma mensagem de controlo quando conclui que ja´ foram repostos
tampo˜es em nu´mero significativo, ou seja, quando a janela do outro lado da conexa˜o estiver
a atingir um n´ıvel cr´ıtico. Com esta abordagem, o nu´mero de mensagens de controlo e´
mantido numa proporc¸a˜o relativamente baixa em face a`s mensagens das aplicac¸o˜es.
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A evocac¸a˜o da primitiva RoCl destinada ao envio de uma mensagem, numa situac¸a˜o de
inexisteˆncia de cre´ditos (GM) ou esgotamento da janela de envio (M-VIA), tera´ como
efeito a inserc¸a˜o da mensagem na fila de envio do mecanismo de despacho.
6.5 Escrita e leitura remotas
O RoCl disponibiliza primitivas para suporte a operac¸o˜es de leitura e escrita remotas,
tirando partido dos mecanismos RDMA dos subsistemas de comunicac¸a˜o. Em relac¸a˜o ao
GM, sa˜o exploradas as primitivas gm get e gm put, as quais ficaram dispon´ıveis com a
versa˜o 2.0 da biblioteca, ficando assim facilitada a implementac¸a˜o do RoCl.
No caso do M-VIA, apesar de a especificac¸a˜o VIA contemplar tanto as operac¸o˜es de leitura
como as de escrita, apenas e´ suportada a escrita remota. No entanto, dado que um dos
objectivos do RoCl e´ criar um interface u´nico para a explorac¸a˜o de va´rios subsistemas
de comunicac¸a˜o, todas as funcionalidades devera˜o ser asseguradas independentemente do
subsistema de comunicac¸a˜o. Assim, o RoCl implementa um sistema alternativo de lei-
tura/escrita remota baseado na troca de mensagens entre contextos, ao n´ıvel do sistema
de despacho.
O suporte a operac¸o˜es de leitura/escrita remota baseado em mensagens tradicionais na˜o
permite alcanc¸ar n´ıveis elevados de desempenho. No entanto, para ale´m de permitir
contornar a falta de operacionalidade de alguns subsistemas, permite alargar a operac¸a˜o
a entidades em execuc¸a˜o em no´s que na˜o possuem uma tecnologia de comunicac¸a˜o em
comum. De facto, os reencaminhadores na˜o teˆm qualquer possibilidade de intervenc¸a˜o
se forem usadas primitivas RDMA das bibliotecas de comunicac¸a˜o de baixo-n´ıvel. Deste
modo, o RoCl, quando detecta que o recurso destino so´ pode ser alcanc¸ado recorrendo a
um reencaminhador, usa o sistema alternativo de leitura/escrita remota.
6.6 Integrac¸a˜o de tecnologias
O suporte a mu´ltiplas tecnologias de comunicac¸a˜o e´, na generalidade dos casos, entendido
como a simples possibilidade de adaptar o sistema ao funcionamento em cena´rios variados,
mediante a selecc¸a˜o de uma tecnologia na fase de compilac¸a˜o/instalac¸a˜o. No entanto,
no RoCl, o objectivo principal e´ a explorac¸a˜o simultaˆnea de mu´ltiplas tecnologias de
comunicac¸a˜o, no aˆmbito de um cluster multi-SAN.
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6.6.1 Reencaminhamento de mensagens
No cluster representado na figura 3.1(a), os no´s Myrinet sa˜o fisicamente interligados a
no´s Gigabit, por via da existeˆncia de no´s multi-interface, isto e´, no´s que dispo˜em de um
controlador por cada tecnologia de comunicac¸a˜o (Myrinet e Gigabit). Do ponto de vista do
RoCl, estes no´s multi-interface funcionam como reencaminhadores de mensagens, fazendo
a ponte entre os subsistemas de comunicac¸a˜o GM e M-VIA.
A func¸a˜o de reencaminhamento e´ assegurada pelo mecanismo de despacho do RoCl, pelo
que qualquer programa RoCl, em execuc¸a˜o num no´ multi-interface, podera´ reencami-
nhar mensagens. No caso de a aplicac¸a˜o de um dado utilizador na˜o contemplar mo´dulos
em execuc¸a˜o num no´ multi-interface, isto e´, supondo que um utilizador, para uma dada
aplicac¸a˜o, resolveu usar alguns no´s Myrinet e alguns no´s Gigabit, mas na˜o recorreu a
qualquer no´ multi-interface, o RoCl disponibiliza um servic¸o de reencaminhamento. Este
servic¸o na˜o e´ mais que um simples programa que arranca a biblioteca RoCl, atrave´s da

















Figura 6.4: Exemplo de reencaminhamento de mensagens.
O reencaminhamento propriamente dito, do qual e´ apresentado um exemplo na figura 6.4,
na˜o levanta dificuldades e pode ser implementado de forma bastante eficiente. Quando
o sistema de despacho de um contexto RoCl recebe uma mensagem destinada a um ou-
tro contexto, assume-se que se trata de uma mensagem que requer reencaminhamento,
bastando, para tal, entregar o tampa˜o com a mensagem recebida ao subsistema de comu-
nicac¸a˜o que permite alcanc¸ar o destino em causa. Note-se que o reencaminhamento na˜o
implica qualquer co´pia de memo´ria (entre tampo˜es), dado que um determinado bloco de
memo´ria registada pode ser entregue tanto ao GM como ao M-VIA, independentemente
de o tampa˜o poder conter informac¸a˜o de controlo que, para um dado subsistema, na˜o tem
qualquer utilidade. Tambe´m na˜o sera´ necessa´rio efectuar qualquer alterac¸a˜o da informac¸a˜o
de controlo do tampa˜o ou da pro´pria mensagem, desde que a origem prepare a mensagem
104 Comunicac¸a˜o em clusters multi-SAN
como se ela fosse entregue directamente ao destino final.
A dificuldade esta´ em fazer chegar ao reencaminhador a mensagem que, numa situac¸a˜o de
conectividade simples, seria entregue directamente ao destino. A abordagem do RoCl as-
senta na explorac¸a˜o da informac¸a˜o registada no directo´rio para os contextos. No momento
da criac¸a˜o de um contexto (o arranque da biblioteca RoCl), o programador indica se au-
toriza a activac¸a˜o do mecanismo de reencaminhamento, atrave´s do paraˆmetro bridge da
primitiva rocl init (ver tabela 5.1). No caso de o contexto ter acesso a va´rias tecnologias
de comunicac¸a˜o, e desde que a indicac¸a˜o do programador seja nesse sentido, o registo do
contexto incluira´ um atributo especial, indicando essa funcionalidade. No momento do
envio de uma mensagem, quando o enderec¸o de comunicac¸a˜o devolvido pelo directo´rio,
respeitante ao contexto destino, na˜o corresponde a` tecnologia de comunicac¸a˜o da origem,
o RoCl tenta obter, tambe´m a partir do directo´rio, o enderec¸o de um reencaminhador. A
mensagem e´ enta˜o enderec¸ada ao reencaminhador, sem que o tampa˜o associado necessite
de qualquer alterac¸a˜o, apesar de na˜o ser enviada directamente para o seu destino.
O mecanismo de reencaminhamento e´ actualmente pouco elaborado, tolerando apenas um
u´nico no´ interme´dio, entre a origem e o destino, o que e´, no entanto, suficiente para o tipo
de clusters que se pretende suportar. Ale´m disso, na˜o fara´ sentido considerar um cluster,
baseado em tecnologias que usam comutadores, como um caso de uma topologia de rede
complexa.
6.6.2 Selecc¸a˜o do subsistema de comunicac¸a˜o
Os no´s de um cluster que possuam mu´ltiplos interfaces de comunicac¸a˜o, para ale´m de po-
derem desempenhar o papel de reencaminhadores, podem, obviamente, ser usados como
simples no´s computacionais, onde alguns mo´dulos de uma aplicac¸a˜o paralela executam.
Neste caso, o sistema de despacho do RoCl tera´ que decidir qual o subsistema de comu-
nicac¸a˜o a usar, sempre que a aplicac¸a˜o evoca a primitiva de envio.
Esta decisa˜o sera´ o´bvia no caso de o contexto destino possuir uma u´nica tecnologia de
comunicac¸a˜o, o que facilmente e´ detectado pela consulta do directo´rio RoCl. Mas, se
o contexto destino residir numa ma´quina dotada de controladores Myrinet e Gigabit,
havera´ duas opc¸o˜es: enviar a mensagem atrave´s do GM ou atrave´s do M-VIA. O crite´rio
fundamental de selecc¸a˜o e´ o desempenho, sendo usado, por norma, o GM, o qual garante
melhor desempenho (ver secc¸a˜o 8.2).
No entanto, se, num dado momento, o subsistema com melhor desempenho na˜o puder
garantir o envio imediato, devido ao mecanismo de controlo de fluxo, enta˜o opta-se pelo
envio atrave´s do outro subsistema, desde que na˜o se encontre, tambe´m, indispon´ıvel para
o envio imediato. No caso de nenhum subsistema se encontrar dispon´ıvel, a mensagem e´
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inserida na fila de envio e, posteriormente, sera´ enviada atrave´s do subsistema que ficar
dispon´ıvel em primeiro lugar.
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Figura 6.5: Selecc¸a˜o do subsistema em envios consecutivos.
Numa situac¸a˜o em que, a partir de um dado contexto RoCl, e´ desencadeada uma se´rie
de envios consecutivos, tendo como destino o mesmo contexto, a experieˆncia mostrou ser
poss´ıvel alcanc¸ar desempenhos mais elevados se, em vez de levar a` exausta˜o o subsistema
GM, obrigando o mecanismo de controlo de fluxo a actuar, e so´ recorrer ao M-VIA em
u´ltimo recurso, se procedesse ao envio alternado de mensagens atrave´s dos dois subsiste-
mas. Na figura 6.5 mostra-se de que forma seis mensagens geradas em sequeˆncia podem
ser enviadas, com base na combinac¸a˜o das duas tecnologias; por cada duas mensagens
enviadas atrave´s do GM, e´ enviada uma atrave´s do VIA.
A estrate´gia da alternaˆncia de tecnologia de comunicac¸a˜o e´ va´lida apenas para sequeˆncias
de mensagens com tamanho similar. Deste modo, logo que o sistema de despacho do RoCl
e´ confrontado com o envio de uma mensagem de tamanho significativamente diferente do
da mensagem anterior, a estrate´gia de alternaˆncia e´ interrompida.
6.6.3 Fragmentac¸a˜o de mensagens
O modelo de comunicac¸a˜o do RoCl impo˜e a utilizac¸a˜o de tampo˜es, para o armazena-
mento de mensagens, para os quais e´ definido um tamanho ma´ximo. Devido a` uti-
lizac¸a˜o do M-VIA, esse tamanho e´ fixado em 32kbytes, tamanho esse que corresponde
a` dimensa˜o ma´xima de um segmento de dados no M-VIA. Segundo estudos apresentados
em [Gusella 90] e mais tarde corroborados em [Chen 02], 80% das mensagens trocadas nas
aplicac¸o˜es paralelas teˆm menos de 4kbytes e apenas 8% ultrapassam 8kbytes, pelo que o
limite estabelecido para os tampo˜es na˜o sera´ impeditivo para a codificac¸a˜o da generalidade
das aplicac¸o˜es. No entanto, em algumas circunstaˆncias, e´ u´til ter dispon´ıvel uma primitiva
de comunicac¸a˜o que permita enviar mensagens de qualquer tamanho.
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O RoCl da´ a possibilidade de se especificar, como paraˆmetro da primitiva rocl send, o
enderec¸o de um bloco de memo´ria qualquer, em vez de o enderec¸o de um tampa˜o. Neste
caso, a quantidade de dados a enviar (indicada tambe´m como paraˆmetro da primitiva
rocl send) podera´ ultrapassar o tamanho ma´ximo de um tampa˜o. No entanto, pelo facto
de se tratar de memo´ria do espac¸o de enderec¸amento da aplicac¸a˜o, a mensagem na˜o podera´
ser enviada sem recorrer a co´pias de memo´ria. Note-se que o registo da zona de memo´ria
envolvida, imediatamente antes do envio, na˜o e´ uma soluc¸a˜o, pelo facto de o M-VIA impor
um limite para o tamanho das mensagens. Ale´m disso, a gesta˜o de memo´ria dos sistemas
operativos actuais na˜o garante a possibilidade de marcar todas pa´ginas correspondentes a




















Figura 6.6: Despacho dos fragmentos de uma mensagem.
A abordagem seguida no RoCl compreende a fragmentac¸a˜o da mensagem correspondente
a` zona de memo´ria indicada pelo programador, conforme se mostra na figura 6.6. Cada
fragmento e´ enviado como se se tratasse de uma mensagem simples, isto e´, uma mensagem
baseada num tampa˜o. A obtenc¸a˜o de tampo˜es e a co´pia de fragmentos para tampo˜es e´
da exclusiva responsabilidade do sistema de despacho. No caso de estarem dispon´ıveis os
dois subsistemas de comunicac¸a˜o, o RoCl alterna os envios entre ambos, conforme exposto
anteriormente.
No destino, o RoCl encarrega-se de alocar uma zona de memo´ria suficientemente grande
para armazenar todos os fragmentos da mensagem. Os va´rios fragmentos sa˜o reorganizados
com base em informac¸a˜o de controlo inclu´ıda pela origem. Apo´s a chegada do u´ltimo




A implementac¸a˜o actual do sistema RoCl tomou por base as bibliotecas de comunicac¸a˜o
de baixo-n´ıvel GM e M-VIA. O sistema tira partido das funcionalidades mais relevantes
de ambas as bibliotecas, mantendo o objectivo de oferecer um interface de programac¸a˜o
u´nico, mais conveniente aos programadores.
O mecanismo de gesta˜o de tampo˜es e´ fundamental para minimizar o nu´mero de operac¸o˜es
de alocac¸a˜o e co´pia de memo´ria. Com base neste mecanismo, o RoCl permite tirar partido
da comunicac¸a˜o livre de co´pias oferecida pelas bibliotecas de baixo-n´ıvel, sem comprometer
a convenieˆncia do interface de programac¸a˜o.
A adequac¸a˜o ao paradigma da orientac¸a˜o ao recurso e´ conseguida por via do sistema
de despacho de mensagens. Este sistema e´ responsa´vel por gerir um conjunto reduzido
de pontos de comunicac¸a˜o, oferecidos pelas bibliotecas de baixo-n´ıvel, e dotar quaisquer
recursos de capacidades comunicacionais.
A operac¸a˜o simultaˆnea dos subsistemas GM e M-VIA, por parte do sistema de despacho
de mensagens, garante a interoperabilidade de no´s pertencentes a subclusters distintos,
num cluster multi-SAN. A explorac¸a˜o combinada dos dois subsistemas permitiu ainda
ultrapassar o desempenho alcanc¸a´vel com recurso unicamente a um deles em no´s multico-
nectados.
Apesar de terem sido seleccionados apenas dois subsistemas de comunicac¸a˜o, para a im-
plementac¸a˜o actual, o RoCl encontra-se estruturado de forma a que facilmente sejam
integrados novos subsistemas. Em especial, devido ao facto de o VIA ser orientado a`
conexa˜o e o GM ser na˜o-orientado a` conexa˜o, foi poss´ıvel contemplar situac¸o˜es que abran-
gem variadas plataformas de comunicac¸a˜o de baixo-n´ıvel, aumentando a flexibilidade da
implementac¸a˜o RoCl. A t´ıtulo de exemplo, a inclusa˜o do protocolo UDP, como subsistema
de comunicac¸a˜o, foi facilmente realizada, tomando como base os mo´dulos desenvolvidos
para suportar o GM.
Cap´ıtulo 7
Interface de programac¸a˜o
Os conceitos da modelac¸a˜o de aplicac¸o˜es orientada ao recurso foram apresentados nos
cap´ıtulos 3 e 4, mas na˜o foram expostas as ferramentas ao dispor dos administradores
e programadores para o desenvolvimento e execuc¸a˜o de aplicac¸o˜es. A plataforma mεµ
corresponde a` explorac¸a˜o plena do RoCl, o qual constitui uma primeira abordagem ao
paradigma da orientac¸a˜o ao recurso, isto e´, o interface de programac¸a˜o bem como todos
os servic¸os e programas de sistema subjacentes ao mεµ foram implementados como uma
camada de n´ıvel superior, sobre a camada de mais baixo n´ıvel que e´ o RoCl.
Tendo o RoCl sido apresentado nos cap´ıtulos 5 e 6, e´ agora poss´ıvel expor os detalhes
relativos ao interface mεµ, nomeadamente a forma como algumas primitivas sa˜o imple-
mentadas, explorando a funcionalidade do RoCl, e o modo de utilizac¸a˜o associado a cada
uma das primitivas e comandos do sistema. Essencialmente, sa˜o expostos neste cap´ıtulo
os aspectos mais relevantes respeitantes a` manipulac¸a˜o de abstracc¸o˜es do RoCl, com o
intuito de oferecer mecanismos mais adequados a` programac¸a˜o de aplicac¸o˜es.
Este cap´ıtulo tem ainda como propo´sito expor de forma mais detalhada o sistema de
suporte a` execuc¸a˜o mεµ, principalmente no que diz respeito aos mecanismos para mani-
pulac¸a˜o de recursos f´ısicos e lo´gicos.
7.1 Configurac¸a˜o do sistema
A plataforma mεµ apresenta-se ao programador como uma biblioteca de primitivas, que
permitem codificar aplicac¸o˜es em concordaˆncia com o paradigma da orientac¸a˜o ao recurso.
O funcionamento correcto desta biblioteca bem como dos demais programas de sistema que
compo˜em a plataforma, carece de parametrizac¸a˜o adequada, por parte de administradores
e utilizadores do cluster. E´ ainda necessa´rio proceder a` caracterizac¸a˜o inicial do cluster,
por forma a que as aplicac¸o˜es possam explorar o hardware dispon´ıvel.
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7.1.1 Servic¸os e programas de sistema
A operac¸a˜o da plataforma mεµ baseia-se, em grande parte, na funcionalidade oferecida
pelo RoCl, como ja´ foi referido. Deste modo, a explorac¸a˜o de um (ou mais) clusters,
atrave´s do mεµ, requer a correcta instalac¸a˜o e configurac¸a˜o dos servic¸os RoCl.
No caso de se pretender a explorac¸a˜o de va´rios clusters, sera´ necessa´rio, antes de mais,
instalar um representante RoCl em cada cluster, atrave´s do comando rocl proxy. Para
tal, devera´ ser seleccionada, em cada cluster, uma ma´quina com um enderec¸o IP va´lido e,
no caso de se tratar de um cluster heteroge´neo, preferencialmente com mu´ltiplos interfa-
ces de comunicac¸a˜o. A figura 7.1 mostra o arranque de representantes em dois clusters,















































































Figura 7.1: Arranque de representantes.
De seguida devera˜o ser colocados em execuc¸a˜o os servidores de directo´rio, um por cada
ma´quina de cada cluster, atrave´s do comando rocl dird. Previamente ao arranque de
um servidor, e´ necessa´rio especificar os enderec¸os IP e portos TCP correspondentes aos
representantes de todos os clusters remotos conhecidos, atrave´s de um ficheiro definido
para o efeito. Como paraˆmetros para o arranque de um servidor sa˜o indicados o esquema de
divisa˜o dos bits dos identificadores globais dos recursos, isto e´, o nu´mero de bits reservados
para a identificac¸a˜o do cluster e para o nu´mero de se´rie de cada no´ de um cluster, a
identificac¸a˜o do cluster, o nu´mero de se´rie do no´ e o porto UDP usado na difusa˜o de
pedidos, conforme se ilustra na figura 7.2.
Ainda relativamente ao funcionamento do sistema RoCl, resta a instalac¸a˜o, opcional, do
servic¸o de reencaminhamento, por forma a garantir conectividade entre recursos criados
em subclusters distintos, no seio de um dado cluster heteroge´neo. O arranque deste servic¸o
faz-se, simplesmente, mediante a execuc¸a˜o do comando rocl bridged, sem necessidade










































# rocl_dird 2:4 0 0 192.168.0.255:3001
...
# cat $RoCl_SYS/etc/rclusters
Listening on socket $RoCl_SYS/etc/dird
#
Listening on socket $RoCl_SYS/etc/dird
#
193.195.10.80:10010 //ESTiG−IPB



















# rocl_dird 2:4 0 0 10.0.45.255:2001
...
# rocl_dird 2:4 0 8 10.0.45.255:2001
193.165.40.85:10030 //DI−UMinho
# cat $RoCl_SYS/etc/rclusters
Listening on socket $RoCl_SYS/etc/dird
#




Figura 7.2: Arranque de servidores de directo´rio.
de qualquer parametrizac¸a˜o.
Refira-se ainda que, tanto a biblioteca RoCl como o comando rocl dird pressupo˜em a
definic¸a˜o da varia´vel de ambiente RoCl SYS em todos os no´s, a qual representa o directo´rio
onde residem os va´rios programas e ficheiros que compo˜em o sistema RoCl. Obviamente,
a administrac¸a˜o de um cluster sera´ mais simples se este directo´rio for partilhado por NFS,
por exemplo.
Para ale´m da configurac¸a˜o do sistema RoCl, o funcionamento da biblioteca mεµ requer
ainda a disponibilizac¸a˜o do servic¸o rsh, por forma a permitir a execuc¸a˜o remota de pro-
gramas de sistema – meu launch, meu mbox e meu gather – no seio de um cluster. Sera´
tambe´m necessa´rio definir a varia´vel de ambiente meu SYS, que correspondera´ ao directo´rio
onde estara˜o instalados esses programas, cuja finalidade sera´ posteriormente analisada.
Os programas ou mo´dulos que compo˜em as aplicac¸o˜es paralelas/distribu´ıdas devera˜o, ob-
viamente, estar instaladas em cada ma´quina do cluster, num directo´rio dado a conhecer
atrave´s da varia´vel de ambiente meu MYDIR, no contexto de cada utilizador.
7.1.2 Representac¸a˜o de recursos f´ısicos
Os recursos f´ısicos de um cluster sa˜o especificados num ficheiro de texto, atrave´s de uma
linguagem simples, cuja sintaxe se apresenta na figura 7.3.
Com base nessa linguagem, a hierarquia de recursos apresentada na figura 4.3 pode ser
facilmente especificada, conforme se constata pela figura 7.4. Essa especificac¸a˜o e´ proces-
sada pelo programa meu phyparse, o qual se encarrega de registar, no directo´rio RoCl,
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Especificac¸a˜o :: (comenta´rio | Domı´nio)+
Domı´nio :: [etiqueta · ’:’] · nome · [Ascendente] · [Originais] · [Propriedades] · ’;’
Ascendente :: ’〈’ · etiqueta · ’〉’
Originais :: ’(’ · etiqueta · (’,’ · etiqueta)* · ’)’
Propriedades :: ’{’ · Propriedade · (’,’ · Propriedade)* · ’}’
Propriedade :: nome · [’=’ · valor]
Figura 7.3: Sintaxe para especificac¸a˜o de um domı´nio f´ısico.
cada um dos domı´nios especificados.
Um domı´nio f´ısico e´ registado como um recurso RoCl, cujos atributos correspondem a`s
propriedades definidas para esse domı´nio, juntamente com o seu nome e o identifica-
dor do ascendente sob o qual ele e´ criado. Assim, o domı´nio No´ A1, especificado na
figura 7.4, por exemplo, sera´ constitu´ıdo, ao n´ıvel do RoCl, como um recurso R =
{〈”tipo”, ”domı´nio”〉, 〈”nome”, ”No´ A1”〉, 〈”ascend”, 1003〉, 〈”CPU”, 2〉, 〈”Mem”, 512〉},
assumindo que 1003 foi o identificador global atribu´ıdo pelo directo´rio ao domı´nio Sub-
cluster Dual PIII.
/* organizadores de no´s */
Cl: Cluster {FastEthernet};
Sub1: "Subcluster Dual PIII" <Cl> {Myrinet};
Sub2: "Subcluster Quad Xeon" <Cl> {Myrinet, Gigabit};
Sub3: "Subcluster Dual Athlon" <Cl> {Gigabit};
"Subcluster Myrinet" <Cl> (Sub1, Sub2);
/* no´s computacionais */
"No´ A1" <Sub1> {CPU=2, Mem=512};
"No´ B1" <Sub2> {CPU=4, Mem=1024};
"No´ C1" <Sub3> {CPU=2, Mem=512};
....
Figura 7.4: Especificac¸a˜o dos recursos f´ısicos de um cluster.
Na especificac¸a˜o dos recursos, o administrador usa etiquetas, a fim de encadear ascendentes
e descendentes e originais e pseudo´nimos, as quais sa˜o convertidas em identificadores
globais pelo programa meu phyparse. Em relac¸a˜o a` especificac¸a˜o da figura 7.4, na operac¸a˜o
de registo do domı´nio ra´ız (o domı´nio Cluster), o RoCl devolve um identificador, o qual
e´ associado a` etiqueta Cl. Deste modo, no registo do domı´nio Subcluster Dual PIII, ja´
podera´ ser constru´ıdo, pelo programa meu phyparse, um atributo RoCl, que inclua o
identificador global do ascendente desse domı´nio. Um domı´nio so´ podera´ ser registado
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quando forem conhecidas todas as etiquetas usadas na sua especificac¸a˜o.
O programa meu phyparse, executado a partir de um dado no´ do cluster, fara´ o registo
local (em relac¸a˜o a esse no´) de todos os domı´nios especificados. No entanto, se o adminis-
trador entender que os domı´nios f´ısicos devera˜o ser dispersos pelos va´rios no´s do cluster,
podera´ ser acrescentada, a` especificac¸a˜o de cada domı´nio, o nome da ma´quina onde o
registo devera´ ter lugar. Nesse caso, o programa meu phyparse executara´, no no´ indicado,
via rsh, o pro´prio programa meu phyparse, passando-lhe como argumento a informac¸a˜o
necessa´ria para o registo em causa e obtendo como resposta o identificador atribu´ıdo pelo
servidor de directo´rio remoto.
O registo de recursos RoCl obriga a` criac¸a˜o de um contexto, automaticamente criado no
arranque da biblioteca. Desta forma, os recursos registados pelo programa meu phyparse
tera˜o associado um contexto e, do ponto de vista do RoCl, sera˜o tratados como quaisquer
outros recursos. Desta forma, os servidores de directo´rio RoCl procedera˜o a` eliminac¸a˜o
desses recursos se os respectivos contextos na˜o estiverem activos. Por conseguinte, o pro-
grama meu phyparse mante´m um fio-de-execuc¸a˜o permanentemente bloqueado, aguar-
dando eventuais mensagens enviadas a esses recursos. Obviamente, e conforme ja´ referido,
quaisquer mensagens recebidas sera˜o desprezadas.
7.2 Navegac¸a˜o na hierarquia de recursos
A hierarquia de recursos, iniciada com a especificac¸a˜o dos recursos f´ısicos, conforme apre-
sentado na secc¸a˜o anterior, e posteriormente ampliada com a criac¸a˜o de recursos lo´gicos
por parte das aplicac¸o˜es e do sistema de suporte a` execuc¸a˜o do mεµ, podera´ ser manipu-
lada com base nas primitivas apresentadas na tabela 7.1. Essencialmente, esta˜o em causa
primitivas que permitem a pesquisa, caracterizac¸a˜o, reorganizac¸a˜o e selecc¸a˜o de recursos
mεµ, os quais esta˜o organizados hierarquicamente e cuja informac¸a˜o e´ armazenada no
servic¸o de directo´rio do RoCl.
7.2.1 Pesquisas imediatas
Excluindo as primitivas meu get properties, meu lookup e meu lookup aggreg, as res-
tantes primitivas constantes da tabela 7.1 traduzem-se em simples interrogac¸o˜es, a desen-
cadear a` custa de evocac¸o˜es a`s primitivas rocl query e rocl query start.
A primitiva meu get mygid, que permite a`s tarefas, as u´nicas entidades activas do sistema
mεµ, obterem os seus identificadores, nem sequer implica uma operac¸a˜o de pesquisa. Na
verdade, trata-se da consulta de valores mantidos em memo´ria para cada um dos fios-de-
-execuc¸a˜o usados para implementar as tarefas. Estes valores sa˜o armazenados com base
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Tabela 7.1: Primitivas mεµ para navegac¸a˜o na hierarquia de recursos.
int meu get mygid()
int meu get creator(int gid)
int meu get ancestor(int gid)
meu stat t meu get info(int gid, char *name, enum meu entt *enttype)
meu gidl t * meu get originals(int gid)
meu gidl t * meu get descendants(int gid)
meu gidl t * meu get aliases(int gid)
meu prpl t * meu get properties(int gid)
int meu lookup(int gid, const char *name, enum meu entt enttype,
const meu prpl t *prps)
int meu lookup aggreg(int gid, const meu prpl t *prps1,
const meu prpl t *prps2, const char *name,
const meu prpl t *prps)
meu set scope(enum meu scope scope)
nas funcionalidades POSIX que suportam a definic¸a˜o de informac¸a˜o espec´ıfica para cada
fio-de-execuc¸a˜o.
As primitivas meu get creator, meu get ancestor e meu get info, a partir dos identifi-
cadores dos recursos, permitem obter informac¸a˜o elementar sobre estes, nomeadamente o
identificador da tarefa criadora, o identificador do ascendente ou o nome e o tipo de enti-
dade, associados a um recurso. A informac¸a˜o em causa, para cada uma destas primitivas,
pode ser obtida, facilmente, por via de uma evocac¸a˜o da primitiva rocl query.
No caso da primitiva meu get originals, apesar de ser devolvido um conjunto de identifi-
cadores, cuja manipulac¸a˜o se faz atrave´s das primitivas constantes na tabela 7.2, tambe´m
e´ evocada uma u´nica vez a primitiva rocl query. De facto, a lista de originais de um
recurso e´ armazenada como um u´nico atributo RoCl.
Tabela 7.2: Primitivas mεµ para manipulac¸a˜o de listas de identificadores.
meu gidl t * meu new gidl(int max gids)
int meu add gid(meu gidl t *gids, int gid)
int meu nget gid(const meu gidl t *gids, int lpos, int **gid)
meu destroy gidl(meu gidl t *gids)
Ja´ no que diz respeito a`s primitivas meu get descendants e meu get aliases, sera´ ne-
cessa´rio desencadear pesquisas para obtenc¸a˜o de mu´ltiplas resultados, visto que os recur-
sos na˜o armazenam informac¸a˜o sobre os seus descendentes ou pseudo´nimos. Na verdade,
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obteˆm-se os descendentes ou os pseudo´nimos de um recurso procurando no directo´rio to-
dos os recursos que teˆm como ascendente ou original esse recurso. Os mu´ltiplos resultados
(identificadores de descendentes ou pseudo´nimos) eventualmente devolvidos pelo RoCl,
atrave´s da utilizac¸a˜o das primitivas rocl query start e rocl query next, sa˜o compila-
dos pelo sistema mεµ e devolvidos numa lista.
7.2.2 Pesquisas baseadas em propriedades
As primitivas meu get properties e meu lookup exigem o ca´lculo das propriedades de
um ou mais recursos, pelo que o seu funcionamento e´ mais complexo e mais exigente do
ponto de vista computacional.
Manipulac¸a˜o de propriedades
A manipulac¸a˜o das listas de propriedades associadas a cada um dos recursos mεµ faz-se
atrave´s das primitivas apresentadas na tabela 7.3.
Tabela 7.3: Primitivas mεµ para manipulac¸a˜o de listas de propriedades.
meu prpl t * meu new prpl(int max len)
int meu add prp(meu prpl t *prps, const char *name, const void *value,
int len, enum meu prp ops op)
int * meu get prp(const meu prpl t *prps, const char *name, void **value,
int *len)
int * meu nget prp(const meu prpl t *prps, int lpos, char **name,
void **value, int *len)
meu destroy prpl(meu prpl t *prps)
As propriedades que, para ale´m de um nome, incluem um valor diferente de NULL, isto
e´, propriedades usadas para estipular valores de caracter´ısticas espec´ıficas dos recursos,
podem ainda ter associada uma operac¸a˜o de acumulac¸a˜o, para que possam ser efectuados
ca´lculos com essas propriedades – propriedades acumula´veis. Por exemplo, o mecanismo
de sintetizac¸a˜o devera´ ser capaz de somar os valores das propriedades respeitantes ao
nu´mero de processadores de cada no´ computacional, por forma a se poder determinar o
nu´mero total de processadores dispon´ıveis num cluster.
As propriedades mεµ sa˜o traduzidas em atributos RoCl da seguinte forma: o nome de
uma propriedade e´ traduzido directamente no nome do atributo correspondente, enquanto
que o valor de uma propriedade juntamente com o ı´ndice da operac¸a˜o de acumulac¸a˜o
associada sa˜o traduzidos no valor do atributo. O ı´ndice da operac¸a˜o de acumulac¸a˜o, dado
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que ocupa um nu´mero de bits bem conhecido, e´ tratado como um campo suplementar do
valor do atributo.
A lista de operac¸o˜es de acumulac¸a˜o suportadas pelo mεµ, para o ca´lculo de propriedades,
pode ser alargada, exigindo, no entanto, a recompilac¸a˜o da biblioteca. Cada operac¸a˜o
de acumulac¸a˜o e´ implementada como uma func¸a˜o que aceita dois valores e produz um
resultado, a` qual e´ associado um ı´ndice correspondente a uma entrada numa tabela de
operac¸o˜es de acumulac¸a˜o. Isto deve-se a` necessidade de determinar, de forma inequ´ıvoca,
a operac¸a˜o a desencadear, em quaisquer mo´dulos da aplicac¸a˜o que, dispersos pelos no´s
do cluster, obtenham propriedades de va´rios recursos, a partir do directo´rio. Uma outra
soluc¸a˜o passaria pelo armazenamento da descric¸a˜o da operac¸a˜o de acumulac¸a˜o (o co´digo
fonte, por exemplo), juntamente com a demais informac¸a˜o da propriedade, no directo´rio
RoCl.
Localizac¸a˜o de uma entidade
A implementac¸a˜o da primitiva meu lookup tem em considerac¸a˜o as va´rias possibilidades de
caracterizac¸a˜o da entidade a localizar. Se apenas for especificada informac¸a˜o ba´sica sobre
a entidade a localizar (o nome e o tipo de entidade), o algoritmo e´ relativamente simples;
a partir da entidade indicada, percorre-se a suba´rvore correspondente. No caso de serem
especificadas propriedades, o algoritmo tera´ tambe´m que ir recalculando as propriedades
das entidades que vai atravessando, sem entrar em considerac¸a˜o com as propriedades
sintetizadas. Refira-se que, por definic¸a˜o, a primitiva meu lookup devera´ garantir que
todos os descendentes da entidade devolvida possuem as propriedades indicadas como
paraˆmetro na evocac¸a˜o da primitiva.
A figura 7.5 apresenta o algoritmo correspondente a` primitiva meu lookup. Quando se
conclui que algumas das propriedades especificadas na evocac¸a˜o da primitiva se verificam
num dado no´ da a´rvore de entidades em ana´lise, impo˜e-se que, em relac¸a˜o aos descenden-
tes, se fac¸a unicamente a verificac¸a˜o das propriedades em falta. Desta forma, evitam-se
algumas operac¸o˜es de ca´lculo de propriedades, nomeadamente propriedades herdadas, ace-
lerando o processo de localizac¸a˜o. Refira-se que o algoritmo recursivo apresentado assume
que na evocac¸a˜o inicial o paraˆmetro fromwithin tem o valor FALSE.
O processo de localizac¸a˜o de entidades obriga a que, para ale´m da operac¸a˜o de acumulac¸a˜o,
seja definida uma operac¸a˜o de verificac¸a˜o de satisfac¸a˜o, a qual tera´ por finalidade a imple-
mentac¸a˜o do operador⊆, utilizado no algoritmo da figura 7.5; um conjunto de propriedades
esta´ contido noutro se quaisquer propriedades acumula´veis do primeiro forem satisfeitas
por propriedades do segundo e se para qualquer propriedade na˜o acumula´vel do primeiro
existir uma exactamente igual, isto e´, com nome e valor equivalentes bit a bit, no segundo.
A execuc¸a˜o iterativa deste algoritmo requer ainda que seja definida uma operac¸a˜o de acu-
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Lk(x, info, prps, fromwithin)
if(prps 6= NULL)
foreach y ∈ originals(x)
p← p ∪OP (y) ∪ IP (y);
if(fromwithin = FALSE)
p← 5(p ∪OP (x) ∪ IP (x));
else
p← 5(p ∪OP (x));
if(info = inf(x)) ∧ (prps ⊆ p)
//e.g. p = {〈”a”, 3〉+, ”b”, ”c”} ∧ q = {〈”a”, 1〉+, ”c”} ⇒ q ⊆ p
return(x);
else
foreach y ∈ (descendants(x) ∪ originals(x))
if((z ← Lk(y, info, prps \ p, TRUE)) 6= −1)
//e.g. p = {〈”a”, 3〉+, ”b”, ”c”} ∧ q = {〈”a”, 1〉+, ”c”, ”d”} ⇒ p \ q = {〈”a”, 2〉+, ”b”}
return(z);
return(−1);
Figura 7.5: Localizac¸a˜o de uma entidade.
mulac¸a˜o inversa, de maneira a implementar a subtracc¸a˜o de conjuntos de propriedades
(operador \).
7.2.3 Domı´nios agregadores
A primitiva meu lookup aggreg corresponde a uma forma especial de localizac¸a˜o de enti-
dades. Em vez de procurar uma u´nica entidade que, a` custa de propriedades directamente
associadas ou herdadas, cumpra determinados requisitos, como acontece com a primitiva
meu lookup, a primitiva meu lookup aggreg tenta descobrir um conjunto de entidades
que, tendo tambe´m em conta a sintetizac¸a˜o, cumpram dois n´ıveis de requisitos: veri-
ficac¸a˜o de propriedades espec´ıficas em cada no´ da hierarquia e verificac¸a˜o de propriedades
acumuladas no conjunto de todas as entidades.
O funcionamento da primitiva meu lookup aggreg, descrito pelo algoritmo da figura 7.6
(operac¸a˜o Lk]), envolve dois passos. Em primeiro lugar, e´ produzida uma lista de en-
tidades, directa ou indirectamente descendentes da entidade indicada como paraˆmetro,
que cumprem os requisitos da primeira lista de propriedades especificada, isto e´, que ga-
rantem todas as propriedades indicadas nas va´rias suba´rvores que representam (operac¸a˜o
Lk{}). Em segundo lugar, e´ determinada a lista completa de propriedades que as entida-
des descobertas no passo anterior conseguem reunir por forc¸a dos mecanismos de partilha,
sintetizac¸a˜o e heranc¸a. Se estas propriedades satisfizerem todas aquelas correspondentes
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Lk](x, p1, p2, name, prps)
l← Lk{}(x, p1 \ IP (x));
foreach y ∈ l
p3 ← p3 ∪OP (y) ∪ IP (y) ∪ SiP (y) ∪ ShP (y);
p3 ←5(p3);








foreach y ∈ originals(x)
p1 ← p1 ∪OP (y) ∪ IP (y);




foreach y ∈ descendants(x)





Figura 7.6: Localizac¸a˜o de entidades com eventual agregac¸a˜o.
ao segundo paraˆmetro da primitiva, enta˜o a operac¸a˜o tera´ sucesso.
Dado que a primitiva meu lookup aggreg devolve sempre um u´nico identificador de re-
curso, no caso de o primeiro passo do algoritmo detectar mu´ltiplas entidades, e´ criado um
domı´nio pseudo´nimo, sendo-lhe atribu´ıdos o nome e lista de propriedades indicados.
7.2.4 Aˆmbito das pesquisas
As pesquisas no directo´rio RoCl desencadeadas pela biblioteca mεµ devera˜o tirar partido
da organizac¸a˜o por n´ıveis desse mesmo directo´rio (ver secc¸a˜o 5.5.1). Na verdade, se qual-
quer pesquisa mεµ obrigar a uma pesquisa RoCl ao n´ıvel MULTICLUSTER, por exemplo, o
sistema tera´ um desempenho bastante pobre.
Dado que o mεµ na˜o tem forma de, por si so´, delimitar o aˆmbito de uma dada pesquisa,
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pelo facto de os pseudo´nimos estabelecerem ligac¸o˜es virtuais entre quaisquer pontos de uma
a´rvore de recursos, a soluc¸a˜o adoptada foi a de deixar tal tarefa ao programador. Assim, e´
disponibilizada a primitiva meu set scope, que permite que o programador defina o n´ıvel
de abrangeˆncia das pesquisas despoletadas pelo mεµ, de acordo com os n´ıveis definidos
para o directo´rio RoCl (LOCAL, SUBCLUSTER, CLUSTER, MULTICLUSTER). Por omissa˜o, o
mεµ desencadeara´ pesquisas RoCl ao n´ıvel CLUSTER.
7.3 Criac¸a˜o de entidades lo´gicas
As entidades lo´gicas sa˜o criadas atrave´s da evocac¸a˜o de primitivas espec´ıficas ou, em casos
particulares, de forma automa´tica pelo sistema mεµ. A tabela 7.4 apresenta as primitivas
que o programador tem ao seu dispor para a criac¸a˜o de entidades lo´gicas.
Tabela 7.4: Primitivas mεµ para criac¸a˜o de recursos lo´gicos.
int meu init()
meu set acl(const meu acl t *acl)
int meu new domain(int gid, const char *name, const meu prpl t *prps)
int meu new operon(int gid, const char *name, const meu prpl t *prps,
const char *path, const meu argl t *args)
int meu new task(int gid, const char *name, const meu prpl t *prps,
const char *func, const void *args, int size)
int meu new block(int gid, const char *name, const meu prpl t *prps,
int size)
int meu new gather(int gid, const char *name, const meu prpl t *prps)
int meu new mbox(int gid, const char *name, const meu prpl t *prps)
int meu new alias(int gid, const char *name, const meu prpl t *prps,
enum meu entt enttype, const meu gidl t *gids)
7.3.1 Integrac¸a˜o na hierarquia
Na criac¸a˜o de uma entidade lo´gica, o programador indica o no´ – um identificador – da hie-
rarquia de recursos onde pretende inserir a entidade, o nome que lhe pretende atribuir e a
lista de propriedades associadas. Depois de verificar se a entidade pode ser criada/inserida
no ponto indicado, o sistema mεµ regista um recurso RoCl ao qual sa˜o associados atri-
butos para especificar o tipo de entidade (domı´nio, opera˜o, etc.), o nome, o ascendente
e cada uma das propriedades especificadas. O identificador da tarefa mεµ onde e´ evo-
cada a primitiva que cria a entidade tambe´m e´ armazenado como um atributo RoCl. O
identificador atribu´ıdo pelo RoCl ao recurso em causa e´ devolvido pela primitiva mεµ.
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A organizac¸a˜o dos recursos numa a´rvore e´ implicitamente assegurada pela inclusa˜o do
identificador do ascendente na informac¸a˜o armazenada para cada recurso (lo´gico ou f´ısico).
O u´nico recurso que na˜o possui ascendente e´ o domı´nio que se encontra na ra´ız da a´rvore
de recursos f´ısicos. Este domı´nio f´ısico pode ser especificado nas primitivas mεµ atrave´s
da palavra chave ROOT; o sistema mεµ encarregar-se-a´ de obter o identificador da entidade
cujo ascendente e´ NULL.
As restric¸o˜es a` criac¸a˜o de entidades derivam das regras de encadeamento referidas na
secc¸a˜o 3.2.6; tendo em conta o tipo de entidade que se pretende criar e o identificador
indicado para ascendente dessa entidade, o mεµ verifica se a hierarquia da´ı resultante faz
ou na˜o sentido.
Para ale´m das limitac¸o˜es relativas ao encadeamento de entidades, ha´ ainda a considerar
as restric¸o˜es relacionadas com questo˜es de permisso˜es (ver secc¸a˜o 3.4.3). Com o intuito
de dar resposta a este requisito, foi introduzida a primitiva meu set acl, que possibilita
especificar a lista de controlo de acesso a utilizar em todas as operac¸o˜es subsequentes de
criac¸a˜o de recursos. Esta lista e´ utilizada na evocac¸a˜o da primitiva rocl register, por
parte do sistema mεµ, fixando, para cada entidade (domı´nio, opera˜o, etc.), o conjunto de
utilizadores com permissa˜o para criar descendentes ou pseudo´nimos.
Se na criac¸a˜o de uma entidade, o programador indicar como ascendente ou como originais
entidades que na˜o esta´ autorizado a utilizar, tal situac¸a˜o sera´ automaticamente detectada
pelo RoCl (ver secc¸a˜o 5.3.4), dado que a verificac¸a˜o das restric¸o˜es de encadeamento envolve
pesquisas relativas a essas entidades. Desta forma, o mεµ na˜o requer funcionalidade para
a interpretac¸a˜o das listas de controlo de acesso associadas aos recursos. Alia´s, o RoCl na˜o
permite conhecer a lista de controlo de acesso associada a um recurso em particular.
7.3.2 Domı´nios
A criac¸a˜o de domı´nios, atrave´s da primitiva meu new domain, corresponde a` operac¸a˜o de
criac¸a˜o mais simples do mεµ, dado que na˜o impo˜e grandes restric¸o˜es do ponto de vista do
encadeamento numa hierarquia existente. O sistema tera´ apenas que excluir a criac¸a˜o de
domı´nios sob entidades que na˜o sejam domı´nios ou opero˜es, bastando, para tal, avaliar o
tipo da entidade representada pelo identificador indicado na primitiva.
Em concreto, um domı´nio e´ simplesmente um recurso RoCl criado no aˆmbito do contexto
RoCl associado ao opera˜o onde esta´ inserida a tarefa a partir da qual e´ evocada a pri-
mitiva meu new domain. Por forma a distinguir os domı´nios lo´gicos dos f´ısicos, ao recurso
RoCl correspondente a um domı´nio lo´gico e´ associado um atributo 〈tipo, domı´nio lo´gico〉,
enquanto que, no caso de um domı´nio f´ısico, e´ usado um atributo 〈tipo, domı´nio〉, como
referido anteriormente.
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7.3.3 Opero˜es, tarefas e blocos de memo´ria
A criac¸a˜o de opero˜es, tarefas e blocos de memo´ria, atrave´s das primitivas meu new operon,
meu new task e meu new block, respectivamente, exige cuidados especiais devido a`s res-
tric¸o˜es de encadeamento, que conduzem a` necessidade de proceder a` descoberta automa´tica
de entidades alvo.
Os opero˜es obrigam a` presenc¸a de um domı´nio f´ısico representativo de uma ma´quina na
sua cadeia de pseudo-ascendeˆncia e as tarefas e os blocos de memo´ria a` presenc¸a de um
opera˜o. A verificac¸a˜o destas condic¸o˜es seria fa´cil se os opero˜es fossem obrigatoriamente
criados como descendentes directos de domı´nios f´ısicos e as tarefas e os blocos de memo´ria
como descendentes directos de opero˜es. No entanto, definiu-se que estas entidades podiam
ser criadas indicando, como paraˆmetro da primitiva de criac¸a˜o, o identificador de um
domı´nio que, apesar de na˜o corresponder a um domı´nio f´ısico (no caso dos opero˜es) ou
a um opera˜o (no caso das tarefas e dos blocos de memo´ria), permite chegar a` entidade
adequada por via do seu ascendente, dos seus descendentes ou dos seus originais.
Deste modo, a criac¸a˜o de um opera˜o, tarefa ou bloco de memo´ria obriga a` descoberta da
entidade alvo, sob a qual e´ criado o recurso em causa. Apo´s a criac¸a˜o efectiva do recurso
(opera˜o, tarefa ou bloco) e´ ainda criado um pseudo´nimo, para esse recurso, sob o domı´nio
a partir de onde se deu in´ıcio a` descoberta da entidade alvo. A figura 7.7 apresenta,
resumidamente, o algoritmo usado na operac¸a˜o de criac¸a˜o de um opera˜o, que e´ similar ao
usado para as tarefas e os blocos e memo´ria.
A operac¸a˜o launch referida no algoritmo diz respeito ao arranque do programa indicado
na primitiva meu new operon. O mεµ utiliza o servic¸o rsh para executar remotamente
o comando meu launch, o qual sera´ responsa´vel por efectivamente colocar em execuc¸a˜o o
programa pretendido.
No caso das tarefas e blocos de memo´ria, a operac¸a˜o searchHost dara´ lugar a` operac¸a˜o
searchOperon, que procurara´ uma entidade do tipo opera˜o em vez de um domı´nio que
integre a propriedade 〈”CPU”, 1〉. Tambe´m a operac¸a˜o launch e´ substitu´ıda pelo envio
de uma mensagem ao opera˜o destino, no seio do qual a tarefa ou bloco sa˜o criados.
No caso dos opero˜es e das tarefas, ha´ ainda a realc¸ar o facto de a sua criac¸a˜o poder ocorrer
sem a evocac¸a˜o de uma primitiva espec´ıfica. De facto, no arranque de aplicac¸o˜es, durante
a execuc¸a˜o da primitiva meu init, o sistema mεµ procede a` criac¸a˜o automa´tica de um
opera˜o e de uma tarefa. O opera˜o e´ criado sob o domı´nio que representa a ma´quina onde a
aplicac¸a˜o e´ colocada em execuc¸a˜o e tera´ como nome o nome do executa´vel correspondente.
A tarefa sera´ criada no aˆmbito desse opera˜o e tera´ como nome main.
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newOperon(where, name, prog)
if((target← searchHost(where)) 6= NULL)
if(target ∈ (originals(where) ∪where))
return(launch(target, name, prog));
else





l ← ({x} ∪ {ancestor(x)} \ {ROOT} ∪ originals(x) ∪ descendants(x)) \ {visited};
foreach y ∈ l
visited← visited ∪ {y};




if((res← searchHost(y, visited)) 6= NULL)
return(res);
return(NULL);
Figura 7.7: Criac¸a˜o de um opera˜o.
7.3.4 Caixas postal e agregadores de memo´ria
As caixas postal e os agregadores de memo´ria, tal como os opero˜es, exigem a presenc¸a
de um domı´nio f´ısico representativo de um sistema de computac¸a˜o nas suas cadeias de
pseudo-ascendeˆncia. Ale´m disso, as primitivas meu new mbox e meu new gather permitem
analogamente indicar um domı´nio diferente daquele que corresponde ao sistema de com-
putac¸a˜o alvo. No entanto, a criac¸a˜o destas entidades compreende dois cena´rios distintos,
dependendo da existeˆncia, ou na˜o, de um opera˜o para suportar os elementos computacio-
nais envolvidos.
Em relac¸a˜o ao algoritmo apresentado na figura 7.7, na criac¸a˜o de caixas postal e agrega-
dores comec¸a-se por procurar um opera˜o (operac¸a˜o searchOperon) e, no caso de insucesso,
tenta-se encontrar um sistema computacional (operac¸a˜o searchHost).
No caso de ser encontrado um opera˜o, a criac¸a˜o destas entidades envolve, tal como as ta-
refas e os blocos de memo´ria, o envio de uma mensagem a esse opera˜o. No caso contra´rio,
se existir um sistema computacional, o mεµ procede ao arranque remoto de um dos pro-
gramas de sistema meu mbox ou meu gather. Estes programas criam um contexto RoCl
para suportar os elementos computacionais necessa´rios a`s caixas postal e aos agregadores
de memo´ria, respectivamente.
7.4 Envio e recepc¸a˜o de mensagens 123
7.3.5 Pseudo´nimos
Os pseudo´nimos, expl´ıcitos se forem criados atrave´s da primitiva meu new alias e impl´ı-
citos se forem criados por iniciativa do sistema mεµ, sa˜o, tal como os domı´nios, meros
recursos RoCl. A sua criac¸a˜o (expl´ıcita) requer, no entanto, a verificac¸a˜o das restric¸o˜es de
encadeamento, visto que, tal como outro recurso qualquer, sa˜o integrados na hierarquia
de recursos mεµ.
E´ necessa´rio ainda ter em conta que a lista de originais indicada na primitiva apenas
podera´ ser um conjunto na˜o singular se se pretender criar um pseudo´nimo domı´nio. Ale´m
disso, quando o pseudo´nimo a criar na˜o for um domı´nio, o original tera´ que ser uma
entidade do mesmo tipo daquela a criar.
7.4 Envio e recepc¸a˜o de mensagens
Os procedimentos de envio e recepc¸a˜o de mensagens no mεµ sa˜o semelhantes aos descritos
para o RoCl. Tal como no RoCl, esta˜o dispon´ıveis primitivas para a manipulac¸a˜o de
tampo˜es e primitivas para o envio e recepc¸a˜o (ver tabela 7.5). As primeiras – meu bfget,
meu bfret, meu bftoret e meu bfstat – constituem meras evocac¸o˜es das equivalentes
RoCl, pelo que a sua apresentac¸a˜o e´ aqui escusada. As segundas apresentam diferenc¸as
subtis relativamente a`s primitivas disponibilizadas no RoCl, nomeadamente no que diz
respeito a` especificac¸a˜o de origens e destinos de mensagens.
Tabela 7.5: Primitivas mεµ para envio e recepc¸a˜o de mensagens.
void * meu bfget(int len)
meu bfret(void *ptr)
meu bftoret(void *ptr)
int meu bfstat(const void *ptr, int timeout)
int meu send(meu addr t from, meu addr t to, int tag, const void *ptr,
int len)
int meu recv(meu addr t as, meu addr t from, int tag, void **ptr,
meu addr t *afrom, int *atag, int *alen, int timeout)
7.4.1 Origem e destino de uma mensagem
No mεµ, a origem e o destino de uma mensagem na˜o sa˜o simples identificadores de re-
cursos. Devido a`s abstracc¸o˜es de alto-n´ıvel definidas, os paraˆmetros from, to e as das
primitivas meu send e meu recv recorrem a um tipo de dados pro´prio, de forma a permitir
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alternativas.
No caso do envio, o paraˆmetro from podera´ assumir um valor nulo, significando que quem
envia a mensagem e´ a pro´pria tarefa onde a primitiva e´ evocada, um identificador de uma
caixa postal, para quando se pretende enviar uma mensagem sem dar a conhecer o iden-
tificador da tarefa envolvida, ou um tuplo composto por um identificador de um domı´nio
e um identificador de membro, para o envio de mensagens contextualizadas. Quanto ao
paraˆmetro to, o destino da mensagem, este podera´ ser um identificador, correspondente a
uma tarefa, a um opera˜o, a um domı´nio ou a uma caixa postal, ou um tuplo, correspon-
dente a um membro de um domı´nio (domı´nio, opera˜o, uma tarefa ou caixa postal).
No caso da recepc¸a˜o, o paraˆmetro as, usado para indicar o reposito´rio a partir de onde
deve ser obtida a mensagem, podera´ ser nulo, significando que a mensagem devera´ ser
obtida a partir do reposito´rio associado a` tarefa que evoca a primitiva de recepc¸a˜o, ou
corresponder a um identificador, significando que a mensagem devera´ ser obtida a partir
do reposito´rio do opera˜o onde a tarefa foi criada ou a partir do reposito´rio de uma caixa
postal qualquer. Quanto ao paraˆmetro from, que permite especificar a origem da mensa-
gem, podera´ ser nulo, indicando, obviamente, que se pretende uma qualquer mensagem,
independentemente da sua origem, ou enta˜o devera´ corresponder a um identificador (de
uma tarefa ou caixa postal) ou a um tuplo, em concordaˆncia com o paraˆmetro from da
primitiva de envio.
No que diz respeito a` correspondeˆncia entre as primitivas de envio/recepc¸a˜o do mεµ e
as equivalentes do RoCl, sa˜o necessa´rias algumas observac¸o˜es adicionais. Os paraˆmetros
from, to e as das primitivas mεµ sa˜o convertidos nos paraˆmetros ogid e dgid das primi-
tivas RoCl, os quais devera˜o ser valores inteiros. Assim, valores nulos e tuplos, va´lidos no
mεµ, sera˜o convertidos da seguinte forma:
• um valor nulo do paraˆmetro from da primitiva de envio ou do paraˆmetro as da
primitiva de recepc¸a˜o e´ convertido no identificador RoCl da tarefa envolvida;
• um valor nulo do paraˆmetro from da primitiva de recepc¸a˜o e´ convertido num valor
inteiro negativo, que no aˆmbito do RoCl significa qualquer recurso;
• um tuplo indicado no paraˆmetro from de qualquer uma das primitivas e´ convertido,
por via da concatenac¸a˜o, num valor inteiro de 64bits1.
• um tuplo indicado no paraˆmetro to da primitiva de envio e´ substitu´ıdo, automati-
camente, pelo identificador do recurso a que efectivamente diz respeito.
1Apesar de os identificadores RoCl serem inteiros de 32bits, o campo origem de uma mensagem com-
porta 64bits, para suportar as mensagens contextualizadas do mεµ.
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7.4.2 Mu´ltiplas entregas
Quando o destino especificado na primitiva de envio corresponde a um domı´nio, o sistema
mεµ faz chegar uma co´pia da mensagem a cada um dos membros desse domı´nio, ou seja,
a cada um dos seus descendentes ou originais (ver secc¸a˜o 4.1.2). Esta funcionalidade tira
partido, como e´ deseja´vel, da difusa˜o selectiva do RoCl.
Deste modo, sempre que e´ criado um recurso lo´gico que na˜o um bloco de memo´ria ou um
agregador, se o seu ascendente for um domı´nio lo´gico, enta˜o e´ estabelecida uma relac¸a˜o de
filiac¸a˜o, ao n´ıvel do RoCl, atrave´s da primitiva rocl set rel. Adicionalmente, se estiver
em causa a criac¸a˜o de um pseudo´nimo, tambe´m sa˜o estabelecidas relac¸o˜es de filiac¸a˜o com


















Figura 7.8: Relac¸o˜es RoCl para uma hierarquia mεµ.
Tomando como exemplo a hierarquia de recursos mεµ apresentada na figura 7.8(a), as
relac¸o˜es de filiac¸a˜o estabelecidas de forma automa´tica sa˜o as apresentadas na figura 7.8(b).
Com base no esquema das relac¸o˜es RoCl e´ fa´cil constatar que uma mensagem enviada ao
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domı´nio A tera´ como destinos finais a caixa postal C, os opero˜es B, I, J e K e as tarefas
L, M, O e P.
7.5 Acesso a` memo´ria global
O acesso a` memo´ria global no mεµ tira partido das primitivas de escrita e leitura remota
do RoCl. No entanto, devido a`s abstracc¸o˜es de alto-n´ıvel que o mεµ introduz, o inter-
face de programac¸a˜o exigiu novas primitivas, para garantir a funcionalidade exposta na
secc¸a˜o 4.1.3. A tabela 7.6 apresenta as primitivas que, juntamente com as anteriormente
apresentadas meu new block e meu new gather, permitem a manipulac¸a˜o de memo´ria glo-
bal.
Tabela 7.6: Primitivas mεµ para manipulac¸a˜o de memo´ria global.
int meu add block(int bgid, int start, int length, int ggid, int offset)
void * meu new ref(int ggid, int start, int length)
int meu get(void *ptr, int start, int length)
int meu put(void *ptr, int start, int length)
int meu lock(void *ptr, int start, int length)
int meu unlock(void *ptr, int start, int length)
int meu free ref(void *ptr)
7.5.1 Funcionamento ba´sico
Os blocos de memo´ria e os agregadores sa˜o criados atrave´s das primitivas meu new block
e meu new gather, respectivamente. A junc¸a˜o de va´rios blocos de memo´ria, criando a
ilusa˜o de uma zona de memo´ria global, faz-se atrave´s da adic¸a˜o de cada um dos blocos a
um agregador, atrave´s da primitiva meu add block.
A adic¸a˜o de um bloco a um agregador corresponde a` criac¸a˜o de um pseudo´nimo sob o
agregador envolvido. A este pseudo´nimo sa˜o associados, como propriedades, os valores
dos paraˆmetros start, length e offset, que especificam a fracc¸a˜o do bloco efectivamente
integrada no agregador e a posic¸a˜o dessa fracc¸a˜o no espac¸o de enderec¸amento global.
Ale´m da criac¸a˜o do pseudo´nimo, e´ enviada uma mensagem ao agregador, para que este
tambe´m armazene tal informac¸a˜o numa estrutura de dados pro´pria. Desta forma, a criac¸a˜o
dos blocos pseudo´nimo sob o agregador destina-se, unicamente, a integrar a memo´ria
global na hierarquia de recursos mεµ, permitindo a utilizac¸a˜o das primitivas gene´ricas de
manipulac¸a˜o de recursos.
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A evocac¸a˜o da primitiva meu new ref e´ o primeiro passo para um programa conseguir
efectuar acessos a uma zona de memo´ria global previamente constitu´ıda. Esta primitiva
envia uma mensagem ao agregador, indicando qual a fracc¸a˜o do espac¸o de enderec¸amento
global que se pretende aceder. O agregador responde com a lista dos identificadores dos
blocos de memo´ria envolvidos, juntamente com a indicac¸a˜o, para cada bloco, da fracc¸a˜o a
considerar. Esta informac¸a˜o e´ mantida pelo sistema mεµ, sendo devolvido ao programador
apenas um apontador para uma zona de memo´ria local.
Qualquer leitura ou escrita e´ efectuada por via da memo´ria local; o apontador devol-
vido pela primitiva meu new ref devera´ ser usado como se se tratasse de um apontador
devolvido numa operac¸a˜o de alocac¸a˜o de memo´ria dinaˆmica. A ligac¸a˜o com o espac¸o de
enderec¸amento global faz-se mediante a evocac¸a˜o das primitivas meu get e meu put. Estas
primitivas usam a informac¸a˜o devolvida pelo agregador (aquando da evocac¸a˜o da primi-
tiva meu new ref) para, atrave´s das equivalentes RoCl, manipularem, directamente, os
tampo˜es de memo´ria associados aos recursos RoCl correspondentes.
Para garantir o acesso em regime de exclusa˜o mu´tua a uma dada zona da memo´ria global,
sa˜o ainda disponibilizadas as primitivas meu lock e meu unlock, que implementam um
mecanismo ba´sico de sincronizac¸a˜o, com base num elemento centralizador, que e´ o agre-
gador. A evocac¸a˜o de uma destas primitivas desencadeia o envio de uma mensagem ao
agregador, onde sa˜o inclu´ıdos os paraˆmetros start e length, para que este possa gerir os
acessos. A primitiva meu lock apenas devolve o controlo ao programador apo´s a recepc¸a˜o
de uma mensagem vinda do agregador. Este respondera´ logo que a fracc¸a˜o de memo´ria
indicada seja desbloqueada.
7.5.2 Optimizac¸a˜o dos acessos
De acordo com a fracc¸a˜o de memo´ria indicada na primitiva meu new ref e tendo em
conta os blocos que constituem o espac¸o de enderec¸amento total, existe um conjunto de
optimizac¸o˜es poss´ıveis, que permite melhorar o desempenho dos acessos a` memo´ria global.
Se a zona de memo´ria especificada incluir um ou mais blocos criados em ma´quinas re-
motas, a primitiva meu new ref cria um tampa˜o local e as primitivas meu get e meu put
movimentam dados entre blocos remotos e esse tampa˜o. Se, noutro extremo, a zona de
memo´ria especificada referenciar um u´nico bloco criado no aˆmbito do opera˜o no qual esta´
inserida a tarefa que evoca a primitiva, enta˜o sera´ devolvido um apontador para esse
tampa˜o (sem que haja a criac¸a˜o de qualquer tampa˜o adicional) e as primitivas meu get e
meu put na˜o teˆm qualquer efeito.
Entre as duas situac¸o˜es limite acima referidas ha´ a considerar treˆs casos que ainda per-
mitem efectuar optimizac¸o˜es: refereˆncia a va´rios blocos, todos eles criados no aˆmbito do
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opera˜o ao qual pertence a tarefa, refereˆncia a um u´nico bloco criado num outro opera˜o,
mas ainda na ma´quina local, e refereˆncia a va´rios blocos, todos eles criados no aˆmbito
da ma´quina local. No primeiro caso sera´ necessa´rio criar um tampa˜o, de forma a criar
a ilusa˜o de um espac¸o de enderec¸amento cont´ınuo, mas as primitivas meu get e meu put
traduzir-se-a˜o em simples operac¸o˜es de co´pia de memo´ria (memcpy). No segundo caso, por
via dos mecanismos IPC, e´ poss´ıvel evitar a criac¸a˜o do tampa˜o e as primitivas meu get
e meu put na˜o tera˜o qualquer efeito. No terceiro caso, sera´ necessa´rio um tampa˜o, pelos
motivos apontados no primeiro caso, e as primitivas meu get e meu put correspondera˜o a
acessos a` memo´ria partilhada entre processos.
7.6 Ep´ılogo
As primitivas mεµ apresentadas neste cap´ıtulo constituem o principal elo de contacto
entre o programador e a abordagem preconizada neste trabalho, para desenvolvimento de
aplicac¸o˜es destinadas a` execuc¸a˜o no contexto de um cluster SMP multi-SAN.
Os procedimentos para a preparac¸a˜o inicial do ambiente de suporte a` execuc¸a˜o, os me-
canismos e estrate´gias para navegac¸a˜o na hierarquia de recursos, a criac¸a˜o de entidades
lo´gicas, o envio e recepc¸a˜o de mensagens e o acesso a` memo´ria global foram objecto de
ana´lise neste cap´ıtulo. Em particular, mostrou-se de que forma o RoCl e´ explorado para
implementar a funcionalidade de alto-n´ıvel do mεµ.
Dado que o RoCl foi especificamente desenvolvido para suporte a`s abstracc¸o˜es idealizados
no mεµ, a relativa facilidade com que algumas primitivas mεµ puderam ser concretizadas,
com base na funcionalidade do RoCl, e´ algo que ja´ se esperava. De qualquer forma, a
adequabilidade do RoCl a` implementac¸a˜o do mεµ, ou seja, a compatibilidade entre os dois
sistemas, ficou aqui realc¸ada, comprovando, uma vez mais, a viabilidade da arquitectura
proposta no cap´ıtulo 3 para a explorac¸a˜o de clusters SMP multi-SAN.
Cap´ıtulo 8
Avaliac¸a˜o de desempenho
A avaliac¸a˜o da biblioteca mεµ foi efectuada atrave´s de um conjunto de testes sinte´ticos,
tendo em vista a obtenc¸a˜o de valores de desempenho relativos ao funcionamento de alguns
componentes e do sistema como um todo.
Apenas foram avaliadas as funcionalidades que na˜o dependem de deciso˜es do programador,
ou seja as que correspondem a evocac¸o˜es directas de primitivas RoCl. A pano´plia de
primitivas que o mεµ oferece para organizac¸a˜o de entidades lo´gicas e selecc¸a˜o de recursos
f´ısicos insere-se num modelo de programac¸a˜o pro´prio e, portanto, proceder a` sua avaliac¸a˜o
seria pouco proveitoso.
As experieˆncias que conduziram aos resultados aqui apresentados foram realizadas num
ambiente cluster constitu´ıdo por 9 estac¸o˜es de trabalho, distribu´ıdas por 3 subclusters,
cujas caracter´ısticas sa˜o as apresentadas na tabela 8.1.
Tabela 8.1: Caracter´ısticas dos no´s do cluster usado para avaliac¸a˜o de desempenho.
































A interligac¸a˜o de no´s e´ feita atrave´s de 3 comutadores: um comutador Myrinet M2M-
SW16 (1.28+1.28Gbits/s), que interliga os no´s dos subclusters i686 e Xeon, um comutador
Gigabit Level One GSW-0801T, que interliga os no´s dos subclusters Athlon e Xeon, e um
comutador HP ProCurve 2224 (Fast Ethernet), ao qual esta˜o ligados todos os no´s. O
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sistema operativo instalado e´ o Linux RedHat 9.0, com o kernel versa˜o 2.40.20-9. Em
relac¸a˜o a`s bibliotecas GM e M-VIA, sa˜o usadas as verso˜es 2.0.8 e 1.2, respectivamente.
Para a realizac¸a˜o de alguns testes, por questo˜es de uniformizac¸a˜o, foram instalados con-
troladores Gigabit (SysKonnect 9821) nos no´s do subcluster i686. Este subcluster, dotado
de duas tecnologias de elevado desempenho, e´ aqui designado por i686+.
Por uma questa˜o de brevidade, os controladores Intel Ether Express Pro100, 3Com 3c905C
Tornado e SysKonnect 9821 sa˜o designados, nas legendas de alguns gra´ficos, por EE, 3c e
SK, respectivamente.
8.1 Servic¸o de directo´rio
O desempenho global do mεµ depende, em grande parte, do desempenho do servic¸o de
directo´rio, o que justificou o desenvolvimento de um pequeno programa de teste, em que
sucessivas evocac¸o˜es da primitiva meu get info permitiram medir as taxas ma´ximas de
pesquisa suportadas.
Optou-se por efectuar pesquisas simples, que envolvem uma u´nica resposta com um ta-
manho de 256bytes, por forma a eliminar a complexidade subjacente a` navegac¸a˜o na
hierarquia de recursos, que dependeria do tipo de aplicac¸a˜o e das opc¸o˜es do programa-
dor. As pesquisas consideradas equivalem a`s que o pro´prio sistema RoCl desencadeia para
descobrir enderec¸os de comunicac¸a˜o associados a recursos.
8.1.1 Operac¸a˜o local
Nas situac¸o˜es mais favora´veis, as pesquisas no directo´rio sa˜o resolvidas no pro´prio no´
onde sa˜o desencadeadas, pelo que apenas o servidor local e´ contactado, na˜o havendo
lugar a` troca de mensagens entre no´s. O desempenho do servic¸o de directo´rio, relati-
vamente a operac¸o˜es locais, depende, basicamente, dos mecanismos de comunicac¸a˜o in-
tra/interprocesso (IPC), do escalonamento de fios-de-execuc¸a˜o e processos e do mecanismo
de procura usado para localizac¸a˜o de uma entrada na base de dados que o servidor mante´m
em memo´ria.
A figura 8.1 apresenta as taxas de pesquisa ma´ximas que e´ poss´ıvel alcanc¸ar, usando desde
1 ate´ 16 clientes (aplicac¸o˜es mεµ), em execuc¸a˜o no mesmo no´, para interrogar o servidor
local. Sa˜o apresentados dois cena´rios, correspondentes a dois tipos de ma´quinas: do lado
esquerdo da figura 8.1 e´ apresentada a taxa alcanc¸ada em no´s do subcluster i686, en-
quanto que, do lado direito, e´ apresentada a taxa alcanc¸ada em no´s do subcluster Athlon.
E´ importante salientar que sa˜o necessa´rios, pelo menos, dois clientes para atingir n´ıveis de
operac¸a˜o ma´ximos, apesar de se poder pensar que um cliente e um servidor seriam sufici-
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Figura 8.1: Taxas de pesquisa ma´ximas na operac¸a˜o local.
entes para ocupar os dois processadores dispon´ıveis em cada no´. Note-se tambe´m que, a
partir de 16 clientes, a taxa global de pesquisa cai, devido ao facto de o servidor ser base-
ado num u´nico fio-de-execuc¸a˜o, o que na˜o garante uma distribuic¸a˜o equitativa do tempo
de processador, na presenc¸a de va´rias aplicac¸o˜es com mu´ltiplos fios-de-execuc¸a˜o activos.
Como era de esperar, os resultados sa˜o substancialmente melhores nas ma´quinas Athlon,
embora na˜o se verifique um aumento da taxa proporcional ao aumento da frequeˆncia dos
processadores.
8.1.2 Operac¸a˜o global
As interrogac¸o˜es que na˜o podem ser satisfeitas no contexto local da˜o origem a pesquisas
globais. No programa de teste em causa, na primitiva meu get info, e´ especificado o
identificador de um recurso que, garantidamente, se sabe estar registado num servidor
remoto. Isto significa que os clientes conhecem a localizac¸a˜o real da informac¸a˜o que
procuram. Tal e´ poss´ıvel pelo facto de esses clientes serem tambe´m os responsa´veis pela
criac¸a˜o dos recursos lo´gicos sobre os quais, posteriormente, tentam obter informac¸a˜o.
O desempenho do servic¸o de directo´rio no caso das pesquisas globais ao n´ıvel do cluster
depende, essencialmente, do mecanismo de difusa˜o UDP e do hardware Fast Ethernet que
o suporta.
A figura 8.2 apresenta as taxas de pesquisa ma´ximas que e´ poss´ıvel alcanc¸ar nos subclusters
i686+ (gra´ficos do lado esquerdo da figura) e Athlon (gra´ficos do lado direito da figura).
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Figura 8.2: Taxas de pesquisa ma´ximas na operac¸a˜o global (4 no´s).
Foram tambe´m considerados dois tipos de tecnologia Ethernet, para suporte a` difusa˜o
UDP: Fast Ethernet (gra´ficos da parte superior da figura) e Gigabit Ethernet (gra´ficos da
parte inferior da figura). Note-se que, para estes testes, houve o cuidado de parametrizar
o sistema RoCl para evitar o recurso a a´rvores de dispersa˜o no aˆmbito das tecnologias
SAN dispon´ıveis.
Tal como na operac¸a˜o local, foram executados entre 1 e 16 clientes, por no´. Adicional-
mente, fez-se variar, entre 0% e 75%, a percentagem de pesquisas que na˜o obrigam a sair
do contexto do servidor local, em cada no´.
Como era de esperar, as taxas ma´ximas de obtenc¸a˜o de respostas, observadas em cada cli-
ente (barras grossas dos gra´ficos da figura 8.2), diminuem com a aumento da percentagem
de pesquisas a`s quais os servidores locais na˜o podem responder directamente. A` imagem
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do que se verificou para a operac¸a˜o local, as taxas de pesquisa globais (barras finas dos
gra´ficos da figura 8.2) caem quando sa˜o usados 16 clientes, por no´.
Surpreendentemente, o subcluster Athlon apenas consegue ultrapassar marginalmente o
desempenho do subcluster i686+, quando e´ usada a tecnologia Fast Ethernet. Isto significa
que na˜o sa˜o necessa´rios processadores com n´ıveis elevados de desempenho para levar a`
exausta˜o a rede Fast Ethernet. Ainda mais surpreendente e´ a verificac¸a˜o de que a utilizac¸a˜o
de Gigabit Ethernet produz um ganho superior a 150% no subcluster Athlon, enquanto
que, no i686+, esse ganho na˜o ultrapassa 50%. De facto, a pilha TCP/IP e em particular a
difusa˜o UDP exigem muito tempo de processador e, portanto, os no´s do subcluster i686+
na˜o sa˜o capazes de tratar as mensagens resultantes da difusa˜o de pedidos a` velocidade
ma´xima que a rede suporta.
Figura 8.3: Taxas de pesquisa ma´ximas na operac¸a˜o global (8 no´s).
Por fim, a figura 8.3 apresenta os resultados obtidos na operac¸a˜o conjunta dos dois sub-
clusters i686+ e Athlon. Os testes foram efectuados considerando a interligac¸a˜o das 8
ma´quinas em causa atrave´s de Fast Ethernet (gra´fico do lado esquerdo da figura 8.3) ou
Gigabit Ethernet (gra´fico do lado direito da figura 8.3).
Importa realc¸ar que o aumento do nu´mero de no´s, de 4 para 8, quando se recorre a`
tecnologia Fast Ethernet, provoca um decre´scimo de cerca de 60% nas taxas de pesquisa
globais (comparem-se as barras finas do gra´fico a` esquerda, na figura 8.3, com as dos
gra´ficos na parte superior da figura 8.2). Ja´ no caso da tecnologia Gigabit, apenas se
verifica um decre´scimo de cerca de 30%, por comparac¸a˜o com os resultados obtidos no
subcluster com maior desempenho, o subcluster Athlon (comparem-se as barras finas do
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gra´fico a` direita, na figura 8.3, com as do gra´fico no canto inferior direito da figura 8.2).
Se, em vez dos resultados obtidos no subcluster Athlon, fosse usada, como refereˆncia, a
me´dia dos resultados apresentados nos gra´ficos da parte inferior da figura 8.2, enta˜o o
decre´scimo seria apenas de cerca de 10%. Deste modo, pode-se concluir que a tecnologia
Gigabit proporciona uma boa escalabilidade ao directo´rio, ao contra´rio da Fast Ethernet.
8.2 Comunicac¸a˜o ponto-a-ponto
A comunicac¸a˜o ponto-a-ponto corresponde a` troca de mensagens entre pares de tarefas,
com ou sem envolvimento de caixas postal ou de um opera˜o, e a` leitura e escrita de blocos
de memo´ria global, sem contemplar a possibilidade de existirem pseudo´nimos. Em relac¸a˜o
a` troca de mensagens, a avaliac¸a˜o de desempenho teve em considerac¸a˜o a localizac¸a˜o dos
recursos lo´gicos envolvidos e a agregac¸a˜o de tecnologias nos no´s dotados de mu´ltiplos
interfaces de comunicac¸a˜o.
8.2.1 Troca de mensagens intrano´
A troca de mensagens entre entidades localizadas no mesmo no´ tira partido dos mecanismos
IPC. No mεµ, as tarefas sa˜o criadas no contexto de opero˜es, aos quais correspondem
processos do sistema operativo.
O envio de uma mensagem a uma tarefa ou caixa postal, a partir de uma tarefa do mesmo
opera˜o, correspondera´ a uma simples operac¸a˜o de co´pia seguida de um evento de sincro-
nizac¸a˜o. A co´pia de memo´ria podera´, eventualmente, ser dispensada, se o programador
indicar que o tampa˜o de memo´ria associado a` mensagem deve ser descartado apo´s a con-
clusa˜o do envio.
Se o recurso alvo de uma mensagem (tarefa, caixa postal ou opera˜o) na˜o pertencer ao
opera˜o da tarefa origem, mas se estiver inserido no mesmo no´ do cluster, enta˜o, a ex-
plorac¸a˜o dos mecanismos de loopback implementados pelo M-VIA e pelo UDP1 garantem
desempenhos equivalentes ao IPC e facilitam a implementac¸a˜o da biblioteca.
A figura 8.4 apresenta os tempos de ida-volta para mensagens trocadas entre duas tarefas
em execuc¸a˜o num dado no´ do cluster. Estes testes foram efectuados numa das ma´quinas
do subcluster i686.
Dos resultados apresentados, importa realc¸ar que o tempo de ida-volta tem como limite
mı´nimo 8µs, valor que corresponde a`s operac¸o˜es de sincronizac¸a˜o e escalonamento de fios-
-de-execuc¸a˜o do utilizador (usados para implementar as tarefas) e do sistema de despacho.
1O GM incluira´ tambe´m um mecanismo de loopback numa futura versa˜o.
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Figura 8.4: Tempo de ida-volta intrano´.
Pode-se ainda verificar que o mecanismo de loopback do M-VIA garante melhor desempe-
nho na troca de mensagens entre tarefas de opero˜es distintos. Refira-se que, no caso do
GM, dado que ainda na˜o existe um mecanismo de loopback, as mensagens sa˜o enviadas
atrave´s do comutador, tendo como origem e destino o mesmo controlador Myrinet.
8.2.2 Troca de mensagens intrasubcluster
Ao n´ıvel do subcluster, o mεµ explora uma determinada tecnologia de comunicac¸a˜o de
elevado desempenho, Myrinet ou Gigabit, atrave´s das bibliotecas de baixo-n´ıvel GM
e M-VIA. Para efeitos de comparac¸a˜o, os testes de desempenho levados a cabo neste
aˆmbito tambe´m inclu´ıram a utilizac¸a˜o do protocolo UDP, suportado para permitir a ex-
perimentac¸a˜o quando na˜o existe uma rede SAN.
Por uma questa˜o de uniformizac¸a˜o, todos os resultados apresentados foram obtidos usando
duas ma´quinas do subcluster i686+. No entanto, a utilizac¸a˜o de ma´quinas do subcluster
Athlon, apenas traz vantagens para o protocolo UDP, o qual requer uma significativa in-
tervenc¸a˜o do processador. Refira-se que uma das caracter´ısticas das tecnologias de comu-
nicac¸a˜o de elevado desempenho e´ oferecerem tempos de comunicac¸a˜o pouco dependentes
do processador.
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Figura 8.5: Tempo de ida-volta interno´, intrasubcluster.
A figura 8.5 apresenta os tempos de ida-volta obtidos para a troca de mensagens entre
tarefas em execuc¸a˜o em ma´quinas distintas do subcluster i686+. A experieˆncia incidiu
essencialmente na avaliac¸a˜o do suporte aos subsistemas de comunicac¸a˜o GM, M-VIA e
UDP. O GM e´, evidentemente, usado para explorar a tecnologia Myrinet. O M-VIA,
como foi referido, e´ usado para explorar a tecnologia Gigabit, mas tambe´m permite explo-
rar a tecnologia Fast Ethernet2. O UDP permite, naturalmente, explorar as tecnologias
Gigabit e Fast Ethernet e, por via do suporte inclu´ıdo no GM, tambe´m permite explorar
a tecnologia Myrinet.
O gra´fico da figura 8.5 permite confirmar dois aspectos importantes: a tecnologia Myrinet e
o respectivo subsistema de comunicac¸a˜o (o GM) permitem alcanc¸ar os melhores resultados;
o protocolo UDP impo˜e uma sobrecarga de processamento tal, que na˜o permite alcanc¸ar
os n´ıveis de desempenho que o hardware de comunicac¸a˜o e´ capaz de oferecer.
8.2.3 Troca de mensagens intersubcluster
Um dos objectivos principais do mεµ e do RoCl e´ a explorac¸a˜o eficiente de clusters multi-
-SAN. Nos casos em que o programador na˜o e´ capaz de tirar partido da localidade ao n´ıvel
2Os controladores SysKonnect 9821 tal como os Intel Ether Express Pro100 sa˜o suportados pelo M-VIA,
enquanto que os 3Com 3c905C Tornado na˜o o sa˜o.
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do subcluster, os recursos lo´gicos da aplicac¸a˜o, espalhados por no´s de diferentes subclusters,
tera˜o, eventualmente, que trocar informac¸a˜o entre si. Neste cena´rio, a comunicac¸a˜o e´
efectuada com base no mecanismo de reencaminhamento do RoCl.
Figura 8.6: Tempo de ida-volta intersubcluster.
A figura 8.6 apresenta os tempos de ida-volta para mensagens trocadas entre tarefas em
execuc¸a˜o em ma´quinas de subclusters distintos – uma tarefa num no´ do subcluster i686
e outra num no´ do subcluster Athlon. As mensagens sa˜o transportadas da rede Myrinet
para a rede Gigabit e vice-versa atrave´s do servic¸o de reencaminhamento da ma´quina do
cluster Xeon.
Como refereˆncia, sa˜o apresentados os tempos de ida-volta para mensagens trocadas entre
tarefas em execuc¸a˜o em no´s do subcluster i686 (rede Myrinet, subsistema GM) e em no´s
do subcluster Athlon (rede Gigabit, subsistema M-VIA). Sa˜o tambe´m apresentados os re-
sultados que se podem alcanc¸ar usando a rede Fast Ethernet e o subsistema UDP, os quais
constituem um meio de comunicac¸a˜o alternativo entre ma´quinas dos dois subclusters 3.
Pode-se concluir que o reencaminhamento RoCl permite alcanc¸ar desempenhos bastante
superiores aos alcanc¸a´veis pela simples utilizac¸a˜o do subsistema UDP. O tempo de ida-
-volta intersubcluster, como seria de esperar, e´ aproximadamente igual a` soma dos tempos
de ida-volta em cada um dos subclusters envolvidos.
3Note-se que os controladores 3Com 3c905C Tornado na˜o sa˜o suportados pelo M-VIA.
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8.2.4 Envio de mensagens com agregac¸a˜o de tecnologias
Os no´s que dispo˜em de mu´ltiplas tecnologias de comunicac¸a˜o, para ale´m de servirem de
ponte entre subclusters distintos, devera˜o tambe´m colocar a` disposic¸a˜o das aplicac¸o˜es lo-
cais uma largura de banda superior. O RoCl utiliza estrate´gias ba´sicas para proceder a`
agregac¸a˜o dos subsistemas GM e M-VIA de forma transparente a`s aplicac¸o˜es, nomeada-
mente alternando entre os dois subsistemas no envio de mensagens consecutivas.
Figura 8.7: De´bito na agregac¸a˜o de tecnologias.
A figura 8.7 apresenta os de´bitos alcanc¸a´veis no envio de sequeˆncias de mensagens, num
u´nico sentido, entre duas tarefas em execuc¸a˜o em dois no´s do subcluster i686+. Para efeitos
de comparac¸a˜o, sa˜o apresentados valores respeitantes a` utilizac¸a˜o individual de cada um
dos subsistemas de comunicac¸a˜o (GM e M-VIA), juntamente com os valores relativos a
duas estrate´gias de agregac¸a˜o de tecnologias.
Como se pode verificar, a simples alternaˆncia entre o GM e o M-VIA (1:1 – 1 mensagem
enviada atrave´s do GM, 1 mensagem enviada atrave´s do M-VIA e assim sucessivamente)
ja´ permite ultrapassar o desempenho alcanc¸ado usando unicamente o M-VIA, para men-
sagens superiores a 2kbytes, ou mesmo o GM, para mensagens superiores a 4kbytes. Para
mensagens pequenas na˜o ha´ qualquer ganho, devido ao facto de a agregac¸a˜o das duas tec-
nologias obrigar a` actuac¸a˜o de dois fios-de-execuc¸a˜o, um por cada tecnologia, ao n´ıvel do
sistema de despacho do RoCl. Estes dois fios-de-execuc¸a˜o concorrem entre si pelo tempo
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de processador e, portanto, os ganhos que adveˆm da utilizac¸a˜o de dois canais f´ısicos de
comunicac¸a˜o acabam por ser anulados. Tal na˜o acontece em mensagens de tamanho su-
perior, dado que o sistema de despacho actua menos vezes, isto e´, de forma mais espac¸ada
no tempo.
Se forem enviadas 5 mensagens atrave´s do GM seguidas de 3 atrave´s do M-VIA e assim
sucessivamente, o de´bito alcanc¸ado e´ ainda superior ao conseguido com a alternaˆncia
simples. De facto, dado que o GM proporciona n´ıveis de desempenho superiores, e´ normal
que esse subsistema seja usado para enviar um maior nu´mero de mensagens. Atrave´s de
uma simples ana´lise a`s curvas do GM e do M-VIA, conclui-se que o GM permite atingir
um de´bito cerca de 45% mais elevado, para mensagens de 32kbytes.
8.2.5 Acesso a` memo´ria global
O mecanismo de acesso a` memo´ria global do mεµ pode, eventualmente, envolver operac¸o˜es
complexas, por via das deciso˜es do programador, quanto a` organizac¸a˜o dos va´rios blocos
e agregadores de memo´ria envolvidos. Com o intuito de analisar de forma mais directa
o desempenho deste mecanismo, foi considerado, apenas, o acesso a simples blocos de
memo´ria.
Figura 8.8: De´bito nas operac¸o˜es de escrita e leitura remotas.
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A figura 8.8 apresenta os de´bitos ma´ximos alcanc¸ados no acesso a blocos de memo´ria
remotos, por parte de uma tarefa, usando os mecanismos de leitura e escrita remota,
oferecidos pelo RoCl, nas suas duas variantes, isto e´, com recurso ou na˜o ao suporte
RDMA do GM e do M-VIA. Na legenda da figura, as designac¸o˜es PUT e GET referem-se
a`s operac¸o˜es de escrita e leitura, respectivamente, enquanto os sufixos [hw] e [sw] se referem
a` utilizac¸a˜o ou na˜o, respectivamente, do suporte RDMA. Para efeitos de comparac¸a˜o, e´
tambe´m apresentado o de´bito alcanc¸ado atrave´s do envio de mensagens (com evocac¸a˜o da
primitiva send na origem e recv no destino). Encontra-se ainda representada uma curva
de refereˆncia, a qual corresponde a valores de de´bito virtuais que superam todos os demais
e que sera´ usada na ana´lise do grau de sustentac¸a˜o apresentada posteriormente.
Os valores obtidos, para os va´rios tamanhos de blocos de memo´ria, permitem concluir
que, tanto a leitura como a escrita remota, desde que exista suporte RDMA, permitem
alcanc¸ar maiores de´bitos que o normal emparelhamento de primitivas de envio e recepc¸a˜o,
para ale´m das vantagens que o paradigma da memo´ria global podera´ ter, de acordo com a
aplicac¸a˜o. E´ importante referir que a leitura remota com suporte RDMA do GM permite
alcanc¸ar os melhores resultados, para mensagens superiores a 1kbyte. No caso do M-VIA,
como ja´ foi referido, apenas existe suporte RDMA para a operac¸a˜o de escrita.
8.3 Comunicac¸a˜o e mu´ltiplos fios-de-execuc¸a˜o
Uma das caracter´ısticas mais relevantes do mεµ e´ a sua adequac¸a˜o a` implementac¸a˜o
de aplicac¸o˜es que recorrem a um nu´mero elevado de fios-de-execuc¸a˜o. De facto, tanto o
modelo de comunicac¸a˜o do RoCl com o modelo de programac¸a˜o mεµ assumem a existeˆncia
de fios-de-execuc¸a˜o POSIX, oferecidos pelo sistema operativo, como elementos essenciais
para a modelac¸a˜o de aplicac¸o˜es e a explorac¸a˜o de no´s SMP.
8.3.1 Impacto da comutac¸a˜o de contextos
Habitualmente, os sistemas de passagem de mensagens convencionais na˜o integram fios-de-
-execuc¸a˜o ou enta˜o incluem sistemas de fios-de-execuc¸a˜o proprieta´rios com funcionalidade
limitada, por forma a evitar tempos de comutac¸a˜o e sincronizac¸a˜o supostamente muito ele-
vados e, portanto, incompat´ıveis com os tempos de resposta do hardware de comunicac¸o˜es.
No contexto em que as bibliotecas RoCl e mεµ foram desenhadas, o aparecimento da bi-
blioteca NPTL veio mostrar que a utilizac¸a˜o de fios-de-execuc¸a˜o POSIX na˜o compromete,
necessariamente, o desempenho do sistema de passagem de mensagens.
A figura 8.9 compara os tempos de resposta – intervalo de tempo desde a evocac¸a˜o da
primitiva de envio ate´ ao retorno da primitiva de recepc¸a˜o, na tarefa de destino – associados
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Figura 8.9: Impacto da comutac¸a˜o de contextos no tempo de resposta do envio.
ao envio de mensagens, atrave´s do GM, entre duas tarefas em execuc¸a˜o em dois no´s do
subcluster i686. A curva GM mostra o desempenho que e´ poss´ıvel alcanc¸ar com a biblioteca
de baixo-n´ıvel GM, ocupando um processador, a tempo inteiro, para efectuar a sondagem
do meio de comunicac¸a˜o. As curvas RoCl-LT e RoCl-NPTL mostram o desempenho do
sistema RoCl, em func¸a˜o das bibliotecas LinuxThreads e NPTL. Refira-se que o RoCl
recorre a`s primitivas de recepc¸a˜o bloqueante do GM, pelo que na˜o ocupa um processador
enquanto aguarda a chegada de mensagens.
E´ de realc¸ar o aumento de desempenho obtido com a introduc¸a˜o do NPTL, que se deve,
essencialmente, a` diminuic¸a˜o dos tempos de comutac¸a˜o e de sincronizac¸a˜o entre fios-de-
-execuc¸a˜o. Os 5µs adicionais vis´ıveis na figura 8.9, que o RoCl introduz em relac¸a˜o ao
GM, sa˜o o prec¸o a pagar pela flexibilidade oferecida, isto e´, pela orientac¸a˜o ao recurso e
pelo modelo de comunicac¸a˜o totalmente ass´ıncrono.
8.3.2 Tempo de resposta a um evento
Para analisar, de forma mais exaustiva, as poss´ıveis vantagens da utilizac¸a˜o da biblioteca
NPTL, foi desenhada uma aplicac¸a˜o que permite avaliar o impacto da comutac¸a˜o de
contextos (em fios-de-execuc¸a˜o) no tempo necessa´rio para reagir a um determinado evento.
A aplicac¸a˜o em causa consiste num fio-de-execuc¸a˜o produtor que gera eventos e em va´rios
fios-de-execuc¸a˜o consumidores que tratam esses eventos. Desta forma, e´ reproduzido o
ambiente de execuc¸a˜o mεµ, no que diz respeito a` recepc¸a˜o e processamento de mensagens.
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O produtor gera um nu´mero elevado de eventos e entrega, cada um deles, aleatoriamente,
a um consumidor. Depois de entregar um evento a um consumidor, atrave´s dos meca-
nismos de sinalizac¸a˜o dos fios-de-execuc¸a˜o POSIX, o produtor aguarda um determinado
intervalo de tempo, previamente fixado. Por sua vez, os consumidores aguardam por
eventos bloqueando-se em varia´veis de condic¸a˜o. Na resposta a um evento, o consumidor
apenas actualiza uma varia´vel de estado associada a esse evento, indicando que este foi
efectivamente tratado.
Figura 8.10: Tratamento de eventos com fios-de-execuc¸a˜o LT e NPTL.
A figura 8.10 apresenta os tempos totais de produc¸a˜o e tratamento dos eventos bem como
os respectivos atrasos acumulados. O tempo de produc¸a˜o diz respeito ao tempo necessa´rio
para o produtor gerar e entregar todos os eventos, o qual nunca sera´ inferior a 1s, dado que
sa˜o gerados 100000 eventos com um per´ıodo 10µs. O tempo de tratamento diz respeito
ao tempo necessa´rio para que todos os eventos sejam efectivamente tratados, pelos va´rios
consumidores, e sera´ sempre superior ao tempo de produc¸a˜o. O atraso na produc¸a˜o de
um evento e´ calculado como a diferenc¸a entre o instante em que o evento foi gerado e o
instante em que o devia ter sido (um evento devera´ ser gerado 10µs apo´s o instante em
que o evento anterior foi entregue/assinalado). O atraso no tratamento de um evento e´
calculado em func¸a˜o do instante em que o evento e´ entregue (imediatamente a seguir a`
evocac¸a˜o da primitiva pthread cond signal) e do instante em que o consumidor inicia
o seu tratamento (imediatamente antes de o consumidor actualizar a varia´vel de estado
associada ao evento).
A execuc¸a˜o desta aplicac¸a˜o de teste, num dos no´s do subcluster i686, mostrou que os
tempos de atraso acumulados, no tratamento de eventos, sa˜o cerca de 50% inferiores,
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quando e´ usada a biblioteca NPTL. Isto significa que os fios-de-execuc¸a˜o correspondentes
aos consumidores sa˜o escalonados mais rapidamente, permitindo uma resposta a eventos
mais expedita. No entanto, e´ com um nu´mero elevado de fios-de-execuc¸a˜o que se pode
perceber a principal vantagem do NPTL; esta biblioteca, ao contra´rio do LinuxThreads,
foi desenhada para lidar de forma escala´vel com um elevado nu´mero de fios-de-execuc¸a˜o,
garantindo n´ıveis de desempenho praticamente constantes.
8.3.3 Troca de mensagens concorrente
Um pressuposto importante deste trabalho e´ a utilizac¸a˜o de mu´ltiplos fios-de-execuc¸a˜o,
sendo de esperar que, em determinados momentos da fase de execuc¸a˜o de uma aplicac¸a˜o,
ocorram acessos concorrentes aos mecanismos de comunicac¸a˜o. Por exemplo, sera´ natural
coexistirem, num no´ computacional, va´rias tarefas a trocar mensagens com outras tarefas
num outro no´.
Figura 8.11: Tempos de ida-volta na troca de mensagens concorrente.
A figura 8.11 apresenta os tempos de ida-volta para a troca de mensagens concorrente,
entre tarefas em execuc¸a˜o em duas ma´quinas. No gra´fico do lado esquerdo sa˜o apresentados
os resultados obtidos com dois pares de tarefas e no do lado direito os resultados obtidos
com quatro pares de tarefas. Cada par de tarefas, uma em cada ma´quina, troca mensagens
sem entrar em considerac¸a˜o com os demais pares de tarefas. Por forma a facilitar a
comparac¸a˜o com os resultados apresentados na secc¸a˜o 8.2.2, relativos a` troca de mensagens
sem concorreˆncia, foi usada a mesma configurac¸a˜o de hardware. Refira-se que, uma vez
que cada ma´quina possui apenas dois processadores, a utilizac¸a˜o de quatro pares de tarefas
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e´ suficiente para garantir que nenhum fio-de-execuc¸a˜o, da aplicac¸a˜o ou do sistema, pode
usar em exclusividade um processador.
Da ana´lise dos resultados pode-se concluir que os tempos de ida-volta na˜o sa˜o proporcionais
ao nu´mero de fios-de-execuc¸a˜o que simultaˆneamente enviam mensagens, mesmo quando
o hardware de comunicac¸a˜o obriga o processador a uma intervenc¸a˜o prolongada, como
acontece com a tecnologia Fast Ethernet, quando explorada via UDP. De facto, quando
sa˜o usados dois pares de tarefas, o impacto e´ relativamente baixo, essencialmente devido
ao facto de existirem dois processadores em cada no´ computacional. Quando sa˜o usados
quatro pares, os tempos de ida-volta passam para o dobro (e na˜o para o quadruplo).
Para mensagens de grande dimensa˜o, o impacto do acesso concorrente e´ maior, pelo facto
de se exigir uma maior largura de banda do meio de comunicac¸a˜o, visto que, para o
mesmo tempo de preparac¸a˜o da mensagem, onde o processador interve´m, o hardware de
comunicac¸a˜o tem mais trabalho a seu cargo.
8.3.4 Grau de sustentac¸a˜o
Para uma correcta avaliac¸a˜o de um sistema de passagem de mensagens, e´ indispensa´vel
avaliar o impacto da comunicac¸a˜o na computac¸a˜o e vice-versa. De facto, numa aplicac¸a˜o
paralela, de nada servira´ optimizar o tempo de comunicac¸a˜o se isso tiver um impacto
muito negativo na disponibilidade do processador para desempenhar outras tarefas, prin-
cipalmente se existirem mu´ltiplos fios-de-execuc¸a˜o, por no´, que efectuam assincronamente
ca´lculos e enviam/recebem mensagens.
Para avaliar esta interdependeˆncia, determinou-se a taxa de execuc¸a˜o de uma determinada
rotina de ca´lculo, executando dois fios-de-execuc¸a˜o (duas rotinas de ca´lculo), um por cada
processador de um no´ do subcluster i686+. Durante a execuc¸a˜o dessa rotina, a ma´quina
em causa na˜o executou qualquer operac¸a˜o adicional. Em seguida foram executados os
testes de avaliac¸a˜o do tempo de ida-volta, cujos resultados, em condic¸o˜es o´ptimas, foram
apresentados na secc¸a˜o 8.2.2, em simultaˆneo com as tais rotinas de ca´lculo.
O impacto na computac¸a˜o pode ser expresso pelo ra´cio TESC/TE0, onde TESC representa
a taxa de execuc¸a˜o da rotina de ca´lculo quando, concorrentemente, e´ executado o teste
de avaliac¸a˜o do tempo de ida-volta para um dado subsistema de comunicac¸a˜o SC (GM
sobre Myrinet, M-VIA sobre Gigabit, etc.) e TE0 representa a taxa de execuc¸a˜o obtida
inicialmente, sem que tivesse ocorrido qualquer operac¸a˜o de comunicac¸a˜o em simultaˆneo.
De igual forma, o ra´cio IVSC0/IVSC expressa o impacto na comunicac¸a˜o, onde IVSC0 e
IVSC representam os tempos de ida-volta obtidos para um dado subsistema de comu-
nicac¸a˜o, com ou sem computac¸a˜o a decorrer em simultaˆneo, respectivamente. Para uma
comparac¸a˜o mais fa´cil dos diferentes ra´cios relativos ao impacto na comunicac¸a˜o, usou-se
o ra´cio IVGM0/IVSC , onde IVGM0 representa o tempo de ida-volta, sem computac¸a˜o de
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Figura 8.12: Grau de sustentac¸a˜o do desempenho global na troca de mensagens.
fundo, para o subsistema GM, o qual garante os tempos de ida-volta mais baixos.
Os ra´cios TESC/TE0 e IVGM0/IVSC expressam o grau de sustentac¸a˜o do desempenho na
computac¸a˜o e na comunicac¸a˜o, quando o tempo de processador e´ partilhado pelas duas.
Considerando que a computac¸a˜o e a comunicac¸a˜o teˆm igual peso no desempenho global de
uma aplicac¸a˜o, pode ser usado um u´nico ra´cio global, por cada subsistema de comunicac¸a˜o,
calculado como a me´dia geome´trica dos ra´cios definidos (
√
TESC/TE0 × IVGM0/IVSC).
A figura 8.12 apresenta o grau de sustentac¸a˜o do desempenho global (com base no ra´cio
global apresentado) que se pode esperar numa aplicac¸a˜o mεµ. Note-se que os graus de
sustentac¸a˜o esta˜o em concordaˆncia com a qualidade do hardware de comunicac¸a˜o e a
arquitectura do subsistema de comunicac¸a˜o: os controladores Fast Ethernet, na˜o so´ teˆm o
pior desempenho, como tambe´m requerem uma maior intervenc¸a˜o do CPU, a` medida que o
tamanho das mensagens aumenta; o protocolo UDP, devido a` sua complexidade, necessita
de mais tempo de processador que o M-VIA e o GM, fazendo com que o desempenho caia.
Leitura e escrita remotas
Em relac¸a˜o ao acesso a` memo´ria global, tambe´m e´ poss´ıvel avaliar o impacto da lei-
tura/escrita remota na computac¸a˜o e vice-versa. No entanto, em vez do tempo de ida-
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-volta, usado para a troca de mensagens, tera´ agora que ser usado o de´bito, ou seja, no
lugar do ra´cio IVSC0/IVSC , e´ usado o ra´cio DSC0/DSC . Ale´m disso, na leitura e escrita
remotas, o envolvimento da origem – a ma´quina onde e´ evocada a primitiva de leitura ou
escrita remota – e do destino – a ma´quina alvo da leitura ou escrita remota – na˜o e´ o
mesmo e, portanto, torna-se necessa´rio distinguir entre o grau de sustentac¸a˜o do desempe-
nho na computac¸a˜o na origem e o seu equivalente no destino. Assim, o ra´cio TESC/TE0
e´ substitu´ıdo pelo ra´cio (TEorigSC + TE
dest
SC )/(2 × TE0).
Figura 8.13: Grau de sustentac¸a˜o do desempenho no acesso a` memo´ria remota.
A figura 8.13 apresenta os valores dos de´bitos alcanc¸ados na leitura/escrita de memo´ria
remota e no envio seguido de recepc¸a˜o expl´ıcita no destino (gra´fico do canto superior
esquerdo), os valores das taxas de execuc¸a˜o da rotina de ca´lculo na origem e no destino
(gra´ficos do canto superior direito e canto inferior esquerdo, respectivamente) e os valores
do grau de sustentac¸a˜o do desempenho global, cujo ca´lculo se efectuou atrave´s da expressa˜o




SC )/(2 × TE0)×Dref/DSC (gra´fico do canto inferior direito). Refira-se
que, para o ca´lculo do grau de sustentac¸a˜o do desempenho na comunicac¸a˜o, usou-se a curva
de refereˆncia apresentada no gra´fico da figura 8.8, isto e´, no lugar do ra´cio IVGM0/IVSC
usou-se o ra´cio Dref/DSC .
Pode-se concluir que o suporte RDMA do GM/Myrinet permite atingir desempenhos
significativamente superiores aos alcanc¸a´veis com envios emparelhados com recepc¸o˜es
expl´ıcitas. No que diz respeito ao M-VIA/SysKonnect, a escrita remota (a u´nica operac¸a˜o
com suporte RDMA) produz resultados decepcionantes devido a` ocupac¸a˜o do processador.
E´ particularmente interessante verificar que a operac¸a˜o de escrita remota implementada
ao n´ıvel do RoCl, no caso do M-VIA, permite alcanc¸ar um n´ıvel de desempenho superior
ao da operac¸a˜o de escrita que tira partido do suporte RDMA, para blocos de memo´ria
inferiores a 16kbytes4.
8.4 Avaliac¸a˜o integrada de desempenho
Na generalidade dos casos, a avaliac¸a˜o, depurac¸a˜o e comparac¸a˜o de sistemas de passagem
de mensagens baseia-se em medic¸o˜es dos tempos de ida-volta e da largura de banda,
apesar de os programadores estarem mais interessados em conhecer o verdadeiro impacto
da comunicac¸a˜o em aplicac¸o˜es reais.
Dado que na˜o existe uma ferramenta de avaliac¸a˜o gene´rica para plataformas parale-
las/distribu´ıdas, foi desenvolvida de ra´ız uma aplicac¸a˜o de teste que podera´ ser usada
noutros ambientes.
8.4.1 Descric¸a˜o do funcionamento
No cena´rio de teste idealizado, va´rios testemunhos circulam atrave´s dos no´s de um cluster,
consumindo tempo de processador cada vez que chegam a um no´.
Na fase de arranque do teste, um no´ do cluster produz testemunhos, enviando-os aleatori-
amente aos restantes no´s. Em cada um destes no´s, sa˜o criados mu´ltiplos opero˜es e tarefas,
com base em paraˆmetros indicados. O envio de um testemunho pressupo˜e a indicac¸a˜o de
uma tarefa de destino.
Cada testemunho transporta consigo uma semente, calculada aleatoriamente, um tempo
de vida e um n´ıvel de esforc¸o computacional. A semente e o tempo de vida sa˜o usados,
a` chegada a uma dada tarefa, para determinar o pro´ximo destino do testemunho. O
tempo de processamento exigido por cada testemunho e´ indicado pelo n´ıvel de esforc¸o
4Note-se que a implementac¸a˜o RoCl para as primitivas de leitura e escrita remotas baseada em operac¸o˜es
de envio e recepc¸a˜o implica co´pias de memo´ria.
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computacional. O tempo de vida e´ descontado em cada tarefa e, quando atingir o valor
zero, indicara´ que o testemunho devera´ ser devolvido ao no´ produtor.
O produtor contabiliza o intervalo de tempo desde a introduc¸a˜o do primeiro testemunho
ate´ a` chegada do u´ltimo. Atrave´s da variac¸a˜o do nu´mero de opero˜es em cada no´, consegue-
-se avaliar o impacto da utilizac¸a˜o de mu´ltiplos contextos RoCl, ou seja, mu´ltiplos portos
de comunicac¸a˜o das bibliotecas de baixo-n´ıvel. Atrave´s da variac¸a˜o do nu´mero de tarefas
por opera˜o, consegue-se avaliar o impacto dos mecanismos de multiplexagem. Para averi-
guar a capacidade de sobrepor comunicac¸a˜o e computac¸a˜o, basta variar o n´ıvel de esforc¸o
computacional exigido por cada testemunho.
8.4.2 Valores de desempenho
A avaliac¸a˜o do mεµ, com base na plataforma de avaliac¸a˜o descrita, foi efectuada usando
os quatro no´s do cluster i686 e o no´ u´nico do cluster Xeon, tendo-se considerado, uni-
camente, a tecnologia de comunicac¸a˜o Myrinet. Cada no´ do cluster i686 foi usado para
executar mu´ltiplas combinac¸o˜es de opero˜es (O) e tarefas (T ), sendo que O ∈ {1, 2, 4}∧T ∈
{1, 2, 4, 8}. O no´ Xeon foi usado para produzir 32 testemunhos (Tm), cada um com 256by-
tes, tempo de vida (TV ) 10000 e um n´ıvel de esforc¸o computacional C | C ∈ {0, 1, 10}.
Um n´ıvel de esforc¸o computacional C equivale a 145Cµs de computac¸a˜o, simulados atrave´s
de uma se´ria de operac¸o˜es aritme´ticas.
Para cada cena´rio, o tempo de execuc¸a˜o pode ser estimado atrave´s da expressa˜o [(Tm ×
TV ×C× 145)÷max(O×T × 4, 2× 4)+TC] µs, assumindo que os testemunhos visitara˜o
uniformemente todos os no´s do cluster i686 e considerando que, em cada no´, existem dois
processadores. O tempo de comunicac¸a˜o (TC) poderia ser estimado atrave´s da expressa˜o
[Tm × TV × (TempoIdaV olta ÷ 2)] µs, usando os valores do tempo de ida-volta da fi-
gura 8.5, mas isso seria assumir que a computac¸a˜o na˜o tem impacto na comunicac¸a˜o. Em
alternativa, definiu-se o tempo de comunicac¸a˜o como o tempo gasto na troca de mensagens
juntamente com o acre´scimo infligido no tempo de execuc¸a˜o da aplicac¸a˜o.
A figura 8.14 apresenta os tempos de comunicac¸a˜o – tempos de circulac¸a˜o da totalidade dos
testemunhos – para todos os cena´rios poss´ıveis. Os valores foram calculados subtraindo os
tempos de processamento dos testemunhos ao tempo de execuc¸a˜o do teste (TT ) medido
para cada cena´rio, ou seja, TC = TT − [(Tm× TV ×C × 145)÷max(O × T × 4, 2× 4)].
Tal como se esperava, o tempo de comunicac¸a˜o aumenta em func¸a˜o da computac¸a˜o. Por
um lado, o sistema de despacho de mensagens consome ciclos de processamento, reduzindo
a capacidade computacional do no´. Por outro lado, o processamento exigido para cada
testemunho atrasa a operac¸a˜o do sistema de despacho, degradando a comunicac¸a˜o.
O nu´mero de tarefas por opera˜o e´ tambe´m determinante para o desempenho global do
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Figura 8.14: Tempo da circulac¸a˜o de testemunhos em diferentes cena´rios.
sistema, visto que um nu´mero elevado de tarefas reduz a percentagem de tempo de pro-
cessador dispon´ıvel para o sistema de despacho. De facto, os fios-de-execuc¸a˜o correspon-
dentes a`s tarefas concorrem pelo acesso ao processador em igualdade de circunstaˆncias
com os fios-de-execuc¸a˜o do sistema de despacho, os quais sa˜o em nu´mero fixo (um por
cada tecnologia de comunicac¸a˜o).
Por fim, e´ importante verificar que o nu´mero de opero˜es por no´ tambe´m influeˆncia os
resultados do teste; para um dado nu´mero de tarefas por no´ (O × T ), sa˜o obtidos piores
resultados quando o nu´mero de opero˜es e´ superior. Isto permite concluir que e´ prefer´ıvel o
esquema de multiplexagem do RoCl – um porto de comunicac¸a˜o de baixo-n´ıvel para va´rios
recursos criados num u´nico contexto – que a utilizac¸a˜o de mu´ltiplos portos de comunicac¸a˜o
de baixo-n´ıvel, um por processo, automaticamente multiplexados pelo GM.
8.5 Desempenho de um sistema de armazenamento
Para ale´m da avaliac¸a˜o de desempenho baseada em testes sinte´ticos, foi tambe´m analisado
o comportamento do mεµ em algumas situac¸o˜es reais. Aqui e´ apresentado um exemplo de
aplicac¸a˜o que traduz o funcionamento ba´sico de um sistema de tabelas de hash distribu´ıdo
adaptado a` operac¸a˜o em ambiente cluster.
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8.5.1 Funcionamento ba´sico
A distribuic¸a˜o de partic¸o˜es pelos no´s do cluster e´ um procedimento dinaˆmico que pode
ser brevemente descrito da seguinte forma:
• a primeira entidade a entrar no sistema assume a totalidade dos ı´ndices de hash,
passando a deter uma superpartic¸a˜o com todas as entradas da tabela de hash;
• uma entidade subsequente escolhe aleatoriamente um ı´ndice e solicita ao detentor
da partic¸a˜o que conte´m esse ı´ndice que lhe ceda metade dessa partic¸a˜o;
• uma entidade que recebe uma subpartic¸a˜o guarda a identificac¸a˜o da entidade que
detinha a partic¸a˜o original e vice-versa, para efeitos de reencaminhamento;
• para alcanc¸ar a entidade que dete´m a partic¸a˜o correspondente a um dado ı´ndice, e´
enviado um pedido a uma entidade escolhida aleatoriamente, a qual procedera´ ao seu
reencaminhamento, se necessa´rio, de acordo com a informac¸a˜o acima mencionada.
Para o armazenamento e a recuperac¸a˜o de informac¸a˜o, um cliente devera´ calcular um
ı´ndice de hash e contactar a entidade detentora desse ı´ndice da forma acima descrita.
8.5.2 Implementac¸a˜o
Para a implementac¸a˜o deste sistema foram desenvolvidos dois pequenos programas: um
servidor, que devera´ ser instalado nos no´s do cluster usados para suportar o sistema, e um
cliente, que permite, a partir de qualquer no´ do cluster, manipular a tabela de hash.
Funcionamento do servidor
O servidor comec¸a a sua operac¸a˜o criando um opera˜o e uma tarefa, a` qual e´ associada
a propriedade tipo=servidor. De seguida, tentara´ encontrar no sistema uma qualquer
tarefa com a propriedade tipo=partic¸~ao. Se for encontrada uma tarefa, o seu identificador
sera´ usado como ponto de entrada no sistema; caso contra´rio, o servidor cria uma outra
tarefa, associando-lhe a propriedade tipo=partic¸~ao, que se encarregara´ de assumir o
controlo da superpartic¸a˜o. O identificador desta tarefa sera´ o ponto de entrada no sistema.
O ponto de entrada e´ usado para solicitar uma subpartic¸a˜o; uma mensagem com um ı´ndice
calculado aleatoriamente e´ enviada a` tarefa que representa o ponto de entrada. Cada
servidor podera´ solicitar mu´ltiplas subpartic¸o˜es, usando um ou mais pontos de entrada.
Depois de solicitar uma subpartic¸a˜o, o servidor aguarda a chegada de uma mensagem. A
origem dessa mensagem (identificador da tarefa que cede a subpartic¸a˜o) e´ usada para inte-
grar a subpartic¸a˜o recebida na totalidade do sistema (caminho para a partic¸a˜o ascendente
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ou original). Por cada partic¸a˜o, o servidor cria uma tarefa (associando-lhe a propriedade
tipo=partic¸~ao), cujo identificador e´ enviado a` tarefa que lhe cedeu essa partic¸a˜o.
As tarefas que representam partic¸o˜es tratam quatro tipos de mensagens: mensagens de
divisa˜o, de identificac¸a˜o, de armazenamento e de pesquisa. Uma mensagem de divisa˜o
originara´ o fraccionamento da partic¸a˜o manipulada pela tarefa ou, no caso de o ı´ndice de
hash na˜o se encontrar dentro dos limites dessa partic¸a˜o, o reenvio da mensagem para outra
tarefa. Uma mensagem de identificac¸a˜o e´ usada para integrar uma subpartic¸a˜o anterior-
mente cedida (caminho para a partic¸a˜o descendente). As mensagens de armazenamento
e pesquisa (usadas para armazenar e recuperar informac¸a˜o) sa˜o encaminhados como se
fossem mensagens de divisa˜o, ate´ alcanc¸arem a partic¸a˜o/tarefa alvo.
A qualquer momento e em qualquer no´ do cluster podera˜o ser activados novos servidores,
sem preocupac¸o˜es de sincronizac¸a˜o. E´ ainda poss´ıvel manter mu´ltiplos servidores por no´.
Funcionamento do cliente
Os clientes simplesmente enviam mensagens de armazenamento e pesquisa a tarefas esco-
lhidas aleatoriamente e aguardam por respostas.
8.5.3 Valores de desempenho
A avaliac¸a˜o do desempenho deste sistema envolveu, numa fase inicial, os subclusters i686+
e Athlon. Em cada no´ foi activado um servidor para gerir 32 partic¸o˜es e foram executados
entre 1 e 8 clientes, de maneira a avaliar a taxa ma´xima de recuperac¸a˜o de informac¸a˜o.
Cada mensagem de pesquisa enviada por um cliente compreende 16bytes, podendo atra-
vessar 14 tarefas (partic¸o˜es) antes de chegar a` tarefa alvo. A resposta a uma dada pesquisa,
contendo 8kbytes, e´ enviada directamente ao cliente pela tarefa alvo.
A figura 8.15 apresenta as taxas de operac¸a˜o (nu´mero de consultas por segundo), conse-
guidas em cada cliente, nos clusters i686+ (gra´fico do lado esquerdo) e Athlon (gra´fico do
lado direito). Naturalmente, para a mesma tecnologia de comunicac¸a˜o (M-VIA ou UDP
com controladores SysKonnect), os clientes que executam em no´s Athlon alcanc¸am uma
taxa de operac¸a˜o superior. No entanto, usando um u´nico cliente por no´, o desempenho
ma´ximo e´ conseguido nos no´s do cluster i686+, atrave´s do subsistema GM, apesar de os
processadores possu´ırem um desempenho significativamente inferior aos do cluster Athlon.
Note-se que, com um nu´mero reduzido de clientes, o subsistema UDP permitiu alcanc¸ar
um desempenho equivalente ou ate´ superior ao conseguido com o M-VIA.
Numa segunda fase, foram usados conjuntamente os subclusters i686+ e Athlon. A fi-
gura 8.16 mostra que as taxas de operac¸a˜o por cliente baixam, relativamente aos valores
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Figura 8.15: Taxas de operac¸a˜o de uma DHT (4 no´s).
obtidos com apenas 4 no´s. No entanto, a taxa de operac¸a˜o global alcanc¸ada pela totali-
dade dos no´s aumenta; para o subsistema M-VIA, por exemplo, com 4 no´s o sistema atinge
9600 pesquisas por segundo, enquanto que com 8 no´s e´ poss´ıvel atingir 16000 pesquisas
por segundo. Isto significa que o sistema escala satisfatoriamente.
A conclusa˜o mais importante a retirar desta ana´lise diz respeito a` interligac¸a˜o dos sub-
clusters i686 e Athlon atrave´s da ma´quina do subcluster Xeon. A utilizac¸a˜o conjunta das
tecnologias Myrinet e Gigabit, a primeira no cluster i686 e a segunda no cluster Athlon, e
o recurso a` funcionalidade de reencaminhamento do subcluster Xeon, permitem alcanc¸ar
os melhores resultados.
8.6 Escalamento de uma soluc¸a˜o SMP
Algumas aplicac¸o˜es sa˜o facilmente modeladas utilizando mu´ltiplos fios-de-execuc¸a˜o, sem
grandes preocupac¸o˜es de sincronizac¸a˜o, principalmente quando esta´ em causa um grande
volume de operac¸o˜es de entrada/sa´ıda. Aplicac¸o˜es deste tipo teˆm ainda a vantagem de
serem facilmente escaladas para um ambiente cluster, desde que existam mecanismos para
o manuseamento de fios-de-execuc¸a˜o remotos, como acontece no mεµ.
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Figura 8.16: Taxa de operac¸a˜o de uma DHT (8 no´s).
8.6.1 Visionamento de imagens de grandes dimenso˜es
Com o intuito de avaliar a integrac¸a˜o dos mecanismos de passagem de mensagens com as
facilidades para a utilizac¸a˜o de fios-de-execuc¸a˜o do mεµ, apresenta-se aqui uma aplicac¸a˜o
destinada ao visionamento de imagens de grandes dimenso˜es. As imagens que se pretende
manusear correspondem a paisagens virtuais, geradas computacionalmente, que se encon-
tram armazenadas como um conjunto de imagens mais pequenas (imagens JPEG com
640x480 pontos).
No caso de estudo analisado, pretendia-se visualizar paisagens com 9600x9600 pontos,
constitu´ıdas por uma matriz de 15x20 imagens JPEG. O principal objectivo era a visua-
lizac¸a˜o de regio˜es arbitra´rias das paisagens, implicando, eventualmente, o redimensiona-
mento das imagens envolvidas.
A arquitectura proposta para manusear as paisagens em causa tenta dar resposta aos
seguintes requisitos:
• elevado poder de ca´lculo, por forma a proceder ao redimensionamento das imagens;
• capacidade de armazenamento elevada, por forma a guardar o maior nu´mero poss´ıvel
de paisagens;
• boa largura de banda de entrada/sa´ıda, por forma a suportar o carregamento ra´pido
das imagens, a partir do disco.
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8.6.2 Desenho de uma soluc¸a˜o SMP
Partindo do princ´ıpio que se dispo˜e de uma ma´quina SMP com recursos suficientes para
o manuseamento das paisagens, pode ser desenvolvida uma soluc¸a˜o baseada em mu´ltiplos
fios-de-execuc¸a˜o, para acelerar a conversa˜o de imagens JPEG em mapas de bits e o sequente






















Figura 8.17: Modelo de objectos para o visionamento de paisagens.
A figura 8.17 mostra duas classes C++ usadas para modelar uma soluc¸a˜o ba´sica, baseada
em mu´ltiplos fios-de-execuc¸a˜o. Um objecto imgViewer e´ usado para mostrar uma deter-
minada regia˜o da paisagem, de acordo com um tamanho de janela especificado, apo´s a
criac¸a˜o do mapa de bits correspondente. O mapa de bits e´ criado recorrendo a um objecto
imgLoader, o qual cria um fio-de-execuc¸a˜o para a execuc¸a˜o do me´todo startFragLoad. O
objecto imgViewer evoca o me´todo startFragLoad da classe imgLoader, por cada imagem
JPEG necessa´ria para produzir o mapa de bits final.
Para mostrar a regia˜o de uma paisagem correspondente a` totalidade dos seus pontos
(9600x9600 pontos), por exemplo, sa˜o necessa´rios 300 fios-de-execuc¸a˜o para carregar as
respectivas imagens JPEG, proceder a` sua conversa˜o para mapas de bits e no final efectuar
o redimensionamento necessa´rio. Se for usada um janela com 600x600 pontos, para mostrar
a regia˜o da paisagem, cada fio-de-execuc¸a˜o tera´ que reduzir, por um factor 16, uma imagem
JPEG original, passando de uma imagem com 640x480 para um fragmento com 40x30
pontos. O objecto imgViewer e´ responsa´vel por juntar os va´rios fragmentos produzidos
ao n´ıvel dos fios-de-execuc¸a˜o.
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8.6.3 Escalamento de uma soluc¸a˜o SMP
Assumindo agora que se dispo˜e de um cluster com suficiente espac¸o em disco, em cada um
dos no´s, e´ poss´ıvel particionar a totalidade das imagens JPEG, cabendo a cada um dos no´s
a responsabilidade de armazenar, apenas, uma fracc¸a˜o da informac¸a˜o total. Desta forma,
poder-se-a˜o ultrapassar limitac¸o˜es de armazenamento, que, eventualmente, surgiriam com
a utilizac¸a˜o de uma u´nica ma´quina, bem como limitac¸o˜es de processamento, pelo facto de
as ma´quinas SMP comuns possu´ırem um nu´mero de processadores reduzido. Note-se que o
redimensionamento das mu´ltiplas imagens, necessa´rias para um dado visionamento, e´ um
caso evidente de explorac¸a˜o imediata de paralelismo, podendo ser entregue a cada no´ do
cluster a responsabilidade pelo redimensionamento de um dado subconjunto de imagens.
Pelo facto de as imagens se encontrarem distribu´ıdas pelos va´rios no´s, a largura de banda
(relativa ao carregamento de imagens, a partir de disco) efectivamente explorada sera´ a
resultante da agregac¸a˜o das larguras de banda individuais, dos va´rios no´s do cluster. Ob-
viamente, sera´ necessa´rio um mecanismo de localizac¸a˜o de imagens, isto e´, sera´ necessa´rio
determinar em que no´ uma dada imagem esta´ armazenada, mas isso podera´ ser facilmente
conseguido atrave´s da utilizac¸a˜o de uma func¸a˜o de dispersa˜o.
A figura 8.17 apresenta uma bateria de objectos imgDaemon, correspondentes a servidores
em execuc¸a˜o em cada um dos no´s do cluster. Estes objectos destinam-se ao carregamento
e transformac¸a˜o de imagens, de acordo com pedidos enviados a partir de um objecto
imgLoader remoto. O objecto imgLoader usado em ambiente cluster solicita fragmentos
de imagens a no´s remotos do cluster, em vez de os obter, directamente, a partir do disco
local.
A classe imgLoader e´, na verdade, uma classe virtual usada para derivar duas classes:
1. imgTLoader – para criac¸a˜o de mapas de bits quando e´ usada uma u´nica ma´quina
SMP;
2. imgCLoader – para criac¸a˜o de mapas de bits em ambientes cluster, actuando como
um representante.
Note-se que o desenvolvimento de uma soluc¸a˜o multi-fio-de-execuc¸a˜o, para ambiente clus-
ter, assumindo que, previamente, tinha sido desenvolvida uma soluc¸a˜o destinada a` uti-
lizac¸a˜o numa u´nica ma´quina SMP, torna-se uma tarefa simples, envolvendo as seguintes
fases:
• uma classe virtual imgLoader e´ introduzida, por forma a permitir a utilizac¸a˜o do
mesmo objecto imgViewer;
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• uma nova classe imgCLoader e´ derivada, para tratar pedidos e compilar a informac¸a˜o
devolvida pelos fios-de-execuc¸a˜o remotos;
• o co´digo da classe imgTLoader destinado ao carregamento de imagens JPEG e ao
seu redimensionamento e´ copiado para o servidor (objecto imgDaemon) e executado
em cada no´ do cluster.
Esta abordagem pode ser usada para escalar muitas aplicac¸o˜es multi-fio-de-execuc¸a˜o de-
senvolvidas a pensar unicamente em ma´quinas SMP. A codificac¸a˜o destas aplicac¸o˜es, uti-
lizando o mεµ, e´ bastante simples, dado que existem primitivas para criac¸a˜o de tarefas
remotas e existe a possibilidade de enderec¸ar mensagens, directamente, a tarefas.
8.6.4 Ana´lise da escalabilidade
Para comprovar a viabilidade desta abordagem, foram efectuados alguns testes, envolvendo
o subcluster i686 e a u´nica ma´quina do subcluster Xeon.








Figura 8.18: Desempenho da aplicac¸a˜o de visionamento em va´rios cena´rios.
A figura 8.18 apresenta os tempos necessa´rios para o visionamento de 7 regio˜es distintas
de uma paisagem, usando uma janela de 600x600 pontos. Do lado esquerdo da figura sa˜o
apresentadas as 7 regio˜es em causa, as quais incluem desde 2 ate´ 300 imagens JPEG. Estas
regio˜es, identificadas de 1 a 7, correspondem a redimensionamentos de 1:1, 1:2, 1:4, 1:5,
1:8, 1:10 e 1:16, respectivamente. Do lado direito da figura sa˜o apresentados os resultados
obtidos usando:
• unicamente a ma´quina Xeon, sendo usado um objecto imgTLoader pela aplicac¸a˜o
(designac¸a˜o 4p);
• de 1 a 4 no´s do cluster i686, sendo usado um objecto imgCLoader pela aplicac¸a˜o
(designac¸o˜es 1x2p, 2x2p, 3x2p e 4x2p).
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E´ importante realc¸ar que os resultados obtidos com a soluc¸a˜o cluster, com base em 2 no´s (4
processadores) ja´ consegue ultrapassar os resultados obtidos com a ma´quina Xeon, a qual
tambe´m inclui 4 processadores. A principal raza˜o e´ a maior largura de banda dispon´ıvel
para carregamento de imagens JPEG, a partir de disco.
8.7 Ep´ılogo
A avaliac¸a˜o do desempenho de uma plataforma de programac¸a˜o paralela e´ uma tarefa
complexa. Para ale´m da selecc¸a˜o ou implementac¸a˜o de aplicac¸o˜es apropriadas, para levar
a cabo um conjunto relevante de testes, e´ necessa´rio delimitar cuidadosamente o hard-
ware onde o processo de avaliac¸a˜o e´ desencadeado. No caso da computac¸a˜o baseada em
clusters, e´ poss´ıvel definir variadas plataformas hardware, por variac¸a˜o do tipo de no´s
computacionais envolvidos e das tecnologias de interligac¸a˜o usadas.
O cluster utilizado nestes testes, apesar de corresponder a um sistema de pequena di-
mensa˜o, permitiu chegar a concluso˜es relevantes respeitantes a` funcionalidade do RoCl e
a` forma como o mεµ explora essa funcionalidade. Foi poss´ıvel verificar que, relativamente
a`s bibliotecas de comunicac¸a˜o de baixo-n´ıvel, as sobrecargas impostas pelo RoCl e pelo
mεµ sa˜o mı´nimas, tendo em conta a funcionalidade acrescentada. Em particular, ficou
comprovada a viabilidade da utilizac¸a˜o de mu´ltiplos fios-de-execuc¸a˜o e da explorac¸a˜o de
clusters heteroge´neos ao n´ıvel da tecnologia de comunicac¸a˜o (clusters multi-SAN).
Foram ainda apresentadas treˆs plataformas de avaliac¸a˜o de desempenho que va˜o muito
para ale´m dos tradicionais testes de largura de banda e tempo de ida-volta que normal-
mente se utilizam. Estas plataformas permitem captar a esseˆncia de muitas aplicac¸o˜es
paralelas, podendo portanto ser usadas para obter informac¸a˜o de refereˆncia sobre o com-
portamento que certas aplicac¸o˜es podera˜o vir a ter, quando desenvolvidas com recurso ao
mεµ.
Para ale´m dos valores de desempenho apresentados, que esta˜o, obviamente, muito mais
relacionados com o RoCl do que com o mεµ, poderia ainda analisar-se a aplicabilidade ou
a convenieˆncia de utilizac¸a˜o do modelo mεµ. No entanto, a modelac¸a˜o de uma aplicac¸a˜o e
a correspondeˆncia entre recursos lo´gicos e f´ısicos dependem do programador, o que dificulta
uma ana´lise objectiva.
Poderiam ainda ser apresentados valores relativos a algumas operac¸o˜es mεµ mais comple-
xas, como por exemplo a criac¸a˜o de domı´nios agregadores. No entanto, por um lado, a
complexidade da hierarquia de recursos e´ altamente dependente da aplicac¸a˜o e do progra-
mador e, por outro lado, a evocac¸a˜o de tais operac¸o˜es numa aplicac¸a˜o e´ efe´mera.
Cap´ıtulo 9
Discussa˜o
O trabalho desenvolvido nesta dissertac¸a˜o usa a orientac¸a˜o ao recurso como base para a
criac¸a˜o de num novo paradigma e de uma metodologia pro´pria para o desenvolvimento de
aplicac¸o˜es paralelas e a subjacente explorac¸a˜o de clusters.
A caminhar se faz o caminho, como diz o poeta. Da mesma forma, como corola´rio da
investigac¸a˜o produzida, a validac¸a˜o e experimentac¸a˜o dos conceitos introduzidos ao longo
deste largo caminho teve a sua concretizac¸a˜o na plataforma a que convencionamos chamar
Rocmeµ e que representa o potencial combinado das bibliotecas RoCl e mεµ.
9.1 Comunicac¸a˜o orientada ao recurso
A orientac¸a˜o ao recurso encontra na imagem de sistema uno oferecida pelo RoCl os n´ıveis
de abstracc¸a˜o necessa´rios para a modelac¸a˜o e execuc¸a˜o de aplicac¸o˜es complexas e altamente
exigentes em termos de desempenho, permitindo uma efectiva explorac¸a˜o de clusters. Tais
abstracc¸o˜es sa˜o particularmente importantes quando se utilizam clusters que integram
mu´ltiplos no´s SMP e mu´ltiplas tecnologias de comunicac¸a˜o SAN.
A biblioteca RoCl, apesar de o seu desenho inicial ter sido orientado para a operac¸a˜o in-
tracluster, tambe´m inclui funcionalidades espec´ıficas para a operac¸a˜o em ambientes mul-
ticluster, por via da hierarquizac¸a˜o do servic¸o de directo´rio e da inclusa˜o do protocolo
TCP. Conve´m, no entanto, distinguir a abordagem que no RoCl conduziu a uma imagem
de sistema uno minimalista suportada por um servic¸o de directo´rio ba´sico do gigantesco
trabalho que tem vindo a ser conduzido no aˆmbito da Grid, na˜o apenas em termos de ob-
jectivos como tambe´m de dimensa˜o. No RoCl pretende-se apenas dar resposta a`s questo˜es
de heterogeneidade relacionadas com as tecnologias de comunicac¸a˜o e, pontualmente, su-
portar a interligac¸a˜o de um nu´mero reduzido de clusters geograficamente dispersos.
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Na sua concretizac¸a˜o actual, o RoCl oferece ao programador de sistema um interface
u´nico, que uniformiza o acesso a`s bibliotecas de comunicac¸a˜o de baixo-n´ıvel GM e M-VIA,
mas que permite tirar partido das especificidades de cada uma delas. Na presenc¸a de
no´s multiconectados, a operac¸a˜o combinada das duas bibliotecas de comunicac¸a˜o pode,
em muitos casos, vir a traduzir-se em n´ıveis de desempenho superiores, como atestam as
experieˆncias realizadas. A arquitectura RoCl e a orientac¸a˜o ao recurso sa˜o suficientemente
flex´ıveis para vir a incorporar novos subsistemas de comunicac¸a˜o, o que constitui uma mais
valia importante num contexto de constante evoluc¸a˜o tecnolo´gica.
O suporte a` programac¸a˜o com mu´ltiplos fios-de-execuc¸a˜o, mantendo os n´ıveis de desem-
penho do hardware de comunicac¸a˜o de um cluster, constituiu a orientac¸a˜o principal para
o desenvolvimento do RoCl. Oferecendo ao programador o controlo efectivo do potencial
de computac¸a˜o e comunicac¸a˜o de um cluster, a construc¸a˜o de aplicac¸o˜es que maximizam
a utilizac¸a˜o dos recursos f´ısicos de um cluster SMP multi-SAN podera´ ser uma realidade.
Atrave´s de um nu´mero significativo de testes, poˆde-se comprovar a adequac¸a˜o do modelo
a cena´rios variados e, em particular, mostrou-se ser promissora a utilizac¸a˜o de mu´ltiplos
fios-de-execuc¸a˜o, com base na biblioteca NPTL, em ambientes que exploram tecnologias de
comunicac¸a˜o de elevado desempenho atrave´s de bibliotecas de comunicac¸a˜o de baixo-n´ıvel.
9.2 Modelac¸a˜o e explorac¸a˜o unificadas
Com base na funcionalidade do RoCl, foram criadas abstracc¸o˜es de alto-n´ıvel, que apesar
de mais convenientes, na˜o impedem o programador de recorrer a uma utilizac¸a˜o informada
dos recursos f´ısicos de um cluster. Isto significa que o programador pode fazer uma gesta˜o
de recursos mais pro´xima do hardware da arquitectura alvo, se assim o entender, por forma
a garantir n´ıveis elevados de desempenho na execuc¸a˜o de certas aplicac¸o˜es que, atrave´s de
abordagens baseadas em imagens de sistema uno, na˜o tiram partido efectivo do potencial
dispon´ıvel. Por outras palavras, o mεµ expo˜e a hierarquia de recursos de um cluster SMP
multi-SAN ao programador, possibilitando a explorac¸a˜o dos mu´ltiplos n´ıveis de localidade.
Neste contexto, as abstracc¸o˜es idealizadas e materializadas na biblioteca mεµ destinam-se
a` modelac¸a˜o de aplicac¸o˜es, tendo em vista uma adaptac¸a˜o o´ptima das entidades lo´gicas ao
equipamento constituinte do cluster, inclusivamente em cena´rios multi-aplicac¸a˜o e multi-
-utilizador. O programador desenha a aplicac¸a˜o e posteriormente escreve o co´digo desti-
nado a` criac¸a˜o dos va´rios componentes lo´gicos dessa aplicac¸a˜o, tendo sempre em consi-
derac¸a˜o a organizac¸a˜o dos recursos f´ısicos do cluster. A abordagem garante a possibilidade
de se definirem diferentes viso˜es (perspectivas) da organizac¸a˜o dos recursos f´ısicos; quando
o desempenho na˜o e´ o principal requisito, o programador pode desprezar a forma como
esta˜o organizados os recursos f´ısicos, assumindo, por exemplo, que o cluster se comporta,
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simplesmente, como uma ma´quina com muitos processadores.
A definic¸a˜o de um conjunto ba´sico de abstracc¸o˜es para a manipulac¸a˜o tanto dos recursos
f´ısicos de um cluster como das entidades lo´gicas de uma aplicac¸a˜o conferem ao mεµ
caracter´ısticas u´nicas. A orientac¸a˜o ao recurso permitiu unificar a modelac¸a˜o de aplicac¸o˜es
e a explorac¸a˜o de recursos f´ısicos, fundindo num u´nico conceito entidades lo´gicas e f´ısicas.
Isto possibilita, por uma lado, uma implementac¸a˜o mais simples de toda a plataforma e,
por outro lado, a reduc¸a˜o dos tempos de aprendizagem, por parte de novos utilizadores.
Ao longo da dissertac¸a˜o apresentam-se exemplos que mostram de que forma os conceitos
e abstracc¸o˜es do paradigma podem ser usados, pelo programador, para criar e executar
aplicac¸o˜es que recorrem aos paradigmas tradicionais da memo´ria partilhada, passagem de
mensagens e memo´ria global.
9.3 Sinopse
A explorac¸a˜o eficiente e conveniente de clusters SMP multi-SAN foi apontada, no cap´ı-
tulo 1, como um dos objectivos a atingir no aˆmbito deste trabalho. Face a` constatac¸a˜o, no
cap´ıtulo 2, da inexisteˆncia de mecanismos adequados para esse efeito, do ponto de vista
da eficieˆncia, pretendia-se (i) fornecer os meios necessa´rios para as aplicac¸o˜es tirarem o
ma´ximo partido das diferentes tecnologias de comunicac¸a˜o e (ii) explorar os diferentes
padro˜es de localidade existentes na hierarquia de recursos que resulta da utilizac¸a˜o de
mu´ltiplas tecnologias SAN e mu´ltiplos no´s SMP. Quanto a` convenieˆncia, pretendia-se
compatibilizar os paradigmas tradicionais de programac¸a˜o paralela, com a possibilidade
de garantir a cooperac¸a˜o entre aplicac¸o˜es em ambientes multi-utilizador, multi-aplicac¸a˜o
e multi-fio-de-execuc¸a˜o.
Neste contexto, esta dissertac¸a˜o apresenta: uma abordagem inovadora para a explorac¸a˜o
dos recursos f´ısicos de um cluster (cap´ıtulo 3), novas abstracc¸o˜es para a modelac¸a˜o de
aplicac¸o˜es (cap´ıtulo 4), um novo modelo de comunicac¸a˜o adequado a tecnologias de elevado
desempenho (cap´ıtulos 5 e 6) e um interface simples para o desenvolvimento e execuc¸a˜o
de aplicac¸o˜es paralelas/distribu´ıdas (cap´ıtulo 7). Usando, como indicadores, a ana´lise de
desempenho apresentada no cap´ıtulo 8 e os exemplos de modelac¸a˜o presentes ao longo da
dissertac¸a˜o, conclui-se que o Rocmeµ e´ uma resposta qualificada aos objectivos enunciados.
9.4 Perspectivas
A Grid tem vindo a conquistar um lugar importante, sena˜o o mais importante, na a´rea
do computac¸a˜o paralela/distribu´ıda. Neste contexto, o projecto Globus tem sido lugar
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de encontro e de motivac¸a˜o para muitos investigadores que antes se debruc¸avam sobre os
problemas da computac¸a˜o baseada em clusters. A metodologia proposta nesta dissertac¸a˜o,
integrando recursos lo´gicos e f´ısicos, poderia, de alguma forma, ser aplicada a` Grid. Toda-
via, ha´ ainda um longo caminho a percorrer, no sentido de redesenhar o sistema de registo
e armazenamento de informac¸a˜o relativa a recursos, para que tal seja poss´ıvel. O maior
desafio seria a adaptac¸a˜o do servic¸o de directo´rio do RoCl a` dimensa˜o exigida para gerir
a informac¸a˜o associada a` Grid.
Alguns dos conceitos do mεµ, nomeadamente a definic¸a˜o de pseudo´nimos e os mecanis-
mos de partilha de propriedades, perspectivam-se como podendo vir a ser u´teis quando
aplicados a outras a´reas de conhecimento. No entanto, apenas a formalizac¸a˜o matema´tica
das relac¸o˜es de uma hierarquia mεµ podera´ conduzir a` sua aplicac¸a˜o em problemas que
actualmente sa˜o tratados atrave´s de te´cnicas amplamente divulgadas e testadas.
A adaptac¸a˜o das bibliotecas RoCl e mεµ, de maneira a permitir a sua utilizac¸a˜o no de-
senvolvimento de aplicac¸o˜es paralelas em Java, constitui um potencial objectivo a me´dio
prazo. Tal na˜o se trataria de uma mera reimplementac¸a˜o, sendo eventualmente necessa´rio
redesenhar alguns componentes ou ate´ incluir novas abstracc¸o˜es, dado que o Java ja´ pos-
sui alguns mecanismos para suporte a` programac¸a˜o concorrente/distribu´ıda. No entanto,
a conjugac¸a˜o da elevada portabilidade do Java com a flexibilidade do mεµ para a ma-
nipulac¸a˜o de recursos resultaria numa ma´quina virtual poderosa, para a explorac¸a˜o de
clusters.
Noutra direcc¸a˜o, os resultados obtidos ao longo da investigac¸a˜o podera˜o ser usados em au-
las, para a apresentac¸a˜o de conceitos relativos ao desenvolvimento e execuc¸a˜o de aplicac¸o˜es
paralelas e, essencialmente, para a demonstrac¸a˜o de te´cnicas e metodologias que permitem
uma explorac¸a˜o efectiva de clusters que combinam mu´ltiplas tecnologias de comunicac¸a˜o.
Neste aˆmbito, podera˜o ainda ser retiradas concluso˜es mais espec´ıficas sobre a convenieˆncia
de algumas abstracc¸o˜es propostas, tendo em conta o processo de aprendizagem de um novo
utilizador, a produtividade e a qualidade das soluc¸o˜es alcanc¸adas.
Finalmente, a consolidac¸a˜o de conceitos e do ambiente de programac¸a˜o desenvolvido, no-
meadamente no que diz respeito a` optimizac¸a˜o de alguns componentes, melhoramento da
sua robustez e validac¸a˜o da sua aplicabilidade num conjunto mais alargado de casos de
estudo, sera´ o futuro mais prova´vel. Em particular, perspectiva-se a inclusa˜o de suporte
para a tecnologia Infiniband num futuro pro´ximo.
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