The present paper aims at studying the influence of burner parameters with a separated jet configuration, namely nozzles diameters and separation distance between the jets, on the flame characteristics (lift-off positions of flame and flame length). The experimental layout considers the use of OH-chemilumenescence to measure the flame characteristics for different combinations of processing conditions. The predictive analysis is based on a neural computation that considers the correlations between the inputs and the outputs of a combustion system using a configuration of separated jet. The predictive analysis show that a good agreement is found between numerical and experimental results in the case where the predictions are within the process window. The exploration of other process parameter combinations beyond that window gives less convincing results. This is mainly attributed to the fact that steady state characteristics are predicted numerically whereas it is expected experimentally that some of burner parameter combinations can lead to an increase of the parameters characterizing the flame.
Introduction
Oxy-fuel burners are widely used in high-temperature industrial furnaces to improve productivity and fuel efficiency, to reduce emissions of pollutants, and to eliminate the capital and maintenance costs of an air preheater. Indeed, the substitute oxygen by air provides a high flame temperature, a less consumption of fuel and a low NOx production since we eliminate the nitrogen of air [1, 2] . This makes it possible to have a better thermal efficiency and a better stabilization of flame. Furthermore, the use of oxy-combustion in separated jet burners open interesting possibilities in the pollutant reduction such the NOx and the modularity of flame properties (stabilization, topology, flame length, etc.) [3, 4] . For separated jet burners, the principle is based on the geometrical separation of its nozzles. This design gives a high dilution of the reactants by the combustion products, a large and plate flame and a homogeneous temperature in all volume of flame [4, 5] .
Flames from burner with multiple jets have many practical situations. Several studies have been published on the structure and development of non-reacting multiple jets [6] [7] [8] [9] .
However, the studies of multiple jet flames are mostly limited, for example, flame developing in still air without confinement [10] or in a wind tunnel with cross flow [11] . Recently, Lee et al. (2004) [12] studied the blowout limit considering the interaction of multiple nonpremixed jet flames and giving a number of variables such as distance between the jets, the number of jets and their arrangements.
The burner configuration used in this work is composed of three round jets, one central jet of Various parameters govern the flow from burner with multiple jets such as the number of jets, the form of nozzles, the spacing between the jets, the exit velocities, etc. Consequently, these geometrical and dynamical parameters of burner have important effects on the behaviour of flame. Considering the number of parameters, many configurations of burner are possible however it is experimentally difficult to study all possible cases. In a previous paper [4] , several configurations have been tested experimentally to highlight the influence of tubes diameters, distance between the jets and the deflection of jets on the characteristics of the flame. Based on these experimental results we study in the present paper the behaviour of stabilization point (height and radius) as well as the flame length using a numerical method based on the artificial neural network (ANN). The methodology is an advanced statistical of data analysis [13] . It is particularly used when the correlations between the inputs and outputs of a given problem are difficult to capture using standard fitting routines. Typical examples of complex correlations can be found in the case of input interdependencies, several outputs attached to a set of inputs, a large number of parameter combinations, among others. The neural computation was already applied to different situations related to engineering processes [14, 15] . In this paper, we are concerned by the study of the interactions between the burner parameters and their influence on the flame characteristics in a set-up that uses separate jets.
This work is actually an extension of a previously published experimental study [4] and it aims at predicting the flame behaviour within and outside the operating window. The operating window represents here the range of the burner parameters used in the experimental investigation. We have used neural computation instead of standard fitting tools because of the nonlinear correlation between burner characteristics and the burner parameters as pointed out by several authors [16] [17] . In addition, simple preliminary analysis of the experimental data detailed hereafter have shown a significant burner parameters interdependencies [3] [4] .
Experimental layout
The experimental system consisted of a burner and operating conditions, a furnace, and OH Chemiluminescence setup. Fig. 1 shows a schematic diagram of the separated-jet burner apparatus. The burner is composed of three round tubes, one central of natural gas and two side tubes of pure oxygen. The fuel is a mixture of natural gas (85.2% CH 4 , 9.1% C 2 H 6 , 2.44% C 3 H 8 , 1.97 %N 2 , 0.75 %CO 2, plus traces of higher hydrocarbon species) with a density Table 1 summarizes the operating conditions of burner parameters including the central and side jet characteristics (diameter, exit velocity and Reynolds number). The burner is located on the bottom wall of the furnace, which is a 1-m-high vertical tunnel with square cross section (60 × 60 cm). The lateral walls are refractory lined on the inside and water cooled on the outside.
Optical access is provided through quartz windows. OH* chemiluminescence technique is used (Fig. 2) to describe the flame front and therefore to measure liftoff positions and flame lengths. The radical OH* characterizes the reaction zone, and is present in sufficiently high proportion giving a good quality signal, in particular for the oxy-fuel combustion [4, 18] . However, the chemiluminescence of other radicals (CH* at 430.5 nm or C 2 * at 516.5 nm) representative of the reaction zone can also be considered, although the use of an interferential filter is necessary, inducing a signal with a very low intensity. Furthermore, the presence of pure oxygen as oxidizer leads to a higher rate of OH radical compared to other radicals such as C 2 
where Z 0 is the exit burner -base flame distance, Zi is the height of the flame in the image i and n is the number of instantaneous images used for the processing (Fig. 4b ).
The experimental results related to the flame characteristics for several configurations of burner are summarized in Table 2 
Modelling technique
Neural computation requires several steps to allow the predictions of the correlations between the input and output of the present problem. The basic mechanism behind ANN is the neuron activity. The neuron is a mathematical processing unit that receives an input (a number), transforms it (by simple mathematical operations) and forward it to other neurons.
Details about the methodology can be found in [13, 20] . In the following, we will stick to a concise description of the technique. 
where y i is the dimensionless form of the variable x i . x min and x max represent the window range of variable x i . These limits are summarized in Table 3 for all studied parameters.
Each neuron is connected the other neurons following a feed-forward scheme. This writes
where I i is the input of neuron i belonging to the forward layer, Oj is the output of a given neuron j from the backward layer W ij is the weight parameter that relates neurons i and j.
A typical sketch of the neuron connectivity can be found in [13] 8
The output of a given neuron is related to its input using the expression [21] ( )
where the sigmoid function is used to nonlinearly transform the input of each neuron in the network structure. The output is thus bounded between 0 and +1.
Step2: building the database
As the number of experimental sets is limited (29 experiments as shown in Table 2 and 6. Following the correlation between weight population and database size, we are slightly below the lower bound when 6 neurons are used in the hidden layer (see for example [13] ).
We vary the neuron number between the abovementioned bounds to demonstrate where the robustness of neural network is applicable. We know that a unique neuron in the hidden layer is insufficient to give reliable prediction and we know also that 6 neurons is larger than the weight population. Thus, optimal neural network have to be searched between these bounds.
The database is organised in two main categories: training and test categories. The training set data are picked out randomly and varied between 0% to 100%, where the percentage is expressed with respect to the whole database.
Step3: performing the analysis
Training category is used to tune the neuron connections, i.e., weights [20] . In the test procedure, experimental sets are used without correcting any weight. The convergence of the procedure is obtained if the error evolution of the training and test steps stabilise. The procedure is robust if these quantities are close to each other and small enough. The error is obtained by comparing the experimental and numerical response for a given input condition.
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Two main convergence criteria are studied: the average and maximum errors calculated with respect to the submitted cases. The average quantity is expressed as a mean square error.
Step4: solving the problem of equivalent ANN structures
The ANN structures (obtained by varying the neuron number) are classified based on the smallest training and testing errors and also on the basis of the lowest percentage of the data in the training set used for the optimisation.
Results and discussion
Fig . 5 shows a typical optimisation procedure of the ANN structure. The convergence criteria are two average and two maximum errors. The evolution of training errors as function of iteration level up to 1000 itrs well depicts the stabilisation of the convergence criteria beyond 300 cycles (Fig. 5a) . We have selected a small iteration number compared to what is reported in the literature because we have used an efficient training algorithm that can lead to significant overtraining. The final iteration number is large enough to obtain a steady state asymptotic error evolution (significant changes are within the first 300 iterations). The maximum iteration number is lower than 10 000 to avoid overtraining. Fig. 5a well shows that overtraining is not attained since the maximum error is higher than the average error. When increasing the number of neurons from 1 to 6, the final training error decreases. Such a decrease is explained by the increase of the weight number (increase of connections between neurons). This has the consequence to give more variables to the system to find the best weight configuration with respect to a given set of submitted samples. However, when the weight number is too large, the prediction beyond the operating window becomes less evident to trust because a proper prediction requires more experimental sets. In our case, we do not need to have a large neuron number as suggested in Fig. 5a because even in the worst case (one unique neuron in the hidden layer), the maximum error is still less than 5%. Fig. 5b shows the evolution of the test criterion for a training database size of 70%. Convergence of the criterion is obtained irrespective of the neuron number. In particular, with two neurons in the hidden layer, the test errors are the smallest ones. The difference between the maximum and the average error seems more significant compared to the training procedure. is sufficient to enforce the convergence whatever is the neuron number. It seems that at Tr=50%, the error decreases with the decrease of neuron number. Two optimal configurations are found corresponding to (NN=2, Tr=70%) and (NN=6, Tr=50%).
In the case of test procedure, the predicted map contains discriminating information (Fig. 6b) as we can see clearly that the decrease of training samples (i.e., the decrease of test database size) predicts the minimum error. The influence of the neuron number is minor. Thus, it makes sense to choose the configuration (NN=2, Tr=70%) as being the optimal condition.
Our selection is based on the fact with 2 neurons the weight population is reduced so that the predictions are more reliable. This situation is comparable to searching optimal function with few parameters to fit the experimental data. Of course, selecting the optimal neural structure based on a smaller training set would be also reasonable. The result of the optimisation procedure described above is still valid for the two other outputs. In the following, the exploitation of the ANN predictions is detailed. This exploitation considers the optimal ANN structure for which the weight parameters are fixed.
It considers also different combinations of input parameters varied in a continuous way and for which the outputs are calculated for each input combination. The effect of the burner parameters on horizontal position of flame base is shown in Fig. 9 .
When combining S and ox d for a fixed value of ng d , it is predicted that X lo increases nonlinearly only with the increase of S for any particular value of ox d (Fig. 9a) . In fact, the horizontal position of the stabilisation point is fully dependent on the spacing between the jets due to geometrical considerations [4] . When increasing ng d , no major change in X lo is observed either in magnitude nor in trend, which means that the unique control parameter is the spacing between the jets.
The combined effect of separation distance between the jets and the natural gas jet diameter on horizontal position of the stabilisation point is shown in Fig. 9b . The trend is different from the first case. Despite that S is the first control parameter (X lo increases when S increases), The analysis of the third output (the flame length) as function of studied parameters reveals the following ideas summarized in Fig. 10 . When combining S and ox d (Fig. 10a) , it is predicted that the evolution of L f is positively correlated to the evolution of the product S x ox d . This actually represents the unique combination of burner parameters where an interaction effect is highlighted. Indeed, when comparing this result to that corresponding for example to the combination (S, ng d ), it is found that only S has an effect on L f (Fig. 10b) . This is also confirmed by the last trend (Fig. 10c) where the increase of L f is only attributed to the increase of ox d . The prevailing effect of S can be deduced from the mixing process of natural gas and oxygen for which the increase of S means a delay of the combustion start and an increase of the flame length [3] .
In order to quantify all the previously mentioned correlations, fitting routine is applied on the predicted data. Table 4 summarizes the coefficients of a simple regression applied for all studied outputs ( )
where a is a constant value, y j is one of the output responses (L f , X lo, Z lo ) and x i is one of the inputs (S, ox d , ng d ), δ is the Kronecker operator.
Conclusions
The combined effect of burner parameters (S: separation distance between the jets, ox d and ng d : the jet diameters of oxygen and natural gas, respectively) on the studied flame characteristics suggests the following correlations:
• • The flame length is predicted to depend positively on all parameters. Combining S and ox d allows better results (in this case, the interaction term is 0.64). S and ox d represent here the most influential parameters to vary L f . Tables   Table 1. Operating conditions of the burner parameters. Table 2 . Experimental database used to assess lift-off positions of flame (Z lo and X lo ) and flame length (L f ) as a function of nozzles diameters (for the natural-gas jet, ng d and the oxygen jet, ox d ) and the separation distance between the jets (S). Table 3 . Window range of the studied parameters. Table 4 . Regression coefficients based on ANN predicted results and using different approximations. 
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