Abstract. Eventual stability and eventual boundedness for nonlinear impulsive differential equations with supremums are studied. The impulses take place at fixed moments of time. Piecewise continuous Lyapunov functions have been applied. Method of Razumikhin as well as comparison method for scalar impulsive ordinary differential equations have been employed.
Introduction
The stability of solutions of differential equations via Lyapunov method has been intensively investigated in the past. In many real cases, it is obligatory to study the stability of such sets, which are not invariant with respect to a given system of differential equations. This immediately excludes the stability in the sense of Lyapunov. Examples for that can be found when self-controlled systems of management are being studied [2] . For the problem, arisen in this situation, to be solved, a new notion is introduced -eventual stability [7, 17] . In this case, the set under consideration, despite not being invariant in the usual sense, is invariant in the asymptotic sense.
Impulsive differential equations are found in almost every domain of applied sciences. Numerous examples were given in Bainov's and his collaborators' book [6] . Some impulsive differential equations have been recently introduced in population dynamics [15] , neural networks [12] , the chemostat [16] , etc. In the mathematical simulation in various important branches of control theory, pharmacokinetics, economics, etc. one has to analyse the influence of both the maximum of the function investigated and its impulsive changes. An adequate mathematical apparatus for simulation of such processes are the impulsive differential equations with supremums [1, 4, 8] . To the best of our knowledge, there are no results considering the stability of nonlinear impulsive differential equations with supremums, which is very important in theories and applications and also is a very challenging problem.
In the present paper eventual stability of x = 0 and eventual boundedness of the solutions with respect to the system of impulsive differential equations with "supremum" is defined. By employing a class of piecewise continuous functions which are generalization of the classical Lyapunov's functions [6, 11] coupled with the Razumikhin technique [3, 5, 9, 10, 13, 14, 15] some sufficient conditions are found.
Preliminary Notes and Definitions
Let R n be the n-dimensional Euclidean space with norm |.|; Ω be a domain in R n containing the origin;
Define the following class of functions:
is a piecewise continuous function with points of discontinuityt ∈ J at which σ(t − 0) and σ(t + 0) exist and σ(t − 0) = σ(t)}.
Consider the following system of impulsive differential equations with "supremum"
where f :
Denote by x(t) = x(t; t 0 , ϕ 0 ), x ∈ Ω the solution of system (2.1), satisfying the initial conditions:
and by J + (t 0 , ϕ 0 ) -the maximal interval of type [t 0 , β) in which the solution x(t; t 0 , ϕ 0 ) is defined.
The solution x(t; t 0 , ϕ 0 ) of problem (2.1), (2.2) is a piecewise continuous function in interval J + (t 0 , ϕ 0 ) with points of discontinuity of the first kind t = t k , k = 1, 2, . . . at which it is continuous from the left, i.e. the following relations are satisfied:
Introduce the following notations:
is strictly increasing and such that a(0) = 0}.
Introduce the following conditions:
H2.3. The function f is Lipschitz continuous with respect to its second and third arguments in [t 0 , ∞) × Ω × Ω, uniformly on t ∈ [t 0 , ∞).
H2.6. The functions (I +
. . where I is the identity in Ω.
In the further considerations we shall use the class V 0 of piecewise continuous auxiliary functions V : [t 0 , ∞) × Ω → R + which are analogues of Lyapunov's functions [11] .
1. V is continuous in G, locally Lipschitz continuous with respect to its second argument on each of the sets G k , k = 1, 2, . . . and V (t, 0) = 0, t ∈ [t 0 , ∞).
For each
, Ω] the upper right-hand derivative of V with respect to system (2.1) is defined by
Note that in Definition 2, D + V (t, φ) is a functional whereas V is a function.
Introduce the set
Together with system (2.1), we shall consider the comparison equation
where g :
In the proof of the main results we shall use the following lemmas:
Lemma 1. Let the conditions H2.1, H2.3, H2.4, H2.6, H2.7 and H2.8 hold.
Proof. Since the conditions H2.1, H2.3, H2.4 and H2.6 hold then from the existence theorem for the equationẋ(t) = f (t, x(t), max s∈[t−τ,t] x(s)) without impulses [3] it follows that the solution x(t) = x(t; t 0 , ϕ 0 ) of the problem (2.1), (2.2) is defined on each of the intervals (t k−1 , t k ], k = 1, 2, . . .. From conditions H2.7 and H2.8 we conclude that it can be prolonged continuously for t ≥ t 0 .
Let us note that the problems of existence, uniqueness, and continuability of the solutions of functional differential equations without impulses has been investigated in the monograph [3] .
Lemma 2. Assume that :
1. Conditions H2.1, H2.3, H2.4, H2.6, H2.7 and H2.8 hold.
The function
. . are nondecreasing with respect to u.
The maximal solution
, Ω] such that V (t + s, φ(t + s)) < V (t, φ(t)), s ∈ [−τ, 0).
Proof. From Lemma 1 it follows that J + (t 0 , ϕ 0 ) = [t 0 , ∞) and the solution x = x(t; t 0 , ϕ 0 ) of the problem (2.1), (2.2) is such that
The maximal solution u + (t; t 0 , u 0 ) of the system (2.4) is defined by the equality
Then, from the corresponding comparison theorem for the continuous case [7] , it follows that V (t, x(t; t 0 , ϕ 0 )) ≤ u + (t; t 0 , u 0 ), i.e. the inequality (2.5) is valid for t ∈ (t 0 , t 1 ]. Suppose that (2.5) is satisfied for t ∈ (t k−1 , t k ], k > 1. Then, using condition 5 of Lemma 2 and the fact that the function ψ k is non-decreasing, we obtain
We apply again the comparison theorem for the continuous case in the interval (t k , t k+1 ] and obtain V (t, x(t; t 0 , ϕ 0 )) ≤ r k (t; t k , u
e. the inequality (2.5) is valid for t ∈ (t k , t k+1 ].
Main Results

Eventual stability
We shall also use the following notations:
We shall use the following definitions of eventual stability of x = 0 for the system (2.1).
Definition 3.
The set x(t) ≡ 0 is said to be: (a) eventually stable set of system (2.1), if
, Ω]: ϕ 0 < δ) (∀t ≥ t 0 ): |x(t; t 0 , ϕ 0 )| < ε; (b) uniformly eventually stable set of system (2.1), if the number δ in (a) is independent of t 0 ∈ R. Theorem 1. Assume that :
1. Conditions H2.1-H2.8 hold.
g(t, 0) = 0, t ∈ [t 0 , ∞).
3. B k (0) = 0, k = 1, 2, . . ..
The conditions of Lemma 2 hold, and there exists a function
where V ∈ V 0 .
Then if the set u = 0 is an eventually stable set of system (2.4), then the set x = 0 is an eventually stable set of system (2.1).
Proof. Let ε > 0 be such that S ε ⊂ Ω and the set u = 0 be an eventually stable of system (2.4). Then there exist T > 0 and δ 1 > 0 such that
for some given t 0 ≥ T , where the maximal solution u + (t; t 0 , u 0 ) of (2.4) is defined in the interval [t 0 , ∞).
From the properties of the function V , it follows that there exists a constant
, Ω]: ϕ 0 < δ and x(t) = x(t; t 0 , ϕ 0 ) be the solution of problem (2.1),
Setting u 0 = V (t 0 + 0, ϕ 0 (0)), we get by Lemma 2,
Consequently, from (3.1), (3.3) and (3.2), we obtain
Hence, |x(t; t 0 , ϕ 0 )| < ε, t ≥ t 0 for the given t 0 > T , which proves the eventual stability of the set x = 0 of (2.1).
Theorem 2. Let the conditions of Theorem 1 hold, and a function b ∈ K exists such that
Then if the set u = 0 is an uniformly eventually stable set of system (2.4), then the set x = 0 is an uniformly eventually stable set of system (2.1).
Proof. Let ε > 0 be such that S ε ⊂ Ω. Suppose now, that the set u = 0 be an uniformly eventually stable of system (2.4). Therefore, we have that
for every t 0 > T and δ 1 > 0 independent of t 0 ∈ R. Let δ > 0 be such that
Then, from (3.4) and (3.6), it follows
which due to (3.5) implies
We claim that ϕ 0 < δ implies |x(t; t 0 , ϕ 0 )| < ε, t ≥ t 0 for every t 0 > T . If the claim is not true, there exists t 0 > T , a corresponding solution x(t; t 0 , ϕ 0 ) of (2.1) with ϕ 0 < δ, and t * > t 0 such that,
where t * ∈ (t k , t k+1 ] for some k. Then, due to H2.6 and condition 5 of Lemma 2, we can find t 0 ∈ (t k , t * ) such that
, since all the conditions of Lemma 2 are satisfied, we get
From (3.8), (3.1), (3.9) and (3.7), it follows that
The contradiction obtained proves that (2.1) is uniformly practically stable.
Remark 1.
We have assumed in Theorems 1 and 2 stronger requirements on V only to unify all the stability criteria for the comparison equation and for the system under consideration. This obviously puts burden on the comparison equation (2.4) . However, to obtain only non-uniform stability criteria, we could weaken certain assumption, as it is stated in the next result.
Theorem 3. Assume that :
2. There exists a function V ∈ V 0 such that (3.1) holds, (3.10) and the inequality
is valid for any t ∈ [t 0 , ∞) and any
3. There exists a number Γ > 0 such that |q(t, x)| ≤ Γ , (t, x) ∈ [t 0 , ∞) × Ω.
4.
∞ t0
Then the set x = 0 is an eventually stable set of system (2.1).
Proof. Let ε > 0 be such that S ε ⊂ Ω and Γ > 0. Let the number T = T (ε) > 0 be chosen so that for t ≥ T 
, Ω]: ϕ 0 < δ and x(t) = x(t; t 0 , ϕ 0 ) be the solution of problem (2.1), (2.2). Then |ϕ 0 (0)| ≤ ϕ 0 < δ, (t 0 + 0, ϕ 0 (0)) ∈ B δ , hence
From condition 3 of Theorem 3, (3.11) and (3.12), we have
Let t k+l < t < t k+l+1 . Then, we have
Therefore, |x(t; t 0 , ϕ 0 )| < ε for t ≥ t 0 .
Remark 2. It is well known that, in the stability theory of functional differential equations, the condition D + V (t, x(t)) ≤ p(t)q(t, x(t)) allows the derivative of the Lyapunov function to be positive which may not even guarantee the stability of a functional differential system (see [3, 5] ). However, as we can see from Theorem 3, impulses have played an important role in stabilizing a functional differential system [14] . 
Then the set x = 0 is an uniformly eventually stable set of system (2.1).
Proof. Let ε > 0 be given. Choose δ = δ(ε) < b −1 ( 1 2 a(ε)), 0 < δ < ε and Γ = Γ (ε) > 0 so that |q(t, x)| ≤ Γ for (t, x) ∈ B δ . Let the number T = T (ε) > 0 be chosen so that for t ≥ t 0 . Therefore, |x(t; t 0 , ϕ 0 )| < ε for t ≥ t 0 . x(s), t = t k , ∆x(t k ) = c k , t k > 0, k = 1, 2, . . . , (3.18) where t ≥ 0; x ∈ R + ; τ > 0; p ∈ C[R + , R]; c k < 0 and |c k + x| < |x| for k = 1, 2, . . . , 0 < t 1 < t 2 < · · · and lim k→∞ t k = ∞.
The set x = 0 is not stable in the sense of Lyapunov, because it is not an equilibrium for the equation (3.18).
Let α > 0. Consider the function V (t, x) = |x|. For t ≥ 0, t = t k , and for any φ ∈ PC [[t − τ, t], R] such that V (t + s, φ(t + s)) < V (t, φ(t)), s ∈ [−r, 0), we have φ(s)| ≤ |p(t)||φ(t)| for φ ∈ S α . Also, for t = t k , k = 1, 2, . . ., we obtain V (t + 0, x(t) + c k ) = |c k + x(t)| ≤ V (t, x(t)).
If
∞ 0 |p(t)| dt < ∞, then all conditions of Theorem 3 are satisfied, and the set x = 0 is an eventually stable set with respect to (3.18).
