This paper addresses the issue of closed-set text-independent speaker identi cation from samples of speech recorded over the telephone. It focuses on the e ects of acoustic mismatches between training and testing data, and concentrates on two approaches: extracting features that are robust against channel variations, and transforming the speaker models to compensate for channel e ects.
I. Introduction
In many applications of automatic speaker recognition (ASR), a communication channel separates the user from the recognition system. This can, for example, be a telephone channel (e.g. identity veri cation for banking transactions over the phone, voice recognition for smart voice mail systems), or some type of microphone (e.g. voice identi cation for building access, identi cation of speci c speakers in multimedia recordings). In most cases, the communication channel is allowed to change between di erent calls to the system, and the data samples collected to train the speaker models are only representative of a small fraction of all the acoustic conditions that can be met during testing. The resulting acoustic mismatches between training and testing data greatly a ect the performance of ASR systems.
In this paper, we focus on closed-set speaker recognition from data collected over the telephone. The problem posed by acoustic mismatches can be tackled at di erent levels. In this paper, we concentrate (1) on the extraction of robust speech features and, (2) on a transformation of the speaker models to reduce channel e ects. Recently, acoustic mismatches have also addressed at the classi cation level, by estimating which type of telephone unit is used in the communication and by modifying the speaker classi cation algorithm accordingly 1], 2].
A. The Feature Extraction Problem
The exact factors in a speech signal that are responsible for speaker characteristics are not exactly known, but it is a fact that humans are able to distinguish among speakers based on their voices. Studies on inter-speaker variations and factors a ecting voice quality have revealed that there are various parameters at both the segmental and suprasegmental levels that contribute to speaker variability 3], 4], 5], 6], 7]. Despite the fact that one cannot exactly quantify interspeaker variability in terms of features, current speaker identi cation systems perform very well with clean speech. However, the performance of these systems can decrease signi cantly under certain acoustic conditions, such as noisy telephone lines 8] .
In the last few years, much of the speaker identi cation research has been devoted to modeling issues (e.g. 9], 10], 11], 12], 13], 14]), and signi cant performance improvements have been reported from developing sophisticated speaker models. Comparatively fewer papers have addressed the equally important issue of robust feature extraction for the purpose of speaker identi cation. Many current speaker recognition systems rely on spectral-based features, in particular the mel-cepstrum. A notable exception is the work by Janowski, Quatieri and Reynolds 15] , where a new set of features based on amplitude and frequency modulation of speech formants and high-resolution measurement of fundamental frequency is used in addition to the standard lterbank-based cepstrum to perform speaker identi cation over a degraded channel. A drawback of this approach is that it requires an estimate of potential formant locations, which can be problematic. In addition, the performance of the system improves only when the new features are combined with the traditional mel-cepstrum.
In this paper, we rst show experimentally that speaker recognition performance strongly depends on the front-end unit that preprocesses the speech signal. We demonstrate that the front end can be optimized to consistently and signi cantly improve the system performance. We also describe a new lterbank design that improves the robustness of the speech spectrum computation. We then derive a new feature based on spectral slopes that may be used either individually or in combination with the mel-cepstrum. Numerical results are provided to illustrate the performance gain brought by these algorithms.
B. The Model Transformation Problem
The second part of this work aims at developing transformation algorithms that render the speaker models more robust to acoustic mismatches.
Many ASR systems rely on cepstral mean subtraction (CMS) 16] to compensate for channel e ects 17], 11]. It is well-known, however, that channel mismatches can still be a signi cant source of errors after CMS. Preliminary experiments reported in Section III-B con rm this point. For this reason, more sophisticated cepstrum transformation methods have been proposed in the literature. In 18], 19], cepstral compensation vectors are derived from a stereo database and applied to the training data to adjust for environmental changes. The compensation vectors depend either on the SNR or on the phonetic identity of the frames. In 21] , an a ne transformation of the cepstral vectors is estimated from a stereo portion of the database under study, and then applied to the training data. The e ect of transmission channels on speech has also been addressed in the context of speech recognition, where acoustic mismatches increase the confusability between phones and lead to word recognition errors. However, few of the algorithms developed for speech recognition can be readily applied to the problem of speaker recognition.
For example, adaptation algorithms that adjust the features or the models to better represent the test data (e.g. 22] , 23], 24], 25]) are hard to use in speaker recognition: if the speaker models are adapted with the test data, they all eventually converge toward the same model, and the speaker discrimination capability is lost. Other speech recognition algorithms have addressed the mismatch issue by assuming that a priori knowledge about the mismatch is available: some algorithms require stereo data representing both conditions (e.g. 26] , 27]), others need samples of similar sounds across di erent channels (e.g. 28]). These approaches are hard to implement in speaker recognition because of the practical di culty of requiring each speaker to record large amounts of speech over multiple channels. In the case of telephone speech, this problem could be alleviated by clustering the channels in two or three categories. For example, a natural choice would be carbon button versus electret handsets 29]. The ASR system would then require a handset detector in order to select one or the other transformation. In this work, however, we prefer to assume that no a priori knowledge about the mismatch is provided or extracted from the speech waveform, and we show that signi cant improvement can be achieved without such knowledge.
The technique we propose compensates for channel mismatches by transforming the speaker models. It makes use of an auxiliary database containing stereo recordings to compute what we refer to as a synthetic variance distribution. This distribution can then be used to derive a transformation that is applied to the variances of speaker models built with training data from other databases. Two such transformations are proposed. They essentially increase the variances of the speaker models by an appropriate amount to render the speaker models more robust to channel e ects. These transformations can be applied to di erent speech features, and have been tested both with cepstrum-based models and with models based on the new feature described in the paper.
The experiments reported in this paper are concerned with \closed-set" speaker recognition, that is with the problem of recognizing a speaker among N known speakers. In the last section of the paper, we show that the methods developed for closed-set ID also extend to \open-set" speaker recognition, that is to the problem of determining whether a test speaker belongs to the training set, and of identifying him if he does.
II. Databases Used in This Study
The focus of our e ort is to ensure that the algorithms we develop are general and work on di erent telephone databases. To establish that this is the case, we used several corpora in this study. These corpora span di erent mismatch conditions, contain di erent amounts of training and testing data, were collected by di erent institutions, and illustrate di erent kinds of speech, from read digits to unconstrained conversational speech.
III. Baseline System and Preliminary Experiments
A. Description of the Baseline System
The speaker recognition system used as a baseline for this work consists of a series of Gaussian mixture models (GMMs) modeling the voices of the speakers to be identi ed, along with a classi er that evaluates the likelihood of unknown speech segments with respect to these models. In closed-set problems (speaker identi cation), the classi er hypothesizes the identity of an unknown test speaker by determining which model maximizes the likelihood of the test utterance. In open-set problems, the classi er compares the likelihood scores to some threshold to reject the test segments that poorly match all the trained models, and otherwise hypothesizes speaker identities based on likelihood maximization.
In both training and testing, the speech waveforms are digitized and preprocessed by a frontend unit that extracts a set of N c mel-frequency cepstral coe cients from each frame of data.
The parameters that control the front-end processing (e.g. frequency range, lter shape, lter resolution) are set a priori but can be modi ed if desired. Cepstral mean subtraction can be applied (optionally) to each utterance to eliminate some of the spectral shaping occurring in the communication channel.
For each speaker, a GMM is built using the speaker's training data to estimate the prior probabilities, means, and variances of the Gaussians. The number of Gaussians, N g , is the same for each speaker, and is chosen depending on the amount and nature of the training and testing data. The generation of a GMM starts with the choice of a random vector quantization (VQ) codebook. The codebook is then iterated on, using the Lloyd algorithm 32]. At each VQ iteration, the Gaussians containing the largest number of data points are split, and the Gaussians containing the fewest data points are eliminated. After convergence of the VQ codebook, Gaussians are tted to the codewords, and their parameters are adjusted using a few expectation-maximization (EM) iterations 32]. When presented with a speech segment from an unknown speaker, the classi er scores all the su ciently high energy frames of the segment against all speaker models, accumulating the log-likelihoods of the speech frames for each model. A hard decision is then made as to which model summed up the highest log-likelihood, and this model is hypothesized as belonging to the speaker who uttered the test segment.
B. Preliminary Experiments
Preliminary experiments were performed with the baseline system to measure the e ect of channel mismatches and cepstral mean subtraction on speaker recognition error rates. These experiments are performed wit a 16-coe cient mel-cepstrum feature.
Using the Stereo-ATIS database described previously, a set of 64-Gaussian GMMs was built with 40 seconds of Sennheiser-recorded speech per speaker. The system was then tested with 4-second Sennheiser utterances (lines 3 and 4 in Table I ) and with the telephone recordings of the same utterances (lines 1 and 2). For comparison, 10 sets of 64-Gaussian GMMs were built with speech recorded from 10 di erent telephone units, and the models were tested with speech from the same telephone units. The performances of these 10 matched telephone-telephone systems were averaged and reported in line 5 of Table I .
The results reported in the table show that although CMS reduces the error rate signi cantly in the mismatched system (from 33% to 16%), its error rate with CMS remains more than three times higher than that of the corresponding matched Sennheiser system (16% vs. 5%). Other researchers (e.g. 33] , 34]) have reported similar results: CMS eliminates convolutional e ects but it does not eliminate additive noise and does not take into account channel nonlinearities and nonstationarities.
In addition, CMS can eliminate some of the speaker characteristics as exempli ed by the matched Sennheiser experiments (lines 3 and 4). This result, which may be attributed to the cancellation of vocal-tract information by the high-pass ltering in CMS, is to be expected also from techniques such as RASTA preprocessing 33].
Finally, comparing lines 3 and 5 in Table I con rms that, more than the presence of a telephone unit between the speaker and the ASR system, it is the possible mismatch between training and testing conditions that results in poor speaker-ID performance.
In another series of experiments with the Stereo-ATIS database, we measured the average distortion between Sennheiser-recorded cepstral coe cients and their telephone stereo recordings. the telephone units and all the speakers in the database, and is estimated from all the frames of several sentences of each speaker-telephone combination. Fig. 1 shows the average distortion d k versus the cepstral coe cient index k, with and without cepstral mean subtraction. Again, cepstral mean subtraction helps decreasing the e ects of the channel, although the distortion remains signi cant after CMS. The gure also shows that the channel e ects are more noticeable on higher-order cepstral coe cients. This may be due to the fact that the overal speech energies in these coe cients are lower than those in lower-order cepstral coe cients, and that noise e ects are therefore relatively more important.
Because this work focuses on speaker recognition under mismatched conditions, CMS was systematically applied throughout the paper (unless otherwise speci ed) as a rst step to eliminate channel e ects.
IV. Feature Extraction for Speaker Identification
In this section, we discuss some issues regarding the extraction of features for speaker recognition. We show that the performance of an ASR system depends strongly on the parameters describing the front-end unit that processes the incoming speech. To make the front end more robust over a large range of parameters, we rede ne the lterbank based on which the cepstrum feature is computed. We then demonstrate experimentally that a large performance improvement can be obtained by optimizing the front-end parameters. We report detailed experimental results and suggest intuitive explanations wherever possible.
We then introduce a new feature: the spectral slope. We show that the spectral slope (after re-optimization of the front-end parameters) discriminates better between speakers than the cepstrum. In addition, we argue that the two features contain relatively orthogonal information, and we show that combining them further improves the system performance.
A. Description of the Baseline Front End
The baseline front end used in this work rst transforms the speech signal to the frequency domain via a fast Fourier transform (FFT). The frequency scale is then warped according to the mel-scale to give a higher resolution at low frequencies and a lower resolution at high frequencies. Speci cally, we implemented the bilinear transformation proposed by Acero 20] , ! new = ! + 2 atan F w sin! 1 ? F w cos! ; where the constant F w 2 0; 1] controls the amount of warping. The frequency scale is then multiplied by a bank of N f lters whose center frequencies are uniformly distributed in the interval Min f ; Max f ], along the warped frequency axis. The width of each of these lters ranges from the center frequency of the previous lter to the center frequency of the next lter. The lter shape is trapezoidal, and can vary all the way from triangular to rectangular. The shape of a particular set of lters is encoded in a constant T r that measures the ratio of the small to the large side of the trapezoid (T r = 0 means triangular lters, T r = 1 means rectangular lters). The lterbank energies are then computed by integrating the energy in each lter, and a discrete cosine transform (DCT) is used to transform the lterbank log-energies into cepstral coe cients. Cepstral mean subtraction is applied to each training and testing utterance.
B. Perceptually Motivated Filterbank Design
Because the bandwidths of the mel-warped lters are chosen based on the number of lters, the lterbank energy estimates can be very poor at certain frequencies when the frequency scale is warped, especially if the number of lters is large. Ideally, one should nonuniformly sample the Fourier transform during the computation of the FFT to compensate for the warped frequency scale. Alternatively, one can make the bandwidth of each lter a function of frequency (as opposed to a function of the distance between center frequencies of adjacent lters as in the baseline design). The question is how this function should be chosen.
In 35], Klatt proposed a bank of 30 lters based on auditory perception criteria. Because Klatt's parameters are derived for a xed lterbank size, his design could not be ported directly to our system. Instead, we approximated Klatt's coe cients with the function given in Table II .
To provide more exibility to the system, an additional parameter, the bandwidth scale B s , was introduced in the front end to uniformly scale the lter bandwidths, i.e.
Bw new = B s Bw;
where Bw is the bandwidth speci ed in Table II . From a signal processing perspective, N c de nes the resolution that is required in the cepstral domain, N f de nes the resolution that is required in the frequency domain, Min f and Max f de ne the e ective voice bandwidth, F w de nes the resolution at di erent frequencies, and T r de nes the shape of the lters. But how do these parameters a ect the classi er performance?
A series of preliminary experiments showed that the values of most front-end parameters had a large impact on the classi er performance. For example, varying the lter shape while keeping the other parameters constant would make the error rate vary between 26% and 29%. Other researchers observed similar results (e.g. 36] describes an experimental study on the in uence of lterbank design and parameters on isolated word recognition).
Since it is not clear how each individual front-end parameter a ects the classi cation error rate, we performed an extensive optimization of all the front-end parameters, using the NIST95 database. To ensure that the optimized parameters were not speci c to that database, we collected the sets of parameters that gave the best performance on NIST95 and tested them on a series of other databases. The front-end parameters that resulted in the best performance across all the databases were then chosen as the new front-end for the speaker-identi cation system using that feature.
The optimization method we used is based on successive line searches. At each iteration, all the parameters but one are held constant, and the speaker classi cation error rate is evaluated for di erent values of the remaining parameter (line search). The value that leads to the lowest error rate is retained. The optimized parameter is then xed, and the next parameter is optimized. The procedure continues until the error rate reaches a local minimum. The front-end parameters used to initialize the optimization procedure (see Table III ) resulted from partial optimizations done previously in our laboratory. These initial parameters were those used in the baseline system. Table IV gives the list of experiments that were conducted to evaluate the performance of the system for di erent front-end parameters. The lterbank used in these experiments is that described in the previous section. Fig. 2 illustrates the performance of the system for di erent parameter values. Each gure shows the speaker-ID error rate as a function of one parameter. For each value of this parameter, a series of experiments was performed by varying the other parameters and measuring the resulting speaker-ID error rates. The lowest error rate over each set of experiments was retained and plotted against the parameter of interest. From Fig. 2(a) , we observe that the performance is best for B s ranging from 0.8 to 1.0. It was also observed in the experiments on B s that the performance was uniformly poor for F w > 0:2 and T r < 0:5 (not displayed in Fig. 2 ).
The overall performance of the system uniformly improves as the number of cepstral coecients increases, up to 17. Beyond N c = 17, the error rate begins to increase (Fig. 2(b) ). It is likely that for low orders of cepstral coe cients, speaker information dominates in the representation but, as the number of cepstral coe cients increases, the channel information begins to dominate (see Section III). of the lterbank energy coe cients, the error rate does not vary signi cantly with N f . This may be because the lter bandwidths are independent of the number of lters; adding more lters is thus equivalent to interpolating the lterbank log-energies and does not add to the resolution of the spectrum.
From Fig. 2(d) , we observe that the performance of the system is quite sensitive to Min f and Max f . The error rate is uniformly high when the e ective voice bandwidth is decreased signi cantly. Table V gives the parameters of the best front end using the cepstrum feature, for the NIST95 database. Comparing Table III and V, we see that the improvement in error rate due to the parameter optimization and to the modi cation of the lterbank computation is 25.6% relative.
Since the performance of the system varies signi cantly with the choice of front-end parameters, the next test that must be performed is to determine whether this performance gain holds up on di erent databases. From the set of experiments performed in Table IV , approximately 50 of the best systems were chosen and the performance of these systems was evaluated on the SRI-digits and Switchboard-45 databases. The parameter values that resulted in the best performance varied across the di erent databases. The system that resulted in the best average performance was chosen as the new front end for the speaker-ID system using the cepstrum as a feature. The front-end parameters for this system happen to be identical to those obtained for NIST95 alone (Table V) .
D. Filterbank-Based Spectral Slope Along Frequency
We have discussed in a previous section how we computed the lterbank-based cepstrum. The information contained in the cepstrum corresponds to the overall shape of the spectrum. It is likely to be dominated by the rst formant since the rst formant has the highest energy, due to the e ect of the glottal roll-o . It is well known that formants and their transitions are very important for the perception of speech. In psychophysical studies performed by Klatt 37] , it was observed that when formant locations are changed, the sounds perceived by listeners are di erent from what was intended. The same study shows that humans perceive the same sound when the relative amplitudes of the formants are modi ed in di erent instantiations of the sound.
Although various algorithms have been developed to estimate formant frequency locations in running speech (e.g. 38], 39], 40]), the formant-extraction problem is nontrivial. Machines tend to make gross errors in estimating formant locations: spurious peaks are introduced and true peaks are often missed. We therefore looked for a new measure that would emphasize the locations of formants without actually estimating them.
Filterbank-based spectral slope is a metric that can do this. When comparing the slopes of two spectra of the same sound, the amplitude di erences are not captured, while the locations and bandwidths of resonances are captured. The spectral slope can also be related to the shape of the glottal pulse. If we assume a source-system model for speech production, the spectra corresponding to the system ride on top of the spectra corresponding to the source. Even if the peak locations are the same for di erent speakers, the slope information can give information about the tilt in the spectrum, the spectral tilt being related to the shape of the glottal pulse.
A spectral slope metric was suggested by Klatt 37] and used by Hanson and Wakita 41] for isolated word recognition. In the latter study, the slope is computed indirectly, using the relationship between the derivative of the spectrum and the weighted cepstrum. This principle can be applied to the lterbank-based cepstra only when the number of lters is in nite (and nonoverlapped) and the number of cepstral coe cients is in nite. Neither of these conditions is true in practice. We therefore propose a technique based on the metric suggested by Klatt 37] but where the slopes are computed di erently.
As with the cepstrum feature, the speech signal is transformed to the frequency domain via an FFT, and the frequency scale is warped. The spectrum is then multiplied by a bank of lters similar to that used for the baseline cepstrum. In a rst implementation, the spectral slope was computed as the di erence between the log-energies of two consecutive lters. The best performance with this system on the NIST95 database resulted in a 31.7% error rate.
This system was then improved in three ways. First, the original lterbank was replaced with the perceptual lterbank of Section IV-B. Then, CMS was introduced in the lterbank slope computation to reduce channel e ects. This was done by taking the DCT of the lterbank log-energies, eliminating the rst cepstral coe cient, c 0 , and computing the inverse DCT of the remaining cepstral coe cients. The spectral slopes were then computed from the transformed lterbank. Last, the slope computation was made more robust to small variations in the lterbank log-energies by using a 3-point regression technique instead of a simple di erence between adjacent lters. This new system was optimized as detailed below.
E. Optimization of the Front-End Parameters for the Spectral Slope
The front-end parameters were reoptimized for the spectral slope feature and tested on all the databases. In the context of the spectral slope, we also found that the performance of the system varied signi cantly with the choice of front-end parameter values. Again, successive line searches were performed on the NIST95 database (Table VI) to select the best front end. Fig. 3 shows the optimization of the front end for di erent parameters. From the experiments on B s (Fig. 3(a) ) we notice that the performance of the system is uniformly good for a choice of B s between 0.6 and 1.0. Fig. 3(b) shows the results of the optimization of N f . From Fig. 3(b) , it appears that the system with 28 lters works best for B s = 1:0. The parameters of the system that worked best on the NIST95 database are given in Table VII . We did not perform experiments on Min f and Max f since the results on the cepstrum did more or less indicate that the entire voice bandwidth is important. We tested the performance of approximately 50 of the best systems on the SRI-digits and Switchboard-45 databases. The system that resulted in the best average performance was identical to the best NIST95 system.
F. Discussion
The experiments we have described indicate that the performance of the speaker-ID system uctuates signi cantly with the choice of the front-end parameters. This uctuation could be due to one of two reasons: (1) the features are very sensitive to the front-end parameters, and (2) the models generated are sensitive to small changes in parameter values. It is possible that the probability density functions used to represent the features are not Gaussian. However, given that each element of the feature is represented by a Gaussian-mixture density function, a poor t between the model and the data is unlikely. The variation across databases should thus be attributed to the variation in channel characteristics across the di erent databases and to the sensitivity of the front-end parameters to the channel characteristics. The new features with the new front end are still sensitive to channel variations. In Section V we address this issue from a modeling point of view, and show that the new features along with modi ed models can signi cantly improve the performance of the system.
G. Combining Di erent Features
In most of the experiments we performed on speaker identi cation, using of the cepstrum or the spectral slope resulted in similar performance. If the two features carry complementary information, their combination can be expected to perform better than either feature alone. To verify this hypothesis, we combined the two features by taking, for each test utterance, a simple average of the normalized log-likelihoods of the observations obtained for each feature individually. The normalization factor for each feature is simply the length of the feature vector. This prevents the feature vector with the highest number of components from dominating the overall score.
The performances of the systems using each of the features individually and the combined features across all databases are shown in Table VIII. Note that the combined systems did work uniformly better than either feature alone, except on SRI-3 where the spectral slope could not bene t from the additional information brought by the cepstrum.
H. Extension to Speech Recognition
The techniques described in the previous sections were tested on a speech recognition task. We determined two new sets of front-end parameters for speech recognition by Viterbi aligning the transcriptions of a few hours of Switchboard speech, modeling each context-independent phone with a GMM, and nding the front-end parameters that minimized the phone classi cation error rate for the cepstrum and spectral slope features. These front ends were then used to perform a speech recognition experiment on the 1995 development set of the Large Vocabulary Continuous Speech Recognition (LVCSR) Evaluation on the Spanish Callhome database 42]. Cepstral mean subtraction was applied at the sentence level, in all the experiments. Results are summarized in Table IX . Table IX shows that optimizing the front-end parameters brought a 3.6% absolute reduction in word error rate over a state-of-the-art speech recognizer, which is a signi cant improvement given the di culty of the task. However, the improvement brought by the spectral slope in speaker recognition problems does not carry over to the context of speech recognition. This con rms a posteriori that the spectral slope conveys information that is speci c to the speaker, e.g. the glottal roll-o (see Section IV-D), rather than to the speech.
In the previous section, we addressed the problem of acoustic mismatches between training and testing data from a feature-extraction viewpoint. In this section, we propose a modelbased channel compensation method that aims at reducing remaining channel e ects. The framework for which this method was developed assumes that { as in many speaker identi cation applications { training data are collected from only a few telephone units, whereas the system is expected to recognize the speaker's voice from many other handset-line combinations.
In terms of Gaussian mixture modeling, a change in acoustic environment translates into a modi cation of the means and variances of the clusters of features representing the speaker's voice. As a consequence, the speaker's test data are not well modeled by the Gaussians built to t the training data, and speaker misidenti cations are likely to occur.
Deriving model transformations that counteract these parameter changes is made di cult by the fact that collecting data from many di erent telephone lines for each speaker in the database is often impractical. Whereas in speech recognition a large variety of acoustic environments can be obtained by pooling speech from di erent speakers using di erent units, in speaker recognition each model must be trained with data from only one speaker. In this context, a more practical approach is to collect multi telephone data from a few patient speakers, analyze these data, and try to apply the resulting observations to other databases.
The method we propose essentially performs channel compensation, as opposed to channel adaptation. It aims at rendering the speaker models more robust to channel mismatches by appropriately increasing their variances while keeping their means unchanged. The variance increases are di erent along each cepstral coe cient. They are meant to account for the unknown shifts in the means occurring with the features when the channel changes, as well as for possible variance modi cations. Fig. 4 illustrates this conceptually in a two-dimensional feature space. If G1 is a cluster of features observed on the training data collected from a given telephone unit, the same speech frames transmitted by another unit might look like G2 or G3 or G4. Since our baseline system uses Gaussian mixture models, we can think of G1 as one Gaussian of a speaker's GMM. The exact mean and variance changes from G1 to G2, G3, or G4 are generally unknown at the time of testing. Instead of trying to estimate them from the data, we replace G1 with G, a Gaussian that \covers" the possible regions where we may expect the data to lie when transmitted by di erent telephone lines. The variances of the G clusters of all the speaker models form what we refer to as a synthetic variance distribution. This variance distribution can then be used to derive variance transformations for other databases.
As argued in the next section, this approach can also to some extent compensate for two other factors: the typically limited amount of training data and the limited size of the speaker models.
A. Amount of Training Data and Model Size
In matched conditions, the performance of a speaker identi cation system largely depends on the amount of training data available: the more data there are, the better the speaker's voice can be modeled, and the lower the error rate is. This observation also holds for mismatched systems as illustrated in Fig. 5 . In this experiment, we used increasing amounts of Sennheiser data from the Stereo-ATIS database to build four GMMs having, respectively, 64, 128, 256, and 512 Gaussians. We then tested the models with two sets of data: one contained Sennheiser utterances, the other contained the stereo recordings of the same sentences, recorded from various telephone units. The two test sets were kept unchanged as the amount of training data increased. Fig. 5 compares the performance of the matched and mismatched systems and shows that even if mismatched with the test data, more training data signi cantly decreases the speaker-ID error rate. It also shows that larger amounts of training data allow models with more Gaussians to outperform smaller models.
The amount of data used to build a GMM and its number of Gaussians is directly re ected by the variance distribution of the Gaussians. For illustrative purposes, we computed, for each GMM built in the previous experiment, the average along each cepstral coe cient of the variances of the Gaussians in the GMM. The averages along c 2 are plotted in Fig. 6 . The gure shows that, for a given amount of data, the Gaussians of large GMMs have lower variances since they model fewer data points. It also shows that, for a given model size, the average variance increases with the amount of training data. This occurs because the EM algorithm e ectively tries to minimize the variances of the Gaussians in the model, which can better be achieved when there are fewer data points per Gaussian.
This observation suggests that arti cially increasing the variances of GMMs may be useful to compensate for the lack of training data, and to allow larger models to be built. We will see this assumption veri ed in our experiments.
B. Synthetic Variance Distribution
Using the Stereo-ATIS database, which (see Section II) contains Sennheiser-recorded speech and telephone-transmitted speech recorded in stereo mode, a synthetic variance distribution can be computed as illustrated in Fig. 4 . The Sennheiser utterances of the database are used to build the G1 clusters, and their telephone stereo recordings are used to estimate the variances of the G clusters. Because lower-order cepstral coe cients typically have a larger dynamic range than higher-order coe cients, the variance distribution is estimated separately for each direction of the cepstral feature space.
The algorithm for computing the synthetic variance distribution can be summarized as follows:
1. Set apart a few Sennheiser sentences from each speaker and build with them a set of N g -Gaussian GMMs that will be used as frame classi ers. , of the stereo recordings of these frames. These stereo recordings comprise frames recorded on various telephone units (10 in total in Stereo-ATIS). To compensate for the shift in the means occurring between the Sennheiser and telephone data, the variance 2 T is computed with respect to the mean S of the Sennheiser frames rather than with respect to the mean of the telephone frames, T . The variances, 2 T , form the desired synthetic variance distribution. We used boldface symbols for the means and variances to emphasize that these are vectors of N c (the number of cepstral coe cients) elements. The synthetic variance distribution is thus N c -dimensional.
We built such a synthetic variance distribution from the Stereo-ATIS database, keeping 30 sentences from each of the 13 speakers in the database to train a set of 64-Gaussian GMM classiers, and using the other 270 sentences per speaker to derive the synthetic variance distribution. The feature used was the 17-dimensional cepstrum. the number of Gaussians in the speaker GMM). The data points in each plot were normalized to have zero mean and unit variance. Fig. 7 shows that (1) as we expected, most of the telephone variances are larger than the corresponding Sennheiser variances, and (2) the variances along c 17 show more dispersion than those along c 1 . This is not unexpected since we have observed in Section III that higher-order cepstral coe cients are more sensitive to channel e ects.
C. A ne Transformation of the Variances
In rst approximation, the data points in each plot of Fig. 7 can be tted with a straight line. The coe cients of these straight lines de ne an a ne transformation of the Sennheiser variances onto the telephone variances. Speaker models trained from databases containing speech collected from a single acoustic environment (single handset, single telephone line) can bene t from this transformation to modify their variances and increase their acoustic coverage.
Expressing the a ne transformation as y = m i x + t i , where i refers to the cepstral coe cient c i , and x and y represent, respectively, the variance of a cluster of Sennheiser frames and the variance of the corresponding telephone frames, the parameters m i and t i can be estimated from the data, using a least mean squares tting: 
C.1 Results of Experiments
The a ne transformation developed on Stereo-ATIS was applied to the SRI-digits database described in section II. Gaussian mixture models were trained with 1 minute of speech collected from one telephone line (line 1 or line 2) and tested with multi line data. Table X compares the error rates with and without variance transformation for di erent model sizes. (The last two lines in Table X will be explained in Section V-D). Although the transformations were derived from Stereo-ATIS, they signi cantly improved the performance on this new database. As we argued in Section V-A, increasing the model variances also allowed us to increase the model sizes.
One problem with the a ne transformation method is that it implicitly assumes that training data are provided by a single acoustic environment. If, instead, training data are collected from a few di erent telephone lines, one might expect these data to cover more of the feature space and the reduced mismatch to require a di erent variance transformation. As stereo data are hard to collect from two or more telephone units simultaneously, another method must be developed to deal with this situation.
D. Translation to a Fixed Target
For analysis purposes, the a ne transformation can be simpli ed into a scaling part modeled by the slope m i or a translation part modeled by the o set t i . Table X shows the error rates obtained by setting the slope m i to one and estimating the o set using the least means squares, and the error rates obtained by setting the o set to zero and estimating only the scaling part of the transformation. The table shows clearly that the most signi cant part of the transformation is due to its additive o set component. This can be justi ed intuitively: in rst approximation, the speech coming out of a telephone line can be represented in the cepstral domain as a random process resulting from the sum of a clean speech contribution and a channel e ect. Since the signals are additive, so are their variances. Thus, the translation term in the variance transformation corresponds to an estimate of the average channel variance. The full a ne transformation, with its scaling term, re nes this model by taking into account nonadditive e ects. The translation to a xed target method takes advantage of this observation to simplify and generalize the variance transformation and allow it to deal with multi line training and, as a by-product, to compensate for limited amounts of training data.
In this method, the synthetic variance distribution is seen as a \ xed target" to be reached by the variances of the speaker models. The variances of the speaker models are translated by an amount such as to make their mean equal to the mean of the synthetic variance distribution. Mathematically, the transformation can be described as Provided that the synthetic variance distribution is computed with a large amount of training data (i.e. large enough to reach the asymptote in Fig. 6 ), the translation term t i also corrects the speaker model variances, 2 q;l (i), for being underestimated because of a lack of training data.
In addition to its capability of compensating for small amounts of training data, this method extends easily to training conditions including more than one line since it does not make any assumption about the training conditions (as opposed to the a ne transformation method).
D.1 Results of Experiments
The a ne transformation and xed target translation were compared in a set of experiments performed on the SRI-digits database, with one-and two-line training conditions. The xed target translation method consistently outperformed the a ne transformation method. Results are summarized in Table XI .
Next, a series of experiments was performed to check that the improvement brought by the xed target translation holds for larger sets of speakers. We used to this e ect the NIST96 database (see Section II), which contains mismatched data from 150 male speakers. Speaker-ID experiments were performed with 10, 25, 50, 100, and 150 speakers, with and without variance transformation. Whenever possible, we averaged the outcomes of several experiments to improve the precision of the error rate estimates. (For example, 15 10-speaker experiments were averaged to obtain the 10-speaker error rate. For the 25-, 50-, 100-, and 150-speaker error rates, respectively 6, 3, 1, and 1 experiments were performed and averaged. This way, all the training and testing sentences were used exactly once to determine the error rate for each number of speakers.) The results of these experiments are displayed in Fig. 8 . The gure shows that the improvement brought by the variance transformation is essentially independent of the number of speakers. Transforming the model variances improves the match between the speaker models and the test data, irrespectively of the number of speakers to be in the database.
E. Variance Transformation with Multiple Features
So far, we assumed that the cepstrum was the only feature used for speaker identi cation. The following experiment shows the performance on the NIST95 database of a system combining the optimized features from Section IV with the xed target variance transformation. Two 64-Gaussian GMMs were built from the cepstra and spectral slopes of the NIST95 training data, using the optimized front ends summarized in Tables V and VII. Two sets of variance transformations were computed for the same features and the same front ends, with Stereo-ATIS data. The transformations were applied to the NIST95 GMMs, and testing was done as described in Section IV-G, that is, by maximizing the sum of the normalized likelihoods of the two classi ers. The results, summarized in Table XII, show that the combined system reduced the error rate from 24.89% to 20.83%, a 16.31% relative error rate reduction (note that the baseline for this experiment, 24.89% error rate, assumes that the front end is already optimized).
F. Extension to Open-set Speaker Recognition
All the results presented in this paper were for closed-set speaker identi cation. Another important problem is that of open-set speaker recognition, where \target" speakers are to be identi ed and \imposter" speakers are to be rejected. Open-set speaker recognition involves many issues that are beyond the scope of this work, however we would like to close this paper with the results of an experiment we made on open-set recognition, and which shows that the performance improvement that we observed on closed-set identi cation holds up in the case of open-set speaker recognition. This experiment was conducted on NIST95 and extends Table  XII to the case of open-set recognition. The target speakers for this experiment were the 26 speakers from the closed-set experiment. To these, 80 imposter speakers were added. The target speakers were modeled with 64-Gaussian models. Two speaker-independent background models were built (one computed from the cepstrum feature, the other from the cepstral slope feature) with data from the SB45 database. These models had, respectively, 2400 and 800 Gaussians. The likelihood scores produced by the target models where normalized by the likelihood scores from the speaker-independent background model, and likelihood maximization combined with a rejection threshold was used to identify or reject test utterances. The results of this experiment are summarized in Table XIII , where properties such as the closed-set error rate, the miss rate with a 3% false alarm rate, and the false acceptance rates with 10% and 1% miss rates are reported. The combination of the modi ed features along with the variance transformations signi cantly improved all the criteria that we evaluated.
VI. Conclusion
We have attempted to compensate for channel e ects in speaker identi cation by optimizing the front-end parameters, modifying our lterbank computation, introducing a new feature, and transforming the speaker models. Although it has been shown that signi cant improvements are obtained, we have only scratched the surface. In the context of feature extraction, the performance gain is obtained by using only system features. There is a need to develop robust source-feature extraction algorithms. In the context of model transformation, the xedtarget compensation algorithm has resulted in a signi cant performance gain, but it has certainly not completely compensated for channel e ects. This approach should be extended to speaker-dependent and microphone-dependent transformations, which we expect to give further improvements. 
