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Abstract 
Proteins are among the four unique organic constituents of cells. They are responsible for 
a variety of important cell functions ranging from providing structural support to 
catalyzing biological reactions. They vary in shape, dynamic behavior, and localization. 
All of these together determine the specificity in their functions, but the question is how. 
The ultimate goal of the research conducted in this thesis is to answer this question. Two 
types of proteins are of particular interest. They include transmembrane proteins and 
protein assemblies. Using computer simulations with available experimental data to 
validate the simulation results, the research described here aims to reveal the structure 
and dynamics of proteins in their native-like environment and the indication on the 
mechanism of their functions.  
The first part of the thesis focuses on studying the structure and functions of 
transmembrane proteins. These proteins are consisted of transmembrane α-helices or β-
strands, and each of the secondary structure elements adopts a unique orientation in the 
membrane following its local interactions. The structure of the entire protein is a 
collection of the orientations of these elements and their relative positions with respect to 
one another. These two basic aspects of membrane protein structure are studied in 
Chapter II and III. In Chapter II, efforts are given to determine the favorable orientation 
of a β-hairpin peptide, protegrin-1, in different lipid bilayers. The orientational preference 
results from the interplay between the protein and the surrounding lipid molecules. 
Chapter III is centered on revealing the structure and dynamics of caveolin-1 in DMPC 
bilayers. Caveolin-1 forms a re-entrant helix-turn-helix structure with two α-helices 
embedded in the membrane bilayer. The study shows that caveolin-1 monomer is rather 
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dynamic and maintains its inserted conformation via both specific and non-specific 
protein-lipid interactions. To investigate the structural and dynamic impact on the 
function of a membrane protein, molecular dynamics simulations of the voltage-
dependent anion channel are performed and the results are presented in Chapter IV. It is 
found in this chapter that the electrostatic interactions between charged residues on the 
channel wall facing the lumen are responsible for retarding the cation current, therefore 
giving the channel its anion selectivity.  
The second category of protein that is of interest in this thesis is the assembled 
protein complex, especially the ones that are highly symmetric. Actually, many 
membrane proteins belong to this category as well, but the study presented here in 
Chapter V involves simulations performed on a soluble protein complex, bacterioferritin 
B from Pseudomonas Aeruginosa. It is revealed by the simulations that the dynamic 
behavior of the protein is magnified by the symmetry and is tightly associated to its 
function.  
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1.1. An overview of protein structure, dynamics, environment, and function 
Proteins serve as the bridge between the genotypes and phenotypes of organisms. The 
genetic materials stored in DNA and RNA are constantly being retrieved and translated to 
proteins, which perform a variety of cellular functions such as enzyme catalysis, gene 
regulation, energy production, and signal transduction. The functional specificity of a 
protein usually comes from its distinctive structure and/or the embedded dynamic 
properties. For example, membrane channels are usually cylindrical tubes with pathways 
connecting both sides of a membrane. Such architecture facilitates communication across 
the membrane. Another example is the molecular switches. These proteins change their 
conformations upon certain stimuli, which can be the binding of a ligand or a change in 
pH, and either activate or inhibit certain biological pathways. The structure and dynamics 
of a protein is affected by its environment as in the case of the molecular switch 
mentioned above. To study the mechanism of action in proteins, all the above factors 
have to be included.  
 
1.2. Membrane proteins 
Membrane proteins belong to one of the three major protein classes. Approximately 20-
30% of genes in most known genomes encode membrane proteins [1]. Besides their 
abundance, they are indispensible for cells to function properly. They mediate signal 
transduction across the membrane, facilitate the traffic ions and metabolites into and out 
of cells and cellular organelles, catalyze reactions, and promote cell recognition (Figure 
1-1). Dysfunction and misregulation of them can lead to severe diseased conditions. In 
fact, ~50% of current medicinal drugs target membrane proteins [2]. To better understand 
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how membrane proteins function and to further use this information for the development 
of novel therapeutic tools, thorough investigation of membrane protein structure, 
dynamics and its interplay with the lipid bilayers is required. 
 
Figure 1.1. Membrane protein examples. (A) Epidermal growth factor receptor, erbB-1 
homodimer (PDB ID:2M20). (B) Voltage-dependent anion channel (PDB ID:2K4T). (C) 
Respiratory complex I (PDB ID:3RKO). 
 
The study of membrane protein structure has been on the radar of biophysicists 
ever since the mid-20th century [3, 4]. In 1985, Johann Deisenhofer and Hartmut Michel 
determined the atomic-resolution structure of the Rhodopseudomonas viridis 
photosynthetic reaction center [5]. This is a cornerstone in membrane protein biophysics 
history and marks the start of a modern era in membrane protein research. The following 
three decades have witnessed an exponential growth of high-resolution unique membrane 
protein structures [6], the number of which has registered 385 as of February 2013 [7]. 
Most of them are composed of α-helices or β-strands or both. These two secondary 
structures are the common structural motifs in membrane proteins [8]. When present in 
transmembrane proteins, these structural elements have specific orientations with regard 
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to a membrane bilayer. It is their orientations together that determine the overall structure 
of a transmembrane protein.  
The access to membrane protein structures leads to another question: what are the 
dynamic behaviors of these proteins? It is becoming more evident that determining the 
structures is only the first step, and the function of membrane proteins also depends on 
their dynamics. Many membrane proteins undergo conformational changes to perform 
their function. For example, glutamate transporters undergo conformational transition 
between inward and outward facing states to enable the uptake of the neurotransmitter 
glutamate [9], and ligand binding and pH change control the transition between the open 
and closed states of the pentameric ligand-gated channels [10, 11]. Besides these large 
conformational transitions, there also exist local fluctuations of protein backbone. The 
role of such fluctuations is usually to help achieve an intermediate state in between two 
metastable structural states so that large conformational change can occur.  
The structure and dynamics of membrane proteins are only part of the story. The 
proper function of these proteins requires the presence of their native-like environment, 
the membranes. There is emerging evidence that membrane protein structure and 
dynamics are affected by their immediate environment [12]. The indication of this is that 
the membrane environment is an indispensible factor in studying membrane protein 
functions. This adds another layer of complexity to the problem, because it is well 
established that different cells have varied lipid compositions [13], and the even 
distribution of lipids in a single patch of membrane can be very heterogeneous [14]. 
Depending on the composition, membranes are also different in their physical properties 
including hydrophobic thickness, intrinsic curvature, fluidity, and so on. Change in these 
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properties would affect the equilibrium distribution of different membrane protein 
conformations and also bias the transition paths between them. It is likely that cells 
utilize this interplay between protein-membrane interactions and the structure and 
dynamics of the protein to fine-tune the membrane protein function.  
A large variety of experimental techniques have been employed to investigate 
membrane protein structure, dynamics, and interactions and their implications on the 
function. Structures of membrane proteins are usually determined using X-ray 
crystallography and NMR spectroscopy. However, these classical experimental 
techniques have their limitations. In X-ray crystallography, the hurdle faced by the 
community is the difficulty in obtaining well-ordered crystals. Growing membrane 
protein crystals is extremely tricky as it involves endless rounds of detergent condition 
optimization. In NMR experiments, the two major problems are the sample purification 
and signal overlaps [15], which limit the application to many membrane proteins. Most of 
the previous solution NMR studies focused on β-barrels and a few low molecular weight 
α-helical transmembrane peptides, however, new methods have been developed in recent 
years to allow a wider spectrum of target proteins to be studied [16]. For example, 
progress in solid-state NMR spectroscopy shows that it is now possible to extract both the 
structure and dynamics information of some large membrane protein complexes in lipid 
bilayers [17, 18]. Also, by using cryo-electron tomography combined with techniques for 
image averaging and 3D classification a handful of near atomic-resolution structures have 
been retrieved [19-22]. Among them are the nuclear pore complex [23], and the flagellar 
motor of Treponema primitia [24], both of which are transmembrane proteins. In addition 
to all these advances, the use of interdisciplinary approaches in studying membrane 
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protein function is gradually gaining traction. By incorporating site-directed spin labeling 
(SDSL)-EPR measurements and available NMR data, Han, et al. determined the binding 
mode of hemagluttinin in lipid bilayers and the structural change that happens at different 
pH [25]. The latest functional model of EGFR is the result of a synergetic work of NMR 
spectroscopy and microsecond time scale molecular dynamics simulations [26, 27]. The 
field of membrane protein function studies is at a point where the integration of 
experimental and theoretical approaches is inevitable, and such integration effort will 
benefit future membrane protein function research tremendously. 
 
1.3. Supramolecular protein assemblies 
Many fundamental biological functions are carried out by large protein assemblies [28]. 
This is exemplified by the participation of ribosomes in protein production and the 
involvement of nuclear pore complexes in communication between the nucleus and the 
rest of the cell. As a matter of fact, most proteins have quaternary structures and they 
assemble to form oligomeric complexes [29]. Within these proteins, 50-70% are 
composed of two or more copies of identical subunit and are symmetric [30, 31]. Large 
protein assemblies such as the microtubules, the ferritins, some membrane channels, and 
viral capsids all belong to this category (Figure 1.2). Because of their universality and 
their functional role in biological context, there is a pressing need to study their structure, 
dynamics, and interactions, which would open doors to the understanding of the ways 
these complexes function. A thorough examination of how these systems work will also 
aid designing and synthesizing molecular machines that can perform useful functions 
[32]. 
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Figure 1.2. Examples of some large protein assemblies. (A) Mechanosensitive channel of 
large conductance (PDB ID:2OAR). (B) Bacterioferritin (PDB ID:3ISF). (C) Kinesin-
microtubule ring complex (PDB ID:3EDL). 
 
To gain a mechanistic view of protein complex functions, the first step is to 
characterize their structures and dynamics [33]. High-resolution approaches like the X-
ray crystallography and NMR spectroscopy have been shown to be able to successfully 
reveal protein complex structures in atomic detail. In 1999, the crystal structure of the 
RNA polymerase core complex from Thermus aquaticus was resolved at 3.3 Å resolution 
[34]. Almost 10 years later, Yusupov and coworkers reported the 3.0 Å crystal structure 
of an eukaryotic ribosome [35]. The progress in determining atomic-resolution complex 
structures is compromised due to technical difficulties associated with protein expression 
and crystallization. The dynamics of these large complexes can be probed by tools 
including single molecule fluorescence spectroscopy and magical angle spinning NMR as 
illustrated by the studies of myosin dynamics in complex with actin filaments [36] and 
HIV-1 capsid protein CA assembly [37]. Besides these experimental methods, 
computational endeavors have also made considerable contribution to the structure and 
dynamics research of large protein assemblies. They include knowledge-based structural 
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modeling [38], normal mode analysis [39, 40], and molecular dynamics simulations [41, 
42], just to list a few. These techniques are commonly used and have shown promising 
results.   
 
1.4. Molecular dynamics simulations 
Molecular dynamics (MD) simulation is one of the frequently used computational 
modeling approaches that can be used in conjunction with experimental techniques to 
enhance our comprehension of the biological world. It has the ability to examine the 
structure and dynamics of any molecule in its native-like environment at the atomic level. 
It predicts the position evolution of all the atoms in a given system over a course of time 
following Newton’s classical equation of motion:  
F
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The items on the right side of the equation describe bond, angle, torsion, van der Waals, 
and electrostatic energies, respectively [43]. Because of the complexity of the problem, 
no simple analytical solution to equation 1-1 is available. The propagation of a system 
has to be carried out under numerical integration algorithms. The velocity Verlet 
algorithm is one among them [44]. This algorithm evolves both the position and velocity 
of atoms in a system and is implemented in majority of the available MD simulation 
packages [45-48]. The scheme it follows to propagate the position is given below: 
r t + ! t( ) = r t( ) + !r t( )! t + 12 !!r t( )! t
2 , (1-3) 
where r(t) is position of an atom at time t, and δt is the time step for the integration. At 
the same time, the velocity of the atom is also updated: 
!r t + ! t( ) = !r t( ) + !!r t( ) ! t2 + !!r t + ! t( )
! t
2
. (1-4) 
The first two terms on the right-hand side give the mid-point velocity, which is then used 
to update to the final velocity at time t + δt. Usually, with all the bonds involving 
hydrogen atoms having their lengths fixed through the SHAKE algorithm [49, 50], the 
time step for the propagation is 2 fs.  
The first MD simulation was performed for a hard sphere system in 1957 [51]. It 
was not until 20 years later that this approach was first applied to study the dynamics of 
biomolecules. In 1977, Karplus and coworkers examined the internal motions of the 
bovine pancreatic trypsin inhibitor using MD simulations and pointed out that the fluid-
like nature of the protein interior is likely involved in its biological function [52]. Since 
the publication of this study, the number of MD simulation studies on biomolecules has 
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skyrocketed, benefiting from the exponential growth of the available structures and the 
computational power. Nowadays, MD simulations of systems with hundreds of thousands 
of atoms at microsecond time scales are becoming increasingly feasible [53]. A good 
exemplar is the MD simulation study on drug binding in the G-protein coupled receptors, 
which presents the binding pathways in atomic detail and provides future possibilities in 
drug design and the study of protein allosteric effects [54]. Since current MD simulations 
can achieve similar time scales to many biologically relevant events, they are becoming a 
valuable alternative to study the mechanisms of these events [55, 56].  
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Chapter II 
 
Protegrin-1 Orientation and Physicochemical Properties in Membrane 
Bilayers Studied by Potential of Mean Force Calculations1 
  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Reused from Journal of Computational Chemistry, Huan Rui and Wonpil Im, 31. 2010. pp 2859-2867. 
Copyright (2010). With permission from Wiley Periodicals, Inc. 
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Summary 
Protegrin-1 (PG-1) belongs to the family of antimicrobial peptides. It interacts 
specifically with the membrane of a pathogen and kills the pathogen by releasing its 
cellular contents. To fully understand the energetics governing the orientation of PG-1 in 
different membrane environments and its effects on the physicochemical properties of the 
peptide and membrane bilayers, we have performed the potential of mean force (PMF) 
calculations as a function of its tilt angle at four distinct rotation angles in explicit 
membranes composed of either DLPC (1,2-dilauroylphosphatidylcholine) or POPC (1-
palmitoyl-2-oleoylphosphatidylcholine) lipid molecules. The resulting PMFs in explicit 
lipid bilayers were then used to search for the optimal hydrophobic thickness of the 
EEF1/IMM1 implicit membrane model, in which a two-dimensional PMF in the tilt and 
rotation space was calculated. The PMFs in explicit membrane systems clearly reveal that 
the energetically favorable tilt angle is affected by both the membrane hydrophobic 
thickness and the PG-1 rotation angle. Local thinning of the membrane around PG-1 is 
observed upon PG-1 tilting. The thinning is caused by both hydrophobic mismatch and 
arginine-lipid head group interactions. The two-dimensional PMF in the implicit 
membrane is in good accordance with those from the explicit membrane simulations. The 
ensemble-averaged Val16 15N and 13CO chemical shifts weighted by the two-dimensional 
PMF agree fairly well with the experimental values, suggesting the importance of peptide 
dynamics in calculating such ensemble properties for direct comparison with 
experimental observables. 
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2.1. Introduction 
Antimicrobial peptides are crucial components of the mammalian innate immune system 
[57]. When a pathogen is present, they can self-insert into the pathogen membrane and 
destroy the pathogen by depolarizing its membrane. Due to their ability to kill a broad 
range of pathogens like bacteria, fungi, and viruses, they are often considered potential 
antibiotics [58]. The secondary structure of the antimicrobial peptide varies. Most of 
them are unstructured in solution and form either α-helices or β-strands upon partitioning 
into membranes. The rest are β-hairpins reinforced by inter-strand disulfide bonds [59], 
represented by a family of antimicrobial peptides including protegrin-1 (PG-1), horseshoe 
crab tachyplesins, and mammalian defensin [60]. PG-1 is a short peptide with 18 amino 
acids (RGGRL CYCRR RFCVC VGR). It was first discovered and purified from porcine 
leukocytes [61]. The solution NMR experiment reveals that the structure is composed of 
two anti-parallel β-strands connected by a short turn [62]. Four cysteine residues are 
present and form two inter-strand disulfide bonds (Cys6-Cys15, Cys8-Cys13), which are 
both structurally and functionally essential for PG-1 [63].  
The antimicrobial activity of PG-1 is highly dependent on the lipid composition. 
Efforts have been made to study the orientation and interactions of PG-1 in different 
membrane environments both experimentally [64-66] and computationally [67-69]. 
Based on the solid-state NMR measurements, Hong and coworkers suggested that PG-1 
stays as a transmembrane monomer tilted at 55º ± 5º from the membrane normal in a 1,2-
dilauroylphosphatidylcholine (DLPC) bilayer [66], while it shows concentration-
dependent dimerization in a 1-palmitoyl-2-oleoylphosphatidylcholine (POPC) bilayer. In 
anionic lipid bilayers representing the bacteria outer membrane, an oligomeric pore 
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structure was proposed [70]. Nonetheless, the orientation of PG-1 monomer in either the 
dimer or the oligomer with respect to the membrane remains elusive. In particular, to 
uncover the mechanisms underlying the polymerization and the membrane disruption 
activities of PG-1, the following questions need to be addressed. What are the dominant 
orientation of PG-1 in different membrane bilayers and the underlying energetics? Does 
the PG-1 tilting affect the thickness of the membrane? Moreover, what mechanism does 
PG-1 utilize to disturb the lipid bilayers? Unfortunately, these questions are difficult to be 
addressed by experimental techniques alone due to their limited resolution and the 
experimental difficulties associated with membrane proteins/peptides. 
Potential of mean force (PMF) calculations offer a means to determine the 
complicated energetics and thermodynamic properties along the chosen reaction 
coordinates [71]. Although calculating the PMF from straightforward molecular 
dynamics (MD) simulations seems impractical, special sampling techniques can be 
applied to enhance the conformational sampling along the reaction coordinates. In the 
present study, we employed the umbrella sampling technique [72] with the weighted 
histogram analysis method (WHAM) [73] to construct the PMFs as a function of PG-1 
tilt and rotation angles in both explicit and implicit membrane bilayers. Two pure lipid 
bilayers, DLPC and POPC, were considered in the explicit membrane simulations. The 
rotation angle of PG-1 was held at different values to examine the influence of PG-1 
rotation on its tilting in the bilayers. Our recently developed β-hairpin tilt and rotation 
restraint potentials [74] were used to restrain the tilt and rotation angles of PG-1. The 
resulting PMFs in the explicit DLPC bilayers were then compared with those generated 
from the EEF1/IMM1 [75, 76] implicit membrane simulations at various membrane 
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hydrophobic thicknesses in order to find an optimal hydrophobic thickness of the implicit 
membrane model. Afterwards, a two-dimensional PMF calculation as a function of PG-1 
tilt and rotation angles was carried out in the implicit membrane with the optimal 
hydrophobic thickness. At the end, the application of the two-dimensional PMF is 
illustrated by the calculation of solid-state NMR observables. 
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2.2. Computational Methods 
2.2.1. Defining the tilt and rotation angles 
The orientation of PG-1 is defined by its tilt (τ) and rotation (ρ) angles (Figure 2.1). With 
the Z-axis parallel to the membrane normal, τ is defined as the angle between the hairpin 
principal axis and the unit vector along the Z-axis. To define ρ, both the internal and 
external references have to be specified. The internal reference is given by the vector 
pointing from a point on the hairpin axis to atom N on Cys6, while the unit vector along 
the Z-axis is chosen as the external reference. One can then define ρ as the angle between 
the projections of such two vectors on the plane made by the second and third principal 
axes of the hairpin. Detailed expressions can be found in the work of Lee et al[74, 77]. 
 
Figure 2.1. Definitions of (A) tilt angle (τ) and (B) rotation angle (ρ). The hairpin axis 
(a) is the eigenvector that corresponds to the smallest eigenvalue of the hairpin inertia 
tensor. Zp is the projection of the Z-axis on the plane (light blue) made by the second and 
third principal axes. rs is the principal plane projection of the vector pointing from a to 
the reference atom N on Cys6 (blue). 
 
2.2.2. Umbrella sampling simulations in explicit membranes 
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The structure of PG-1 was obtained by taking chain A from PDB:1ZY6 [65] (solid-state 
NMR structure) using the PDB Reader module in CHARMM-GUI (http://www.charmm-
gui.org) [78] with disulfide bonds and amidated C-terminus. With the hairpin axis of PG-
1 parallel to the membrane normal (i.e., the Z-axis) (τ = 0º) and its center at Z = 0, the 
peptide/membrane systems with either DLPC or POPC lipid were generated by the 
CHARMM-GUI Membrane Builder module [79, 80], bathed in 0.2 M KCl solution. Each 
system was then subjected to 750 ps equilibration, in which the last 350 ps was 
performed with the P21 periodic boundary condition [81] to allow flipping of lipid 
molecules between the top and bottom leaflets. The peptide/membrane systems in DLPC 
and POPC bilayers after equilibration are shown in Figure 2.2. To investigate the 
influence of PG-1 rotation and membrane tension on the PG-1 tilting energetics, we 
constructed a total of eight systems with different PG-1 rotation angles and bilayer 
tensions. The system information is given in Table 2.1. In each system, the initial 
structures for umbrella sampling simulations were generated by tilting the peptide from 
0º to the specified maximum tilt angle (τmax) in Table 2.1 every 2º with a 100 ps time 
interval, followed by a 16 ns production for each window, resulting in a total of 3.648 µs 
umbrella sampling simulations. We used a force constant of 10,000 kcal/(mol⋅rad2) for 
the tilt angle restraint potential [74] and a rotation angle force constant of 1,000 
kcal/(mol⋅rad2) for the systems with rotation restraints (ρcons) in Table 2.1. All 
calculations were performed in the NPγT ensemble [82, 83] at 303.15 K using the 
biomolecular simulation program CHARMM [45] with the all-atom parameter set 
PARAM22 [84] including the dihedral cross-term corrections (CMAP) [85] and recently 
optimized lipid parameters [86].  
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Figure 2.2. The peptide/membrane systems in (A) DLPC and (B) POPC bilayers. PG-1 is 
centered at the middle of the membrane with its principal axis parallel to the membrane 
normal. The secondary structure of PG-1 (green) is shown. Lipid molecules (grey) are 
illustrated by lines. Phosphate atoms  (orange) are shown in spheres to illustrate the 
hydrophobic/hydrophilic interface. Water molecules (blue) are shown in lines. 0.2 M K+ 
(magenta) and Cl- (green) are also presented with spheres. The figure is produced with 
PyMOL [87]. 
 
 
Table 2.1. System information of umbrella sampling simulations in explicit membranes. 
Systems	   Lipids (top/bottom)	   τmax	   ρcons	   γ  (dyne/cm)	  
Number of ions 
(K+/Cl-)	  
DLPC_S1	   DLPC(41/41)	   70º	   -	   20	   7/14	  
DLPC_S2	   DLPC(41/41)	   50º	   0º	   20	   7/14	  
DLPC_S3	   DLPC(41/41)	   40º	   90º	   20	   7/14	  
DLPC_S4	   DLPC(41/41)	   50º	   180º	   20	   7/14	  
DLPC_S5	   DLPC(41/41)	   70º	   -	   0	   7/14	  
DLPC_S6	   DLPC(41/41)	   70º	   -	   10	   7/14	  
POPC_S7	   POPC(38/38)	   50º	   -	   20	   10/17	  
POPC_S2	   POPC(38/38)	   40º	   90º	   20	   10/17	  
 
2.2.3. Umbrella sampling simulations in implicit membrane 
The EEF1/IMM1 [75, 76] implicit membrane model in CHARMM [45] was employed 
for the simulations. The planar implicit membrane was centered at Z = 0 with the 
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membrane normal parallel to the Z-axis. The EEF1/IMM1 calculations were prepared 
using the Implicit Solvent Modeler module in CHARMM-GUI [78]. The simulations 
were conducted at 298 K using Langevin dynamics with a 2 fs time-step. All bond 
lengths involving hydrogen were fixed with the SHAKE algorithm [88]. In the one-
dimensional PMF calculations, the initial systems for umbrella sampling simulations 
were generated by tilting PG-1 every 2º from 0º to 70º, resulting in a total of 36 windows, 
at each of the four rotation angles used in the explicit DLPC membrane PMF calculations 
(Table 2.1). Then, each window was subjected to a 200 ps equilibration and a 4 ns 
production. We repeated the PMF calculations with a different hydrophobic thickness of 
the implicit membrane from 9 Å to 12 Å in an increment of 0.5 Å. The optimal 
hydrophobic thickness was determined to be 10 Å, which showed the maximum 
agreement with the PMFs calculated in explicit membranes (see 2.3. Results and 
Discussion).  In the two-dimensional PMF calculation as a function of PG-1 τ and ρ, the 
initial structures were created by tilting PG-1 every 2º from 0º to 70º, followed by 
rotating it every 5º from -180º to 180º at each τ, resulting in a total of 2,628 windows. A 
200 ps equilibration followed by a 10 ns production was performed at each window. In 
the implicit membrane umbrella sampling simulations, we used the same force constants 
for the hairpin tilt and rotation restraint potentials as those employed in the explicit 
membrane PMF calculations.  
 
2.2.4. WHAM calculations 
The biased τ and ρ distribution from the umbrella sampling simulations was unbiased by 
the WHAM [73] analysis to construct the PMF. In the one-dimensional PMF calculation, 
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the free energy was calculated every 0.1º, with the energy tolerance of 10-5 kcal/mol. To 
calculate the PMF in the τ and ρ space, the interval of free energy calculation was set to 
1.0º along the τ and ρ directions. The energy tolerance for the WHAM iteration was 10-5 
kcal/mol.  
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2.3. Results and Discussion 
2.3.1. PMFs as a function of tilt angle in explicit lipid bilayers 
To examine the convergence of the PMFs, the trajectory in each simulation was 
sequentially divided into ten parts with equal time duration and the PMF was calculated 
from each of the sub-trajectories. The averaged PMFs from the last eight sub-trajectories 
(i.e., after 3.1 ns) are shown in Figure 2.3. The largest PMF fluctuations appear at the two 
extremes along τ, i.e., either at small or large tilt angles. Even in these energetically 
prohibitive regions, the PMF fluctuation does not exceed ±1.46 kcal/mol, suggesting the 
calculated PMFs are well converged. Therefore, all the averaged properties in this study 
were calculated using trajectories after 3.1 ns. The free energy minimum tilt angle (τmin) 
and the free energy change from τ = 0º to τmin (!G0"#min ) in each system are summarized 
in Table 2.2. 
 
Figure 2.3. The averages (red) and fluctuations (cyan) of the PMFs calculated from the 
explicit membrane systems with (A) ρ ≈ -90º, 0º, 90º, and 180º in DLPC bilayers (from 
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left to right); (B) ρ ≈ -90º and 90º in POPC bilayers (from left to right); (C) γ = 20, 10 
and 0 dyne/cm in DLPC bilayers (from left to right). 
 
Table 2.2. Free energy minimum tilt angle (τmin) and associated free energy changes (
!G0"#min ). 
Systems ρ τmin !G0"#min (kcal/mol) 
DLPC_S1 ~ -90º 37.0º -6.12 ± 0.40 
DLPC_S2 0º 8.7º -4.05 ± 0.21 
DLPC_S3 90º 7.1º -3.67 ± 0.12 
DLPC_S4 180º 17.1º -4.20 ± 0.34 
DLPC_S5 ~ -90º 33.3º -6.35 ± 0.39 
DLPC_S6 ~ -90º 21.1º -5.81 ± 0.40 
POPC_S1 ~ -90º 20.9º -5.87 ± 0.23 
POPC_S2 90º 7.0º -4.04 ± 0.12 
 
The PG-1 conformational stability is measured in terms of its backbone H-
bonding fraction. According to the solid-state NMR experiment [89], there are six 
possible backbone H-bonds: Leu5-Val16, Tyr7-Val14, and Arg9-Phe12. In the current 
study, we define the H-bond (D−H···A) by an H···A distance < 2.8 Å and a D−H···A angle 
> 120º. The H-bond fraction at a specified PG-1 tilt angle was calculated as the time 
average of the instantaneous fractions in each window, which is given by 
fHBOND = Ncalc / N total !  where Ntotal = 6 and Ncalc is the number of instant H-bonds in PG-1. 
As shown in Figure 2.4, except at energetically unfavorable large tilt angles, the β-hairpin 
structures are well preserved with fHBOND > 0.75, corresponding to 4~5 H-bonds 
maintained throughout the simulations. Therefore, the PG-1 β-hairpin structure appears to 
be stable in membrane environments. 
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Figure 2.4. The average H-bond frequencies (solid black) of PG-1 at each τ in explicit 
membrane simulations with (A) ρ ~ -90º, ρ = 0º, 90º, and 180º in DLPC bilayers (from 
left to right); (B) ρ ~ -90º and ρ =90º in POPC bilayers (from left to right); (C) γ = 20, 10, 
and 0 dyne/cm in DLPC bilayers (from left to right). The standard errors are shown in red 
lines. 
 
The resulting PMFs at different PG-1 rotation angles in two lipid bilayers (Figure 
2.3A and B and Table 2.2) reveal that the PG-1 tilting is largely affected by two factors: 
the PG-1 rotation and the membrane hydrophobic thickness. The rotation angle of PG-1 
is the dominant factor that determines the thermally-accessible tilt angle in a bilayer with 
a given lipid type. As shown in Table 2.1, τmin varies significantly with ρ: 37.0º (ρ ≈ -
90º), 8.7º (ρ ≈ 0º), 7.1º (ρ ≈ 90º), and 17.7º (ρ ≈ 180º) in DLPC bilayers, and 20.9º (ρ ≈ -
90º) and 7.0º (ρ ≈ 90º) in POPC bilayers. The same rotational preference was also 
observed in our previous MD simulations [69]. In addition to τmin, !G0"#min  varies with 
ρ. The largest !G0"#min  in DLPC and POPC bilayers are -6.12 ± 0.40 kcal/mol and -5.87 
± 0.23 kcal/mol, respectively, when ρ ≈ -90º.  
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The bilayer hydrophobic thickness (LH) is another factor that affects the tilting 
behavior of PG-1 in the membrane environments. With the same ρ, PG-1 appears to have 
reduced τmin in the POPC bilayers (LH ≈ 28 Å [90]) compared to that in the DLPC 
bilayers (LH ≈ 21 Å [91]) (Figure 2.3A and B and Table 2.2). Such difference was also 
observed in our previous MD studies [69], which can be explained as the result of the 
hydrophobic mismatch between PG-1 and the lipid bilayers. The same argument holds 
for single-pass TM-helices as they tilt more in membranes with smaller hydrophobic 
thickness [92]. We also examined the influence of membrane surface tension on PG-1 
tilting. Within the same lipid type, the systems with different surface tensions show 
similar PMF profiles and τmin (Figure 2.3C and Table 2.2), which is discussed in the next 
section in detail.  
What are the microscopic interactions that determine such an optimal orientation 
of PG-1 in membranes? In the previous MD studies of PG-1, we found that the ρ 
dependence of the thermally-accessible τ arises from the sidechain position of the 
aromatic residues [69]. In addition, the PMFs as a function of τ at specific ρ provide 
another route to explore other factors such as the asymmetric hydrophobicity of the 
hairpin. As shown in Figure 2.5, the PG-1 structure can be simplified as a rectangular box 
with four surrounding facets denoted by FS, FN, FR, and FC. Tilting in the direction of 
each facet corresponds to PG-1 tilting at four distinct rotation angles, i.e., -90º, 0º, 90º 
and 180º, respectively. Among the four faces, FS (ρ = -90º) has the highest 
hydrophobicity according to the hydrophobic scale proposed by Janin [93], followed by 
FC (ρ = 180º), FN (ρ = 0º), and FR (ρ = 90º). Similarly, the free energy minimum tilt 
angles are τmin (ρ ≈ -90º) > τmin (ρ ≈ 180º) > τmin (ρ ≈ 0º) > τmin (ρ ≈ 90º) in DLPC 
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bilayers, and τmin (ρ ≈ -90º) > τmin (ρ ≈ 90º) in POPC bilayers. Therefore, the rotational 
preference in PG-1 tilting appears to be governed by its anisotropic hydrophobicity.  
 
Figure 2.5. The tilting of PG-1 in the direction of different facet with (A) Fs (ρ = -90º), 
(B) FR (ρ = 90º), (C) FC (ρ = 180º), and (D) FN (ρ = 0º). The figures are produced by 
PyMol[87]. The hydrophobic region (orange) and head group region (cyan) of the 
membrane are shown by colored bars. Arg4, Arg11 and Arg18 are highlighted in stick 
representation to illustrate their positions with regard to the membrane. 
 
2.3.2. Physicochemical properties of the PG-1 systems 
The physicochemical properties of PG-1 and the lipid bilayers depend largely on 
the configuration of the peptide in the membrane environments. Some properties, such as 
the solid-state NMR chemical shifts, are measured based on a large structural set in a 
sample and the observed value represents an ensemble average. In order to calculate the 
statistically significant chemical shifts, structural ensembles at different peptide 
orientations should be included. The chemical shifts of Val16 15N and 13CO were 
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calculated as a function of τ in DLPC_S1 (Figure 2.6A), which is closely related to the 
solid-state NMR experiment setup [66]. The chemical shift 
 
!  is calculated by 
! = Ẑ " i=1
3 êi! ii êi#$% &' " Ẑ ens   (2-1) 
where 
 
! ii  and 
 
ˆ ei  are the magnitude and unit vector of the instantaneous chemical shift 
tensor for 15N or 13CO [94].  In the present calculations, we used the same chemical shift 
tensors as those in the solid-state NMR study [66]. The difference between the calculated 
chemical shifts and the experimental values is denoted by the root mean-square deviation 
 
!" , 
!" =
(" N
(calc) # " N
(exp) )2 + ("C
(calc) # "C
(exp) )2
2
   (2-2) 
where 
 
!N
(calc)  and 
 
!C
(calc)  are the calculated 15N and 13CO chemical shifts, while the 
corresponding experimental values are 
 
! N
(exp) (143 ± 2 ppm) and 
 
!C
(exp) (216 ± 5 ppm) 
[66], respectively. The resulting 
 
!"  as a function of τ in Figure 2.6B spans a wide range 
from 23.9 ± 12.7 ppm at τ = 42º to 66.6 ± 13.4 ppm at τ = 2º. As shown in Figure 2.3A, a 
rough correspondence is found between the τ regions with low 
 
!"  and thermal 
accessibility, i.e., 20º ≤ τ ≤ 41º. However, the magnitude of 
 
!"  is still considerably large, 
such as 45.5 ± 8.9 ppm at τ = 30º, which is probably due to limited sampling, the 
uniformly weighted averaging, and the single rigid tensor approximation. In order to 
examine these issues, we performed a two-dimensional PMF calculation as a function of 
PG-1 τ and ρ in the EEF1/IMM1 implicit membrane [75, 76] and calculated the 
ensemble-averaged chemical shifts, which is discussed in the next section. 
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Figure 2.6. (A) The chemical shifts of Val16 15N (red) and 13CO (green) as a function of 
τ, calculated from system DLPC_S1. (B) The root-mean-square deviation (
 
!" ) between 
the calculated and the experimental chemical shifts as a function of PG-1 tilt angle in 
system DLPC_S1. The standard deviations are shown in thin black lines. 
 
Another important physical property in membrane systems is the local membrane 
adjustment upon the peptide insertion. To minimize the energy penalty of exposing the 
nonpolar residues to aqueous solution, the lipids in the vicinity of an integral membrane 
protein would change their hydrophobic length to maximize the hydrophobic match [95]. 
Given the hydrophobic length of PG-1 (~30 Å) [62] and the suggested tilt angle of 55º 
[66], the previous solid-state NMR study proposed a local membrane thinning effect of 
PG-1 inside a DLPC bilayer [66]. However, no direct measurements are available. In 
order to investigate the membrane thinning as a function of PG-1 tilting in the lipid 
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bilayers, we calculated the membrane thickness as the average distance between the C1 
carbon atoms of the lipid acyl chains in the top/bottom leaflets. The local thinning of the 
membrane (
 
!LH) is defined by the thickness difference between the bulk and contact 
lipid molecules, which are distinguished by a lipid-peptide heavy atom distance of 4 Å. 
Figure 2.7 shows the averaged membrane thinning as a function of τ in DLPC_S1 and 
POPC_S1. The thinning is around 2 Å in DLPC_S1 and 5 Å in POPC_S1 with a 
deviation of about ±1 Å when τ is in the thermally-accessible region. Similar amplitudes 
of local membrane thinning were also observed in the previous PG-1 MD studies [68, 96, 
97].  
 
Figure 2.7. Local membrane thinning as a function of PG-1 tilt angle in system 
DLPC_S1 (red) and POPC_S1 (green). 
 
Besides the apparent impact from membrane hydrophobic thickness, the influence 
of the membrane tension on the thinning effect is also worth mentioning. As shown in 
Figure 2.8, decreasing the membrane tension induces the increase of the bulk lipid bilayer 
hydrophobic thickness, which consequently magnifies the thinning effect (Figure 2.9). 
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Nonetheless, the hydrophobic thickness of the lipids close to the peptide is not 
significantly changed, which is the reason why the PMFs are similar regardless of the 
applied membrane tensions (Figure 2.3C). Together with the PMF of PG-1 in the POPC 
bilayers, it becomes clear that the hydrophobic mismatch can be accommodated by the 
local lipid adaptations when the extent of a hydrophobic mismatch is moderate. In this 
case, the thermally favorable orientation of the peptide is not affected. However, if such 
extent exceeds some threshold (e.g., DLPC to POPC), the local bilayer adaptations can 
no longer compensate the energy penalty associated with a mismatch. Instead, an 
orientational change of the peptide (mostly in tilt angle) occurs as seen in the POPC 
bilayers. In addition to the lipid type and the membrane tension, the thinning effect also 
depends on the tilt angle of PG-1 (Figure 2.7). As the peptide tilts, its effective 
hydrophobic length decreases, leading to the increase of the negative hydrophobic 
mismatch, in which the effective hydrophobic length of PG-1 is smaller than the 
membrane hydrophobic thickness. As a result, the local membrane hydrophobic thickness 
shrinks to maximize the hydrophobic match. Besides the hydrophobic interactions 
between the hydrophobic regions of the peptide and the lipid tails [95], the membrane 
thinning around PG-1 is also attributed to the specific electrostatic interactions between 
the arginine guanidinium groups and the phosphate groups in the lipid head groups [69]. 
	   30 
 
Figure 2.8. The hydrophobic thickness of (A) the bulk lipid bilayer (
 
LBulk ) and (B) the 
local lipid bilayer (
 
LLocal ) as a function of tilt angle (τ) in the DLPC systems with 
different membrane tensions γ = 0 (red), 10 (green), and 20 (black) dyne/cm. 
 
 
 
Figure 2.9. The local membrane thinning (
 
!LH ) as a function of tilt angle (τ) in the 
DLPC systems with γ =  (A) 0, (B) 10, and (C) 20 dyne/cm. 
 
There are six arginines in PG-1 at position 1, 4, 9, 10, 11, and 18. The influence 
of different arginines on the membrane thinning can be probed by the correlation 
coefficient (
 
CZ !"L ) between the guanidinium group (heavy atoms) positions along the Z-
axis (
 
Zgua ) and the corresponding membrane hydrophobic thickness change (
 
!LH) at 
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different ρ (Figure 2.10); CZ !"L = cov "LH,Zgua( ) /#"LH# Zgua  where 
 
!"LH  and ! Zgua  are 
the standard deviations of 
 
!LH  and Zgua  of each Arg residue. The value of 
 
CZ !"L  is 
between 0 and 1 with a higher value corresponding to a better correlation between 
 
Zgua  
and 
 
!LH. The 
 
CZ !"L  of each arginine is summarized in Table 2.3 and then mapped onto 
the PG-1 structure (Figure 2.11). Different arginine guanidinium groups are responsible 
for the thinning effect at different ρ as PG-1 tilts in the bilayer. When ρ ≈ -90º, the 
 
CZ !"L  
of Arg11 is the highest among all the arginines. As PG-1 is rotated 90º, nevertheless, the 
strongest correlations appear to be at Arg4 and Arg9. In systems with ρ = 0º and 180º, 
Arg9/18 and Arg4/11/18 are mostly correlated with the thinning effect. Given the most 
probable orientation of PG-1 in the membrane bilayers, i.e., τ = 37.0º, ρ ≈ -122.5º in 
DLPC bilayers; τ = 20.9º, ρ ≈ -92.5º in POPC bilayers, the electrostatic interactions 
between the lipid head groups and the guanidinium groups of Arg4, Arg11, and Arg18 
appear to be the determinant of the membrane thinning (Figure 2.5).  
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Figure 2.10. The local membrane thinning (
 
!LH) versus the Z-coordinate of guanidinium 
group (
 
Zgua ) for Arg9 (blue), Arg10 (magenta), Arg11 (cyan), Arg1 (red), Arg4 (green), 
and Arg18 (orange) in (A) DLPC_S1, (B) DLPC_S2, (C) DLPC_S3, (D) DLPC_S4, (E) 
POPC_S1, and (F) POPC_S2 (see Table 2.1 for system names). 
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Table 2.3. The correlation coefficients (
 
CZ !"L ) between the Z positions of guanidinium 
groups (
 
Zgua ) and the local membrane thinning (
 
!LH) for all the arginine residues. 
	   DLPC_S1	   POPC_S1	   DLPC_S3	   POPC_S2	   DLPC_S2	   DLPC_S4	  
Arg1	   0.25	   0.01	   0.14	   0.21	   0.16	   0.42	  
Arg4	   0.32	   0.09	   0.30	   0.29	   0.30	   0.47	  
Arg9	   0.03	   0.08	   0.34	   0.28	   0.37	   0.19	  
Arg10	   0.46	   0.41	   0.13	   0.17	   0.25	   0.32	  
Arg11	   0.55	   0.41	   0.12	   0.06	   0.08	   0.48	  
Arg18	   0.48	   0.36	   0.22	   0.23	   0.41	   0.55	  
 
 
 
Figure 2.11. The correlation coefficients (0 ≤ 
 
CZ !"L  ≤ 1) between the Z positions of 
guanidinium groups (
 
Zgua ) and the local membrane thinning (
 
!LH) are mapped onto the 
PG-1 structure for (A) DLPC_S1, (B) DLPC_S2, (C) DLPC_S3, (D) DLPC_S4, (E) 
POPC_S1, and (F) POPC_S2 (see Table 2.1 for system names). PG-1 is displayed with a 
tube representation. The radius (small to big) and color (blue to red) of the tube denote 
the magnitude of 
 
CZ !"L  (small to big). The figure is produced with PyMol [87]. 
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2.3.3. Two-dimensional PMF as a function of both tilt and rotation angles in implicit 
membrane  
In umbrella sampling simulations, increasing the number of reaction coordinates will 
intensify the computational cost drastically, especially in all-atom systems. To calculate 
the orientation free energy profile (τ and ρ) of PG-1 with both efficiency and acceptable 
level of accuracy, we employed the EEF1/IMM1 implicit membrane model [75, 76] in 
which the membrane is simplified to a continuum low-dielectric slab for the effective 
solvation energy calculation. Before calculating the two-dimensional free energy profile, 
however, the hydrophobic thickness of the implicit membrane must be carefully adjusted 
to well represent the characteristics of the explicit lipid bilayers (i.e., DLPC in the present 
study), including the local thinning effect upon the PG-1 insertion. For this purpose, we 
performed four sets (ρ = -90º, 0º, 90º, and 180º) of umbrella sampling simulations with 
different membrane hydrophobic thickness in the implicit membrane model. For each 
hydrophobic thickness, the PMF as a function of τ at a specified ρ was calculated and 
compared with the corresponding PMF from the explicit membrane simulations. As 
shown in Table 2.4, the implicit-membrane PMFs with a hydrophobic thickness of 10 Å 
best reproduce the explicit-membrane PMFs despite a slightly large deviation of 3.26 
kcal/mol at ρ = 90º. Such large discrepancy at ρ = 90º, however, can be negligible, 
because the prohibitive free energy of PG-1 at those rotation angles would result in low 
probability in finding such a configuration in a natural system. One can also compare the 
physicochemical properties of PG-1 obtained from the implicit membrane simulations 
with those from the all-atom simulations in DLPC bilayers. The H-bonding fractions and 
Val16 15N/13CO chemical shifts were computed for the assessment. According to the 
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good agreement between the properties calculated from both implicit and explicit 
membrane simulations (Figures 2.12 and 2.13), the optimized hydrophobic thickness of 
10 Å was used for the two-dimensional PMF calculations as a function of PG-1 τ and ρ 
in the implicit membrane. 
Table 2.4. The minimum mean-square deviation (
 
!E ,min ) between the PMFs calculated 
from the implicit membrane simulations with various hydrophobic thickness and the all-
atom simulations. 
LH(Å) 
ρ (º)	  
9.5	   10.0	   10.5	   11.0	   11.5	   12.0	  
-90º	   0.91	   0.96	   1.36	   1.52	   1.44	   1.95	  
0º	   9.76	   0.91	   1.10	   0.65	   0.97	   2.10	  
90º	   3.11	   3.26	   3.17	   3.02	   3.06	   2.82	  
180º	   0.75	   0.42	   0.49	   0.51	   0.77	   0.96	  
 
 
Figure 2.12. The average H-bonding frequencies (solid black) at each τ calculated in the 
implicit membrane with a hydrophobic thickness of 10 Å. The rotation angle restraints 
are ρ = (A) -90º, (B) 0º, (C) 90º, and (D) 180º. For the purpose of comparison, the H-
bonding frequency at each τ calculated from the explicit membrane simulations (empty 
	   36 
black) are also shown. 
 
 
Figure 2.13. The average chemical shifts of Val16 15N (solid red) and 13CO (solid green) 
at each τ calculated in the implicit membrane with a hydrophobic thickness of 10 Å. The 
rotation angle restraints are ρ = (A) -90º, (B) 0º, (C) 90º, and (D) 180º. For the purpose of 
comparison, the average chemical shifts of Val16 15N (empty red) and 13CO (empty 
green) at each τ calculated from the explicit membrane simulations are also shown. 
 
The resulting two-dimensional PMF in PG-1 τ and ρ space is shown in Figure 
2.14. The free energy minimum is found at (29º, -93º), which corresponds fairly well to 
the minimum (37º, -122.5º) obtained from the simulations in the explicit DLPC bilayers. 
Although there is an 8º difference in τ, which arises possibly from the estimation of 
solvation energy in the implicit membrane model [75, 76], the thermally-accessible τ and 
ρ ranges (22º ≤ τ ≤ 32º, -122º ≤ ρ ≤ -75º) is similar to those (20.6º ≤ τ ≤ 40.1º, ρ ≈ -
122.5º) from the all-atom simulations in the DLPC bilayers (Figure 2.3A). The thermally-
accessible orientations are the ones that have free energies within 0.6 kcal/mol from the 
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minimum free energy (i.e., the first basin in the free energy contour). Following Equation 
2-1, we calculated the averaged chemical shifts of Val16 15N and 13CO of PG-1 at each 
pair of τ and ρ. The resulting chemical shifts are compared with the experiment 
observations in terms of the root mean-square deviation 
 
!"  (Equation 2-2). The 
orientations that best satisfy the experiment values (
 
!"  ≤ 4 ppm) are then mapped as τ/ρ 
pairs on the free energy surface in Figure 2.14. It is clear that the free energies at these 
orientations are relatively low, yet not necessarily the lowest. The orientations are mostly 
scattered into three regions centered at (20º, -175º), (35º, -113º), and (52º, -113º) with the 
last one roughly corresponding to an experimentally-suggested orientation based on a 
rigid-body geometrical best-fit [66]. Interestingly, the calculated chemical shifts even in 
these orientational disparities are similar to the experiment measurements. Such 
correspondence appears to arise from the weak constraints of only two solid-state NMR 
observables as well as the dynamic nature of the peptide in a given orientation. This 
result indicates the difficulties in determining an orientation of a flexible peptide with 
limited experimental observables. When only few experimental observables are available, 
the calculated values from a single static structure may not reflect experimental 
measurement correctly. Instead, an ensemble of structures with proper weightings should 
be used in computing the observables. 
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Figure 2.14. The two-dimensional PMF as a function of PG-1 tilt and rotation angles 
calculated in the implicit membrane with a hydrophobic thickness of 10 Å. The blue to 
red color change denotes an increase of 16.71 kcal/mol. The orientations with the 
minimum free energy (solid yellow) and chemical shift root mean-square deviation (
 
!" ) 
< 4 ppm (empty white) are mapped onto the PMF surface. The first blue basin outlined in 
yellow lines shows the thermally- accessible orientation of PG-1. The contour lines are 
drawn every 0.6 kcal/mol from blue to red. 
 
The weighting factors can be obtained from the two-dimensional PMF as a 
function of PG-1 τ and ρ. The ensemble-averaged properties like chemical shifts can then 
be calculated as a weighted sum from various free energy states because the experimental 
observations of such properties are the summation of the contributions from all the 
configurational states that the system has visited. In the current study, the configuration 
states of interest are τ and ρ of PG-1. Given the probability P(! ,")  of having a certain 
configuration at ! ,"( ) , a physicochemical property   
 
Xobs ens can be calculated by 
Xobs ens = Xobs ! ," P ! ,"( )  d!d"#  (2-3) 
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where X ! ,"( )  is the instantaneous value of such property at ! ,"( ) . In an equilibrium 
system with temperature 
 
T , the probability P(! ,")  is given by [98] 
P(! '," ') = e
#W ! ,"( )/kBT
d!  d" e#W ! '"( )/kBT
! ,"$
 (2-4) 
The ensemble-averaged chemical shifts based on Equation 2-3 correspond moderately to 
the experiment observations. The results are 118.8 ppm (15N) and 215.1 ppm (13CO) with 
deviations of 24.2 ppm and 0.9 ppm from the experimental measurements [66].  
The relatively large deviation of the 15N chemical shift from the experimental 
value is likely due to the rigid tensor approximation of 15N, which is known to be 
dependent on various factors, such as the residue type, the neighboring residues, the 
secondary structure, and the local interactions [99]. To illustrate the sensitivity of the 
calculated 15N chemical shift to the choice of the tensors, we computed the ensemble-
averaged 15N chemical shift based on different tensors in the literature and the results are 
summarized in Table 2.5. Depending on different 15N tensors, the calculated chemical 
shift varies from 118.8 ppm to 130.6 ppm. The deviation from the experimental 
measurements is reduced from 24.2 ppm to 12.4 ppm, when the 15N tensors measured in 
N-acetyl-15N-Val were used. Considering the dynamic aspect of the 15N tensors and its 
impact on the calculated chemical shifts, one has to be careful in choosing an appropriate 
chemical tensor. To calculate the ensemble-averaged chemical shifts accurately, multiple 
tensor definitions need to be considered also. Since the chemical shifts are weighted with 
the probabilities of all the states (based on Equation 2-3) and averaged over the whole 
configurational space, rather than simply calculated from a singe rigid structure, they can 
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be directly compared with the experimental observables. The structural dynamics, which 
is important in calculating the thermodynamic properties like the chemical shifts, is 
included in the weighted-average. Therefore, the structural ensemble containing all the 
structures from the thermally-accessible orientations would best represent a system with 
given experimental observables. The ensemble structures with the most probable 
orientations offer a dynamic perspective in structure/orientation determination, which 
would otherwise be difficult to illustrate when a single structure with an arbitrarily 
chosen conformation is used. 
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Table 2.5. Alternative 15N chemical shift tensor definitions and calculated ensemble-
averaged 15N chemical shift. 
	   σ11*	   σ22 	   σ33 	   β†	   α#	   σN,calc §	  
Ala-15N-Leu‡	   64	   77	   217	   17º	   25º	   118.8	  
N-acetyl-15N-Val¥	   59.6	   80.5	   235.3	   21º ± 2º	   20º ± 15º	   130.5	  
	   59.6	   80.5	   235.3	   21º ± 2º	   5º	   130.6	  
	   59.6	   80.5	   235.3	   21º ± 2º	   35º	   129.3	  
N-acetyl-15N-Val-Leu¥	   60.2	   87.1	   230.1	   20º ± 2º	   34º ± 12º	   130.5	  
N-acetyl-15N-Val-Leu¥	   60.2	   87.1	   230.1	   19º ± 2º	   44º ± 13º	   128.9	  
Boc-Gly-15N-
ValGlyAla-OPac≠	   61.8	   79.8	   218.8	   10.5º	   0º	   119.8°	  
*All the magnitude of tensors and chemical shifts are in ppm.  
†The angle (β) between σ33 and the N-H bond vector.  
#The angle (α) between σ11 and the projection of N-H bond vector on the plane made by 
σ11 and σ22. 
§The ensemble-averaged chemical shift (in ppm) calculated based on Equation 2-4. The 
experimental value is 143 ± 2 ppm. 
‡From reference [100]. 
¥From reference [101]. 
≠From reference [102]. 
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2.4. Summary and Conclusions 
The PMFs as a function of PG-1 tilt angle in DLPC and POPC bilayers show that 
the most favorable orientations are at (37.0°, ~90.0°) and (20.9°, ~90.0°) respectively. 
The PMF-minimum tilt angle (τmin) is dependent on both the PG-1 rotation and the 
hydrophobic thickness of the membrane environment (Figure 2.3 and Table 2.2). The ρ 
dependency stems from the anisotropic hydrophobicity of PG-1, which can be 
represented as a rectangular box with four surrounding faces of different hydrophobicity 
scales (Figure 2.5). With a more hydrophobic side facing down, PG-1 exhibits an 
increased τmin and vice versa. Another determinant of τmin is the hydrophobic mismatch 
[95] between the hydrophobic regions of the membrane and the peptide. In a membrane 
bilayer with smaller hydrophobic thickness (e.g., the DLPC bilayer), PG-1 tilts more to 
minimize the energy penalty associated with exposing the hydrophobic sidechains to the 
aqueous environment. The dependence of PG-1 orientation on the lipid types may as well 
result in the membrane specific PG-1 polymerization [70]. PG-1 prefers to stay in a small 
tilt angle orientation in membranes with greater hydrophobic thicknesses (e.g., POPC 
bilayers). Such orientation is likely to favor the interface formation of PG-1 dimers and 
oligomers. Unexpectedly, the variation in surface tension shows little impact on the PG-1 
tilting PMF (Figure 2.3C). While smaller surface tension thickens the bulk membrane, 
the thickness of the lipid bilayer adjacent to the peptide turns out to be similar in all three 
cases (i.e., γ = 20, 10, and 0 dyne/cm) (Figures 2.8 and 2.9). This result suggests that the 
peptide-lipid interface can be maintained when the hydrophobic thickness of the bulk 
lipid region has a modest change. Excessive alteration in the bulk lipid bilayer thickness 
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(e.g., from DLPC to POPC), however, results in the change of the thermally favorable 
peptide orientation to minimize the hydrophobic mismatch (Figure 2.3C, 2.8, and 2.9). 
PG-1 disrupts the membranes by inducing local membrane thinning of the bilayer 
upon its insertion (Figure 2.7). The magnitude of the thinning effect is around 2 Å in 
DLPC bilayers and 5 Å in POPC bilayers. Two mechanisms are used by PG-1 to reduce 
the hydrophobic thickness of the surrounding membrane. They are the nonspecific 
hydrophobic interactions and the specific electrostatic interactions between PG-1 and 
lipid molecules. The primary contribution of the former is the hydrophobic interactions 
between the peptide and lipid bilayers while the latter is mainly the electrostatic 
interactions between the arginine guanidinium groups of PG-1 and the lipid phosphate 
groups. The correlation analysis between the Z coordinate of each guanidinium group and 
the instantaneous membrane thinning shows that the membrane thinning around PG-1 
arises mostly from the interactions between the lipid phosphate groups and Arg4, 11 and 
18 (Figures 2.10 and 2.11, and Table 2.3). In anionic lipid bilayers representing bacteria 
outer membranes, we speculate that such electrostatic interactions may take the major 
role in disturbing the membranes around PG-1.  
The solid-state NMR chemical shifts has been used to characterize the orientation of PG-
1 in membrane environments [66] via a rigid-body orientational search. As shown in the 
PMFs (Figures 2.3 and 2.14), however, PG-1 has a wide range of thermally-accessible 
orientations, suggesting that one has to take such conformational/configurational 
dynamics into account in the calculation of the chemical shift values. The importance of 
the dynamic feature is shown by using two different approaches in calculating the 
chemical shifts of Val16 15N/13CO. First, the chemical shifts were calculated as a time-
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average along PG-1 tilt angle using explicit membrane umbrella sampling trajectories. 
While the PG-1 structures in the thermally-accessible region produce the chemical shifts 
similar to the experimental values, the deviations from the experimental measurements 
were considerably large (Figure 2.6). However, when we considered the entire 
orientational space (tilt and rotation angles) and the PMF-weighted ensemble average 
(Equation 2-3 and Figure 2.14), the calculated chemical shifts are 118.8 ppm (15N) and 
215.1 ppm (13CO) with deviations of 24.2 ppm and 0.9 ppm from the experimental 
measurements [66]. We further illustrate that the large discrepancy in 15N chemical shift 
can be reduced with different sets of 15N chemical shift tensor definitions (Table 2.5), 
demonstrating the importance of the choice in chemical shift tensor definitions for the 
chemical shift calculations in a membrane system. To increase the accuracy, one may 
also need to consider multiple tensor definitions in the chemical shift calculations. By 
incorporating the ensemble of PG-1 structures with thermally-accessible conformations 
(based on Equation 2-3) and proper chemical shift tensors, the present study highlights 
the importance of structural dynamics in protein/peptide conformation/configuration 
determinations. 
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Chapter III 
 
Probing Caveolin-1 Structure and Dynamics in Membrane Bilayers 
Using Molecular Dynamics Simulations 
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Summary 
Caveolin induces membrane curvature and drives the formation of caveolae that 
participate in many crucial cell functions such as endocytosis. Caveolin contains two 
membrane-embedded helices (H1 and H2) connected by a three-residue linker with both 
N- and C-tfermini exposed to the cytoplasm. Although a U-shape configuration is 
assumed based on its inaccessibility from the extracellular matrix, caveolin structure in a 
bilayer remains elusive. This work aims to characterize the structure and dynamics of 
caveolin-1 (D82 to S136; Cav182-136) in a DMPC bilayer using NMR, fluorescence 
emission measurements, and molecular dynamics (MD) simulations. The topology of 
Cav182-136 from NMR chemical shift indexing analysis serves as guideline for generating 
its structural models. 50 independent MD simulations (80 ns each) are performed to 
identify its favorable conformation and orientation in the bilayer. A system with the 
preferred configuration is then chosen and simulated for 1 µs to further explore its 
stability and dynamics. The results of these simulations mirror those from the tryptophan 
fluorescence measurements (i.e., its insertion depth in the bilayer) and corroborate that 
Cav182-136 inserts in the membrane with U-shape conformations. The preferred crossing 
angle range between H1 and H2 is from 45° to 64° and the insertion angle is ~70°. The 
majority of the conformations have R101 and Y118 at or near the H1-H2 interface, which 
are responsible for causing membrane deformation near Cav182-136.  
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3.1 Introduction 
Caveolae are plasma membrane invaginations rich in sphingomyelin and cholesterol. 
They are usually 500-1000 Å in diameter and bulge inwards to the cytoplasm [103-105]. 
Many mammalian cells contain a large number of caveolae. These cells are usually 
highly differentiated. Examples include cardiac myocytes, endothelial cells, fibroblasts, 
macrophages, and smooth muscle cells [106, 107]. Besides their high occurrence in 
certain cells, caveolae are also considered multifunctional organelles that are of 
biological importance. They participate in endocytosis, signal transduction, membrane 
trafficking and protection, and many other vital cellular processes [105, 108-111]. 
Misregulation and dysfunction of caveolae have been linked to numerous human diseases 
such as infection, muscular dystrophy, cardiac disease, Alzheimer’s disease, and cancer 
[112-115].  
One characteristic protein in caveolae is caveolin, which is necessary for caveolae 
formation [116, 117]. There are three caveolin isoforms, caveolin-1, 2, and 3, among 
which caveolin-1 is the most ubiquitous [107]. Caveolin-1 is a membrane protein that 
adopts an unusual topology with both N- and C-termini exposed to the cytoplasm [118, 
119]. The N-terminal region (residues 1-101) is the least conserved and varies among 
species. The last 20 residues (residues 82-101, Figure 3.1) of this region are termed the 
caveolin scaffold domain (CSD), which has been implicated in caveolin oligomerization, 
membrane binding, cholesterol binding, and interactions with other proteins. The C-
terminal domain contains 44 amino acids in all mammalian caveolins and its functions 
are thought to include membrane attachment and protein interactions [120, 121]. The N- 
and C-terminal regions are bridged by the hydrophobic transmembrane domain (TMD, 
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residues 102-134, Figure 3.1), which has been proposed to adopt and intra-membrane 
loop structure [119]. The U-shaped TMD inserts in the membrane and is thought to be 
responsible for inducing membrane curvature and the formation of caveolae [122].  
 
Figure 3.1. Chemical shift index plot of Cav182-136. Helix 1 (H1) spans residues 87-107 
and Helix 2 (H2) spans residues 111-129.  The putative turn between H1 and H2 includes 
residues 108-110. The regions of the CSD domain, TM1, and TM2 are indicated on the 
sequence of Cav182-136. 
 
Efforts have been devoted to uncovering the structures of caveolins and how they 
trigger caveolae formation. The TMD is thought to adopt a U-shape re-entrant helical 
structure [123]. Such a TMD topology is supported by data from NMR and circular 
dichroism spectroscopy measurements revealing a helix-break-helix (TM1-turn-TM2) 
motif [124]. Unlike the TMD, the secondary structure of the CSD is still under debate. 
While some studies suggest a β-strand [125, 126], others show evidence of an 
amphipathic α-helix [122, 127]. The unique topology and structure of caveolin-1 is likely 
essential for its mechanism of action to drive caveolae formation [123, 128]. Despite 
considerable efforts, however, the atomic structure of caveolin-1 remains unknown and 
an understanding of how caveolin induces caveolae formation at the molecular level is far 
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from complete. There are still many questions that need to be addressed. In particular, 
what is the membrane bound structure of caveolin-1 and what is the binding mode, i.e., 
how does it orient with respect to the membrane bilayer? In addition, are there any 
specific caveolin-lipid interactions and what kind of indications on caveolin 
oligomerization and caveolae formation can be made from these local interactions?  
This study aims to address the above questions using molecular dynamics (MD) 
simulations guided and supported by NMR and tryptophan fluorescence emission data. 
At first, a series of NMR experiments are carried out for a caveolin-1 construct 
containing residues 82 to 136 (Cav182-136). The secondary structure of Cav182-136 is then 
revealed by the chemical shift indexing analysis. With this information on the secondary 
structure, 50 different initial cav182-136 model structures are generated and subjected to 
MD simulations (80 ns each) with the goal of finding the conformational and 
orientational preference of caveolin-1 in the membrane. In addition, a longer simulation 
(1 µs) is conducted on the system that contains a favorable cav182-136 configuration to 
further explore its stability and dynamics as well as its interactions with the lipid bilayers. 
The simulation results show that cav182-136 is embedded in the bilayer and its U-shape 
conformation is maintained. The results also reveal a preference for residues R101 and 
Y118 to be close to or at the H1-H2 (Figure 3.1) interface. It is likely that the interactions 
between these residues and the surrounding lipid molecules help to maintain the U-shape 
conformation. The inserted caveolin-1 orientation is largely attributed to the anchorage of 
H1 at the top and bottom leaflets. Residues in both ends of H1 can interact with lipid 
headgroups and these interactions are also responsible for causing membrane deformation. 
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3.2. Computational Methods 
3.2.1. Preparation of caveolin-1 constructs 
Wild type caveolin-1 (residues 82-136; Cav182-136) was purified and expressed according 
to the protocol established by Diefenderfer et al. [129]. Full-length caveolin-1 contains 
four tryptophan residues (W85, W98, W115, and W128). Four single tryptophan mutant 
constructs of caveolin-1 residues 62-178 (Cav162-178) were prepared using the Agilent 
QuikChange site-directed mutagenesis kit (Santa Clara, CA). In each mutant, one of the 
four native tryptophan residues was retained and the other three were mutated to 
phenylalanine. These constructs were expressed and purified according to the 
aforementioned protocol. For compatibility with cyanogen bromide cleavage, M111, 
which is not strictly conserved, was mutated to leucine based on sequence homology to 
caveolin-2 and caveolin-3.  Also, C133 in Cav182-136 and C133, C143, and C156 for Cav1 
62-178, which are sites of palmitoylation, were mutated to serines. These mutations were 
made to avoid unwanted and biologically irrelevant disulfide bonding. This is considered 
to be a mild mutation as palmitoylation was found to be unnecessary for the correct 
trafficking of caveolin-1 to the plasma membrane. 
Expression of uniformly 2H, 15N, and 13C labeled Cav182-136 was done according 
to the procedure of Marley et al. with slight modification in that the growth was 
harvested 8 hours after induction [130]. Specific amino acid labeling was performed as 
described by Truhlar et al. with slight modification [131]. The cell growth was done on a 
500 mL scale using M9 minimal media supplemented with 50 mg of the desired 15N 
amino acid and 250 mg each of the other 19 14N amino acids.  Expression was induced at 
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an optical density (600 nm) of 0.6 using 1 mM isopropyl β-D-1-thiogalactopyranoside 
(IPTG) and grown for 6–8 hours at 310K. 
 
3.2.2. Two- and Three-dimensional NMR spectroscopy 
Lyophilized WT Cav182-136 or single tryptophan mutants of Cav182-136 were reconstituted 
into buffer (100 mM LMPG; 100 mM NaCl; 20 mM phosphate pH 7; 10% D2O) to a 
concentration of approximately 1.0 mM.  Vigorous vortexing of this mixture resulted in a 
clear homogeneous solution.  Next, the sample was passed through a 0.2 µm regenerated 
cellulose spin filter. 
All NMR spectra were acquired at 310K using a 600 MHz Bruker Avance II 
spectrometer (Billerica, MA) equipped with a cryoprobe. For analysis and backbone 
assignments, the following TROSY-based pulse sequences were employed: HSQC, 
HNCA, HNCACB, and HN(CO)CA. The spectra were processed using NMRPipe and 
Sparky [132, 133]. For chemical shift indexing, observed Cα chemical shifts were 
subtracted from random coil chemical shifts as described by Wishart et al. [134]. To aid 
backbone assignments, specific amino acid labeling was employed (Gly, Phe, Tyr, Leu, 
Ile, and Val). 
 
3.2.3. Tryptophan fluorescence measurements 
0.288 mg of a single tryptophan construct and 26.57 mg of 1,2-dimyristoyl-sn-glycero-3-
phosphocholine (DMPC) were co-dissolved into 720 µL of 1,1,1,3,3,3-
hexafluoroisopropanol. Next, 480 µL of deionized water was added.  The solution was 
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vortexed, snap frozen in liquid nitrogen, and lyophilized for 24 hours. The protein-DMPC 
mixture was then taken up into 2.962 mL of 21 mM phosphate pH 7.0 with three minutes 
of vortex mixing. Next, 138 µL of 25% (w/w) 1,2-dihexanoyl-sn-glycero-3-
phosphocholine (DHPC) was added to the lipid-protein suspension. Three minutes of 
vortexing resulted in a clear solution. Bubbles were removed by centrifugation at 17,000 
x g. The final protein concentration was approximately 5 µM. 
Fluorescence emission spectra were acquired at 310 K using an Agilent Eclipse 
fluorometer (Santa Clara, CA). A standard 1 cm × 1 cm quartz cuvette was used. The 
excitation wavelength used was 295 nm to avoid unwanted tyrosine excitation [135]. 
Both the excitation and emission slit widths were set to 5 nm. The emission spectra were 
measured from 305-430 nm with a scan speed of 4 nm/s and 0.5 nm data point 
increments. The emission spectra of three separately prepared samples were recorded, 
and the λmax values were averaged. To obtain λmax values, as well as intensity values, the 
spectra were fit to a log-normal distribution using the software Igor Pro 6.22A (Portland, 
OR) [136]. 
 
3.2.4. Multiple caveolin-1 simulations in DMPC bilayers 
An in silico Cav182-136 model was generated by the IC BUILD command in CHARMM 
[45] with its sequence shown in Figure 3.1. Based on the chemical shift indexing analysis 
(Figure 3.1), Residues A87-F107 (H1) and L111-A129 (H2) were modeled as ideal α-
helices with their ϕ and ψ angles set to -57.8° and -47°, respectively; the other amino acid 
residues were modeled with their ϕ and ψ angles in the CHARMM residue topology file. 
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By randomly changing the ϕ and ψ angles of G108 in the linker (G108-P110), initial 
structures of caveolin-1 with different H1-H2 crossing angles (θ) were obtained. These 
structures were then placed into five categories (θinitial = 45°, 55°, 65°, 75°, and 85°), each 
including 10 replicas, all of which have θ within 5° to θinitial. Before inserting each initial 
caveolin-1 model into membrane bilayers, it was reoriented so that its axis, defined by the 
vector sum of the principal axes of H1 and H2, coincided with the Z-axis, the membrane 
normal. Since no prior knowledge on the insertion depth of caveolin-1 was available, the 
model in each replica system was shifted along the Z-axis to randomly place the linker 
residues’ centers of mass (COM) between Z = -5 Å and 5 Å.  
These initial models with different configurations and orientations were 
embedded in DMPC bilayers and solvated by 0.15 M KCl solutions. This resulted in 
systems with approximately 52,000 atoms and 75 × 75 × 90 Å3 in size. Each system was 
individually constructed using the Membrane Builder module [79, 137] in CHARMM-
GUI [78] with the center of the membrane at the system origin and the membrane normal 
parallel to the Z-axis. The name of each system was given in the form of “cav1_P_Q” 
with P and Q indicating the value of θinitial and the replica index. For example, 
“cav1_45_5” points to the fifth replica with θinitial = 45°. Following the assembly of each 
system was a brief equilibration of 225 ps mainly to relax the initially uncorrelated 
system components. An 80-ns molecular dynamics simulation was performed afterwards. 
In the first 50 ns of each simulation, dihedral restraints were applied to H1 and H2 
residues to maintain their secondary structure according to the chemical shift index 
results (Figure 3.1). After 50 ns, these restraints were removed and each system was 
simulated for another 30 ns. The total simulation time for all these systems was 4.0 µs. 
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The first 20 ns were designated to allow each system to reach equilibrium and therefore 
were not used in the trajectory analyses. 
All calculations were performed in the NPT (constant particle number, pressure, 
and temperature) ensemble [138] at 310 K using CHARMM [45]. The CHARMM all-
atom force field [84] with a modified version of dihedral cross-term correction [85] was 
used for the protein and the C36 lipid force field [139] was used for DMPC. The TIP3 
water model [140] was employed for water molecules. A time step of 2 fs was enabled 
with the SHAKE algorithm [50]. Because of the U-shape conformation of caveolin-1 and 
the fact that it does not span the entire lipid bilayer, the protein cross sectional area in one 
lipid leaflet is larger than that in the opposite leaflet. Therefore, the P21 image 
transformation [81] was applied to allow the variation in the number of lipids at the top 
and bottom leaflets during the simulation. The nonbonded and dynamics options were 
kept the same as in the Membrane Builder input; the van der Waals interactions were 
smoothly switched off at 10–12 Å by a force-switching function [141] and the 
electrostatic interactions were calculated using the particle-mesh Ewald method [142] 
with a mesh size of ~1 Å for fast Fourier transformation, κ = 0.34 Å-1, and a sixth-order 
B-spline interpolation. 
 
3.2.5. 1-µs Anton simulation starting from a favorable caveolin-1 configuration 
 A snapshot of system cav1_65_3 at 35 ns was taken and used to initiate a 1-µs 
simulation. This snapshot was chosen because it contains a representative caveolin-1 
configuration based on the structural analyses of the multiple MD simulations. The 
simulation was carried out on Anton [143], which is a special-purpose supercomputer 
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designed for long time scale MD simulations. The isothermal (NVT) ensemble was 
employed with the Nose-Hoover temperature coupling scheme [144]. The temperature 
(310 K) was set to the same as those used in the multiple 80-ns MD simulations described 
above. The lengths of all bonds involving hydrogen atoms were constrained using M-
SHAKE [145]. The cutoff of the van der Waals and short-range electrostatic interactions 
was set to 10.06 Å. Long-range electrostatic interactions were evaluated with the k-space 
Gaussian Split Ewald method [146] and a 64 × 64 × 64 mesh. The simulation time step 
was 2 fs. The r-RESPA integration method [147] was employed and long-range 
electrostatics were evaluated every 6 fs.  
 
3.2.6. Defining caveolin-1 structure and orientation in a membrane 
Quantitative characterization of caveolin-1 structure in a membrane requires its internal 
configuration and its orientation with regard to the bilayer. The internal configuration of 
caveolin-1 can be defined by four parameters: the crossing angle (θ) between the H1 and 
H2 helical axes, the rotation angles of H1 (ρ1) and H2 (ρ2), and the pair of residues that 
are in close contact (Resij) (Figure 3.2A). For each helix, the angle between the 
projections of two vectors on the plane perpendicular to its helical axis is used to define 
the rotation. The two vectors include (i) the reference vector connecting the centers of the 
two helices and (ii) the vector pointing from the center of the helix to a reference atom. In 
H1, this atom is the Cα of T91 and in H2 it is the Cα of W115. 
  
	   56 
 
Figure 3.2. (A) Degrees of freedom used to define the internal conformation of caveolin-
1. They include θ, ρ1, ρ2, and the contacting residues pairs (Resij). The yellow spheres 
indicate the reference atoms (Cα of T91 on H1 and Cα of W115 on H2) employed in ρ1 
and ρ2 calculation. (B) Degrees of freedom (ϕ, α, β, and Z) describing the overall 
orientation of caveolin-1 with respect to a membrane bilayer. The membrane is centered 
at Z = 0 Å. Residues of interest are shown in colored spheres. The CSD domain (D82-
R101) is colored in white. 
 
To describe caveolin-1 orientation with reference to the membrane bilayer, four 
additional variables are needed. These variables are the insertion angle (ϕ), which is the 
angle between the molecular plane of caveolin-1 and the membrane, the tilt angles of H1 
(α) and H2 (β) on the caveolin molecular plane, and the insertion depth (ZCOM), i.e., the 
Z-position of the linker residues’ COM (Figure 3.2B). The caveolin molecular plane is 
the least-squares plane through all the Cα atoms defining the H1 and H2 helices. It is 
worth pointing out that both θ and the tilt angle pair α and β are necessary for an 
unambiguous description of caveolin-1 configuration. The values of α and β are 
indicative of θ in some cases, especially when both H1 and H2 lie in the molecular plane 
of caveolin-1. However, caveolin configurations with the helices deviating from the 
molecular plane do exist during the simulations. In this case, α and β alone do not provide 
enough information on caveolin configuration/orientation.   
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3.3. Results and Discussion 
3.3.1. NMR peak assignments and chemical shift index data 
The chemical shifts for Cav182-136 are obtained from its assigned 1H-15N-TROSY 
spectrum. They are well dispersed, indicating that Cav182-136 is structured. To assign the 
backbone resonances, a combination of HSQC, HNCA, HNCACB, HNCO, and 
HN(CO)CA experiments in conjunction with selective amino acid labeling were 
employed. Using these methods 96% percent of the residues were assigned and the 
chemical shifts of all of the Cα were obtained. 
The core hydrophobic stretch of caveolin is from D82 to S136 and its  chemical 
shift indexing is shown in Figure 3.1. Residues 87-107 (H1) and 111-129 (H2) have 
consistently positive ΔCα’s, which is indicative of an α-helical structure [134]. The 
region between the two helices, residues 108-110, is the site of the putative 
intramembrane turn, which returns the polypeptide chain to the same side of the 
membrane [124]. Recent studies have shown that the residues in this region are critical 
for the structure of the caveolin protein [124]. Residues 82-86 and 130-136 do not have 
consistently positive or negative ΔCα’s, indicating that these regions are unstructured or 
dynamic. From the ΔCα data in Figure 3.1, it is apparent that the values for the first half 
of H1 (residues A87 to T95) show distinctly lower ΔCα values than the end of the helix. 
These results indicate that the intramembrane domain of caveolin-1 is composed 
primarily of two helices that are roughly equal in length (17-21 amino acids each). 
This result is in contrast to the model put forth by Parton et al., which is based on 
primary sequence analysis, and predicts three distinct helical regions in the 
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intramembrane domain (81-92 – break – 97-107 – break – 112-128) [122]. Clearly our 
experimental data add an important enhancement to this model by showing that residues 
87-107 form one long continuous α-helix. Therefore our NMR data lends a significant 
refinement to the model of caveolin-1 topology. 
 
3.3.2. Structural preference of caveolin-1 revealed by multiple MD simulations 
Figure 3.3A shows the crossing angle distributions (θ) for all of the simulations. Clearly, 
most of the θ values are less than 90°. The average θ in the five simulation sets are 
39°±12° (cav1_45), 45°±13° (cav1_55), 56°±15° (cav1_65), 57°±8° (cav1_75), and 
71°±27° (cav1_85), respectively. This data shows that the U-shape conformation of 
caveolin-1 is largely maintained during all of the simulations. Closer inspection reveals 
that these systems visit similar range of θ values, mostly from 40° to 70° (Figure 3.3A 
and Table 3.1). Structures with θ below 40° are also accessible in nearly all five of the 
simulations sets, as shown in cav1_45_(3, 4, 7, and 10), cav1_55_(2, 6, 7, and 10), 
cav1_65_9, and cav1_85_9. In some of these systems, caveolin-1 forms a compact 
structure with more profound packing than those observed in other systems with larger θ. 
An opposite scenario is seen in system cav1_85_5, in which the caveolin-1 molecule 
opens up (θ = 144°±9°) and moves to the hydrophobic and hydrophilic interface of the 
top leaflet. Nevertheless, the plateau in the average distribution of θ in all the simulations 
shown in Figure 3.3A implies that the favorable range for θ is from 45° to 64°. 
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Table 3.1. Average θ in each of the 50 Cav182-136 MD simulation systems including the 
averages and standard errors of the ten replicas in each simulation set.  
 45 55 65 75 85 
1 46°±6° 48°±14° 65°±6° 69°±7° 73°±7° 
2 44°±15° 35°±7° 71°±5° 57°±7° 57 °±7° 
3 34°±3° 53°±6° 49°±13° 54°±6° 66°±10° 
4 15°±4° 59°±6° 84°±8° 59°±7° 74°±8° 
5 44°±5° 49°±10° 46°±6° 41°±7° 144°±9° 
6 60°±6° 26°±6° 49°±6° 64°±7° 78°±5° 
7 30°±4° 39°±6° 64°±5° 47°±7° 60°±5° 
8 44°±4° 60°±8° 42°±6 ° 50°±6° 69°±6° 
9 44°±8° 56°±6° 29°±4° 64°±7° 37°±6° 
10 30°±2° 23°±4° 60°±7° 62°±17° 47°±7° 
Avg.± S.E. 39°±12° 45°±13° 56°±15° 57°±8° 71°±27° 
 
 
 
Figure 3.3. The population distributions of (A) θ and (B) ϕ in all the systems. Different 
sets of simulations are distinguished by colors with cav1_45 in red, cav1_55 in green, 
cav1_65 in blue, cav1_75 in magenta, cav1_85 in cyan, and the 1-µs simulation results in 
orange. The averaged distributions from all the 80-ns systems are shown in black. All the 
population histograms are calculated with a bin size of 1°. 
 
It is also intriguing that θ is very flexible within the 45° to 64° range. The typical 
standard deviation observed for θ in any given system is 7° (Table 3.1), meaning a 
variation of θ as large as 14° from structures in one simulation run can be expected. By 
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examining the time evolutions of θ, fluctuations between the upper and lower bounds of θ 
are frequently seen and they happen on the order of tens of nanoseconds as exemplified 
in systems cav1_65_5 and cav1_75_5 (Figure 3.4). The oscillations of θ are likely 
associated with the way lipid molecules pack around caveolin-1 (Figure 3.5A-C). Both 
lipid tails and head groups can fill in the space between H1 and H2, and θ change is often 
accompanied by a corresponding change in the number of lipid tails (Ntail) and/or head 
groups (Nhead) in between H1 and H2. It appears that the lipid molecules between H1 and 
H2 provide temporary structural support for the U-shape conformation of caveolin-1. 
However, since the lipids are also very dynamic, they can engage in or withdraw from the 
caveolin-1 structure fairly easily, therefore all the systems share similar pattern of θ 
fluctuations. 
 
Figure 3.4. Time evolutions of θ(red), Ntail (green), and Nhead (blue) in (A) cav1_65_5, 
(B) cav1_75_5, and (C) the 1-µs simulation. The top panel in (C) also plots the time 
evolution of ρ1 (black) in the 1-µs simulation. 
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Figure 3.5. The crossing angle (θ) affected by different lipid packing modes in (A) 
cav1_45_6 (θ = 69°), (B) cav1_65_3 (θ = 57°), (C) cav1_65_3 (θ = 43°), and (D) 
cav1_45_4 (θ = 33°). Caveolin-1 and surrounding lipids are illustrated in cartoon and 
licorice representations, respectively. The phosphate atoms on these lipids are shown as 
orange spheres to emphasize the position of the head groups and the CSD domain is in 
white. The structures in (A), (B), and (C) have the canonical ρ1 (343°) and ρ2 (111°) 
values with W98, L102, A105, and L106 on H1 and I114 and Y118 on H2 at the 
interface. These residues are highlighted in stick presentation. Most contacts between the 
two helices are found in regions close to the linker residues, namely between A105, 
L106, and I114. Linker residue I109 (cyan) can form the interface in these structures as 
well. The structure in (D) has its ρ1 and ρ2 values at 35° and 329°, respectively. This 
rotation angle pair is less predominant in the simulations. It has a compact structure and 
poses aromatic residues such as F92 and F124 (spheres) at the H1-H2 interface. 
 
Even with similar θ values, there is no guarantee that caveolin-1 is structurally 
equivalent. In fact, they differ by the H1 (ρ1) and H2 (ρ2) rotation angles. Figure 3.6 
presents the (ρ1, ρ2) distributions in the five sets of simulations. The simulations start with 
entirely different (ρ1, ρ2) values but exhibit preferred rotation angles. For ρ1, they are 
343° and 213°, and for ρ2, they are 111° and 327° with (343°, 111°) being the most 
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frequently visited values. The value of ρ1 at 343° translates to a structure where W98, 
L102, A105, and L106 on H1 are present at the H1-H2 interface. With the slightly less 
populated ρ1 value at 213°, the interface on H1 consists of T93, Y97, and S104. 
Structures with these two ρ1 angles can also be distinguished by the relative position of 
R101 sidechain to the caveolin-1 molecular plane. At either of the ρ1 values, the caveolin-
1 structures have R101 sidechains just outside of the H1-H2 interface. Following the 
definition of the helical axis in Figure 3.2A, the plane normal is n = a1 × a2, and the 
location of R101 sidechain is always on the same side as n when ρ1 = 343° and the 
opposite side when ρ1 = 213° (Figure 3.7A and B). The difference between structures 
with ρ2 at 111° and 327° is manifested by the location of the Y118 sidechain. ρ2 = 111° 
puts the Y118 sidechain in between the helices, whose sidechain is able to form π-π 
interactions with either W98 (ρ1 = 343°) or Y97 (ρ1 = 213°) from H1. When present at 
the interface, the Y118 sidechain can also interact (via H-bonds) with the lipid head 
groups located in between the two helices. These interactions attract lipid molecules to 
the space between the two helices, which would in turn help stabilize the caveolin-1 U-
shaped configuration. Compared to ρ2 ≈ 111°, the population of caveolin-1 with ρ2 at 
327° is less and more spread out around this value (Figure 3.7). The structures with ρ2 ≈ 
327° have I113 and F124 sidechains on H2 at the H1-H2 interface. These hydrophobic 
residues either interact with H1 residues (Figure 3.5D) or with the lipid acyl chains 
partitioned in between the two helices if θ is large enough.  
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Figure 3.6. The average two-dimensional ρ1 and ρ2 distribution in all the multiple 
simulations. The bottom and left panels show the distributions of ρ1 and ρ2 respectively. 
The distributions from different systems are distinguished by colors with system cav1_45 
in red, cav1_55 in green, cav1_65 in blue, cav1_75 in magenta, cav1_85 in cyan, and the 
1-µs simulation in orange. 
 
 
Figure 3.7. (A) and (B) molecular snapshots showing interactions between caveolin-1 
and the lipid molecules. H1 is anchored to the membrane by interactions with lipid head 
groups at both ends of the helix. In the N-terminus of H1, polar and charged residues 
from the CSD domain are responsible for making interactions with the lipids of the top 
leaflet. These residues are K86, S88, T91, K96, Y97, and R101, and are highlighted in 
licorice presentation. Lipid phosphate groups that interact with these residues are shown 
in cyan spheres. Among these residues, K96, Y97 and R101 as well as Y118 on H2 are 
responsible for the membrane thinning effect at the top leaflet and the rest are involved in 
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causing the increase in thickness H1 N-terminus. H-bonds can be formed between the 
linker backbone atoms and the lipid head groups at the bottom leaflet and this acts to 
secure the position of H1 C-terminus. (C) A caveolin-1 structure lacking the protein-lipid 
interactions at the bottom leaflet. 
 
Although all the above rotation angles are accessible in the simulations, the most 
frequented structures have (343°, 111°). A closer look at these structures (Figure 3.5A-C) 
reveals that interactions between the ends of the helices adjacent to the linker residues 
(G108, I109, and P110) are always maintained. These interactions are mediated by 
residues A105 and L106 on H1 and I114 on H2. Because the linker is short (only three 
residues), I109 can interact with A105 and I114 via its two β-carbon branches. This 
interaction is particularly pronounced in caveolin-1 structures having the most populated 
θ angles of 45°-64°. Such interactions are lost in the tightly packed or extended caveolin-
1 structures (see Figure 3.5D). This finding also supports recent NMR studies showing 
the necessity of having a β-branched hydrophobic residue at this position [124]. 
Another type of H1-H2 contact observed in the simulations were π-π interactions 
mediated by aromatic residues. For example, in structures with (343°, 111°), the residues 
W98 (H1) and Y118 (H2) found in the middle of the helices can form a favorable contact 
especially if θ is towards the lower end of the preferred θ range from 45° to 64°. Other 
aromatic residue pairs seen in the simulations include F92-F124, Y97-Y118, F99-F124, 
W98-F124, and Y100-Y118. They are mostly associated with compact caveolin-1 
structures that have θ less than 35° (Figure 3.5D). Interestingly, all of the H1 aromatic 
residues involved in forming π-π interactions are from the CSD domain. Four of them 
(Y97 to Y100) span one turn of the helix and only one of the four can be at H1-H2 
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interface at any given time. Because of the tendency of these aromatic residues to form 
inter-helical interactions and the fact that there is always more than one of them available 
outside of the H1-H2 interface, they may participate in the oligomerization process of 
caveolin-1. 
The structure preference observed in the multiple 80-ns simulations is largely 
maintained in the 1-µs simulation. Both simulations also exhibit degrees and time scales 
of structural fluctuations that are alike. The 1-µs simulation starts with the snapshot at 35 
ns in system cav1_65_3, which has the following structural parameters θ = 42°, ρ1 = 4°, 
and ρ2 = 124°. Such a configuration is chosen because all of its structural parameters are 
within the preferred range seen in the multiple cav1_ simulations. After the simulation 
starts, there is an increase of θ within the first 20 ns towards 60° (Figure 3.4C), followed 
by oscillations between 45° and 69° with an average at 53°±5° (Figure 3.3A and 3.4C). 
The amplitude and cycle length of the oscillations are quite similar to those observed in 
the shorter MD simulations, and so does the coupling between θ fluctuation and Ntail/head. 
Some degree of coupling between θ and ρ1 is also seen (Figure 3.4C), because H1 can 
rotate to accommodate the inserted lipid chains. Even with these fluctuations, the ρ1 and 
ρ2 values still remain close to those observed in in the shorter simulations (ρ1 = 343° and 
ρ2 = 111°). Therefore, the interfacial residues discussed in the shorter simulations (i.e. 
Y118) are still relevant in the longer simulations. 
 
3.3.3. Overall orientation of caveolin-1 revealed by multiple MD simulations 
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With the representative structure of caveolin-1 described above, the next step is to 
characterize its orientation in a membrane bilayer. A majority of the simulations show 
that the molecular planes of caveolin-1 are nearly perpendicular to the membrane. As 
illustrated in Figure 3.3B, most caveolin-1 molecules exhibit ϕ values at ~70° and only a 
few have ϕ values under 40°; a zero ϕ value indicates a caveolin structure lying parallel to 
the membrane. The average ϕ and its standard deviation for each system are shown in 
Table 3.2. The only system showing an average ϕ below 40° is cav1_75_6. In this system, 
caveolin-1 exhibits decreasing ϕ for the first 20 ns and then remains constant for the rest 
of the simulation at 22° ± 7°. Such a decrease in ϕ is linked to the initial ZCOM of the 
linker residues, which was in the top leaflet and stayed that way during the entire 80-ns 
simulation without having the chance to interact with bottom leaflet lipid headgroups. In 
fact, structures in other systems (e.g., cav1_45_3, cav1_85_4, cav1_85_5, and 
cav1_85_8) that access orientations with ϕ ≤ 40° often have their linker-lipid interactions 
in the bottom lipid leaflet lost. It is interesting that caveolin-1 structures with the 
predominant ϕ values always have their R101 sidechains pointing towards the positive Z-
direction even when they have different ρ1 angles (Figure 3.7A and B). Such an 
orientation places the R101 sidechain underneath the top leaflet lipid headgroups, 
following the electrostatic interactions between R101 and lipids as discussed below. In 
addition to a similar ϕ average, the systems also share considerable ϕ fluctuations in the 
range between ϕ = 50° and 80°. An estimated time scale of the fluctuations is ~50 ns, 
meaning that it takes ~50 ns to reach from the lowest ϕ to the highest ϕ in one trajectory. 
ϕ fluctuations with comparable range and time scale are also seen in the 1-µs simulation, 
and this excludes the possibility that the observations of ϕ fluctuations are made by 
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chance in the multiple cav1_ systems. Altogether, our analysis suggests that caveolin-1 
orientation is highly dynamic in the membrane and most of the time it exhibits an 
insertion angle at 70°.  
Table 3.2. Average ϕ in each of the 50 Cav182-136 MD simulation systems including the 
averages and standard errors of the ten replicas in each simulation set. 
 45 55 65 75 85 
1 62°±12° 66°±9° 76°±9° 70°±7° 74°±8° 
2 80°±6° 69°±6° 74°±6° 81°±6° 81°±6° 
3 60°±9° 63°±8° 80°±9° 72°±10° 81°±5° 
4 59°±5° 68°±12° 80°±6° 61°±5° 49°±12° 
5 57°±14° 71°±9° 85°±4° 82°±6° 68°±13° 
6 80°±7° 83°±5° 73°±5° 22°±7° 62°±8° 
7 77°±8° 85°±4° 80°±8° 81°±5° 81°±6° 
8 82°±5° 68°±5° 71°±7 ° 77°±6° 51°±10° 
9 77°±6° 68°±7° 75°±6° 71°±11° 72°±7° 
10 75°±5° 75°±10° 84°±4° 67°±7° 72°±6° 
Avg.± S.E. 71°±10° 71°±7° 78°±4° 68°±17° 69°±11° 
 
 
With ϕ at ~70°, most caveolin-1 structures are fully embedded in the bilayer with 
the termini in the headgroup region of the top leaflet and the linker residues buried in the 
bottom leaflet. The insertion is illustrated by the Z-positions of several key residues’ 
COM (ZCOM) including those at the linker (G108, I109, and P110) and the four 
tryptophan residues (W85, W98, W115, and W128). Figure 3.8A plots the ZCOM 
distributions of these residues. It is remarkable that the linker residues show similar Z-
distributions, even with different initial ZCOM values. The peaks of these distributions are 
at -5 Å, and lie between the bilayer center (dashed line) and the phosphocholine (PC) 
groups (orange box) of the bottom leaflet. W85 is located outside of the PC headgroup 
with a ZCOM of 23.8 Å and thus is solvent exposed. W128 has a ZCOM of 10.3 Å and 
straddles the interface between the PC headgroup and the beginning of the acyl chain 
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region. In contrast, both W98 and W115 are located completely within the acyl chain 
hydrophobic core. The ZCOM distribution of W115 peaks at -0.25 Å, which is 9.5 Å below 
that of W98. This is because, first of all, sequence-wise, W115 is closer to the linker 
residues. Secondly, H2 is tilted further away from the Z-axis than H1 (see below), and 
this buries W115 deeper in the hydrophobic core of the membrane. Together with the 
predominant ϕ value at ~70°, the ZCOM distributions indicate that a caveolin-1 molecule is 
inserted in but does not span across the entire membrane bilayer. This result is also in line 
with the data from previous fluorescence microscopy immunodetection experiments 
[148].  
 
Figure 3.8. The ZCOM distributions for W85 (black), W98 (red), W115 (green), and 
W128 (blue) and the linker residues G108 (magenta), I109 (cyan), and P110 (orange) in 
(A) the multiple Cav182-136 systems and (B) the 1-µs simulation. The histograms in (A) 
are averaged over all 50 multiple simulations. The dashed black line shows the bilayer 
center. The orange bars indicate the regions of lipid phosphocholine groups. An 
illustration of the approximate relative positions of these residues on Cav182-136 can be 
found in Figure 3.2B. 
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The ZCOM distributions of the tryptophan residues are also well correlated with 
their fluorescence emission measurements. As shown in Figure 3.9, the λmax values from 
the fluorescence emission spectra of each tryptophan mutant are 341±0.25 (W85), 
337±0.10 (W98), 334±0.33 (W115), and 340±0.75 nm (W128), which reflect the degree 
of solvent exposure of tryptophan residues. Based on the values, they are usually divided 
into three classes: (I) 330-333 nm, (II) 340-343 nm, and (III) 347-350 nm [149]. 
Tryptophan residues with λmax in class I are generally regarded as solvent inaccessible 
and buried in the hydrophobic core of a membrane, and a class III λmax value is indicative 
of a tryptophan residue fully exposed to the aqueous solution. In between these two are 
the class II tryptophan residues, which are mostly at the lipid/water interface (headgroup 
region). The λmax value of W98 lies between classes I and II, indicative of a position 
slightly below the interfacial headgroup region. The λmax value of W115 is consistent 
with class I revealing that it has a deep location in the bilayer. In addition, W85 and 
W128 reside most likely in the lipid head groups according to their λmax values (class II). 
Importantly, the progressively greater blue shifts for W85, W128, W98, and W115 are in 
very good agreement with the ZCOM distributions observed in the simulations (Figure 3.8). 
Therefore it is clear that the simulations are conveying relevant information about 
caveolin-1’s topology and orientation in the membrane. 
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Figure 3.9. Fluorescence emission spectra of (A) W85, (B) W98, (C) W115, and (D) 
W128 in wild-type Cav162-178 in 2.0% (w/w) 1,2-dimyristoyl-sn-glycero-3-
phosphocholine/1,2-dihexanoyl-sn-glycero-3-phosphocholine bicelles q = 0.5; 20 mM 
phosphate pH 7.0. 
 
Besides the insertion angle and insertion depth, characterizing the orientation of 
caveolin-1 requires two more parameters, α and β, demonstrating the tilting of caveolin-1 
in its molecular plane (Figure 3.2B). The distributions of α and β are shown in Figure 
3.10. The preferred α in almost all the systems lies between 90° to 120°. The one-
dimension α distributions (Figure 3.10) reveal that the primary peaks are at 105°, 104°, 
101°, 105°, and 103° for the cav1_45, 55, 65, 75, and 85 systems, respectively. With 
caveolin-1 inserted nearly perpendicular to the membrane, this corresponds to a caveolin-
1 orientation with its H1 helix roughly parallel to the Z-axis. Such a structural preference 
is stabilized by interactions formed at both ends of H1. The CSD domain at the N-
terminal end of H1 contains multiple polar and charged residues such as K86, S88, T91, 
K96, Y97, and R101. These residues interact with the lipid head groups of the top leaflet 
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and anchor the N-terminus of H1 at the top leaflet lipid-water interface (Figure 3.7A and 
B). On the other hand, the C-terminus of H1 is directly connected to the linker residues, 
which have the ability to form H-bonds with lipid headgroups of the bottom leaflet. 
Although the average ZCOM of the linker residues is -4.9±3.3 Å and is above the Z-
position of the PC groups in the bottom leaflet as indicated in Figure 3.8, the interactions 
are possible as the membrane embedded caveolin-1 introduces thinning of the 
surrounding bottom lipid leaflet, which is discussed further in the membrane perturbation 
section below. These interactions between H1 and lipid molecules in opposite leaflets 
help secure the positioning of the H1 helix in the membrane. When either of the anchor 
interactions is compromised, H1 can access a larger spectrum of α values as exemplified 
in system cav1_45_3, in which the anchorage at the bottom leaflet is lost and 
consequently the range of accessible α values becomes 28° to 109° (Figure 3.7C), much 
larger than the 90° to 120° range observed for systems with the linker anchored in the 
bottom leaflet. Most systems show similar β distributions as well. The primary values of 
β in the five simulation sets were 53°, 59°, 54°, 58°, and 44°, respectively, and the difference 
between α and β (Δαβ = 52°, 45°, 47°, 47°, and 59° for systems cav1_45, 55, 65, 75, and 85) reflects the accessible 
crossing angle θ range (from 45° to 64°) in all the simulations. Clearly there is more variability in β than 
was observed in α.  In addition, β was strongly dependent on θ. In general, systems with 
large θ had small β and vice versa, meaning that there may be multiple minima along β 
when α is held fixed. Altogether, our analysis indicates that caveolin-1 tilts in its 
molecular plane with a majority of the molecules having α ≈ 103° and β ≈ 55°. 
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Figure 3.10. The average two-dimensional α and β distributions in all the multiple 
simulations. The bottom and left panels show the distributions of α and β respectively. 
The distributions from different systems are distinguished by colors with system cav1_45 
in red, cav1_55 in green, cav1_65 in blue, cav1_75 in magenta, cav1_85 in cyan, and the 
1-µs simulation in orange. 
 
The preferred orientation obtained from the multiple cav1_ simulations is also 
stable at least on the microsecond time scale, as no major change is observed during the 
1-µs simulation. In the entire simulation, caveolin-1 remains inserted, as manifested by 
the average ϕ and the ZCOM of the linker residues of 63°±6°and -7±1 Å (Figure 3.3B and 
3.8B). There is a decline in ϕ over the first 60 ns from 78° to 53°, but afterwards, it varies 
only between 50° and 70°. Again this agrees well with the shorter 80-ns simulations. The 
primary values for the linker residue ZCOM are -5.8 Å, -6.8 Å, and -9.3 Å for G108, I109, 
and P110, respectively. Although the values are slightly bigger in magnitude than those 
obtained by averaging over all the trajectories in the cav1_ simulations including the ones 
with caveolin-1 afloat at the lipid-water interface, they are accessible in many of the 
cav1_ systems. Indeed, systems that exhibit the canonical structure and orientation show 
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similar ZCOM values of the linker residues as the ones seen in the 1-µs simulation. The 
ZCOM distributions for the tryptophan residues imply that W89 likely locates at the 
hydrophobic-hydrophilic interface and W98 and W115 are buried in the hydrophobic 
core. From the distributions, most of the W128 population has a ZCOM value below 17Å, 
the ZCOM of the top leaflet headgroups; a portion of the population is actually solvent 
accessible due to the thinning in the top leaflet invoked by the interactions between 
caveolin-1 residues such as R101 and Y118 and the lipid head groups (Figure 3.7A and 
B). These observations also correlate well with the tryptophan fluorescence emission 
measurements. Besides the comparable insertion angle and depth, the wobbling of 
caveolin-1 in its molecular plane is seen as well, with α and β values (α ≈ 99° and β ≈ 
49°) very close to those in the multiple 80-ns simulations (α ≈ 103° and β ≈ 55°) (Figure 
3.10). Overall, the configurations including their fluctuations from the multiple 80-ns 
simulations are correctly reflected in the 1-µs simulation. The similarity shared between 
the results indicates that the configurational preference obtained from the multiple 
simulations is indeed physically relevant and the impact from the initial caveolin-1 
configuration is minimal. 
 
3.3.4. Membrane perturbation induced by caveolin-1 insertion 
The caveolin-1 insertion has an impact on lipid packing at the protein-lipid interface, and 
deformation of the membrane around the caveolin-1 molecule is seen. This is illustrated 
by the bilayer thickness profiles taken from system cav1_65_3, in which the caveolin-1 
molecule displays the preferred configurations discussed above (Figure 3.11A). As a 
matter of fact, all systems with fully inserted caveolin-1 molecules show a considerable 
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amount of membrane thinning, especially in regions near the XY-projection of the basal 
portion of the U-shaped caveolin-1. In this region, lipid head groups from both the top 
and bottom leaflets bend towards the hydrophobic core of the membrane as shown by the 
individual leaflet thickness profiles (Figure 3.7A and B and 3.11B and C). At the top 
leaflet, the thinning mostly occurs in the region between H1 and H2 caused by 
electrostatic and H-bond interactions between residues, R101 (H1) and Y118 (H2) in 
particular, and the lipid head groups (Figure 3.7A and B and 3.11B). At the bottom leaflet, 
H-bonds between the linker residue backbone atoms and the lipid head groups are mostly 
responsible for pulling the polar lipid head groups inwards to the hydrophobic core, 
resulting in the thinning effect (Figure 3.7A and B and 3.11C).  
 
Figure 3.11. The thickness profiles of (A) the bilayer, (B) the top leaflet, and (C) the 
bottom leaflet in systems cav1_65_3 (top) and cav1_55_8 (bottom). Prior to making the 
profiles, the caveolin-1 molecules are aligned so that the vector connecting the centers of 
H1 and H2 coincides with the X-axis. To calculate the profile, a two-dimensional grid is 
placed on the XY plane on top of the protein. For each grid point, the averaged Z-
positions of the phosphate atoms at the top and bottom leaflets are computed. These Z-
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values represent the thickness of the top and bottom leaflets, respectively. The difference 
indicates the entire bilayer thickness. The color scale in the plots goes from blue to red 
with increasing thickness. The density of the protein is also plotted on the XY plane as 
black contour lines to show caveolin-1 responsible for membrane perturbation. 
 
In contrast, regions near the outer edges of caveolin-1 projection on the XY-plane 
exhibit moderate hydrophobic thickness increase, mostly at the top leaflet near the N- and 
C-termini of caveolin-1 (Figure 3.11B). Residues accountable for the thickness increase 
include K86, S88, and T91 in H1 and S133 and K135 close to the C-terminus. In a rigid 
membrane without the ability to make any adaptations, these residues would be exposed 
to the aqueous solution with the preferred caveolin-1 configuration. However, lipid 
bilayers are fluidic and can either compress or expand along the thickness dimension 
depending on local interactions, which in this case are the salt bridges and H-bonds 
between the aforementioned terminal residues and the lipid head groups, therefore 
resulting in the membrane thickness expansion seen in the simulations. The location of 
expansion is closely associated with the position of these residues. For example, in 
system cav1_55_8, a prevailing H1 rotation at 181° places K86, S88, and T91 at the 
opposite side of the caveolin-1 molecular plane as in system cav1_65_3 (Figure 3.7A and 
B), and the location of membrane thickness increase follow that of the polar residues on 
H1. The impact of H2 rotation on the membrane thickness increase is not as prominent as 
S133 and K135 are located in the loop region of the C-terminus and are more flexible, 
but increased membrane thickness is always observed near the C-terminal region of 
caveolin-1 in nearly all simulation systems.  
Thickness deformation is not the only perturbation caused by caveolin-1 insertion 
into the membrane. The insertion also stretches the top and bottom lipid leaflets in an 
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asymmetric fashion. On average, there are always 3 to 4 less lipid molecules at the top 
leaflet due to the U-shape conformation adopted by caveolin-1. Because of this unique 
shape, the cytoplasmic side of caveolin-1 is wide open and has a much larger cross-
sectional area (Aprot = 104 ± 29 Å2, 15 ≤ Z ≤ 19 Å) than the extracellular side (Aprot = 0 Å2, 
-19 ≤ Z ≤ -15 Å). It is then intuitive that when incorporated in a planar bilayer, the 
caveolin-1 is likely to create lateral tension imbalance in the opposite leaflets and perhaps 
this drives the curvature formation in the bilayer. This is, however, not observed in the 
multiple 80-ns or the 1-µs simulations as the P21 image transformation is employed in the 
former to allow the exchange of lipid molecules between the opposing leaflets and the 
size of the simulation cell in both simulations is not large enough for a global curvature 
of the membrane to be seen. Nevertheless, the difference in lipid numbers and Aprot in the 
opposite leaflets illustrate the ability of caveolin-1 to cause a positive intrinsic curvature.  
 
3.4. Summary and Conclusions 
The caveolin protein family is an indispensable component of caveolae. Their 
misfunction can lead to severe disease conditions [112-115]. Because of its role as the 
inducer and principal component of caveolae, the structure and the action mechanism of 
caveolin molecules have been under the scrutiny of researchers for years. Despite the 
efforts, however, no atomic structure of caveolin molecule is available, possibly due to 
the fact that it is highly dynamic and also its association with the membrane. Therefore, 
the primary goal of this study was to reveal the structure and dynamics of caveolin-1 in a 
membrane bilayer environment. The study also investigates the impact of caveolin-1 
insertion on the surrounding membrane bilayers in the hope of gaining insights into 
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caveolin-induced membrane curvature formation mechanism. The strategy adopted in this 
study is to perform multiple MD simulations to generate favorable caveolin-1 
configurations and a 1-µs long simulation of a cavelin-1 system with a preferred 
configuration to further examine the stability and the dynamics of such a configuration. 
The simulation results are well correlated with the tryptophan fluorescence emission 
measurements.  
First, the simulations show that the caveolin-1 prefers to adopt a U-shape 
conformation in membranes with a wide range of preferred θ angle from 45° to 64° 
(Figure 3.3A and 3.4). This is a very important finding as there has been considerable 
doubt as to whether a conformation such as this could persist in the membrane. Our 
studies show that stable yet dynamic U-shape conformations are possible and that the 
linker residue backbone atoms (G108-P110) make H-bonds to the lipid head groups of a 
locally thinned bilayer.  
Second, the simulations also confirm that caveolin-1 is inserted in but does not 
span the membrane with the insertion angle at ~70° (Figure 3.3B). Both the N- and C- 
termini of caveolin-1 face the cytoplasm and are located at the hydrophobic-hydrophilic 
interface of the top bilayer leaflet, while the linker residues are found beneath the lipid 
head groups of the opposite leaflet (Figure 3.7 and 3.8). The mode of insertion observed 
in the current simulations is also supported by the tryptophan fluorescence emission 
experimental data (Figure 3.9). Such a finding is significant as it shows that caveolin does 
not completely span the bilayer.  
Third, the structural analyses results show that there are four possible H1-H2 
interfaces manifested by four pairs of H1 rotation angle (ρ1) of 343° and H2 ρ2 of 111° 
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being the predominant. The structures with such a rotation angle preference have polar 
residues such as R101 and Y118 very close to or inside the space between the H1 and H2 
helices (Figure 3.7A and B). These residues are involved in causing local membrane 
thinning around caveolin-1.  
Lastly, caveolin-1 insertion causes local membrane disruption. Part of the 
disruption is reflected in the local membrane deformation. It includes thinning of the 
membrane, which occurs in the area in between the H1 and H2 helix as a result of 
specific residue-lipid interactions, and membrane thickness expansion near both the N- 
and C-termini of caveolin-1. This deformation pattern may play a role in caveolin-1 
oligomerization in a sense that the favorable local environments of the monomers are 
similar and it could help them recognize each other with ease. The membrane disruption 
is also reflected in the lipid number difference in the opposite leaflets due to the different 
cross-sectional areas of caveolin-1 in them. This illustrates the potential of the caveolin-1 
molecules to asymmetrically stretch the bilayer and induce membrane curvature.  
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Chapter IV 
 
Molecular Dynamics Studies of Ion Permeation in VDAC 2 
  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2 Reused from Biophysical Journal, Huan Rui, Kyu Il Lee, Richard W. Pastor, and Wonpil Im, 100. 2011. 
pp 602-610. Copyright (2011). With permission from Elsevier Science. 
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Summary 
The voltage dependent anion channel (VDAC) in the outer membrane of mitochondria 
serves an essential role in transport of metabolites and electrolytes between the cell 
matrix and mitochondria. To examine its structure, dynamics, and mechanisms 
underlying its electrophysiological properties, we have performed a total of 1.77 µs 
molecular dynamics simulations of human VDAC isoform 1 in DOPE/DOPC mixed 
bilayers in 1M KCl solution with transmembrane potentials of 0, ±25, ±50, ±75, and 
±100 mV. The calculated conductance and ion selectivity are in good agreement with the 
experimental measurements. In addition, ion density distributions inside the channel 
reveal possible pathways for different ion species. Based on these observations, a 
mechanism underlying the anion selectivity is proposed; both ion species are transported 
across the channel, but the rate for K+ is smaller than that of Cl- because of the attractive 
interactions between K+ and residues on the channel wall. This difference leads to the 
anion selectivity of VDAC. 
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4.1. Introduction 
The voltage dependent anion channels (VDACs) are 30-kDa transmembrane (TM) 
proteins found in the outer membrane of mitochondria. They provide important 
conducting pathways for simple ions such as K+, Cl- and Ca2+ [150], and small molecules 
like pyruvate and ATP [150] between the cytosol and the intermembrane space in 
mitochondria. There is also evidence that VDACs are involved in cancer cell metabolism 
[151] and release of apoptotic proteins from mitochondria [152]. Isoforms of VDACs 
exist in many organisms. In human mitochondria, three VDAC isoforms (hVDAC1, 
hVDAC2 and hVDAC3) have been identified [153]. Although they all provide exchange 
pathways for ions and metabolites between the mitochondria and cell matrix, their 
expression profiles and physiological properties are different [154]. VDAC1 shows 
characteristic electrophysiological properties (e.g., single channel conductance, anion 
selectivity, and voltage dependence) that are shared in VDACs across different eukaryote 
species from yeast to human [155]. Therefore, it is presently the most extensively studied 
VDAC isoform. Studies of VDACs from rat liver mitochondria reveal moderate anion 
selectivity. The selectivity ratio between Cl- and K+ is approximately 2:1 in 1.0:0.1 M 
KCl asymmetric solution [156], and the single-channel conductance ranges from 3.9 nS 
to 4.5 nS in 1.0 M KCl solution [157]. When inserted into planar phospholipid 
membranes with low TM potential (~±10 mV), VDACs are open and preferentially 
transport anions. Increasing the TM potential to ~±30 mV, however, shifts the channels 
into a slightly cation selective “closed” state with reduced single channel conductance of 
1-2 nS [156]. Given the gating threshold of VDAC and the mitochondria resting 
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transmembrane potential of about -180 mV [158], VDACs are presumably closed at the 
resting state in the mitochondrial outer membrane.  
 hVDAC1 was first cloned and expressed in human B-lymphocyte cells [159]. It 
consists of 283 amino acids, with alternating hydrophobic and hydrophilic residues in 
many regions, as consistent with β-strands in a TM β-barrel [160]. Recent NMR and X-
ray structures of human and mouse VDAC1 [161-163] confirm the β-barrel architecture 
of the channel. In both structures of hVDAC1 [161, 163], there are 19 β-strands with the 
first and last strands parallel to each other, forming a cylindrical barrel of ~30 Å in 
diameter. A part of the N-terminus forms a short α-helix that extends into the channel 
lumen (Figure 4.1). Of the 179 residues residing in the pore lining, 17 are acidic and 20 
are basic, as might be anticipated for a channel that is mildly anion selective but also 
transports cations. VDAC1 orientation in the mitochondria membrane, i.e., whether both 
the N- and C-termini face the cytosol [164, 165] or the intermembrane side [166], is still 
under debate. 
 
Figure 4.1. Molecular representation of hVDAC1 from the first NMR model 
(PDB:2K4T): (A) top view and (B) side view, with α-helices (red), β-strands (yellow) and 
loops (green). Charged residues that line the channel wall are highlighted in stick 
representations. The figures were produced using the molecular visualization program 
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PyMOL [167]. 
 
Before the atomic structures of VDACs were determined, models for ion 
selectivity and voltage dependence were primarily based on functional studies [168, 169]. 
It is now possible to examine the ion permeation at the atomic level. Based on the crystal 
structure of mouse VDAC1 [162] and continuum electrostatic calculations, Choudhary et 
al. [170] rationalized the anion selectivity of the wild type channel by computing the free 
energy required to transfer different ion species from bulk solution into the channel. 
Since the calculations were performed on a static structure, structural dynamics, which 
may alter the electrophysiological properties of the channel, was not considered in 
computing the free energies. In addition, the free energies were calculated by placing a 
single ion along the pore axis, neglecting its lateral freedom as well as the effects from 
other ions. This work presents results from a total of 1.77 µs molecular dynamics (MD) 
simulations of hVDAC1 in DOPE/DOPC mixed bilayers bathed in 1M KCl solution at 
TM potentials of 0, ±25, ±50, ±75, and ±100 mV. The results are discussed in terms of 
the channel stability and dynamics in membranes, its electrophysiological properties, ion 
diffusion constants inside the pore, and the molecular mechanisms underlying its anion 
selectivity. 
  
	   84 
4.2. Computational Methods 
4.2.1. Simulation of hVDAC1 in explicit membrane bilayers without transmembrane 
potential 
The structure of hVDAC1 was taken from the first model of the NMR structures 
(PDB:2K4T) [161] using the PDB Reader module in CHARMM-GUI 
(http://www.charmm-gui.org) [171] with a positively charged N-terminus and a 
negatively charged C-terminus. The channel was centered at Z = 0 and reoriented to make 
its pore axis parallel to the membrane normal (i.e., the Z-axis). Both the N- and C-termini 
were placed in the lower half of the simulation cell with Z < 0. To best resemble the lipid 
compositions used in the structure determination [161], a mixed lipid bilayer containing 
1,2-dioleoyl-glycero-3-phosphatidylethanolamine (DOPE), 1,2-
oleoylphosphatidylcholine (DOPC), and cholesterol [172] was generated with a ratio of 
40:40:1 (PE:PC:Chol) by CHARMM-GUI Membrane Builder [137]. Both the top and 
bottom leaflets contain 81 lipid molecules, with the same lipid composition ratios. 1.0 M 
KCl was also added to hydrate and neutralize the system (217 K+, 219 Cl-, and 
approximately 12,500 waters), resulting in an 88.9 × 88.9 × 85.7 Å3 simulation system. 
To enhance sampling of hVDAC1 conformation and ion motions, three independent 
hVDAC1 systems, denoted S1_0, S2_0, and S3_0, were built, with total atom numbers of 
63,749, 63,710, and 63,884 respectively; the suffix indicates that the applied voltage is 0. 
The number of water molecules is different in each system because the systems were 
generated independently with lipid molecules of different conformations and positions by 
CHARMM-GUI Membrane Builder. After 700-ps equilibration, each system was 
subjected to an initial 5-ns production. All the simulations were carried out in NPγT 
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ensemble (i.e., constant pressure Pz = 1.0 atm long Z-axis, surface tension γ = 20 dyn/cm 
[173], and temperature T = 303.15 K) using biomolecular simulation program CHARMM 
[174] with all-atom parameter set PARAM22 [84] including the dihedral cross-term 
corrections (CMAP) [175], C27r lipid parameters [86], and the modified TIP3P water 
model [176]. Trajectories were generated with a 2-fs time step and bonds with hydrogen 
were constrained with the SHAKE algorithm. We used the same options for non-bonded 
interactions in the input scripts provided by the CHARMM-GUI Membrane Builder 
[137]; the van der Waals interactions were smoothly switched off at 11−12 Å by a force 
switching function [141] and the electrostatic interactions were calculated using the 
particle-mesh Ewald (PME) method with a mesh size of about 1 Å for fast Fourier 
transformation, κ = 0.34 Å-1, and a sixth-order B-spline interpolation [177]. 
 
4.2.2. Simulation of hVDAC1 in explicit membrane bilayers with transmembrane 
After 5-ns equilibration, nine different TM potentials (Vmp) ranging from -100 mV to 100 
mV in 25 mV increments were applied to the three systems, resulting in a total of 27 
systems; e.g., S2_n100 is originated from S2_0 with Vmp = -100 mV. For each system, a 
65-ns MD trajectory was then generated in the NPγT ensemble with the same conditions 
described above. Applying TM potentials greatly enhances the sampling of ion crossing 
events and therefore increases the statistical significance of the calculated 
electrophysiological properties of the channel. Nevertheless, it should be stressed that 
because of the gap between the current simulation times (tens of nanoseconds) and the 
time required for the “open” to “closed” transition of the channel (seconds), the 
simulations with high TM potentials are unlikely to provide any gating information or to 
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alter the channel’s conductance and selectivity significantly. Nine different TM potential 
are employed in order to improve the conformational sampling of hVDAC1 as well as to 
evaluate the channel’s I-V characteristics at various TM potentials. Figure 4.2 shows the 
last snapshots of system S1_n100, S2_0, and S3_p100.  
 
Figure 4.2. Molecular representation of systems (A) S1_n100, (B) S2_0, and (C) 
S3_p100 at the end of the simulations: hVDAC1, yellow ribbon; phosphates of DOPE 
and DOPC molecules, orange spheres; remainder of the lipids, grey lines; cholesterols, 
red lines; water, marine; K+, magenta; and Cl-, green. The figures were produced with 
PyMOL [167]. 
 
Vmp was established by applying an external constant electric field across the 
membrane system [178]; Vmp = V (Z = -Lz/2) - V (Z = Lz/2), where Lz is the system size 
in the Z-axis. The direction of the electric field was parallel to the membrane normal. To 
verify if Vmp was implemented correctly during the simulations, we calculated the 
electrostatic potential along the Z-axis, 
 
V z( ) , by solving Poisson’s equation,  
 
d2V z( )
dz2
= !4"#sys z( ) (4-1) 
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where 
 
!sys z( ) denotes the system charge distribution along the Z-axis. The 
 
V z( )  profiles 
and the potential differences across the bilayers in Figures 4.3 and 4.4 validate the 
applied Vmp during the simulations.  
 
Figure 4.3. Average electrostatic potential profiles of the systems with Vmp = -100 
(black), -75 (red), -50 (green), -25 (blue), 25 (magenta), 50 (cyan), 75 (maroon) and 100 
mV (orange) along the Z-axis. The average electrostatic potential profile from the 
systems with Vmp = 0 is subtracted from the original V(z; Vmp) profiles (Figure 4.4) to 
illustrate the influence of the applied electric field on the electrostatic potential 
throughout the simulation system. The established potential, i.e., V(-40; Vmp) - V(40; 
Vmp), during the simulations are -104±4, -72±5, -53±4, -25±7, 31±1, 48±11, 74±2, and 
102±3mV for the applied Vmp = -100, -75, -50, -25, 25, 50, 75, and 100 mV. 
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Figure 4.4. Electrostatic potential V(z) profiles along the Z-axis in the simulation set S1 
(top), S2 (middle) and S3 (bottom). Systems with different TM potentials are presented 
using different color schemes: Vmp = -100 mV (black), -75 mV (red), -50 mV (green), -
25 mV (blue), 0 mV (magenta), 25 mV (cyan), 50 mV (maroon), 75 mV (violet), and 100 
mV (orange). Because the resulting V(z) is sensitive on the choice of the integration 
region along the Z-axis, the calculated profiles cover different Z-ranges starting from Z = 
-40.0 Å to values near 40.0 Å. To clearly indicate the potential difference across the 
simulation cell, all the Z-ranges are extended to 40.0 Å with the V(z) value at their ending 
value between Z = 30.0 Å and Z = 35.0 Å. 
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4.3. Results and Discussion 
4.3.1. Structural stability and dynamics of the hVDAC1-membrane systems 
The overall stability of hVDAC1 during the simulations with different Vmp was examined 
by the root mean-square deviations (RMSD) of the β-barrel backbone atoms. The RMSD 
are averaged for the last 60 ns and plotted with standard deviations for all systems in 
Figure 4.5A. The averaged RMSD are similar for different Vmp, ranging from 1.6 ± 0.1 Å 
in system S2_p50 to 2.5 ± 0.3 Å in system S1_n25. Although the overall RMSD is small, 
the β-barrel is flexible in some regions, especially the channel wall near the N-terminal α-
helix (-4.0 Å ≤ Z ≤ -2.0 Å). In particular, the changes of the X-Y cross-section of the 
channel in this region suggest a large breathing motion; i.e., the ratios of the short and 
long axis (b/a) under different TM voltage conditions vary from 0.65 to 1.0 with an 
average of 0.88 (Figure 4.6). The breathing motion is likely related to the dynamics of the 
N-terminal helix (residue 6 to 10), which is believed to play a key role in channel gating 
as a voltage sensor [155]. In all the simulations, its center of mass position varied from -
10.0 Å to 6.4 Å along the Z-axis (Figure 4.7A and B), while the hydrophobic interactions 
between Tyr7 and Leu10 in the α-helix and the pore lining residues Val143, Leu150, and 
Ala170 are well maintained (Figure 4.7C). Interestingly, the helix movement is biphasic; 
since the overall charge of the N-terminal region (residue 1 to 23) is positive, the helix 
moves toward more negative Z direction when Vmp < 0, and vice versa. 
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Figure 4.5. (A) Average backbone RMSD in all systems for the last 60 ns, with S1 (red), 
S2 (green), and S3 (blue). (B) Backbone RMSF for systems S1_n100 (red), S1_0 (green) 
and S1_p100 (blue), and from 20 NMR models (PDB ID: 2K4T) (black dash). The NMR 
models’ RMSF was calculated with respect to the average NMR structure. The residue 
span of the β-strands is shown in boxes (orange). 
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Figure 4.6. The normalized population histogram of the ratio between the short axis and 
the long axis of the ellipse formed by the β-barrel. The ratios are collected for systems 
under all TM potentials in each simulations set: S1 (red), S2 (green), and S3 (blue). The 
dashed lines show the span of the ratios calculated from the NMR structure ensemble. 
 
 
 
Figure 4.7. (A and B) Population of the Z-position (ZCM) of the N-terminal α-helix. ZCM 
are collected for systems with (A) Vmp = 0 mV (black), -25 mV (red), -50 mV (green), -
75 mV (blue), and -100 mV (magenta), and  (B) Vmp = 0 mV (black), 25 mV (red), 50 
mV (green), 75 mV (blue), and 100 mV (magenta). (C) Interaction between the N-
terminal α-helix residues (magenta sticks with Tyr7 (bottom) and Leu10 (top)) and the 
pore lining residues (yellow sticks with Val143 (middle), Leu150 (bottom), and Ala170 
(top)): (left) ZCM = -8.0 Å, (middle) ZCM = -4.0 Å, and (right) ZCM = 4.0 Å. 
 
Figure 4.5B plots the backbone root mean-square fluctuations (RMSF) of 
S1_n100, S1_0 and S1_p100 for the last 60 ns. Similar RMSF are observed for systems 
with different Vmp, indicating minimal structural change upon the applied TM potentials 
on the present simulation timescale. In each system, the RMSF differ for residues 
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residing in different secondary structures; as expected, they are smaller for residues in the 
channel wall (~0.5 Å) than those in loops or both termini (~2.0 Å). The RMSF calculated 
from the 20 NMR structure models [161] exhibit similar trends in the conformational 
flexibilities of different channel regions (dashed lines in Figure 4.5B). The loop/termini 
RMSF are larger in the NMR structure ensemble than in the MD simulations because the 
paucity of NMR restraints in those regions leads to the larger conformational 
uncertainties. Nonetheless, together with the similar trends in the RMSF from MD and 
NMR, we show that the simulations, with and without TM potentials, maintain the 
channel stability with the integrity of its secondary structures with reasonable dynamics 
during the simulations. The generated trajectories, therefore, can be used to further 
analyze the electrophysiological properties and ion permeation mechanism of the channel.   
 
4.3.2. Electrophysiological properties of hVDAC1 calculated from MD simulations 
The electrophysiological properties of hVDAC1 are examined in terms of its conductance 
level and ion current ratio. The conductance (G) of hVDAC1 was calculated based on the 
accumulated ion crossing number (NK/Cl) for each ion type (Figure 4.8) and Ohm’s Law, 
 
G = Itotal
Vmp
=
(NK !NCl)q
Vmp"
 (4-2) 
where 
 
Itotal  is the total current and 
 
q is the charge of a monovalent ion. NK/Cl is either 
increased or decreased every 2 ps by the net number of ions that cross Z = 0 in the 
positive direction of the Z-axis. With NK/Cl in a given time interval τ, one can estimate the 
average current carried by each ion using Equation 4-2. 
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Figure 4.8. Accumulated ion crossing number for K+ (magenta) and Cl- (green) in the 
last 60 ns of the set S1 under (A) positive and (B) negative TM potentials. From top to 
bottom in (A) are Vmp = 100, 75, 50, 25 mV for NK and Vmp = 25, 50, 75, and 100 mV for 
NCl. From top to bottom in (B) are Vmp = -100, -75, -50, -25 mV for NCl and Vmp = -25, -
50, -75, and -100 mV for NK. 
 
As shown in Figure 4.9, the conductance values are similar in all systems with an 
average at 4.8±0.2 nS except in S3_n75 (6.5 nS), S3_n50 (7.0 nS), and S3_p75 (2.8 nS). 
The noticeable deviation from the mean in these three systems arises from stochastic ion 
crossing events with limited simulation timescales. Nonetheless, the calculated 
conductance values agree well with experimental values of about 3.9 nS to 4.5 nS in the 
same KCl concentration [155]. In addition, the fact that the MD conductance is very 
similar to the conductance (4.9±0.6 nS) from longer-time Brownian dynamics (BD) [179] 
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supports that the averaged MD conductance is statistically reliable even with the 
stochastic nature of ion crossing events with small Vmp and limited simulation timescales. 
The slightly higher value of the computed G than the experimental values is partly 
associated with the low viscosity of the TIP3 water model (see below for more details) 
[180].  
 
Figure 4.9. Conductance calculated from the last 60 ns in simulation sets S1 (red), S2 
(green), and S3 (blue) as a function of applied voltage Vmp, with average conductance 
and standard error (black). The dashed lines indicate the range of experimental single 
channel conductance. 
 
Figure 4.10 shows the total current (
 
Itotal ) and the currents carried by K
+ (
 
IK ) and 
Cl- (
 
ICl) as a function of applied voltage. Although the difference in current magnitudes 
is within the standard errors at most voltages, there is a small asymmetry of the currents 
(and thus conductance) at positive and negative TM potentials (Tables 4.1 and 4.2); a 
similar level of asymmetry was obtained in the BD simulations of hVDAC1 under the 
same conditions [179]. Such conductance asymmetry was also observed in OmpF in E. 
coli [181, 182]. This suggests that hVDAC1 passes K+ ions more easily in the negative 
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direction of the Z-axis, while the situation is reversed in the case of Cl-. The ion 
selectivity (
 
!) can be estimated from the ratio between 
 
ICl  and 
 
IK : 
 
! = ICl /IK . Assuming 
the linearity of the I-V curve, 
 
! can be evaluated by the ratio of the slopes of individual 
ion currents. Using least square linear regression, the calculated slopes of 
 
ICl  and 
 
IK  are 
3.2 and 1.6 respectively, giving a ratio of 2.0 ± 0.1. This ratio is in excellent agreement 
with the 2:1 anion selective ratio estimated experimentally [155]. 
 
Figure 4.10. Current-voltage (I-V) relationship for the total (black), K+ (magenta) and Cl- 
(green) currents. The average current and standard error at each voltage point are 
calculated from three independent simulations. 
 
Table 4.1. Average currents [in pA] and standard errors among three replicates at various 
TM potentials (Vmp).  
Vmp 
Itotal  IK  ICl 
–Vmp +Vmp  –Vmp +Vmp  –Vmp +Vmp 
100 -498±35 442±42  -132±17 166±10  -366±26 275±33 
75 -427±32 310±52  -138±14 126±25  -289±20 183±32 
50 -259±48 223±19  -56±17 88±14  -203±31 134±5 
25 -117±17 134±12  13±17 53±4  -104±5 82±12 
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Table 4.2. Individual ion currents [in pA] at various TM potentials.  
 S1 S2 S3 
 IK ICl IK ICl IK ICl 
n100 -118 -318 -112 -387 -166 -393 
n75 -128 -254 -120 -291 -166 -323 
n50 -51 -179 -29 -166 -88 -264 
n25 5 -96 3 -112 -45 -104 
p25 45 94 59 94 53 59 
p50 67 126 115 142 83 136 
p75 174 203 118 227 88 120 
p100 147 382 171 251 182 342 
 
Given the structural variability in the NMR model structures (Figures 4.5B and 
4.6), it is reasonable to ask whether the electrophysiological properties calculated from 
MD simulations using only one model are biologically relevant and can be compared 
with experimental data. Clearly, the current MD simulations do not sample the barrel 
conformations with low b/a ratios (~0.65) that exist in the NMR models. It would be 
computationally prohibitive to perform MD simulations with all NMR models and 
examine the influence of structural variance on channel transport properties. However, 
our coarse-grained BD simulation study with all NMR models [179] indicates that the 
transport properties of the model used in the present MD simulation study closely 
represent those calculated from the ensemble of all the NMR models. Therefore, the ion 
transport properties from the current MD simulations are meaningful and can be directly 
compared with experimental measurements. 
 
4.3.3. Diffusion constants inside the hVDAC1 pore 
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Another important determinant of electrophysiological property of the channel is the 
position dependent ion diffusion constant, D(z), inside the pore. Note that D(z) is an 
important input for coarse-grained BD or PNP (Poisson-Nernst-Planck) approaches to 
calculate electrophysiological properties of ion channels [181, 182]. The evaluation of 
D(z), however, is not straightforward because the effects of systematic forces (e.g., ion-
protein interactions) must be removed [183]. Following reference [182], D(z) is obtained 
from the variance of a shifted Gaussian distribution along the Z-axis, 
 
D z( ) =
! z "( ) # ! z "( )[ ]2
2"
 (4-3) 
where 
 
!z "( ) = z t + "( ) # z t( ), τ is a suitably small time interval (several ps), and 
 
!z "( )  
is the average Z-displacement of an ion per unit time τ arising from systematic forces.  In 
free solution, 
 
!z "( )  = 0, and Equation 4-3 reduces to the familiar Einstein relation 
[184].  
Figure 4.11 shows the averaged diffusion constant profile along the Z-axis for 
both K+ and Cl- at Vmp = 0. The diffusion constants of K+ and Cl- at ± 40 Å (bulk 
solution) are 0.30 Å2/ps and 0.29 Å2/ps, respectively. These values are independent of τ 
and approximately 1.5 times larger than the experimental values in bulk solution, 
 
DK  = 
0.19 Å2/ps and 
 
DCl  = 0.2 Å
2/ps, at 298.15 K [185]. The discrepancy is the result of the 
different temperature (303.15 K) used in the simulations, the low viscosity of TIP3P 
water [180], and other errors in the potential energy function. As expected, the choice of 
τ modulates the calculated diffusion constants of both ion species inside the channel pore. 
With a small τ (e.g., τ = 1 ps), both ion types experience a 30% reduction of diffusion 
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constant (
 
DK  = 0.21 Å
2/ps, 
 
DCl  = 0.21 Å
2/ps), while the reduction is 50% (
 
DK  = 0.15 
Å2/ps, 
 
DCl  = 0.15 Å
2/ps) when a larger time interval is used (e.g., τ = 4 ps). The diffusion 
constant calculated from the larger τ represents the mobility of ions in the pore region 
more precisely compared to the one calculated using a smaller τ. This is because the 
autocorrelation of an ion’s velocity is non-zero in a small time interval. In other words, 
the velocity of an ion is dependent on its previous velocity (i.e., the system memory), and 
the evaluation of D from Equation 4-3 is biased [186]. Following the previous molecular 
dynamics study of OmpF in E. coli [182], we determined the diffusion constants for K+ 
and Cl- in the VDAC pore with a time interval τ = 4 ps. The resulting diffusion profiles 
along the Z-axis can be used as inputs for BD or PNP calculations. 
 
Figure 4.11. Diffusion constant profiles for (A) K+ and (B) Cl- along the Z-axis. The 
diffusion constant D is calculated using different time intervals: τ = 1 ps (black), τ = 2 ps 
(red), τ = 3 ps (green), τ = 4 ps (blue) and τ = 5 ps (magenta). Using time intervals τ = 4 
ps and τ = 5 ps, a 50% decrease of D is observed when ions move from the bulk region to 
the VDAC pore region. 
	  
4.3.4. Mechanisms of hVDAC1’s anion selectivity 
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The good agreement between the calculated and experimental electrophysiological 
properties of hVDAC1 supports an investigation into the mechanisms underlying the 
anion selectivity of the channel. We approach the problem by examining the ion number 
density profile, ion hydration number profile, and the cross-sectional ion charge 
distribution along the Z-axis.  
The number density profiles of both K+ and Cl- ions along the Z-axis averaged for 
three independent simulations with Vmp = 0 (S1_0, S2_0 and S3_0) are shown in Figure 
4.12A. Not surprisingly, the average density of Cl- inside the pore is higher than that of 
K+, consistent with the anion selectivity of the channel. We also calculated the average 
number of ions inside the pore by integrating the density over the pore region (-15.0 Å ≤ 
Z ≤ 15.0 Å). Table 4.3 lists the resulting numbers of K+ and Cl- inside the channel pore 
and the ratios between them. The average ratio of 1.3 is 35% smaller than the average 
ratio of 2.0 calculated from the ion currents (Table 4.1). This implies that K+ ions stay in 
the channel longer than Cl-. These differences in crossing times of the two ion species 
appear to arise from the attractive interactions between K+ and the inner wall of the 
channel as seen in the K+ density. In the middle of the channel, there is a region (-2.0 Å ≤ 
Z ≤ 2.0 Å) with high K+ density, whereas the density sharply decreases when ions move 
from the middle to either ends of the channel (-12.0 Å ≤ Z ≤ -8.0 Å or 8.0 Å ≤ Z ≤ 12.0 
Å). This indicates that there are free energy barriers for K+ ions near both openings of the 
channel, which prevent K+ from either entering or leaving the channel. In contrast, the 
density (and corresponding free energy profile) for Cl- is much smoother, and thus, 
transport of Cl- ions across the channel is more rapid. 
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Figure 4.12. (A) Ion density profiles along the Z-axis in the pore region (-15.0 Å ≤ Z ≤ 
15.0 Å): K+ (magenta) and Cl- (green). The densities are averaged for three independent 
simulations with Vmp = 0. (B) K+ ion hydration number profiles and (C) Cl- ion hydration 
number profiles along the Z-axis in systems with Vmp = 0. The hydration partners for K+ 
include water oxygen (cyan), protein oxygen (red) and Cl- ions (green), while those for 
Cl- include water oxygen (cyan), protein nitrogen (red) and K+ ions (magenta). The total 
hydration number (black) is also shown. A cutoff of 4.0 Å is used to count the hydration 
partners. 
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Table 4.3. Average number of K+ and Cl- ions inside the pore and their ratios (nCl/nK). 
Standard errors are also shown with the averages. 
 nK nCl nCl/nK 
n100 8.1±0.8 9.2±0.7 1.1±0.2 
n75 6.9±0.6 9.5±0.4 1.4±0.2 
n50 6.1±0.7 8.5±0.4 1.4±0.2 
n25 7.0±0.3 10.0±0.3 1.4±0.1 
0 5.4±0.5 7.5±0.6 1.4±0.3 
p25 5.6±0.1 6.8±0.2 1.2±0.1 
p50 5.8±0.2 7.6±0.9 1.3±0.2 
p75 6.0±0.0 8.2±1.0 1.4±0.2 
p100 6.5±1.1 7.8±0.3 1.2±0.3 
 
The variation of K+ and Cl- density profiles correlates with the different hydration 
conditions for the ions along the pore axis. In channels with narrow passageways like 
gramicidin A [187] and KscA [188], ions are desolvated upon entering to the channel or 
the selectivity filter, and then form favorable interactions with the channel, i.e., the 
channel provides the solvation partners. To examine such hydration effects in hVDAC1 
with a much larger aqueous pore, we calculated the hydration number as a function of the 
ion’s Z-position. The total hydration number is further decomposed to the contributions 
from water molecules, counterions, and protein atoms (i.e., oxygen atoms for K+ and 
nitrogen atoms for Cl-). The hydration profiles for systems with Vmp = 0 are shown in 
Figures 4.12B and C. The total hydration numbers for both K+ (NK,total = 8.3 ± 0.2) and 
Cl- (NCl,total = 8.0 ± 0.1) at any position along the Z-axis inside the pore are similar. These 
numbers are also similar to the total hydration numbers of both ion species in the bulk 
KCl solution (NK,total = 8.3 ± 0.0 and NCl,total = 8.4 ± 0.1). Note that the protein hydration 
for K+ reaches its peak in the middle of the channel where the highest K+ density is found. 
This indicates that the K+ ions are close to the channel wall, possibly as a result of 
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specific attractive interactions. In contrast, protein hydration of Cl- is constant throughout 
the channel. 
To determine the specific residues involved in ion hydration, the cross-sectional 
ion charge distributions were evaluated for three slabs along the pore axis: (A) -8.0 Å ≤ Z 
≤ -4.0 Å; (B) -2.0 Å ≤ Z ≤ 2.0 Å; and (C) 4.0 Å ≤ Z ≤ 8.0 Å (Figure 4.13). Note that the 
charge distributions result from the summation of both K+ and Cl-, so that zero density at 
a certain region reflects the fact that there are equal amounts of K+ and Cl- in the region. 
Near the openings of the channel (A and C), the overall positive charge density (
 
!+) is 
relatively small, with the maxima at 6.0 × 10-3 e/Å3 in both slab A and C. The major 
 
!+ 
are distributed in two zones on the X-Y plane. One is in the vicinity of the first five β-
strands of hVDAC1, and the other is close to β-strands #11 to #14, which are on the 
opposite side of the channel wall (Figure 4.13). While
 
!+ has a clear position preference, 
the negative charge density (
 
!") is distributed throughout the pore, with slightly higher 
values near the channel wall due to the protein-ion interactions. The scenario shifts in the 
middle of the channel (slab B), where concentrated positive charge is found. The 
maximum value of 
 
!+ reaches 1.7 × 10-2 e/Å3, 4.3 times larger than the maximum 
 
!" in 
the slab and 2.8 times larger than the maximum 
 
!+ observed in slabs A and C. Further 
investigation indicates that this accumulation arises from attractive electrostatic 
interactions between K+ and negatively charged residues on the first five β-strands, 
especially Asp30 and Glu84. Interestingly, mutations of the corresponding residues, 
Asp30 to Lys and Lys84 to Glu, in VDAC1 from Saccharomyces cerevisiae increase and 
decrease the anion selectivity of the channel respectively [189]. The present simulation 
studies of hVDAC1 show that these two residues form strong attractive interactions with 
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K+, which make K+ permeation less effective. In contrast, Cl- ions pass the channel 
relatively freely without strong interactions with residues on the channel wall. 
Consequently, hVDAC1 conducts more Cl- ions than K+ ions in a given time interval, 
resulting in the observed anion selectivity. 
 
Figure 4.13. Cross-sectional ion distributions on the X-Y plane in three regions along the 
Z-axis: (A) 4.0 Å ≤ Z ≤ 8.0 Å, (B) -2.0 Å ≤ Z ≤ 2.0 Å, and (C) -8.0 Å ≤ Z ≤ -4.0 Å. The 
charge distributions are calculated from S2_0. (D) A molecular representation of 
hVDAC1 channel with its β-strands numbered. The first β-strand from the N-terminus of 
the channel is numbered as #1. 
 
An alternative way of examining the selectivity mechanism is to characterize the 
pathway that each ion type takes to travel across the channel. In a wide channel pore 
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containing multi-ions, an overlap of ion positions during the simulation offers 
information on the average pathway of ions. For this reason, we superimposed ion 
trajectories from the last 10 ns in system S1_n100 (Figure 4.14). Although it is not 
quantitative, the superposition of ions demonstrates approximately the three-dimensional 
ion density inside the pore. From Figure 4.14, there are three clusters of the most 
populated K+ ions: the first is near Asp30 on β-strand #1 toward the channel opening with 
Z < 0; the second is near Glu84 on β-strand #5 in the middle of the channel; and the third 
is between Asn207 on β-strand #14 and Asp16. These clusters are consistent with the 
observed positive charge density in Figure 4.13. There are no clearly defined paths for K+ 
and Cl- in hVDAC1, compared to the ones observed in the OmpF channel from E. coli 
[182]. The hVDAC1 channel has an aqueous conducting pathway and transports both ion 
species. However, the pathway for K+ is more restricted than that of Cl-. K+ ions enter the 
channel from either side, but they cannot proceed directly as do Cl- ions, although the two 
have similar averaged diffusion constants inside the pore. Once the K+ ions are in the 
pore, they start to form attractive interactions with the aforementioned four residues. As a 
result, their effective diffusion is reduced. Alternatively, the passageway of Cl- ions is not 
as restricted. The majority of Cl- ions pass through the channel with minimal interactions 
with the protein, and therefore their effective diffusion is faster than that of the K+ ions. 
The difference in the effective diffusion rates of K+ and Cl- determines the anion selective 
nature of the channel.  
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Figure 4.14. Overlay of ion trajectories for the last 10-ns simulations in S1_n100. The 
trajectories are sampled every 10 ps, resulting in a superposition of 1,000 snapshots.  (A), 
(B) and (C) are three different views by 120° rotation. K+ (magenta) and Cl- (green) are 
shown in sphere presentation. To indicate the positions of involved residues, a reference 
segment (yellow) of the channel is also shown, including residues numbering from 1 to 
36 and from 273 to 285. Important residues (yellow) such as Asp16, Asp30, Glu84 and 
Asn207 are presented in stick representation. 
 
Although it is suggested that the channel’s anion selectivity mainly arises from 
the net positive charges on the pore lining [155], the proposed mechanism in the present 
study supplements rather than contradicts this prevailing view. Figure 4.15 shows the 
one-dimensional multi-ion PMF [190], 
  
 
W! ,1D Z( ) , for both K+ and Cl- from their 
equilibrium distributions along the Z-axis, calculated using 
  
 
W! ,1D Z( ) = "kBT ln C! Z( ) Cref[ ], (4-4) 
where α is the ion type and Cref is set to the bulk concentration so that   
 
W! ,1D Z( ) = 0 in the 
bulk solution. 
  
 
W! ,1D Z( ) represents the mean potential acting on an ion along the channel 
axis, including contributions from protein-ion, ion-ion, and ion-solvent interactions and 
the volume exclusion effect (i.e., variation in ion accessible cross-sectional area). As 
shown in Figure 4.15, the free energy barriers for Cl- at both entrances of VDAC are 
slightly lower than that for K+, probably due to the net positive charges of the pore. This 
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limits K+ from entering the channel. In addition, the K+ PMF shows a free energy well 
with a depth of 0.7 kcal/mol in the middle of the channel, resulted from the attractive 
interactions between K+ and negatively charged residues including Asp30 and Glu84. 
Compared to the Cl- PMF, which is smooth inside the pore, such a free energy well for 
K+ makes the K+ permeation slow. These two features of the K+ PMF are likely to be the 
origin of hVDAC1’s mild anion selectivity. The spatial preference of both ion species 
inside the pore can also be illustrated by the two-dimensional multi-ion PMF maps along 
the pore axis (Figure 4.16). Both the observation of homogeneous Cl- PMF throughout 
the pore and the existence of potential wells for K+ in the middle of channel further 
corroborate the proposed selectivity mechanism, which is largely dictated by electrostatic 
interactions between ions and the charged residues on the channel wall. In fact, the 
importance of electrostatics underlying VDAC’s anion selectivity is clearly illustrated by 
the electrostatic potential maps calculated from the Poisson-Boltzmann equation [191] 
(Figure 4.17). 
 
Figure 4.15. The averaged one-dimensional multi-ion PMF for K+ (magenta) and Cl- 
(green) calculated from simulations at zero transmembrane potential. 
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Figure 4.16. Two-dimensional multi-ion PMF profiles [in kcal/mol] for both K+ (left) 
and Cl- (right) in systems (A) S1_0, (B) S2_0, and (C) S3_0. The PMF profiles are 
calculated using 
  
 
W! ,2D X ,Y( ) = "kBT ln C! X ,Y( ) Cref[ ]  for 2 Å slabs along the Z-axis, 
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ranging from -14 Å to 14 Å, in which 
 
kB,   
 
C! X ,Y( ) , and 
 
Cref  are the Boltzmann constant, 
local ion concentration at (X, Y), and the bulk ion concentration. The PMF plots from 
different simulations are very similar, indicating a good convergence of ion distribution 
inside the pore. 
	  
	  
 
Figure 4.17. Two-dimensional electrostatic potential profile probed by a unit charge 
inside the channel pore calculated based on hVDAC1 NMR model #1. The electrostatic 
potential is computed using the PBEQ solver module in CHARMM-GUI. Regions with 
low electrostatic potential (blue) are favored by K+ ions while zero electrostatic potential 
(green) indicates there is no specific preference for different ion species. The electrostatic 
potential profiles are well correlated with the calculated two-dimensional multi-ion PMF. 
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4.4. Summary and Conclusions 
To investigate the ion permeation and selectivity of hVDAC1 and its underlying 
mechanisms, we have performed sets of three independent all-atom MD simulations of 
hVDAC1 embedded in DOPE/DOPC/cholesterol mixed membrane bilayers at TM 
potentials of 0, ±25, ±50, ±75, and ±100 mV. We generated a total of 1.77-µs trajectories 
and analyzed them to elucidate the channel’s stability, electrophysiological properties, 
ion diffusion constants inside the channel pore, and a possible ion selectivity mechanism.  
The overall hVDAC1 structure remained stable in each simulation, as 
corroborated by its backbone RMSD and RMSF (Figures 4.5A and B). The qualitative 
agreement between the RMSF calculated from different structural information (i.e., the 
NMR models and the MD trajectories) illustrates adequate sampling of hVDAC1 
conformations.  
The good stability and sampling of hVDAC1 allows for the evaluation of 
important properties of the channel with acceptable accuracy. The channel conductance, 
ion current ratio, and ion diffusion constant can be readily calculated. The conductance 
and ion current ratio of hVDAC1 are in good agreement with experimental measurements, 
revealing a functional channel with a conductance level around 4.8 nS and an 
approximate 2:1 selectivity between Cl- and K+ (Figures 4.9 and 4.10). Position 
dependent ion diffusion constants (Figure 4.11) were obtained from a shifted Gaussian 
distribution (Equation 4-3) in order to separate stochastic and systematic forces. These 
diffusion constants can be used in BD or PNP calculations for rapid evaluations of the 
channel’s electrophysiological properties.  
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Based on the calculated ion density profile, ion hydration profile, cross-sectional 
ion charge density distributions, and position dependent diffusion constants, we propose a 
possible mechanism for ion permeation and selectivity of hVDAC1. In this mechanism, 
both ion species can travel across the channel. The determinant of the channel’s anion 
selectivity is the transport efficiency of different ions. Cl- is transported more efficiently 
than its counterions, which are slowed down by attractive ion-protein interactions in the 
middle of the pore. Residues involved in K+-protein interactions are Asp16, Asp30, 
Glu84 and Asn207 (Figures 4.12, 4.13, and 4.14). Mutation studies also suggest the 
importance of Asp16, Asp30 and Glu84 in yeast VDAC anion selectivity [189]. These 
residues appear to serve as traps for K+ ions as they pass through the middle of the 
channel. It is such specific K+-protein interactions that increase the average time K+ ions 
spend in the pore. Together with the higher free energy barrier for K+ to enter the channel 
(Figure 4.15), the K+-protein attractive interactions results in the difference in ion 
transport rate for K+ and Cl- and determines the anion selectivity of hVDAC1. 
  
	   111 
Chapter V 
 
Protein Dynamics and Ion Traffic in Bacterioferritin3 
  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3 Reused from Biochemistry, Huan Rui, Mario Rivera, and Wonpil Im, 51. 2012. pp 9900-9910. 
Copyright (2012). With permission from American Chemical Society. 
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Summary 
Bacterioferritin (Bfr) is a spherical protein composed of 24 subunits and 12 heme 
molecules. Bfrs contribute to regulate iron homeostasis in bacteria by capturing soluble 
but potentially toxic Fe2+ and by compartmentalizing it in the form of a bioavailable 
ferric mineral inside the protein’s hollow cavity. When iron is needed, Fe3+ is reduced 
and mobilized into the cytosol as Fe2+. Hence, key to the function of Bfr is its ability to 
permeate iron ions in and out of its interior cavity, which is likely imparted by a flexible 
protein shell. To examine the conformational flexibility of Bfrs in a native-like 
environment and the way in which the protein shell interacts with monovalent cations, we 
have performed molecular dynamics (MD) simulations of BfrB from Pseudomonas 
aeruginosa (Pa BfrB) in K2HPO4 solutions at different ionic strengths. The results 
indicate the presence of coupled thermal fluctuations (dynamics) in the 4-fold and B-
pores of the protein, which is key to enable passage of monovalent cations through the 
protein shell using B-pores as conduits. The MD simulations also show that Pa BfrB 
ferroxidase centers are highly dynamic and permanently populated by transient cations 
exchanging with other cations in the interior cavity, as well as the solution bathing the 
protein. Taken together, the findings suggest that Fe2+ traffic across the Pa BfrB shell via 
B-pores and that the ferroxidase pores enable capture and oxidation of Fe2+, followed by 
translocation of Fe3+ to the interior cavity, aided by the conformationally active H130. 
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5.1. Introduction 
Iron is the fourth most abundant metal on Earth and an indispensable cofactor in the 
active sites of proteins and enzymes, where it functions as an integral component of 
physiological processes such as respiration, DNA synthesis, gene regulation, degradation 
of peroxides and superoxides, oxygen transport and oxygen activation, and degradation 
of xenobiotics [192]. Fe2+ is soluble (~ 0.1 M at pH 7.0) but readily oxidized by 
molecular oxygen to the Fe3+ form, which is extremely insoluble (~10-18 M at pH 7.0) 
[192, 193]. The oxidation of Fe2+ by O2 generates hydrogen peroxide, which is also a 
byproduct of aerobic respiration; Fe3+ can be reduced to Fe2+ by reducing agents in the 
cell and rapidly react with hydrogen peroxide to produce Fe3+ and the hydroxyl radical, 
thus creating a cycle conducive to the formation of the highly reactive ˙OH which 
indiscriminately attacks biological molecules [193, 194]. Thus, the potential toxicity of 
Fe2+ and the insolubility of Fe3+ pose enormous challenges to living cells. These 
challenges have been largely ameliorated by evolution of the ferritins and ferritin-like 
molecules, which specialize in the handling and storage of iron. These molecules function 
by oxidizing the soluble but potentially toxic Fe2+ using O2 or H2O2 as electron acceptors 
and by storing the otherwise insoluble Fe3+ in the form of a mineral in a compartment 
(internal cavity) that is isolated from cellular processes. When necessary, iron stored in 
the internal cavities of ferritin-like molecules can be reduced, mobilized from the interior 
cavity and incorporated into cellular processes [192].  
The crucial contribution of ferritin-like molecules to iron metabolism is evident in their 
presence in all three domains of life with remarkable conservation of structure in spite of 
very low conservation in sequence [195]. Three types of ferritin-like molecules are found 
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in bacteria, bacterioferritin (Bfr), ferritin (Ftn), and DNA binding proteins from starved 
cells (Dps) [192]. Bfrs and Ftns are spherical proteins composed of 24 subunits that 
encase a hollow cavity of approximately 80 Å in diameter where the iron mineral is 
stored. Dps are also spherical proteins but are composed of 12 subunits encasing a hollow 
cavity approximately 45 Å in diameter. Structures of Bfr from several organisms [196-
202] reveal that the canonical fold of a Bfr subunit (Figure 5.1A) is composed of a four-
helix bundle (helices A to D) and a short C-terminal helix E nearly perpendicular to the 
bundle. Each subunit harbors a ferroxidase center in which a di-Fe2+ moiety is oxidized to 
a di-Fe3+ species, prior to their storage as an iron mineral in the Bfr interior cavity. A 
unique property of the Bfrs, which only occur in archaea and in bacteria [195], is that 
they bind heme between two subunits (subunit-dimer) (Figure 5.1B) such that the 24-mer 
protein consists of 12 subunit dimers and 12 heme molecules. 
 
Figure 5.1. The bacterioferritin architecture. (A) View of a Pa BfrB subunit illustrating 
the ferroxidase center (green) and the ferroxidase pore (pink), which enables access of 
iron from the protein exterior to the ferroxidase center; heme is in black, K+ in the 4-fold 
pore and PO!
!! in the 3-fold pore are shown as magenta and cyan spheres, respectively. 
(B) Subunit dimer showing heme coordinated axially by a M52 from each subunit. (C) 
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View along a 3-fold symmetry axis depicting a 3-fold pore and a phosphate ion. (D) 
View along a 4-fold symmetry axis illustrating a 4-fold pore and the associated K+ ion.  
Each 4-fold pore is surrounded by 4 B-pores, highlighted by red squares. (E) The 
electrostatic potential mapped on the interior surface of Pa BfrB. Four front subunits were 
removed for a clear view of the internal cavity. (F) The electrostatic potential mapped on 
the exterior surface of a Pa BfrB with the same orientation as in (E). Negative 
electrostatic potential is in red, positive electrostatic potential is in blue, and the unit is 
kcal/(mol⋅e). The figures were produced using the molecular visualization program 
PyMOL [167]. 
 
The protein shells of ferritin-like molecules function similar to cell membranes in 
that they separate the iron mineral from the cytosol. Four types of pores are thought to 
communicate the interior cavity of a 24-mer assembly with the exterior milieu: eight 3-
fold pores (Figure 5.1C), six 4-fold pores (Figure 5.1D), a ferroxidase pore in each 
subunit (Figure 5.1A) and four B-pores located near each of the 4-fold pores (Figure 
5.1D) [202].  Notably, the surface lining the interior cavity (interior surface) of Bfrs 
exhibits a very large negative potential (Figure 5.1E) [202], whereas the surface of the 
protein exposed to the protein exterior (exterior surface) shows less pronounced positive 
and negative electrostatic potentials (Figure 5.1F). 
Structural studies showed that the 3-fold pores of eukaryotic ferritins are lined 
with conserved negatively charged residues. Substitution of these conserved residues 
caused decreased rates of iron uptake, leading to the suggestions that Fe2+ ions may traffic 
in and out of eukaryotic ferritins via 3-fold pores [203-206]. In comparison, the function 
of the 3-fold pores in the Bfrs, which are lined by layers of alternating positive and 
negative charge, is much less clear. Sulfate and phosphate ions have been observed in 3-
fold pores in the crystal structures of Pseudomonas aeruginosa BfrB (Pa BfrB) [207], Pa 
FtnA [208] and Desulfovibrio desulfuricans Bfr (Dd Bfr) [209], suggesting that in the 
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Bfrs and bacterial Ftns the 3-fold pores may be conduits for anion traffic across the 24-
mer shell. The 4-fold pores of Bfrs and bacterial Ftns are also structurally different from 
those of eukaryotic ferritins. The 4-fold pores in eukaryotic ferritins are lined by 
hydrophobic residues and are narrower than the 3-fold pores. In agreement, substantial 
barriers for the entry of Fe2+ and Na+ ions into eukaryotic ferritin 4-fold pores have been 
calculated [210]. In contrast, the 4-fold pores of Bfrs typically contain hydrophilic 
residues and in some instances are observed to bind monovalent and divalent cations in 
X-ray crystal structures. The presence of these positively charged ions in the 4-fold pores 
of Bfrs has led to the hypothesis that these channels may serve as conduits for the traffic 
of Fe2+ in and out of the Bfr shell [207, 211, 212]. The protein shells of bacterial ferritins 
(Bfr and Ftn) also have channels at the intersection of three subunits, not aligned with any 
axis of symmetry in the structure. These channels have been termed B-pores [209]. In all 
known Bfr structures the B-pores are lined by hydrophilic residues and have a relatively 
large number of negatively charged residues. Mg2+ ions coordinated by water molecules 
have been observed within the B-pores of Azotobacter vinelandii (Av) [212] and 
Mycobacterium smegmatis (Ms) Bfrs [196]. A more recent structure of Pa BfrB in 
complex with its cognate electron donor partner, Pa ferredoxin (Bfd), shows Na+ ions in 
the B-pores, where they are coordinated by three negatively charged residues lining the 
narrowest section of the pores [213]. Although the function of the B-pores is unknown, it 
has been noted that B-pores are sufficiently large to accommodate a Fe2+ ion, thus 
suggesting that B-pores may function to facilitate trafficking of iron in and out of Bfrs 
and bacterial Ftns. 
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Clearly, the different pores in the ferritin structure are likely important to the dual 
function of iron uptake and release exhibited by ferritins and ferritin-like molecules.  
However, current understanding of how the pores enable these functions is limited. 
Although the perception of ferritin-like molecules has evolved from that of a rigid cage to 
that of a dynamic supramolecular assembly, virtually nothing is known about their 
dynamic properties, and how dynamics enable their function. In an attempt to bridge 
these gaps, to the best of our knowledge, we report the first molecular dynamics (MD) 
simulation study of the 24-mer Pa BfrB. Results from these MD simulations reveal that 
significant cooperative dynamics at 4-fold pores and B pores are linked to the traffic of 
K+ ions across the protein shell, using B-pores as conduits. Moreover, the simulations 
show highly dynamic ferroxidase centers permanently populated by transient K+ ions, 
which can access the centers from the interior cavity as well as from the protein exterior. 
The traffic and distribution of K+ observed during the simulations is discussed in the 
context of iron uptake and release from the Bfrs. 
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5.2. Computational Methods 
5.2.1. Constructing the Pa BfrB system 
The Pa BfrB structure used in the simulations (PDB:3ISF) [197] was retrieved using the 
PDB Reader module in CHARMM-GUI (www.charmm-gui.org) [171]. The terminal 
residues including M1, D157, and D158 were missing in some of the Pa BfrB subunits. 
These residues were added using the IC BUILD command in CHARMM [45] and were 
patched with acetylated N-termini and N-methylamide C-termini, respectively. Since the 
MD simulations of Pa BfrB were carried out in K2HPO4 solution (see below), PO!!! ions 
were added in the 3-fold pores in place of the SO!!! ions found in the crystal structure of 
the iron-soaked Pa BfrB structure (PDB:3IS8) [197]; this structure was not used in the 
simulations because it was obtained from Pa BfrB containing ~600 iron atoms inside the 
central cavity [197]. Hence, the structure used in the simulations consists of a protein 
shell made of 24 Pa BfrB subunits, 12 heme molecules, K+ in each of the six 4-fold pores, 
and PO!!! in each of the eight 3-fold pores (Figure 5.1A-D).  
 
5.2.2. Estimating initial ion positions from GCMC/BD simulations 
Having a proper starting system configuration for a MD simulation is extremely 
important. In the case of Pa BfrB, how to place the ions to initialize the MD simulations 
is the key issue, because Pa BfrB has a net negative charge of +378 and an uncorrelated 
system could take a long time to equilibrate. Under such a scenario, randomly placing the 
ions through out a Pa BfrB may not be an optimal option. Therefore, GCMC/BD 
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simulations were employed to generate the initial ion positions that follow the 
electrochemical potential in the system for the subsequent MD simulations. 
The structure of Pa BfrB was centered in the origin of a cubic simulation box with 
160 Å on each side. The vectors connecting two 4-fold pores on the opposite sides of the 
protein shell were aligned with the X-, Y-, and Z-axis. The CHARMM-GUI GCMC/BD 
ion simulator module [214] was employed to calculate the grid-based potential maps for 
the grand canonical Monte Carlo / Brownian dynamics (GCMC/BD) simulations. The 
grid spacing was set to 0.5 Å. To account for the influence of different protein dielectric 
constants (εp) on the electrostatic potential, a series of εp (εp = 2, 4, 10, 20, and 40) were 
used in the calculations, resulting in five sets of potential maps. They were denoted by 
E2, E4, E10, E20, and E40. Each set contains the electrostatic potential , the reaction 
field potential , and the core-repulsive steric potential Ucore. From these, a space 
dependent multi-ion potential of mean force, , can be evaluated by 
, (5-1) 
where ri is the position of the ith ion and Uij denotes the pair-wise ion-ion interactions 
[181].  was used to guide the GCMC/BD simulations following the BD equation 
of motion [215, 216], 
 (5-2) 
with Di and  representing the diffusion constant of the ith ion and the stochastic water 
bombardment on ions.  
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Five GCMC/BD simulations (GCMC/BD_E2-E40) with 30,000 steps each were 
performed using the last step input file from the GCMC/BD ion simulator module [214]. 
The positions of the protein atoms, heme molecules, and crystal ions in the pores were 
fixed. In each simulation K+ and Cl- were added to the system from the GCMC buffer 
region equivalent in size to the simulation box and distributed by the subsequent BD 
simulations. K+ instead of Fe2+ were used as the cation species in the GCMC/BD and the 
following MD simulations because of (i) the accessibility of accurate force field 
parameters for K+ but not for Fe2+ and (ii) the similarity of K+ and Fe2+ in that they are 
both soluble cations. The anion in the GCMC/BD simulations is Cl-, which is different 
from the HPO!!! present in the MD simulations. This is because there are no accurate 
Lennard-Jones and short-range ion-ion interaction parameters for K2HPO4 available in 
GCMC/BD, but those parameters for KCl are well established and frequently used [181, 
214]. The total number of ions after each cycle was plotted for each system (Figure 5.2). 
A snapshot of ion positions was selected after the ion number in each system reached a 
plateau value. To generate the initial ion configuration for the MD simulation systems, 
half of the Cl- were randomly chosen and discarded, and the other half was replaced with 
HPO!!! to keep the total negative charge constant. Table 5.1 shows the number of ions in 
each system. Clearly, the resulting number of ions is strongly dependent on εp and 
increases with decreasing εp. Instead of choosing a particular εp, all systems with different 
εp are considered in this study to reflect the different ionic strengths.  
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Figure 5.2. Total number of ions (Nions) during GCMC/BD simulations for systems 
GCMC/BD_E2 (red), _E4 (green), _E10 (blue), _E20 (magenta), and _E40 (cyan). 
 
5.2.3. MD simulations of Pa BfrB in K2HPO4 Solution 
In the preparation of the all-atom MD simulations, each of the five resulting systems 
from the GCMC/BD simulations (MD_E2-E40) was immersed in a pre-equilibrated 
water box of the same size as in the GCMC/BD systems (160 × 160 × 160 Å3). Water 
molecules within 2.4 Å from the ions and the Pa BfrB heavy atoms were removed. The 
systems were then subjected to a 210-ps equilibration cycle with decreased positional 
harmonic restraints on heavy atoms excluding water oxygen. During the equilibration 
process some water molecules infiltrated the Pa BfrB shell, creating vacuum pockets in 
the K2HPO4 solution inside and outside Pa BfrB. Therefore, the water molecules in the 
systems were removed after the first cycle of equilibration followed by addition of water 
in the manner described above except that 2.0 Å was used as a distance cutoff instead of 
2.4 Å, and a second cycle of 780-ps equilibration was conducted. At the end of this cycle, 
small vacuum regions were still observed, but only in the central cavity. Therefore, a 
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sphere of pre-equilibrated water with a radius of 40 Å was appended, and newly added 
water molecules within 2.4 Å of any heavy atoms in the system were deleted. The whole 
system was then equilibrated without restraints for 20 ps, and was followed by a 40-ns 
production. The system information is summarized in Table 5.1. 
Table 5.1. Numbers of K+ (NK-total), HPO!!!  (Nphos-total), cavity K+ (NK-cavity), cavity 
HPO!
!! (Nphos-cavity), water molecules (Nwater), and total atoms (Natom-total) in the MD 
simulations systems. 
 NK-total Nphos-total NK-cavity Nphos-cavity Nwater Natom-total  
E2 2,840 1,231 1,430 0 110,172 404,112 
E4 1,800 711 918 1 112,343 406,465 
E10 1,042 332 512 1 113,992 408,380 
E20 788 205 334 2 114,487 408,849 
E40 714 168 246 3 114,478 408,526 
 
All the simulations were carried out in NPT ensembles using NAMD2.8 [217] 
with the CHARMM all-atom parameter set PARAM22 [84] including the dihedral cross-
term corrections (CMAP) [85] and a modified TIP3P water model [218]. The van der 
Waals interactions were smoothly switched off at 10-12 Å by a force switching function 
[141] and the electrostatic interactions were calculated using the particle-mesh Ewald 
method with a mesh size of ~1 Å. The temperature (300 K) and pressure (1 atm) were 
kept constant during all the simulations by Langevin dynamics and the hybrid Nose-
Hoover Langevin piston method, respectively. The Langevin damping coefficient was set 
to 1 ps-1; the decay period and damping timescale were 50 fs and 25 fs, respectively. 
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5.2.4. Principal Component Analysis 
Principal component analysis (PCA) was performed to investigate the intrinsic dynamics 
of the Pa BfrB monomers and the assembly. Prior to calculating the covariance matrix for 
PCA, we superimposed all the Pa BfrB structures to the starting structure to remove the 
protein’s translation and rotation during the simulations. For each of the Pa BfrB 
monomers, the coordinates of all the Cα atoms (R) were recorded at each trajectory 
snapshot,  
R =
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where r3n-2,t, r3n-1,t, and r3n,t represent the X, Y, Z-coordinates of the nth Cα atom at time t, 
and N (N = 158) is the total number of Cα atoms in a subunit. Using R, a covariance 
matrix (! ) can be constructed,  
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where the covariance of ri and rj, cov ri, rj( ) , over a total of T time points is defined by 
cov ri, rj( ) = ri,t ! ri( ) rj,t ! rj( )t=1
T"
T !1
 (5-5) 
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and ri  and ri  are the time averages of all the ri,t  and rj,t  respectively. The eigenvalues 
and eigenvectors of the matrix !  were computed. The eigenvector corresponding to the 
largest eigenvalue was then recorded and grouped into three groups for each Cα atom. 
The vector formed by these three values gives the principal direction of motion of a 
specific Cα. 
The calculation of the principal motional modes of the entire Pa BfrB assembly is 
rooted on the same concept. Rather than using the coordinates of all the Cα atoms in the 
assembly, the center of mass coordinates of helical fragments were used. To distinguish 
motions occurring in different portions on helices A to D, each of them was divided into 
three fragments with each one containing approximately 10 residues. Helix E contains 
only six residues and thus the entire helix was used. The center of mass coordinates of 
these helical fragments were recorded and used to construct the R matrix with N = 13. 
The rest of the calculation follows the description given above. 
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5.3. Results and Discussion 
5.3.1. Structure stability and dynamics of Pa BfrB 
The calculated backbone root-mean-squared deviation (RMSD) of Pa BfrB bathed in 
K2HPO4 solution indicates that the protein is stable during the simulations (Table 5.2). 
Even the systems with most flexibility (E2 and E4) show RMSD values well under 4.0 Å. 
The greater RMSD in these systems likely stems from enhanced flexibility in specific 
regions of a Pa BfrB subunit, as can be seen in the per-residue RMS fluctuations (RMSF) 
in Figure 5.3A-C. Nonetheless, the characteristic 432-point symmetry of the Bfr 
assembly is preserved during the simulations, which is a strong indicator that the integrity 
of the Pa BfrB structure is well maintained. 
Table 5.2. BfrB Backbone RMSD (Å) in the MD simulation systems. 
 E2 E4 E10 E20 E40 
MD 3.8±0.4 2.3±0.1 2.3±0.2 1.7±0.1 1.6±0.0 
 
 
 
Figure 5.3. Intrinsic flexibility in Pa BfrB. The per-residue RMSF observed in system 
MD_E2 mapped onto a subunit viewed from the (A) interior and (C) exterior surface of 
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Pa BfrB. Flexibility increases in the color scale from white to red. (B) Per-residue RMSF 
in a subunit of Pa BfrB plotted for systems MD_E2 (red), E4 (green), E10 (blue), E20 
(magenta), and E40 (cyan). Per-residue B factors from the X-ray structure (PDB:3ISF) 
are shown in the black trace; helices A to E are indicated as boxes and ferroxidase center 
residues are highlighted in green. (D) Per-residue RMSF mapped on six subunits of the 
24-mer assembly show relatively large dynamic behavior near 4-fold and B-pores, and 
considerable less dynamic activity near 3-fold pores. To facilitate visualization, the pores 
are highlighted by black (B-), green (3-fold) and blue (4-fold) stars. (E) Principal 
motional mode of Cα atoms on helices B and D (blue) in subunit H in MD_E40 shown by 
arrows. (F) The principal motional mode of six subunits of the 24-mer assembly shown in 
the same orientation as in (D). The helices were segmented into 10-residue pieces and the 
motions were calculated based on the centers of mass of these structural segments. The 
arrows (red) indicate the directions of motion. Subunits exhibiting overall motion along 
and perpendicular to the assembly plane are colored white and cyan, respectively. 
 
A per-residue RMSF plot (Figure 5.3B) illustrates the relative fluctuations in a Pa 
BfrB subunit for each of the MD systems (E2, E4, E10, E20, and E40). In addition to the 
N- and C-termini, it is apparent that specific regions of a subunit are significantly more 
dynamic than average. The relative extent of per-residue RMSF mapped onto a BfrB 
subunit is shown in Figure 5.3A and C with white representing the lowest propensity and 
red the highest propensity to fluctuate.  In addition to the N- and C-termini, the long loop 
connecting helices B and C (BC loop) and the C-terminus of helix D exhibit the highest 
tendency to fluctuate, followed by the C-terminal half of helix D, and by the N-terminal 
half of helix C. The sections with higher than average flexibility also exhibit higher B-
factors than the rest of the subunit in the Pa BfrB crystal structure (black trace in Figure 
5.3B). It is also interesting that the mobility of these regions increases with the increase 
of K2HPO4 concentration (Figure 5.3B). Nevertheless, analyses of the principal motional 
modes of Cα atoms reveal absence of correlated motions within each of the helices and 
among different helices in a subunit (Figure 5.3E). 
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Although no clear functional implications can be derived from fluctuations within 
an individual subunit, their significance emerges in the context of the 24-mer assembly. 
This is illustrated in Figure 5.3D by a minimal assembly of six Pa BfrB subunits 
containing a 3-fold pore (green star), a 4-fold pore (blue star), and a B-pore (black star). 
Clearly, the regions that exhibit increased mobility in each of the subunits constitute the 
pores in the Bfr structure. This is particularly evident in the area surrounding the 4-fold 
pores, including the B-pores. In comparison, the regions comprising the 3-fold pores have 
much less dynamical activity. These observations suggest that while the less mobile 
sections of a Pa BfrB subunit may be important to maintain the structural integrity of the 
four-helix bundle and the 24-mer assembly, the fluctuations of high mobility residues 
impart the dynamic behavior to the pores in the Bfr shell. This aspect is further elaborated 
below after some salient points regarding each of the pores have been addressed. In 
addition to the fluctuation of residues near the pores, neighboring subunits can also adjust 
their orientations relative to one another, effectively creating breathing motions in the 24-
mer protein. Figure 5.3F illustrates the principal motional modes of subunits within the 
minimal Pa BfrB assembly that includes each of the 3-fold, 4-fold and B-pores. Motions 
of subunits that are in immediate vicinity are usually coupled (share similar 
directionality), although in some cases adjacent subunits may move in orthogonal 
directions. 
The 3-fold, 4-fold, and B-pore conformations are mostly maintained during the 
simulations. As shown in Figure 5.4A, the 3-fold pore is lined by three subunits; 
specifically, the C-terminus of helix C forms the outermost layer of the pore, while the N-
terminus of helix D forms the innermost layer. Near its narrowest section, there is a PO!!! 
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replacing the SO!!!  observed in the crystal structure. During the course of the 
simulations, the PO!!! is always coordinated by the side chains of R117 and K121 (Figure 
5.4A) and does not exit the 3-fold pores. As shown in Figure 5.4B, a 4-fold pore is 
formed by four E-helices adopting an orientation that is more or less parallel to the pore 
axis. The BfrB crystal structure contains a K+ ion in each 4-fold pore where it is 
coordinated by the side chains of N148 and Q151. During the simulations many of these 
K+ stay inside the 4-fold pores as in the crystal structure (Figure 5.4B). In some cases, 
however, K+ ions exit the pore. When this happens, the side chains of N148 and Q151 in 
E-helices located on opposite sides of the pore interact, leading to temporary obstruction 
of the 4-fold pore. Unlike 3-fold or 4-fold pores, B-pores are not at a crystallographic 
axis of symmetry. As shown in Figure 5.4C, the side chains of D34, E60, E66, D132, and 
E129 in BfrB protrude the pore interior thus creating the narrowest section of the B-
pores. In the course of all simulations K+ ions traverse B-pores aided by transient 
coordinative interactions with these negatively charged residues (Figure 5.4C). The 
fashion in which K+ ions traffic through B-pores in our simulations is in agreement with 
recent experimental observations showing that Na+ ions are coordinated by D34 from one 
subunit and by D132 and T136 from another subunit in the B-pores of Pa BfrB in 
complex with its cognate electron transfer Pa Bfd [213]. Along the same vein, Mg2+ ions 
have also been observed within the B-pores of Av BfrB [212] and Ms BfrB [196], where 
they are coordinated by water molecules. These observations taken together strongly 
suggest that B-pores are conduits for ion traffic in and out of the Pa BfrB central cavity.  
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Figure 5.4. Architecture and dynamic properties of the pores in BfrB taken from a 
snapshot in system MD_E40. (A) 3-fold, (B) 4-fold, and (C) B-pores. Each pore type is 
shown viewed from the protein exterior (top) and from a transverse perspective (middle) 
with the internal cavity at the bottom and with the subunit closer to the viewer removed 
for clarity. (Bottom) The intrinsic flexibility of each type of pore is highlighted by 
mapping the RMSF fluctuations (see Figure 5.3B) from lowest (white) to highest (red). 
The phosphate ions in the 3-fold pores (cyan spheres) are coordinated by the side chains 
of R117 and K121 from each of the three subunits forming the pore. The K+ ions 
(magenta spheres) in the 4-fold pores are coordinated by N148 and N151 from each of 
the four E-helices forming the pore. B-pores harbor negatively charged residues including 
D34, E60, E66, D132, and E129. These residues attract K+ ions and translocate them 
across the protein shell during the simulations. 
 
The bottom row in Figure 5.4 clearly illustrates that 3-fold pores show modest 
dynamic behavior. In contrast, a significant concentration of fluctuating domains is 
observed in the external perimeter of 4-fold pores, extending toward B-pores. Key 
residues contributing to the enhanced dynamics observed in these regions are located in 
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the C-terminus of helix D and the loop connecting helices D and E; specifically, residues 
Q137 to G145. Moreover, in high ion concentration systems (e.g., MD_E2) the C-termini 
of helices D undergo frequent transitions between folded and unfolded states; Figure 5.5 
documents this transition and its impact on a 4-fold and one of its surrounding B-pores. 
The unfolding events in helices D enhance the mobility of the entire E helices: one pair of 
diagonally opposed E helices comes close to one another while the other pair is separated 
further apart. When the C-termini of helices D refold, the corresponding E helices return 
to their original positions. In extreme cases, the folding and unfolding events yield a ratio 
of up to 0.58 for the distance between two diagonally opposed E helices in close 
proximity relative to the distance separating two E-helices moved further apart. (Figure 
5.5B and C). Despite their dynamic nature, the 4-fold pores are mostly closed during the 
simulations as the deformation caused by their dynamics always places two E-helices in 
close contact. The folding-unfolding equilibrium of the C-terminal portions of helices D 
affects the conformation of B-pores as well. Unfolding of the C-termini in helices D 
expands the passageway across the B-pores (Figure 5.5B), while refolding either returns 
the pore to its initial closed state or keeps the pore open by deforming the nearby 4-fold 
pore (Figure 5.5C). The dynamic opening and narrowing of B-pores supports the notion 
that ions traffic across the Pa BfrB shell using B-pores as conduits. Further evidence will 
be provided in the following section where the analysis of ion distribution and motions is 
presented.  
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Figure 5.5. Snapshots illustrating the dynamic behavior of the 4-fold and B-pores. (A) A 
4-fold pore (blue star) and one of its surrounding B-pores highlighted by its negatively 
charged residues in green, as seen in the crystal structure. (B) Melting of the C-terminal 
sections of helices D (Figure 5.3C) opens up the B-pore and increases the mobility of the 
entire E helix in the cyan subunit. This marks the start of the 4-fold pore deformation. (C) 
The E helix in the cyan subunit moves further away from its neighboring E helix (orange) 
toward the D-helix in the same subunit, which is now refolded. The displacement of the E 
helix results in deformation of the 4-fold pore and the further expansion of the B-pore. 
All the structure snapshots were taken along the MD_E2 trajectory. 
 
5.3.2. Ion distributions in the Pa BfrB systems 
Although the interior surface of the protein shell exhibits a relatively large negative 
electrostatic potential (Figure 5.1E), the largest concentrations of negatively charged 
residues occur in the middle of each subunit near the ferroxidase center and in the 
perimeters surrounding 3-fold, 4-fold, and B-pores. Because of the significant 
electrostatic potential gradients created by these residues, during the simulations, K+ ions 
migrate toward the interior surface of BfrB and penetrate into the protein shell (black 
dashed lines in Figure 5.6) even though the majority of them stayed away from the 
protein shell in the GCMC/BD simulations with rigid BfrB (black line in Figure 5.6A). 
This is evident in Figure 5.6A, which plots the potassium ion concentration (CK) along 
the radial distance (R) from the center of the interior cavity for systems GCMC/BD_E10 
(black) and MD_E2-E40. Clearly, systems with different ionic strengths share similar 
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profiles of CK, strongly suggesting that ion distribution has reached a steady state in all 
the systems and that the concentration profiles represent the real likelihood of having ions 
in different regions in a given system. 
 
Figure 5.6. Potassium and phosphate ion concentration profiles (CK and CPHOS). CK in 
(A) was calculated along the radial distance (R) from the center of the interior cavity with 
a bin size of 0.5 Å. The results for systems MD_E2 (red), E4 (green), E10 (blue), E20 
(magenta), E40 (cyan), and GCMC/BD_E10 (black) are shown. To calculate CK and 
CPHOS in (B) and (C), a cone is constructed with apex at the center of BfrB interior cavity 
and axis collinear with the pore axis. The volume enclosed by the cone is then divided 
into 0.5-Å slabs along its axis and concentrations of K+ and phosphate ions are computed 
inside each slab. Results are shown for the 3-fold (green), 4-fold (blue), and B-pores 
(red) in MD_E10. The estimated positions of the inner and outer protein surfaces along R 
are indicated by the dashed black lines. 
 
K+ also concentrate near the 3-fold, 4-fold, and B-pores. This is clearly shown in 
the CK profiles along the axes of the 3-fold, 4-fold, and B-pores in Figure 5.6B. The peaks 
observed in the profiles at R = 32, 43 and 48 Å denote accumulation of K+ near 4-fold, B- 
and 3-fold pores, respectively. The accumulation of K+ near the three types of pores can 
be viewed from the protein interior (Figure 5.7A) and exterior (Figure 5.7C), where the 
K+ density is rendered in mesh (magenta) and the HPO!!! density in cyan. Figure 5.7A 
also shows that the regions with high CK, especially those near the 3-fold pores, B-pores, 
and ferroxidase centers are connected by bridges with lower CK. Importantly, in all 
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simulations there is a dynamic flow that exchanges ions between these “reservoirs”. 
There is also occasional exchange of K+ between the 4-fold pore and the rest of the 
reservoirs. 
 
Figure 5.7. Potassium ions concentrated near pores in BfrB are in dynamic exchange. (A) 
Representative density of K+ (magenta mesh) and HPO!
!! (cyan mesh) in a minimal 
portion of the Pa BfrB assembly bearing a 3-fold, 4-fold and a B-pore viewed from the 
interior cavity. An identical view devoid of ion density is shown in (B) to facilitate 
identification of the 3-fold, 4-fold, and B-pores, which are highlighted by green, blue and 
red stars, respectively. This view also shows the ferroxidase center residues (green) of 
subunit A (yellow).  The views in (C) and (D) are from the protein exterior. 
 
In the context of the above-described observations, the significance of a network 
of negative potential on the inner surface of Pa BfrB is that it provides routes for cations 
to move along the interior surface. It is therefore plausible that Fe3+ ions exiting the 
ferroxidase center into the interior cavity [197, 201, 202] move along the interior surface 
in a similar fashion to nucleation sites where the ferric mineral grows. Similarly, Fe2+ that 
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enters the cavity via B-pores may be efficiently transported to a ferroxidase center where 
it is oxidized to Fe3+ and subsequently transported to a nucleation site.  
Unlike K+, which localize mainly within the subunit four-helix bundles or at the 
interior surface of BfrB, HPO!!!  usually remain associated with the protein exterior 
surface, near the ferroxidase and B-pores (Figure 5.7C). As indicated above, the 
phosphate ions present within the 3-fold pores remain in their positions throughout the 
simulations (Figure 5.6C). The fact that not many HPO!!! are inside the central cavity is 
probably the result of the initial placement of these anions. Since the electrostatic 
potential inside the cavity is very negative (Figure 5.1E), HPO!!!  are located 
predominantly in the solution bathing the protein exterior at the start of the simulations 
(Table 5.1). A few phosphate ions get fairly close to the protein during the simulations, 
especially in regions near the outermost layer of the B-pores. In systems with the highest 
HPO!
!! concentration (MD_E2), the anion can co-appear with K+ in the outer layer of the 
B-pores, but unlike K+ the anions do not penetrate the B-pores. Given the predominantly 
negative potential within the B-pores, it is unlikely that phosphate ions use this conduit to 
traffic across Pa BfrB. It is tempting to speculate that phosphate ions utilize 3-fold pores 
and there are two plausible reasons why this traffic is not observed in the simulations: 
First, the timescale of the simulation is short. Second, the possibility exists that phosphate 
access to the interior cavity is promoted by the presence of iron concentrations within the 
cavity. As iron accumulates in the cavity, the positive charge carried by iron ions 
compensates and eventually exceeds the negative potential created by the negatively 
charged Pa BfrB interior surface, thus allowing the entrance of phosphate, which is 
incorporated into the ferric mineral. 
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5.3.3. Ion trafficking and its relation to Pa BfrB dynamics 
The simulations suggest that K+ moves in and out of Pa BfrB exclusively through the B-
pores (Table 5.3). The path traveled by K+ across a B-pore consists of a series of 
negatively charged residues: E66 at the outermost layer, D34 and D132 in the middle, 
and E60 and E129 in the interior opening (Figure 5.4C). Among these residues, D34 and 
D132 are also found to coordinate Na+ in the crystal structure of Pa BfrB in complex with 
Pa Bfd [213]. In the crystal structure of Av BfrB, three of these residues D34, E66 and 
D132, and two additional ones, E135 and D139, are probably responsible for the presence 
of the Mg2+ ions inside the B-pores [212]. Considering the ability of these negatively 
charged residues to attract cations into the B-pores and further transport them across the 
protein shell, it is reasonable to suggest that Fe2+ ions enter and/or exit the BfrB central 
cavity via B-pores.  
Table 5.3. Number of K+ ions escaped/entered (Nescaped/Nentered) via the B-pores during 
the 40-ns trajectories in the MD systems E2 to E40. 
 E2 E4 E10 E20 E40 
Nescaped 63 56 63 23 0 
Nentered 5 2 4 3 4 
 
The net number of K+ moving out of the protein cage displays a slight dependence 
on the initial CK inside the Pa BfrB cage. In general, higher interior CK results in more K+ 
exiting the interior cavity, which is in agreement with the intuitive notion that K+ flux 
occurs in response to concentration gradients across the protein shell.  Also in agreement 
with the idea of flux controlled by a chemical potential is the observation that the total 
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numbers of K+ released in systems MD_E2, E4, and E10 in the 40-ns duration are not 
significantly different because the CK in the external solution is high and comparable to 
the concentration of K+ in the interior. 
 
5.3.4. Communication between the ferroxidase center and the K2HPO4 solution 
The ferroxidase centers communicate with the K2HPO4 solution by allowing K+ to enter 
from either the exterior or the interior K2HPO4 solution. At the beginning of the 
simulations, all the ferroxidase centers were devoid of cations. As the simulations 
proceed, there is one incidence of K+ penetrating into the ferroxidase centers from the 
external K2HPO4 solution via the previously identified ferroxidase pore [197]. The low 
frequency of this occurrence is probably linked to the fact that K+ entering the protein 
from the exterior solution has to work against the concentration gradient. K+ enters the 
pore steered by one of the ferroxidase center residues, E94, and reaches a pocket within 
the four-helix bundle, which is adjacent to the ferroxidase center and harbors two 
negatively charged residues, E44 and D90. These observations are in agreement with the 
notion derived from X-ray crystallographic and kinetic studies in solution that the 
ferroxidase pores in Pa BfrB serve as entry ports of iron into the ferroxidase center [197].  
In the simulations K+ ions enter the ferroxidase centers from the interior K2HPO4 
solution with much higher frequency. The events follow a well-defined path composed of 
several negatively charged residues (E47, D50, and E129) on helices B and D near the 
inner opening of the ferroxidase centers. Permeation of K+ into the ferroxidase center 
from the interior cavity creates a unique organization of cations in and around the 
ferroxidase centers as depicted in Figure 5.8. Four sites are favored by K+; two of them 
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( and ) are close to the previously identified ferroxidase iron binding sites, the third 
() is near the exterior surface, and the fourth () is located adjacent to the ferroxidase 
center in the pocket created by E44 and D90, close to H130. The observation that cations 
such as K+ are stabilized within the apo-ferroxidase centers is in line with the crystal 
structure of Pa FtnA, where Na+ ions were found in the ferroxidase centers [208].  In this 
context, the presence of K+ within the ferroxidase centers is not only expected, but it 
provides an important correlation to experimental observations which largely validate our 
approach and additional insights derived from the MD simulations. 
   
Figure 5.8. Potassium ions exchange in and out of ferroxidase centers. Stereo views 
showing the distribution of potassium ions (magenta mesh) close to the ferroxidase 
ligands (green) viewed from (A) the interior cavity of BfrB with helices B and D in the 
front and (B) the side of the subunit with helices C and D in the front. In (B), the interior 
cavity is at the bottom and the protein exterior at the top. (A) and (B) are related by a 90° 
rotation along the horizontal axis. Iron ions in the ferroxidase center of Pa BfrB 
(PDB:3IS8) are shown as orange spheres. Different helices are indicated by red letters. 
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Although sites - are always observed with K+ bound, these K+ do not 
necessarily remain at these sites during the entire course of the simulations. Rather, they 
exchange sites, predominantly between sites  and . K+ at site  can also be released 
and replaced by another K+ coming in from the interior cavity. The dynamic 
reorganization of K+ in and around the ferroxidase centers is likely facilitated by H130 
side chains. Two dominant side chain conformations of H130 are detected in all the 
simulations, with χ1 angles at -180° and -60° (Figure 5.9) that correspond to the “gate 
closed” and “gate open” conformations in the crystal structures of Pa BfrB obtained with 
and without iron in the ferroxidase center [197]. The transition between these two 
conformations swings the imidazole ring of H130 and disrupts interactions between K+ 
and the ferroxidase center residues at the K+ binding sites, especially site , which 
harbors the K+ that exchanges frequently with the K2HPO4 solution in the interior cavity.  
 
Figure 5.9. H130 in its “gate-closed” (magenta) and “gate-open” (green) conformations. 
For a clear view, K+ ions are not included. 
 
The above observations taken together provide unique insights into the influence 
exerted by dynamics on the function of the ferroxidase centers in Pa BfrB. Cations such 
as K+ and Na+ are likely ubiquitously present in the ferroxidase centers, to where they 
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gain access from either side of the protein shell. The monovalent ions flow in and out of 
the ferroxidase centers in large part aided by the dynamic pedaling of the H130 side 
chain. In this context, the translocation of K+ from the ferroxidase center to the interior 
cavity observed during the simulations, which is gated by the conformational exchange of 
the H130 side chain, is reminiscent of the mechanism proposed for gating Fe3+ from the 
ferroxidase center to the interior cavity [197]. Hence, the MD simulations lend support to 
the gating role played by the side chain of H130 and provide unprecedented insight into 
the protein motions that enable cations to traffic through ferroxidase centers.  
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5.4. Summary and Conclusions 
Bacterioferritin (Bfr) regulates cytosolic iron concentrations by oxidizing Fe2+ ions, 
compartmentalizing the Fe3+ as a mineral in its interior, and when necessary releasing 
Fe2+ to the cytosol for their incorporation in metabolism. Hence, the Bfr shell separates 
the iron mineral from the cytosolic environment and protects it from indiscriminate 
reduction by reducing agents in the cell. In order to function as effective regulators of 
cytosolic iron concentrations, Bfrs must allow the efficient and directional flow of iron, 
either into their cavity (iron uptake) or out to the cytosol (iron mobilization). In the 
process of iron uptake, Fe2+ is thought to access the ferroxidase centers via ferroxidase 
pores and bind to ferroxidase center ligands to form di-Fe2+ complexes. These are 
subsequently oxidized to di-Fe3+ moieties, which are then translocated from the 
ferroxidase centers to the interior cavity, where the iron mineral is formed. Structural and 
kinetic studies carried out with Pa BfrB [197] have shown that H130, a ferroxidase center 
ligand, coordinates iron when its side chain is in a “closed gate” conformation; a change 
to its “open gate” conformation allows Fe3+ to move from the ferroxidase center to the 
interior cavity. Hence, the ferroxidase center of Pa BfrB is thought to function in the dual 
capacity of both a pore and a catalytic site [197]. In comparison, kinetic and structural 
studies with E. coli Bfr (Ec Bfr) showed that iron bound to the ferroxidase centers of Ec 
Bfr is not translocated into the interior cavity, but functions as a cofactor that catalyzes 
the oxidation of Fe2+ that gained access to the interior cavity via a yet unknown type of 
pore (3-fold, 4-fold or B-) in its structure [199, 219].  
The current MD simulations are performed in K2HPO4 solutions. Although K+ and Fe2+ 
are different in many ways, they share a certain degree of similarity. Both ions are 
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soluble and carry positive charges. We suggest that the results obtained for K+ in our 
simulations may be indicative of the behavior of Fe2+ as it traffics in and out of the Bfr 
molecule. Clearly, the rich redox chemistry of iron (Fe2+/Fe3+) cannot be replicated using 
K+. Nevertheless, the traffic of K+ ions across the Bfr structure observed in our 
simulations is either in agreement with prior experimental observations, or adds new 
insights, such as the traffic of K+ through B-pores.  
The simulation results reveal dynamically active ferroxidase centers (devoid of iron) in 
Pa BfrB, which are readily accessed by K+ ions from the solution bathing the 24-mer, or 
from the interior cavity. In the simulations K+ in the external solution is seen to enter the 
ferroxidase center through the ferroxidase pore, an observation that is in agreement with 
prior structural reports suggesting that as part of the iron uptake process Fe2+ ions access 
the ferroxidase center via ferroxidase pores [197, 202]. The MD simulations also reveal 
that K+ in the ferroxidase centers is in dynamic exchange with K+ in the interior cavity. 
Access and exit of K+ to and from ferroxidase centers is facilitated by the dynamic 
behavior of the H130 side chain (Figure 5.9), which is seen to periodically alternate 
between a conformation similar to the iron-bound (closed gate) state in the iron-bound 
BfrB crystal structure and a conformation similar to the iron-free (open gate) state in the 
crystal structure of iron-free BfrB [197]. Consequently, the dynamic nature of the 
ferroxidase centers in Pa BfrB is reflected correctly in the MD simulations. The 
differences in the iron uptake process observed for Pa and Ec Bfr, despite their nearly 
identical structures, cannot be explained from the available data. Nevertheless, future 
efforts aiming at understanding the source of the differences is likely to provide 
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important additional insights that will illuminate the details of how bacteria regulate 
cytosolic iron concentrations. 
The recovery of Fe2+ from the Bfr cavity (iron mobilization) requires specific protein-
protein interactions that enable electron transfer from the [2Fe, 2S] cluster of Bfr-
associated Bfd to the iron mineral in Bfr [213, 220]. Although Fe2+ is thought to exit the 
protein via pores in the structure, the type of pore used as conduit is unknown. Crystal 
structures of Bfrs typically exhibit monovalent or divalent cations in the 4-fold pores, 
which has led to the suggestion that Fe2+ may utilize 4-fold pores to traffic across the Bfr 
protein shell. The MD simulations show that K+ ions do not cross the Pa BfrB shell via 4-
fold pores. Instead K+ ions traverse the BfrB shell using B-pores, assisted by conserved 
negatively charged residues. The simulations also suggest that K+ traffic through B-pores 
is enabled by folding-unfolding fluctuations in the C-termini of helices D, which cause 
the B-pores to expand and contract (Figure 5.5). The folding-unfolding fluctuations of 
helices D also cause lateral displacement of the E-helices, placing two opposed E-helices 
closer to each other while the other two are separated further apart (Figure 5.5). Such 
displacement of the E-helices has the effect of narrowing the 4-fold pores. This not only 
causes some of the K+ ions to exit the pores early in the simulations, but also prevents ion 
traffic through them.  It is important to note that the folding-unfolding fluctuations in the 
C-termini of helices E are facilitated by the architecture of the 4-fold pores, which absorb 
the lateral translation of E-helices with minimal perturbation to the 24-mer assembly. 
Hence, the coordinated fluctuations in and around 4-fold pores allow the B-pores to 
undergo “breathing” motions that enable ion traffic through the Bfr shell. In this context, 
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it is noteworthy that B-pores are not present in the structures of eukaryotic ferritins, 
where ion traffic is thought to occur through 3-fold pores. 
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