The modi cation of unsteady three-dimensional Navier-Stokes codes for application on massively parallel and distributed computing environments is investigated. Previously, the Euler mode of the Navier-Stokes code TURNS has been parallelized. For the ef cient implementation of the Navier-Stokes mode of TURNS on parallel computing systems, several algorithmic changes should be made. The main modi cation is done on the implicit operator, lower-upper symmetric Gauss-Seidel. Two new implicit operators are used because of convergence problems of traditional operators with high cell aspect ratio grids needed for viscous calculations. Results for Navier-Stokes cases are presented for various operators. The message passing interface protocol is used because of its portability to various parallel architectures. = generalized coordinates ½ = density 9 = rotor azimuth angle
Introduction

R
OTORCRAFT aerodynamicsare very complex because threedimensional unsteady transonic viscous aerodynamic phenomena are involved. The ability to predict the ow around helicopter rotors is vital for the control of high-speed losses, vibration, and noise. The advent of tilt-rotor aircraft in the past few years further complicates rotor aerodynamics.
Computational uid dynamics(CFD) has provento be an effective tool for prediction of rotorcraftaerodynamicsand noise. Traditional CFD methods used for this purpose have included transonic small disturbance potential models and full-potential models.
1;2 Whereas potentialmethodscan generatea good solutionat relativelylow cost, they are unableto resolvesome ow featuresthat can havea large impact on the aerodynamic and aeroacoustic properties. For instance, the vortical wake producedby the rotor blades plays a dominant role in unsteady load uctuation, affecting aerodynamic performance. Also, shocks produced by transonic ow near the blade tip, often encountered in forward ight, have a large effect on the high-speed impulsive noise generated by the blades and consequently must be determined accurately. For these reasons, many more recent design analyses 3 use Euler/Navier-Stokes methods. However, Navier-Stokes methods tend to be computationallydemanding,which has delayed their widespreadindustrialuse. Parallel computation offers the potential for cheaper and faster computations. Several vendors have released machines that utilize commodity reduced instruction set computer (RISC) processors that are the same as those used in high-end workstations, for example, IBM SP2 and SGI Origin. These machines generally attain better price/performance than vector processors and have peak execution rates that are several times faster than vector parallel machines such as the Cray C-90. It is also possible to assemble a collection of off-the-shelf hardware components and software packages and achieve high performance at very low prices. 4 ;5 Several companies are beginning to utilize parallel processing in the form of networked workstations, which sit idle during off hours, to attain supercomputerperformance. 6 Unfortunately,many traditional CFD algorithms were developed with serial or vectorized computation in mind, and consequentlyrequire signi cant modi cation for ef cient parallel execution. Also, a certain amount of code rewriting, for example, adding message passing calls, is necessary, which can be a signi cant time investment for long and well-established codes. These factors have been deterrents to more widespread industrial adoption of parallel processing.
The current study focuses on efforts to improve the ef ciency of the TURNS code developed by Srinivasan et al. 7 and Srinivasan and Baeder. 8 TURNS is chosen because it provides a well-known industry standardfor rotorcraftaerodynamics.The code uses a third-order accurate,upwind biased scheme that providesshock capturing.Flux limiters are applied so that the scheme is total variation diminishing.
In TURNS the main bottleneckfor the parallel optimization is the lower-upper symmetric Gauss-Seidel (LU-SGS) implicit operator, currently used for both steady and unsteady calculations with the code. Candler et al. 9 developed an ef cient algorithm called data parallel lower-upper relaxation (DP-LUR) to parallelize LU-SGS for a data parallel environment. Wissink et al. 10¡12 developed a new hybrid domain decomposition implementation of the LU-SGS and DP-LUR operators and applied it to the Euler mode of TURNS successfully. This method can be extended to the Navier-Stokes equations. However, the LU-SGS algorithm exhibits poor convergence for the high-cell-aspect-rat io (CAR) grids needed to resolve the boundarylayer of high Reynolds ows, as shown, for example,in Refs. 13 and 14. Wright et al. 15 proposed a full matrix modi cation of the LU relaxation method that works well for the high-aspectratio grids. In addition, Wright et al. 16 also developed another type of full matrix method, data parallel line relaxation (DPLR), which is even better for the high-aspect-ratiogrids. Neither of these methods have been tested for three-dimensional unsteady ows.
The focus of this study is to develop a new hybrid method similar to that of Wissink using the full matrix approach and to apply this new algorithm together with DPLR to TURNS for the ef cient parallelizationof rotorcraftaerodynamicscodes. Note that the LU-SGS algorithm has been used in a number of well-known CFD codes, for example, INS3D 17 and OVERFLOW, 18 primarily for its stability properties with larger time steps. Therefore, our proposed parallelization methodology will be applicable to several Navier-Stokes codes. Message passing interface (MPI) will be used because of its portability to different parallel architectures.
Governing Equations
The nondimensional conservation law form of the threedimensional, thin-layer Navier-Stokes equations in curvilinear space »;´; , and ¿ can be written as
For the turbulent viscous ows, the viscosity coef cient ¹ is computed as the sum of the laminar viscosity coef cient ¹l estimated using Sutherland's law and the turbulent viscosity ¹t estimated using the Baldwin-Lomax algebraic turbulence model. The pressure can be obtained from the equation of state given as
Numerical Method
The rst-order implicit Euler integrationin time gives the following form of the equations:
where
is the ux evaluated using the upwind-biased scheme of Roe 21 at time level n; A, B, and C are the inviscid Jacobiansgiven by Pulliam and Steger 20 ; and M is the viscous Jacobian given by Tysinger and Caughey. 22 The monotone upstream-centered scheme of Anderson et al. 23 for the conservativelaws (MUSCL) is used to get high-order accuracy with ux limiters. First, a ux vector splitting is applied to the ux Jacobians A, B, and C, of the inviscid ux vectors E, F, and G. In the » direction, A is split into its positive and negative eigenvalueparts, A D A C C A ¡ , and the positive matrix is backward differenced,whereas the negativematrix is forward differenced.The same technique is applied to the other inviscid Jacobians in the corresponding directions. The viscous Jacobian M , on the other hand, is simply central differenced in direction. When the backward differencedC terms in L and the forward differenced¡ terms in U are collected, the system can be divided into lower and upper blocktridiagonal factors with a diagonal factor given by
Second, to avoid costly computation times for the inversion of the 5 £ 5 D matrix, an ef cient spectral radius approximationproposed by Yoon and Kwak 14 is applied to the ux Jacobians:
where ½A is the spectral radius of A in the » direction. This approximation results in a very simple form of D:
for which the inversion is just a scalar operation. The LU-SGS scheme proposedby Yoon and Jameson 24 is used for the time integration of the implicit equations. The resulting system of equations is solved by applying a two-step symmetric GaussSeidel algorithm as follows:
In Eq. (11), 1 q ¤ is the intermediatesolution and 1 q n is the updateto the vector of dependent variables at time step n, q n C 1 D q n C 1 q n . Note that the approximations are made only to the left-hand side of the system to improve the convergence to the steady-state solution; hence, they will not effect the accuracy of the scheme.
Time Accuracy
The implicit algorithmimplementedin TURNS is used for steadystate as well as time-accurate solutions. For steady-state problems, a rst-order scheme in time is used, and the convergence to the steady state is accelerated using large time steps. On the other hand, for time-accurate problems, the equations are integrated through time using a second-orderscheme starting from a meaningful initial condition, usually the steady-state solution. In this case, the time step is chosen according to the timescale of the problem.
LU-SGS has some factorizationerror associated with the approximations made on the left-hand side of the algorithm. This destroys the good convergence characteristicsin large time steps for steadystate solutions and puts a limit to the size of the time steps used. In addition, for time-accurate solutions, the factorization error still exists, but it can be reduced by using inner relaxation steps.
For steady-state problems one can vary 1¿ in space, which can be interpreted as an attempt to use a uniform Courant-FriedrichsLewy number throughoutthe ow eld. The space-varyingtime step approach is especially effective for grids that have very ne to very coarse spacings in the domain. The Navier-Stokes grids used in this study are good examples of such wide variety length scale grids. In TURNS, a purely geometric variation of the time-step approach is used 25;26 in the following form:
to accelerate the steady-state convergence. In Eq. (12), 1¿ jref is the xed reference time step, " is a small constant, for example, 0.002, and J is the Jacobian of the transformation. On the other hand, for unsteady solutions, the time step used in the calculations is a xed value.
Boundary Conditions
The boundary conditionsare applied explicitly,which means that the values of the conserved variables are updated at the end of each iteration. The Cartesian velocities u ; v , and w are calculated from the extrapolation of the contravariant velocities. On the surface, the tangency condition is imposed for the Euler calculations, whereas a no-slip condition is imposed for the Navier-Stokes calculations. These two conditions require the contravariantvelocities W D 0 and U D V D W D 0, respectively. The density and the pressure on the surface are calculated by zeroth-order extrapolations, whereas the total energy is determined from the equation of state.
Parallelization
Previously, the parallelization of the Euler mode of TURNS was done by Wissink 11 in a domain decomposition fashion using MPI routines.The parallelizationof the code in multiple instruction multiple data (MIMD) fashion was chosen for two main reasons. First, code rewriting from FORTRAN 77 to FORTRAN 90, which is required by single instruction multiple data, is avoided. Second, the MIMD approachmakes the programmore portableto differentkinds of parallel architectures.
A simple domain decomposition strategy, which uses the values from the previous iteration of the current time step on processor boundaries, is chosen. This strategy was used before by Wissink et al., 27 and no signi cant degradationof performancewas observed for up to 456 processors. The alternative, of course, is to do a formal domain decomposition as explained in Ref. 28 . However, this approach is time consuming to implement in a legacy code, and because the rst, simple strategy has worked well previously,it was used in this study.
The computational grid is decomposed to equally spaced partitions to prevent load imbalance, and a copy of the code is run on each processor. On the boundaries of each partition, an overlapping strategy is used to calculate the conserved variables. For example, the conserved variables on the left boundaries of each partition is calculated as the last interior points near the right boundary of the previous partition. Likewise, the conserved variables on the right boundaries of each partition is calculated as the rst interior points near the left boundary of the next partition. This single overlap strategy and a typical two-dimensional grid partitioning are given in Figs. 1 and 2, respectively.
After all of the processors are done with their solutions, the values on the boundaries are sent to and received from the neighboring processors using MPI SEND and MPI RECEIVE subroutines, and the calculationsfor the next iteration can be started. For small number of points per processor, we expect to see some performance degradation because the boundary values are less accurate.
The partitioningof the grid is allowed only in the streamwise and radial directions,as shown in Fig. 3 , to eliminate the load imbalance when applying the boundary conditions.
In addition, the grid collapses to a singular plane at outboard the tip of the blade and across the wake. At these locations, to satisfy the continuityof the ow quantities,values are interpolatedbetween the processors on each side of the singular plane. Partitioning in the normal direction would make some of the processors sit idle while the others would perform the interpolation,which would cause load imbalance. Therefore, partitioning of the computational domain is done in the streamwise and radial directions only.
Diagonal Operators
In this section, two parallel implicit operators that use the spectral approximation of LU-SGS scheme previously implemented in TURNS are described.The use of spectral approximationretains the ease of computation, as well as the advantage of using large time steps for the steady-state solution.
LU-SGS Operator
The LU-SGS algorithm is the basis of the parallel implicit operators implemented in TURNS. In the two-step symmetric GaussSeidel method (see Ref. 11) , there are off-diagonal terms coming from L and U on the left-hand side of both equations. If we move these off-diagonal terms to the right-hand side, the resulting system becomes diagonal, and the updates of the conserved quantities can easily be obtained. The algorithm for the LU-SGS implicit operator can be written as follows.
Algorithm 1(LU-SGS): In the rst step of the solution,the intermediate solution vector 1 q ¤ is obtained by sweeps that start form the lower left corner and proceed to the upper right corner of the computational grid. The nal solution is then obtained by sweeps in the reverse direction. The direction of sweeps in the computational domain is shown in Fig. 4 . The LU-SGS method uses hyperplanes of different sizes throughout the grid. Although this approach can easily be vectorized, it is dif cult to implement the method on the distributed-memory computers because of the load balancing problems caused by the variable-size hyperplanes and the large amount of communication due to the recursion between planes. For example, if we look at the forward sweep, the point . j ; k ; l / can begin the computation only when points . j ¡ 1 ; k ; l / , . j ; k ¡ 1 ; l / , and . j ; k ; l ¡ 1 / have completed the step. Therefore, this data dependency causes load balancing problem, and not all of the processors can be kept busy at the same time. Overall, the LU-SGS algorithm in its original form is not very suitable for distributed-memoryparallelization,and hence, some algorithmic changes should be made.
DP-LUR Operator
A very ef cient point-relaxationimplementation of the LU-SGS method for the data-parallel environment, DP-LUR, has been introduced by Candler et al. 9 for solving hypersonic ow problems. Basically, this method replaces the two symmetric Gauss-Seidel sweeps with Jacobi sweeps and moves all of the off-diagonal terms to the right-hand side. The procedure for this method can be written as follows.
Algorithm 2 (DP-LUR): 
DP-LUR uses only the nearest neighbor data due to the pointrelaxation strategy and, therefore, allows simultaneous computations on multiple processors with each processor holding the local data. The data that lie on the borders are communicated after each domain sweep. This algorithm is implemented in TURNS in such a way that the computations are completely load balanced with communications occurring only at the borders of each partition. In addition,because the algorithm is matrix free, it is memory ef cient, which allows us to solve large-size problems. Although DP-LUR is more suitable for parallel computing, it may need more computationsto converge,compared to the LU-SGS method. The main reason for this is that a point-relaxationmethod usually has a lower rate of convergencethan a Gauss-Seidel method.
Hybrid LU-SGS Operator
To reduce the computationsneeded for DP-LUR, Wissink et al. 10 and Wissink 11 have introduced a new algorithm that combines the high convergence rate of LU-SGS with the ef cient interprocessor communication of DP-LUR. This method, called the hybrid LU-SGS method, performs LU-SGS solutionslocally on each processor and uses the point-relaxationsweeping of DP-LUR to communicate the border data. The procedure is given as follows.
Algorithm 3 (Hybrid LU-SGS):
Communicate border data 1 q
On the borders 1 q
The preceding diagonal methods, that is, LU-SGS, DP-LUR, and hybrid LU-SGS, work well with the Euler mode of TURNS. However, when dealing with the high CAR grids, which are needed to resolve the boundary layer in viscous ows, they either show poor or no convergence. This is mainly due to the spectral approximation, which overstabilizes the solution by dramatically increasing the diagonal elements of D for high CAR grids.
Full Matrix Operators
To overcome the convergenceproblem due to the high CAR grids, Wright et al. 15;16 proposed a class of methods, which removes the spectral approximation and uses the exact forms of the Jacobian matrices. The Jacobian A can be split into positive and negative parts as follows:
where X A and X
¡1
A are the left-and right-eigenvector matrices and 3A is the diagonal eigenvalue matrix. Knowing the right-and left-eigenvector matrices and the eigenvalues of the inviscid ux Jacobians, the difference in the positive and negative parts can be written as
In addition, it is known that the sum of the positive and negative parts is equal to the Jacobian itself. This leads us to the following expressions:
The nondiagonal terms on the right-hand side also use the exact forms of the Jacobians for the full matrix methods. With the use of the true split Jacobians, the solution becomes more computationally and memory intensive than the diagonal versions. At each grid point, the 5 £ 5 D matrix must be inverted and stored now. However, to decrease the memory needs, the off-diagonal Jacobians are computed on the y and discarded at each inner sweep. Because all of this additional computation is local, the amount of communication used is exactly the same as the diagonal method. Although the amount of computation is greater than the diagonal method, the use of the exact forms of the Jacobians increases the overall convergence rate compared to the diagonal methods. The only signi cant problem with this approach is that when the spectral radius approximation is removed, smaller time steps must be used compared to the diagonal methods. However, experience has shown that the full-matrix approach has a much higher convergence rate, and the limitation on the time step is not important for the steady-state problems.
Full Matrix Hybrid (FM-Hybrid) Operator
The idea of using the advantage of DP-LUR communication and the LU-SGS convergence rate introduced by Wissink et al. 10 and Wissink 11 can further be extended by the use of true Jacobians, to enable handling of high CAR grids, in the LU-SGS algorithm. The resulting new method, which will be called the full matrix hybrid (FM-Hybrid) method, uses the full form of the Jacobians, solves the problem using LU-SGS locally, and uses DP-LUR for interprocessor communication. Because there is no change in the data communication between the processors, the new algorithm needs exactly the same amount of communication as the hybrid LU-SGS method. The amount of computations is greater than the diagonal method. However, the results show that this new method is better than all of the previous ones in terms of the wallclock time used on an IBM SP2 computer because the number of iterations needed is much lower. The algorithm for this new method can be written as follows.
Algorithm 4 (FM-Hybrid): 
DPLR Operator
Another method for the solution of Navier-Stokes equations with high CAR grids, proposed by Wright et al., 16 is the last method to be applied to TURNS. This method, DPLR, is based on the GaussSeidel line relaxation (GSLR) method of MacCormack, 29 and it basically moves the off-diagonalterms in the body-normal direction on the right-hand side back to the left-hand side and solves a block-tridiagonalsystemof equations.This makes the problemmore physical and strongly coupled in direction, where the viscous ow gradients are strongest. When started from Eqs. (11) and (8), the resulting tridiagonal system can be written as
The DPLR method uses a series of line-relaxation steps similar to the point-relaxation stepping of DP-LUR, whereas the GSLR method uses Gauss-Seidel sweeps. By the use of line relaxation, which is similar to the point relaxation of the earlier methods, the data dependencies are minimized, and the code can easily be parallelized. First, the left-hand side of Eq. (16) is decomposed to its lower and upper matrices, and the resulting system is solved by ignoring the off-diagonal terms on the right-hand side. Then, a series of inner sweeps are performed on the system using the solution from the previous relaxation step. The algorithm can be written as follows.
Algorithm 5 (DPLR):
Communicate border data
With the way TURNS is parallelizednow, all of the data in the bodynormal direction are local (Fig. 2) . Therefore, there are no data dependency problems for the block-tridiagonalsystem, and the entire procedure can be performed simultaneously in parallel. Wright et al. 16 have successfully implemented this algorithm to NavierStokes equations and found that it is superior to the diagonal and full-matrix DP-LUR algorithms. In this study, we will implement DPLR in TURNS and compare its performance with the rest of the implicit operators, especially with the new FM-Hybrid operator introduced in the preceding section.
Results for Parallel Implicit Operators
To test and compare the convergencecharacteristicsof the different methods, two-dimensional steady-state and three-dimensional quasi-steady and unsteady computations are carried out in TURNS. More detailed results can be found in Ref. 30 . The two-dimensional calculations are performed on 27 processors, whereas the quasisteady three-dimensionalcalculations are performed on 36, and the unsteady three-dimensional calculations are performed on 16 processors. The 80-node 272-processorIBM SP2 computer of the Purdue University is used for the runs.
Two-Dimensional Steady-State Results
In this section two-dimensional,Navier-Stokes solutions for two different airfoils are presented. First, solutions for a transonic ow around a Royal Aerospace Establishment (RAE) 2822 airfoil using different implicit operators are presented and compared with the experimentaldata.Second, the performanceof the implicit operators is investigated for a transonic ow around a NACA 0012 airfoil for grids with different cell aspect ratios.
All of the calculations are performed on 137 £ 50 C grids. The partitioning of the grid in the wraparound direction gives each processor 7 grid points in the wraparounddirectionand 50 grid pointsin the normal direction. Nondimensional spatially varying time steps 1¿ are used for all methods to increase the convergence to steady state. The value of the reference time step 1¿ j ref used in Eq. (12) is different for all methods. The diagonal operators usually allow larger values compared to the full matrix methods. The runs are stopped when the global density residual reached 1E ¡11. D 19,400) The accuracy of the serial and vectorized versions of the TURNS code has been previously validated in Refs. 7, 8, and 19 . In this section, we will investigate the numerical accuracy of the parallelized version of the code using different implicit operators. For a steadystate case, one expects to get identical results for different implicit operators as long as the right-hand side of the system is kept the same.
RAE 2822 Airfoil (CAR max
The two-dimensional viscous transonic numerical results are compared with the experimental data of an RAE 2822 supercritical airfoil. The experimental data are presented by Cook et al. 31 and are extensively used in the literature for code validation purposes. The calculation here corresponds to case 6 with a freestream Mach number of 0.726, an angle of attack of 2.92 deg, and a Reynolds number of 6 : 5 £ 10 6 . Because of the wall effects in the wind tunnel, a correctionis necessaryin the angle of attack. In these calculations, the value of the numerical angle of attack is taken to be 2.43 deg.
The outer boundary of the grid is located about eight chords from the body. The minimum spacing of the grid in the normal direction near the surface is 0.0001 chords, which correspondsto a maximum CAR of 19,400. A section of the grid is shown in Fig. 5 . The surface pressure distributions for well-converged solutions are presented in Fig. 6 . The numerical solutions obtained using different implicit operators are identical. This means that the choice of the implicit method does not affect the accuracy. In addition, the numerical results are in good agreement with the experimental data except for the location of the shock. Although not shown here, plots of the pressure and the Mach number contours for the converged solution are also identical for all of the implicit operators.
NACA 0012 Airfoil (CAR max D 2200)
The main objective of this study is the ef cient parallelization of TURNS for the high CAR grids needed to resolve the boundary layer of the viscous ows. Therefore, only comparison for the performance of the methods will be carried out from this point on. However, note that the converged solutions obtained using different methods are identical and that the choice of the implicit operator does not change the accuracy of the code. The case tested here is a two-dimensional,viscous,transonic ow around a NACA 0012 airfoilwith a freestreamMach number of 0.80, a 0-deg angle of attack, and a Reynolds number of 2 : 75 £ 10 6 . The maximum CAR is 2200 in the computational domain. The calculations are carried out for different reference time steps for each method, and the values corresponding to the maximum allowable time steps are used.
The effect of the number of inner sweeps is studied for different implicit operators.In Fig. 7 , the effect of the number of inner sweeps on convergence is shown for the FM-Hybrid method. For this case, the method converges for all sweeps, and i sweep D 2 has the best convergencefor the wallclock time. Similarly, computationsfor the other methods are also performed for different number of inner sweeps, and isweep with the best convergence is chosen for each method (i sweep D 4 for DP-LUR, i sweep D 1 for hybrid LU-SGS, and isweep D 3 for DPLR).
When the optimal number of inner sweeps for each of the implicit operators is found, the performance of the implicit methods can be compared with each other (Fig. 8) . The full matrix methods, DPLR and FM-Hybrid, have signi cantly better convergence compared to the diagonal methods, hybrid LU-SGS and DP-LUR. The convergence criterion is met in 5.62 and 6.86 s for DPLR and FM-Hybrid, and the global density residual is down to 4.47E ¡ 10 and 4.52E ¡ 09 for hybrid LU-SGS and DP-LUR in approximately 72 s.
The selection of the optimal number of inner sweeps for each method by experimentationis not very practical because it requires multiple runs of a case for the comparison of the best case performance. Although, the number of inner sweeps for each method is problem dependent, our experience has shown that the optimal value of the sweeps are three to four for DPLR, one to two for FMHybrid, one for hybrid LU-SGS, and four for DP-LUR for most of the problems. In a similar study, Wright 32 used four inner sweeps for DP-LUR and DPLR methods because of cost effectiveness and improved stability. In another study by Wissink, 11 one inner sweep usually showed slightly better performance than two inner sweeps for the hybrid LU-SGS method. Therefore, for the rest of this study four inner sweeps will be used for DP-LUR and DPLR methods, and one inner sweep will be used for hybrid LU-SGS and FM-Hybrid methods. Figure 9 compares the performanceof the parallel implicit operators using these typical values of the inner sweeps, and it is apparent that there is no signi cant difference when optimal values of inner sweeps are used.
NACA 0012 Airfoil (CAR m ax D 22000)
The nal two-dimensionalcase tested is identicalto the preceding one except that the grid clustering is increased near the body. This is done to investigate how well DPLR and FM-Hybrid perform compared to the diagonal methods for very high CAR grids. The number of grid points in wraparound and normal directions are 137 £ 50, as in the preceding cases. The computational grid used for this case has a maximum CAR of 22,000. Figure 10 shows the wallclock time vs global density residual for the implicit operators. This time, the convergence criterion is met for DPLR and FM-Hybrid methods in 8.49 and 10.50 s, whereas the density residual goes down to 1.19E¡08 in 70.17 s for hybrid LU-SGS and 2.50E¡08 in 72.00 s for DP-LUR.
Thus, the increase in the CAR of the grid does not effect the convergence rate of the full matrix methods, whereas it slows the convergence rate of the diagonal methods. The DPLR and FM-Hybrid methods show comparable performance, with DPLR performing slightly better and both outperforming the diagonal methods. This conclusion does not change, according to a previous study, 33 where the same 1¿ was used for all methods.
Three-Dimensional Viscous Quasi-Steady Results
For the three-dimensionalquasi-steadycases,the operationalload survey (OLS) rotor blade of an AH-1 helicopteris selected.The OLS rotor has an aspect ratio of 9.22 and a maximum thickness ratio of 9.71% chord. The test case examined has a tip Mach number of 0.664 and an advance ratio of 0.258 with a Reynolds number of 2 : 75 £ 10 6 . In a quasi-steady computation, the blade is xed, and the air is circulated around the rotor. In forward-ight cases, an additional freestream ow is imposed.
The calculations are performed on a 137 £ 50 £ 50 bodyconforming grid, constructed by stacking and bending twodimensionalC-H-type grids.The minimum spacingof the grid in the normal directionnear the surface is 0.0001 chords.This corresponds approximately to a maximum CAR of 12,000. The partitioning of the grid is done in the wraparound and radial directions. Each processor has 17 grid points in the wraparound direction, 14 grid points in the radial direction, and 50 grid points in the normal direction. The three-dimensional grid is shown in Fig. 11 . Although DPLR requires a lower number of iterations, overall FMHybrid is approximately three times faster. This is because a DPLR iteration is approximately 2.5 times slower than an FM-Hybrid iteration. The high CAR of the grid is apparently effecting the convergence rate of the diagonal methods. As a result, the FMHybrid method performs better than any other methods used for this problem.
Three-Dimensional Viscous Time-Accurate Unsteady Results
The three-dimensionalunsteady computations are performed for the same con guration used in the preceding section. The quasisteady solution at 9 D 0 deg is used as the starting solution, and time-accurate calculations are performed for one full revolution of the blade. Constant time steps are used for all of the methods. At each time iteration, the whole computationalgrid is rotated with the blade, and three relaxation iterations are performed. The reason for using relaxation iterations is to reduce the factorization error in the implicit operator.
First, an unsteady solution is obtained for a very small time step that corresponds to a 1 20 deg azimuth per time step using the FMHybrid operator. The FM-Hybrid operator is chosen for this run because it uses exact forms of the Jacobians on the left-hand side of the system. The pressure coef cient is evaluated at the quarter chord and a radial position of r = R D 0 : 864 of the blade. This timeaccurate pressure coef cient is then used as a baseline solution, and results obtained by using larger time steps are compared with it. In our computations,we found that smaller time steps for DPLR had to be used because of the inherent time-step restrictionsof the method compared to the rest of the operators. Therefore, for time-accurate calculations we concluded that DPLR is not ef cient, and results from this method will not be presented. This may be due to the explicit boundary conditions used in TURNS, which are dif cult to change to the implicit boundary conditions needed for the best convergence with DPLR.
A time step corresponding to 19 D 0 : 10 deg azimuth angle is used for the runs, and relativeerror in pressurecoef cientscompared to the baseline solution is plotted in Fig. 13 . It can be seen from Fig. 13 that the FM-Hybrid method has a smaller error compared to the hybrid LU-SGS and DP-LUR methods. Therefore, one can obtain the same level of accuracyeither by using larger time steps or a smaller number of subiterations for FM-Hybrid. Figure 14 for FM-Hybrid using either larger time steps or a smaller number of subiterations is comparable with the errors for hybrid LU-SGS and DP-LUR. The average of the errors and the total time required for different methods are given in Table 1 . The use of larger time steps for the FM-Hybrid method yields faster overall solution times, although it is slower for each iteration for the same level of accuracy. For the case where three subiterations are used for all methods and 19 D 0 : 50 deg for FM-Hybrid and 19 D 0 : 10 deg for hybrid LU-SGS and DP-LUR, FM-Hybrid yields 72 and 84% solution time savings over hybrid LU-SGS and DP-LUR, respectively, with similar error levels. When the azimuth increment is xed to 0 : 10 deg and single subiteration is used for FM-Hybrid, one can obtain 55% savings over hybrid LU-SGS and 74% savings over DP-LUR.
Parallel Performance
Previously,the Euler mode of TURNS was modi ed by Wissink 11 for parallel architectures. In that study (compared to the computational time required on a single CPU Cray C-90), the new program resulted in a 12-fold decrease for hybrid LU-SGS and an 8-fold decrease for DP-LUR on 114 processors of an IBM SP2 computer. With the current improvements to the implicit solvers, we expect faster computation times.
To investigate the parallel ef ciency of the implicit operators implemented in TURNS, the three-dimensional viscous quasi-steady case studied earlier is run for different number of processors. The iterations are stopped when the global density residual dropped to 1E ¡ 08. The minimum number of processors used in this study is nine. Therefore, the parallel speedup for the algorithms is de ned by T . 9 /= T . P / , where T . P / is the total time required when P number of processors are used. In that sense, the ideal curve speedup is de ned as P = 9.
The parallel speedup of the methods is presented in Fig. 15 . It is seen that both of the methods have very good speedups. FMHybrid has superlinear speedup, whereas DPLR is just below the ideal speedup line. Having a superlinear speedup indicates that the cache misses are reduced as we increase the number of processors. Although not shown here, the parallel speedup could be affected when more number of processors are used for the calculations. Because there are few number of points in one direction, the use of the values from the previous time step at the boundaries could degrade the convergenceresulting in less ef cient calculations.For more realistic calculations with larger grids, a larger number of processors is possible.
As mentioned before, the parallel performance of the implicit methods is based on the three-dimensional viscous quasi-steady calculations. However, note that the parallel performance is similar for two-dimensional viscous steady-state and three-dimensional viscous unsteady calculations.
Also investigatedin this section is the percentageof the time spent in communicationfor the two-dimensionalviscous problem. The results are presented in Table 2 for both 9 and 27 processors used in the solution of this problem. It appears that the percent of communication for all methods seems somewhat high. This is mainly due to the relativelysmall problem size, that is, 850 and 350 grid points per processor for 9 and 27 processors, respectively. If a larger problem were used, all of the costs such as timers and barrier synchronizations that appear arti cially high in the smaller problem would be lower. Also, note that when the number of processors is increased, the percent communication increases. There are two main reasons for this. First, the absolute communication time increases, and second, because the number of grid points per processor decreases, the computational intensity decreases. One can also see that the communicationpercentagefor the full matrix methodsare lower than the diagonal methods. This is mainly because full matrix methods are more computationallyintensive compared to the diagonal methods, which can mask the communication time better.
Conclusions
Parallelizationtechniquesfor rotorcraft aerodynamicswere studied. Two algorithmic changes are made for the ef cient parallelization of the Navier-Stokes mode of TURNS.
A new implicit operator, FM-Hybrid, based on the hybrid LU-SGS operator of Wissink 11 and the DPLR implicit operator developed by Wright et al., 16 has been implemented in TURNS. Both the hybrid LU-SGS and DPLR methods use the exact ux Jacobians and remove the spectral radius approach in the LU-SGS algorithm. The main reason for using exact forms of the Jacobians is to remove the overstabilizing effect of the spectral radius approximation for high CAR grids, which are needed for viscous computations.
The operators are parallelized using message passing, and their ef ciency is compared with DP-LUR and hybrid LU-SGS methods on an IBM SP2 supercomputer. Remarkable performance increase over the diagonal methods has been obtained with the implementation of these operators. The FM-Hybrid method seems to perform slightly better than DPLR in the three-dimensional, quasi-steady Navier-Stokes case. On the other hand, the DPLR method performs better than FM-Hybrid for two-dimensional test cases regardless of the maximum CAR of the grid. We have also tested these operators for the rst time for unsteady three-dimensional calculations. We found that DPLR is not ef cient for time-accurate calculations. However, FM-Hybrid performsbetter than the diagonal-basedmethods, and signi cant CPU time savings, for example, 72% vs hybrid LU-SGS and 84% vs DP-LUR, can obtained.
