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Abstract 
The theory of FWI is well-established.  However its practical application to 3D seismic datasets is 
still a subject of intense research.  This technique has shown spectacular results in quantitatively 
extracting P-wave velocities in the shallow near surface at depths of less than 1 km, using wide-angle 
OBC datasets.  This study deals with establishing a robust methodology for the application of FWI 
that can be routinely applied to analogous field datasets, both in the shallow near surface and at 
deeper reservoir depths.  A practical strategy for anisotropic 3D acoustic FWI was developed and 
implemented.  The stratergy is tested on a series of 3D datasets: (1) a synthetic Marmousi dataset, (2) 
an OBC field data and (3) a streamer data. 
A 3D synthetic Marmousi data is used to compare FWI implementations in both the time domain 
and the frequency domain.  In both domains, it was possible to recover an almost ‘perfect’ model with 
complete data coverage, no noise, and few iterations.  Both approaches were useful and competitive, 
and ideally both should be available within a comprehensive suite of inversion tools. 
The anisotropic time-domain FWI strategy was successfully implemented to complex OBC field 
data set with long offsets, full-azimuthal coverage and low frequencies.  The FWI quantitatively 
recovered p-wave velocities in the shallow near surface, at intermediate depths where the sediments 
are gas bearing, and at deeper reservoir depths.  The velocities are indeed realistic and are consistent 
with an independent reflection PSDM volume, well data and pressure data.  The synthetic FWI data 
better match the field data, with the phase residuals between the two datasets significantly reduced to 
low values.  The gathers are flatter and the depth-migrated images are more resolved and focused.   
    The strategy was also successfully implemented to complex streamer field data set with short 
offsets, narrow-azimuthal coverage and reduced signal at the low frequencies.  The FWI 
quantitatively recovered P-wave velocities down to depths of 750 m.  A complex series of high and 
low velocity channels are recovered.  These are consistent with an independent reflection PSTM 
volume.  The synthetic FWI data better match the field data, with the phase residuals between the two 
datasets significantly reduced to low values.  The depth-migrated images are more resolved and 
focused in the shallow section.  
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1 Introduction 
1.1 Aims and Objectives 
Exploration for oil and gas is evolving into a more challenging task as the industry seeks to find 
unconventional resources leading to the need for better imaging techniques.  This has resulted in a 
progression from ray tracing algorithms, to one-way wave equation methods, to acoustic and elastic 
two-way wave equation methods.   
Full-waveform inversion (FWI) is an advanced velocity determination tool that exploits the two-
way wave equation (Pratt et al., 1998).  It attempts to find a high-resolution model of the Earth’s 
subsurface (velocity – P and S waves, density, etc.) that explains the measured seismic data, is 
consistent with known geological and geophysical constraints (Krebs et al., 2009), and is significantly 
higher resolution than models obtained from travel time tomography (TTM).  The determination of 
the correct velocity structure of the sub-surface is a crucial step in seismic data processing (depth 
imaging) and thus oil and gas exploration.  
1.2 Potential of FWI 
FWI is a technique with huge promise.  It honours the physics of the finite-frequency wave 
equation thereby addressing both the kinematics and dynamics of data (Tarantola, 1987; Plessix and 
Bork, 1998, Pratt et al., 2002).  To date, it has been used principally within the context of depth 
imaging.  Commercially FWI is used to estimate p-wave velocity, Vp in 3D, and shear-wave velocity, 
Vs and attenuation, Q in 2D, with significantly improved spatial resolution in the shallow 
heterogeneous overburden.  Subsequently the high-resolution FWI models are complimented by depth 
migration to enhance imaging of underlying reservoirs.  But a significant portion of the scope of FWI 
is yet to be delivered.  This technique has the capability to generate high-spatial resolution models of 
sub-surface properties.  Theoretically it can extract any physical property that influences the seismic 
wavefield such as shear wave properties, anisotropic parameters, and higher order physical properties 
including but not limited, to fracture density and orientation, fluid content and the uncertainty 
associated with these various properties.    
1.3 History / Evolution of FWI 
FWI was introduced in the early 1980’s.  Tarantola (1984) first illustrated the theory of the time-
domain inverse problem for seismic reflection data.  His formulation and approach to the solution of 
the inverse problem, set as a forward propagation to predict the observed data, a backward 
propagation in time of the residuals between the predicted and observed data, a cross correlation at 
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each point in space of the two fields to yield a correction, and the iterative least-squares minimisation 
of the data residuals, forms the essence of this technique today.  This publication and others by Lailly 
(1983), Gauthier et al, (1986), and Mora (1987, 1988 and 1989) all helped to establish knowledge and 
interest in FWI in the academic world.       
       Gauthier et al. (1986) first illustrated the feasibility of Tarantola’a approach numerically 
using two-dimensional synthetic surface recorded data examples.  These effectively demonstrated the 
capacity and potential of FWI.  A homogeneous model with a point diffractor imposed was used to 
show the importance of properly sampling the subsurface; destructive artefacts were introduced due to 
poor sampling, while the results were better focused with proper coverage.  This model was also used 
to show the additional artefacts introduced with the use of a free surface rather than an absorbing 
boundary condition as the former increases the non-linearity of the problem.  A homogeneous model 
with two point diffractors imposed was used to demonstrate the importance of preconditioning the 
gradient to correctly recover amplitudes.  A homogeneous model with a circular perturbation of a 
diameter larger than the wavelength showed the importance of the accuracy of the starting model for 
inversion.  If the starting model predicted data within the valley of the global minimum, the results of 
inversion converged to the true solution.  Otherwise, the predicted data were cycle-skipped and the 
inversion results were trapped within the local minima.    
Bunks et al. (1995) demonstrated the first practical two-dimensional example of FWI using the 
geologically complex, synthetic Marmousi model.  They showed the significantly improved resolution 
of FWI using a multi-grid approach which decomposed the problem by scale.  The multi-grid or 
multi-scale approach initially inverted for the long-wavelength features using the low-frequency 
components of the data where the valley of the global minimum is broader and there are fewer global 
minima relative to higher frequencies.  The likelihood of the starting model falling within the valley 
of the global minimum is larger at lower frequencies.  The long-wavelength results were used as the 
starting point to incorporate higher-frequency components, allowing for the recovery of the short-
wavelength features and thus improved resolution.        
Pratt (1990) was the first to present the theory of FWI in the frequency domain.  Analytically the 
time- and frequency-domain problems are equivalent.  However, the frequency domain is favourable 
for several reasons, and this new formulation allowed for the efficient implementation of FWI to 
realistic two-dimensional problems.  The technique became well established in two-dimensions with 
spectacular recovery of geologically complex, synthetic two-dimensional models.  Early examples 
included the application of FWI to the synthetic Marmousi model by Sirgue and Pratt (2004) and to a 
wide aperture land seismic dataset by Operto et al. (2004).  
Despite its huge potential, FWI remained a purely academic problem.  The earth is three-
dimensional, and the two-dimensional problem can be deceptive.  The benefits of this method can 
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only be fully realized in three-dimensions.  This led to increased interest by academic groups in the 
three-dimensional FWI problem, with Warner et al. (2007) presenting the first three-dimensional 
frequency-domain algorithms for FWI.  This led to the application of this technique to synthetic three-
dimensional datasets.  However, all examples used unrealistically low starting frequencies, not 
normally present in field seismic data.  Sirgue et al. (2007) and Ben-Hadj-Ali et al. (2007) 
demonstrated such examples.   
Not surprisingly, the progression of FWI moved in tandem with the increase in computer power.  
Prior to 2009, the technique was economically impractical and advances were impeded for over two 
decades mainly due to limitations in computing capacity.  Warner et al. (2008) presented the first 
three-dimensional field data application example of FWI.  They used a marine, short-offset, streamer 
dataset, to improve the imaging of shallow high-velocity channels and showed significant uplifts in 
the migrated images.  Small-offset, steep reverse faults that segment the target horizon were clearly 
identifiable on migrated sections using a velocity model obtained from waveform inversion, but not 
on migrated sections using conventional velocity models. 
In 2009, Sirgue demonstrated spectacular FWI results to a three-dimensional field dataset, 
dramatically increasing interest in the topic by the petroleum industry.  Sirgue et al. (2009) inverted a 
wide-azimuth ocean-bottom cable (OBC) dataset of the Valhall oil and gas field to produce a velocity 
model with a much higher resolution compared with classical ray-based reflection techniques that 
greatly improved the quality of the depth-migrated image (Figure 1.1).  The FWI of this dataset used a 
series of six, low frequencies starting from 3.5 Hz and proceeding up to 7 Hz, to generate high-
resolution velocity volumes.  Near surface high-velocity channels and a low-velocity gas cloud in the 
overburden rocks were clearly visible using FWI but not conventional analysis.  These results were 
later used by BP to successfully plan and drill three wells avoiding areas revealed as trouble prone, 
through the reservoir at approximately 2-3 km in depth, without problems, unlike the wells drilled 
prior to FWI (Sirgue et al., 2010).   
Plessix and Perkins (2010) inverted an ocean-bottom seismometer (OBS) dataset from the Gulf of 
Mexico, with offsets greater than 13 km, using isotropic and anisotropic approaches.  Their full-
waveform multi-scale inversions used extremely low frequencies of 2, 2.5 and 3 Hz, to generate 
models that greatly improved the velocity models.  Their anisotropic method inverted for vertical 
velocities by assuming a vertical transversely isotropic (VTI) media with a fixed ratio between the 
horizontal and vertical velocities (Thomsen’s parameters fixed).  The starting model was obtained by 
reflection vertical transverse isotropy tomography, with values of delta derived from well 
measurements.  Their anisotropic FWI velocity model was sharper with less conflict between dips 
(Figure 1.2), and allowed for flatter common image gathers.   
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Results from the last two studies mentioned, both used data with near-ideal acquisition 
characteristics – almost complete azimuthal coverage and sufficiently long offsets to obtain diving 
rays at the target depth.  Nonetheless, these are very promising and pave the way for a future when 
FWI will be readily applied to seismic datasets, not just in the shallow overburden, but in the deeper 
reservoir section, where for several reasons this technique has not reached its full potential. 
 
Figure 1.1 Velocity models over the Valhall oilfield (left) and their corresponding prestack depth migrated images 
(right) showing improved improved imaging quality with FWI.  The top images show four horizontal depth slices through the 
conventional velocity model and the waveform inversion velocity models.   Near surface high velocity channels (top left) and 
a deeper low velocity gas cloud in the overburden rocks (top right) were only visible using FWI.  The top middle images are 
the vertical velocity image obtained from conventional tomography and its corresponding depth migrated image, and the 
bottom images are the recovered vertical velocity model from FWI and its corresponding depth migrated image.  FWI has 
improved the imaging of reflectors within and below the gas cloud present in the overburden rocks (from Sirgue et al., 2009 
and 2010). 
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Figure 1.2 Vertical and horizontal slices over a Gulf of Mexico field and their corresponding migrated images showing 
the improved imaging with anisotropic FWI.  Images to the left were obtained from convention vertical transverse isotropy 
to the right from the anisotropic FWI.  The migrated image using anisotropic FWI recovered velocity model is sharper with 
less conflict between dips in the deeper section (Plessix and Perkins, 2010). 
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1.4 Domain of Application 
FWI has been applied in several domains including the time domain, the frequency domain and 
the Laplace domain.  Each domain has both pros and cons associated with it.  
1.4.1 Frequency Domain FWI 
Most advantages of the application of FWI in the frequency-domain are linked to the forward 
modelling algorithm (Pratt, 1999).  These include: 
• In the frequency-domain, progression through the data from the lowest to the highest 
frequencies allows for the effective mitigation of nonlinearities (Pratt, 1999).  Since low-
frequency data are more linear with respect to the model perturbations than high-
frequency data, such a strategy dramatically improves the chance for the inversion to 
locate the global minimum of the full, wide-band inverse problem (Sirgue and Pratt, 
2004).   
• Due to the overlap in wavenumber illumination with wide-aperture surveys, only a 
limited number of frequencies are necessary for the inversion Pratt (1999).  The number 
of forward models can be limited to a reduced number of frequency components and still 
generate un-aliased images, in a manner not possible with time-domain methods (Pratt, 
1999). 
• Frequency domain is the method of choice for finite-difference and finite-element 
modelling if a significant number of source locations are involved.  This method may be 
quite efficient and fast for multi-shot seismic data (Pratt, 1999; Vigh and Starr, 2008), as 
the computational cost of frequency-domain inversion is directly proportional to the 
number of frequencies used (Sirgue and Pratt, 2004).  The computational costs associated 
with a single source, is less in the frequency domain than in the time domain.  The 
memory overhead and communications required for large datasets is much lower, which 
may be significant for very large number of sources and receivers. 
• It is straightforward to work right to the upper and lower limits of the temporal frequency 
bandwidth. 
• Anelastic attenuation and dispersion can be easily and correctly incorporated into 
frequency domain, allowing for the effective matching of the amplitudes of the observed 
data (Pratt, 1999), and recovery of effective Q (Wang, 2008). 
The drawbacks associated with the application of FWI in the frequency domain include: 
• Although efficient with numerous shots, this method has large memory requirements, 
making it more suitable to 2D or smaller 3D problems (Operto et al., 2007). 
 7
• The possibility of the need for only a few select frequencies depends on target depth and 
maximum offset (Sirgue and Pratt, 2004).  Most subsalt targets are deep and many current 
acquisitions have a somewhat small finite offset, so dozens of frequencies may be 
required, rendering time-domain implementations more attractive (Vigh and Starr, 2008). 
 
1.4.2 Time Domain FWI 
Advantages of applying FWI in the time domain include:  
• Time-domain implementations are straightforward to achieve, relatively fast, and require 
less memory in 3D (Vigh and Starr, 2008). 
• The ability to mute, window and process the field data quite easily and efficiently in time 
makes it easier to work with real datasets.  Quality control is quick and straightforward. 
• Time stepping requires far less memory than frequency-domain methods that use direct 
factorization in 3D, and can be made comparable in memory with iterative frequency-
domain solvers.  Conversely, there is no need to optimise convergence parameters across 
nodes, and codes consequently produce a deterministic outcome (Umplebly et al., 2010). 
Disadvantages of applying FWI in the time domain include: 
• The time-domain solution does not take advantage of wavenumber redundancy.  
• This method may require significant computation time if the forward modelling time 
increment is small or if many shots are needed, such as with 3D surveys (Vigh and Starr, 
2008). 
• The time-domain method may also have cycle skipping sensitivity because both low and 
high frequencies are inverted simultaneously (Vigh and Starr, 2008). 
• Low-frequency estimation can be a problem because of the time derivatives in the 
gradient calculation (Sirgue and Pratt, 2004). 
  
 8
1.5 FWI or Conventional Tomography  
Tomography, derived from the Greek words ‘tomo’ (to draw) and ‘graph’ (slice or cut), can refer 
to any technique used to obtain detailed images of a section of an object while blurring out or 
eliminating other planes.  In terms of seismic imaging, it typically refers to estimating velocities in the 
subsurface using the travel time and/or amplitude measurements from seismic data.     
Conventional seismic tomography is a well-established technique that predicts travel times (and 
amplitudes) by tracing rays through a model of slowness (or velocity) and sometimes attenuation 
factor.  The predicted values are compared with the observed values, the model is perturbed and the 
process is iteratively repeated to minimise the errors until some convergence criterion is met.  First 
arrival travel-time tomography (FATT) predicts the time of the first arrivals and reflection travel-time 
tomography (RTT) predicts the time of reflected arrivals.  
Travel-time tomography (TT) uses an approximation to the scalar wave equation that assumes ray 
theory to predict travel-times.  This assumption is acceptable if the wavelength of the wave is much 
smaller than the scale length of the velocity anomaly encountered.  Conversely, if the scale length of 
the velocity variation is small in comparison to the seismic wavelength, the ray scatters rather than 
refracts.  Thus, ray theory is a good approximation only at high frequencies or small wavelengths.  TT 
solves an approximation of the wave equation such as the eikonal equation and produces low-
resolution models of the subsurface with a spatial resolution of the order of the Fresnel zone, k.  The 
latter is a circular area surrounding any point on a reflector from which reflected energy arrives at the 
receiver more or less in phase and thus contributes to the signal at that reflection point (Bacon, 2003).  
𝑘 = ඨ𝜆ℎ2  
[eqn 1.1] 
k is the radius of the Fresnel zone, λ is the dominant frequency, and h is the depth of the reflector 
below the source-receiver point.  
FATT is also limited due to its insensitivity to velocity inversions, but benefits from several 
advantages including its robustness, the use of small datasets and hence small computational times 
and memory usage.  
Migration typically uses a higher-order imaging and focusing criterion than tomography.  
Conventional depth migration techniques such as Kirchhoff migration are based on ray tracing 
techniques.  The restrictive underlying assumptions of such techniques have led to the introduction of 
beam techniques and wave equation migration schemes such as reverse time migration.  Generally 
migration algorithms use only the reflected energy and low-resolution velocity models to reposition 
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reflected energy to their true position in the subsurface, and produce semi-quantitative reflectivity 
images with increased spatial resolution.  These exploit the full-bandwidth of the field seismic data, 
typically 4 – 70 Hz, but are preferentially interested in the higher frequencies.  At present, a well-
resolved velocity model is essential to ensure the full-spatial resolution is recovered, and the best 
migration algorithms are almost always compromised by inadequacies in the velocity model.  
 
Figure 1.3 Synthetic crosshole example showing the resolving power of waveform tomography relative to travel-time 
tomography (after Pratt, 2003).  Left - true model; middle - travel-time tomography model; right - waveform tomography 
results starting from the travel-time tomography results.  Waveform tomography resolved sub-wavelength details, while 
travel-time tomography only resolves long wavelength features (extent of Fresnel zone). 
FWI is type of tomography that tries to find a quantitative highly-resolved model of velocity or 
other subsurface physical properties that reproduce data that match field data wiggle-for-wiggle.  It 
combines aspects of both conventional tomography and migration.  It attempts to quantitatively 
recover a model that is able to reproduce the data rather than shift the data to its true position and 
make it look like a model.  Full-waveform models can be directly interpreted and depth migrated 
removing the need for separate processing and depth migration of reflection data.   
There are three main differences between FWI and conventional tomography and migration: 
1. It uses the entire wavefield, including phases that conventional reflection processing and 
migration seek to remove (direct arrivals, turning rays, super-critical reflections, multiply 
internally-scattered and similar phases), but principally focuses on the wide-angle transmitted 
arrivals and post-critical reflections.   
2. In principle, wavefield tomography may be used as a full-bandwidth direct imaging 
technique.  However current schemes employ low frequencies up to about 15 Hz due the costs 
and computational limitations associated with modelling the higher frequencies. 
3. FWI is an iterative scheme unlike most seismic processing.  
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1.6 Ingredients for Successful FWI 
A major challenge of FWI is to produce an improved velocity model that more accurately predicts 
seismic data, and to demonstrate that the updated velocity model is a better representation of the true 
model than that derived by various other model-building methods (Vigh and Starr, 2008).  OBS and 
OBC datasets are particularly attractive to this method since they generally contain low frequencies, 
long offsets and wide-azimuthal dense coverage (Plessix and Perkins, 2010).  These conditions 
together with a good starting model constitute the primary ingredients for a successful inversion 
(Sirgue, 2006), and limit it application. 
There exists a trade-off between the starting model, the starting frequency and the offset (Sirgue, 
2008).  Wide-angle data are useful to compensate for the lack of low frequencies in the data, however, 
this complementary nature is limited as large offsets correspond to a more non-linear component of 
the data (Sirgue, 2008).  Using a checkerboard synthetic model, Sirgue (2008) showed that adding 
offsets eventually fails if the data lack sufficiently low frequencies.  Conversely, the long-offset 
problem may be mitigated with low-frequency data (Bunk et al., 1995).  Even when the source-
geophone offsets extend from zero to infinity, only the high wavenumbers may be resolved if the 
initial starting model is not sufficiently accurate (Mora, 1988).   
1.6.1 Long Offsets 
The maximum offset of typical marine streamers is one of several factors that limit the accuracy 
of the FWI model (Brenders and Pratt, 2007).  Wide-azimuth surveys yield superior velocity 
reconstructions compared to narrow-azimuth surveys (Sirgue et al., 2007).  Wide-angle data typically 
comprise transmitted, horizontally travelling, post-critical arrivals that allow for better illumination 
and more accurate determination of velocities (Figure 1.4).  Narrow-azimuth data mainly comprise 
short-offset reflected energy.  The latter renders the inversion process more difficult to retrieve the 
background velocity due to cycle skipping between the modelled and observed data and the presence 
of numerous local minima (Mora, 1989).  With existing techniques, FWI mainly migrates primary 
reflections into depth (Warner, 2010).   
1.6.2 Accurate Starting Model 
For inversion it is fundamental that the starting model is sufficiently close to the right answer.  
Inversion tightens up the answer, that is, it adds the fine structure and details.  It clearly works if 
starting model is in the vicinity of the global minimum, however it will not work if the model is too 
far away from the truth, and the inversion results are trapped in the vicinity of local minima.  A highly 
accurate starting model is thus one of the key ingredients necessary for a successful scheme (Virieux 
and Operto, 2009).  Ideally, the initial model should contain low wavenumbers and predict the travel 
time to within half a period of the dominant wavelength at the lowest useable frequency in the field 
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data (Beydoun and Tarantola, 1984; Mora, 1988; Pratt, 1999; Vigh et al., 2009; Smithyman et al., 
2009).  If these conditions are met, the technique clearly works with convergence to the global 
minimum.  If however, the starting model is too far away from the true model, such that the predicted 
data are cycle skipped relative the field data, the inversion may fail.  Seismic amplitudes are strongly 
non-linear in relation to the low wavenumbers (Mora, 1988).  Thus, a poor starting model can result in 
convergence to local minima, and unrealistically slow convergence rates.  Mora (1987) stated that 
iterative inversions where both high- and low-wavenumber velocity models are allowed to vary help 
to resolve all the wavenumber components of the recovered velocity image.  Shah et al., (2012) 
proposed a phase-unwrapped waveform inversion scheme to mitigate the poor starting model 
problem.   
1.6.3 Low Frequencies 
The lower the frequency contents of the data, the larger the likelihood of inversion converging to 
the global minimum.  Low frequencies have fewer local minima and a broader global minimum of the 
objective function (Figure 1.5), and thus the criteria for the starting model to predict data to within 
half a cycle of the field data is clearly easier to satisfy.  Inversion should maximize the use of the 
lowest frequency content of the data.  But the frequency should not be too low, as this can introduce 
unnecessary noise (Warner et al., 2012). 
Most marine seismic streamer datasets do not contain frequencies lower than 5 Hz.  OBC datasets 
extend the low frequency part of the spectrum down to about 3 Hz, greatly aiding the FWI method.  
But these datasets are sparse in comparison to streamer datasets.  Land seismic datasets typically 
employ 10 Hz geophones and rarely contain frequencies lower than 8 Hz.  
FWI techniques usually invert from low frequencies to high frequencies, with the results from 
each inversion stage acting as the input for the next stage, thereby gradually improving the resolution 
(Bunks et al., 1995; Sirgue and Pratt, 2004).  Such a multi-scale approach progressively incorporates 
shorter wavelengths in the model and mitigates the sensitivity to the initial guess (Plessix and Perkins, 
2010).  Also it helps to discourage cycle skipping and the risk of convergence to local minima of the 
misfit function as long-period energy is far less susceptible to the half-cycle criterion (Smithyman et 
al., 2009) and helps to mitigate the inherent non-linearity (Pratt, 1999; Sirgue 2008). 
1.6.1 Post-critical, wide-angle, refracted arrivals 
FWI works in two modes - a tomography mode and a migration mode (Mora, 1989).  The 
tomography mode uses the diving, refracted and transmitted waves, to recover the low wavenumbers 
(long wavelength) that define the large scales of the model, that is, useful interval velocity 
information.  The migration mode uses reflected waves only, and recovers the high wavenumbers 
(short wavelength) that define the fine details of the model and sharpen the image (Mora, 1988; 
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Sirgue, 2003).  For FWI, the migration mode is very quick and occurs at very early iterations.   
However, the tomography mode is much slower and occurs at much later iterations.  In principle, FWI 
models ideally contain all the resolvable wavenumber components (Mora, 1988).  Ideally though, the 
tomography mode should be before the migration mode, thereby allowing the FWI algorithm to firstly 
build an accurate background model.  This is only achievable if post-critical refracted arrivals are 
present in the data to help recover the long-wavelength features.  The incorporation of reflection data 
at later iterations allow for the migration elements on an FWI algorithm to recover the short-
wavelength features.  The accuracy of the velocities inherently determines the accuracy of the model 
in depth.  
 
Figure 1.4 Schematic showing that long-offset data contain transmitted arrivals, while short-offset data contain 
reflected arrivals.  Transmitted arrivals present in the shallow allow for FWI successful updates of the shallow overburden. 
 
Figure 1.5 2D schematic showing that for a given starting model, the chances of converging to the global minimum is 
larger, if the useable frequency content of the data is lower. 
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1.7 Steps to moderate Non-linearities  
Despite the non-linearities that render the FWI process difficult, there are several approaches that 
can help to mitigate this, and lead to a successful inversion scheme. 
1. Exploiting the lowest useable frequencies available in the field data ultimately increases 
chances of falling within the valley of the global minimum rather than local minima.  Thus 
the lowest useable frequencies typically 4 Hz for streamer datasets, or 2-3 Hz for OBC 
datasets, should always be incorporated into the inversion scheme.  The lowest frequency 
utilized should be based on the lowest frequency for which there is coherent signal within the 
data.  Typically this is determined from phase plots of the data (Warner et al., 2013). 
2. Decomposing the inversion problem by scale and using a multi-scale approach, such that the 
low frequencies are first inverted, and results then used as the starting point for high 
frequencies also mitigate the non-linearities (Bunks et al., 1995).  
3. Current inversion schemes work well if data is dominated by transmitted, wide-angle arrivals 
or turning rays.  Preprocessing the data to preferentially incorporate the transmitted arrivals in 
the early iterations, and gradually opening this window to incorporate the short-offset 
reflection data and finally the long-offset data significantly aids the inversion process.  This 
technique is a layer-stripping method which resolves the shallow layers before deeper ones, 
and the long-wavelength features before the short-wavelength features (Warner et al., 2010). 
4. Matching phase, unwrapped phase or relative phase only or in preference to amplitude also 
helps to mitigate non-linearity.  Thus normalization of the data on a trace-by-trace such that it 
keeps the amplitude with offset information, but ignores the absolute amplitude for a given 
trace can help to increase the convergence (Warner et al., 2010).   
5. Free-surface multiples are highly non-linear.  Excluding such phenomena and other highly 
non-linear phases from both data and model if they are not correctly modelled can help to 
reduce associated local minima. 
6. Careful preconditioning, balancing and massaging of observed, forward and backward 
propagated wavefields throughout the tomography is essential for a successful scheme.  Any 
process applied to the field data should also be applied to the modelled data (Warner et al., 
2010). 
7. Regularization or smoothing of the velocity model to help reduce any footprints can also 
increase the chances of success.  
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1.8 Summary 
 The underlying theory of FWI and its constraints are well-established.  The latter include, but are 
not limited to data rich in (1) long offsets, (2) low frequencies, (3) post-critical, wide-angle refracted 
arrivals, and an accurate starting model.  A defined workflow to overcome the constraints has not yet 
been established.  This thesis presents a number of different datasets, the methodologies that allow for 
the successful application of FWI to latter, and the FWI results.   
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2 Theory Chapter  
2.1 The Wave Equation 
The wave equation is one of the most fundamental equations in physics used for the description of 
waves.  It is a second order, partial differential equation involving both time and space derivatives, 
and in its simplest form, for an acoustic, isotropic, inhomogeneous, fluid medium which is non-
attenuating and non-dispersive, the behaviour of sound in matter is represented as: 
1
𝑐ଶ  
డమ௣
డ௧మ −  𝜌∇. ൬
1
𝜌 ∇p൰ = 𝑠 
[eqn 2.1] 
where p is pressure; c is the acoustic p-wave velocity; ρ is the density; and s is the source (Warner, 
2012).  Both pressure p and source s are functions of position (x, y, z) and time, whereas density ρ 
and velocity c are functions of position (x, y, z) only.  In order to solve the wave equation 
numerically, it can be expressed as a linear operator.  While the data d and model parameters m are 
not linearly related, the wavefield p and the source s are linearly related by the equation: 
𝑨𝒑 =  𝒔 
[eqn 2.2] 
where the p represents the pressure wavefield at all times and all positions within the model, produced 
by the source s, and A is a matrix which depends on the model parameters c and ρ, and the boundary 
conditions, and represents the numerical implementation of the operator:   
1
𝑐ଶ  
డమ
డ௧మ −  𝜌∇. ൬
1
𝜌 ∇൰ 
[eqn 2.3] 
2.2 Forward Problem 
A model m is a representation of a natural system such as the earth, by a set of model parameters 
at discrete points on a mesh.  In practice we often parameterize the model with slowness (1/c), but it 
may be parameterised by other parameters such as velocity and or density.  The model when excited 
by a source yields data d at discrete receiver positions.  The data and the model are related by the 
forward or direct problem (Figure 2.1) expressed as:  
𝒅 =  𝑮(𝒎) 
[eqn 2.4] 
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where G is a non-linear operator representative of the physical laws such as the wave equation.  The 
forward problem is well-posed, that is, a unique solution exists that depends continuously on the 
model in some reasonable topology.   
2.3 Inverse Problem 
The inverse problem (Figure 2.1) tries to extract a model m contained in the dataset d using a 
mapping operator G.  It is expressed as:  
𝒎 =  𝑮ିଵ(𝒅) 
[eqn 2.5] 
It aims to extract all the information contained in the data while controlling artefacts introduced 
by the problem.  There are several problems associated with the inverse problem. 
• Data are obtained at discrete locations in space and are therefore inexact and incomplete. 
• Data contain several sources of noise. 
• The inverse mapping operator G-1 may not exist. 
• The solution is often not unique, and even if there were a unique solution, there is never 
sufficient observed data to determine the unique solution, but only a choice of several 
possible solutions that sufficiently describe the observed data. 
• The inverse problem is ill-posed, that is, a small variation of the data can lead to 
uncontrollable perturbations in the solution. 
 
Figure 2.1 Schematic showing the relationship between the forward and inverse problem. 
2.4 Objective Function  
FWI is an inverse problem which seeks to minimize the difference between the observed data and 
the predicted data from the model.  The measure of the difference or fit between the two datasets is 
commonly known as the misfit function, ξ or the objective or cost function, and is most commonly the 
L2 norm of the data residuals. 
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𝜉(𝒎) = 12 ||𝛿𝒅||
ଶ = 12 𝛿𝒅
ற𝛿𝒅 =  ෍ ෍ ෍ |𝑑௖௔௟௖ − 𝑑௢௕௦
௡೟
|ଶ
௡ೝ௡ೞ
 
[eqn 2.6] 
where ns, nr and nt are the number of sources, receivers and time samples in the data set (Warner, 
2012).  Several other misfits may be used such as the L1 norm or the phase residual ϕ (Warner, 2012).  
The objective functional ξ can be minimized with respect to the model parameters m if the gradient is 
zero: 
∇𝒎𝜉 =  
𝜕𝜉
𝜕𝒎 = 0 
[eqn 2.7] 
Note that this may lead to minima, maxima or inflexion points for the model m, so the problem must 
be set up to ensure that the value of m is a minima. 
FWI though is a local iterative scheme.  It starts with some estimate of the model mo and 
iteratively reduces the objective function ξ towards zero.  Thus we need to consider the objective 
function, ξ(mo) for the starting model mo and the objective function, ξ(mo + δm) for the new model m1 
= mo + δm.  Warner, 2012 show that using the Taylor series and ignoring third and higher-order 
terms, the misfit function [eqn 2.5] can be expressed as: 
𝜉(𝒎) =  𝜉(𝒎𝒐 +  𝛿𝒎) =  𝜉(𝒎𝒐) +  𝛿𝒎்  
𝜕𝜉
𝜕𝒎 |𝒎ୀ𝒎𝒐 +  
1
2 𝛿𝒎
் 𝜕ଶ𝜉
𝜕𝒎ଶ |𝒎ୀ𝒎𝒐𝛿𝒎 
[eqn 2.8] 
Minimizing this misfit function [eqn 2.6] to determine the model update δm gives: 
𝛿𝒎 ≈  − 𝑯ିଵ ∇𝒎𝜉 
[eqn 2.9] 
where H is the Hessian matrix and 𝛻𝒎𝜉 is the gradient of the misfit function evaluated at mo (Warner, 
2012).  The Hessian matrix is a symmetric matrix of size M x M where M is the number of model 
parameters.  It provides a measure of the local curvature of the M-dimensional error surface for the 
current model and describes the variation of the objective function with respect to changes in pairs of 
model parameters. 
𝑯 =  𝜕
ଶ𝜉
𝜕𝒎ଶ 
[eqn 2.10] 
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2.5 Steepest Descent Method 
Several methods may be employed to solve the model update.  Methods that solve the model 
update directly are called Newton Methods.  These converge quickly, and involve calculating the 
inverse Hessian matrix which may not be invertible.  For 3D problems, the computation time and 
large storage requirements for the Hessian matrix, renders this method unfeasible, and Newton 
methods are usually constrained to sparse 2D problems.  Guass-Newton or quasi-Newton methods 
avoid the explicit calculation of the Hessian matrix, by using an approximation to the Hessian matrix 
Ha.  Steepest descent methods typically replace the inverse of the Hessian by a step length calculation 
such that eqn 2.8 becomes: 
𝛿𝒎 ≈ −𝛼 𝜕𝜉𝜕𝒎 =  −𝛼𝛻𝒎𝜉 
  [eqn 2.11] 
It involves calculating the gradient and scalar step length α for the starting model mo, subtracting α 
times the gradient from the starting model mo, obtaining a new model mn, and iteratively repeating the 
inversion process until the convergence criterion is satisfied.  This method requires the largest number 
of iterations and is the slowest but cheapest per iteration method of those mentioned. 
2.6 Gradient Calculation  
The gradient may be determined by perturbing each of the model parameters and calculating the 
change in the objective function. However for M model parameters, this method requires M+1 
forward model calculations.  This can be computationally daunting.  Instead the gradient [eqn 2.6] can 
be expressed as:   
𝛻𝒎𝜉 =  
𝜕𝜉
𝜕𝒎 =  
𝜕
𝜕𝒎 ൬
1
2 𝛿𝒅
்𝛿𝒅൰ = ൬ 𝜕𝒅𝜕𝒎൰
்
𝛿𝒅 =  𝑱்𝛿𝒅 
[eqn 2.12] 
where J is the Jacobian matrix, that is, the differential of the data with respect to the model 
parameters.  Differentiating the wave equation [eqn 2.2] with respect to the model parameters, and 
equating the gradient to zero [eqn 2.10], results in:  
𝑱 = 𝜕𝒑𝜕𝒎 = −𝑨
ିଵ 𝜕𝑨
𝜕𝒎 𝒑 
[eqn 2.13] 
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But for a dataset d,  
𝒅 = 𝑫𝒑 
[eqn 2.14] 
generated by a source s, where d is a subset of the full-wavefield p extracted using the diagonal matrix 
D, the Jacobian [eqn 2.11] can be expressed as 
𝑱 = 𝜕𝒅𝜕𝒎 = −𝑫𝑨
ିଵ 𝜕𝑨
𝜕𝒎 𝒑 
[eqn 2.15] 
Substituting this expression [eqn 2.12] for the Jacobian into the gradient equation [eqn 2.10]: 
𝛻𝒎𝜉 =  𝑱்𝛿𝒅 = −𝑝் ൬
𝜕𝑨
𝜕𝒎൰
்
(𝑨ିଵ)்𝑫்𝛿𝒅 =  −𝒑் ൬ 𝜕𝑨𝜕𝒎൰
்
(𝑨ିଵ𝑫)்𝛿𝒅 = −𝒑் ൬ 𝜕𝑨𝜕𝒎൰
்
𝑨ିଵ்𝛿𝒅 
[eqn 2.16] 
But, if  
(𝑨ିଵ)்𝛿𝒅 = 𝛿𝒑 
[eqn 2.17] 
then  
𝑨்𝛿𝒑 = 𝛿𝒅 
[eqn 2.18] 
The latter equation [eqn 2.15] simply describes a wavefield 𝛿p generated by the source 𝛿d which is 
propagated by the operator AT, which is the adjoint of the operator in the original wave equation.  So 
if the residual wavefield 𝛿d, between the forward modelled data and the field data, are treated as 
virtual sources, and backpropagated in time using the adjoint operator, the resulting wavefield is 𝛿ρ.  
Thus the gradient [eqn 2.13] can be expressed as: 
𝛻𝒎𝜉 =  −𝑝் ൬
𝜕𝑨
𝜕𝒎൰
்
𝛿𝒑 
[eqn 2.19] 
Simply, the gradient calculation requires the forward wavefield p, the differential of the numerical 
operator A which can be obtained analytically and the back-propagation of the residual wavefield 𝛿p.  
The gradient represents a weighted zero lag cross correlation of the forward wavefield for a particular 
source with the back propagated residual wavefield for all the receivers for the same source.  
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2.7 Step Length Calculation 
The gradient calculation only gives the direction of the model update.  To determine how much to 
change the model, the step length is computed.  The model is perturbed by some small amount in the 
direction opposite to the gradient.  The forward wavefield for the new model m1 is calculated, and a 
new set of data residuals 𝛿d1 is determined.  Assuming a linear relationship between the changes in 
the model and the changes in the residuals: 
𝛿𝒅ఈ = 𝛿𝒅଴ +  𝛼(𝒅ଵ − 𝒅଴) =  𝛿𝒅଴ + 𝛼(𝛿𝒅ଵ − 𝛿𝒅଴) 
[eqn 2.20] 
the L2 norm of this data residual is expressed as: 
𝜉 =  12 (𝛿𝒅଴ − 𝛼𝒒)
்(𝛿𝒅଴ − 𝛼𝒒) 
[eqn 2.21] 
where  
𝒒 = 𝛿𝒅଴ − 𝛿𝒅ଵ 
[eqn 2.22] 
Differentiating with respect to α and equating the differential to zero to obtain a minimum implies that 
the step length is expressed as: 
𝛼 = 𝛿𝒅଴
்𝒒
𝒒்𝒒  
[eqn 2.23] 
Comparison of the new residual to the original residual, provides the optimum scaling and thus scale 
length or step length that minimizes the objective functional. 
2.8 Spatial Preconditioning 
In addition to the step length approximation, some steepest descent techniques try to mitigate 
against completely ignoring the Hessian and to speed up the convergence rate by using an 
approximation to the approximate diagonal Hessian, Q with spatial preconditioning (Wang and Rao, 
2009) to scale the gradient such that eq’n 2.8 becomes: 
𝛿𝒎 ≈  − 𝛼𝑸 ∇𝒎𝜉 
[eqn 2.24] 
where Q is am M x M matrix with main diagonal elements weighted by the sum of the square of 
the amplitudes in the forward wavefield at a given point.   All other elements of Q are zero.    
 21
2.9 Time-Domain and Frequency-Domain Algorithms 
The time-domain algorithm uses explicit time stepping in the time domain.  For the wavefield 
calculations, the time stepping is second order, while the spatial discretization uses a 37-point stencil 
with an optimal combination of rotated and non-rotated forth-order finite-difference operators.  This 
scheme uses an innovative method to avoid storage of the forward wavefield for cross-correlation 
during the back propagation (Umplebly et al., 2010). 
The frequency-domain algorithm iteratively solves the matrix equations of the implicit problem in 
the frequency domain.  The scheme in uses a 27-point stencil with an optimal combination of rotated 
and non-rotated second-order finite-difference operators for the wavefield calculations (Umplebly et 
al., 2010).   
2.10 Summary of theory 
Wavefield tomography is an iterative scheme that loops through the several steps (Figure 2.2). 
1. Chose an initial starting model and source wavelet. 
2. Solve the wave equation for each source and predict a forward modeled wavefield 
everywhere within the model.  This forward wavefield is captured at the receivers. 
3. At each receiver position, compare the predicted and observed wavefields, and generate a 
residual dataset that represents some measure of the difference between the two 
wavefields.   
4. Treat the residuals as a virtual source and back-propagate the data residuals from the 
receivers back towards each original source to produce a back-propagated residual 
wavefield.  
5. For each original source, and at each point in the model, cross correlate the observed 
wavefield and the back-propagated residual wavefield in time, and take the zero lag cross 
correlation.  This helps to generate an unscaled update to the velocity for every point in 
the model and provides the gradient direction to update model. 
6. Calculate the approximate diagonal of the Hessian and use this to scale the gradient. 
7. Perturb the velocity model by some small amount in the direction of the scaled gradient.  
Calculate the forward wavefield for the new model, and calculate a new set of data 
residuals and a new value for the objective function.  Compare the new residual to the 
original residual and determine the optimum step length that will minimize the objective 
functional. 
8. Update the velocity model using the gradient and step length. 
9. Repeat the process iteratively from step two until the convergence criterion is met.  
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Figure 2.2 Schematic summarising the basic iterative scheme. 
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3 3D Synthetic Example 
3.1 Introduction 
This chapter involves the application of FWI to a 3D synthetic Marmousi dataset.  These tests 
involved understanding the inversion process and existing codes.  Different parameters were tested to 
ensure that each was functional, and to determine the best parameters for inversion.  The results 
discussed compare the inversion results using a time-domain algorithm and a frequency-domain 
algorithm with the best parameters.  
The 2D Marmousi model is a synthetic dataset developed by Versteeg (1994).  It measures 3 km 
in depth and 9.2 km in length, and is based on a profile through the geologically complex North 
Quenguela Tough in the Cuanza Basin Angola (Figure 3.1).  This model mimics complex geological 
settings with varying lithologies, steep dips and strong velocity gradients, both laterally and vertically. 
The Marmousi model comprises slightly folded marls and carbonates that are truncated by a flat 
unconformity (Figure 3.2). Overlying the unconformity are salt deposits, a clayey marl series and 
thick deposits of shale, silt and sand sediments.  The oldest marls and carbonates were deposited and 
folded to form anticinal structures.  The latter were eroded and a relatively flat unconformity 
developed.  Salt was deposited on the unconformity followed by marls and then sediments.  Salt creep 
due to the overburden pressure as the overlying sediments were deposited caused complete 
disappearance of the salt in the middle of the section, three major growth faults, with roll over 
sediments thickening against the faults, and stratigraphic pinched sediments. 
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Figure 3.1 Geological map of the Cuanza Basin highlighting the Quenguela trough (dotted red), which the 2D 
Marmousi dataset is based on. (Jackson and Hudee, 2005) 
 
 
Figure 3.2 Profile through the Cuanza trough in Angola, on which the 2D Marmousi model is based. (Versteeg, 1994). 
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3.2 True Marmousi Velocity Model and Dataset  
The 2D synthetic Marmousi velocity model was truncated and modified such that it measured 384 
x 93 cells, or 9.2 x 2.2 km, with a grid spacing of 24 m.  The latter was repeated in the third 
dimension to generate a 2.5D model, that is, a model that was invariant in the y-direction.  The 2.5D 
model was then sheared in the x- and y-direction, using a sine function, to generate a 3D velocity 
model measuring 384 x 83 x 93 cells, or 9.2 x 2.0 x 2.2 km, with a grid spacing of 24 m (Figure 3.3).  
The model size and grids were chosen to allow the data generated to be effectively inverted with the 
available computational resources. 
This 3D model was used to generate a true synthetic dataset (Figure 3.6) using an acquisition 
geometry similar an OBC survey but with both sources and receivers located at the top of the model 
(Figure 3.7).  Receivers are spread across the entire model with 48 and 144 m spacing in the inline 
and crossline directions respectively.  Sources are positioned roughly in the center of the top of the 
model with a spacing of 25 and 144 m in the inline and crossline directions respectively.  There are a 
total of 2660 receivers spread across 14 cables, and 4 source lines with 1000 sources. The dataset has 
full-azimuthal coverage and a maximum offset of 7.6 km.   
The synthetic data were generated using a known source with a maximum frequency of 15 Hz, a 
known density model based on Gardner’s velocity-density relationship, and the same forward 
modelling algorithm later used in the inversion process.  
 
Figure 3.3 3D cube illustrating the true Marmousi velocity model. 
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Figure 3.4 A vertical slice through the center of the 3D true velocity model. 
 
 
Figure 3.5 Depth slice at 1000 m through the 3D true velocity model. 
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Figure 3.6 Random shot gather illustrating the true 3D Marmousi seismic data.  This gather is coincident with Figure 
3.10, Figure 3.14, Figure 3.38 and Figure 3.39. 
 
  
Figure 3.7 Schematic showing the acquisition geometry for the 3D Marmousi dataset.  Top: Red lines represent the 
fixed receiver swath comprising 14 cable lines, and blue dots represent source positions.  Bottom: Schematics showing the 
source (right) and receiver (left) geometry, with the black circles representing the sources chosen when only 500 shots were 
used for the inversion.  
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3.3 Start Velocity Models   
The 2D velocity model was smoothed horizontally and vertically to obtain a relatively smooth 
model which was then extrapolated in the y-direction to create a 2.5D smoothed starting model 
(Figure 3.8).  This model is fairly accurate and is analogous to a model that would be obtained using 
first arrival ray tracing, and will be referred to as a relatively accurate starting model throughout this 
chapter. Figure 3.10 shows a random shot gather predicted using this starting model.  Most of the 
reflected arrivals present in the true data (Figure 3.6) are missing.  The reflections that are present are 
largely inaccurate.  Also the times for the first arrivals are earlier in the start data than in the true data. 
Figure 3.11 shows the absolute percentage error between the relatively accurate starting model and the 
true model.  The latter is dominated by high percentage errors (red), especially in the central regions 
and at depth. 
This relatively accurate starting model was further smoothed in the x and y directions to obtain an 
even less accurate 2.5D starting model (Figure 3.12) referred to as a relatively poor starting model 
throughout this chapter. Figure 3.14 shows a random shot gather predicted using this starting model.  
The first arrival times are even earlier than the data predicted from the relatively accurate starting 
model (Figure 3.10), and all evidence of early-reflected data has been removed.  The absolute 
percentage errors (Figure 3.13) are larger than with the relatively accurate starting model, with high 
percentage errors (reds) dominating throughout the model.       
 
 
Figure 3.8 A vertical slice through the 2.5D relatively accurate starting velocity model.  
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Figure 3.9 Depth slice at 1000 m through the relatively accurate 2.5D starting velocity model. 
 
 
 
Figure 3.10 Random shot gather illustrating the relatively accurate starting seismic data.  This gather is coincident 
with Figure 3.6, Figure 3.14, Figure 3.38 and Figure 3.39. 
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Figure 3.11 A vertical slice showing the absolute percentage error between the true model and the relatively accurate 
starting velocity model.  The slice is from the middle of the volume. 
 
 
Figure 3.12 A vertical slice through the relatively poor 2.5D starting velocity model. 
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Figure 3.13 A vertical slice showing the absolute percentage error between the true model and the relatively poor 
starting velocity model.  The slice is from the middle of the volume. 
 
 
Figure 3.14 Random shot gather illustrating the 
relatively poor starting seismic data.  This gather is 
coincident with Figure 3.6, Figure 3.10, Figure 3.38 
and Figure 3.39.  
 
Figure 3.15 Traces showing the median stacked 
percentage errors for the relatively accurate starting 
model (red) and the relatively poor starting model 
(black). 
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3.4 Methodology 
FWI that solves the 3D two-way visco-acoustic wave equation was systematically applied to the 
3D synthetic dataset, in both time and frequency domains to determine which domain was more 
efficient and led to more accurate results.  The true data containing both reflected and refracted 
arrivals were fed into the inversion without any preprocessing.  The true source wavelet was 
employed, and the same modelling algorithm used to generate the true data was employed in the 
inversions.  This allowed for inversion results to be void of inaccuracies that may have been 
introduced due to modelling errors or inaccurate source signatures.  Additionally Gardner’s 
deterministic velocity-density relationship, used during the data generation stages, was also employed 
for the forward modelling stages of the inversion.  Thus, if the inversion recovered the true velocity, 
the density would also be accurate.         
The inversions proceeded sequentially in a multi-scale approach with six frequencies, 4, 5, 6, 8, 
10 and 12 Hz, and using 40 iterations per frequency.  Smaller gaps in the lower frequencies help to 
ensure all the wavenumbers are covered (Wang and Rao, 2009).  In the frequency domain, this is 
straightforward.  In the time domain, the inversions were set up such that a Gaussian function was 
applied to weight the frequency content of the data based on a peak frequency specified.  Time-
domain inversions were set up such that at early iterations, the low frequencies were more highly 
weighted than the high frequencies, and at late iterations, the high frequencies were more important 
than the low frequencies.  Thus a multi-scale approach was also applied.   
To determine the resilience of each domain to sparse datasets, the acquisition geometry described 
in section 3.3 was used for inversions and compared to inversions using half the number of shots.  
Although these tests involved the use of 1000 and 500 shots respectively, only 100 shots were used 
for any iteration.  The inversions were set up such that shots selected were not reused until all shots 
were inverted, and such that shots were distributed across the full model for any iteration.  The full 
1000 shots were only incorporated after 10 iterations, and the full 500 shots were only incorporated 
after 5 iterations.  The inversions using 500 shots were run using 20 iterations per frequency to ensure 
the same number of iterations per shot were used, and using 40 iterations per frequency to ensure the 
total number of iterations were comparable to that used for inversions with 1000 shots, and to 
compare the effect of increased iterations on the inversions.   
The robustness of each domain was tested based on the dependence of the inversion results on the 
accuracy of the starting model.  FWI results were compared for the inversions starting from a 
relatively accurate starting model, and a relatively poor starting model.   
To examine the effect of using limited frequencies in the frequency domain, the inversion were 
run using 80 frequencies, from 4 Hz to 12 Hz with 0.1 Hz gaps and 3 iterations per frequency, instead 
of using 6 distinct frequencies. 
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The accuracy of the inversions was determined both qualitatively and quantitatively.  The true 
model was compared to the FWI models and the starting model.  The models were used to predict 
synthetic data.  Wiggle-to-wiggle comparisons of the true data and the predicted data were also a vital 
part of the analysis.  Quantitative analysis included the conversion of the models to the slowness 
(1/velocity) domain and the determination of the absolute percentage errors in slowness at each grid 
cell location.  These errors were reduced to one trace representative of the errors using median 
stacking to allow for quicker error analysis.   
𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 % 𝐸𝑟𝑟𝑜𝑟 = 𝐴𝑏𝑠 ൬𝐶ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑚𝑜𝑑𝑒𝑙𝑇𝑟𝑢𝑒 ൰ ∗ 100 
[eqn 3.1] 
All inversions were run using the same number of cores to ensure that analysis of the 
computational runtimes that help to determine the efficiency was not biased.   
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3.5 Time Domain FWI Velocity Models 
Inversions were systematically run using the 3D time-domain inversion algorithm that uses 
explicit time stepping.  Vertical slices through different FWI models obtained are shown in Figure 
3.16 to  Figure 3.19.  The slices are all through the center of model and are coincident with the slices 
in Figure 3.4, Figure 3.8 and Figure 3.12 through the true and starting models.        
Figure 3.16 shows a vertical slice through the FWI results obtained using 1000 shots after 240 
iterations, and starting from a relatively accurate model (Figure 3.8).  The latter contains evidence of a 
fault and some reflectors.  Both are very smooth and not clearly defined.  The FWI clearly recovered 
three sharp, well-defined faults in their correct spatial locations.  It focused the existing reflectors, and 
introduced additional reflectors that are mostly in the correct positions but not as sharply defined as 
the true velocity model.  In the central regions of the model, the FWI model is very well-defined and 
similar to the true model.  However, towards the edges and bottom of the model, the FWI model is 
poorly defined and very smooth.  An erroneous, high-velocity feature, not present in either the true or 
start models, was introduced at the deepest central regions.  These regions though are coincident with 
the sparsest data coverage, and thus poorly recovered models are expected. 
Figure 3.20 shows a depth slice at 1000 m through the FWI model obtained using 1000 shots, 240 
iterations and the relatively accurate starting model.  This slice is coincident with the slices in Figure 
3.5 and Figure 3.9.  Starting from a one-dimensional model at this depth (Figure 3.9), the FWI (Figure 
3.21) recovered the complicated geometry seen in the true model (Figure 3.5).  The FWI model and 
the true model are almost identical in the central regions of the model.  The FWI model though is 
deteriorated towards the edges.  
Figure 3.17 shows a vertical slice through the FWI model obtained using 500 shots, 240 iterations 
and the same starting model.  This image is almost identical to Figure 3.16, except at depth and at the 
edges where the resolution is reduced insignificantly.  Clearly the use of twice the amount of shots, 
that is 1000 shots instead of 500, did not considerably enhance the resolution of the model, suggesting 
that the time-domain inversion results are relatively resilient to ‘sparse’ datasets with an OBC 
geometry. 
Figure 3.18 shows a vertical slice through the FWI model obtained using 500 shots, 120 iterations 
and the same starting model.  This image is almost identical to Figure 3.17, but with a slightly reduced 
resolution.  Using twice the number of iterations, the model does indeed improve, but the 
improvements are minor, while the additional computational effort associated is huge.  
Figure 3.19 shows a vertical slice through the FWI model obtained using 1000 shots, 240 
iterations and the poor starting model (Figure 3.12).  Similarly to the equivalent FWI with a good 
starting model (Figure 3.16), the faults are well defined.  The shallowest reflectors in the central 
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regions are recovered though not well defined.  The inversion fails though from depths of about 1 km, 
and the model is significantly deteriorated at the edges.   
 
 
Figure 3.16 A vertical slice through FWI velocity model recovered using a time-domain algorithm with 240 iterations 
and 1000 shots.  Inversions started from a relatively accurate model.  The slice is through the middle of the model. 
 
 
Figure 3.17 A vertical slice through the FWI velocity model recovered using a time-domain algorithm with 240 
iterations and 500 shots.  Inversions started from a relatively accurate model.  The slice is through the middle of the model. 
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Figure 3.18 A vertical slice through the FWI velocity model recovered using a time-domain inversion algorithm with 
120 iterations and 500 shots.  Inversions started from a relatively accurate model.  The slice is through the middle of the 
model. 
 
 
 Figure 3.19 A vertical slice through the FWI velocity model recovered using a time-domain algorithm with 240 
iterations and 1000 shots.  Inversions started from a relatively poor model.  The slice is through the middle of the model. 
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Figure 3.20 Depth slice at 1000 m through the FWI velocity model recovered using a time-domain algorithm with 1000 
shots and 240 iterations. 
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3.6 Time Domain FWI Error Analysis  
Absolute percentage errors for all the time-domain inversions were calculated in the slowness 
domain.  Vertical slices through different error volumes obtained are shown in Figure 3.21 to Figure 
3.24.   The slices are all through the center of model and are coincident with the slices in Figure 3.11 
and Figure 3.13 that show the errors at the start of the FWI.   
Figure 3.21 shows a vertical slice through the absolute percentage error volume obtained between 
the true model and the FWI model with 1000 shots, 240 iterations and a relatively accurate starting 
model.  The initial absolute percentage errors are shown in Figure 3.11.  Initially the percentage errors 
were up to 25 percent with high values even at shallow depths.  With FWI, the percentage errors were 
significantly reduced to values closer to zero (blues) everywhere except in the deepest central regions 
and edges of the model.  Within these regions where the data coverage is sparsest, the percentage 
errors were increased.       
Figure 3.22 shows a vertical slice through the absolute percentage error volume obtained between 
the true model and the FWI model with 500 shots, 240 iterations and the relatively accurate starting 
model.  The errors are very similar to the errors in Figure 3.21 which used twice the number of shots.  
Within the deepest parts of the model, where the inversion has introduced erroneous features into the 
recovered model, the percentage errors are magnified with 1000 shots.  
Figure 3.23 shows a vertical slice through the absolute percentage error volume obtained between 
the true model and the FWI model with 500 shots, 120 iterations and the relatively accurate starting 
model.  The errors are roughly similar to those in Figure 3.22.  However in the central regions where 
there is good data coverage, the percentage errors with 120 iterations are somewhat larger than with 
240 iterations. 
Figure 3.24 shows a vertical slice through the absolute percentage error volume obtained between 
the true model and the FWI model with 1000 shots, 240 iterations and a relatively poor starting 
model.  The initial absolute percentage errors are shown in Figure 3.13.  Within the central shallow 
regions of the model, the percentage errors were significantly reduced.  However at a depth of 1km 
and greater, the errors are largely intensified.   
Figure 3.15 shows a percentage error depth profile for the two starting models.  With a relatively 
accurate starting model, the median percentage error is low at depths of 1100 m or less with values 
mostly less than 5 percent.  At deeper depths the errors fluctuate between 5 and 15%.  With a 
relatively poor starting model, the errors are constantly higher with values reaching up to 16% at 
deeper depth. 
Figure 3.25 shows the percentage error depth profile for the different time-domain FWI scenarios.  
The traces are representative of the median stacked errors of the full 3D volumes.  Starting with a 
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relatively accurate model, FWI significantly reduces the median errors to values of 3% or less at 
depths of 1100 m or less, to depth of 1100 m, and values mostly less than 5% but reaching as high as 
7% at deeper depths.  Thus all three scenarios represent significantly improved results.  The median 
percentage errors are slightly larger with 120 iterations and 500 shots (green curve) than with 240 
iterations and 500 shots (pink curve).   With double the number of shots, the median errors show 
insignificant differences (blue and pink curves). 
Starting with a relatively poor model, FWI also reduces the median errors at all depths.  At depths 
of 600 m or less, the errors are low, and only vaguely larger than with a good starting model.  At 
deeper depths though the errors are much larger, with values as high as 12% at depth. 
 
Figure 3.21 A vertical slice showing the absolute percentage error between the true model and the FWI velocity model 
recovered using a time-domain algorithm with 240 iterations and 1000 shots.  Inversions started from a relatively accurate 
model.  The slice is from the middle of the volume. 
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Figure 3.22 A vertical slice showing the absolute percentage error between the true model and the FWI velocity model 
recovered using a time-domain algorithm with 240 iterations and 500 shots.  Inversions started from a relatively accurate 
model.  The slice is from the middle of the volume. 
 
 
Figure 3.23 A vertical slice showing the absolute percentage error between the true model and the FWI velocity model 
recovered using a time-domain algorithm with 120 iterations and 500 shots.  Inversions started from a relatively accurate 
model.  The slice is from the middle of the volume. 
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Figure 3.24 A vertical slice showing the absolute percentage error between the true model and the FWI velocity model 
recovered using a time-domain algorithm with 240 iterations and 1000 shots.  Inversions started from a relatively poor 
model.  The slice is from the middle of the volume. 
 
 
Figure 3.25 Traces showing the median stacked percentage errors for time-domain FWI recovered results. 
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3.7 Frequency Domain FWI Velocity Models 
Inversions were systematically run using the 3D frequency-domain inversion algorithm that 
solves the implicit matrix equations.  Vertical slices through different FWI models obtained are shown 
in Figure 3.26 to Figure 3.30.  The slices are all through the center of model and are coincident with 
the slices in Figure 3.4, Figure 3.8 and Figure 3.12 through the true and starting models.        
Figure 3.26 shows a vertical slice through the FWI results obtained using 1000 shots after 240 
iterations, and starting from a relatively accurate model (Figure 3.8). The latter contains evidence of a 
fault and some reflectors.  Both are very smooth and not clearly defined.  The FWI clearly recovered 
three faults in their correct spatial locations.  The faults though well-resolved, are not extremely sharp 
and appear to have a shadow-like effect.  FWI better focused the existing reflectors and introduced 
additional reflectors that are mostly in the correct positions.  Although the ‘macro’ structure of the 
reflectors is relatively accurate, the reflectors are not sharp and well-defined, and have a blob-like 
appearance.  In the central regions of the model and at depths less than 1.5 km, the FWI model is very 
accurate and similar to the true model.  However at the edges and bottom of the model, the FWI 
model is not well recovered with erroneous blobs introduced.  These regions are coincident with the 
sparsest data coverage, and poor recovery is expected. 
Figure 3.31 shows a depth slice at 1000 m through the FWI model obtained using 1000 shots, 240 
iterations and the relatively accurate starting model.  This slice is coincident with the slices in Figure 
3.5 and Figure 3.9.  Starting from a one-dimensional model at this depth (Figure 3.9), the FWI (Figure 
3.31) recovered the complicated geometry seen in the true model (Figure 3.5).  The match between 
the FWI model and the true model is mostly good in the central regions of the model with some 
erroneous artefacts introduced.  Towards the edges the FWI model is poorly recovered.  
Figure 3.27 shows a vertical slice through the FWI model obtained using 500 shots, 240 iterations 
and the same starting model.  This image is almost identical to Figure 3.26 except at edges and 
deepest parts of the model where the resolution is only vaguely reduced.  The use of twice the number 
of shots, that is 1000 shots instead of 500, did not significantly enhance the resolution of the model, 
suggesting that the frequency-domain inversion results are relatively resilient to ‘sparse’ datasets with 
an OBC geometry. 
Figure 3.28 shows a vertical slice through the FWI model obtained using 500 shots, 120 iterations 
and the same starting model.  This image is broadly similar to Figure 3.29 especially in the regions of 
densest coverage.  The blob-like effect though is much stronger, the faults are less sharp, and the 
reflectors are more ‘blobby’ and blurred.  At the edges and bottom of the model, erroneous features 
are intensified.  The use of twice the number of iterations, that is 240 instead of 120, has significantly 
improved the resolution of both the faults and reflectors, and drastically helped towards reducing the 
‘blob-like appearance. 
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Figure 3.29 shows a vertical slice through the FWI model obtained using 1000 shots, 240 
iterations and the poor starting model (Figure 3.12).  The FWI results are significantly deteriorated in 
comparison to an identical run with a more accurate starting model (Figure 3.26).  To the right of the 
model, the FWI has recovered reflectors not present in the starting model.  These reflectors though are 
extremely blurred and blob-like.  The FWI failed to recover any other reflectors present in the true 
model (Figure 3.4).  At the shallow central regions the faults are recovered, but at deeper depths the 
faults are poorly recovered.  Erroneous artefacts are introduced throughout the model, and both the 
faults and the reflectors are poorly defined, even in regions with sufficient turning rays presents.  
Clearly the FWI failed with a poor starting model in the frequency domain. 
The use of discrete frequencies for the frequency-domain inversion has constantly led to blobby 
results.  In order to determine the effect of the limited discrete frequencies on the recovered, 
frequency-domain models, eighty discrete frequencies within the same range, but with a smaller gap 
between frequencies, were tested instead of six frequencies.  Figure 3.30 shows a vertical slice 
through the FWI model obtained using 1000 shots, 240 iterations, the good starting model and 80 
discrete frequencies.  The number of iterations was unchanged, but each frequency was inverted only 
three times instead of 40 times.  The results are directly comparable to that shown in Figure 3.26.  The 
use of eight discrete frequencies versus eighty discrete frequencies within the same bandwidth 
resulted in roughly comparable results.  The latter though allowed for smoother more continuous 
reflectors (Figure 3.30) than with fewer discrete frequencies (Figure 3.27).  
 
Figure 3.26 A vertical slice through the FWI velocity model recovered using a frequency-domain algorithm with 240 
iterations and 1000 shots.  Inversions started from a relatively accurate starting model.  The slice is through the middle of 
the model. 
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Figure 3.27 A vertical slice through the FWI velocity model recovered using a frequency-domain algorithm with 240 
iterations and 500 shots.  Inversions started from a relatively accurate starting model.  The slice is through the middle of the 
model.  
 
 
Figure 3.28 A vertical slice through the FWI velocity model recovered using a frequency-domain algorithm with 120 
iterations, 500 shots.  Inversions started from a relatively accurate model.  The slice is through the middle of the model.  
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Figure 3.29 A vertical slice through the FWI velocity model recovered using a frequency-domain algorithm with 240 
iterations and 1000.  Inversions started from a relatively poor model.  The slice is through the middle of the model.  
 
 
Figure 3.30 A vertical slice through the FWI velocity model recovered using a frequency-domain algorithm with 240 
iterations, 500 shots and 80 frequencies.  Inversions started from a relatively accurate model.  The slice is through the 
middle of the model.  
 46
 
Figure 3.31 Depth slice at 1000 m through the FWI velocity model recovered using a frequency-domain algorithm with 
1000 shots and 240 iterations. 
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3.8 Frequency Domain FWI Error Analysis  
Absolute percentage errors for all the frequency-domain inversions were calculated in the 
slowness domain.  Vertical slices through different error volumes obtained are shown in Figure 3.32 
to Figure 3.36. The slices are all through the center of model and are coincident with the slices in 
Figure 3.11 and Figure 3.13 that show errors at the start of the FWI. 
Figure 3.32 shows a vertical slice through the absolute percentage error volume obtained between 
the true model and the FWI model with 1000 shots, 240 iterations and a relatively accurate starting 
model.  The initial absolute percentage errors are shown in Figure 3.11.  Initially the percentage errors 
were up to 25 percent with high values even at shallow depths.  With FWI, the percentage errors were 
significantly reduced to values closer to zero (blues) everywhere except in the deepest central regions 
and edges of the model.  Within these regions where the data coverage is sparest, the percentage 
errors were increased.       
Figure 3.33 shows a vertical slice through the absolute percentage error volume obtained between 
the true model and the FWI model with 500 shots, 240 iterations and the relatively accurate starting 
model.  The errors are very similar to the errors in Figure 3.32 which used twice the number of shots.  
Within the deepest parts of the model, where the inversion introduced erroneous features into the 
recovered model, the percentage errors are magnified with 500 shots.  
Figure 3.34 shows a vertical slice through the absolute percentage error volume obtained between 
the true model and the FWI model with 500 shots, 120 iterations and the relatively accurate starting 
model.  The errors are significantly larger than Figure 3.33 at all depths and spatial locations.  Within 
the shallow central regions with densest data coverage, the errors are pale whites and pale pinks with 
120 iterations, and mainly blues with 240 iterations.  The errors are significantly larger at shallower 
depths with 120 iterations than with 240 iterations. 
Figure 3.35 shows a vertical slice through the absolute percentage error volume obtained between 
the true model and the FWI model with 1000 shots, 240 iterations and a relatively poor starting 
model.  The initial absolute percentage errors are shown in Figure 3.13.  Within the shallow regions to 
the center and left of the model, the percentage errors were significantly reduced.  However the errors 
are highly intensified elsewhere in the model.  
Figure 3.36 shows a vertical slice through the absolute percentage error volume obtained between 
the true model and the FWI model with 1000 shots, 240 iterations, 80 frequencies and the relatively 
accurate starting model.  The initial absolute percentage errors are shown in Figure 3.13.  Within the 
shallow regions the percentage errors were significantly reduced.  However at depths the percentage 
errors are still large.  The initial errors appear to have been intensified.  
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Figure 3.37 shows the percentage error depth profile for the different frequency-domain FWI 
scenarios.  The traces are representative of the median stacked errors of the full 3D volumes.  Starting 
with a relatively accurate model, FWI significantly reduces the median errors to values of 3% or less 
at depths shallower than 1100 m, and values of 10% or less at deeper depths.  Thus all four scenarios 
represent significantly improved results.  The median percentage errors are larger with 120 iterations 
and 500 shots (green curve) than with 240 iterations and 500 shots (pink curve).   With double the 
number of shots, the median errors show insignificant differences (blue and pink curves).  With 80 
frequencies (black curve) within the same bandwidth rather than 8 (blue curve), the median errors are 
almost identical down to depths of 1100 m, and increased at deeper depths.      
Starting with a relatively poor model, FWI also reduces the median errors at all depths.  At depths 
of 600 m or less, the errors are low, and only vaguely larger than with a good starting model.  At 
deeper depths though the errors are much larger, with values as high as 15% at depth. 
 
 
Figure 3.32 A vertical slice showing the absolute percentage error between the true model and the FWI velocity model 
recovered using a frequency-domain algorithm with 240 iterations and 1000 shots.  Inversions started from a relatively 
accurate model.  The slice is from the middle of the volume. 
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Figure 3.33 A vertical slice showing the absolute percentage error between the true model and the FWI velocity model 
recovered using a frequency-domain algorithm with 240 iterations and 500 shots.  Inversions started from a relatively 
accurate model.  The slice is from the middle of the volume.  
 
 
Figure 3.34 A vertical slice showing the absolute percentage error between the true model and the FWI velocity model 
recovered using a frequency-domain algorithm with 120 iterations and 500 shots.  Inversions started from a relatively 
accurate model.  The slice is from the middle of the volume.  
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Figure 3.35 A vertical slice showing the absolute percentage error between the true model and the FWI velocity model 
recovered using a frequency-domain algorithm with 240 iterations and 1000 shots.  Inversions started from a relatively poor 
model.  The slice is from the middle of the volume. 
 
 
Figure 3.36 A vertical slice showing the absolute percentage error between the true model and the FWI velocity model 
recovered using a frequency-domain algorithm with 240 iterations, 1000 shots and 80 frequencies.  Inversions started from 
a relatively accurate model.  The slice is from the middle of the volume. 
 
 51
 
Figure 3.37 Traces showing the median stacked percentage errors for frequency-domain FWI recovered results. 
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3.9 Shot Gathers  
Figure 3.6 illustrates a randomly selected shot gather from the synthetic data generated using the 
true velocity model.  This shot gather is dominated by several reflected arrivals.  Additionally at the 
longest offsets there are several phases of refracted arrivals.  The interference of these phases results 
in a distinct pattern on the shot gather.   
Figure 3.14 illustrates the equivalent shot gather from the synthetic data generated using the 
relatively accurate start velocity model.  Most of the reflected arrivals are missing from the start data.  
The earliest refracted arrivals appear to be at more or less the same times as the true data.  However 
not all the refracted phases for the true data are present in the field data.  Also the interference pattern 
of the refracted arrival is quite different from that seen in the field data. 
Figure 3.38 and Figure 3.39 illustrate the equivalent shot gathers from the synthetic data 
generated using the FWI velocity models recovered using 1000 shots, 240 iterations, and the 
frequency- and time-domain algorithms respectively.  In both cases, FWI has recovered all the 
reflected and refracted phases present in the true data, as well as the distinct interference pattern of the 
refracted phases.   
 
 
Figure 3.38 Random shot gather illustrating the 
data recovered from the frequency-domain inversions 
after 240 iterations with 1000 shots.  This gather is 
coincident with Figure 3.6, Figure 3.10, Figure 3.14 
and Figure 3.39. 
 
 
 
Figure 3.39 Random shot gather illustrating the 
data recovered from the time-domain inversions after 
240 iterations with 1000 shots.  This gather is coincident 
with Figure 3.6, Figure 3.10, Figure 3.14 and Figure 
3.38 .  
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3.10 Computational Effort  
The computational 4th-order finite difference grid contained 3101 time-steps for 6.0 s of data.  The 
inversions in the time domain were run on ten 12-core nodes with hyperthreading, and 4 processes per 
node (each process uses multiple threads so the 4 processes fully utilize all 12 cores).  A total of 26 
compute nodes were used each with 24 GB of RAM.  The run-times for the different runs in both 
domains are summarized in (Table 3.1).  For identical runs the total time for the time-domain 
inversion was always longer than the frequency-domain inversions.  The early iterations in the 
frequency domain were significantly faster than the later iterations, while in the time domain early 
and late iterations required roughly similar times.  Doubling the number of effective shots takes 
almost the same time in the frequency domain, and a few hours more in the time domain.  The use of 
twice the number of iterations costs slightly more than twice the run time in both domains.     
 
Table 3.1 Summary of the run times for both the frequency- and time-domain inversions using different inputs. 
Number of 
Shots 
Number of 
Iterations 
Number of 
Frequencies 
Total Run Times (hours) 
Frequency Time 
1000 240 6 201 363 
500 240 6 203 344 
500 120 6 90 156 
500 240 80 149 - 
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3.11 Conclusion 
Time-domain inversion results were closer to the true model than frequency-domain inversion 
results. This was evident in the vertical and depth slices, error analysis and wiggle-to-wiggle 
comparisons of the true data and the synthetic data generated using the FWI models.  This is most 
probably because less information was provided to the frequency-domain inversion (two numbers for 
each source- receiver pair per frequency) than to the time-domain inversion (a band-limited trace for 
each source-receiver pair). 
• Although the faults are sharp, smooth and well defined in the time domain, and less defined 
with a shadowy artefact in the frequency domain, they are accurately positioned in both 
domains when using a relatively accurate starting model. 
• With sparse coverage (few shots), reflectors remained smooth in the time domain but were 
more broken with spurious ‘blobby’ features introduced in the frequency domain.  These 
spurious structures were most evident towards the edges and bottom of the model where data 
coverage was at its sparsest. 
• Both the time- and frequency-domain inversions performed equally well with 1000 shots and 
500 shots, suggesting that for an OBC-geometry, where there is full-azimuthal and dense data 
coverage, both domains are resilient to ‘sparse’ datasets.   
• With increased iterations, the resolution of the recovered models was only slightly improved 
in time domain.  Improvements were much more significant in the frequency domain.   
• The average percentage velocity error in both domains was quite small, with high values 
evident locally near sharp interfaces and near the model boundaries.  The median stacked 
error was always smaller in the time domain than the frequency domain. 
• With a poor starting model the time-domain inversion was fairly robust especially in the 
central regions, while the frequency-domain inversion struggled even in the central regions, 
and showed the characteristic ‘blobby’ events.  
• The runtimes for the frequency-domain inversions were always faster than the equivalent 
time-domain inversions, for the same parameters.   
• In the time domain, the runtimes for the iterations showed no dependence on the frequency 
content of the data with a relatively constant runtime per iteration throughout the inversion. In 
the frequency domain, iterations were significantly faster for low-frequency data than high-
frequency.  Thus, in the frequency domain, the initial direction of the tomographic updates is 
seen sooner allowing rapid early QC, unlike in the time domain. 
In both domains, it was possible to recover an almost ‘perfect’ model with complete data 
coverage, no noise, and few iterations.  Both approaches were useful and competitive, and ideally 
both should be available within a comprehensive suite of inversion tools as each has its own 
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advantages and disadvantages.  In the frequency domain, the principal advantages are the ability to 
incorporate attenuation, the initial tomographic updates for low frequencies are often seen faster, and 
the spatial resolution can be better at the highest frequencies.  In the time domain, the principal 
advantages are resilience to sparse data, and especially the ability to mute, window and process the 
field data, rendering it easier to work with real datasets.  
These ‘perfect’ results, though, are not representative of the results that are generally possible 
with field data.  To allow for results that are directly comparable to field datasets, future work should: 
1. incorporate noise into the true data, but not in the starting datat 
2. regenerate data using a narrow-azimuth towed streamer acquisition type geometry, as more 
than 90 % of field datasets were acquired with this type of geometry 
3. generate data that incorporates the effects of attenuation, elasticity and anisotropy as these are 
undeniably present in field datasets, but still use an acoustic algorithm during the FWI as this 
is representative of what is presently done on most field datasets 
4. generate the synthetic true data using a different modelling algorithm than that used in the 
inversions.         
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4 3D OBC Field Data Example 
4.1 Introduction 
A practical strategy for anisotropic 3D acoustic FWI is successfully developed and implemented.  
This workflow and inversion strategy can be applied to a wide range of analogous datasets.  
The scheme is applied to the Tommeliten Alpha field in the North Sea.  The field comprises 
hydrocarbon reservoirs at depths of about 3 km in the high-velocity, anticlinal chalks of Cretaceous 
age.  Overlying the chalks is a clastic section within which there are low-velocity gas-charged 
sediments at depths of ~ 1-2 km.  The gas acts as a barrier to p-wave reflection imaging and results in 
a seismically obscured reservoir section.           
A dense, shallow-water, 3D OBC dataset was acquired over the field.  The anisotropic data have 
good azimuthal coverage for offsets of up to 7 km, and reduced coverage to a maximum offset of 11 
km.  The hydrophone dataset contains both reflections and refractions, but is dominated by wide-
angle turning rays, post-critical reflections and their multiples at the largest offsets.  It is these arrivals 
that are retained during the FWI and drive the inversion.  Pre-processsing is minimal and is such that 
the wide-angle transmitted arrivals are retained, and elements of the data not modelled are removed or 
suppressed – these include the effects of elasticity, attenuation and density.   
Five narrow frequency bands, in the range 5-7 Hz, are inverted, using a multi-scale approach in 
the time-domain that honours a VTI anisotropic model with epsilon values as high as 20 %.  Isotropic 
inversions were insufficient at depths greater than 500 m where the model is anisotropic.  A small 
subset of only 80 shots per iteration is used with a different subset for each iteration, and a total of 90 
iterations only.  The start model was obtained from standard PSDM model building with anisotropic 
reflection tomography.     
In sections 4.2 to 4.7, the field and problem is introduced.  The geology of the area is outlined and 
the acquisition parameters for the field data are presented.  In section 4.8, the reasons why the 
pressure data is chosen in preference to the PZ summed data are discussed.  In sections 4.9 to 4.15, the 
preprocessing and parameters chosen are discussed.  In section 4.16, 4.17 and 4.18 the inversion 
results for the pressure data are presented.  In section 4.16, the reasons why an isotropic inversion 
algorithm is insufficient are presented.  In section 4.17, need for a sufficiently accurate starting model 
needs with contain evidence of the gas anomaly is discussed.  In section 4.18, the final FWI results 
using an anisotropic algorithm and a sufficiently accurate starting model are presented and quality 
controlled.  In section 4.19, results for a synthetic checkerboard scenario are presented to further 
constrain the field data results. 
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4.2 Problem 
Vertical zones of deteriorated seismic quality are found on several chalk fields of the North Sea, 
including Ekofisk, Valhall and Tommeliten.  These zones are interpreted as hydrocarbon leakage 
pathways and are commonly known as gas chimneys.  Associated with reduced acoustic impedance, 
such gas zones obscure reservoir imaging especially when using conventional techniques.  Since its 
discovery in 1977, difficulties have been encountered with the Tommeliten Alpha field due to this 
imaging problem.  The presence of gas in the inter-bedded sand-silt sequence at depths of 1 to 2 km 
hinders a large part of the reservoir (Granli et al., 1999). 
The presence of gas in the subsurface severely distorts the bulk modulus, k, and therefore has a 
strong effect of the compressional waves: small volumes of gas affect both the travel times and the 
reflection amplitudes, and significantly reduce the compressional wave velocity.  These fluctuations 
in the compressional velocity field scatter and deteriorate a passing seismic wave.  Consequently gas 
clouds act as a barrier to p-wave imaging and obscure deeper reflectors.   
𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛𝑎𝑙 𝑤𝑎𝑣𝑒 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 = 𝑉௣ =  ඨ
𝑘 +  43 𝜇
𝜌  
[eqn 4.1] 
But the presence of gas has a small effect on the rock density and a negligible effect of the shear 
modulus, μ.  Thus, S-waves are much less affected by gas, and propagate through gas filled sediments 
relatively undisturbed, thereby significantly improving the imaging of gas chimneys. 
𝑠ℎ𝑒𝑎𝑟 𝑤𝑎𝑣𝑒 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 =  𝑉௦ =  ඨ
𝜇
𝜌 
  [eqn 4.2] 
Located in the Norwegian sector of the North Sea in Block 1/9 (Figure 4.1), approximately 20 km 
southwest of the Ekofisk field, Tommeliten Alpha is a gas condensate discovery with an aerial extent 
of 7 km2.  Hydrocarbons accumulated in the chalks of Late Cretaceous and Early Palaeocene ages.  
Discovered in 1977, the Alpha structure contains reservoirs in two fractured chalk formations, Ekofisk 
and Tor, at a depth of approximately 3 km (Granli et al., 2007), and is thought to contain 8.0 x 103 m3 
of oil, and 13.0 x 109 m3 of gas (Arnsten et al., 2007).   
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Figure 4.1 Geological map showing the location of the Tommeliten Alpha field relative to other Cretaceous oil and gas 
fields in the North Sea. 
 
4.3 North Sea Geology 
The North Sea underwent a complex geological evolution resulting in oil and gas tied to 
Mesozoic and Tertiary sediments.  Tommeliten Alpha field area is located in the Central Graben area 
of the intracratonic North Sea sedimentary basin.  The tectonic history of this area is divided into 
several stages: 
1. Palaeozoic continental collision and plate accretion 
This stage involved the Caledonian and Variscan geosynclinals orogeny phases.  The former 
resulted in the formation of Precambrian metamorphic and intrusive basement rocks, overlain by an 
unmetamorphosed Cambrian to Lower Devonian series of potential source rocks.  The latter occurred 
from Devonian to Carboniferous, when deposition transgressed from the south over the eroded 
Caledonides (Zeigler, 1975).   
2. Mesozoic continental rift tectonics 
During the Permian to Triassic intracratonic stage, rapidly subsiding basins were in-filled with 
thick sequences of clastic rocks of the Devonian and Permian periods that overlie the Caledonian 
basement rocks.  These rocks were superseded by the Late Permian Zechstein group, consisting of 
several cycles of evaporatic deposits, with massive salt deposits towards the top of each cycle.  Clastic 
sediments of the Mesozoic era and Early Cretaceous age overlay these deposits, including upper 
Jurrasic shales of the Tau formation, that serve as the source rock for the chalk fields of the North Sea 
(Arnsten et al., 2007; Fraser et al., 2002). 
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From Late Triassic to Early Tertiary the area was subjected to oblique rifting (Faerseth et al., 
1997) leading to the development of the NW-SE trending Central Graben, uplift of the rift flanks, 
erosion down to the Triassic or even Permian sediments, and tilting of the Mesozoic strata away from 
these flanks towards the eastern and western edges of the North Sea Basin (Zanella et al., 2003).  The 
resulting tilt-block topographic relief was gradually draped with Upper Cretaceous to Danian deposits. 
3. Late Mesozoic to Cenozoic continental separation and ocean spreading 
The Tethyian Ocean closed and the Alpine mountains formed during Early Cretaceous.  During 
mid-Cretaceous times, the North Sea rift was inactive and the basin underwent thermal subsidence 
(Marcussen et al., 2009).  Late Cretaceous was a time of relative tectonic quiescence, punctuated by 
important pulses of compression and inversion related to the phases of the Alpine Orogeny (Surlyk et 
al., 2003), greatly influencing chalk deposition. 
Mantle plume weakened the North Atlantic lithosphere and allowed for renewed spreading during 
the Palaeocene and Eocene (Bowman, 1988).   Rifting of the Greenland-European plate in the early 
Palaeocene caused thermal uplift of Scotland and the East Shetland Platform, with rejuvenation of 
older Mesozoic hinterlands and basin margins.  This uplift is the major control on the sediments 
during the Palaeogene.  Large tracts of poorly cemented Palaeozoic and Mesozoic sandstone and 
granitic basement were exposed, and act as the source for the Tertiary shelf and basin floor 
depositional systems (Bowman, 1988).  Deposition of the Cenozoic sequences was controlled by the 
pre-existing Mesozoic rift system (Jones et al., 2003). 
  
4.4 Tommeliten Stratigraphy 
The chalks of the Central Graben form a prolific hydrocarbon fairway in the Norwegian and 
Danish North Sea sectors, but there is limited exploration success in the UK sector.  The Chalk Group 
is subdivided into the several formations, including the Ekofisk formation of Danian age, which is the 
main reservoir in the Tommeliten Alpha field.  This formation consists typically of hard, white, pale 
grey to beige limestones and chalks, as well as argillaceous, chalky limestone units.   Fine to medium-
grained, moderately well sorted sandstones are also present locally.  Much of the chalk of the Ekofisk 
formations of the Norwegian sector is dominantly allochthonous, formed by the mass movement of 
pelagic chalk.   
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4.5 Tommeliten Petroleum System 
The source rocks for the Upper Cretaceous hydrocarbon occurrences are the Upper Jurassic 
Kimmeridge Clay (Surlyk et al., 2003) and Upper Jurassic shales of the Tau formation (Arntsen et al., 
2007).  Oil generation in the deepest part of the Central Graben started during Maastrichtian and 
peaked in early Miocene to Pliocene times, with significant amounts of oil generated during the 
Palaeocene times.  Hundreds of meters of Lower Cretaceous mudstones separate the source rock from 
the hydrocarbon accumulations in the chalk.  The exact mechanism of migration through this barrier 
is unclear, but it has been suggested that vertical migration along faults was responsible (Surlyk et al., 
2003).   
The chalk deposits of late Cretaceous and Early Tertiary age are prolific reservoir rocks (Arntsen 
et al., 2007).  Overlying Tertiary and Quaternary shale and mudstones form efficient seals for these 
deposits.  The areal extent of the seals and the presence of Palaeocene sandstones that enable upward 
migration of hydrocarbons, and hinder the development of overpressures leading to porosity loss in 
chalk reservoirs limit the effectiveness of the seal.  However, the fluid overpressure in the 
Tommeliten field (18MPa), suggests that the cap rock has significant sealing potential (Surlyk et al., 
2003). 
Early hydrocarbon emplacement is a key factor in porosity preservation of chalks.  Thus the 
relative timing of the hydrocarbon emplacement and trap formation is critical.  The formation of the 
chalk traps must have started soon after burial to be in place during early hydrocarbon generation.  
The chalk fields of the North Sea are mainly formed due to structural closures, with minor 
stratigraphic elements.  Salt diapirism created structural closures for the chalk fields and resulted in 
fractures and nonzero permeability of these otherwise tight rocks.  The timing of the latest salt 
movement varies among the individual diapirs, with some diapirs active in the Pleistocene times.  The 
diapir movement below the Tommeliten Alpha structure was apparently active until the Early 
Miocene.   
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4.6 Dataset  
A 3D, four-component, ocean-bottom-cable (OBC) survey was acquired over the Tommeliten 
Alpha field in 2005.  This survey acquired high-density, high-fold data with full-azimuthal coverage 
up to 7 km offset, but has a maximum offset of 11 km.  Beyond 7 km offset, there is reduced fold, 
reduced azimuth, and reduced spatial coverage.  The survey was acquired with the acquisition 
parameters summarized in Table 4.1. 
Table 4.1 Seismic acquisition parameters for 3D OBC survey over the Tommeliten field. 
Survey  Size ( km2) 180 
Receivers 
Type 3C geophones, hydrophones 
Number of swaths 3 
Number of cables per swath 8 
Cable length (km) 6 
Inline receiver spacing (m) 25 
Crossline receiver spacing (m) 300 
Depth (m) 75 
Number of receivers 5760 
Sources 
Mode flip-flop 
Energy Source airguns (3930 cubic inches) 
Depth (m) 6 
Crossline shot interval (m) 75 
Inline shot interval (m) 50 
Shooting direction (degrees) 68 
Number of sources ~ 96,000 
Source-receiver geometry orthogonal 
Data Record length (s) 9.16 
Sample rate (ms) 2.0 
 
The multi-component geophone data, hydrophone pressure data and PZ summed data were all 
available.  
Four exploration and appraisal wells have been drilled over the Tommeliten Alpha field to date 
(Figure 4.2).  Well 1 lies within the gas cloud, well 2 entirely outside of the gas cloud, and wells 3 and 
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7 on its periphery.  All inversion tests were performed as blind tests and the well data was not 
available until the end of the project. 
 
Table 4.2 Summary of the wells in the Tommeliten Alpha field. 
Well 1 2 3 7 
Total depth (m) 3706 3459 4570 4965 
Kelly Bushing (m) 25 25 35.8 45 
Top Chalk (tvdss m) 3017 3104 3050 3046 
 
Table 4.3 Summary of the logs types available for the well in the Tommeliten Alpha field. 
Well 1 2 3 7 
Well ID 1/9  - 1 1/9  - 2 1/9  - 3 1/9  - 7 
Lo
g 
Sonic ? ? ? ? 
gamma ray ? ? ? ? 
resistivity 
shallow ? ? ? ? 
medium ? ? ? ? 
deep ? ? ? ? 
density ? ? ? ? 
neutron ? ? ? ? 
caliper ? ? ? ? 
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Figure 4.2 Schematic showing the acquisition geometry for the 3D OBC survey over the Tommeliten Alpha.  (a) Purple 
lines represent the three swaths of eight cables each, and green dots represent the source positions with the three patches 
outlined in blue, red and pink.  The approximate position of the seismically obscured region is highlighted by an orange 
oval, and the four well positions shown in shaded circles. (b) Schematic showing the source geometry; (c) Schematic 
showing the receiver geometry.  Black circles represent the subset chosen for inversion. 
 
 
 
 64
4.7 PSDM 
A p-wave pre-stack depth migrated reflection volume was provided by the contractor.  This was 
obtained using conventional reflection processing of the PZ summed data and Kirchhoff depth 
migration.  It used only reflected arrivals; the wide angle refracted arrivals, post-critical arrivals and 
multiples were all removed from the data. 
Figure 4.3 shows vertical slices through the PSDM volume across the field.  Figure 4.3a and 
Figure 4.3d highlight typical sections through the field away from the reservoir where the imaging is 
not hindered by the migrated gas.  Both sections show a fairly horizontal one-dimensional geometry 
down to depths of approximately 3 km.  This section comprises mainly clastic deposits of sands and 
silts represented by relatively dim reflectors.  It is disturbed by shallow channels in the top 300 m, and 
sub-vertical, small-offset faults.  Bright reflectors are imaged at depths of 3 km and deeper.  These 
represent the Cretaceous chalk deposits that form a gentle asymmetrical anticlinal structure. 
Figure 4.3b and c highlight typical sections through the reservoir where the imaging is severely 
obscured by migrated gas in the overlying clastic section.  At depths of 1-2 km, the previously 
dimmed reflectors are brightened.  This is most probably due to gas.  These bright spots vary spatially 
and in depth, as gas crept along the sands in the inter-bedded sand-silt layers laterally, and migrated 
upwards along faults forming different pockets or chambers.  In the underlying chalks, the previously 
continuous reflectors are now broken, and the reservoir is hindered as little to no energy arrives below 
the gas clouds.  The little energy that arrives is low frequency and low amplitude, and the continuity 
of the reflectors is highly interpretive with little to no depth control within the reservoir section.   
The reservoir geometry is largely interpretive using conventional reflection techniques.  FWI 
seeks to provide a better velocity model both above and within the chalks, and potentially provide 
improved depth control with the reservoir section even if the reflection imaging in the seismically 
obscured region does not improve due to the irreversible effects of attenuation.  
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Figure 4.3 Pre-stack depth migrated sections across the Tommeliten Alpha field.  (a) Section to the east of the 
reservoir; (b and c) sections through the reservoir; (d) section to the west of the reservoir.  
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4.8 Problems associated with PZ summed data 
PZ summation is a technique commonly used for to remove water layer multiples and receiver 
ghosts.  It is based on the combination of pressure (scalar) recorded by hydrophones and vertical 
velocity (vector) recorded by geophones.  After PZ summation, seismic data contains only up-going 
energy.  The up-going events, such as primaries and source-side multiples, are recorded on a 
hydrophone (P) and a vertical geophone (Z) with the same polarity.  While the down going events 
such as the direct arrival and receiver ghost are recorded on a hydrophone (P) and a vertical geophone 
(Z) with opposite polarity (Figure 4.4).  Thus, PZ summation suppresses the receiver-side ghost and 
multiples, but not the source side effects.  
 
Figure 4.4 Schematic showing the polarity of different arrival on a geophone and hydrophone: (a) the up going 
primary is recorded as the same polarity, (b) the direct arrival as opposite polarity, (c) the receiver-side ghost as opposite 
polarity, (d) the source multiple as the same polarity and (e) the receiver multiple as opposite polarity. 
There are several issues associated with the PZ summed data available, and thus only the 
inversions using the pressure data are shown.  
1. PZ summed data is not physical, and cannot be readily simulated, as it has only up-going 
waves, while down-going waves are removed.  Receiver side ghosts and multiples are partially 
suppressed, while source side effects are still present in the data.  Most inversion and modelling 
algorithms either use an absorbing boundary or a free surface.  However, using an absorbing 
boundary, all multiples are attenuated.  Conversely, using a free surface, all multiples are predicted 
provided the water layer is accurate.  Simulation of the PZ summed data though, requires a free 
(a) Up-going primary 
P+, Z+ 
(b) Direct arrival 
P+, Z- 
(c) Receiver-side ghost 
P+, Z- 
(d) Source multiple 
P+, Z+ 
(e) Receiver multiple 
P+, Z- 
source 
receiver 
up-going pressure 
down-going pressure 
up-going velocity 
down-going velocity 
P+ 
P+ 
Z- 
Z+ 
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surface for modelling the source side ghosts and multiples, and an absorbing boundary to suppress the 
receiver side ghosts and multiples.  This is not straightforward to simulate.  Both the hydrophone and 
geophone responses can be simulated, and PZ-summation repeated for the synthetic data, before the 
calculating a residual dataset for the back-propagation stages of the inversion.  This though may be 
very costly.  Alternatively further preprocessing may be necessary to remove the source side multiples 
such that an absorbing boundary condition can be imposed, or no hydrophone data with multiples 
should be used such that a free surface condition can be imposed.  Free-surface multiples increase the 
non-linearity of the problem, and hence its removal may seem appealing.  
2. The OBC data were acquired with offsets up to 11 km.  At short offsets, both reflections and 
refractions are dominant, but at offsets larger than 6 km, the wide-angle turning rays are dominant.  
While it is relatively easy to suppress the surface-related multiples and receiver ghosts for the near-
normal-incidence reflection, it is not straightforward for the wide-angles.  Almost all existing PZ 
summation schemes are sufficient for sub-critical reflections, but inadequate for wide-angle arrivals 
which are an essential ingredient in a successful inversion scheme to update the macro-velocity.  The 
PZ data offsets were clipped to a maximum offset of 6.2 km due to the inadequacy of this technique at 
larger offsets.  Diving rays that travel 1.5 - 2 km deep are typical of this offset range.  Thus, FWI 
using the PZ summed data could aim to improve the imaging of the shallow gas cloud in the 
overburden rocks, but not the deeper reservoir, as only reflected waves are present at these depths 
(3km) with 6 km offsets.  FWI of the reservoir would be useless, but improved imaging of the 
overburden would potentially allow for improved reflection imaging of the reservoir.   
3. Lower frequencies are consistently recorded by the hydrophones and not the geophones.  Thus, 
the PZ summation used a low-cut filter to suppress the lower frequencies, and the summed data does 
not contain frequencies less than 5 Hz.  Extremely low-frequency data may be noisy, but are essential 
for FWI as they allow for a more reliable update of the background velocity, and for the mitigation of 
the effects due to the use of a poor starting model.  
5. The source wavelet used for the acquisition of the data is unknown.  Source inversion is not yet 
incorporated into the 3D code developed by the FWI group at Imperial and will in any case obscure 
systematic velocity errors.  Thus, an estimation of the source wavelet is needed.  The best estimate of 
the source wavelet for the PZ summed data was obtained by applying minimum-phase spiking 
deconvolution to a shot gather, followed by a linear moveout, horizon flattening on first arrival picks 
and subsequent stacking.  The wavelet though was extracted for offsets ranging from 3700 to 6200 
only, and was inadequate at shorter offsets.  At short offsets, short period multiples on the source side 
should be incorporated into the source signature, as the source side effects are still present in the data.  
The deconvolution suppressed the short period multiples.  Thus, at short offsets the signature used 
was inaccurate and ringy.  Also the true source signature most likely varied with angle while the 
approximation used for the inversions does not.  Due to the inaccuracy of the source at short offsets, 
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the test inversions (not discussed in this thesis) excluded data with offsets less than 1800 m.  This was 
seen as insufficient to obtain useful updates in the shallow overburden of the velocity model. 
6. Any amplitude irregularities should also be edited prior to inversion, using surface consistent 
gain applications (Vigh et al., 2009).  The amplitudes of the PZ summed data were altered in order to 
match the geophone and hydrophone data.  Amplitudes are true for any given trace, but not correctly 
scaled relative to other traces, that is, they are matched in time but not spatially.  Thus the amplitude-
offset relationship has been lost or partially lost with PZ summation.  
FWI using the PZ summed data was initially tested.  However, due to the aforementioned reasons 
it was not pursued further and the PZ summed FWI models are not presented in this thesis.  All the 
inversion results shown in the following section use the raw pressure data.     
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4.9 Preprocessing 
Although multi-component data were acquired, only the hydrophone pressure data and the PZ 
summed data were analysed.  Due to the many limitations of the PZ summed data discussed, this 
thesis deals with the hydrophone pressure data inversions only. 
Figure 4.5a shows a hydrophone shot record for a single cable with no preprocessing.  At all 
offsets, the field data are dominated by wide-angle refracted arrivals – turning rays, post critical 
reflections, ghosts and multiples.  It is these arrivals that are used to drive the inversion. Figure 4.5b 
shows the same shot record after the application of a high-cut filter.  Low-amplitude, sub-critical, 
high-frequency reflections from the clastic section are visible at the shortest offsets, and times less 
than 3000 ms, while stronger, high-amplitude, more-continuous reflections from the chalk section are 
visible at longer times.  Scholte waves are dominant at the lowest frequencies and the short offsets. 
The hydrophone data were decimated to select every third source and every fourth receiver 
(Figure 4.5c).  This subset contained 1440 receivers with a spacing of 100 m and 300 m in the inline 
and crossline directions respectively; and approximately 30,000 shots (about 10,000 per receiver) with 
a spacing of 75 m in both directions.  With a maximum frequency of 7 Hz, and water velocity of 1480 
m/s, the shortest seismic wavelength for the FWI is approximately 210 m.  This allows for a 
maximum spatial resolution of no better than about 105 m.  Thus the data subset at the surface is 
sampled at a density roughly similar to the maximum resolution in the inline direction.  In the 
crossline direction, this is constrained by the acquisition geometry.  With water velocity and the shot 
and receiver spacing in the inline directions, the Nyquist frequencies are 7.5 and 10 Hz respectively.  
Thus the receivers and sources are not spatially aliased.  
The subset was further decimated such that the time sampling was 4 ms, and only 8.4 s of data 
was used.  Bad shots and receivers were removed, and the principle of reciprocity applied to swap 
sources and receivers.  This reduced the total number of effective sources modelled; it is costly to run 
the inversion with a large number of sources.  Reciprocity allows for the use of a large dataset at a 
cheaper cost as the inversion algorithm works best with a small number of sources and large number 
of receivers.     
The data were filtered to keep all low frequencies, and cut the higher frequencies from 6-9 Hz.  
Additionally a bottom mute was applied to limit the data to mainly refracted arrivals, and remove 
deeper reflections, guided waves and converted shear waves.  Simple mutes were applied to remove 
phenomena that are not modelled as it is easy to replicate mutes on the synthetic data.   At far offsets, 
wide-angle and post-critical reflections from the deeper chalks are recorded at the same time as the 
transmitted energy, and these reflections are included in the inversion.  Surface multiples, and source 
and receiver ghosts are retained within the data, and these are modelled during the FWI.   
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The data were trace-equalised during FWI so that the inversion fits relative amplitudes within a 
single trace, but not between traces.  Preprocessing is kept to a minimum as most standard processing 
tools are designed for sub-critical reflections, and have undesirable effects on either the low 
frequencies or the wide-angles.  
 
Figure 4.5 Single shot gather showing the preprocessing steps for the Tommeliten hydrophone dataset. (a) Raw data; 
(b) 6-9 high-cut filtered data; (c) decimated data with every 4th receiver and 3th shot; and (d) red line represents the bottom 
mute picked such that only data above the mute line are kept for the inversions.  
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4.10 Grid Spacing and Time Sampling 
The grid spacing is controlled by the stability of the finite difference algorithm used for the 
inversion.  For any given time step, the wavefield cannot propagate more than half of a grid cell.   
𝑡𝑖𝑚𝑒 𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 < 𝑔𝑟𝑖𝑑 𝑠𝑝𝑎𝑐𝑖𝑛𝑔2 ∗  𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦௠௔௫  
[eqn 4.3] 
Based on the geology, the highest velocities are expected in the chalk deposits.  The sonic logs 
suggest that this may reach up to 5000 m/s at 4 km depths.  But due to the high anisotropy in the area, 
the interval velocities used for depth migrating seismic data in the study area suggest that the velocity 
may reach as high as 6250 m/s.  Thus, the grid spacing may be 25 m with 2 ms sampled data, or 50 m 
with 4 ms sampled data to image velocities up to 6250 m/s.  A grid spacing of 50 m was chosen.  This 
grid spacing was chosen as a compromise between the coarsest grid size that could effectively capture 
the water layer (75 m water depth) and the computational effort.  Thus with a grid spacing of 25 m, 
the computational effort is about 16 times larger than with a grid spacing of 50 m.      
𝑐𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑒𝑓𝑓𝑜𝑟𝑡  ∝ ൬ 1𝑔𝑟𝑖𝑑 𝑠𝑝𝑎𝑐𝑖𝑛𝑔൰
ସ
 
[eqn 4.4] 
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4.11 Frequency 
Selecting the best starting frequency is an important element of any FWI scheme.  Warner et al., 
(2013) stated that it is the signal-to-noise ratio, rather than the amplitude of the low frequencies that is 
of interest when choosing the lowest inversion frequency, even if the absolute amplitudes are lower 
than the amplitudes at higher frequencies.  Ideally phase plots, that is, plots of the phase of the data at 
a single frequency, after Fourier transformations, should be analysed when choosing the starting 
frequency.  Coherent structure for example, in common-receiver gathers, on such plots indicates 
source-generated signal.  
The lowest useable frequency in the Tommeliten field data is 3 Hz.  This is not clear from 
analysis of the shot gathers with different high-cut filters applied in the time domain (Figure 4.6), or 
from the Fourier amplitude spectra for the field data (Figure 4.7).  These suggest that the inversions 
should begin at 4 Hz or higher.  Figure 4.8, Figure 4.9 and Figure 4.10 show phase plots at 2 Hz, 3 Hz 
and 4 Hz for both the muted and unmuted field data.  At 4 Hz, the smooth concentric circular structure 
indicates a good signal-to-noise ratio.  At 3 Hz, there is a lower signal-to-noise ratio than at 4 Hz, but 
the energy is still coherent.  For all offsets of the muted data, concentric circles represent the 
coherency.  For the unmuted data, at medium and large offsets, the coherency pattern is the same, and 
at the smallest offsets, the coherency is represented by a cross-like pattern with four-fold symmetry in 
the direction of the receiver and source lines due to the dominance of Scholte waves.  At 2 Hz, the 
data is dominated by noise at all offsets, with little or no coherent energy except the Scholte waves. 
Scholte waves are boundary waves associated with the interface between a fluid and a solid 
medium.  These couple strongly with the source in shallow water at very low frequencies, and are 
localized near the sea floor.  The cross pattern at low frequencies is due to the azimuthally variable 
effects of the source-receiver array, which are partially effective in suppressing the Scholte waves at 
low frequencies due to their low velocities (Warner et al., 2013).  The mutually perpendicular source-
receiver arrays with approximately the same dimensions cause four-fold symmetry in the horizontal 
plane.   
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Figure 4.6 A randomly selected shot gather with different high-cut filters applied: (a) 6-9 Hz and (b) 3-5 Hz.   
  
Figure 4.7  Amplitude spectra for a high-cut (12-15 Hz) filtered shot gather. 
 
Figure 4.8 Phase plots for at 2 Hz for (a) the unmuted field data and (b) the muted field data from a randomly selected 
receiver gather located at the center of the concentric circles, and highlighted by the yellow circle.  
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Figure 4.9 Phase plots for at 3 Hz for (a) the unmuted field data and (b) the muted field data from a randomly selected 
receiver gather located at the center of the concentric circles, and highlighted by the yellow circle. 
 
Figure 4.10 Phase plots for at 4 Hz for (a) the unmuted field data and (b) the muted field data from a randomly selected 
receiver gather located at the center of the concentric circles, and highlighted by the yellow circle. 
 
The maximum useable frequency is controlled by the lowest velocity and stability of the forward 
modeling algorithm.  Ideally there should be 4 to 5 samples per wavelength (accuracy of modeling 
algorithm).  
𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦௠௔௫  =  
𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦௠௜௡
𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ 
[eqn 4.5] 
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The geology of the study area suggests that the lowest velocities are expected in the gas media or 
in the water.  The velocity of water is 1480 m/s and the velocity of the gas sediments encountered by 
wells drilled in the area is ~1500 m/s.  Thus the maximum useable frequency is ~ 5.9 - 7.4 Hz with the 
selected 50 m grid spacing. 
Initial inversion tests were run using a multi-scale approach with frequencies increasing from 3 to 
7 Hz (3, 3.9, 5.1, 5.85 and 7 Hz).  At 7 Hz, a grid spacing of 50 m provides more than 4.2 grid points 
per wavelength in the water layer, and more than 5 grid points per wavelength everywhere that the 
velocity is greater than 1750 m/s. 
Table 4.4 Summary of the parameters chosen for the inversion. 
water velocity (m/s) 1480 
minimum frequency (Hz) 3.0 
grid spacing (m) 50 
grid points per wavelength 4 5 
maximum frequency (Hz) 7.4 5.9 
maximum velocity (m/s) 6250 
time step (ms) 4.0 
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4.12  Start Model and Anisotropic Model 
FWI uses a linearised least squares technique to minimize the misfit between observed and 
predicted data.  In addition to sufficiently long offsets and low frequencies, FWI also requires a 
sufficiently accurate, low wave number, initial velocity model that predicts the travel time to within 
half a period of the dominant wavelength at the lowest inversion frequency (Pratt, 1999) to avoid the 
cycle-skipped local minima and to assure convergence to the global minimum.  Inversion clearly 
works if the starting model is in the vicinity of the global minimum, however it may fail if the starting 
model is too far away from the true model.   
An anisotropic velocity model generated for PSDM was used for the inversion.  It was provided 
by the processing contractor, and was obtained using a combination of migration, well velocities and 
travel-time tomography.  Stacking velocities from an earlier surface streamer dataset were refined by 
picking the residual move-out on the pre-stack time-migrated PZ-summed volume.  This latter was 
stacked, and the match of the stacked data to the sonic velocities at the four well positions was used 
for an initial estimate of anisotropy.  Residual move-out picked on depth-migrated common image 
gathers was used to refine both the velocity and anisotropic model.  Reflection travel-time 
tomography was carried out in a layer-stripping mode with well ties used for depth calibration.  The 
anisotropic models were further constrained using the geometry reflectors or stratigraphy from the 
migrated data.   
The reflectors in the depth migrated volume are severely deteriorated in the gas-bearing 
sediments, with the edges of such sediments highlighted by bright reflectors as the gas creeps along 
the sands only causing an increased acoustic impedance in the sand-silt sediments.  This poor 
reflectivity region was used to outline a low velocity region using generic velocities from the well in 
the starting model representative of the gas in the overburden sediments.  This method commonly 
used for PSDM when reflection tomography is inadequate, is largely based on the user’s 
interpretation.  FWI seeks to improve such techniques.    
The contractor’s model provided is relatively simple and smooth.  It is broadly one-dimensional 
outside the gas cloud down to 3 km in the clastic section with an underlying broad, low-relief, anti-
formal high-velocity section in the chalks (Figure 4.11).  Within the upper section there is a low-
velocity blocky structure representative of gas.   
The model measures 9.0 x 9.9 km with a grid spacing of 25 m in the x and y directions and 20 m 
in the z direction.  This velocity model was resampled all three directions such that the grid spacing 
was 50 m, and smoothed in the x and y directions by a horizontal wavelength of 300 m.  Smoothing 
was minimal, except in areas where the original contractor’s model had sharp boundaries.  The 
starting velocity model used in the inversion should be smooth and void of any structure sharper than 
half of a wavelength at the lowest frequency used for inversion unless the structure is true both in 
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depth and all three dimensions (Warner et al., 2013).  Inversion tightens up the velocity model, and 
adds fine structure and details.  Any erroneous structures in the starting model may be grossly 
exaggerated by the inversion.  Practically, the seabed is the only structure known with certainty at the 
start on any inversion.  For the Tommeliten dataset, the top chalk appears as a sharp boundary at all 
four well positions.  Its depth is accurately known at the well positions, but its 3D structure and lateral 
continuity is unknown.  Thus, despite the knowledge that this will most likely be a sharp boundary, it 
does not appear as a sharp interface in the starting velocity model. 
The smoothed model was then extrapolated such that for a given direction, the last slice of the 
model was repeated.  This slice was then smoothed using an average value of the velocity for the nine 
closes cells.  The smoothed was weighted by some value.  This was again repeated in the same 
direction until the model was extended by the required amount.  The weighting factor was linearly 
reduced with the outward extension of the model.  Velocity cut-off values were used for the 
smoothing.  This technique was used to extend the model in all directions such that final model 
measured 16.5 x 13.5 x 4.0 km.  This technique helped to ensure sharp boundaries were not 
reintroduced into the model.  
The contractor model contained velocities gradually increasing from water velocity, 1480 m/s, at 
the top of the model (0 m) to 1700 m/s at the water sediment interface (Figure 4.12).   For migration 
purposes this is sufficient, but initial testing suggested that the seabed boundary was too smooth, and 
it was thus modified to have a sharp water-sediment interface. 
The anisotropic model is a vertical transverse isotropic (VTI) model, as there is no strong 
evidence to suggest azimuthal p-wave anisotropy, lateral changes in anisotropy or a tilted axis of 
symmetry.  Horizontal and vertical velocities are intrinsically different for VTI media and are related 
by Thomsen’s anisotropic parameters, delta (δ) and epsilon (ε).  Both models are relatively one-
dimensional down to 3 km with a low-relief anticlinal geometry at depth that mimics the stratigraphy.  
Notably the anisotropy inside and outside the gas cloud is the same due to limited control on the 
anisotropy of the gas. Due to limited variations in these models laterally, a one-dimensional profile 
was used for the inversions (Figure 4.13).  Both epsilon and delta models contain relatively high 
values, with delta values ranging from 2 to 8%, and epsilon values consistently above 10%, and as 
high as 20% at some depths. 
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Figure 4.11 3D image of the starting velocity model.  The low-velocity blocky blob at the center represents the gas 
anomaly.  At depth simple anticlinal feature of increasing velocity with depth is shown.  This image is coincident with 
Figure 4.47.  
  
 
Figure 4.12 Velocity-depth profile for the top 100 m 
of the PSDM velocity model (red) and the modified 
model with a sharp seabed (blue).  
 
Figure 4.13 1D anisotropic parameters used for the 
FWI. 
  
 79
4.13 Source 
4.13.1 Which source? 
Estimation of an appropriate and relatively precise source signature is a critical step for FWI.  
Significantly inaccurate wavelets can force the inversion in the wrong direction towards the local 
minimum rather than the global minimum, and result in artefacts in the FWI model (Warner et al., 
2013).  For FWI, the wavelet needs to be accurate at the lowest frequencies.  Frequencies above 15 Hz 
are not normally incorporated into the inversions, and the accuracy of the wavelet at such frequencies 
is not important, unless incorporated into the inversion (Wang and Rao, 2006).   
The inversions use a free-surface boundary condition during the forward modelling stages.  
Source and receiver ghosts, their multiples and water-bottom multiples are modelled.  Thus, the 
source signature employed for the inversion should not contain these arrivals and should be a 
deghosted and demultipled source signature. 
There are several approaches that may be employed when selecting a source wavelet for the FWI. 
1. Inverting for the source signature 
First suggested by Pratt (1999), inverting for the source signature allows for spatially variations in 
the source.  But a trade-off exists between the model and the source.  Inaccuracies in the velocity 
model may be mapped into the source signature as consistent time shifts (Warner et al., 2013).  This 
method was not used primarily because the 3D algorithm does not yet invert for the source signature 
in the time domain.    
2. Using the modelled far-field signature 
A far-field estimate of the source signature is usually generated using numerical simulation of the 
appropriate physics for the gun array.  This model may be matched to the direct observation of the 
vertical zero-offset source signature recorded using far-field, deep-towed hydrophones in deep water.  
This is a well-established technique that generally works well over the typical bandwidth of reflection 
seismic data.  Such wavelets include source ghosts, bubble effects and are often less effective at the 
lowest frequencies.  
The processing contractor modelled a far-field source signature based on the source array used 
during the field acquisition (Figure 4.14a).  The source ghost was deterministically removed from this 
wavelet.  The arrival times and amplitudes for the zero-offset source ghost was calculated (Figure 
4.15 and Table 4.5).  A synthetic trace with this arrival represented as a spike was generated, and its 
inverse filter calculated with white noise added for stability.  This inverse filter was then convolved 
with the original contractor’s wavelet to obtain a deghosted signature.  The latter was then filtered 
 80
(Figure 4.16a) with the same filters applied to the field data and shifted to start at 60 ms for 
consistency between the modelled and field data.   
3. Extracting of source from the data  
Often the source wavelet may be extracted from the field data.  This typically works well when 
the source signature is extracted from the short offset data acquired in deep water due to the absence 
of the ghosts.  Although the dataset is shallow marine, a wavelet was still extracted from the data.  All 
traces with offsets less than 25 m were selected and quality controlled to remove any anomalous 
traces.  A linear move-out was applied to shift the traces to start at time zero.  The shifted traces were 
stacked (Figure 4.14c), and deterministically deghosted and demultipled assuming zero-offset rays.  
Only first, second and third order multiples were removed.  The resultant wavelet was then filtered 
and shifted for consistency between the field and modelled data (Figure 4.16c).  Alternatively 
predictive deconvolution with a gap operator may have been applied to remove the short period 
multiples and preserve the source signature.    
 
 
Figure 4.14 (a) The contractor’s far-field source signature and (b) its amplitude spectrum.  (c) The stacked short-offset 
field data and (d) its amplitude spectrum. 
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Figure 4.15 Schematic showing different arrivals that were removed from the stacked short offset data. 
Table 4.5 Summary of arrival times and amplitudes of the ghosts and multiples present in the stacked short offset data.  
Calculations assume a SB reflectivity of 0.9 and the velocity of the first sediment layer of 1800 m/s based of the field shot 
gathers. 
Arrival 
Zero offset 
distance 
(m) 
Velocity 
(m/s) 
Zero offset 
time (ms) 
Polarity Amplitude
direct arrival 69 1480 46.6 negative 1.000 
source ghost 81 1480 54.7 positive 0.900 
receiver ghost 
(direct arrival and 
one multiple) 
219 1480 148.0 negative 0.379 
source ghost and 
one multiple 
231 1480 156.1 positive 0.341 
direct arrival and 
two multiples 
369 1480 249.3 negative 0.144 
source ghost and 
two multiples 
381 1480 257.4 positive 0.129 
direct arrival and 
three multiples 
519 1480 350.7 negative 0.054 
source ghost and 
three multiples 
531 1480 358.8 positive 0.049 
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Figure 4.16 (a) Deghosted, low-pass filtered far-field signature, and (b) its amplitude spectrum.  (c) Deghosted, 
demultipled, low-pass filtered, extracted signature from short offset field data, and (b) the corresponding amplitude 
spectrum.   
 
4.13.1 Modelling with different source wavelets 
Both the deghosted far-field wavelet and the deghosted demultipled extracted wavelet were used 
to predict the starting model data.  Initial comparisons of the latter with the field data suggest that both 
versions of the source signature were adequate to model the field data (Figure 4.17).  Careful 
inspection suggests that the deghosted and demultipled source signature extracted from the field data 
predicted the starting data with almost equal accurately as the deghosted far-field source wavelet 
(Figure 4.18) with minimal differences between the predicted datasets.  The latter wavelet though was 
used throughout the inversion process. 
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Figure 4.17 A receiver gather for flip flop sources: (a) synthetics generated for the starting model using the deghosted 
far-field signature; (b) synthetic generated for the starting model using the deghosted, demultipled, extracted signature from 
the short-offset field data; (c) field data. 
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Figure 4.18 Trace by trace comparison of the field data; the starting synthetics modelled with the (1) deghosted far-
field wavelet; and (2) the deghosted, demultipled source wavelet extracted from the short-offset field data. 
 
4.13.2 Source inversion strategy 
The final data subset contains 1440 shots after reciprocity.  It is possible to use an inversion 
scheme with all the shots, however this is extremely costly.  Instead a smaller subset of only 80 shots 
is updated for each iteration, and a different 80 shots is selected at each iteration such that shots 
inverted are not repeated until all shots are used.  Reasonable velocity updates are obtained with 
sparse shots due to the dense coverage in the receiver domain that helps to compensate.   
80 shots were chosen as it allows the use of 40 compute nodes with two sources run per nodes.  
The RAM on the available compute hardware restricts the inversion runs to a maximum of 2 shots per 
node for the large data subset of 120 GB.  Thus if compute nodes were used in parallel, a maximum of 
80 shots was possible.  Additionally tests run externally by a contractor suggest that if all shots were 
used per iteration, at least 5 to 10 iterations are necessary to obtain the an equivalent model obtained 
using a sparse subset of 80 shots per iteration, and 18 iterations with all shots.  Thus, it is more 
efficient to use fewer sources per iteration and more iterations.       
Shots are sequentially chosen such that they are always distributed throughout the model, and 
such that shots are not repeated until all 1440 shots were used for the inversions.  Thus, all 1440 shots 
are only inverted after 18 iterations.  Since each frequency band only uses 18 iterations, each shot is 
inverted only once for a given frequency band.   
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The use of sequential shots in the inversion typically tends to produce a regular interference 
pattern.  However, with 18 shots per iteration, and the dense full-azimuthal coverage there is not any 
evidence for a strong interference pattern.  The use of a randomised rotation of shots technique 
produces almost identical results (Warner et al., 2013).   
The use of source encoding (Blythe, 2010) was tested for the PZ summed data.  Source encoding 
reduces the number of effective shots per iteration and improves the computational efficiency.  
However, for this dataset, the use of a smaller and different subset of the shots each iteration is more 
effective.  Encoded sources introduces unfavourable cross-talk into the inversion.     
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4.14 Density Model 
Seismic reflection data are generated due to a contrast in the impedance values Z. 
𝑍 = 𝑉𝜌 
[eqn 4.6] 
where V is velocity and ρ is density. 
For field data, a good a priori density model is generally unknown, and inverting for both density 
and velocity is possibly the ideal situation.  But a trade-off exists between the density model and 
velocity model.  Inaccuracies in the velocity model may be mapped into the density or vice versa.  
Usually an empirical relationship of velocity and density, or a constant density, is employed.  If an 
empirical relationship is assumed, it should describe the complex geology (Zhang and Wang, 2009).  
The most commonly used density-velocity function used in petroleum exploration is some version of 
Gardner’s law (Gardner et al., 1974) 
𝜌 = 𝑎𝑉௕ 
[eqn 4.7] 
where V is velocity and ρ is density, and a and b are empirically derived constants dependent on 
the geology. 
In several tertiary basins worldwide, the contrast at the water bottom is caused mainly by the large 
variation between the water and sediment densities, while the compressional velocity contrast is 
negligible (Wang et al., 2011).  Assuming a constant density model is therefore insufficient in the 
marine scenario, as the water bottom will not be accurately modelled.  Removal of the water bottom 
and its multiples from the data during the preprocessing stages allows for comparable field and 
modelled data and may help to mitigate this effect.  Alternatively, the gradient can be fixed at the 
seabed, and the inversion updates started slightly below the seabed.  This however, may cause the 
amplitudes of the water bottom multiples to be inaccurately modelled, and restricts the inversion to 
match the kinematics of the data only.   
Figure 4.19 illustrates the trace-to-trace correlation for a randomly selected shot gather: the first 
trace in each panel shows the field data, the second shows the synthetic starting data predicted using 
Gardner’s predictive density, with a as 310 and b as 250, and the third shows the synthetic starting 
data predicted using a constant density of 2000 kgm-3.  At first glance both predicted datasets appear 
to be equally well predicted.  However, closer inspection shows an apparent delayed arrival time for 
the most phases at all offsets with the constant density.  The first arrivals are always recorded at the 
same time both with and without a constant density.  Density does not affect the arrival time of the 
events, however, it affects the strength or amplitudes of the multiples.  Due to the interaction of the 
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different events with different density models, there is a change in the coda, and hence an apparent 
shift in the times of the phases.   The latter suggest that the constant density assumption is less 
accurate than Gardner’s predictive density assumption. 
 
Figure 4.19 Trace by trace comparison of the field data and the starting synthetics modelled using Gardner’s density 
and constant density.  
The 3D modelling algorithm uses a deterministic velocity-density relationship dependent on the 
updated inversion velocities.  It assumes Gardner’s equation for velocities greater than 1750 ms-1, and 
for water velocity (1480 ms-1) it assumes water density (1000 kgm-3).  For velocities ranging between 
water velocity and 1750 ms-1, a simple linear function is used to uniformly increase the density from 
1000 to 2073 kgm-3. 
Figure 4.20 shows the density and velocities at the four well locations, and the corresponding 
Gardner’s density used based on the average velocities at the wells.  The density relationship used is 
very similar to the well densities and thus largely acceptable.  Gas is present in the sand-silt sediments 
at depths of 1000 to 2000 m, in wells 1, 3 and 7.  Well 2 was drilled far away from the gas.  The 
densities show very little variation with values ranging from 1900 to 2200 kg/cc for the wells drilled 
through the gas and the well far away from the gas.  Unlike density, the velocities in wells 1, 3 and 7 
are significantly reduced at various depths within the same interval.  Velocities in well 2 do not 
display the characteristic drop as the other wells. 
At depths from 1550 to 1650 m, the densities for wells 1, 7, and 3 are reduced relative to other 
depths, unlike well 2.  Gardner’s density though does not predict this drop.  Well 3 exhibits 
anomalously high values at various depths.   
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Figure 4.20  Density-depth profiles (top panel); and velocity-depth profiles (bottom panel).  The first column represents 
well 1; second column well 2; third column well 3; forth column well 4; and fifth column Gardner’s predicted density (top) 
based on the average velocities shown (bottom) with a=310, and b=0.25.  The well positions are shown in Figure 4.2. 
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4.15 Ray tracing  
Full-waveform tomography depends on the wide-angle turning rays, and transmitted arrivals to 
update the large-scale background velocity.  Until the long-wavelength features are sufficiently 
accurate, the inversion most probably will not update the short-wavelength features accurately and the 
depths will also be incorrect.  The depth of penetration of the diving rays constrains the regions where 
the FWI updates are acceptable.  An independent contractor performed first-arrival travel-time 
tomography (FATT) using a generic North Sea velocity model for offsets up to 11 km. 
Figure 4.21 shows a velocity model with uniformly increasing velocities down to depths of 3000 
m.  This is very similar to that expected in the Tommeliten field, except for the absence of a low-
velocity region representative of the gas.  At approximately 3000 m there is a sharp increase in the 
velocity to about 4000 m/s.  This is analogous to the top Chalk present in Tommeliten field.  From 
3000 to 4000 m the velocities remain relatively high, with alternating layers of high and low velocities 
typical of chalks.  This is expected in the chalks present at such depths in the Tommeliten field.  
FATT predicts that for such a velocity model and with elliptical anisotropy of up to 20 %, and data 
containing offsets up to 11 km there is sufficient ray coverage such that diving rays present down to 
depth of approximately 3300 m.   
The presence of gas in the Tommeliten field would result in attenuation and internal scattering of 
the reflected arrival at the depths of the gas (1000 – 2000 m).  The presence of long offsets up to 11 
km, however, would still allow for diving rays to undershoot the gas anomaly.   
Additionally vertical transverse isotropy is expected in the Tommeliten field, and can affect the 
rays predicted by FATT, but the effects would most probably be minimal and insignificant.   
 
Figure 4.21 Generic North Sea velocity model showing the diving rays expected for offsets up to 11 km with an 
elliptical anisotropic model with values up to 20 % (modified from Ratcliffe et al, 2011).  
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4.16 Summary of inversion strategy 
The inversion uses a combination of several strategies, each of which are discussed in detail in 
different sections of this thesis.   
1. An acoustic finite-difference algorithm is used – attenuation and elastic effects are not 
accounted for.   
2. A multi-scale approach is employed in the time domain with frequencies ranging from 3 to 7 
Hz. 
3. A small subset of 80 sources is inverted for any given iteration.  This subset varies for 
iterations such that the FWI effectively uses a larger subset 0f 1440 shots.   
4. An algorithm that honours TTI is used.  The anisotropy is up to 20% for the data.  Although 
the inversion only update the velocity and not the anisotropy, the latter is accounted for during 
the modelling steps 
5. The data were trace-equalised so that the inversion fits relative amplitudes within a single 
trace, but not between traces.  
6. The data were preprocessed to focus the inversion on the wide-angle arrivals and remove all 
arrivals that are not modelled within the tomography. 
7. A deterministic relationship between velocity and density is used.  The FWI does not invert 
for density. 
8. A deghosted far-field signature is used for the inversion.  The FWI does not update the source 
signature. 
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4.17 Acoustic Isotropic Inversions  
Most current 3D inversion schemes use an acoustic isotropic approximation.  Isotropic acoustic 
algorithms can not fit the true data amplitudes or the dynamics of the main arrivals.  But it may be 
sufficient to model the travel times (kinematics) of the arrivals.  In regions affected by anisotropy, 
acoustic inversion results are usually tweaked after inversions, during the migration stage.  This may 
or may not work depending on the level of anisotropy.  This section examines the effects of using an 
isotropic code to model and invert the Tommeliten field data for which significant anisotropy is 
indicated from well data.  To enhance tomography results, several suites of isotropic inversions were 
run starting from: (a) vertical velocities, Vv, (b) velocities with the effects of delta, Vv(1+δ) and (c) 
velocities with the effects of epsilon Vv(1+ε) incorporated. 
4.17.1 Shallow Section 
At shallow depths of 500 m or less, the anisotropy used for conventional PSDM is very low with 
values of delta and epsilon of less than 5% (Figure 4.13).  At such depths, with acoustic isotropic 
inversions, both the long and short wavelength features are updated and almost identically for all three 
scenarios.  Figure 4.22 shows depth slices through the starting and recovered models at 200 m.  
Starting from uniform and homogeneous models at this depth, the different inversions scenarios 
always recover geologically feasible channel features that are consistent with an independent PSDM 
reflection data (Figure 4.33).  The background velocity recovered by the FWI is fairly consistent 
starting from velocities that are both lower and higher than the FWI background velocity.  The edge 
effects are strongest with the inversion starting from the vertical velocities and weakest with the 
inversion starting from the velocities with the effects of epsilon.  The acquisition footprint is clearly 
visible in all three recovered models.  At extremely shallow depths, where the anisotropy is 
insignificant, the consistency in the macro background velocity and the micro channels for the 
different scenarios suggests that the isotropic inversion is robust and stable. 
4.17.2 Intermediate Section   
At greater depths of 1000 to 2000 m, where the rocks are saturated with gas, the anisotropy used 
for conventional PSDM is high with values of epsilon of up to 20% (Figure 4.13).  At such depths, 
with acoustic isotropic inversions, the recovered FWI background velocity or long wavelength 
features for the three scenarios are different, suggesting that the isotropic inversions are insufficient 
and unstable. 
Figure 4.23 shows depth slices through the starting and recovered models at 1200 m.  The starting 
models all comprise a blocky, low-velocity anomaly representative of the gas regions.  Starting from 
the simplest case with vertical velocities, the background velocity is marginally increased, and the 
low-velocity anomaly is somewhat constrained.  Purely based on the recovered velocity model, it is 
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difficult to ascertain the accuracy of this inversion.  Starting from a velocity model with delta 
incorporated, the background velocity is only marginally increased, and the low-velocity anomaly is 
further constrained.  An erroneous low-velocity region is introduced around the gas anomaly, and a 
high-velocity region is also introduced.  Clearly this isotropic inversion has failed.  Starting from a 
velocity model with epsilon incorporated, the background velocity is updated, and the low-velocity 
anomaly is better defined, with sharper edges and wing-like arms introduced that match an 
independent reflection PSDM volume (Figure 4.40).  The gas region in the start model included the 
well located at the top right of the model at the start, and after inversion, this well is clearly out of the 
gas region.  Based solely on the recovered models, it is easy to assume that the inversion starting from 
a velocity model with epsilon incorporated has converged, although the velocities in the gas sediments 
are higher than expected.   
4.17.3 Shot Gathers 
Figure 4.24 shows the starting synthetic data for the three different isotropic cases and the 
corresponding field data for flip-flop shots.  The field data comprises several early-reflected phases, 
and one main reflected phase at times greater than 3 s.  The latter represents the near-normal 
incidence reflection from the top of the chalk.  The synthetics generated from vertical velocities 
contain some evidence of the early-reflected arrivals, and predicts the top chalk reflected arrival fairly 
accurately.   The incorporation of delta deteriorates the tie of the reflected arrivals which are predicted 
at times that are too early.  Synthetics generated from vertical velocities with epsilon incorporated do 
not contain any evidence of the early-reflected arrivals, and further reduces the arrival time of the top 
chalk reflection.  Thus using mainly reflected arrivals the starting vertical velocities appear to predict 
the field data most accurately.  
FWI though is driven largely by the turning rays.  At first glance, there is minimal difference 
between the turning rays at short to medium offsets for the different scenarios, but at large offsets the 
synthetic turning rays generated using vertical velocities are slow relative to the field data.  The 
incorporation of delta slightly improves the tie of the starting model turning rays with that of the field 
data at long offsets, and the incorporation of epsilon further enhances this tie.  Thus using mainly 
turning rays and the starting model with epsilon incorporated appears to predict the field data most 
accurately.  
Trace-trace comparisons highlight the enhancements in the turning rays at large offset and also 
show improvements even at short offsets when using the starting model with epsilon incorporated 
relative to the other two starting models (Figure 4.25). 
Figure 4.27 shows the FWI synthetic data for the different isotropic scenarios.  These gathers are 
equivalent to those in Figure 4.24.  The data recovered from the different isotropic inversions are 
better correlated with the field data.  The arrival times of the reflection from the top chalk is best 
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recovered from the model with epsilon incorporated.  Trace-to-trace analysis of the final recovered 
data for the different isotropic inversions show that the use of vertical velocities with epsilon 
incorporated was the best of the three cases (Figure 4.26).  The times of the final recovered turning 
ray data are closest to the times of the field data at all offsets.  
4.17.4 Phase Residuals 
To assess the quality of the inversion, the phase difference between the observed and the 
modelled data, at the lowest useable frequency is calculated.  Mono-frequency phase residuals (Shah 
et al., 2012) help to determine whether the starting velocity model is adequate, whether the field data 
are cycle-skipped with respect to data predicted by the starting model, and whether the inversion 
heads towards the region of the global minimum.  If the two datasets are not cycle-skipped, then the 
phase residuals should vary smoothly and consistently in space.  Conversely, if the two datasets are 
cycle-skipped, then there will be sudden 3600 jumps in space.  
Figure 4.28 shows the phase residuals at 3 Hz, between the true data and the different isotropic 
starting data (left), and the true data and the final FWI data after isotropic inversions.  These plots are 
for one receiver located roughly at the center (yellow circle) and many shots.  In these plots cycle-
skipped boundaries are indicated by sudden jumps from –π (blue) to plus +π (red) without passing 
through 0 (white).  Positive residuals (reds) indicate the velocity model is too fast and the modelled 
data are early relative to the field data.  Negative residuals (blues) indicate that the velocity model is 
too slow and the modelled data are late relative to the field data.  Zero residuals (white) is the ideal 
scenario with the modelled and field data at the same times.     
  Figure 4.28a represents the phase residuals with the starting data predicted from vertical 
velocities.  At short offsets, the residuals are close to zero (whites).  With increasing offset, the 
residuals are positive (pale pinks).  The modelled data are early relative to the field data, or 
conversely, the start velocity model is too fast.  The residuals then move through zero to positive 
(reds).  At an offset of about 6.2 km, the first cycle-skipped boundary is apparent by the sudden jump 
from +π (red) to -π (blue), suggesting that the modelled data are half a cycle late relative to the field 
data.  Conversely the start velocity model is too slow.  Ideally initial inversions should not use any 
data beyond the cycle-skipped boundary, that is, data with offsets greater than 6.2 km.  Proceeding 
nonetheless with all the offsets, the inversion algorithm tries to push the cycle-skipped boundary 
outwards, but fails and the resultant phase plots are no longer continuous beyond this boundary 
(Figure 4.28b).   
Figure 4.28c represents the phase residuals with the starting data predicted from vertical velocities 
with delta incorporated.  At the shortest offsets, the residuals are close to zero.  With increasing 
offsets, the residuals are positive (pale pinks).  At these offsets, both datasets are in phase, but the 
starting data are early relative to the field data, and the start velocity model is too fast.  The residuals 
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then move through zero towards negative (pale blue) values.  At these offsets, the modelled data are 
late relative to the field data and the start model is too slow.  Proceeding with all offsets, the inversion 
heads in the wrong direction, with the medium offset data that were initially in phase but too late (pale 
blues) still in phase but now too early (pale pinks).  The cycle-skipped boundary at medium offsets is 
pushed outwards to even larger offsets, but the phase is no longer continuous at offsets shorter than 
the initial cycle-skipped boundary (Figure 4.28d).  
Figure 4.28e represents the phase residuals with the starting data predicted from vertical velocities 
with epsilon incorporated.  At the shortest offsets the phase residuals are positive (pale pinks), that is, 
velocity model is too fast and the modelled data are too early relative to the field data.  With 
increasing offset, the residuals move through zero, to negative (pale blues).  At these offsets, the 
velocity model is too slow and the modelled data are late relative to the field data.  This trend then 
reverses and the phase residuals move through zero to positive values (pale pinks).  At the largest 
offsets, the modelled data are again early relative to the field data and the velocity model is too fast.  
At all offsets for this phase plot (less than 7.5 km), the residuals vary smoothly between –π (blue) and 
+π (red) with not sudden jumps.  This suggests that the datasets are in phase, with no cycle-skipped 
boundaries.  Analysis of this phase plot only suggests that the inversion should head in the correct 
direction.  Using all offsets (up to 11 km), the isotropic inversions, shifts the majority of the data 
residuals to positive (pale pinks), including the data that were initially too early (pale blues).  
Although the inversion heads in the right direction, it overshoots, such that the velocities are now too 
high, and the modelled data are early relative to the field data.  
 
4.17.1 Well Logs 
Figure 4.29 shows velocity-depth profiles through well 3 (well located to the top right of Figure 
4.23).  Both the start velocities (green) and the FWI velocities (blue) for the different isotropic 
inversions are overlain on the sonic velocities (grey) at this well location overlain.  It is immediately 
apparent that the three isotropic inversion scenarios have failed at deep depths of greater than 600 m.  
The FWI velocities do not match the sonic velocities, and are further from the true sonic velocities 
than the start velocities.  
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Figure 4.22 Depth slices at 200 m through the starting (left) and recovered velocity models (right) for acoustic 
isotropic inversions starting from vertical velocities Vv (first panel), velocities with delta Vv(1+δ) incorporated (middle 
panel) and velocities with epsilon Vv(1+ε) incorporated (last panel). 
(a) Vv Starting Model  
Vp (m/s) 1700 2000 
(c) Vv(1+δ) Starting Model  
(e) Vv(1+ε) Starting Model  
(b) Isotropic recovered model from Vv 
(c) Isotropic recovered model from Vv(1+δ)  
(e) Isotropic recovered model from Vv(1+ε)  
2 km 
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Figure 4.23 Depth slices at 1200 m through the starting (left) and recovered velocity models (right) for acoustic 
isotropic inversions starting from vertical velocities Vv (first panel), velocities with delta Vv(1+δ) incorporated (middle 
panel) and velocities with epsilon Vv(1+ε) incorporated (last panel). 
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Figure 4.24 Comparison of synthetic isotropic starting data for different models: (a) vertical velocities; (b) vertical 
velocities with delta incorporated, Vv(1+δ); (c) vertical velocities with epsilon incorporated, Vv(1+ε); with the (d) field 
data. Gathers are for one receiver and flip-flop shots.  
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Figure 4.25 Trace by trace comparison of the field data and the starting synthetics modelled with different starting 
velocities: vertical velocities Vv; vertical velocities with delta incorporated Vv(1+δ); and vertical velocities with epsilon 
incorporated Vv(1+ε).  
 
Figure 4.26 Trace by trace comparison of the field data and the final FWI synthetics recovered from different starting 
velocities: vertical velocities Vv; vertical velocities with delta incorporated Vv(1+δ); and vertical velocities with epsilon 
incorporated Vv(1+ε). 
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Figure 4.27 Comparison of final isotropic synthetic data starting from different starting models: (a) vertical velocities; 
(b) vertical velocities with delta incorporated, Vv(1+δ); (c) vertical velocities with epsilon incorporated, Vv(1+ε); with the 
(d) field data. Gathers are for one receiver and flip-flop shots.  
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Figure 4.28 Phase residual plots at 3 Hz for a receiver gather.  Left: Residual between the true data and the starting 
isotropic data.  Right: Residual between the true data and the final FWI data after isotropic inversions.  Top panel: Starting 
from vertical velocities Vv.  Middle panel: Starting from velocities with delta Vv(1+δ) incorporated.  Bottom panel: Starting 
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from velocities with velocities with epsilon Vv(1+ε) incorporated.  The yellow circle represents the receiver position.  Arrows 
highlight the cycle-skipped boundaries. 
 
Figure 4.29 Comparison between the well data, starting isotropic velocity models and recovered isotropic FWI models 
for well 3, located on the periphery of the gas cloud, and top right corner of Figure 4.23. The dashed red line represents the 
depth of the images in (Figure 4.23).  
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4.18 Acoustic Anisotropic Inversions – No Gas 
This section discusses the results of using an acoustic code which honours the vertical transverse 
anisotropic model predicted from reflection PSDM and well data, to model and invert the Tommeliten 
field data.  The start velocity model is the same as that discussed in section 4.12, but with all evidence 
of the gas removed.  The low velocity anomaly representative of the gas-bearing sediments, at depths 
of 1000 to 2000 m was manually removed from the model.  The model was smoothed with care taken 
to ensure the background velocity remained relatively unchanged.    
Figure 4.30 shows a depth slice at 1200 m through the start and FWI models.  The start model is 
relatively smooth and uniform with no evidence of low velocities indicative of gas.  After inversion a 
relatively low-velocity anomaly has been inserted into the model.  The structure of this anomaly is 
elongated with wing-like features introduced.  Although some of the wing-like features are well-
defined, the gross structure has a shadowy, ring-like artefact around it.  Additionally the background 
velocity was updated.   
Figure 4.40 shows the equivalent slice through a reflection PSDM volume.  Cleary the FWI gas 
structure is very similar to the reflection gas structure.  The velocities within the structure recovered 
by the FWI though are relatively high with some low-velocity anomalies.  Additionally there is a 
high-velocity artefact within the structure.  Although the inversion tries to recover the structure of the 
gas, the velocities within the structure are much higher than the expected velocities of the gas.  
 Figure 4.31 shows a vertical slice through gas bearing sediments in both the start and final FWI 
model.  This slice passes through the model where the gas anomaly is largest.  The start model is 
relatively one-dimensional with no evidence of the low velocities due to the gas sediments.  After 
inversion the background velocity was updated and an anomaly with a significantly lower velocity 
than the background velocity was inserted.  This structure, though not well defined, represents the 
inversion’s attempt at recovering the gas cloud.  It however fails, and also introduces high-velocity 
artefacts around the gas anomaly as the starting model is not sufficiently accurate. 
Although inversions without evidence of the gas in the starting model is insufficient to obtain 
high-resolution velocity properties of the sub-surface within the gas sediments, FWI provides a more 
automated means to aid in the existing velocity model building techniques.   
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Figure 4.30 Horizontal depth slice at 1200 m through the (a) starting velocity model with the gas cloud removed and 
(b) FWI velocity model recovered starting from (a).  The white dots represent the well locations.  These slices are coincident 
with Figure 4.40 and Figure 4.39. 
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Figure 4.31 Vertical slices through the: (a) start velocity model with no evidence of the gas anomaly and (b) the 
recovered FWI model starting from (a).  The slices are coincident with Figure 4.35 and Figure 4.37. 
 
4.19 Acoustic anisotropic inversions  
This section discusses the results of using acoustic code, which honours the vertical transverse 
anisotropic model predicted from reflection PSDM and well data, to model and invert the Tommeliten 
field data.  The start velocity model is the same as that discussed in section 4.12.  The anisotropic 
parameters were kept fixed throughout the inversion process.  Ideally though, the anisotropic 
parameters should also be updated by the inversion algorithm, or modified based on the updated 
velocity model, the well data and guided by the power of the reflection migration stack.   
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4.19.1 Shallow Section 
Figure 4.32 shows horizontal depth slices at 200 m below the sea surface through the starting 
velocity and final FWI recovered models.  The former is a constant single velocity, while the latter 
shows high-velocity meandering channels cutting across the section.  Figure 4.33 shows a 
corresponding depth slice through an initial reflection PSDM volume using the contractor’s initial 
velocity model.  This figure corresponds to the dotted box shown in Figure 4.32; the PSDM volume 
was not available for regions outside of the dotted box.  At this shallow depth the PSDM volume has a 
strong acquisition footprint, with low coverage or fold.  Figure 4.34 shows vertical slices through the 
initial reflection PSDM volume.  These slices are coincident with the dashed lines of Figure 4.32 and 
Figure 4.33.  The high velocity channels that cut across the shallow sediments are clearly visible in 
the vertical slices. 
Figure 4.32b and Figure 4.33 have clearly imaged the same channel system, and matched both the 
gross features and fine details.   At the bottom left of Figure 4.33, the channel bifurcates into two 
sections.  This is correctly recovered by the inversion.  The main channel in Figure 4.32 has a 
shadowy effect about 200 m apart that appears to be an artefact introduced by the inversion either due 
to the finite bandwidth of the modelling or some scattering effect.  However, comparison of this 
recovered channel with the PSDM slice shows a very similar imprint.  The latter uses the full-
bandwidth of the data and was migrated using a simpler velocity without any channels inserted.  With 
a maximum velocity of 2000 m/s and a frequency of 7 Hz, the resolution of the FWI is about 140 m.    
Thus, the shadow effect is within the resolution of FWI and possibly represents the remnants or 
deposits from the flow of an older channel.   
Notably, very similar channels that agree in structure are recovered in similar positions using two 
independent methods and subsets of the data.  The PSDM model was recovered from migration of the 
subcritical reflections, while the FWI model was recovered from data dominated by the transmitted 
arrivals.  The outermost features of the channels are recovered in regions far away from the 
intersection of the sources and receivers (Figure 4.2), that is, in regions void of near-normal incident 
reflected arrivals.  Thus the FWI updates obtained at these positions are due to shallow turning rays 
and deeper transmitted arrivals and their multiples.   
In addition to the channel features, the FWI also updated background velocity and comprised 
acquisition imprints and edge effects.  Vertical stripes within central regions of Figure 4.32 are 
coincident with the cable positions (Figure 4.2) and are residual acquisition footprints.  Four vertical 
lines are also visible at the lower and upper ends of the recovered model, and are coincident with the 
edges of the source patches (Figure 4.2).  Edge effects due to the finite aperture of the acquisition 
system are minimal to the top and bottom of the recovered model but much stronger to the left and 
right of the recovered model.  The geologic channel system appears to be continuous and well-defined 
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even towards the edges where there are edge effects.  The latter can be reduced or masked by the 
inversion but this may also hinder true features at the edges of the model. 
 
 
Figure 4.32 Horizontal depth slice at 200 m through: (a) starting velocity model and (b) FWI recovered model.  The 
small dotted box shows the location of the depth slice through an independent reflection PSDM (Figure 4.33).  The dashed 
lines show the location of the vertical sections through an independent reflection PSDM (Figure 4.34). 
 
Figure 4.33 Horizontal depth slice at 200 m through the original reflection PSDM coincident with the dotted box in 
Figure 4.32.  The dashed lines show the location of the vertical sections through same volume (Figure 4.34). 
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Figure 4.34 Vertical slices through the original reflection PSDM coincident with the dashed lines in Figure 4.32 &  
Figure 4.33.  Colours represent reflection amplitudes. 
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4.19.2 Intermediate Gas Section 
Figure 4.35 and Figure 4.36 show vertical slices through the gas-bearing sediments in both the 
starting and final FWI recovered models, at two different positions that are approximately 1,500 m 
apart spatially.  The models have been truncated vertically to focus on the gas-bearing sediments and 
laterally to remove the edge effects which extend further into the model at these deeper depths.   
At both positions, the slices through the starting velocity models are similar to the slices through 
the recovered FWI velocity model, but the background velocity is modified in some regions.  Changes 
in the background velocity ultimately imply changes in depth.  Thus, during FWI, the anisotropic 
parameters should be modified accordingly, in order to maintain the well ties, but this was not done.  
The blocky, low-velocity anomalies in the center of the images are representative of the gas-bearing 
sediments.  After inversion, the latter are less blocky and better defined in terms of structure, with the 
gas appearing to have migrated both laterally and vertically into the sediments.  Figure 4.35b shows 
the recovered FWI model through the center of the gas anomaly.  A larger upper gas chamber is 
connected to a significantly smaller lower chamber via a thin gas chimney.  Figure 4.36b shows the 
recovered FWI model towards the edge of the gas anomaly.  Two thin gas layers due to gas that 
migrated laterally into the sediments, and a tiny gas anomaly due to gas migrating upwards along a 
minor fault or fracture are visible.  Comparing Figure 4.35b and Figure 4.36b it is clear that the FWI 
has recovered a gas anomaly that has significant variations spatially.  
Figure 4.37 shows a slice through the original PSDM volume both with and without the recovered 
velocity model overlain.  This slice is equivalent to the slices in Figure 4.35.  The PSDM slice has a 
region where the high-frequency content of the seismic reflection data is highly attenuated.  Reflectors 
with brighter amplitudes than the surrounding sediments appear to end abruptly against this highly 
attenuated region.  Some low-frequency reflectors are present within this region that may be 
continuous with the high-frequency reflectors.  The overlay of the PSDM slice and the equivalent 
FWI slice (Figure 4.37b) show that the edges of the low-velocity anomaly are highly correlated with 
the high-amplitude reflectors.  Bright-amplitude reflectors may suggest the presence of gas in the 
sediments.  Thus, it appears that the inversion is indeed converging towards the true velocity.   
Similarly, Figure 4.38 shows a slice through the original PSDM volume, with and without the 
recovered velocity model overlain.  This slice is coincident with Figure 4.36.  The PSDM shows a 
significantly smaller region where the high-frequency content of the data is missing and low-
frequency content dominates.  It has laterally extensive high-amplitude reflectors inter-bedded with 
dimmer amplitude reflectors.  Figure 4.38b shows that the thin low-velocity anomalies representative 
of the gas actually correspond with the high amplitudes in the reflection image.  This suggests that the 
gas migrated laterally into the sediments and preferentially into the sand sediments rather than the 
shale sediments.     
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Figure 4.39 shows horizontal slices at 1,200 m through the gas-bearing sediments in both the start 
and final FWI models.  The low-velocity anomalies in the center of the images are representative of 
the gas-bearing sediments.  Before inversion the latter is blocky and extends such that the well to the 
upper right is within the low-velocity region, and the well to the lower left is at the periphery of the 
low-velocity anomaly.  After inversion, the structure of the gas anomaly is tightened and more 
elongated with wing-like features introduced, and the velocities at the center of the anomaly have 
reduced.  The well to the upper right of the image is now outside of the region of the gas anomaly, 
while the well to the lower left is still at the edge of the gas anomaly. 
Figure 4.40 shows the corresponding depth slice through the original reflection PSDM volume.  
Undoubtedly the wing-like features introduced by the inversion resemble similar features in the 
reflection image.  These are most probably true features associated with the migration of the gas along 
faults or fractures.  The resolution of FWI is about half the shortest local seismic wavelength; in the 
gas cloud this corresponds to a resolution of around 120 m.  The wing-like arms introduced by the 
inversion are larger than 120 m and are thus recoverable by the inversion. 
Figure 4.41 shows the velocity-depth profile through the well located to the upper right of Figure 
4.39.  The start velocity profile shows a drop in the velocity between 1000-1250 m, unlike the sonic 
velocities, due to mispositioning of the gas anomaly by the interpreter.  The final recovered FWI 
velocity profile correctly increases the velocities at these depths such that the final tomographic 
velocities match the sonic velocities at the well positions.  Clearly the inversion has shifted the 
velocities towards the true velocities even within the gas regions.   
The presence of gas in the sediments with a reduced velocity relative to the surrounding 
sediments results in severe scattering and attenuation of the down-going p-waves, and total internal 
reflection on the up going p-waves from below the gas-bearing sediments.  Mainly low-frequency 
reflected arrivals penetrate the gas anomaly.  The presence of long offsets up to 11 km in the 
Tommeliten field data though, allows for diving or turning rays that undershoot the gas anomaly.  It is 
mainly the deeper turning rays, transmitted arrivals and their multiples that allow for the FWI updates.   
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Figure 4.35 Vertical slices showing the gas anomaly through the: (a) start velocity model and (b) the final recovered 
FWI model.  The slices are coincident with Figure 4.37. 
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Figure 4.36 Vertical slices showing the gas anomaly through the: (a) start velocity model and (b) the final recovered 
FWI model.  The slices are coincident with Figure 4.38. 
 
 112
 
 
Figure 4.37 Vertical slices through (a) an independent PSDM volume (colours represent reflection amplitudes) and (b) 
an independent PSDM volume with the recovered velocity overlay.  The slices are coincident with Figure 4.35. 
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Figure 4.38 Vertical slices through the (a) original PSDM volume (colours represent reflection amplitudes) and (b) 
original PSDM volume with the recovered velocity overlay.  The slices are coincident with Figure 4.36. 
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Figure 4.39 Horizontal depth slice at 1200 m through the (a) starting velocity model and (b) final recovered FWI 
velocity model.  The white dots represent the well locations.  This slice is coincident with Figure 4.40.  The well to the upper 
right of the images lies within the gas cloud at the start of the inversion.  After inversion the tightening of the gas structures 
shows the well at the periphery of the gas. 
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Figure 4.40 Horizontal depth slice at 1200 m through an independent PSDM reflection image. The white dots represent 
the well locations. Colours represent the reflection amplitudes.  This slice is coincident with Figure 4.39. 
 
Figure 4.41 Velocity-depth profile through the well located in the upper right of Figure 4.40 and Figure 4.39.  The 
dashed black line represents the depth of the slices in Figure 4.39 and Figure 4.40.  This well lies within the gas cloud at the 
start of the inversion.  After inversion the tightening of the gas structures shows the well at the periphery of the gas.  
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4.19.3 Deep Reservoir   
Figure 4.42 and Figure 4.43 show vertical slices through the velocity models down to 4000 m for 
both the starting and final FWI models, at two different positions spatially.  The former shows a 
section of the model far away from the gas anomaly and through the deeper chalks, while the latter 
shows a section through the gas anomaly and the deeper chalks.  The models have been truncated 
laterally to remove the edge effects.    
At depths of about 3000 m, there is a change from the relatively flat clastic sand-shale sediments 
to Carboniferous chalks with a gentle anticlinal form.  The start velocity model depicts this anticline 
with a simple gradient of increasing velocity with depth (Figure 4.42a).  Figure 4.42b shows the 
equivalent velocity slice through the final recovered FWI model.  The inversion has recovered an 
asymmetrical anticline with a complex velocity-depth relationship of alternating high and low 
velocities within the chalks.  Typically carbonates show little direct correlation between acoustic 
properties and age or burial depth.  Velocity inversions with increasing depth, such as obtained in the 
recovered model, are characteristic of chalks.   
Figure 4.44 shows a slice through the original PSDM volume both with and without dashed lines 
highlighting some of the reflectors.  This slice is coincident with the small black box from Figure 
4.42.  It shows the PSDM from depths of 2400 to 4000 m.  Overlaying the highlighted reflectors onto 
the recovered velocity model, the reflector positions appear to tie with the layers recovered by the 
inversion.  Within the chalks the resolution of the FWI is about 320 m.  Thus not all the reflector 
boundaries from the PSDM (high-frequency reflection image) are recovered at the relatively low 
frequencies inverted.   
Figure 4.43 shows velocity slices through the chalks directly below the gas anomaly.  At the 
edges of this image, alternating high- and low-velocity layers are recovered.  Within the central 
regions directly below the gas anomaly, there is a low-velocity layer at the crest of the anticline, 
underlain by only two layers of increasing velocities.  The structure and position of the alternating 
high- and low-velocity layers correspond to reflectors from the original PDSM volume (Figure 4.45). 
Figure 4.45 shows a seismically obscured area directly below the gas anomaly, where there is 
little or no energy.  High-frequency reflectors abruptly terminate outside the obscured region, while 
some low-amplitude, low-frequency reflectors appear to be continuous within the obscured area.  The 
recovered FWI velocity model (Figure 4.43b) mimics this pattern.  The high-velocity layers appear to 
thin and terminate just outside of the obscured region, or merge with the high velocities in the central 
parts.  The layering recovered by the tomography within the seismically obscured area is roughly 
similar to the low-frequency content in the PSDM volume.  This may indeed be the true subsurface 
velocity structure at that depth as the two independent subsets of the data (1. sub-critical reflections 
and 2. mainly wide-angle and transmitted arrivals) appear to image similar structures.  However it 
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may also be due to the irreversible effects of the attenuation caused by the overlying gas-bearing 
sediments.   
Figure 4.46 shows depth slices at 3200 m through the start and final FWI models.  Indeed both 
models are broadly similar in structure as expected.  But the background velocity in parts of the model 
has been modified.  Although this ultimately results in different depth positioning of the horizons, and 
a different anisotropic model, the anisotropy was not modified.  At the crest of the anticline, the 
tomography recovered a low-velocity layer that was not present in the start model.  The latter lies 
directly below the gas anomaly and within the seismically obscured area of the reflection image.  At 
first glance this may appear to be a shadow effect of the overlying gas.  However, the velocities are 
higher than that of the gas.  Also further analysis suggests that this low-velocity anomaly within the 
chalks correspond with the over-pressured regions of the chalk.  Pressure data was not available for 
this study, but the operator of the field confirmed the correspondence of the over-pressured regions 
and the low-velocity anomaly. 
Figure 4.47 shows a 3D image through the recovered velocity model.  It highlights the low-
velocity recovered gas anomaly, and the lateral continuity of the anticlinal structure of alternating 
high and low velocities.  
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Figure 4.42 Vertical slices away from the gas anomaly and through the deeper chalk deposits for (a) the starting 
velocity model and (b) the final recovered FWI velocity model.  The dotted black lines represent the reflector positions from 
the initial PSDM reflection volume.  The small black box is coincident with the slices shown in Figure 4.44.   
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Figure 4.43 Vertical slices through the gas anomaly and the deeper chalk deposits for (a) the starting velocity model 
and (b) the final recovered FWI velocity model.  The dotted black lines represent the reflector positions from the initial 
PSDM reflection volume.  The small black box is coincident with the slices shown in Figure 4.45. 
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Figure 4.44 Vertical slices through the initial PSDM volume: (a) without interpretation and (b) with interpretation.  
The slices are coincident with the small box from Figure 4.42.  Colours represent reflection amplitudes.  The black dotted 
lines correspond to some reflectors in the PSDM and are also coincident with the layer recovered by the FWI.   
 
Figure 4.45 Vertical slices through the initial PSDM volume: (a) without interpretation and (b) with interpretation.  
Colours represent reflection amplitudes.  The slices are coincident with the small box from Figure 4.43.  The black dotted 
lines correspond to some reflectors in the PSDM and are also coincident with the layer recovered by the FWI. 
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Figure 4.46 Horizontal depth slices at 3200 m through the (a) the starting velocity model and (b) the final recovered 
FWI velocity model.  The recovered model depicts a low velocity layer at the crest of the asymmetric anticline not present in 
the starting model.  The white dots represent the well positions.  This image is coincident with the dotted green box in 
Figure 4.68. 
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Figure 4.47 3D cube through the final recovered FWI velocity model showing the lateral continuity of the 
reservoir chalks.  The transparent low velocity blob in the shallow shows the recovered gas anomaly.  This image 
is coincident with Figure 4.11.   
 
4.19.4 Shot Gathers  
This section compares the field data with the start data using the modified PSDM model, and with 
the FWI data using the latter start model and an acoustic anisotropic algorithm.  Comparison of the 
field data and the synthetic data generated using the FWI velocity model is one of the basic tools for 
quality assurance of the FWI.   
Figure 4.48 shows a single receiver gather for a receiver located away from the gas anomaly and 
for a line of shots.  The seismic traces recorded on either ends of this gather are most probably 
independent of the gas, while the traces recorded in the central regions are affected by the presence of 
gas.  Figure 4.48a shows the record generated using the starting model, Figure 4.48b shows the 
equivalent record generated using the final FWI model, and Figure 4.48c shows the equivalent field 
record.  The field data has strong reflections from the chalks at times from 3.5 to 5.0 s.  At the longest 
offsets, these arrivals are post-critical with brightened amplitudes.  At all other offsets, the reflections 
from the chalks are dimmed in amplitudes except in the center of the receiver gather, where the gas 
appears to have caused the amplitudes to brighten and the arrivals times to increase.  Reflections from 
the chalk are also present in the starting data.  However, the amplitudes are relatively bright at all 
offsets.  The arrivals appear to be sub-critical reflections in the starting model.  In the center of the 
shot gather, where the gas has affected the travel times, the hyperbolic nature of the reflections appear 
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to show a sag or very slight delay, but not as significant at the field data.  After inversion, the 
agreement between the field data and the synthetic data is significantly improved.  The amplitude-
offset relationship appears to be broadly recovered, with the longest offsets and arrivals affected by 
the gas having high amplitudes relative to the dimmed amplitudes elsewhere.  Inversion appears to 
have reproduced the amplitudes of the main phases quite well although amplitudes were suppressed 
during the inversion via trace-by-trace normalisation.  Trace-to-trace comparison shows a good 
quantitative match of the final FWI data and the field data (Figure 4.49).  The travel times and 
amplitudes of phases as well as their waveforms are matched.    
Figure 4.50 shows a single receiver gather for a receiver and a line of shots that is unaffected by 
the gas present.  Figure 4.50a shows the record generated using the starting model, Figure 4.50b 
shows the equivalent record generated using the final FWI model, and Figure 4.50c shows the 
equivalent field record.  The red line represents the bottom mute used for the inversion.  The field data 
has strong refracted arrivals, their ghosts and multiples that dominate at all offsets.  These arrivals are 
very similar in all three gathers.  However, fine details are reproduced in the FWI data but are not 
present in the starting data.  
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Figure 4.48 A single receiver gather: (a) synthetics generated using starting data; (b) synthetics generated using the 
recovered FWI model; (c) field data.  This gather is affected by the gas anomaly in the central regions as seen by the 
brighter amplitudes at 4 s and the increased travel times. 
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Figure 4.49 Trace-to-trace correlation of the field data and the recovered FWI data.   
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Figure 4.50 A single receiver gather: (a) synthetics generated using starting data; (b) synthetics generated using the 
recovered FWI model; (c) field data.  This shot gather is not affected by the presence of gas.  The red line represents the 
mute that was picked for inversion.    
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4.19.5 Well logs 
This section compares the sonic velocities at the well locations with the start data using the 
modified PSDM model, and with the FWI data using the latter start model and an acoustic anisotropic 
algorithm.  It also compares other well log measurements (gamma ray, density, neutron and 
resistivity) with the FWI velocity model. 
Figure 4.51 shows the sonic velocities (grey), the starting velocities (green) and the FWI 
velocities (blue) at the four well locations.  Although inversion proceeded without any prior 
knowledge of the well data, the start model was built with the well data incorporated, and hence at the 
well locations the uplift due to inversion is largely undermined, especially in the clastic section at 
depths of less than 3000 m.  The FWI velocities at the well location only may not fully depict the 
trends in the full model.  The recovered velocities for wells 2 and 7 follow the general trend of the 
sonic velocities with no apparent significant improvements seen at the well locations.  Well 3 though, 
shows substantial improvements in the FWI velocity model, at depths from 1000 to 1300 m (Figure 
4.41), where the start model included a much lower velocity most probably erroneously inserted by 
the interpreter during the velocity model building process.  At deeper depths of 2000 to 2250m, the 
starting model does not precisely follow the sonic velocities.  Here, the FWI model has not managed 
to improve the well tie.  This may be because the FWI model at this depth is too inaccurate at the 
starting frequency.   Similarly for well 1, at depths from 1600 to 2100 m, the FWI velocities remain 
very much similar to the starting velocities, although the sonic velocities are quite different.  This 
suggests that there still is room for improvements of the FWI velocity model at depths deeper than 
1600 m.    
At depths of 3000 m and deeper, the sonic velocities have increased due to the presence of chalks.  
Figure 4.51a shows the profile for well 1 which lies within the gas anomaly. The top chalk occurs at 
3017 m TVDSS.  At the top chalk, the sonic velocities gradually increase from 2700 m/s in the 
overlying clastic sediments to 5000 m/s in the chalks, over an interval of about 500 m, as a series of 
four local increases, each followed by significant drops in the velocity.  The starting velocities at this 
location follow a linear trend with the higher velocities down to 3500 m.  The FWI velocities at the 
well location do not show the layers apparent in the sonic velocity, but appear to predict the lowest 
velocities of each of the local decreases.  Figure 4.52 shows that the FWI velocity model does indeed 
predict local increases and decreases in velocities similar to the sonic log, although this does not 
appear to be the case for the trace analysed. 
Well 3 lies on the periphery of the gas cloud, and encountered top chalk at 3050 m TVDSS.  The 
sonic velocities also show a gradual increase from 2700 m/s in the overlying clastic sediments to 5000 
m/s n the chalks, over an interval of about 500 m, as a series four local increases, each followed by 
fairly significant drops in the velocity (Figure 4.51c).  The start velocities at this location follow a 
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linear trend with the higher velocities down to 3500 m.  The FWI velocities at the well location do not 
show the layers apparent in the sonic velocity, but appear to predict the lowest velocities of each of 
the local decreases.  Figure 4.53 shows that the FWI velocity model does actually predict increases 
and decreases in the velocity field similar to that seen by the sonic velocities.  Deeper than 3500 m, 
the tie of the sonic velocities with both starting and the FWI velocities is poor most probably due to 
inaccuracies in the anisotropic model. 
Well 7 lies just at the edge of the gas anomaly, and encountered the top chalk at 3046 m TVDSS.  
The sonic velocities abruptly increase from 2700 m/s in the overlying clastic sediments to 5000 m/s, 
over an interval of about 100 m, as a series of two steps with small drops in the velocity (Figure 
4.51d).  The starting model predicts the average sonic velocities down to 3500 m, while the FWI 
model again predicts the lowest sonic values.  Figure 4.54 shows that the local increases and 
decreases in velocities, although not very drastic are indeed recovered by the inversion.   
Well 2 lies far away from the gas anomaly, and encountered the top chalk at 3104 m TVDSS.  
The velocities abruptly increase from 2700 m/s in the overlying clastic sediments to 5000 m/s, over an 
interval of about 100 m, as a series of steps but with no significant drops in the velocity (Figure 
4.51b).  The starting model under-estimates the sonic velocities at this well location, and the inversion 
though it recovers the lower velocities, does not appear to improve the well tie.   
Figure 4.54 shows a vertical slice through the FWI velocity model that passes through well 7.  
The gamma ray and resistivity logs are overlain at the well position.  The top of the low-velocity layer 
at 3050 m matches an increase in the gamma ray values and an increase in the resistivity values.  A 
slight kick in the gamma ray values and an increase in the resistivity values at about 3400 m 
correspond to another change in the velocities (cyan to green) recovered by the FWI.  The increased 
resistivity values at 3500 m also ties with a change in the velocities (green to yellow).   
Figure 4.55 shows a vertical slice through the FWI velocity model that passes through well 2.  
The gamma ray, neutron, density and resistivity logs at this well location are overlain on the velocity 
model.   At depths of about 3100 and 3450 m, the neutron-density and gamma ray logs show distinct 
changes in trend or kicks.  These breaks correspond with layering recovered by the FWI and thus 
increase confidence in the FWI model.  Though less obvious, at 3000 m, the FWI velocity model 
shows a change in the velocity (blue to cyan colours).  This velocity change ties with a drop in the 
gamma ray values and an increase in the resistivity values.   
An exact match between FWI and well velocities is not expected.  Sonic velocities are high-
frequency representations on the true sub-surface velocities.  The FWI aims to obtain the velocity 
based on an acoustic anisotropic assumption using only the low-frequency content of the seismic data.  
But the quantitative agreement in both trend and structure is encouraging.  The FWI results move 
from the starting model towards the sonic velocities, and at depths of more than 3000 m, it always 
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recovers the lowest values seen by the sonic log.  The contractor’s start model predicted values of 
high values of epsilon, and moderate values of delta in the chalk section (Figure 4.13).  These high 
anisotropy values are unlikely to be correct.  Thus a later anisotropic acoustic inversion was run, 
where the values of epsilon and delta were arbitrarily reduced to zero within the chalks (Figure 4.56).  
Refinement of the anisotropic model within the chalks has minimal effect on the inversions in the 
shallow section at depths of 3000 m or less.  In the deeper section it does not change the qualitative 
structure recovered, but it does affect the quantitative values of the velocities, and hence the well tie in 
the chalks.  Figure 4.57 shows the velocity-depth profiles through the well positions with the sonic, 
starting and recovered FWI velocities for an isotropic model within the chalks.  The FWI appears to 
improve the well tie for wells 1, 2 and 7 down to depths or 3500 m, with the FWI recovering either 
the average velocities or the lower velocities.  Beyond 3500 m, the recovered velocities for wells 3 
and 7 are inaccurate.  The inversion results for well 7 though, suggest that the inversion is heading in 
the correct direction.  At depths deeper than 3000 m, well 2 still largely underestimates the velocities.   
 
Figure 4.51 Velocity-depth profiles for the four well logs in the Tommeliten field: (a) well 1; (b) well 2; (c) well 3; and 
(d) well 7.  The grey curve shows the sonic velocities at the well positions, the green curve shows the velocity profile through 
the starting model, and the blue curve shows the velocity profile through the recovered FWI velocity model.   
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Figure 4.52 Vertical slice of the recovered FWI velocity model passing through well 1 (white) with the neutron, density, 
gamma ray and resistivity curves superimposed at the well position. 
 
Figure 4.53 Vertical slice of the recovered FWI velocity model passing through well 3 (white) with the neutron, density, 
gamma ray and resistivity curves superimposed at the well position. 
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Figure 4.54 Vertical slice of the recovered FWI velocity model passing through well 7 (white) with the gamma ray and 
resistivity curves superimposed at the well position. 
 
 
Figure 4.55 Vertical slice of the recovered FWI velocity model passing through well 2 (white) with the neutron, density, 
gamma ray and resistivity curves superimposed at the well position. 
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Figure 4.56 1D anisotropic parameters used for the FWI.  Red – epsilon values; Purple – delta values.  The solid 
curves show the reduction of the anisotropy in the chalks while the dashed curves show the initial contractor’s values.   
 
Figure 4.57 Velocity-depth profiles for the four well logs in the Tommeliten field: (a) well 1; (b) well 2; (c) well 3; and 
(d) well 7.  The grey curve shows the sonic velocities at the well positions, the green curve shows the velocity profile through 
the starting model, and the blue curve shows the velocity profile through the recovered FWI velocity model with the 
anisotropy in the chalks reduced to zero.   
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4.19.6  Phase Residuals 
This section examines the phase residuals between the datasets for the acoustic anisotropic 
inversions.  The phase difference between the observed and the modelled data, at the lowest useable 
frequency is calculated.  The mono-frequency phase residuals (Shah et al., 2012) are used to quality 
control the final FWI models. If the two datasets are not cycle-skipped, then the phase residuals 
should vary smoothly and consistently in space.  Conversely, if the two datasets are cycle-skipped, 
then there will be sudden 3600 jumps in space.      
Figure 4.58a shows the phase residuals between the field data and synthetics generated using the 
starting model for one receiver gather. At short and medium offsets, the residual are pale whites and 
blues, that is, the datasets are in phase.  At the largest offsets of approximately 7.5 km, the first cycle 
skipped boundary is apparent by a rapid jump from +π (red) to -π (blue).  Ideally initial inversions 
should not use any data beyond the cycle-skipped boundary, and the velocity model should be 
accordingly modified.  However, all the data is inverted, including the cycle-skipped arrivals.  
Figure 4.58b shows the phase residual between the field data and the synthetics generated using 
the final FWI model for the same receiver gather.  As the large majority of the data are not cycle-
skipped, it in fact helped to counter balance the adverse effects of the small volume of cycle-skipped 
data.  The phase difference shrinks towards zero over most of the domain suggesting that the 
inversion is in fact successful.       
 
Figure 4.58 Phase residuals at 3 Hz, the lowest inversion frequency.  (a) Residual between the field data and the 
synthetic data generated using the starting model.  (b) Residual between the field data and the synthetic data generated 
using the final anisotropic FWI model. Cycle skipping in these plots is evidenced by abrupt jumps between red and blue.  
Data from one receiver position (yellow circle) and all the shots for one swath covering an area of 10 by 12 km is shown.  
The arrow highlights the cycle-skipped boundary. 
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4.19.7 Depth Migrations 
Depth migrations using the sub-critical reflection data and the recovered FWI models is a basic 
tool used to quality control the accuracy of the tomography.  The depth migrations were done by a 
contractor using an earlier version of an FWI velocity model obtained with very similar results, from a 
very similar methodology to that discussed.  Both the initial velocity model and the final FWI models 
were migrated using a reverse-time migration algorithm, and the initial 3D VTI parameters.  The 
starting model was re-migrated for direct comparison with the migrations using the FWI model.  The 
FWI model though was modified to remove the edge effects of the inversion.  This involved laterally 
smoothing the recovered model to merge with the starting model at the edges and from depths of 3250 
to 3700 m.   
 Figure 4.59a shows common image gathers for offsets up to 5000 m for the migrations using the 
starting model, and Figure 4.59b shows the equivalent gathers for migrations using the FWI recovered 
model.  At depths shallower than 3 km, both models appear to flatten the image gather equally as 
well.  At deeper depths, the normal moveout stretch effect is evident at the largest offsets, as this is 
unavoidable.  However the velocities from the starting model appear to be too low especially at depths 
of about 4000 m.  This is seen from the apparent upwards dip of the reflectors.  Using the FWI model, 
the reflectors are clearly flattened.  Thus, the final FWI model appears to contain more accurate 
velocities. 
 
Figure 4.59 Common image gathers migrated (Kirchhoff algorithm) using (a) the starting velocity model and (b) the 
final FWI model.  A maximum offset of 5 km is shown (from Warner et al., 2013).   
Figure 4.60a shows a vertical slice through the reverse-time migrated data using the starting 
velocity model, and Figure 4.60b shows the equivalent slice through the reverse-time migrated data 
using the FWI model.  Both images are broadly similar.  However, in the deeper reservoir section at 
depths of 3000 to 4000 m, conflicting dips are removed, the reflectors are more continuous, sharper, 
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better focused, brighter and less noisy.  Clearly there are significant uplifts in the migrated section 
with the FWI velocity model.  
Figure 4.61a show a horizontal slice through the reverse-time migrated data using the starting 
velocity model, and Figure 4.61b shows the same slice through the migrated image using the FWI 
model.  Both images are broadly similar, but the latter is a simpler, regular, elongate dome, while the 
former shows a more structurally complex dome with irregular deformation.  These changes have 
significant implications in the volumetric calculations.    
 
Figure 4.60 Reverse-time migrated vertical sections using: (a) the starting model and (b) the final FWI model (from 
Warner et al., 2013).     
 
Figure 4.61 Horizontal depth slices at 3600 m through the reverse-time migrated volumes using (a) the starting model 
and (b) the FWI model (from Warner et al., 2013).   
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4.20 Computational effort and objective functions 
The computational 4th-order finite difference grid contained nearly 27 million cells, with 2101 
time-steps for 8.4 s of data.  The inversions in the time domain were run on ten 12-core nodes with 
hyperthreading, and 2 processes per node (each process uses multiple threads so the 2 processes fully 
utilize all 12 cores).  A total of 41 compute nodes were used each with 24 GB of RAM.  The seismic 
data subset was approximately 120 GB in size.  The run-times, for 90 iterations, were about 65 and 67 
hours for the isotropic and anisotropic inversions respectively. 
Figure 4.62 shows the drop in the objective function with iteration.  Each iteration for a given 
frequency block uses a different subset of shots, and the amplitude normalisation differs for each 
iteration.  Additionally different filters were applied at each frequency.  Every eighteen iterations 
represents a different frequency block or the incorporation of higher frequencies into the inversion.  
For any given frequency block, the objective function shows a general decrease with iterations as 
expected, and then remains steady or relatively constant. Further iterations for any given block, result 
in very minor improvements in the velocity model at a large computational cost.  This though may be 
misleading for a given frequency as each shot is only inverted once.  For the first 3 iteration blocks 
(54 iterations) with the successive inclusion of 3, 4 and 5 Hz data, the objective function is reduced to 
approximately 60 % of its original value.  After 54 iterations, with the incorporation of 6 Hz data, 
there is a general increase in the objective function, and after 72 iterations with the incorporation of 7 
Hz data, there is another increase.  These increases though are due to a different subset of the data, as 
a multi-scale approach was employed, and the objective function stabilizes for each of the two blocks.  
 
Figure 4.62 Graph of the percentage drop in the objective function with iterations for the acoustic anisotropic 
inversions of the Tommeliten dataset.  
  
 137
4.21 Synthetic Checkerboard Tests 
The resolution and sensitivity of recovered models from full-waveform tomography can be constrained 
using checkerboard analysis (Warner, 2010).  This involves applying perturbations to the final recovered 
model, generating synthetic data using the field data acquisition geometry, and attempting to recover the 
perturbations with the same parameterisation used for the field inversions.  Checkerboard testing can 
reveal the spatial resolution of features, the degree to which features are recoverable from the data and the 
degree to which the absolute amplitudes are reliable.  It however, does not reveal any short-comings in the 
modeling such as attenuation effects.   
A checkerboard pattern with both large- and small-scale checkers was inserted on the final recovered 
FWI model for Tommeliten.  The large checkers measured 2500 x 2500 x 500 m with perturbations of +2 
and -2%, and small checkers measured 500 x 500 x 500 m in the x, y and z directions respectively, with 
perturbation of +1 and -1%.  The small- and large-scale checkers were summed such that the final 
perturbations were +3, +1, -1 and -3% (Figure 4.63).  The checkers were then rotated about the x-axis so 
that the checkers are aligned at 30 degrees clockwise to the x-axis.   
 
Figure 4.63 Depth slice showing the percentage perturbations of the checkers. 
A synthetic dataset was generated using the velocity model with the checkers overlain, the 1D vertical 
transverse anisotropic model predicted for the Tommeliten dataset from the conventional PSDM, and the 
same acquisition geometry as the Tommeliten dataset.  The data are noise free, and were predicted using a 
known source and velocity-density relationship.  
 Full-waveform tomography was performed using the same parameterisation as the real data 
inversions, and starting from the velocity model with no checkers inserted and the true anisotropic model.  
The source wavelet used for the tomography is the same wavelet used for the data generation and the 
density should be perfectly accurate if the inversion recovers the true velocities. 
Difference plots between the true velocity model and the start velocity model illustrate the 
checkerboard pattern that the inversion attempts to recover.  While difference plots between the recovered 
velocity model and the start velocity model illustrate the pattern that the inversion actually recovered.    
Figure 4.64 shows depth slices at 200 m for the recovered difference and the true difference.  The 
definition of the recovered checkers at both scales is extremely well defined with the sharp edges 
recovered throughout the model except at the edges, where the edge effects of the tomography results 
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in a blurred image.  Structure of the order of 500 m or larger may be extremely well resolved at this 
depth with a similar acquisition.  The absolute amplitudes, however, though relatively close to the true 
amplitudes are not perfectly matched.  These tests increase the confidence in the geometry of the 
channels recovered at this depth for the real data inversion, but also question the absolute velocities of 
the recovered channels. 
 
Figure 4.64 Difference plots showing depth slices at 200 m for (a) the checkerboard pattern recovered from FWI and 
(b) the true checkerboard pattern.  This depth corresponds to the level of the channels recovered for the Tommeliten dataset. 
Figure 4.65 shows depth slices at 1200 m for the recovered difference and the true difference.  
Similarly to the slices at 200 m, the definition of the recovered checkers at both scales is extremely 
well defined with the sharp edges recovered throughout the model except at the edges, where the edge 
effects of the tomography results in a blurred image.  The edge effects though extend further into the 
model as expected at deeper depths.  Structures of the order of 500 m or larger may be extremely well 
resolved at this depth with a similar acquisition.  The yellow oval represents the relative position of 
the gas present in the real data at this depth.  Within this region the checkers are extremely well 
recovered increasing confidence in the resolution of the structure of the recovered gas anomaly.  The 
absolute velocities of the recovered gas however, still have uncertainties associated.  
Figure 4.66 are depth slices at 3200 m showing the recovered difference and the true difference.  
The green boxes are coincident with the slices in Figure 4.46.  The edge effects of the tomography are 
again pushed inwards as the ray coverage at the edges is even sparser.  Thus, the blurred region at the 
edges is larger than at shallower depths.  The large-scale checkers are still clearly recovered, but with 
a blurred, shadowy effect further from the central regions of the image where the ray coverage is 
sparsest.  The smaller checkers are clearly recovered throughout the model, but the edges are blurred 
and not as sharp as the true model.  At this depth, the absolute velocities of the recovered checkers 
though similar to the true velocities are not perfectly recovered.  Thus, for the real data, at depths of 
about 3200 m, the large-scale anticlinal features associated with the chalks, or any other features of 
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the order of 2500 m are clearly recoverable.  The recovery of the smaller features though, of the order 
of 500 m is still possible, but the definitions of such features are less accurate. 
 
Figure 4.65 Difference plots showing depth slices at 1200 m for (a) the checkerboard pattern recovered from FWI and 
(b) the true checkerboard pattern.  This depth corresponds to the level of the gas recovered for the Tommeliten dataset.  The 
yellow oval represents the approximate position of the gas in the Tommeliten and the while red dots represent the well 
positions. 
 
Figure 4.66 Difference plots showing depth slices at 3200 m for (a) the checkerboard pattern recovered from FWI and 
(b) the true checkerboard pattern.  This depth corresponds to deepest level for which small-scale checkers were clearly 
defined in the central regions.  The red dots represent the well locations in the Tommeliten field, and the green box 
represents the position of the slices shown in Figure 4.46. 
Figure 4.67 are depth slices at 3400 m showing the recovered difference and the true difference.  This 
depth represents the shallowest depth in the model, at which the recovery of the checkerboard patterns is 
significantly hindered at certain spatial locations.  However, there are spatial positions where both the large 
and small scale checkers are undoubtedly recoverable, although the definition of these features is not as 
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sharp as in the shallower sections, and the inaccuracy in the actual velocities increases.  The spatial 
position where the recovery of the checkerboard patterns is completely obliterated appears to be associated 
with the crest of one limb of asymmetric anticline feature, and highest velocities present in the model.   
 
Figure 4.67 Difference plots showing depth slices at 3400 m for (a) the checkerboard pattern recovered from FWI and 
(b) the true checkerboard pattern. 
Figure 4.68 are depth slices at 3850 m showing the recovered difference and the true difference.  At 
this depth, the recovery of features of the order of 500 m or less is poor, but the recovery of features of the 
order of 2500 m is still possible, but varies spatially, with obliterated regions again associated with the 
crest of the asymmetric anticline, and the highest velocities in the model.  
 
Figure 4.68 Difference plots showing depth slices at 3850 m for (a) the checkerboard pattern recovered from FWI and (b) 
the true checkerboard pattern.  
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4.22 Conclusions and Future Work 
The FWI model quantitatively recovered detailed structure not present in the start model.  In the 
near surface, geologically feasible, high-velocity channels are recovered.  Both the large-scale 
structure and fine details of the channels are consistent with an independent reflection dataset.  At 
intermediate depths, the FWI sharpens the structure associated with the gas-bearing sediments, and 
introduces wing-like arms that are consistent with faults from the reflection dataset.  At deeper 
reservoir depths, alternating layers of high- and low-velocity chalks are recovered starting from a 
model with a simple gradient.  The top and base of the recovered FWI layers are consistent with 
reflectors from the reflection dataset.  FWI highlighted a low-velocity anomaly in the chalk at the 
crest of the anticlinal, which is consistent with a zone of overpressure.        
The FWI model better matches the field data and generates synthetic data that improves trace-to-
trace correlation with the field data at all offsets, with the phase residuals between the two datasets 
significantly reduced towards zero.  Also the FWI model better flattens the common image gathers.  
Reverse-time migration using a similar FWI model, with a similar strategy, significantly improves the 
migrated image, and simplifies the reservoir geometry. 
The recovered structure shows good agreement with velocities from the wells, both in the shallow 
and the deep.  In the deep chalks, the FWI velocities, though, always appear to recover the lowest 
velocities seen by the well data. 
Synthetic checkerboard tests demonstrate that, with the acquisition geometry, sufficient wide-
angle arrivals are present to obtain useful updates down to about 4000 m, with regions identified from 
depth of 3400 m where the FWI updates are unreliable.  Large macro-scale checkerboard patterns are 
clearly recovered at such depths, while the recovery of the smaller checkerboard varies spatially with 
some small checkers clearly imaged and other poorly resolved.   These tests further increase the 
confidence in the recovered velocity model across the reservoir chalks.  
FWI of the Tommeliten dataset was successful only with careful pre-processing and 
parameterisation of the field data.  PZ summed data was not chosen as conventional summations 
techniques do not focus on the long offsets or low frequencies that are essential for FWI.  The 
pressure data was pre-processed to keep the longest offsets, focus on the post-critical and wide-angle 
arrivals, and to ensure the low frequencies were not altered.  Using the pre-processed pressure data, it 
was shown that incorporation of the anisotropy in the modelling stages was an important component 
for the FWI.  Additionally the importance of an accurate starting model was demonstrated.  Starting 
from a model without evidence of the gas, the inversions fail, as the starting model is not sufficiently 
accurate.  However this showed potential for transforming present velocity-model building techniques 
from a semi-automated, user dependent technique into to a more mundane, fully-automated process.  
Using a combination of the optimum parameters chosen from the testing stages, the final FWI results 
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are presented and shown to be accurate with several quality control measures.  Future work on this 
dataset to further enhance the velocity model is discussed below. 
1. FWI increased the quantitative understanding of velocities at the reservoir depths.  These 
were confirmed to correlate with overpressured zones.  Detailed analysis of the pressure data 
with the FWI velocities and other datasets can allow for increased understanding of the 
reservoir properties. 
2. The well data may be incorporated into the inversion scheme.  A purely data driven objective 
function was used for all inversions.  The objective function may be modified such that it 
incorporates both the data misfit and the model misfit with different weightings.   
3. The effects of attenuation which invariably affects the gas-bearing sediments can be 
incorporated into the inversion algorithm.  This would allow for better use of the amplitude 
information in the traces. 
4. The anisotropic model within the reservoir chalks is far from ideal.  An inversion algorithm 
where the anisotropic parameters are updated is suggested.  Alternatively, standard techniques 
using the depth migrated volume and the well data can be used to update the anisotropic 
model at each stage of the inversion. 
5. Only the hydrophone pressure data were used for this thesis.  However, geophone data was 
also obtained.  The use of the geophone data for the FWI allows for the modelling of more 
accurate physics, and provides opportunities to enhance the imaging of the intermediate gas 
sediments which have little effect of the shear waves.  Additionally it allows for the better 
understanding of the physical properties of the near surface channels. 
6. The incorporation of the shallow reflection data into the inversion scheme may allow for more 
fine details to be introduced into the velocity model.  
7. Inversions were performed with a maximum frequency of 7 Hz.  The field data though were 
acquired with frequencies of up to 70 Hz.  The incorporation of higher frequencies allows for 
better resolution and better positioning of reflectors.  This though is not within the scope of 
the existing compute hardware.   
 
 
  
 143
5 3D Streamer Field Data Example 
5.1 Introduction  
3D full waveform inversion (FWI) has been effective when applied to ocean bottom cable data.  
Such datasets are optimal for FWI as they generally contain low frequencies, long offsets, and full 
azimuthal coverage, and are rich in refracted seismic arrivals.  The vast majority of marine datasets, 
however, are acquired using towed streamers, which have narrow azimuthal coverage, shorter offsets 
and reduced signal at low frequencies.  In this chapter a similar methodology to that developed in 
chapter 4 is used for inverting a streamer dataset from the Southern North Sea.  In the data, imaging of 
the deep Carboniferous targets is hindered by rapid changes in velocity, caused by a suite of near 
surface channels that are located at depths of less than 500 m.  These channels produce a strong 
structural imprint manifested as pull-up effects on what appear to be otherwise smooth reflectors.   
A shallow-water, 3D streamer data from the Dutch Sector of the Southern North Sea was 
analysed.  The data has limited narrow azimuthal coverage with a maximum offset of 6 km.  The data 
is dominated by reflected arrivals at offsets of less than 3 km, but does contain refracted arrival at the 
earliest times for all offsets.  Preprocessing is minimal.  It included limiting the offsets to 1km and 
using mainly refracted arrivals for early iterations, and later widening the window to include both 
reflected and refracted arrivals.  For later iterations, offsets up to 3 km were included.  The limited 
offset technique was used for layer-stripping technique (Wand, 2008) to focus only on the shallow 
section first, and also largely due on the computational effort needed for the FWI.  
Three narrow frequency bands, in the range 4-6 Hz, are inverted, using a multi-scale approach in 
the time-domain that honours a VTI anisotropic model with epsilon values as high as 9 %.  A small 
subset of only 319 shots per iteration is used with a different subset for each iteration, and a total of 
120 iteration only.  The start model was obtained from standard PSDM model building with 
anisotropic reflection tomography, but with evidence of the channels removed.   
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5.2 Problem 
Near-surface channels associated with rapid changes in velocity at shallow depths of typically less 
than 500 m are very common in several oil and gas fields worldwide, including the Valhall and 
Tommeliten fields.  Such channels typically hinder the imaging of deeper reservoir targets, potentially 
lead to static problems during standard processing, and prevent accurate depth migration of deeper 
reservoirs.  These channels produce a strong structural imprint manifested as pull-up effects on what 
appear to be otherwise smooth reflectors (Figure 5.1).  These shallow channels generate non-
hyperbolic sigmoidal gathers.  The complexity of the moveout curve and the short wavelength of the 
imprint present a serious challenge to the current practice of obtaining velocity models for migration 
using reflection tomography.  It is difficult to accurately pick velocities within channels using 
standard or conventional techniques, and thus the industry norm is to insert channels manually into 
the velocity model, guided by the power of the reflection stack. This process is subjective and user-
dependent, may lead to inaccurate depth migrations, and increases uncertainty in reserve estimates.  
FWI offers the possibility of simplifying and improving this process, through iteratively converging to 
a well-resolved velocity model for depth migration.   
 
Figure 5.1 PSTM vertical slice illustrating the effect of shallow channels with anomalous velocities on the deeper 
section. 
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5.3 Dataset 
The dataset is from Block E11, which is located in the Dutch sector of the Southern North Sea 
(Figure 5.2).  It lies northwest of Amsterdam, approximately 120 km from the Den Helder facility.  
Block E11 has an areal extent of about 401 km2.  In 2010, 3D seismic data were acquired over E11 
and adjacent blocks. This survey acquired narrow-azimuthal data with maximum offsets of 6 km.  The 
survey was acquired with the acquisition parameters summarised in Table 5.1.  
 
 
Figure 5.2 Map highlighting the E11 licence block (dashed green) in the Dutch sector of the Southern North Sea. 
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Table 5.1 Summary of acquisition parameters for the 3D seismic data over Block E11. 
Survey  Size (km2) 1652 
Receivers 
Cable type Q streamer 
Number of cables per swath 10 
Cable length (km) 6 
Inline receiver spacing (m) 12.5 
Crossline receiver spacing (m) 75 
Depth (m) 9 
Number of receivers per cable 478 
Low-cut analogue response  (Hz-dB/Oct) 2 – 6 
Sources 
Mode flip-flop 
Energy Source airguns (3653 cubic inches) 
Depth (m) 7 
Array separation (m) 37.5 
Inline shot interval (m) 25 
Shooting direction (degrees) 309 
Sail lines 
Number of sail lines 83 
Length of sail line (km) 59 
Data Record length (s) 7.0 
Sample rate (ms) 2.0 
Recording Low-cut recording filter (Hz-dB/Oct) 2 - 18 
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5.4 Preprocessing 
Figure 5.3a shows a shot record for a single cable with no preprocessing.  At all offsets, the data 
have wide-angle refracted arrivals – turning rays, post-critical reflections, ghosts and multiples.  
However, at the short offsets of less than 3 km, the data are largely dominated by sub-critical reflected 
arrivals, their multiples and ghosts.  
The preprocessing is minimum as most standard processing tools are designed for sub-critical 
reflections, and have undesirable effects on either the low frequencies or the wide-angles.  
Preprocessing of the field data firstly involved obtaining a decimated subset comprising every 
fifth source and every eight receiver.  Figure 5.3b shows a decimated shot record. The decimated data 
subset contained 792,000 receivers (about 600 per shot) with a spacing of 100 m and 75 m in the 
inline and crossline directions respectively; and approximately 3,190 shots with a spacing of 125 m 
and 300 m in the inline and crossline directions respectively.  The data is decimated to invert for the 
minimum dataset possible without compromising the resolution, which is limited to half the spacing 
of the shots or receivers for the short-offset data.   
With a maximum frequency of 6 Hz, and water velocity of 1480 m/s, the shortest seismic 
wavelength for the FWI is approximately 247 m.  This allows for a maximum spatial resolution of no 
better than about 103 m. The data are sub-sampled at a density slightly smaller than the maximum 
resolution in the inline direction.  In the crossline direction, the resolution is constrained by the 
acquisition geometry.   
The shot and receiver spacing must also be chosen such that the subset is not spatially aliased.  
For the shot and receiver spacing in the inline directions, the Nyquist wavenumbers are 0.004 and 
0.005 m-1 respectively, and with water velocity, the Nyquist frequencies are 6 and 7.5 Hz respectively.  
Thus, at the low frequencies used for the tomography, the receivers and sources are not spatially 
aliased.   
The subset was further decimated such that the time sampling was 4 ms.  Bad shots and receivers 
were removed, and the data were filtered to keep all low frequencies, and cut the higher frequencies 
(Figure 5.3c).  At offsets larger than 3 km, refracted arrivals and post-critical reflections from the 
chalks and salt are present.  These are present at depths of 1800 m and greater.  Thus, the data was 
further limited such that the offsets larger than 3 km were removed as FWI aims to update the model 
in the shallow at depths of 1500 m or less.  Figure 5.3d shows the filtered decimated shot gather with 
a maximum offset of 3 km.   
The FWI scheme used a layer-stripping method (Wang and Rao, 2009), which initially focused on 
updating the channels in the top 500 m of the model.  Thus inversions schemes 1, 2 and 3 (discussed 
later) used a maximum offset of 1 km and a maximum time of 2 s.  Figure 5.4 shows a preprocessed 
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gather for the three schemes.  Figure 5.4a show a typical shot record used for inversion scheme 1.  
The red line represents the bottom mute applied to such that mainly transmitted arrivals were inverted, 
and all effects not modelled by the acoustic algorithm are removed.  Figure 5.4b shows the same shot 
record preprocessed for inversion scheme 2.  Both reflected and refracted arrivals are inverted 
together.  Figure 5.4c shows the same record preprocessed for inversion scheme 3.  The red line 
represents the same mute from inversion scheme 1.  Early iteration focused on the transmitted arrival 
occurring above the mute.  At later iteration the window was widened to incorporate all the data, that 
is, both refractions and reflections. 
 
Figure 5.3 Single shot gather showing the initial preprocessing steps for the streamer dataset. (a) Raw data; (b) data 
subset with every 5th shot and 8th receiver; (c) decimated data subset with low-pass filter (12-15 Hz); and (d) decimated, 
filtered data with up to 3 km offsets. 
The FWI scheme was later allowed to update the velocities at depths of 1.5 km.  Figure 5.5 shows 
the data used for inversion scheme 4.  The early iteration used the same data set as inversion scheme 
1, that is, offsets up to 1 km with a bottom mute applied to focus the inversion on mainly transmitted 
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arrivals (Figure 5.5a), and later iterations used offsets up to 3 km with a bottom mute applied such 
that the inversions still focused mainly on the transmitted arrivals.   
Surface multiples, and source and receiver ghosts are retained within the data, and these are 
modelled during the FWI.  The data were trace-equalised during FWI so that the inversion fits relative 
amplitudes within a single trace, but not between traces.   
 
Figure 5.4 Single shot gather showing the preprocessed data subsets used for inversion schemes 1, 2 and 3. The 
maximum offset is 1 km, and the maximum time is 2.0 s.  (a) Preprocessed data used for inversion scheme 1.  The red line 
represents the bottom mute applied to the data.  (b) Preprocessed data subset used for inversion scheme 3.  (c) Preprocessed 
data subset used for inversion scheme 2.  The red line represents the bottom mute applied to the data such that early 
iterations used only data above the mute line and later iterations used all the data. 
 
Figure 5.5 Single shot gather showing the preprocessed data subsets used for inversion schemes 4.  The red line 
represents the bottom mute applied to the data.  (a) Data subset used for early iterations: the maximum offset is 1 km (left of 
blue line).  (b) Data subset used for later iterations: the maximum offset is 3 km.   
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5.5 Grid Spacing and Time Sampling 
The grid spacing is controlled by the stability of the finite difference algorithm used for the 
inversion.  For any given time step, the wavefield cannot propagate more than half of a grid cell (eqn 
4.3).   
The lowest velocity expected in the study area is that of the water, 1480 m/s, and the highest 
velocity expected in the shallow section down to depths of 1 km is less than 3000 m/s.  Water depths 
in the area are approximately 40 m.  Thus, the grid spacing may be 20 m with 3.3 ms sampled data, or 
25 m with 4.2 ms sampled data, or 30 ms with 5 ms sampled data.  A grid spacing of 25 m with a 
sample time sampling of 4 ms was chosen.  The grid spacing is based on a compromise between 
several factors.  It is the smallest spacing possible to allow for the required resolution, but not too 
small such that it is computationally too expensive, and not too coarse such that it cannot effectively 
capture the sea bed.  With a grid spacing of 20 m, the computational effort (eqn 4.4) is about 2.4 times 
larger than with a grid spacing of 25 m.  
5.6 Frequency 
Selecting the best starting frequency is an important element of any FWI scheme.  The signal-to-
noise ratio is of interest when choosing the lowest inversion frequency rather than the amplitudes 
(Warner et al., 2013). 
 
Figure 5.6 A randomly selected shot gather with different high-cut filters applied: a) no filter; b) 12-15 Hz; c) 4-5 Hz.  
Figure 5.6 illustrates a randomly selected shot gather in the time domain with different high-cut 
filters applied.  At low frequencies of less than 12 Hz, coherent refracted and reflected energy are 
visible (Figure 5.6b).  At frequencies of less than 4 Hz, Scholte waves are the strongest arrival at short 
offsets and noise from an external source is prevalent at longer offsets (Figure 5.6c).  There may be 
some signal from transmitted arrivals at short to intermediate offsets, but the arrivals are quite weak. 
In order to explore the frequencies in the data further, plots of the phase are analysed.  
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Figure 5.7 Phase plots for (a) 5.1 Hz, (b) 4.0 Hz and (c) 3.4 Hz data from sequentially selected shots.  Data are from 
approximately 100 shots covering the full model area.  Shot locations indicated by black dots; sail direction shown by black 
arrows; first 3 km of offset shown for each shot.    
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  Figure 5.7 shows the phase of approximately 100 sequentially selected shots spread across the 
full model at selected frequencies of 5.1, 4.0 and 3.4 Hz.  The plots are for data with a maximum 
offset of 3 km as the FWI analysis does not incorporate larger offsets.  At 5.1 Hz, the smooth stripes 
or arc like structure indicates coherent energy and a good signal-to-noise ratio.  At 4.0 Hz, there is a 
lower signal-to-noise ratio than at 5.1 Hz, but the energy is still fairly coherent.  At 3.4 Hz, the data 
appear to be dominated by noise at all offsets, with very little coherent energy.  Thus, the lowest 
useable frequency for the FWI was chosen as 4 Hz.   
The maximum useable frequency for the forward modelling is controlled by the lowest velocity 
and stability of the forward modeling algorithm.  With 5 samples per wavelength (eqn 4.5) and a 
minimum velocity of water, the highest useable frequency is 11.8 Hz.  The FWI scheme though did 
not use frequencies above 6 Hz.   
FWI tests were run using a multi-scale approach with frequencies increasing from 4 to 6 Hz (4, 5 
and 6 Hz).  Table 5.2 summarises the parameters chosen for the inversion.  
 
Table 5.2 Summary of the parameters chosen for the inversion. 
water velocity (m/s) 1480 
minimum frequency (Hz) 4 
grid spacing (m) 25 
grid points per wavelength 4 5 
maximum useable frequency (Hz) 14.8 11.8 
maximum frequency used (Hz) 6 
maximum velocity (m/s) 3000 
time step (ms) 4 
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5.7 Start Model and anisotropic parameters 
An initial velocity model was supplied by the contractor.  Stacking velocities derived from a pre-
stack time migration were smoothed and converted to depth using well logs for calibration.  The latter 
was further constrained using a tomographic layer-stripping scheme, and the well logs for depth 
calibration at each stage of the inversion.   The anisotropic models were constrained using the 
geometry of the reflectors.   
The width of the channels is less than the cable spacing, and thus the channels results in a non-
hyperbolic geometry in the gathers.  High-velocity channels in the shallow sediments were added 
manually by the contractor, as they are unresolvable using travel-time tomography and adversely 
affect the reflections in the deeper section if not incorporated in the velocity model used for migration 
(Figure 5.1).  The presence of the channels in the shallow sediments creates pull-up features and blurs 
the image.  Thus, the contractor auto-picked a deeper horizon, which was manipulated to create an 
artificial channel, which was then inserted into the velocity model.  The model with the manually 
inserted channels was used for PSDM.  
This procedure is quite common for PSDM when reflection tomography is inadequate.  It is time-
consuming, subjective and dependent on the individual interpreter.  An advantage of using FWI is that 
the channels can be recovered directly and objectively, and thus FWI offers an alternative and 
potentially better method to the manual insertion technique.     
Figure 5.8a and Figure 5.9a show horizontal and vertical slices through the model supplied by the 
contractor.  In the shallow clastic section, down to depths of about 1.8 km, the model is relatively one-
dimensional except in to top 170 m, where it is disturbed by high velocity channels.  Underlying the 
clastics are Cretaceous chalk deposits of varying velocities.  The topography of the chalks is largely 
dependent on the deeper salts with velocities ranging from 3500 to 4000 m/s.  At even deeper depths 
of 3600 m or greater, there are Carboniferous hydrocarbon reservoirs.  This study though focuses on 
the top 1.5 km of the model only.    
The original model measured 76.4 x 32.2 x 7.0 km with a grid spacing of 50 m and 56.25 m in the 
x and y directions and 10 m in the z direction.  A small subset measuring 14.1 x 10.0 x 1.5 km was 
selected.  It was resampled all three directions such that the grid spacing was 25 m, and smoothed in 
the x and y directions by a horizontal wavelength of 2700 m.  The effects of smoothing were minimal 
except for the shallow channels, which were mostly removed after smoothing (Figure 5.8b and Figure 
5.9b).  It is important in FWI for the starting model to include sharp well-constrained boundaries such 
as the sea-bottom.  If a boundary is not well constrained is should be excluded.  FWI is driven by the 
strongest events in the input data, so sharp boundaries in the wrong location tend to dominate the 
inversion and since FWI is an iterative scheme, it may require lot of iterations to correctly shift 
incorrectly placed sharp boundaries in the starting model.  
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The contractor’s model was quite strange in the water layer, with the velocity gradually decreased 
from water velocity 1480 m/s at the top of the model to 1450 m/s in the top 15 m of the model (Figure 
5.10 – blue curve).  Within the next 10 m of the model, the velocities drastically increased to about 
1660 m/s and a dropped to 1480 m/s.  From 25 m to the water sediment interface at approximately 40 
m, the velocities gradually increased to 1625 m/s.  For migration purposes this model was sufficient, 
but initial testing suggested that the seabed boundary was not sufficient for the FWI.  Thus the model 
was modified to have a sharp water-sediment interface (Figure 5.10 – red curve). 
 
 
 
Figure 5.8 Horizontal depth slice at 125 m through: (a) the original contractor’s PSDM velocity model and (b) the 
starting velocity model after smoothing by 2700 m in the x and y directions.   
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Figure 5.9 Vertical slice through: (a) the original contractor’s PSDM velocity model and (b) the starting velocity 
model after smoothing by 2700 m in the x and y directions.   
 
 
Figure 5.10 Velocity-depth profile for the top 50 m of the initial starting velocity model (blue) and the modified model 
with a sharp seabed (red). 
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The contractor’s model for anisotropy is a VTI model, as there is no strong evidence to suggest 
azimuthal p-wave anisotropy, lateral changes in anisotropy or a tilted axis of symmetry.  Horizontal 
and vertical velocities are intrinsically different for VTI media and are related by Thomsen’s 
anisotropic parameters, delta (δ) and epsilon (ε).  The models of delta and epsilon provided by the 
contractor are relatively one-dimensional down to 1.5 km, with limited variations laterally.  Thus a 
one-dimensional profile was used for the inversions (Figure 5.11).  Delta is 4% throughout except in 
the water layer, while epsilon increases from 4% at 600 m to 9% at 1,500 m.  
 
 
Figure 5.11 1D anisotropic parameters used for the FWI.  The red curve shows the delta values and the blue curve 
shows the epsilon values. 
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5.8 Source  
5.8.1 Which source? 
The inversions use a free surface boundary condition during the forward modelling stages.  
Source ghosts, receiver ghosts and water bottom multiples are modelled.  Thus, the source signature 
employed for the inversion should not contain these arrivals and should be a deghosted and 
demultipled source signature.  Two methods of determining the source for FWI were explored, the 
first uses the contractor’s far-field source signature and the second used the near-offset field data.   
1. Far-field signature 
An external processing contractor provided a modelled far-field source signature based on the 
source array used during the field data acquisition (Figure 5.12a and b).  The source ghost was 
deterministically removed from this wavelet.  The zero-offset arrival times and amplitudes for both 
arrivals were calculated (Table 5.3 and Figure 5.13).  A synthetic trace with these arrivals represented 
as spikes was generated, and its inverse filter calculated with white noise added for stability.  This 
inverse filter was convolved with the original contractor’s wavelet (Figure 5.12a) to remove the 
appropriate arrivals.  The deghosted wavelet (Figure 5.14a) was then filtered with the same filters 
applied to the field data for consistency.   
2. Near-offset extracted signature 
All traces with offsets less than 100 m were selected and quality controlled to remove any 
anomalous traces.  A linear move-out was applied so that the traces were shifted to start at time zero.  
The shifted traces were stacked (Figure 5.12c), and deterministically deghosted and demultipled 
assuming zero offset rays.  Figure 5.13 shows the arrivals that were are contained in the stacked short-
offset data trace, but should not be contained in the final extracted wavelet, as a free-surface boundary 
condition is used for the modelling.  Table 5.3 summarises the approximate arrival times and 
amplitudes for the arrivals.  A synthetic trace with these arrivals represented as spikes was generated, 
and its inverse filter calculated.  The inverse filter was convolved with the stacked trace to remove the 
ghosts and multiples.  The resultant wavelet was then filtered to ensure consistency between the field 
and modelled data (Figure 5.14c and d).  
5.8.2 Modelling with different source wavelets 
Both the near-offset extracted and far-field wavelets were used to predict the starting model data 
(Figure 5.15).  Comparisons of the latter with the field data suggest that both versions of the source 
signature were adequate to model the field data with minimal differences between the predicted 
wavefields.  The deghosted demultipled wavelet extracted from the short-offset field data was 
however used for all tomographic inversions. 
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5.8.1 Source inversion strategy  
The final data subset contains 3190 shots.  It is possible to use an inversion scheme with all the 
shots, however this is extremely costly.  A smaller subset of only 319 shots is updated for any 
iteration.  319 shots were chosen as it allows the use of 27 compute nodes with 12 sources run per 
nodes.  Compute nodes were used in parallel. 
Shots are sequentially chosen such that they are always distributed throughout the model, and 
such that shots are not repeated until all 3190 shots were used for the inversions.  Thus, all 3190 shots 
are only inverted after 10 iterations.  Since each frequency band only uses 40 iterations, each shot is 
inverted 4 times for a given frequency band.   
 
 
Figure 5.12 (a) Contractor’s far-field source wavelet and (b) its corresponding amplitude spectrum; (c) stacked short-
offset field data and (d) its corresponding amplitude spectrum. 
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Table 5.3 Summary of arrival times and amplitudes of the ghosts and multiples present in the source signature.  
Calculations assume a SB reflectivity of 0.9 and the velocity of the first sediment layer of 1800 m/s based of the field shot 
gathers. 
Arrival 
Zero offset 
distance 
(m) 
Zero offset 
time (ms) 
Polarity Amplitude 
direct arrival 2 1 positive 1.000 
source ghost and 
direct arrival 
16 11 negative 0.900 
sea bed primary 74 50 negative 0.442 
source ghost and 
primary 
88 59 positive 0.398 
receiver ghost 92 62 positive 0.398 
source and receiver 
ghost 
106 72 negative 0.358 
source ghost and 1 
seabed multiple 
178 120 positive 0.158 
receiver ghost and 1 
seabed multiple 
182 123 positive 0.158 
source and receiver 
ghosts and 1 seabed 
multiple 
196 132 negative 0.142 
source ghost and 2 
seabed multiples 
268 181 positive 0.063 
receiver ghost and 2 
seabed multiples 
272 184 positive 0.063 
source and receiver 
ghosts and 2 seabed 
multiples 
286 193 negative 0.057 
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Figure 5.13 Schematic showing different arrivals that were removed from the source signatures. 
 
 
Figure 5.14 (a) Deghosted, low-pass filtered far-field source wavelet and (b) its corresponding amplitude spectrum; (c) 
deghosted, demultipled, low-pass filtered extracted field wavelet and (d) its corresponding amplitude spectrum. 
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Figure 5.15 Trace by trace comparison of the different data.  1st trace in each panel – field data; 2nd trace in each 
panel (modelled data I) - the starting synthetics modelled with the deghosted version of the contractor’s far-field source 
wavelet; and 3rd trace in each panel (modelled data II) – synthetics modelled with the deghosted, demultipled source wavelet 
extracted from the near-offset field data.  
 
5.9 Density Model 
Gardner’s law (Gardner et al., 1974) is the commonly used density-velocity function in petroleum 
exploration and is the best assumption without any other a priori density information.  The 3D 
modelling algorithm uses a deterministic velocity-density relationship dependent on the updated 
inversion velocities.  It assumes Gardner’s equation (eqn 4.7) for velocities greater than 1750 ms-1, 
and for water velocity (1480 ms-1) it assumes water density (1000 kgm-3).  For velocities ranging 
between water velocity and 1750 ms-1, a simple linear function is used to uniformly increase the 
density from 1000 to 2073 kgm-3.  
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5.10 Methodology 
3D anisotropic acoustic FWI is applied to the North Sea narrow-azimuth, marine streamer dataset.  
A VTI model (Figure 5.11) predicted by initial PSDM is honoured during the modelling.  The 
anisotropic parameters are not updated during the inversions.  Offsets of up to 1 km are initially used 
to image the shallow channels down to depths about 500 m.  In order to discover the optimum 
inversion strategy, three tests were performed, each with different subsets of the data and with offsets 
of up to 1 km.   
a. Inversion scheme 1 - mainly refracted arrivals were used for the inversions.  An appropriate 
bottom mute was applied to the data to remove the unwanted arrivals. 
b. Inversion scheme 2 - all the data (reflections and refractions) were used from the start of the 
inversions. 
c. Inversion scheme 3 - all the data were used, but firstly focusing the inversion on the 
refractions during early iterations and opening this window to include all the data at later 
iterations. 
The effects of smoothing the gradient horizontally in the x and y directions were tested using 
inversion scheme 1.  This was tested to determine the optimum smoothing necessary to remove the 
acquisition footprints imposed by the inversion, while preserving the short-wavelength features. 
To enhance the imaging at deeper depths of up to 1 km, another scheme, inversion scheme 4, was 
tested.  The latter is similar to inversion scheme 1, such that it focused mainly on the transmitted 
arrivals.  However the data were also windowed in terms of offsets.  The early iterations used data 
with offsets up to 1 km and the later iterations used data with offsets up to 3 km.  
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5.11 Inversion Scheme 1 
This section discusses the FWI results obtained using an acoustic anisotropic algorithm with a 
‘conventional’ method for FWI, that is, a method which focuses mainly on the transmitted arrivals.  A 
mute was applied to focus the data on the transmitted arrivals and remove the reflected arrivals 
(Figure 5.3e), and only data with offsets up to 1 km were used for the inversions.   
Figure 5.16 shows a horizontal depth slice at 125 m below the sea surface, through the FWI 
model.  Starting from a smooth model (Figure 5.8b), the inversion has recovered a series of well-
defined high- and low-velocity channels.  Figure 5.17 shows a schematic of the FWI recovered 
channels at the same depth.  The dashed blue lines represent the low-velocity channel features and the 
dashed red lines represent the high-velocity channel features.  FWI has recovered two main high-
velocity channels highlighted by the pink and yellow polygons, remnants of high-velocity channel 
features highlighted by the dark green and grey polygons, two low-velocity channels highlighted by 
the light-green and blue polygons, and other low-velocity features associated with the high-velocity 
channels.     
Figure 5.8a shows the depth slice through the conventional reflection PSDM velocity field at 125 
m.  This slice is coincident with Figure 5.16 and Figure 5.17.  One main high velocity feature is 
dominant in the PSDM velocity slice.  This feature is at more or less the same spatial position as the 
FWI high-velocity channel highlighted by the yellow polygon (Figure 5.17).  But the average velocity 
of this channel is about 1900 m/s in the FWI model, and about 2100 m/s in the PSDM velocity field.  
At first glance, the high-velocity channel highlighted by the yellow polygon (Figure 5.16 and 
Figure 5.17), appears to have a shadow imprint throughout its length, possibly introduced by the 
inversion either due to the finite bandwidth of the modelling or some scattering effect.  But at their 
closest the features are about 185 m apart.  With a background velocity of ~1700 m/s and a maximum 
frequency of 6 Hz, the resolution of the FWI is about 140 m.  Thus there is no reason to believe that it 
is a shadow imprint rather than a true channel feature.  FWI may be imaging two separate channels 
that are relatively close to each other, or one channel with high velocities along the banks or edges 
and low velocities at the center possibly due to the channel fill or compaction or cementation.   
A high-frequency reflection PSTM volume is used to validate the FWI recovered channels.  
Although the former was obtained from a velocity field without any evidence of the channels, it 
shows evidence of channel features from 50 to 450 ms two-way times.  Selected time slices through 
the PSTM volume are discussed, as these are sufficient to quality control the FWI model, which 
contains evidence of channel down to depth of 500 m.  A given depth slice is not directly overlain on 
a given time slice as the background velocity is not homogenous but varies laterally and with depth. 
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Figure 5.18, Figure 5.19 and Figure 5.20 show time slices through a conventional PSTM volume 
at 150, 200 and 250 ms respectively.  The high-velocity channel highlighted by the yellow polygon 
(Figure 5.17) is clearly visible on the time slices at 200 and 250 ms.  The bends and bifurcations along 
the path of this channel is almost identical in the both the FWI and PSTM models.  The geometries of 
the low-amplitude (blue) regions on Figure 5.20 are highly correlated with low-velocity geometries 
along the length of the high-velocity FWI channel (Figure 5.16). 
Associated with the high-velocity channel in the yellow polygon (Figure 5.17) is a low-velocity 
tributary of branch (Figure 5.16 and Figure 5.17).  This feature correlates with an almost identical 
feature seen on the PSTM slice at 150 ms (Figure 5.18) and is missing from the PSDM velocity field 
Figure 5.8a. 
The high-velocity channel highlighted by the dark-green polygon (Figure 5.16 and Figure 5.17) is 
non-existent on the equivalent slice through the PSDM velocity field (Figure 5.8a), but corresponds 
with features seen on the PSTM slices (Figure 5.19 and Figure 5.20).  The geometries though are 
different.  However, depth slices through the FWI model at 150 m and 175 m show a high-velocity 
channel at this same spatial location with almost identical geometries to the PSTM slices. 
The high-velocity channel highlighted by the grey polygon (Figure 5.16 and Figure 5.17) is also 
non-existent with the equivalent slice through the PSDM velocity field (Figure 5.8a), but corresponds 
with the similar features on the PSTM model (Figure 5.18, Figure 5.19 and Figure 5.20).  The PSTM 
slice at 150 ms shows this feature extending further laterally.  This though was not recovered by the 
FWI. 
The high-velocity channel highlighted by the pink polygon (Figure 5.16 and Figure 5.17) is 
virtually non-existent in the equivalent slice through the PSDM velocity field (Figure 5.8a), but 
correlates well with similar features in the PSTM (Figure 5.18, Figure 5.19 and Figure 5.20) 
especially for the time slice at 150 ms. FWI has accurately recovered the meandering bends and 
tributaries.  Associated with this high-velocity channel is a low-velocity feature (Figure 5.16 and 
Figure 5.17), which is clearly visible on the PSTM slice at 150 ms (Figure 5.18). 
FWI has also recovered a series of low-velocity channel features highlighted by the blue and 
light-green polygons (Figure 5.16 and Figure 5.17).  The equivalent slice through the PSDM velocity 
field (Figure 5.8a) does not contain any evidence for these channels.  The time slice at 150 ms through 
the PSTM volume (Figure 5.18) shows well-defined features that closely resemble the low-velocity 
channels recovered by the FWI.  
In addition to recovering geologically feasible channel features that are consistent in structure 
with the PSTM channels, the FWI has also updated the background velocity model and recovered 
channel whose velocity varies with depth.  Figure 5.21 shows depth slices from 50 to 250 m, every 25 
m, through the FWI model.  The background velocity generally increases with depth.  But the velocity 
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of the channels appear to be cyclic, with low velocities from 50 to 100 m, high velocities from 125 to 
200 m and low velocities at 225 and 250 m.  For depths deeper than 250 m, the channel velocity is 
continuously low relative to the background macro velocity.  The cyclic nature of the channel 
velocities may be due to the finite bandwidth of the inversion.  Closer inspection though shows that 
the channel velocities from 50 to 100 m are indeed low, but the edges of the channels are in fact 
outlined with high velocities.  This is very similar to the nature of the channel at 125 m.  This though 
may be due to the cyclic nature in the horizontal plane due to the finite bandwidth. 
Figure 5.22 shows a vertical slice through the FWI model.  The latter is roughly perpendicular to 
the channels.  The channels do not appear to have a cyclic nature in a vertical profile.  It is difficult to 
determine without further analysis whether the changing velocities of the channel is due to geology or 
to the finite bandwidth of the data.       
 
 
Figure 5.16 Horizontal depth slice at 125 m through the FWI model obtained using inversion scheme 1.  This slice is 
coincident with Figure 5.34 and Figure 5.8.  
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Figure 5.17 Schematic showing a depth slice at 125 m of the channel features recovered by the FWI using inversion 
scheme 1.  The dashed blue lines represent the low-velocity channel features and the dashed blue lines represent the high-
velocity channel features.  The coloured polygons separate the different channel features. 
 
 
Figure 5.18 Horizontal time slice at 150 ms through the reflection PSTM volume.  
 
1 km 
1 km  
 167
 
Figure 5.19 Horizontal time slice at 200 ms through the reflection PSTM volume. 
 
 
 
Figure 5.20 Horizontal time slice at 250 ms through the reflection PSTM volume.  
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Figure 5.21 Horizontal depth slices at (a) 50 m, (b) 75 m, (c) 100 m, (d) 125 m, (e) 150 m, (f) 175 m, (g) 200 m, (h) 225 m and (i) 250 m through the FWI model obtained using inversion 
scheme 1. 
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Figure 5.22 Vertical slice through the FWI model obtained using inversion scheme 1.  This slice is coincident with the 
slices shown in Figure 5.30. 
 
5.11.1 Footprints 
Although the FWI recovers geologically realistic channels, there are strong acquisition footprints.  
Figure 5.23 shows a depth slice at 75 m through the FWI velocity model.  The background velocity at 
this depth varies across the model.  In the ‘central’ regions the background velocity is about 1650 m/s, 
while on either ends, it is about 1700 m/s.  The arrows in Figure 5.23 show the different sail 
directions.  The latter shows high correlation with the different background velocities.  
Figure 5.24 shows a depth slice at 250 m through the FWI velocity model.  The background 
velocity at this depth has a relatively constant value of 1810 m/s.  There are four vertical bands where 
the velocities within the bands are lower with values of approximately 1750 m/s.  Figure 5.25 shows 
the spatial position of the sources present in the FWI data subset.  Shots are distributed throughout the 
model except within four vertical bands highlighted by arrows.  Comparing the FWI model with the 
shot positions, it is clear that the vertical low-velocity bands are coincident with the missing shots. 
Vertical stripes are evident throughout the recovered model (Figure 5.23 and Figure 5.24). These 
stripes are equally spaced about 300 m apart throughout the model.  This corresponds to the shot 
spacing in the crossline direction.  A similar artefact is also seen at early times in the reflection PSTM 
volume (Figure 5.18, Figure 5.19 and Figure 5.20). Figure 5.26 shows the same depth slice as Figure 
5.23, however the former has the shot positions overlain.  Clearly the vertical stripes are a residual 
acquisition footprint due to the shots.   
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Along each vertical stripe or shot line imprint, there are equally spaced curved artefacts.  This is 
most visible to the left of Figure 5.24.  These artefacts are about 100 m apart.  This corresponds the 
inline receiver spacing from the data subset used for the inversion.  A similar artefact is also seen at 
early times in the reflection PSTM volume (Figure 5.18, Figure 5.19 and Figure 5.20).  However the 
spacing between the artefacts is smaller.  These are clearly acquisition imprints possibly related to the 
coupling between the receivers and source, or possibly due to the limited azimuthal coverage.  
Figure 5.27 shows the location of two different subsets of shots used for the inversions.  The pink 
dots represents the shots used during the first iteration, and the blue dots represents the shots used 
during the fifth iteration.  Clearly for about one third of the model, the shots selected were roughly 
perpendicular to the shot lines, and for the rest of the model, the shots are at an angle of about 45 
degrees to the shot lines.  Close analysis of Figure 5.23 and Figure 5.24 reveals a linear pattern that 
corresponds with the sequential shots chosen for the inversions.  Figure 5.28 shows the overlay of the 
depth slice through the FWI model at 250 m with the shot subsets.  The use of sequential shots has a 
strong imprint on the FWI velocity model.  This imprint may be removed using randomised shots 
instead of sequential shots.   
Towards the edges of the slices in Figure 5.23 and Figure 5.24 edge effects are visible where the 
background velocity is suddenly changed.  This effect is clearly visible along the direction 
perpendicular to the shot lines, but is not as strong as the other footprints discussed.  The edge effects 
are due to the finite aperture of the acquisition system. 
 
 
Figure 5.23 Horizontal depth slice at 75 m through the FWI model obtained using inversion scheme 1.  The arrows 
indicate the direction of acquisition of the field data, and the dashed black lines separate the patches.  
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Figure 5.24 Horizontal depth slice at 250 m through the FWI model obtained inversion scheme 1.  The arrows indicate 
the position of missing shot lines (Figure 5.25).   
 
 
Figure 5.25 Schematic showing the shot locations over the model.  The arrows highlight the positions of missing shot 
lines.  These arrows are the same arrows overlain on Figure 5.24. 
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Figure 5.26 Horizontal depth slice at 75 m through the FWI model with the shot positions (black dots) overlain.  This 
model was obtained using inversion scheme 1.  The arrows indicate positions of missing shot lines.  This is the same velocity 
model from Figure 5.23. 
 
 
Figure 5.27 Schematic showing the location of the different subset of the shots used for the inversions.  Pink: Location 
of 319 shots used during the 1st iteration.  Blue: Location of 319 shots used during the 5th iteration. 
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Figure 5.28 Horizontal depth slice at 250 m through the FWI model obtained inversion scheme 1 with two different 
subsets (pink and blue dots) of the shots overlain.  This is the same slice as Figure 5.24. 
 
5.11.2 Smoothing gradients  
The effects of smoothing the gradient horizontally in the x and y directions were tested using 
inversion scheme 1.  This was tested to determine the optimum smoothing necessary to remove the 
acquisition footprints imposed by the inversion, while preserving the short-wavelength features.  The 
impact of this on the FWI results were investigated by comparing the FWI results after 80 iterations 
using frequencies of 4 and 5 Hz only when: 
a. no smoothing was used for the inversion scheme 
b. the gradient was smoothed in the x and y directions by half of a wavelength 
c. the gradient was smoothed in the x and y directions by three quarters of a wavelength. 
Figure 5.29 and Figure 5.30 both show vertical slices through the FWI models for the different 
smoothing scenarios.  The sections in Figure 5.29 are roughly perpendicular to the channels, while the 
sections in Figure 5.30 are roughly parallel to the channels.  Figure 5.31 shows horizontal depth slices 
through the FWI models for the different smoothing scenarios.  
With no smoothing of the gradient a vertical striping effect dominates the FWI model (Figure 
5.29a, Figure 5.30a and Figure 5.31a) in both the x and y directions.  This effect appears stronger 
though in the x direction roughly perpendicular to the channels.  Smoothing the gradient by half of a 
wavelength in both directions significantly reduces this imprint in the x direction (Figure 5.29b), but 
the attenuation of the linear imprint is not as strong in the y direction (Figure 5.30b).  Although the 
imprint along the x direction appears significantly reduced in the vertical slices, it is still largely 
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dominant in the depth slices (Figure 5.31b).  The general structure and position of the channels are 
almost identical to that of the channels obtained with no smoothing.  But smoothing reduces the 
resolution and sharp definition of the channels and introduces a blurred shadow-like effect.  
Smoothing the gradient, by three quarters of a wavelength in both directions further reduces the 
vertical stripes in the x and y directions (Figure 5.29c and Figure 5.30c).  The vertical slices suggest 
that the smoothing is insufficient in both directions, but much more acceptable in the x direction.  
Figure 5.31c shows that the smoothing is still largely insufficient along the x direction.  The macro 
structure and position of channels are very similar to that of the channels obtained with no smoothing.  
The channel to the lower left of Figure 5.31a, coincident with the pink polygon in Figure 5.17, has 
several tributaries or branches.  These latter are clearly within the resolution of the FWI, and are 
coincident with features in the PSTM (discussed earlier).  Smoothing the gradient by three quarters of 
a wavelength, one of the tributary is completely hindered the others are significantly blurred.  
To fully remove the stripe-like acquisition imprint on the FWI model, the gradient should be 
smoothed by more that three quarters of a wavelength at a given frequency.  However, there is a 
compromise between the smoothing factor and the resolution of the fine details of the channels.  
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Figure 5.29 Vertical slices roughly perpendicular to the channels, through the FWI models with: (a) no smoothing; (b) 
smoothing the gradient by half a wavelength in the x and y directions; and (c) smoothing the gradient by 0.75 of a 
wavelength in the x and y directions. (d) Depth slice through the FWI model showing position of the vertical slices. 
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Figure 5.30 Vertical slices roughly parallel and through the channels, through the FWI models with: (a) no smoothing; 
(b) smoothing the gradient by half a wavelength in the x and y directions; and (c) smoothing the gradient by 0.75 of a 
wavelength in the x and y directions. (d) Depth slice through the FWI model showing position of the vertical slices. 
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Figure 5.31 Horizontal depth slices at 125 m through the FWI models with: (a) no smoothing; (b) smoothing the 
gradient by half a wavelength in the x and y directions; and (c) smoothing the gradient by 0.75 of a wavelength in the x and 
y directions. 
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5.12 A comparison of inversion schemes 1 - 3 
This section compares the results of using different subsets of the data (mainly refractions or all 
the data or refractions then reflections) to determine the optimum inversion scheme. 
Figure 5.32 shows a randomly selected shot gather with maximum offsets of 1 km.  Figure 5.32b 
shows the equivalent shot gather from the field data.  It comprises both reflections and refractions, 
with the latter dominating at the early times.  The dashed red line on this gather represents the position 
of the bottom mute used for some of the inversions.  Figure 5.32a shows the equivalent gather form 
the synthetic data generated using the starting model.  The dataset comprises mainly transmitted 
arrivals.  The kinematics of the transmitted arrivals is fairly accurate, with the start data and the field 
data within half a cycle for most of the phases present.  The starting data though does not comprise 
any reasonable reflected arrivals.  This starting model is deemed sufficiently accurate for the inversion 
using mainly transmitted arrivals. 
Figure 5.33 shows the equivalent synthetic data generated using the FWI models obtained for the 
three scenarios with different subsets of the data.  Figure 5.33a shows the synthetic FWI data obtained 
if the inversions used a conventional scheme with mainly transmitted arrivals.  The dashed red line 
represents the bottom mute applied to the field data.  The inversion has changed the kinematics of the 
refracted arrivals such that the arrival times are closer to that of the field data for offsets ranging from 
500 to 1000 m.  However there are no significant improvements in the refraction data for offsets less 
than 500 m.  The reflected arrivals below the mute are not recovered as expected, as these arrivals 
were not incorporated into the inversions.  
Figure 5.33b shows the equivalent synthetic FWI data obtained if a windowed technique was used 
such that the early iterations were biased to mainly transmitted arrivals, and the later iterations 
incorporated both transmissions and reflections.  The dashed red line represents the mute applied to 
window the field data for early iterations.  The FWI has improved the kinematics of transmitted 
arrivals at all offsets (up to 1000 m), such that the match to the field data is improved in comparison 
to the FWI scenario that favoured the transmitted arrivals.  Additionally, reflected arrivals not present 
in the starting data were introduced into the FWI data.  These FWI reflections are extremely well 
correlated with the reflections in the field data.  For any given trace the kinematics of all phase are 
almost perfectly matched to that of the field data.  The amplitudes though for a give trace and phase 
are not identical for the two datasets.  But the amplitude-offset relationship for a given reflection is 
very similar to that of the field data. 
Figure 5.33c shows the equivalent synthetic FWI data obtained if all arrivals were incorporated 
into the FWI from the start.  The kinematics of the transmitted arrivals at offsets greater than 500 m is 
improved, but not as significantly as the FWI scenario that were biased towards the transmitted 
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arrivals.  The kinematics of the transmitted arrivals at offsets less than 500 m show no significant 
improvements.  Reflected arrivals not present in the starting data are also recovered by the FWI.  
Using the opening window technique, both the reflections and refractions (Figure 5.33b) best 
correlate with the field data in comparison to the other two scenarios suggesting that this technique is 
the most effective.  Using all the data for the inversion, there appears to be a tradeoff between the 
improvement of the transmitted and the reflected arrivals.  Using mainly refracted arrivals the 
inversion improves these arrivals. 
Figure 5.34 shows a horizontal depth slice at 125 m below sea surface, through the final FWI 
velocity models for the inversion scenarios using different subsets of the data.  Figure 5.34a shows the 
FWI model recovered from using refractions then reflections, and Figure 5.34b shows the FWI results 
using all the data.  Figure 5.16 shows the equivalent FWI model with mainly refracted arrivals.  The 
starting model at this depth was smooth (Figure 5.8b).  The recovered FWI models are similar for all 
3 tests.  The background velocity is updated to values of approximately 1700 m/s, but highest when 
using refractions only, lowest when using all the data from the start of the inversions.  The most 
prominent feature for the three scenarios is the high-velocity meandering channels.  The velocities of 
these channels though are quite varied.  Focusing mainly on the refracted arrivals, the velocities reach 
as high as 2056 m/s, while using a windowed technique from refractions to reflections, the velocities 
reach a maximum of 1926 m/s.  Also visible on Figure 5.34 and Figure 5.16 is a series of low-velocity 
channels that are equally well-resolved as the high-velocity channels, but less visible as the velocities 
are very similar to that of the background velocity.  Similarly these channels have the lowest 
velocities for the inversions that focused mainly on the refracted arrivals.  The gross structure and fine 
details of the channels are almost identical for the three FWI scenarios.  
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Figure 5.32 Randomly selected shot record through: (a) the synthetic data generated using the starting model and (b) 
the field data.  The dashed red line represents bottom mute applied to preprocess the field data.  The shot gathers are 
equivalent to the gathers in Figure 5.33. 
 
 
Figure 5.33 Randomly selected shot record through the synthetic data generated using the different FWI model 
obtained from using: (a) mainly refractions; (b) refractions followed by reflections; and (c) all the data (refractions and 
reflections).  The dashed red line represents bottom mute applied to preprocess the field data.  The shot gathers are 
equivalent to the gathers in Figure 5.32. 
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Figure 5.34 Horizontal depth slice at 125 m through the different FWI model obtained using: (a) inversion scheme 3; 
and (b) inversion scheme 2.  These slices are coincident with the slices in Figure 5.16 and Figure 5.8.  
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5.13 Inversion scheme 4 
The near-surface channels extended down to depths of about 500 m.  Sufficient information about 
these channels is present within the data with offsets of 1 km or less to allow for a successful FWI 
scheme to insert the channels into a velocity model.  However for reliable velocity updates at deeper 
depths, information contained in the longer-offset data is needed.  Thus the inversions were extended 
to include offsets of 3 km.  With up to 3 km offsets in the North Sea, reliable FWI updates are 
expected down to depths of about 750 to 1000 m.       
At depths from 500 to 1800 m, the geology of the area is still a one-dimensional clastic section 
with almost horizontal bedding.  There are no distinct geological features such as channels or gas in 
the sediments to confidently determine the accuracy of the FWI.   
Figure 5.35 shows a vertical slice roughly perpendicular to the channels through the final FWI 
model using inversion scheme 4, that is, with offsets up to 3 km, mainly refracted arrivals, and with 
no smoothing applied.  This slice contains the evidence of the shallow high-velocity channels, and 
vertical stripes due to the acquisition footprint, both of which were discussed earlier.  This model is 
relatively one-dimensional, with layers of both high- and low-velocities.  The deepest low-velocity 
layer at a depth of 800 m though is possibly an erroneous layer as with a maximum offset of 3 km, the 
reasonable updates is most probably down to 750 m.  Figure 5.36 shows an equivalent slice through 
the PSDM velocity field. Both the FWI model and the PSDM velocity field are relatively similar 
except for the additional layers and channels introduced.   
 
Figure 5.35 Vertical slices roughly perpendicular to the channels, through the final FWI models with up to 3 km offsets.  
This slice is coincident with Figure 5.29 and Figure 5.36. 
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Figure 5.36 Vertical slices roughly perpendicular to the channels, through the PSDM model.  This slice is coincident 
with Figure 5.29 and Figure 5.35.  
 
5.13.1 Shot Gathers 
Comparison of the field data and the synthetic data generated using the FWI velocity model is one 
of the basic tools for quality assurance of the FWI.  This section compares the field data with the start 
data, and with the FWI data obtained using up to 3 km offsets, and mainly refracted arrivals.  
Figure 5.37 shows a single shot gather for different datasets.  Figure 5.37a shows the synthetics 
generated from the starting model, Figure 5.37b shows the equivalent shot gather from the muted field 
data, and Figure 5.37c shows the synthetics generated from the final FWI model.  The start data 
arrives late relative to the field data at all offsets.  With FWI, the short-offset synthetic data are 
relatively unchanged in arrivals times compared to the start synthetics.  But for offsets greater than 1 
km, the arrival times of the earliest arrivals in the FWI synthetic data better match that of the field 
data.  
Trace-to-trace correlation of the field and FWI synthetic data (Figure 5.38) show that for offsets 
greater than 2 km, the arrival times of the earliest arrivals are almost identical for the field data and 
FWI synthetic data.  At shorter offsets, although FWI has improved the trace-to-trace correlation, the 
FWI data is delayed relative to the field data.  This may possibly be due to the be due to low 
anisotropy in the shallow models. 
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Figure 5.37 A randomly selected single shot gather: (a) synthetics generated using starting data; (b) field data; and (b) 
synthetics generated using the recovered FWI model.   
 
Figure 5.38 Trace-to-trace correlation of the field data and the synthetics generated with the FWI model. 
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5.13.2 Phase Residuals QC 
The fundamental question for any FWI study is whether the starting velocity model is adequate, 
and in particular whether the field data that are available are cycle skipped with respect to the data 
that are predicted by the starting model, and whether the inversion heads towards the region of the 
global minimum.  This is examined using mono-frequency phase residuals, following the scheme of 
Shah et al, (2012).   
Figure 5.39a and Figure 5.40a show phase residuals between the field data and the predicted 
starting data, displayed at 6 Hz, for the inversions with offsets up to 1 km and up to 3 km respectively.  
Figure 5.39b and Figure 5.40b show the same information for the final predicted data.  In such plots, 
cycle-skipped boundaries are indicated by sudden jumps from –π (blue) to +π (red) without passing 
smoothly through 0 (white). 
In Figure 5.39a, it can be seen that for offsets up to 1 km, most of the synthetics generated from 
the starting model are in phase with the field data.  Only about 4 of the ~200 shots show appear to 
have cycle-skipped boundaries.  Inverting the data with up to 1 km offset, the FWI successfully 
reduced the residuals to small values everywhere (Figure 5.39b).   
In Figure 5.40a it can be seen that significant portions of the data do appear to be cycle skipped 
with respect to the starting model.  For a typical shot, the data phase residuals are close to zero at the 
shortest offsets.  The residuals then typically become negative with increasing offset, and this trend 
then reverses, and the phase residual moves through zero to positive values.  The data often become 
cycle skipped at offsets approaching 2000 m, and in some portions of the data, there is also cycle 
skipping at shorter offsets.  If these data are inverted without further precautions, then they will lead 
to a cycle-skipped final result.  As described earlier, the data is therefore inverted in stages, expanding 
both the offset range and the maximum two-way time as the inversion proceeds, at each stage 
inverting only those data that appear not to be cycle skipped. 
Figure 5.40b shows the final phase residuals following this process.  If FWI has been successful, 
then the residual should everywhere be small, the area of data initially affected cycle skipping should 
have shrunk, and cycle-skip boundaries should no longer be apparent within the residual dataset.  At 
offsets of less than 2000 m, it can be seen that these conditions have been met everywhere.  At offsets 
greater than this, there is still however some evidence for the effects of cycle skipping in the centre of 
the survey.  These longest offsets are influenced both by refracted and post-critically reflected 
arrivals.  While the inversion appears to fit the refracted arrivals without cycle skipping, it does not 
yet fully reproduce the wide-angle reflected arrivals, and it is these that are seen in Figure 5.40b. 
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Figure 5.39 Phase residuals at 6 Hz between the field data and (a) the synthetic starting data, and (b) synthetic data 
from the final FWI mode with 1 km offsets.  Cycle skipping in these plots is evidenced by abrupt jumps between red and blue.  
Data from about 100 shots are shown, covering the same area as Figure 2.  Shot locations indicated by black dots; sail 
direction shown by black arrows; first 3 km of offset shown for each shot.     
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Figure 5.40 Phase residuals at 6 Hz between the field data and: (a) the starting data, and (b) data from the final FWI 
model with 3 km offsets.  Cycle skipping in these plots is evidenced by abrupt jumps between red and blue.  Data from about 
100 shots are shown, covering the same area as Figure 2.  Shot locations indicated by black dots; sail direction shown by 
black arrows; first 3 km of offset shown for each shot.     
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5.13.3 Depth Migrations 
Ideally 3D wave equation migrations should compliment the 3D FWI technique.  However as a 
first pass, 2D depth migrations using the sub-critical reflection data and the recovered FWI models 
were used as a tool to quality control the accuracy of the tomography.  The data are clearly 3D, and 
thus the 2D approximation will lead to imperfect results.  Additionally, a Kirchhoff migration was 
used instead of a wave equation migration.   
The Geophysics department at Tullow Oil Plc., Dublin carried out the depth migrations.  The final 
FWI model obtained from using up to 3 km offsets and mainly refracted arrivals was filtered to 
remove the sail line artefacts.  The latter was then blended into the equivalent slice from the original 
PSDM interval velocity model at depths greater than 1000 m, with a simple taper function applied at 
the edges.  Both the initial velocity model without the channels and smoothed blended version of the 
final FWI model were migrated using a 2D Kirchhoff migration algorithm, and the initial VTI 
parameters.  
Figure 5.41a shows common image gathers for offsets up to 6000 m for the migrations using the 
starting model, and Figure 5.41b shows the equivalent gathers for migrations using the FWI model. At 
deep depths, the normal moveout stretch effect is evident at the largest offsets, as this is unavoidable.  
At most depths, both models appear to flatten the image gather equally as well and it is difficult to 
ascertain which model is more accurate.  Notably though using common image gathers it is almost 
impossible to recognize the effect of the channels, as earlier explained.  
 
Figure 5.41 Common image gathers migrated using (a) the starting velocity model and (b) the modified final FWI 
model.   
Figure 5.42a shows the vertical slice through the Kirchhoff PSDM data using the starting velocity 
model, and Figure 5.42b shows the equivalent slice through the Kirchhoff PSDM data using the FWI 
model.  Both images are broadly similar.  However, with the FWI model, the depth migrated shallow 
section is better focused, and the channel geometry at the top center of the image better defined.  
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Additionally at deeper depths, the position of reflectors has shifted in depth.  These changes may have 
significant implications in the volumetric calculations. 
 
 
 
Figure 5.42 Kirchhoff PSDM vertical sections using: (a) the starting model with no channels and (b) the modified final 
FWI model.  The red arrow highlights the channel feature and the yellow arrows highlight reflectors that have shifted in 
depth. 
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5.14 Computational effort 
The inversions in the time domain were run on ten 12-core nodes with 1 process per core.  A total 
of 27 compute nodes were used each with 100 GB of RAM.  The seismic data subset was 
approximately 20 GB in size.  The run-time for 120 iterations using a widening window technique 
with maximum offset of 1000 m and then 3000 m was about 106 hours for the anisotropic inversions.  
Table 5.4 summarises the run times when limiting the maximum offsets.  Using up to 1 km of offsets 
and 319 shots per iteration, each iteration takes about 17 minutes.  Limiting the offsets and using the 
same number of shots per iteration the run time is about 2.2 times larger with double the offsets, and 
about 6 times larger with triple the offsets.     
 
Table 5.4 Summary of the run times for the inversions using data with different offsets. 
Maximum 
Offsets (m) 
Number of 
iterations 
Total Run 
Times (hours) 
Run Times Per 
Iteration (minutes) 
1000 40 11.4 17.2 
2000 40 25.8 38.6 
3000 40 68.6 102.9 
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5.15 Conclusion and Future Work 
In the area of study, imaging of the deep Carboniferous targets is hindered by rapid changes in 
velocity, caused by a suite of near surface channels that are located at depths of less than 500 m.  
These channels produce a strong structural imprint manifested as pull-up effects on what appear to be 
otherwise smooth reflectors, and are unrecoverable using conventional methods.   
The FWI model quantitatively recovered detailed channel structures not present in the start model.  
Down to depths of 500 m, near surface, geologically feasible, high- and low-velocity channels are 
recovered.  Both the large-scale structure and fine details of the channels are consistent with an 
independent reflection PSTM dataset.  In addition to recovering the channels, the FWI model updates 
the background velocity and is overwhelmed by several footprints.  Smoothing the gradient helps to 
mask some of the acquisition footprints, but also hinders some of the fine details associated with the 
channels.  Thus the acquisition footprints were removed post-FWI before depth migrations.   
A layer-stripping technique was used such that FWI firstly focused on updating the channels in 
the top 500 m of the model using offsets of 1 km or less.  The velocity model was then updated at 
deeper depths with useable frequencies down to 750 m using data with offsets of 3 km or less.     
Using offsets up to 1 km, the effects of different subsets of the data were tested: (1) using 
refractions only; (2) using all the data and (3) using a widening window technique with refractions 
only initially, and then both refractions and reflections.  The inclusion of reflections into the inversion 
scheme using a widening window technique significantly improves the match of the field data to the 
synthetic FWI data especially for the reflected arrivals, but the velocity models for all three cases are 
very similar suggesting that the inversion results are indeed stable.   
The FWI model better obtained with offsets of up to 3 km and mainly refracted arrivals generated 
synthetic data that improves trace-to-trace correlation with the field data, with the phase residuals 
between the two datasets significantly reduced towards zero.   
The Kirchhoff depth migration using the final FWI model significantly improved the imaging of 
the shallow channels and better focused the migrated image. 
The FWI of this streamer dataset has scope for improvements and future work. 
1. Both high- and low-velocity channels are recovered.  The velocity of the channels appears 
as cyclic possibly due to the finite bandwidth of the data.  To further determine if this is the 
true nature of the channels or if this is an FWI artefact, the inversions can include higher 
frequencies.  Additionally other sources of information can be used in collaboration with 
the existing FWI model to determine is this is a true feature. 
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2. The FWI of this data set included only offsets of 3 km or less.  But the data were acquired 
with offsets up to 6 km.  Thus the inclusion of even larger offsets should enhance imaging 
at deeper depths. 
3. Prior to inversions, the field data may be corrected for the effects of the acquisition 
geometry.  This may or may not allow fro more reliable models. 
4. The resolution and sensitivity of the recovered models can be constrained using 
checkerboard analysis.  
5. Ideally the FWI model obtained with a widening window scheme with refractions then 
reflections and offsets up to 1 km should be the starting point for the inversions that used 
larger offsets.  
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6 Conclusions Recommendations and Future Work 
A successful practical strategy for anisotropic 3D acoustic FWI was developed and 
implemented.  The workflow and inversion strategy has been applied to a geologically complex 3D 
synthetic Marmousi dataset, and to both streamer and OBC field datasets.  The inversion of the 
different datasets are all promising and pave the way for a future when FWI will be readily applied to 
seismic datasets, both in the shallow overburden and the deeper reservoir sections. 
The OBC data example used near-ideal acquisition characteristics with almost complete-
azimuthal coverage, sufficiently long offsets to obtain diving rays at target depths, low frequencies 
and rich refracted arrivals.  FWI of the OBC data quantitatively recovered velocities down to reservoir 
depths, which show good correlation with an independent reflection dataset and well data, and 
improved the depth migration images of the reservoir section.  The methodology used is directly 
applicable to analogous datasets, and has a huge scope for datasets acquired with the latest seismic 
acquisition techniques such that offsets are larger than 20 km. 
The streamer data example is analogous to at least 90 % of existing seismic data set.  It has 
narrow-azimuthal coverage, short offsets, reduced signal at low frequencies, and are rich in reflected 
arrivals.  FWI of the streamer data quantitatively recovered high- and low-velocity channels down to 
depth so 500 m.  These channels show good correlation with an independent reflection dataset and 
allowed for a better-focused depth migrated image.  This methodology is directly applicable to 
analogous datasets and has a huge scope in identifying shallow hazards, specifically gas pockets for 
drilling not clearly visible in the seismic images. 
For both the OBC and streamer data examples FWI has shown to have a huge potential benefits if 
used in collaboration with standard industry velocity model-building tools that are largely semi-
automated and user-dependent.  Channels tend to have a non-hyperbolic nature on NMO gathers, and 
thus the inclusion of such channels into velocity models for depth migrations is highly 
interpretive.  FWI schemes can be used to accurately outline the geometry and position of such 
channels.  The presence of gas significantly deteriorates the seismic quality, and hinders deeper 
imaging.  FWI can easily identify gas sediments, thereby allowing for improved velocities, and hence 
imaging.  Thus FWI integrated with conventional velocity model building techniques can allow for a 
data driven fully-automated model-building scheme. 
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