Introduction
Of great interest over the last two decades has been the modeling of aircraft flying in the Mach number range of approximately 0.80 to 0.85. This speed range typically results in the most favorable cruise performance, whence it is desirable to accuratelv Dredict the stabilitv and Dower re-
bitrary fuselage/wing combinations (or hull/keel for hydrodynamic case). However, it is further complicated since it requires finding the a priori unknown free surface location as part of the SCP lution. The main direction of the present work is to accurately compute the free surface location, additional work will focus on hull/keel junctures inclined at realistic attack angles.
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quirements over this range, However, this speed The fundamental problem in working with inrange also results in the complex and a priori compressible flows, even flows without the com-",,known supersonic region Over the wings and plication of a free surface, is the loss of an evoluother surfaces of the fuselage. The necessity of tion equation for density. Since density is conaccurately predicting this complex flow field has stant, the time derivative is zero and thus a led to much progress in the numerical solution time independent velocity constraint must be imof compressible air flows about arbitrary bodies posed on the momentum equations. In addition, in recent years [I] . Unfortunately, the success-if one were to examine the eigenvalues resulting ful methods for compressible flow simulation are from the system of conventional hyperbolic Euler not normally applicable to flows with low Mach equations for compressible flows, one would find, number. Specifically, in the limit of truly incorn-in the limit of incompressible flow, the waves to pressible flow, or Mach number, alternate travel in all directions, infinitely fast. This is methods must be used to compute the flow field, so based on physical grounds as well since inMany of these have certain unfavorable compressible flows exhibit infinite sound speeds. drawbacks. Thus the purpose of the work de-Thus, the well established methods for computscribed herein is to present a method, for treating ing compressible flows may not be used for the truly incompressible flows, that retains the fa-incompressible case.
The method used by Hino flow problems (see also the recent works of Miyd 1 ata et al [3] and Tahara et al [4] ). This method involves taking the divergence of the momentum equation and iterating, implicitly at each global time step, the pressure and velocity fields such that continuity is satisfied. The method tends to be expensive due to its implicit nature and complicated due to taking the divergence of momentum equations in a curvilinear coordinate system.
In this work, an approach referred to as artificial compressibility is adopted. The approach was proposed by Chorin [5] in 1967 as a method to solve viscous flows. Since then, Flizzi and Eriksson [6] have applied it to rotational inviscid flow, Dreyer [7] has applied it to low speed two dimensional airfoils and Kodama (81 has applied it to ship hull forms and propellers with rigid free surface. In addition, Turkel 191 has investigated more sophisticated preconditioners than the original idea proposed by Chorin. The basic idea behind artificial compressibility is to introduce a pseudotemporal equation for the pressure through the continuity equation. This approach removes the troublesome sound waves associated with compressible flow formulations with small Mach number; which is zero in the limit of truly incompressible flow. The system waves, or eigenvalues, are now replaced with a different "artificial" set that renders the new set of equations well conditioned for numerical computation. This arises through the preconditioning matrix which is the basis for artificial compressibility. When combined with multigrid acceleration procedures [lo, 11,121 it proves to be particularly effective. Converged solutions of incompressible flows over three dimensional isolated wings are obtained in 25 -50 cycles.
The general objective of this work is the development of a more efficient method to predict free surface wave phenomena. A new method based on a coupling between an artificial compressibility, multigrid Euler scheme and a free surface formulation is presented [13] and comparisons made with available experimental data (141. The new method is efficient and allows for straight forward extension to include viscous terms associated with Navier-Stokes equations and a turbulence model. This extension will facilitate the simulation of not only free surface wave patterns, but the frictional and any induced drag components as well.
Mathematical Model
u Figure 1 shows the reference frame and ship location with respect to the same used in this work. A right-handed coordinate system Oxyz, with the origin fixed at midship on the mean free surface is established. The z direction is positive upwards, y is positive towards the starboard side and z is positive in the aft direction. The free stream velocity vector is parallel to the x axis and points in the same direction. The ship hull pierces the uniform flow and is held fixed in place, ie. the ship is not allowed to sink (translate in z direction) or trim (rotate in x -z plane). When the effects of surface tension and viscosity are neglected, the boundary condition on the free surface consists of two equations. The first, the dynamic condition, states simply that the pressure acting on the free surface is constant, or equal to atmospheric as is for normal ship waves. The second, the kinematic condition, states that the free surface is a material surface, or in other words, once a fluid particle is on the free surface, it forever remains on the surface. The dynamic and kinematic boundary conditions may be expressed as follows W' p = c a s l a n t , 
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considered in this work.
The remaining boundary conditions consist of the ship hull, the boundaries which comprise the Following Chorin all other components set to zero. Similar conditions hold on the bottom plane which is assumed to The preconditioning matrix p is given by, represent infinitely deep water where no disturbances are felt. The starboard plane uses one than simply setting them to free stream values. A radiation condition must be imposed on the outflow domain to allow the wave disturbance to pass out of the computational domain. Although fairly sophisticated devices may be constructed to facilitate the radiation condition (151, in this work extrapolations have been found to be sufficient for reasons discussed later on. Thus, p is an artificial density and r may be referred to as an artificial sound speed. Note that although the equations for momentum are in compressible flow form, when temporal derivatives tend to zero, the set of equations satisfy precisely the incompressible Euler equations. This is a key point since it indicates how the correct pressure may be established using the "construct" of artificial compressibility, The preconditioning matrix P may be viewed as a device to create a well posed system of hyperbolic equations that are to be integrated t o steady state along lines similar to the well established compressible flow FVM formulation 1121. In addition, the artificial compressibility parameter may be viewed as a relaxation parameter for the pressure iteration. Note also that temporal derivatives are now denoted by t* to indicate pseudo time; the artificial compressibility, as formulated in the present work, destroys time accuracy.
To demonstrate the effect of the preconditioning matrix on the above set of equations and to establish the hyperbolicity of the set, equation 3 may be written in quasilinear form to determine the eigenvalues [6] . The eigenvalues are found to be,
x,=u, xz=u, X z = U + a , X q = U -a u = u < + v q + wc where and a2 = u2 + rZ(p + q2 + c2).
The terms E, q and C represent the slopes of the characteristic system waves, are arbitrary and defined (ie. --05 < <,q,C < +a, ). Since the eigenvalues are clearly real for any value of <> 7 and c, the system of equations 3 is guaranteed to be hyperbolic.
What is most important t o note from the above result is that the choice of r is crucial in determining convergence and stability properties of the numerical scheme. Typically the convergence rate of the scheme is dictated by the slowest system waves and the stability of the scheme by the fastest. Thus it is seen, that in the limit of large r the difference in wave speeds can be large. Although this would presumably lead to a more accurate solution through the "penalty effect" in the pressure equation, very small time steps would be required to ensure stability. Conversely, for small r, the difference in the maximum and minimum wave speeds may be significantly reduced, but a t the expense of accuracy. Thus a compromise between the extremes is required. Following the work of Dreyer, the choice for r was taken t o be,
where C is a constant of order unity. For the present problem a third order background dissipation term is added. The dissipative term is constructed in such a manner that the conservation form of the system of equations is preserved. The basic scheme for the dissipation is, where the summation is over the IL faces surrounding X j k .
In practice, the grid mesh is body fitted and hence non-Cartesian. A curvilinear transformation, defined by
is incorporated leading to a modified approach to the flux evaluation in the new, transformed where space. The new approach becomes The contravariant velocity components 6 , 6 and 6 are given by a = E (~i i l
where J is the Jacobian of the transformation and t z , q z ... Equation 4 is integrated in time by an explicit multistage scheme. For each bulk flow time step, the mesh, and thus K j k , is independent of time. Hence equation 4 can be written as
(7)
where The actual time step At is limited by the Courant number (CFL). This basically states that the fastest waves in the system may not be allowed to propagate farther than the smallest mesh spacing over the course of a time step. In this work local time stepping was used such that regions 4 5 of large mesh spacing are permitted to have relatively larger time steps than regions of small mesh spacing. Of course the system wave speeds vary locally and must be taken into account as well. The final, local, time step was thus comwhere X , j h is the sum of the spectral radii in the x, y and z directions. Clearly, it may be seen that in regions of small mesh spacing and/or regions of high characteristic wave velocities, the time step will be smaller than in other regions.
The allowable Courant number may be made larger by smoothing the residuals at each stage. This is done in the following product form in three dimensions,
(1 -e.62)(1 -e,6:)(1-e z 6 z ) R = R .
where e=, cy and ez are smoothing coefficients and the 6& are central difference operators. Thus each residual is replaced by an average of itself and the neighboring residuals.
An effective method to accelerate convergence is the multigrid method. This is accomplished through tracking the evolution of the system of equations on successively coarser meshes such that larger time steps may be used to more rapidly reduce the system residuals. 
Free Surface Solution
Both a kinematic and dynamic boundary condition must be imposed at the free surface. For the fully nonlinear condition, the free surface must move with the flow (ie. up and down corresponding to the wave height and location) and the boundary conditions are applied on the distorted free surface. The most successful method found in this work to couple the free surface and bulk flow solvers is described as follows. First, equation 2 can be cast in a form more amenable to numerical computations by introducing a curvilinear coordinate system that transforms the curved where Qij(P) consists of the collection of velocity and spacial gradient terms which result from the discretization of equation 8. Note that this is not the result of a volume integration and thus the volume (or actually area) term does not a p pear in the residual as in the FVM formulation. Throughout the interior of the (+,y) plane, all derivatives are computed using the second order centered difference stencil in computational coordinates ( and q. On the boundary a second order centered stencil is used along the boundary tangent and a first order one sided difference stencil is used in the boundary normal direction.
As was necessary in the FVM formulation for the hulk flow, background dissipation must be added to prevent decoupling of the solution. The method used to compute the dissipation terms borrows from a two dimensional FVM formulation and appears as follows: where Ui,j is the unscaled contravariant velocity component defined by
Hence the system of equations for the free surface is expressed as
where and Aij is the area of the cells surrounding node ij. The same method of update used in equations 7 is used here. Once the free surface update is accomplished the pressure is adjusted on the free surface such that,
The coupling between the free surface and the bulk flow is established by computing a solution at a time step for the bulk flow and then using the bulk flow as a boundary condition for the free surface. The free surface elevation is updated and its present values are used as a boundary condition for the pressure on the bulk flow. This iterative process repeats until some measure of convergence is attained; usually steady state wave profile and/or wave resistance coefficient.
An additional point in the scheme concerns tangency of the flow on the free surface. Since the free surface is considered a material surface, the flow must be tangent. In this work, the flow is allowed to leak through the surface while marching towards steady state. It is this leakage that, in effect, drives the evolution equation. Consider that during the iteration, the vertical velocity compcnent w is positive (cf. equation 2 or 8). This will, provided other terms are small, force On+' to be greater than P". Thus, when the time step is complete $ is adjusted such that $"+I > $" as well. Since the free surface has been effectively moved farther away from the original datum, or undisturbed upstream elevation, and the pressure correspondingly increased, then the velocity component w (or better still 4.n where n = fi and F = z -P(z, y)) will be reduced. This results in a smaller AP for the next time step. The same is true for negative velocity as well, ie. mass leakage into the system rather than out. Only when steady state has been reached is the mass flux through the surface zero and tangency enforced. In fact, the residual flux leakage could be used in addition to drag components and pressure residuals to define the steady state condition.
Results for Wigley
Parabolic Hull Figure 2 shows the computed wave profiles, from bow to stern along the hull, compared with experiments conducted a t the University of Tokyo [14] .
The agreement with experiment is extremely favorable. Amplitudes at all peaks and troughs as well as wavelength are in excellent agreement with experiment. The only discrepancy noted is near the stern where separation and/or eddy losses, albeit small, may be present in experiments. Figure 3 shows the computed wave drag as the simulation proceeds. of the error in divergence of mass, or continuity, through the first of equatious 3; ie., As shown in figure 6 , the computed residual is small thus implying that equation 1 is closely satisfied. It is probably the "leap frog" nature of the iterative scheme that prevents the error from becoming smaller; the bulk flow solution and free surface solution continually adjust each other leading to minute changes in free surface height (A0 % lo-'), whence, minute changes in A+. The Bernoulli constant B is computed by summing all the free surface nodal values of and dividing by the number of free surface nodes. This represents another measure of convergence of the scheme since it is fairly constant and close to the expected value of zero.
A final comment in regards to convergence and accuracy is that the information desired from the simulation, usually wave drag, can be obtained in approximately 400 multigrid cycles. One can see from figures 3, 6 and 7 that the wave drag, pressure residual and Bernoulli constant change little beyond this point. What will change is the continuing evolution of the downstream wave profile; but this has little effect on the computed drag once the profile near the ship hull has been established. The results presented herein use 700 cycles only to show the long time convergence and stability properties of the scheme.
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Conclusions
The objective of the present work was to develop an efficient method for solving the incompressible flow problem, about arbitrary ship hulls, in conjunction with a free surface. As mentioned in the Introduction, this required two areas of work. First, the free surface location must be part of the solution since it is unknown Q priori. Secondly, the incompressibility constraint must be enforced to facilitate calculation of the proper free surface location and evaluation of the pressure field on the hull. The results for the Wigley hull suggest that the objective has been reached and the resulting computer code has been validated, at least for the range of test cases examined. Excellent agreement between experiment and numerical simulation has been obtained in regards to wave elevation. In addition, the computed wave drag, derived from integrating the hull pressure field, is in good agreement for the Froude numbers examined.
Perhaps the most pressing area requiring additional work is the inclusion of viscous fluxes and a turbulence model. Stemming from the ability to compute the frictional drag, this may also facilitate more accurate comparisons of the wave drag with experimental measurement. A second area of work is the simulation of an actual sailing yacht with attached keel a t an angle of attack. 
