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Abstract— Hob is a program analysis system that enables the
focused application of multiple analyses to different modules in
the same program. In our approach, each module encapsulates
one or more data structures and uses membership in abstract
sets to characterize how objects participate in data structures.
Each analysis verifies that the implementation of the module
1) preserves important internal data structure consistency prop-
erties and 2) correctly implements a set algebra interface that
characterizes the effects of operations on the data structure.
Collectively, the analyses use the set algebra to 1) characterize
how objects participate in multiple data structures and to
2) enable the inter-analysis communication required to verify
properties that depend on multiple modules analyzed by different
analyses.
We implemented our system and deployed several pluggable
analyses, including a flag analysis for modules in which abstract
set membership is determined by a flag field in each object, a
PALE shape analysis plugin, and a theorem proving plugin for
analyzing arbitrarily complicated data structures. Our experience
shows that our system can effectively 1) verify the consistency
of data structures encapsulated within a single module and 2)
combine analysis results from different analysis plugins to verify
properties involving objects shared by multiple modules analyzed
by different analyses.
Index Terms— Typestate, Data Structure, Invariant, Program
Analysis, Program Verification, Shape Analysis, Formal Methods,
Programming Language Design
I. INTRODUCTION
A data structure is consistent if it satisfies the invariants nec-
essary for the normal operation of the program. Data structure
consistency is important for successful program execution—if
an error corrupts the data structures of a program, the program
can quickly exhibit unacceptable behavior and may crash.
Motivated by the importance of this problem, researchers have
developed algorithms for statically verifying that programs
preserve important consistency properties [1]–[8].
However, two problems complicate the successful applica-
tion of these kinds of analyses to practical programs: scala-
bility and diversity. Because data structure consistency often
involves quite detailed object referencing properties, many
analyses fail to scale to the size of the entire program. Because
of the vast diversity of data structures, each with its own
specific consistency properties, it is difficult to imagine that
any one algorithm will be able to successfully analyze all of
the data structure manipulation code that may be present in a
sizable program.
This paper presents a new perspective on the data structure
consistency problem. Instead of attempting to develop a single
new algorithm that can analyze some specific set of consis-
tency properties, we propose a technique that developers can
use to apply multiple pluggable analyses to the same program,
with each analysis applied to the modules for which it is
appropriate. Our system uses a range of static analyses to
verify various classes of program properties. The analyses use
a common abstraction based on sets of objects to communicate
their analysis results. Our approach enables the verification
of properties that involve multiple objects shared by multiple
modules analyzed by different analyses.
Our technique is designed to support programs that en-
capsulate the implementations of complex data structures in
instantiatable leaf modules, with these modules analyzed once
by very precise, potentially expensive analyses (such as shape
analyses or even analyses that generate verification conditions
that must be discharged using an interactive theorem prover).
The rest of the program uses these modules but does not
directly manipulate the encapsulated data structures. The mod-
ules in the rest of the program can then be analyzed using more
efficient analyses that operate at the level of the common set
abstraction. These analyses can be viewed as generalizations
of typestate analysis [9]–[14], with the typestate of an object
given by the sets to which the object belongs. These analyses
simultaneously 1) ensure that the rest of the program respects
the preconditions of the data structure operations (that is,
adheres to a protocol that guarantees the correct use of the
data structure), and 2) verify high-level consistency properties
between data structures, such as disjointness or containment
of data structure contents.
We have implemented our analysis framework in the context
of the Hob project [15], [16] and initially populated this frame-
work with three analysis plugins: 1) the flag plugin, which is
designed to analyze modules that use a flag field to indicate
the typestate of the objects that they manipulate [17]; 2) the
PALE plugin, which implements shape analysis for linked
data structures using the PALE tool [1]; and 3) the theorem
proving plugin, which generates verification conditions for
consistency properties of arbitrarily complicated properties and
discharges them using the Isabelle interactive theorem prover
[18]. This paper discusses these three plugins. Thomas Wies
has subsequently developed another shape analysis plugin,
Bohne [19], [20], which offers more automation and a wider
scope of applicability than the PALE plugin.
Our framework analyzes programs written in a memory-
safe imperative language with Java-like syntax. We used our
analysis framework to analyze several programs; our experi-
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ence shows that our framework can effectively 1) verify the
consistency of data structures encapsulated within a single
module and 2) combine analysis results from different anal-
ysis plugins to verify properties involving objects shared by
multiple modules analyzed by different analyses.
Structure of the paper and related Hob publications. In the
rest of the paper, we present the basic concepts of our system.
We use a running example to illustrate these concepts and their
effectiveness in verifying complex data structure consistency
properties in the context of an application. Additional details
on earlier versions of the Hob system are presented in [15],
[16]. The theorem proving plugin is presented in [21], the
flag plugin in [17], and the field constraint analysis behind
the (recently developed) Bohne plugin in [19], [22]. Novel
specification-level constructs of Hob—scopes and defaults—
are described in [23].
II. MINESWEEPER EXAMPLE
To illustrate our technique, we present an example program
that implements the popular minesweeper game. The central
entity of the implementation is a Cell object, which stores
the state of one cell in the field of the game. In terms of
content, each Cell may or may not contain a mine; in terms
of visibility, each cell can be exposed or unexposed; finally,
the player can mark an unexposed cell if they believe that it
contains a mine.
Our implementation uses the standard model-view-
controller (MVC) design pattern [24]. The implementation
has several modules (see Figure 1). The game board module
(Board) represents the game state and plays the role of
the “model” part of the MVC pattern; the controller module
(Controller) responds to user input; the view module
(View) produces the game’s output; the exposed cell module
(ExposedSet) uses an array to store the cells exposed by the
player in the course of the current game; and the unexposed
cell module (UnexposedList) uses an instantiated linked
list to store the cells that have not yet been exposed. There
are 750 non-blank lines of implementation code in the 6
implementation sections of minesweeper, and 236 non-blank
lines in its specification and abstraction sections. (Full source
code for the minesweeper example and other case studies, the
interpreter for our language, and analysis engine are available
from the authors’ web pages.)
Fig. 1. Modules in Minesweeper implementation.
The minesweeper application exhibits a variety of data
structures with a range of important consistency properties.
Among the data structure consistency properties verified using
our system are the following:
1) The set of unexposed cells in the UnexposedList
module form an acyclic doubly-linked list with all prev
references being the inverse of next references.
2) The iterator of the UnexposedList module is either
null or points inside the list.
3) If the board is initialized, then the ExposedSet module
storing the exposed cells is also initialized.
4) The set of unexposed cells maintained in the Board
module (using flags) is identical to the set of unexposed
cells maintained in the linked UnexposedList data
structure.
5) The set of exposed cells maintained in the Board
module (using flags) is identical to the set of exposed
cells maintained in the ExposedSet array.
6) Unless the game is over, the set of mined cells is disjoint
from the set of exposed cells.
7) The sets of exposed and unexposed cells are disjoint.
8) At the end of the game, all cells are revealed; i.e. the
set of unexposed cells is empty.
Notice that this list contains two kinds of properties: i) data
structure consistency properties that involve the implemen-
tation of a single data structure, such as Property 1, and
ii) more abstract properties involving relationships between
objects stored in multiple data structures, such as Properties 4,
5, 6, and 8. One somewhat unusual feature of these abstract
properties is that they are outward looking: they capture
important features of the system that are directly meaningful
to the users of the system, and not just the implementors.
To the best of our knowledge, the Hob system is the only
currently existing system that supports and promotes the
explicit identification and guaranteed checking of these kinds
of outward-looking, application-oriented properties.
We next show how our system verifies these properties
by combining multiple analyses with different strengths and
different levels of automation. We start by describing the main
elements of our language using an example of a doubly-linked
list with an iterator, which corresponds to the UnexposedList
module in the minesweeper example.
III. MODULES IN HOB
The basic unit of analysis in our system is a module. Be-
cause developers partition programs into multiple modules, our
system can verify different parts of a program independently,
using different analysis techniques. Each module in our system
consists of an implementation section, a specification section,
and an abstraction section. We illustrate different sections of
a module using the example of a doubly-linked list with an
iterator.
A. Implementation Section
Figure 2 contains a skeleton of the implementation section
of a doubly-linked list with an iterator. Our implementation
language is a standard memory-safe imperative language with
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impl module DLLIter {
format Node { next : Node; prev : Node; }
var root, current : Node;
proc isEmpty() returns e:bool { return root==null; }
proc add(n : Node) { ... }
proc remove(n : Node) {
if (n==current) { current = current.next; }
if (n==root) { root = root.next; }
Node prv = n.prev, nxt = n.next;
if (prv!=null) { prv.next = nxt; }
if (nxt!=null) { nxt.prev = prv; }
n.next = null; n.prev = null;
}
proc openIter() { current = root; }
proc nextIter() returns n : Node {
Node n1 = current; current = current.next; return n1;
}
proc isLastIter() returns e: bool {return current==null;}
proc closeIter() {current = null;}
}
Fig. 2. Implementation Section of a Doubly Linked List with an Iterator.
dynamically allocated objects. (See Section VI for a discussion
of our choice of implementation language.) One interesting
feature of our language is the ability to introduce new fields
to an object in any module using formats. In our doubly-linked
list example, the statement format Node {next: Node;
prev: Node;} directs the compiler to add next and prev
fields to all Node objects. These fields are encapsulated within
the doubly-linked list module in which they are declared; no
other module can access them because our typechecker only
allows the use of fields introduced in the current module. The
ability to encapsulate fields facilitates the modular analysis of
the list by maintaining the encapsulation of the doubly-linked
list data structure while still enabling objects in the list to be
shared with other modules.
Our doubly-linked list implementation includes the standard
add and remove procedures for a doubly-linked list, as well as
an iterator interface, represented by the openIter, nextIter,
isLastIter, and closeIter procedures. The openIter
procedure initiates an iteration by setting the current refer-
ence to the root of the list. We shall see that our specification
prevents an iteration from being initiated unless all previous
iterations have completed. The nextIter procedure advances
the current pointer to the next element of the list; it iterates
through the contents of the linked list, returning each element
in sequence. The isLastIter procedure indicates to the
client when to stop iterating. The closeIter procedure
terminates an iteration by skipping directly to the end of
the list, which allows a new iteration to start. Note that
the implementation of the remove operation must take into
account the existence of an iterator by moving the iterator
pointer when the corresponding element is removed.
B. Specification Section
In conventional programming languages, a module inter-
face contains only type declarations that indicate the format
of procedure parameters. Type declarations typically do not
describe the behavior of procedures, which are usually left
to the informal, unchecked documentation of the module. In
contrast, the specification section of a module in our language
spec module DLLIter {
format Node;
specvar Content, Iter : Node set;
invariant Iter in Content;
proc isEmpty() returns e:bool
ensures e’ <=> (card(Content’) = 0);
proc add(n : Node)
requires card(n)=1 & not (n in Content)
modifies Content
ensures (Content’ = Content + n);
proc remove(n : Node)
requires card(n)=1 & (n in Content)
modifies Content, Iter
ensures (Content’ = Content - n) &
(Iter’ = Iter - n);
proc openIter()
requires card(Iter) = 0
modifies Iter
ensures (Iter’ = Content);
proc nextIter() returns n : Node
requires card(Iter)>=1
modifies Iter
ensures card(n’)=1 & (n’ in Iter) &
(Iter’ = Iter - n’);
proc isLastIter() returns e:bool
ensures not e <=> (card(Iter’) >= 1);
proc closeIter()
modifies Iter
ensures card(Iter’) = 0;
}
Fig. 3. Specification Section of a Doubly Linked List with an Iterator.
contains a procedure contract for each public procedure of the
module.
Figure 3 presents the specification section for our iterable
doubly-linked list module. To describe the behavior of pro-
cedures without exposing implementation details, the spec-
ification module introduces abstract variables. The abstract
variables in our example are the sets Iter and Content. The
set Iter represents the set of objects still to be iterated over;
this set is a subset of the Content set, as indicated by the
formula following the invariant keyword in Figure 3. The
in keyword denotes the subset relation on sets. Because our
language represents individual elements as singleton sets, in
also serves as the set membership operator.
Procedure contracts. A procedure contract consists of a
requires clause that specifies a condition that must hold
before calling a procedure, an ensures clause that speci-
fies the postcondition that the procedure guarantees, and a
modifies clause that states the sets that may change during
the execution of the procedure. For example, the add operation
has a precondition that the element being inserted is not in the
list already, as given by the conjunct not (n in Content).
We represent references to objects as sets of cardinality at most
one, with ∅ denoting a null reference, and a local variable name
x denoting a singleton set containing the object referenced by
x. In particular, the conjunct card(n)=1 in the precondition of
add indicates that the parameter n is not null.1 The ensures
clause can refer to initial variables at procedure entry, with
unprimed variables indicating the values at procedure entry
and primed variables indicating the values at the end of
1The idea of using singleton sets to represent elements appears in decision
procedures for several logics for reasoning about sets [25], [26] and is used
successfully in the Alloy modelling notation [27].
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procedure execution. For example, the notation Content’ =
Content + n indicates that the final version of the Content
set is equal to the union of the initial version of the set and the
newly inserted element n. A modifies clause lists all sets that
may change during the execution of the procedure and can
be thought of as a shorthand for the condition
∧
M
S′ = S
which would otherwise appear in the ensures clause, where
M ranges over all sets of the program that are not listed in the
modifies clause (also known as the frame condition [28]). In
our example, the modifies clause of the add procedure states
that add does not change the Iter set.
Boolean algebra of sets. Procedure preconditions, post-
conditions, and invariants are first-order logic formulas in the
language of the boolean algebra of sets, which is a decidable
theory for reasoning about sets of uninterpreted elements [26],
[29]. Formulas in the language of boolean algebra of sets
contain set expressions built using set union, intersection,
and difference. Atomic formulas in this language can state
set inclusion, set equality, as well as cardinality constraints
card(S) ρ k on sets with constant cardinality bound k and
some ordering or equality relation ρ ∈ {=, <,≤,≥, >}.
Such atomic formulas can then be combined using arbitrary
propositional combinations, as well as quantification over sets.
Specifying an iterable list. Procedure contracts summarize
the behavior of the doubly-linked list in terms of abstract sets,
and impose constraints on both the clients and the imple-
mentation of the DLLIter module. Therefore, the contracts
of procedures in Figure 3 present the intended use of these
procedures. The developer initiates the iteration by calling
openIter, which initializes Iter to contain all members
of Content. openIter requires that Iter be empty upon
entry, which requires the client to end each iteration before
beginning a new iteration. Note that no analysis of the linked
list implementation in isolation could ensure this particular
precondition: it is the responsibility of the client to ensure that
this precondition holds. Subsequent calls to nextIter remove
an item from Iter and return that item, while preserving
the underlying Content set. The precondition of this pro-
cedure requires that Iter contain at least one remaining item
(card(Iter)>=1). The isLastIter procedure tests whether
any such item exists. By calling the isLastIter procedure
and testing the result before calling the nextIter procedure,
the developer can determine if there are any remaining ele-
ments and therefore satisfy the precondition of the nextIter
procedure. Furthermore, iterating until isLastIter becomes
true ensures that the Iter set is empty, which enables the next
iteration to begin. Another way to enable subsequent iterations
is to call the closeIter procedure, which also ensures that
the Iter set is empty upon exit.
Invariants between sets. The implementation of our iterable
doubly-linked list preserves the abstract invariant Iter in
Content. Hob ensures that this invariant holds throughout
the entire program’s execution by assuming that the invariant
holds upon entry to the module and proving it upon exit.
Because the sets Iter and Content are encapsulated within
the DLLIter module, showing that the invariant always holds
upon exit given that it holds in the initial program state is
abst module DLLIter {
use plugin "PALE";
Content = { n : Node | "root<next*>n" };
Iter = { n : Node | "current<next*>n" };
invariant "type Node = {
data next:Node;
pointer prev:Node[thisˆNode.next = {prev}];
}";
invariant "data root : Node;";
invariant "pointer current : Node;";
}
Fig. 4. Abstraction Section of a Doubly Linked List with an Iterator.
sufficient to show that the invariant always holds outside the
DLLIter module. A module entry occurs when a procedure
that does not belong to the module calls a procedure that does
belong to the module. Conversely, module exit occurs when
a procedure inside the module returns control to a procedure
outside the module. Note that, together, the invariant Iter
in Content and the openIter and nextIter specifications
naturally express the essence of iteration over a set.
C. Abstraction Section
Previous sections described how developers write imple-
mentations of Hob programs in the implementation sections
and how they specify interfaces of operations in the specifica-
tion sections. Such separation into different sections enables
Hob to perform modular analysis of data structure clients. To
verify that the data structure implementation itself conforms
to its interface, it is necessary to specify the connection
between the implementation and the specification. For this
purpose, each module in Hob has an abstraction section,
specifying the abstraction function as well as any additional
information needed to verify the implementation. Figure 4
shows the abstraction section for the doubly linked list with an
iterator, which connects the specification in Figure 3 with the
implementation in Figure 2. The abstraction section specifies
the appropriate analysis plugin that will analyze the module,
the abstraction function that gives the values of abstract
variables, and the representation invariants that should hold
inside the module. We next discuss each of these pieces of
information in greater detail.
Analysis plugins. The use plugin keywords in the abstrac-
tion section of a module specify the specialized analysis, or
plugin, that the system should invoke to verify the module.
In the example in Figure 4, the Hob system will invoke the
PALE plugin to analyze the iterable list module; this choice of
plugin is appropriate because the PALE plugin is specialized
for analyzing linked data structures.
All verification in Hob is ultimately performed by the anal-
ysis plugins. The Hob system currently contains four analysis
plugins, of which we present three that illustrate different
target properties and different tradeoffs between expressive
power and automation.
• The flag plugin, described in Section IV-C, propagates
constraints between sets and tracks the values of constant
flags of fields of objects. The flag analysis is an example
of a simple, automated analysis that infers loop invariants.
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• The PALE shape analysis plugin, described in Section IV-
A, verifies properties of tree-like linked data structures
using monadic second-order logic. The use of monadic
second-order logic enables PALE to verify specifications
that contain reachability expressions that are not ex-
pressible in first-order logic. PALE requires the use of
loop invariants, but the subsequently developed Bohne
tool [19], [22] shows how such invariants can often be
inferred.
• The theorem proving plugin, described in Section IV-
B, illustrates that our approach can verify arbitrarily
complex implementations of data structures as long as
this complexity is encapsulated within the data structure
itself and the (partial) interface can be expressed in
the set specification language. The internal language of
the theorem proving plugin is the higher-order logic of
the Isabelle interactive theorem prover [18] which can
express all data structure properties we have encountered.
The developer can prove the generated proof obligations
interactively using the Isabelle theorem prover, which,
given enough manual effort, enables developers to verify
arbitrarily complex properties.
Hob supports a loose interaction model between different
plugins: each procedure is analyzed by a single plugin. The
plugin attempts to establish that the procedure conforms to
its specification and reports an error if this is not the case.
The analysis plugins in Hob do not directly interact with each
other; the interaction is solely through the fact that one plugin
shows the correctness of explicitly provided set interfaces that
can be used by another plugin. Thanks to this architecture,
there are very few requirements on each Hob plugin: each
plugin only needs to be able to extract the information from
the set interfaces of public methods. The plugin can use
arbitrarily expressive logics and data structures to accept
from the developer or synthesize automatically properties that
are not visible to other modules. Such properties can occur
in the form of loop invariants, data structure representation
invariants, and the specifications of private procedures; we
illustrate such more complex properties below.
Abstraction functions. Analysis plugins establish that the
behavior of the implementation is observationally equivalent
to the behavior of its specification. To help the analysis plugins
in this task and to serve as design documentation, we require
developers to specify an abstraction function that maps the
state of the implementation to the state of the specification.
The abstraction section of a module specifies this abstraction
function by defining the meaning of each specification variable
in terms of concrete variables. The abstraction section of the
iterable list module in Figure 4 defines the set Content as the
set of all nodes reachable from the root of the doubly-linked
list along the next field. Namely, we can view the next field
as a binary relation, so next* denotes the transitive closure
of next, and root<next*>n denotes the statement that the
transitive closure of next holds for the pair (root,n), which
means that n is reachable from root along next. Similarly,
the set Iter is defined as the set of nodes reachable from
the global reference variable current that denotes the next
element to return from the iterator. Note that these definitions
use reachability expressions, whose expressive power is be-
yond first-order logic. In general, the developer defines the
meaning of set variables using a notation specific to one of
Hob’s analysis plugins; the expressive power of this notation is
not limited by the set specification language. This abstraction
function allows both the analysis and the developer to interpret
procedure contracts in terms of the implementation: replacing
the set variables with their definitions results in a contract
that refers to the implementation state. Our design supports
the development of analysis plugins for verifying arbitrarily
complex data structure implementations, while ensuring that
such plugins remain capable of communicating with other
components of the system through the set specification lan-
guage.
Representation invariants. Data structures often maintain
private representation invariants that are true before and after
each public data structure operation. Abstraction modules
allow the developer to specify representation invariants using
a language specific to the analysis plugin. The representation
invariants in Figure 4 use the notation of graph types [1] to
specify that the linked data structure has the shape of a doubly-
linked list with a back pointer. For example, the invariant states
that the next field is a data field, indicating that it is part
of the tree backbone of the data structure, and that the prev
field is an auxiliary pointer field that is the inverse of the
next field.
In general, representation invariants [30], [31] allow the
developer to specify data structure consistency properties that
are internal to the data structure and are expressed directly
in terms of the data structure implementation. In contrast, the
requires clauses and specification module invariants indicate
those preconditions of operations that are expressible solely
in terms of abstract specification variables, such as the public
invariant Iter in Content in Figure 3. Representation in-
variants are often essential for proving that procedures satisfy
their set specifications: for example, the remove operation
in Figure 2 would be incorrect without the property that
prev is the inverse of next. However, incorporating such
conditions into procedure contracts would violate the data
structure abstraction boundary.
Because representation invariants mention concrete vari-
ables of a module, they are only visible while analyzing the
implementation of a module. A plugin proves the invariant
when control leaves the module and in the initial state of
the module (the initial state is given by the initial values of
variables according to the semantics of our implementation
language). Because variables participating in representation
invariants are private, outside actions cannot violate the repre-
sentation invariants. In our example, our system ensures that,
in the initial state with no objects, prev is the inverse of next,
which holds trivially, and conjoins the representation invariant
to both the precondition and postcondition when verifying that
each procedure conforms to its specification.
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D. Instantiating and Using Modules
We next illustrate the module instantiation mechanism in
Hob, and then present an example of using a module in our
system.
Module instantiation. To allow the reuse of modules, our
language supports a static instantiation mechanism that intro-
duces a new module into the system by copying an existing
module and possibly renaming its types. In our minesweeper
example, we use the declaration
spec module UnexposedList = List with Node <- Cell;
to instantiate UnexposedList as a List module with the
Node type replaced by the Cell format. Modules generated
using instantiation behave no differently from other modules.
Our module instantiation mechanism is similar in spirit to
SML’s functor mechanism, which we discuss further in Sec-
tion VII.
Verifying correct data structure use. Our minesweeper
implementation uses iterators to process the list of unexposed
cells in two contexts; both of these contexts are shown in
Figure 5. One use of iteration is at the end of the game, at
which point the implementation exposes all of the cells. The
second use is in a “peek” command, which we added to our
minesweeper implementation. The “peek” command allows
the player to peek at all unexposed cells. This command is
implemented by iterating twice over the set of unexposed cells,
first exposing them, then hiding them.2
Benefits of set abstraction. Because the clients of the list
data structure need not reason about pointers, only abstract
sets, it is possible to build more scalable and more automated
analyses of clients. In particular, the fragments of quoted
text in Figure 5 make up part of the loop invariants for our
loops. 3 Our flag analysis plugin can, in fact, infer these loop
invariants [32], eliminating the additional annotation burden
on the programmer. One reason for the success of our loop
invariant inference technique is that it works at the level of
abstract set variables.
Note that client code always uses the list through its inter-
face; it cannot directly manipulate the list itself. In general,
verifying consistent interface use is simpler than verifying
consistency of data structure operations, and our Hob system
therefore uses the simpler but more efficient flag plugin to
verify the consistency of data structure uses. The flag plugin
verifies that the precondition for nextIter (the Iter set is
nonempty) is always satisfied before nextIter is called. This
follows from the fact that isLastIter always returns false
before nextIter is called. The peek example nondestruc-
tively iterates over the UnexposedList set without changing
the backing Content set, whereas the revealAllUnexposed
procedure removes all elements from the list during itera-
tion. The revealAllUnexposed procedure guarantees that
2One of the authors successfully used the “peek” command to dramatically
improve his minesweeper score.
3Our notation of primed and unprimed variables in loop invariants is similar
to the convention in postconditions: unprimed variables denote values at
procedure entry, whereas primed variables denote current values. In Figure 5,
all variables refer to current values; in general, a loop invariant can relate the
current state with the state at procedure entry (see Figure 7).
// in Board specification
proc setExposed(c:Cell; v:bool) returns causedGameOver:bool
...
ensures (v => (ExposedCells’ = ExposedCells + c)
& (UnexposedCells’ = UnexposedCells - c)
& (UnexposedList.Iter’ = UnexposedList.Iter - c))
& ((not v) => ((ExposedCells’ = ExposedCells - c)
& (UnexposedCells’ = UnexposedCells + c)))
& ...
proc revealAllUnexposed()
requires gameOver
modifies ExposedCells, UnexposedCells
ensures card(UnexposedCells’) = 0;
// in Board implementation
proc peek() {
peeking = true;
Cell c;
UnexposedList.openIter();
bool b = UnexposedList.isLastIter();
while "(b’ <=> (UnexposedList.Iter’ = {})) & peeking’"
(!b) {
c = UnexposedList.nextIter();
View.drawCellEnd(c);
b = UnexposedList.isLastIter();
}
// ... wait for key press ...
UnexposedList.openIter();
b = UnexposedList.isLastIter();
while "(b’ <=> (UnexposedList.Iter’ = {})) & peeking’"
(!b) {
c = UnexposedList.nextIter();
View.drawCell(c);
b = UnexposedList.isLastIter();
}
peeking = false;
}
proc revealAllUnexposed() {
UnexposedList.openIter();
bool b = UnexposedList.isLastIter();
// loop invariant in quotes below:
while "... & (b’ <=> (UnexposedList.Iter’ = {})) &
(UnexposedList.Iter’ = UnexposedList.Content’)" (!b) {
Cell c = UnexposedList.nextIter();
setExposed(c, true);
b = UnexposedList.isLastIter();
}
}
Fig. 5. Doubly-Linked List Client. An optional loop invariant appears in
quotes after the while keyword.
the unexposed set is empty at the end of the procedure,
as follows. The procedure maintains the invariant that the
Iter set equals the Content set during every loop iteration
because nextIter removes an element from the Iter set, and
setExposed removes the same element from Content. The
loop exit condition implies that the Iter set is empty upon
completion, which, in turn, implies that Content is empty as
well.
Addressing specification aggregation. When analyzing the
start of an iteration, which contains a call to the openIter
procedure, the analysis must show openIter’s precondition
card(Iter)=0. The analysis should be able to use the
preconditions of peek and revealAllUnexposed for this
purpose, but because Hob analyzes each procedure in isolation,
preconditions such as card(Iter)=0 would need to propa-
gate into the preconditions and postconditions of procedures
that call peek and revealAllUnexposed. We call this phe-
nomenon specification aggregation [23]. We address this prob-
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lem by factoring out such global invariants as card(Iter)=0
that apply to many preconditions and postconditions, and
specifying them only once. For this purpose, we introduce the
notion of a scope, which groups several modules along with
invariants on public specification variables of these modules.
If the developer specifies card(Iter)=0 as an invariant of
a scope, Hob will implicitly conjoin it to the preconditions
and postconditions of public procedures in the scope. This
invariant, however, may be violated during iteration over the
list, so it must not be conjoined to preconditions of procedures
called during the iteration. Therefore, we introduce a guarded
version of the invariant into a scope:
(not Board.peeking) => (card(UnexposedList.Iter) = 0)
As the procedure peek illustrates, the program can explic-
itly set Board.peeking to true to disable the invariant
during the iteration over the list. This reduces the evalu-
ation of card(Iter)=0 to finding the truth value of the
boolean variable Board.peeking. To provide fine-grained
control over when Board.peeking holds, the developer
can use the concept of defaults [23] to write an expres-
sion over program points specifying the preconditions and
postconditions where Board.peeking holds. In our ex-
ample, the developer specifies the default not peeking
with an expression that syntactically identifies the precon-
ditions of both peek and revealAllUnexposed as the
points in the source code where the default applies. The
analysis expands the default and conjoins the scope invari-
ant, so both not peeking and (not Board.peeking) =>
(card(UnexposedList.Iter) = 0) are part of the pre-
condition of peek and revealAllUnexposed, which allows
the analysis to deduce card(Iter)=0 and verify these pro-
cedures.
Separate verification of data structure use and data struc-
ture implementation. Hob’s analysis of an implementation
proves that each procedure conforms to its specification. This
specification is expressed in terms of abstract sets; the concrete
meaning of abstract sets is given by the abstraction module,
as seen in the linked list example. On the other hand, data
structure clients can use a module’s specification, as expressed
in Hob’s set specification language, to reason about the effects
of operations and to ensure that a module’s preconditions are
satisfied when calling into the module; in our example above,
the minesweeper board guarantees that the iterator always has
at least one iterable element before each call.
In our approach, clients of the linked-list data structure
need not be analyzed using the shape analysis plugin. Hob
provides another analysis plugin (the flag plugin) that performs
a dataflow analysis over set algebra formulas. This plugin
is more efficient than the shape analysis plugin, as it tracks
less-detailed properties. The availability of additional analysis
plugins is crucial in deploying shape analysis techniques in the
context of larger programs: our technique for composing anal-
ysis plugins allows the focused application of shape analysis
to only the relevant module in isolation, while other analysis
plugins guarantee that the remainder of the program uses the
module correctly.
Two sides of data structure consistency. To clarify the
relevance of our approach we next emphasize two equally im-
portant components of the data structure consistency problem.
Consider an application that manipulates an encapsulated data
structure. To ensure that the data structure satisfies consistency
properties at run time, we need to ensure both 1) that the data
structure operations conform to their contracts, and 2) that
the rest of the program invokes data structure operations in
states where operation preconditions are satisfied. Without the
first condition we cannot say anything about the preservation
of our data structure consistency property, and without the
second condition we cannot assume that procedure contracts
apply. Writing procedure contracts without checking the im-
plementation runs the risk of writing incorrect specifications of
procedures that do not correspond to the actual data structure
implementation. Conversely, writing contracts without check-
ing their use in the context of a program runs the risk of
writing too-strong preconditions that the make the operations
impossible to use, or too-weak postconditions that make it
impossible to satisfy preconditions of subsequent operation
invocations. This is why Hob verifies both components of
data structure consistency. It does so using potentially different
analyses because these two components are likely to require
different precision/scalability trade-offs. In the next section
we give an overview of the PALE plugin and the theorem
proving plugin as two precise analysis plugins suitable for
verifying data structure implementations, and then present a
more scalable typestate analysis plugin suitable for verifying
data structure use.
IV. MODULAR ANALYSIS IN HOB
An analysis plugin must ensure that the implementation
of a module conforms to its specification, and that any
calls originating in the module it is analyzing satisfy their
preconditions. To analyze a module M , the analysis uses the
implementation, specification, and abstraction sections of M ,
as well as the specification sections of all modules whose
procedures M invokes. Apart from these requirements, the
details of the analysis are entirely plugin-specific, which gives
our system great flexibility in leveraging different analysis
techniques.
Fig. 6. Checking implementation of minesweeper board.
Figure 6 illustrates our analysis of the Board module from
minesweeper: to ensure that Board meets its specification,
we use the flag plugin (described in Section IV-C). Instead of
using the implementation of all of the modules in Figure 1,
the plugin only needs to read the the specification sections of
the ExposedSet and UnexposedList module in addition to
the implementation, abstraction and specification sections of
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the Board module. As a special case, if a module is in the
leaf of the call graph, as is the case with the ExposedSet
or UnexposedList modules in Figure 1, then it suffices
to examine the implementation, specification, and abstraction
sections of that module.
Soundness of modular reasoning. The modular approach
of Hob is possible because different modules access disjoint
regions of state: a module M directly accesses only the fields
declared in M , and the invariants in M depend only on those
fields that are declared in M . When the developer instantiates
modules, the fields declared in each module instance are
distinct from the fields of other instances of the same module.
This semantics prevents sharing of fields, while allowing
sharing of objects. Arrays in Hob are not objects and have
a distinct type, and we impose the following simple rules to
ensure the soundness of modular reasoning in their presence:
if an abstraction function or a representation invariant depends
on an array, then this array must be a global variable initialized
by array allocation in the module, and module operations are
not allowed to introduce additional references to the array (but
they can copy its content into fresh arrays). When an array
does not affect the value of a specification variable, then there
are no restrictions on its use.
We next describe three of the analysis plugins that we
have implemented in our analysis framework. These plugins
enabled us to modularly verify data structure consistency
properties in our example programs.
A. The PALE Analysis Plugin
Our PALE plugin uses a previously implemented tool, the
Pointer Assertion Logic Engine [1] (PALE). We incorporated
PALE into our framework with very few changes to the tool
itself: we reported a few bugs in the underlying MONA tool
and modified PALE to return different exit codes on success
and failure.
The PALE analysis system takes as input a program written
in the PALE imperative language [1]. This program includes
preconditions, postconditions, loop invariants, and graph type
declarations [33]. A graph type is a tree-like pointer-based
(potentially recursive) data structure with a distinguished set
of data fields (such as the next field in Figure 4), whose
values form the spanning tree backbone of the data structure.
In addition to data fields, a graph type may contain routing
fields [33] (such as the prev field in Figure 4). These routing
fields are functionally determined by the backbone; the prev
field in Figure 4, for example, is uniquely determined as the
inverse of the next field. By identifying data fields that form
the spanning tree and by providing the definitions for the
derived fields, graph type declarations allow the developer to
specify the representation invariants that the data structures
must satisfy.
PALE preconditions, postconditions, and loop invariants
are formulas written in monadic second-order logic (MSOL),
which is decidable [34]. Our use of MSOL allows the use of
transitive closure over object reference fields to identify the set
of all objects that participate in that data structure. This feature
of MSOL makes it more appropriate for verifying linked data
structures than first-order logic, which cannot express reacha-
bility properties. The PALE analysis system translates an input
program into a collection of verification conditions whose
validity guarantees that the procedures in the program satisfy
their precondition/loop invariant/postcondition relationships.
These verification conditions are formulas in MSOL, and the
PALE system then uses the MONA decision procedure [35],
[36] to determine the validity of these verification conditions.
If all of these conditions are valid, the program satisfies its
PALE specification.
Using the PALE plugin. As illustrated in Section III, the
developer specifies the abstraction function for a data structure
verified by PALE by defining the content of an abstract set
using a formula in monadic second-order logic.
The developer specifies the representation invariants for the
PALE plugin using invariant declarations in the abstraction
section. An invariant for the PALE plugin can be a graph type
definition, such as the definition of the Node graph type in Fig-
ure 4; the declaration of a routing restriction for the backbone
of the data structure, such as the declaration data root:
Node; or the declaration of a non-backbone routing restriction,
such as the declaration pointer current: Node.
These representation invariants impose the following con-
straint on the heap: each object is either 1) a member of the
data structure or 2) an object external to the data structure.
Each member object is reachable from the data structure
root along specially-marked data fields (denoted by the data
keyword). In addition to data fields, a member object may have
routing fields (denoted by the pointer keyword) whose value
is given by the formula specified in the graph type definition.
On the other hand, each external object is unreachable from
the data structure root, and all of its fields that are declared in
the analyzed module are null.
The member/external constraint applies to the projection of
the heap onto the fields declared in the currently analyzed
module. The constraint does not apply to fields declared in
other modules, enabling objects to simultaneously participate
in multiple data structures.
The Hob PALE plugin invokes the external PALE tool to
enforce this constraint throughout the procedure, with the
exception of points in the interior of a basic block. These
interior points may violate the constraint, provided that they
reestablish the constraint by the end of the basic block.
Translation to PALE Input Language. We incorporated the
PALE analysis system into our pluggable analysis framework
by 1) using abstraction sections to translate our common set-
based specifications into PALE specifications, 2) translating
statements into the imperative language accepted by PALE,
and 3) translating loop invariants into PALE loop invariants.
(The Hob system accepts loop invariants in the form of quoted
strings embedded into implementation sections). The loop
invariants in implementation modules verified by the PALE
plugin contain two parts. The first part contains concrete
data structure properties, and is written directly in the PALE
specification language. The second part contains abstract set
properties, and the PALE plugin translates this part in the same
way as requires and ensures clauses. Our translation also
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elides scalar variables (which are not supported by PALE)
from the input program.
A sketch of the translation follows. For each set definition
of the form
S = {x : T | F (x)}
that appears in the abstraction section, the translator produces
a second-order predicate of the following form that takes a set
as an argument:
isS(set S:T) = allpos x of T: x in S <=> F(x)
The isS predicate therefore selects S to be the set of objects
that satisfy predicate F. Together, the isS predicates enable us
to interpret a formula B(S1, . . . , Sn) in the boolean algebra
of sets as the second-order formula
∃S1, . . . , Sn.
∧
n
i=1
isSi(Si) ∧ B(S1, . . . , Sn).
In this way, current values of abstract set variables in loop
invariants and postconditions are effectively replaced by their
definitions, using the fact that an expression E({x | P (x)})
is equivalent to the expression ∃S. S = {x | P (x)} ∧ E(S).
The predicates isSi enable the PALE plugin to translate
procedure specifications. For instance, the remove procedure
whose implementation is in Figure 2 and whose contract is in
Figure 3 gives PALE code of the form:
set Content : Node;
set Iter : Node;
/ ∗ precondition ∗ /
[isContent(Content) ∧ isIter(Iter) ∧
n ∈ Content ∧ Iter ⊆ Content]
{stmts}
/ ∗ postcondition ∗ /
[ existset Content′ of Node : isContent(Content′) ∧
existset Iter
′
of Node : isIter(Iter′) ∧
Content
′ = Content \ {n} ∧ Iter′ = Iter \ {n} ∧
Iter
′ ⊆ Content′]
In the PALE code, the definitions set Content : Node
and set Iter : Node introduce local set variables that
are used to track the initial content of the data structure.
The precondition establishes the relationship between these
abstract variables and the concrete state of the program.
Procedure postconditions and loop invariants can then use
these variables to refer to the initial content of the data
structure. These annotations can also refer to current values of
abstract set variables, which are effectively substituted using
isSi predicates and existential quantification.
Our example uses two isSi predicates, isContent and
isIter. Combined with the quantification induced by the
set declarations, these predicates bind the Content and
Iter sets to their definitions, giving meaning to the conjuncts
n ∈ Content and Iter ⊆ Content in the precondition; a similar
translation is done for the postcondition.
Note that the actual translation is slightly more complicated
than what we have presented here because our PALE plugin
introduces additional instrumentation fields that conceptually
store the external objects (objects that are not part of the
currently analyzed data structure).
Consequences. The PALE analysis tool implements a
sophisticated analysis that can verify detailed properties of
complex linked data structures. For scalability reasons, it
is impractical to use PALE to analyze anything other than
encapsulated data structure implementations: PALE invokes
the MONA decision procedure [35], [36] for monadic second-
order logic, which has non-elementary complexity [37]. (Other
shape analyses also have high complexity.) But within this do-
main it can provide exceptional precision and verify important
properties that are clearly beyond the reach of more scalable
analyses. Our successful integration of the PALE analysis
system demonstrates that it is possible to apply very precise
analyses to focused parts of the program. Our results therefore
show how to unlock the potential of these analyses to verify
important data structure consistency properties in programs
that would otherwise remain beyond reach of static analysis.
In the next section we show how to verify potentially even
more detailed properties using theorem proving.
B. The Theorem Proving Plugin
The theorem proving plugin [21] generates verification
conditions using weakest liberal preconditions [38] and dis-
charges them using the Isabelle theorem prover. We have
chosen this technique for verifying arbitrarily complicated data
structure implementations. The logic for specifying abstraction
functions is based on typed set theory. Proof obligations can be
discharged using either automated theorem proving or a proof
checker for manually generated proofs. As a result, there is
no a priori bound on the complexity of the data structures
(and data structure consistency properties) that can be verified
using this technique.
For our minesweeper example, we have applied this plu-
gin to the verification of the ExposedSet module, which
implements a set by storing objects in a global array. The
implementation of ExposedSet is shown in Figure 7. Note
that the implementation contains explicit loop invariants (in
quotes); our verification condition generator does not support
loop invariant inference. The state of the ExposedSet module
is represented by the global array d which stores the set
elements, and the integer variable s which indicates the
currently used part of the array.
One of the procedures in the ExposedSet module is the
add procedure, which adds a Node to the set of Nodes
representing the exposed cells. The specification section of
the module states this contract more precisely in terms of the
abstract set Content (see Figure 8), which corresponds to the
set of Node objects in the ExposedSet.
The abstraction function in Figure 9 relates the abstract set
Content to its concrete implementation; it simply states that
Content corresponds to the set of Node objects contained
within the array d with index between zero and s - 1
inclusive.
To verify that the add procedure conforms to its specifica-
tion, the analysis plugin first augments the add procedure’s
postcondition by conjoining it with a frame condition derived
from the modifies clause. The resulting formula is (Content’
= Content + n) & (setInit’ = setInit).
The next step is to apply the definition of Content from
the abstraction section to the add procedure’s preconditions,
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impl module ExposedSet {
format Node {}
reference d : Node[];
var s : int;
proc init() { ... }
proc add(n : Node) { d[s] = n; s = s + 1; }
proc remove(n : Node) {
int i = 0;
// loop invariant for removal
while "0 <= i’ & i’ <= s &
(forall j. (i’ <= j & j < s) --> d’[j] = d[j]) &
{x. exists j. 0 <= j & j < i’ &
x = d’[j] & x ˜= null} =
{x. exists j. 0 <= j & j < i’ &
x = d[j] & x ˜= null} - {n}"
(i < s) {
if (d[i] == n) d[i] = null;
i = i + 1
}
}
proc contains(n : Node) returns b : bool {
int i = 0;
bool result = false;
// loop invariant
while "0 <= i’ & i’ <= s & d’ = d &
(result’ <=> (n : {x. exists j. 0 <= j & j < i’ &
x = d’[j] & x ˜= null})"
(!result && (i < s)) {
if (d[i] == n) result = true;
i = i + 1
}
return result;
}
}
Fig. 7. Implementation Section of the ExposedSet Module.
spec module ExposedSet {
format Node;
specvar setInit : bool;
specvar Content : Node set;
proc init()
requires true
modifies Content, setInit
ensures setInit’ & (Content’ = {});
proc add(n : Node)
requires setInit & card(n) = 1
modifies Content
ensures (Content’ = Content + n);
proc remove(n : Node)
requires setInit & card(n) = 1
modifies Content
ensures (Content’ = Content - n);
proc contains(n : Node) returns b : bool
requires setInit & card(n) = 1
ensures b <=> (n in Content)
}
Fig. 8. Specification Section of the ExposedSet Module.
abst module ExposedSet {
use plugin vcgen;
Content = { x : Node | "exists j. 0 <= j & j < s &
x = d[j] & x ˜= null"};
invariant "0 <= s";
}
Fig. 9. Abstraction Section of the ExposedSet Module.
assume setInit & card(n) = 1 & 0 <= s;
d[s] = n;
s = s + 1;
assert { x | exists j. 0 <= j & j < s’ &
x = d’[j] & x ˜= null} =
{ x | exists j. 0 <= j & j < s &
x = d[j] & x ˜= null} + {n} &
setInit’ = setInit & 0 <= s;
Fig. 10. Translated Implementation of add in Loop-Free Guarded Command
Language.
postconditions, loop invariants and assertions. The resulting
conditions are expressed in terms of the concrete data structure
state. For example, the formula “Content’ = Content +
n” translates into:
{x | ∃j. 0 ≤ j ∧ j < s′ ∧ x = d′[j] ∧ x 6= null} =
{x | ∃j. 0 ≤ j ∧ j < s ∧ x = d[j] ∧ x 6= null} ∪ {n}
The analysis then conjoins both the precondition and post-
condition with the representation invariants specified in the
abstraction section. Our example contains the representation
invariant 0 ≤ s.
Next, the analysis translates the statements from the imple-
mentation of add into a loop-free guarded command language
similar to that used in [39]. The result of the translation is
given in Figure 10.
By computing weakest liberal preconditions, the analysis
then creates a formula from the translated code; the validity
of this formula implies the conformance of the procedure to
its specification.
To simplify the task of discharging the resulting verification
condition, the formula is split into as many conjuncts as possi-
ble by performing a simple non-backtracking walk through the
connectives ∀, ⇒, ∧ in the formula syntax tree. The analysis
then attempts to verify each conjunct in turn. It first searches
a library of previously proven lemmas for a match to the
current conjunct. If it does not find a match, the analysis
invokes Isabelle’s built-in simplifier and classical reasoner with
array axioms, attempting to prove the formula automatically.
In our example, this attempt succeeds for most of the generated
verification-condition conjuncts. For the remaining conjuncts,
the fully automated verification fails and the plugin saves
them as “not known to be true”. The user then interactively
proves these difficult cases in Isabelle, and stores them in the
library of verified lemmas. Subsequent verification attempts
then execute without user assistance.
C. The Flag Plugin
Our flag analysis [40] verifies that modules implement
set specifications in which integer or boolean flags indicate
abstract set membership. The developer uses set definitions in
the abstraction section of a module to specify the correspon-
dence between concrete flag values and abstract sets from the
specification.
Figure 11 presents the abstraction section of the Board
module, which contains definitions of sets U, MarkedCells,
ExposedCells, UnexposedCells, and MinedCells as well
as several global boolean variables. The set U contains all
initialized Cell objects in the program heap, that is, all Cell
objects that have their init flag set to true. The other
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abst module Board {
use plugin "flags";
U = { x : Cell | "x.init = true"};
MarkedCells = U cap { x: Cell | "x.isMarked = true"};
ExposedCells = U cap { x: Cell | "x.isExposed = true"};
UnexposedCells = U cap { x: Cell | "x.isExposed = false"};
MinedCells = U cap { x: Cell | "x.isMined = true"};
predvar gameOver; predvar init; predvar peeking;
}
Fig. 11. Abstraction Section of Board Module.
sets are defined as intersections with U, e.g. using the syntax
MarkedCells = U cap { ... }. This ensures that all sets
defined in this abstraction section are initially empty and do
not change when a different module allocates an object using
the new statement.
The flag analysis performs abstract interpretation [41] with
analysis domain elements represented by formulas. The trans-
fer functions in the dataflow analysis update boolean formulas
to reflect the effect of each statement, symbolically comput-
ing the relation composition of transition relations. When it
encounters an assertion, procedure call, or procedure post-
condition, our flag analysis generates a verification condition
and discharges it using the MONA decision procedure for
the monadic second-order logic of strings, which subsumes
boolean algebras [36]. In our experience, applying several
formula transformations drastically reduced the size of the
formulas generated by the flag analysis, as well as the time that
the MONA decision procedure spent verifying these formulas.
These transformations greatly improved the performance of
our analysis and allowed our analysis to verify larger pro-
grams. Complete treatments of the flag plugin appear in [17],
[32].
In addition to tracking the values of sets introduced
by flag values, the flag plugin also keeps track of the
values of sets specified in client modules. In the Board
module of the minesweeper example, this includes the sets
ExposedSet.Content and UnexposedList.Content.
This allows the analysis to verify invariants such as
Board.ExposedCells = ExposedSet.Content
Board.UnexposedCells = UnexposedList.Content
disjoint(MarkedCells, ExposedCells)
disjoint(ExposedCells.Content,
UnexposedList.Content)
The last two properties are examples of high-level data
structure invariants that correlate the values of sets that
correspond to multiple data structures. Hob helps the
developer and the analysis deal with such high-level
invariants using the scope construct described in [23].
Flag example. Figure 12 presents a short procedure and
its specification. This procedure either adds or removes an
object from the MarkedCells set by mutating its isMarked
boolean-valued field. We next present the formula that the flag
plugin generates to verify this procedure, omitting irrelevant
parts of the program state for the sake of brevity.
(M = U ∩M1) ∧M
′ = U ′ ∩M ′1 (1)
∧ ((M ′1 = M1 ∪ c) ∧ v) | ((M
′
1 = M1 \ c) ∧ ¬v) (2)
∧ c ⊆ U ∧ card(c) = 1 (3)
∧ U ′ = U ∧ C′ = C ∧ p ⇔ p′ ∧ . . . (4)
impl module Board {
proc setMarked(c:Cell; v:bool) {
c.isMarked = v;
}
}
spec module Board {
proc setMarked(c:Cell; v:bool)
requires (c in U) & (card(c)=1)
modifies MarkedCells
ensures (v <=> (c in MarkedCells’)) &
(MarkedCells’ <= MarkedCells + c);
}
Fig. 12. Specification and implementation of procedures in Board Module.
=⇒ (5)
C′ = C ∧ p ⇔ p′ (6)
∧ ((v ⇔ c ⊆ M ′) ∧M ′ ⊆ M ∪ c) (7)
The formula ranges over the set variables and boolean pred-
icates in the program; procedure parameters occur as free
variables of the formula, while the program’s abstract state is
given in terms of universally quantified variables. The formula
contains two parts. Lines 1 through 4 specify the program
state after symbolic execution of the procedure, while lines 6
and 7 state the requirements on the program state needed by
the procedure’s postcondition. To verify that the procedure
satisfies its specification, MONA must deduce that lines 1
through 4 imply lines 6 and 7.
We first discuss the conditions known by Hob to hold upon
procedure exit. For brevity, we have replaced MarkedCells
by M and peeking by p. Line 1 states definitions for
derived formulas. These definitions are repeated twice, once
for unprimed variables and once for primed variables. Line 2
gives the result of the transfer function as computed over
the procedure. It captures the effect of the assignment to
the isMarked field, which defines the set M . Line 3 states
the procedure precondition. Finally, line 4 constrains sets and
variables that are unmodified by the procedure. Initially, all
sets and variables are unmodified; each transfer function that
modifies state also removes variables from this line.
Next, we discuss the required postconditions. Procedures
must guarantee that, upon exit, sets that are not declared to
be modified keep their initial values; line 6 states this require-
ment. Also, procedures must guarantee that their postcondi-
tions hold; in this case, line 7 states the needed postcondition.
Once the flag plugin generates the appropriate formula, it
passes the formula on to the MONA tool. In this case, the
verification succeeds because the antecedent is sufficiently
strong: the procedure does implement its specification.
Flag analysis and generalized typestate. We have just
observed that the flag plugin can establish high-level data
structure properties such as equality and disjointness of sets.
We have also seen (in Section III-D) that the flag plugin can
be used to verify the correct use of the iterator interface. Here
we present another perspective on an analysis that verifies
contracts (interfaces) based on sets, by viewing sets as a
generalization of typestate [9], [42].
Instead of associating a single state with each object, our
system models each typestate as an abstract set of objects.
If an object is in a given typestate, it is a member of the set
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that corresponds to that typestate, which leads to the following
generalizations of the standard typestate approach:
• Abstract Data Types: For typestate purposes, abstract
data types can be viewed as maintaining several abstract
sets of objects. For example, an iterator contains one set
for all objects in the list, and one set of objects that remain
to be iterated over. In this way, the iterator indicates
whether an object has already been iterated over. With
this perspective, the typestate of an object is a function
of its participation in the abstract data type as reflected in
its membership in the data type’s abstract sets of objects.
• Orthogonal Composition: In our formulation of types-
tate, an object can be a member of multiple sets simul-
taneously. This promotes composite typestate structures
in which the developer endows each component with a
collection of abstract sets, with each set corresponding
to an aspect of the typestate relevant to the component.
With this kind of structure, each object’s typestate is an
orthogonal composition of the typestate aspects from each
of the components in which it participates. Examples
include composite typestates for objects that participate
in multiple data structures and objects that play multiple
roles within a single component.
The advantages of using multiple orthogonal sets include
better modularity (because each component deals only
with those aspects of the typestate that are relevant for its
operation) and support for polymorphism (because each
component can operate successfully on multiple objects
that participate in different ways in other components).
• Hierarchical Typestates: Hierarchical classification via
inheritance is a key element of the type systems in most
object-oriented languages, but is absent in historical flat
typestate systems [9]. Our formulation cleanly supports
typestate hierarchies—a collection of sets can partition
a more general set, with the subset inclusion ordering
capturing the hierarchy. Typestate hierarchies also appear
in [40], [43].
• Sharing and Typestates: Sharing via aliased object
references has caused problems for standard typestate
systems—it has been difficult to ensure that if the pro-
gram uses one reference to access the object and change
its typestate, the declared type of other references is ap-
propriately adjusted. Our typestate formulation supports
a new, more abstract form of sharing, which integrates
aliasing information directly into the analysis domain,
in the form of constraints expressed using sets (e.g.
set disjointness for unaliased variables). This integration
enables the flags plugin to update set membership in
a manner consistent with known aliasing relationships
between objects. Furthermore, if an object participates
in multiple data structures, its typestate characterizes
that kind of sharing by indicating its membership in
multiple typestate sets, one for each data structure. This
formulation supports non-monotonic changes—the set of
objects that contain an element may change arbitrarily
throughout the computation.
V. EXPERIENCE
In this section, we describe our experience using the Hob
system to implement and specify design information for other
benchmark programs. In addition to the minesweeper example
presented in Section II, we ran our analysis on a complete
webserver, as well as short programs inspired by computa-
tional patterns from scientific computations, operating-system
schedulers, and program transformation passes. Note in partic-
ular that the Hob webserver serves the Hob project webpage,
at http://hob.csail.mit.edu. These benchmarks use a
variety of data structures, and we have therefore implemented
and verified sets, set iterators, queues, stacks, and priority
queues. Table I illustrates the benchmarks we ran through our
system. Our data structure implementations range from singly-
linked and doubly-linked lists (with and without iterators) and
tree insertion (all verified using the PALE plugin) through
array data structures (verified using the theorem proving plu-
gin). Our modular approach allowed us to reuse data structure
implementations across multiple benchmarks. We expect such
reuse to be possible in general, thus amortizing the cost of
precise and potentially expensive data structure analyses across
many clients of these data structures.
Section II gave the flavor of high-level properties that we
verified in our examples through the example of minesweeper,
using in particular sets of exposed and unexposed cells. Note
that all Hob properties are expressed in terms of sets, but that
the interpretations of sets vary on a per-application, domain-
specific basis. A second example where Hob enforces design
constraints arises in our web server example. A design decision
for the web server was to have the server cache the content
before sending it in response to a request. Our web server
implementation contains a procedure, sendEntry(c), which
emits the contents of its parameter c to a socket. The interface
of sendEntry(c) imposes the precondition that the entry
c to be sent is either 1) stored in the cache or 2) in the
set of “blacklisted” objects that are too large to be stored.
Hob’s analysis tracks the dynamically changing values of sets
representing the cached content and the blacklisted content,
and checks that the parameter c of sendEntry is in the
union of these two sets. Note that the tracked property is
simple to state and understand, yet goes beyond static type
systems. The use of sets as opposed to flags associated with
objects naturally captures the idea that being in the cache (or
being blacklisted) is not the property of the content itself,
but rather a property of the way in which the content is
used in the web server, a fact that is reflected in the data
structures in which the content is stored. In the scheduler
example, we have verified disjointness of sets of suspended
and running processes, the equality of sets represented by
flags (allowing a constant-time membership test) and lists
(for iteration), as well as typestate preconditions on scheduler
operations. The prodcons example coordinates the actions
of a producer and a consumer module that communicate via
a shared stack (implemented as a list), with specifications
ensuring that the elements are produced and consumed by the
operations and that stack underflow never occurs. Water is
a numerical simulation of water molecules that proceeds in
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several phases; we verify that these phases are performed in
the desired order by encoding them using global boolean flags,
specifying these flags in preconditions and specifying their
changes in postconditions. The compiler example transforms
nodes of an abstract syntax tree. We used sets to encode the
typestates of the nodes. We provided specifications ensuring
that the nodes are processed in the correct order and that the
operations have the expected effect on the typestates.
System # # lines # lines
totals modules spec impl
compiler 3 113 211
water 10 542 1921
prodcons 3 54 78
scheduler 3 77 128
minesweeper 7 236 750
httpd 14 335 1229
TABLE I
BENCHMARK CHARACTERISTICS.
VI. SCOPE OF OUR TECHNIQUE
Our Hob system verifies data structure consistency prop-
erties for programs written in a memory-safe imperative
implementation language and specified using a specification
language based on the boolean algebra of sets. We now discuss
some of the design decisions that we made while building Hob.
a) Choice of Implementation and Specification Lan-
guages: We designed the Hob implementation language to
be syntactically similar to Java at a statement level. We
decided to use a custom procedural implementation language
as a convenient way to explore the automatic verification of
data structure consistency properties while avoiding inessential
complexities of a full-fledged programming language. In par-
ticular, we omitted common object-oriented features such as
inheritance, dynamic dispatch, and object-based encapsulation.
In our experience, it was relatively simple to port Java code to
our implementation language. When comparing Java and Hob
it is important to keep in mind that Hob has two constructs
that approximately correspond to Java’s classes: 1) formats
are used to represent memory cells, and 2) modules are used
to structure a program into its main constituent parts. The
static module instantiation in Hob is less general than the
dynamic instantiation of classes with methods in Java, but it
encourages developers to express the static architecture of an
application, and aids verifiability. We expect that structuring
Java applications along similar principles would help the
analysis of Java programs as well.
We believe that Hob’s set specifications are natural for
developers to use because they enable developers to state
object membership properties and relationships between data
structures [17]. After all, many data structures are simply
implementations of sets. Set specifications can express many
key data structure properties and, in particular, consistency
properties which relate the contents of different data structures.
Such consistency properties are often crucial design properties
for a system which ought to hold throughout its life cycle; set
specifications provide a concise and easy-to-understand way
for developers to express and verify these properties.
To understand the scope of Hob’s set specification lan-
guage, consider the example of a map implementation. The
set specification language can express, for example, that the
set of keys and the set of values are disjoint, but cannot
express that a particular key is related to a particular value,
because the boolean algebra of uninterpreted elements does not
contain any relation symbols 4. Nevertheless, our experience
shows that the boolean algebra of sets can express many
interesting data structure properties. Such descriptions may not
be full specifications of the behavior of operations, but they do
indicate important partial correctness properties. We therefore
believe that the set specification language makes a useful
trade-off between the expressive power and tractability of the
analyses. We chose to explicitly omit integer and floating-point
arithmetic from our specification language.5 Indeed, many data
structure consistency properties do depend on general integer
and floating-point arithmetic. Note that the set specification
language does not support sets of pairs or sets of sets, only sets
of uninterpreted elements. This is why it can be characterized
using the boolean algebra of sets and decided in elementary
time [29] and in practice often belongs to the quantifier-free
fragment that can be decided in non-deterministic polynomial
time.
It is important to distinguish between Hob’s interface lan-
guage, which was designed to be less expressive and more
tractable, and the specification languages inside the abstraction
modules, which express data structure representation invari-
ants and abstraction functions. Inside abstraction modules,
plugins may use arbitrarily powerful specification languages.
For example, the monadic second-order logic used in the
PALE plugin can express reachability properties that are not
even expressible in first-order logic [46]. In general, Hob can
analyze arbitrarily complex internal data structure properties
given the presence of appropriate plugins.
b) Developers’ Responsibilities: Our technique requires
developers to specify the data structure consistency properties
that they would like the Hob system to verify. Developers
express these properties 1) in terms of procedure preconditions
and postconditions; and 2) in terms of high-level invariants for
global data structure consistency properties. These properties
are expressed using the set specification language. Since there
is a gap between the abstract set specification language and
the concrete implementation language, developers must also
specify an interpretation for the program’s abstract sets—in
other words, abstraction functions. A key feature of the Hob
approach is that it supports a variety of different abstraction
function syntaxes, by delegating the core analysis task to
a set of analysis plugins. In short, each plugin is required
to verify that a procedure’s implementation conforms to its
specification, where the set interpretations are given by the ab-
straction function. While it would be possible to use analyses
to infer specifications or abstraction functions, we found it very
4The Jahob system [44] supports a module specification language that per-
mits the use of relations, and has successfully verified detailed specifications
of map implementations such as hash tables.
5In [45], we describe how to decide Boolean Algebra with Presburger
Arithmetic (BAPA); the Hob system’s core specification language could be
extended to support BAPA.
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useful to explicitly state this information as part of software
documentation, and decided to focus the inference effort of
our analyses on loop invariants that are more program-point
specific and therefore less interesting for documenting the key
properties of the system.
c) Hob and the Development Life Cycle: The abstract-
ness of Hob’s set specification language encourages developers
to think at a higher level of abstraction and enables them to
express deeper properties of programs. Such properties can
easily be obscured in a program’s implementation. At the
implementation level, design information is hidden behind a
mass of details, which are necessary for implementing, but not
useful for understanding, the underlying design. We believe
that the set specification language exposes design information
more effectively than imperative implementation languages,
since set specification languages abstract away from the details
of how the program carries out its tasks to express what the
program does.
While a program’s set specifications are useful from the
earliest prototype stages of development, its specifications
become especially valuable as a program moves through its
development life cycle into the maintenance phase, when the
design information may become outdated, and the original
developers may have moved on to other projects. The Hob
system enables developers to use data structure consistency
properties as verified documentation. Our analysis tool verifies
that these properties hold, not just at any one point in the
program’s life, but throughout changes by successive devel-
opers, who may not understand the program’s original design
at all. Our experience with Hob suggests that it is capable of
recording design decisions taken by the original developers
and ensuring that this design information remains up-to-date.
d) Scalability of the Hob Approach: Because the Hob
system uses a modular verification approach, we believe that
it should scale quite well. However, we have not yet evaluated
its efficacy on programs larger than 2000 lines. The scalability
of our system does not depend on asymptotic complexity
arguments; we instead observe that researchers have not suc-
cessfully performed shape analysis on programs that exceed a
couple of hundreds of lines, and that our modular verification
approach sidesteps such ceilings on analysis applicability.
We believe that Hob’s use of a set specification language is
especially productive for several reasons. First, our experience
with the flag plugin suggests that set-based specification
languages make symbolic loop invariant inference feasible
because the space of possible invariants is relatively small
(especially compared to a specification language with full
integer arithmetic constraints). Second, the use of a simple
set-based specification language imposes fewer restrictions
on plugins, which need to understand specifications in this
language. A simpler specification language therefore makes it
easier to develop new analysis plugins. Finally, the use of a re-
stricted specification language helps control the “specification
creep” observed in ESC/Java [8], because the restrictions of
the specification language force developers to avoid overly de-
tailed specifications that would require unscalable techniques
to check.
While our use of a custom implementation language has the
advantage of being especially well-suited to our verification
approach, it has the disadvantage of requiring us to translate
benchmarks from other programming languages into the Hob
language. The related Jahob project [47] explores the use of a
Java subset as an implementation language for verifying data
structure consistency properties.
VII. RELATED WORK
We survey research in verification technology, existing
verification tools, and other approaches to combining different
verification techniques.
A. Verification technology
We first discuss the verification techniques used in the Hob
system. Hob builds on ideas from shape analysis and typestate
systems to verify data structure consistency properties. Since
Hob analysis plugins use a decision procedure for boolean
algebras for evaluating formulas in the set specification lan-
guage, we discuss the decidability of this question and examine
tools to decide this language.
Shape analysis. The goal of shape analysis is to verify
that programs preserve consistency properties of (potentially-
recursive) linked data structures. Researchers have developed
many shape analyses and the field remains one of the most
active areas in program analysis today [1], [2], [14]. These
analyses focus on extracting or verifying detailed consistency
properties of individual data structures. While these analyses
are very precise, the level of detail of the properties that they
must track have limited their scalability—many extant shape
analysis algorithms have super-exponential complexity. One
of our research goals is to enable the application of such
sophisticated but expensive analyses in small regions of code
(where their precision is needed), while taking advantage of
modularity to analyze other parts of code using more scalable
analyses.
Typestate systems. Typestate systems track the conceptual
states that each object goes through during its lifetime in the
computation [9], [48]. Typestate systems generalize standard
type systems in that the typestate of an object may change
during the computation. Our approach enables the checking
of properties that generalize typestate properties [17], [40].
The developer can simply use sets to model typestates: if an
object should be in a given typestate in the typestate system, it
is a member of the corresponding set in our system. Aliasing
(or more generally, any kind of sharing) is the key problem
for typestate systems—if the program uses one reference
to change the typestate of an object, the typestate system
must ensure that either the declared typestate of the other
references is updated to reflect the new typestate or that the
new typestate is compatible with the old declared typestate at
the other references. Role analysis [14] identifies this problem
and suggests a solution based on a precise abstraction of
the heap and user-specified procedure specifications. Fink,
Yahav, Dor, Ramalingam, and Geay integrate pointer analysis
with typestate property verification for Java programs [49].
Their approach scales due to the use of a series of related
abstractions: the simpler abstractions quickly rule out many
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simple property violations, leaving the more sophisticated
cases to the more expensive analyses. Our system uses a looser
integration model for the constituent analyses, which makes
integration of diverse program analyses easier and allows
us to verify properties that go beyond traditional typestate
properties. Bierhoff and Aldrich describe a dynamic analysis
system for verifying typestate properties in Java programs that
correctly handles typestates in the context of subclassing [43].
Like Hob, [43] also supports multiple orthogonal typestates.
While a dynamic analysis can prevent programs from execut-
ing undesirable actions, typically by terminating a program
when it attempts to execute such actions, the advantage of
our static approach is that it provides stronger guarantees that
programs never violate typestate constraints on any possible
execution.
Decision procedures for boolean algebras. We use first-
order logic formulas in the language of boolean algebras as the
basis of our module specification language. The decidability of
the satisfiability problem for the first-order theory of boolean
algebras dates back to [26], [50]. To our knowledge, the only
tool that can decide the first-order theory of boolean algebras
is MONA [35]; it implements the more general decision proce-
dure for monadic second-order logic over trees, and has non-
elementary complexity in general but adequate performance
in practice for the problems that arise in our program analysis
framework. A decision procedure for an extension of boolean
algebra with Presburger arithmetic operations is presented
in [45], [51]; this extension allows reasoning about sizes of
data structures.
Modularity mechanisms. Hob’s ability [23] to encapsulate
individual object fields in separate modules appeared in [52], is
present in aspect-oriented programming implementations [53],
and is used in intermediate languages for static checking tools
[8], [54]. Hob’s approach of allowing modules to share objects
and not fields enables it to solve some of the information-
hiding problems mentioned by O’Hearn, Yang and Reynolds
in [55]. In particular, the change in perspective from encapsu-
lating objects to encapsulating fields frees Hob plugins from
the obligation to reason about which module owns which
object: we have set up the system so that no module can
affect the contents of any other module’s sets. Note that, as
in [55], the Hob system supports purely static modules and
dynamically created objects.
Our module instantiation mechanism is similar in spirit to
the functor mechanism of Standard ML [56]. One difference is
that functors in Standard ML can take arbitrary declarations as
parameters, whereas parameters in Hob are simply names of
format types. Nevertheless, Hob’s mechanism is sufficient for
statically instantiating an arbitrary number of data structures.
B. Program verification and checking tools.
Methodologies for using formal specifications in soft-
ware development include Gypsy [57], the B method [58],
VDM [59], Z [60], Larch [61], and RAISE [62]. Some of these
methodologies (for instance, Z) provide a general notation
which developers may use to express program properties, and
expect developers to carry out all of the proofs by hand.
Most of these methodologies include some tool support in the
form of verification condition generators and proof assistants.
However, unlike Hob, these methodologies do not leverage
current static analysis technologies, such as shape analysis,
to automatically verify program properties. Tools based on
verification condition generation and theorem proving include
[61], [63], [64], and, more recently, [65]–[67].
ESC/Java [8] is a program checking tool which aims to
identify common errors in programs using program speci-
fications in a subset of the Java Modelling Language [68].
An explicit design goal of ESC/Java is to statically identify
potential run-time errors, e.g. null-pointer exceptions, although
ESC/Java does attempt to establish that preconditions hold at
call sites. The Hob system was principally designed to verify
program-specific properties, which include preconditions and
postconditions, but also global data structure consistency prop-
erties. Hob’s support for abstraction functions and scopes make
data structure consistency properties much easier to express.
ESC/Java also sacrifices soundness in that it 1) does not model
all of the details of the program heap and 2) unrolls loops
a finite number of times rather than using loop invariants.
However, ESC/Java does detect some common programming
errors.
The ESC/Java2 project extends the original ESC/Java work
by supporting current versions of Java, and verifying more
JML constructs. ESC/Java2 (as well as ESC/Modula-3 [69])
allows the use of heap abstractions via its support for model
fields. Model fields use developer-provided representations.
These representations are similar in spirit to the set definitions
which appear in Hob’s abstraction modules. However, not all
model fields have representations; for instance, the library
annotations provided with ESC/Java2 do not contain any
definition of a list’s contents. The first-order logic used by
the underlying Simplify theorem prover [70] does not support
transitive closure; effective (and necessarily partial) first-order
axiomatizations of transitive closure are still active areas of
research [71]–[73]. ESC/Java2 has therefore, to our knowl-
edge, not been used to verify the data structure consistency
properties that Hob verifies for linked lists. Another difference
is that ESC/Java2 representations are expressed in terms of
Java expressions or predicates, rather than the analysis-plugin-
specific set definitions supported by Hob. Cok explains how
ESC/Java2 handles model fields in [74]; essentially, it treats
them as method calls and includes the postconditions of the
model fields’ representations.
The Hob approach uses sets and abstraction modules in
place of JML’s model fields. Abstraction modules enable Hob
to check that implementations satisfy both local properties,
i.e. that representation invariants continue to hold, and global
properties (whose meaning is made explicit by abstraction
functions). Furthermore, abstraction modules allow Hob anal-
ysis plugins to use arbitrarily powerful logics for establishing
local set properties. Despite this, the simplicity of Hob’s set
specification language allows even simple and scalable plugins
to take advantage of detailed results produced by complex
analyses.
A more recent effort is a sound static analysis tool for
an object-oriented language, Spec#, which extends C# and
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comes with a particular methodology for the modular treat-
ment of invariants [75]. Spec# has recently been extended
with a treatment of model fields [76]. The Spec# static verifier
currently uses the theorem provers Simplify and Zap [77] that
do not directly support transitive closure; however, the overall
Spec# methodology is largely independent of the underlying
reasoning engine.
Other tools focus on verifying properties of concurrent
programs [6], [78] or device drivers [3], [4] as opposed to
properties of linked data structures.
Higher-order contracts. Modular analysis has also been pro-
posed for functional programs. Verifying contracts in the con-
text of higher-order programming languages is quite difficult;
existing approaches for improving programmer productivity in
this context typically focus on dynamic checking of contracts
or static checking based on type system extensions. However,
Meunier, Findler and Felleisen do propose a modular analysis
based on contracts in [79]. Note that their use of the term
“set-based” is not the same as our use of a set specification
language; in their work, set-based refers to the static analy-
sis technique used to verify contracts (in combination with
0CFA). Their approach uses the base programming language
to specify predicates for use in contracts; contrast this with
the Hob approach of using set specifications and abstraction
functions. In principle, one could use arbitrary analyses to
establish procedure contracts. In Hob, we have successfully
used multiple cooperating analyses to establish data structure
consistency properties. The analysis in [79] is modular in the
same sense that Hob is modular: they both analyze the program
one module at a time. In the context of higher-order functions,
contracts become more complicated to analyze, since the veri-
fication of a procedure’s contract must be delayed until higher-
order function parameters are evaluated. A significant amount
of effort goes towards handling this complication, which Hob
avoids by using a first-order implementation language.
C. Hob analysis approach.
Our research aims to enable the application of multiple
analyses that check arbitrarily complicated properties within a
single program. Most existing approaches, in contrast, attempt
to develop a single new analysis algorithm or technique. Our
system supports the loose integration of analyses where each
analysis applies to one procedure or module. This design de-
cision makes the incorporation of external tools easy. In [80],
Chang and Leino explore an approach that proposes a tighter
combination of a particular domain (uninterpreted function
symbols) with an arbitrary base domain. Their approach would
enable the application of static analysis techniques which
could reason about the program state using a number of
different abstract domains. Briefly, our approach works well
for combining analyses at granularities above the procedure
level, while their approach is targeted towards combining anal-
yses below the procedure level. The fine-grained combination
of analysis techniques also appears in the Jahob verification
system [47]. Note also that these techniques are not mutually
exclusive: finer-grained combinations of analyses could be
implemented and deployed as individual Hob analysis plugins.
VIII. CONCLUSION
The program analysis community has produced many pre-
cise analyses that are capable of extracting or verifying quite
sophisticated data structure properties. Issues associated with
using these analyses include scalability limitations and the
diversity of important data structure properties, some of which
will inevitably elude any single analysis.
This paper shows how to apply the full range of analyses
to programs composed of multiple modules. The key elements
of our approach include modules that encapsulate object fields
and data structure implementations, specifications based on
membership in abstract sets, and invariants that use these
sets to express (and enable the verification of) properties that
involve multiple data structures in multiple modules analyzed
by different analyses. We anticipate that our techniques will
enable the productive application of a variety of precise anal-
yses to verify important data structure consistency properties
and check important typestate properties in programs built out
of multiple modules.
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