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Abstract
An introduction to Seiberg-Witten theory and its relation to theories which include gravity.
1 Introduction
In the last years it has become clear that consistency requirements restrict the non-perturbative prop-
erties of supersymmetric theories much more then previously thought. In fact it turned out that such
theories cannot be consistently “defined” without referring to their non-perturbative structure.
The prototypical examples are the N = 2 SU(2) supersymmetric Yang-Mills theories of Seiberg and
Witten [1]. Self-consistency seems to require a duality to be at work, which interchanges an electrical
and a magnetic description of the same low energy theory. A short introduction into this duality will
follow in section (2). The set of states, which are elementary in one description, are solitonic in the other.
Depending on the scale one of the descriptions is preferred because its coupling is weak. In particular
the description of the effective SU(2) gauge theory can be replaced in its strongly coupled infrared
regime by a magnetic U(1) gauge theory, which couples weakly to massless magnetic monopoles. Vice
versa, if one starts at low scales with the weakly coupled magnetic U(1) theory one gratefully notices
that it can be replaced by the asymptotically free SU(2) theory before it hits its Landau pole in the
ultraviolet. These theories are probably the first examples of globally consistent nontrivial continuum
quantum field theories in four dimensions. A review of these theories is given in section (3).
What is known about these theories, namely the exact masses of the BPS states and the exact
gauge coupling, is so far not derived from a first principle high energy formulation but rather from some
knowledge of the symmetries of the microscopic theory and global consistency conditions of the low
energy Wilsonian action, as defined in section (3.1). The reconstruction from consistency requirements
is subject of section (3.2), it leads in particular to an uniformization problem, whose solution is discussed
in subsection (3.2.1). It seems rather difficult to go beyond these results without a deeper understanding
the microscopic theory.
The BPS states are the lightest states, which carry electric or magnetic charge. Their mass is
proportional to a topological central term in the supersymmetry algebra, see Appendix A. The BPS
masses and the gauge coupling have a remarkable geometrical interpretation, as described in section
(4). In particular for SU(2) theories there is an auxiliary elliptic curve, in real coordinates a surface,
whose volume gives the gauge coupling and whose period integrals give the masses. For higher rank
groups special Riemann surfaces can be constructed, which encode these informations in a similar way.
The discussion of these auxiliary surfaces is subject of section (4.2).
∗An extended version of Lectures presented at the Trieste Summer school 1996 and the 33rd Karpacz school on String
dualities 1997. Partly supported by the Edison fund.
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To include gravity one has essentially to replace the Riemann surfaces by a suitable Calabi-Yau
threefold and to consider the effective action of the ten dimensional type II “string” theory compact-
ification on the Calabi-Yau manifold. Basic properties of Calabi-manifolds are summarized in section
(5). As in the pure gauge theory case one can allow for considerable ignorance of the details of the mi-
croscopic theory, which describes gravity, and can nevertheless obtain certain properties of the effective
theory exactly. Since the periods are proportional to the masses and vanish at the degeneration points
of the manifold, the question about possible light spectra in the effective action becomes a question
about the possible degeneration, or in other words, an issue of singularity theory. What happens at the
possible degeneration sheds, on the other hand, light on the microscopic theory. This story is familiar
from the type II/heterotic string duality [3] in six dimensions. The singularities a K3 can acquire are
the classified ADE surface singularities, see sect. 8, and lead for the type IIa theory by wrapping of
two-branes to precisely the massless non-abelian gauge bosons which are required to match the gauge
symmetry enhancements of the heterotic string on T 4 [4] [5]. The possible singularities of Calabi-Yau
threefolds are far richer and lead not only to gauge theories with or without matter but also to exotic
limits of N = 2 theories in four dimensions which fit a microscopic description in terms of non critical
string theories.
The perturbative string sector of the type II theory is less complete then the magnetic or the electric
field theory formulation of Seiberg-Witten, it contains neither electrically nor magnetically charged
states. The welcome flip side of this coin is that the magnetically and electrically charged states,
which are solitonic, appear more symmetrically. Both types can be understood as wrappings of the
D-branes of the Type II theory around supersymmetric cycles of the Calabi-Yau manifold, see section
(6.1.3). In the type IIb theory solitonic states arise by wrapping three branes around sypersymmetric
Calabi-Yau three-cycles. They can lead to solitonic hypermultiplets, which were interpreted as extremal
black holes in [6], or to solitonic vector multiplets [9]. In the appropriate double scaling limit, which
decouples gravity, Mpl → ∞, and the string effects, α′ → 0, [8] these solitons are identified with the
Seiberg-Witten monopole and non-abelian gauge bosons respectively [9].
Mirror symmetry maps type IIb theory to type IIa theory, the odd branes to even branes and the
odd supersymmetric cycles to even supersymmetric cycles. In the type IIa theory the non-abelian gauge
bosons can now be understood as two-branes wrapped around non-isolated supersymmetric two-cycles,
which are in the geometrical phase of the CY manifold nothing else then non-isolated holomorphic
curves. One can easily “geometrical engineer” configurations of such holomorphic curves, which will
lead in the analogous scaling limit [8] to prescribed gauge groups, also with controllable matter content
[10]. Using local mirror symmetry [10] it is possible to rederive in this way the Seiberg-Witten effective
theory description by the Riemann surfaces from our present understanding of the non-perturbative
sector of the type IIa string alone.
One very important aspect of the embedding of the N = 2 field theory into the type II theory on CY
manifolds is that the field theory coupling constant is realized in the type II description as a particular
geometrical modulus. The strong-weak coupling duality is accordingly realized as a symmetry which
acts geometrically on the CY moduli. In fact all properties of the non-perturbative field theory can
be related to geometrical properties of the CY manifold, e.g. the space-time instanton contributions of
Seiberg-Witten are related to invariants of rational curves embedded in the Calabi-Yau manifold, etc.
[10].
In the type IIb theory the solitonic states originate most symmetrically, namely from the wrapping
of three-branes. We do not have really a non-perturbative formulation of the type II theory yet. One can
try to keep the advantages of the symmetric appearance of the solitons and yet simplify the situation by
modifying the above limit to just decouple gravity [9]. As reviewed in [36] this gives rise to non-critical
string theories in six dimensions and a quite intuitive picture for the solitonic states as D-strings wound
around the cycles of the Riemann surfaces. At this moment we do not understand these non-critical
string theories well enough to infer properties which go much beyond what can be learned from the
geometry of the singularities, rather at the moment the geometrical picture wins and predicts some
basic features of these yet illusive theories.
An important conceptual and technical tool in the analysis is mirror symmetry. Aspects of this
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will be discussed it section (6.1). This includes a discussion of some properties of the relevant branes
sec. (6.1.3), special Ka¨hler geometry sec. (6.2.1), the deformation of the complexified Ka¨hler structure
sec. (6.2.2) with special emphasis on the point of large Ka¨hler structure sec. (6.2.3) as well as the main
technical tool, the deformation theory of the complex structure sec. (6.2.4). The duality between the
heterotic string and the type II string is shortly discussed in sec. (6.3).
We find it very useful to present in some detail an example where all the concepts presented in
these lectures come together, the so called (ST )-model, which corresponds to a simple K3 fibration
Calabi-Yau, sec. (7). In principle it should be possible to try to understand this example first and go
backwards in the text when more background material is needed.
2 Electric-magnetic duality and BPS-states
Before we turn to the N = 2 case we shall give a short review of the concept of S-duality in field theory
and in particular in N = 4 supersymmetric theories. This is in order to introduce some concepts, where
they are realized in the simplest way, and to prepare for the more complicated situation in N = 2
theories. There exist already highly recommendable reviews [11], [13] on the subject, so we will be
very brief here.
The semi-classical mass bound saturated for the Prasad-Sommerfield-Bogomol’nyi (BPS) states in
a pure SU(2) gauge theory1 without matter and a Higgs in the adjoint with potential V = λ4 (φ
aφa−v)2
is given by
M ≥ |v(ne + τnm)|. (2.1)
Here ne and nm are integral electric and magnetic charge quantum numbers of the state and τ is a
combination of the gauge coupling and the θ-angle2
τ =
θ
2π
+
4πi
g2
. (2.2)
The mass of the elementary purely electrically charged W± bosons is of course just given by the
Higgseffect, as reproduced by (2.1). The purely magnetic states are solitonic, the simplest being the
t’Hooft-Polyakov monopole configuration. The semiclassical mass bound for these configurations has
been derived in [15] (see [12] for a review).
There is a very remarkable fractional linear symmetry (see below, why only integer shifts τ → τ+a,
a ∈ ZZ are considered) in these formulas
S :

ne → nm
nm → −ne
τ → − 1τ
v → vτ
T :

ne → ne − nm
nm → nm
τ → τ + 1
v → v
(2.3)
which generate a PSL(2,ZZ) action
τ 7→ Aτ +B
Cτ +D
(2.4)
on τ with A,B,C,D ∈ ZZ and AD − BC = 1 as well as an SL(2,ZZ) action on the electro-magnetic
‘charge’ vector (
nm
ne
)
7→
(
D −C
−B A
)(
nm
ne
)
1Strictly speaking a SU(2)/Z2 ≃ SO(3), as a rotation by 2π is trivial in the adjoint.
2Historically the θ-angle was considered in this context only later [14] [18].
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The S-action3, which exchanges in particular the W± bosons with t’Hooft-Polyakov monopoles and
inverts the gauge coupling (for θ = 0), was conjectured by Montonen and Olive [16] to be in some
sense a symmetry in the full quantum theory. It is obvious that a naive microscopic realization cannot
possibly work in a normal quantum field theory:
• Because the gauge bosons and the monopoles are not in the same Lorentz group representation
• In the quantum theory the coupling 4πig2(µ) will have different scale dependence in the original theory
and its dual, which make a simple interpretation of the inversion symmetry impossible.
• The semiclassical analysis of the mass relied on the assumption that V = 0 for the BPS configuration
[15], which will be invalidated by quantum corrections.
All these objections evaporate however in a theory with N = 4 global supersymmetry, the maximal
possible in four dimensions. Only here the gauge bosons and the monopoles are both in the same susy
multiplet; the ultrashort N = 4 multiplet. The coupling does not run in N = 4 theories as the beta
function is exactly zero, in fact the full theory is believed not only to be scale invariant but actually
conformal. Finally the potential in the supersymmetric quantum theory is V ≡ 0.
As for the validity of (2.1) in the quantum theory, it was shown in [17] that the supersymmetry
algebra gets central extensions in the presence of non-trivial vacuum configurations. A simple analysis
of the representation theory of supersymmetry algebras with N (even) supersymmetry generators in the
presence of central extensions Zi, see app. A and Ch. II of [88], shows that the mass of all multiplets is
bounded by M ≥ |Zi|, i = 1, . . . , (N/2) and the multiplets whose mass is actually M = |Zi|, ∀ i, consist
of 2N degrees of freedom, while the generic ones, with the minimal spin difference in the multiplet
(N/2), have 22N degrees of freedom. The central charge as calculated in [17] from the anti-commutator
of the super-charges in non-trivial vacuum configurations reproduces the semiclassical formula (2.1),
i.e. Z = v(ne + τnm). If the existence of BPS saturated states is established by a calculation in the
semiclassical regime the supersymmetry algebra protects these states from wandering off the bound,
neither by perturbative quantum effects nor by non-perturbative effects, as long as the supersymmetry
is unbroken.
Because the θ-angle appears in front of the topological term in the Lagrangian
L = − 14g2FµνFµν − θ32π2Fµν∗Fµν
= − 132π Im
(
τ(Fµν + i∗Fµν)(Fµν + i∗Fµν)
)
(2.5)
only θ-shifts by an integer τ → τ +1 alter the classical action by a multiple of 2π and hence the weight
factor in the path integral by an irrelevant phase shift. In this context it is important to note that an
n-instanton effect in this normalization will be weighted by e2πinτ . This is the reason for the integrality
condition which leads to SL(2,ZZ) as duality group. At quantum level it is again only the N = 4 theory
which allows for the definition of a microscopic θ-angle.
The electric and magnetic charges as defined from the Noether current of a dyon with quantum
numbers (nm, ne) are q = ene− θe2πnm and p = 4πe nm. For consistent quantization, pairs of dyons (p, q)
(p′, q′) must satisfy the Dirac-Zwanziger quantization condition
qp′ − q′p = 4π(nen′m − n′enm)
= 2πn, n ∈ ZZ (2.6)
actually here with n/2 ∈ ZZ, which is good as we want later to include quarks which have half-integer
charges in this units. The condition (2.6) generalizes immediately to theories with r electric charges
and r magnetic charges, where it requires integrality4 of the sympletic form ~ne~n
′
m − ~n′e~nm = n. Quite
generally one can argue [22] that a theory containing simultaneously massless states for which (2.6)
does not vanish is conformal (and does not admit a local Lagrangian description).
3Often called so im mathematics books, which might be the reason for the name S-duality. Another possible origin of
the name is that the dilaton modulus on which the symmetry acts in string theory is also called S.
4In units where the “quark” charge is 1.
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Figure 1: Charges of dyons, which fulfill the Dirac-Zwanziger quantization condition, lie on a
lattice Λ spanned by eτ and e in the complex plane (e is set to one).
Under the mild assumption that W±-bosons exist in an N = 4 theory as stable BPS states and
τ is a generic complex number, i.e. the lattice Λ in figure 1 is not degenerate, S-duality makes very
non-trivial predictions: The existence of the dyonic BPS states in the SL(2,ZZ) orbit. These must be
stable if their decay into other BPS states is forbidden by mass and charge conservation. By (2.1) and
the assumption that τ is generic, stability means simply that (ne, nm) must be co-prime integers. Some
of these predicted stable multimonopole configurations5 have been found in [19] for the (broken) SU(2),
which has triggered renewed interest into S-duality. For SU(3) analogous predictions were checked in
[20]. The relevant discrete duality group for the latter case is SP (4,ZZ).
A more genuine strong coupling test was performed in twisted N = 4 theories on various manifolds
[21].
3 N = 2 supersymmetric Yang-Mills theory
From the last section it is clear that the S-duality cannot be realized as a symmetry in the microscopic
N = 2 SU(2) Yang-Mills gauge theory. As it turned out from the analysis of Seiberg and Witten, a
subgroup of SL(2,ZZ) (or SP (2× rank(G),ZZ) for general gauge group G) is realized in this case on the
abelian gauge fields of the effective action.
This symmetry and an intriguing combination of microscopic and macroscopic arguments makes it
possible to determine the terms up to two derivatives in the effective actions exactly. In fact N = 2
supersymmetry implies that the functions, which determine the N = 2 effective action to this order,
are holomorphic and, as one might expect, they are closely related to automorphic forms of the relevant
symmetry groups, which are in the simplest cases subgroups of SL(2,ZZ). Reviews on the subject can
be found in [35] [36] [37].
The theory of automorphic functions of subgroups of SL(2,ZZ) is an old and extremely well studied
mathematical subject, so that once the group is known the functions can be quickly related (in many
different ways) to well known ones. This theory has been also used in [44] [45] to clarify some assumption
made in [1] [2]. We will review some aspects of this approach. However the theory of automorphic
function becomes more difficult and less studied for the multi parameter cases involving subgroups of
SP (2× rank(G),ZZ).
Therefore we focus in section (4) mainly on a closely related approach, which identifies the electro-
magnetic charge lattice Λ with the integral homology lattice H1(X,ZZ) of an auxiliary Riemann surface
X . In this approach the bilinear form (2.6) will be identified with the intersection form on X and the
relevant functions, which determine the effective action, can be obtained from period integrals of the
Riemann surface.
If one includes gravity, which has to be done by embedding the supergravity in string theory (at least
according to our present understanding), the invariance groups will be still discrete subgroups of (at
5See also [13].
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least) SP (2× (rank(G) + 2),ZZ), where the extension by 2 comes from the dilaton and the graviphoton
multiplets respectively. However, while the physical quantities are here in general not related in a simple
way to the developing map (see section (3.2.1)) of the discrete group [151], they are still related in a
simple way to the periods of a CY threefold, which is of course not auxiliary, but part of space-time. In
the point particle limit the Riemann surfaces can also be understood as part of the space-time geometry
[8] [9] [10].
Let us summarize first the properties of N = 2 theories which become important for the discussion.
3.1 Definition of the N = 2 Wilsonian action
• BPS short multiplets: In the N = 2 theory the monopoles and the matter are in short N = 2 hyper
multiplets Q with maximal spin 12 , see (6.16), and the gauge bosons are in short N = 2 vector multiplets
Φ with maximal spin 1, see (6.15).
• Perturbative corrections: Perturbative corrections are present, but due to the non-renormalization
properties of N = 2 theories [26] [25], extremely simple. In particular the perturbative part of the scale
dependence of g comes only from wave function renormalization at one loop and is given by
µ ddµg = β(g), with
β(g) = − g316π2
∑(
11
3 C
R
g.b. − 23CRf − 16CRs
)
=: − g316π2 κ
(3.1)
Here CR is the quadratic Casimir invariant in the representation6 R: CRδij := Tr(TiTj) and the sum
is over gauge bosons, Weyl (or Majorana) fermions and real scalars in the loop. For SU(2) one has
Cadj = 2 and Cfund = 12 , so from (6.15,6.16) we see that Φ
adj contributes 4, Qadj contributes −4 and
Qfund contributes −1 to κ. In general
κ = 2Nc −Nf . (3.2)
For SU(2) that leaves us with the following possibilities
1.) β(g) = 0: That is the case for Φadj plus one Qadj, the field content of an N = 4 ultrashort
multiplet. Another possibility is one Φadj plus four Qfund; this leads to another scale invariant theory
with a differently realized SL(2,ZZ) invariance [2].
2.) β(g) < 0: the number Nf of Q
fund is less then four: that leads to asymptotic free field theory
which we will mainly discuss in this chapter, following [1], [2].
3.) β(g) > 0: there are various possible field contents. This possibility cannot be realized consis-
tently as gauge field theory with only global susy. However it can be realized as a field theory limit of
string theory [156] [33]. That signals the fact that inclusion of gravity is essential for the consistency
of the theory.
• The Coulomb branch: In the pure gauge theory the complete scalar potential comes from the D-terms:
V (φ) =
1
g2
Tr[φ, φ†]2 , (3.3)
where φ = φiTi are the scalar components of Φ
adj. There is family of lowest energy configurations,
V (φ) ≡ 0, parameterized by vacuum expectation values ai of the φi in the direction of a Cartan-
subalgebra of the gauge group, as for those field configurations the commutator in (3.3) vanishes. E.g.
for SU(2) the flat direction can be parameterized by φ = aσ3, where σ3 is the third Pauli-matrix.
If a 6= 0 the SU(2) breaks to U(1) and the W± vector multiplets become massive with M = √2|a|.
This corresponds to spontaneous generation of a central charge. Similarly if the field A couples to an
hypermultiplet the latter becomes massive as a short multiplet with M =
√
2|a|. Generally one refers
to the parameters which parameterize the possible vacua as moduli and the branch of the moduli space,
which correspond to vev’s of scalars in the vector multiplets as Coulomb branch. As is clear from the
D-term potential, the rank of the gauge group will not be broken on the Coulomb-branch. We will see
later on that the N = 2 vector moduli space has a rigid special Ka¨hlerstructure.
6For U(1) one has Cf =
1
2
q2
f
and Cs =
1
2
q2s with q the U(1) charge.
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• The Higgs branch: For N = 4 theories the Coulomb branch is the only branch of the moduli space.
For N = 2 theories with r hyper multiplets, one can have a gauge invariant superpotential, which can
be written in terms of the chiral N = 1 super multiplets, defined below (6.15,6.16) as
W =
r∑
i=1
Q˜iΨQ
i +miQ˜iQ
i, (3.4)
with suitable summation over the color indices to make this a singlet. Flat directions can emerge in
the scalar potential if at least two masses mi are equal. If the scalar of a charged short hyper multiplet
gets a vacuum expectation value the gauge group is broken to a group of lower rank, the corresponding
gauge bosons absorb the degrees of freedoms of the short hyper multiplet and become heavy as long
vector multiplets with 3 d.o.f in a heavy vector, 4 Weyl fermions and 5 real scalars. In this way one
gets rid of pairs of BPS states. The branch of the moduli space parameterized by the hyper multiplet
vev’s is called the Higgs branch. An essential point is that the scalars of the vector multiplets do not
affect the kinetic terms of the hyper moduli space and vice versa. This follows from the absence of the
corresponding couplings in the general N = 2 effective actions [120] (see in particular 4th ref.). As one
can treat the bare masses and the scale as vector moduli vevs the Higgs branch receives neither scale
nor mass dependent corrections [22]. It maintains its classical hyperka¨hler structure. For example for
quark hyper multiplets in the fundamental of SU(2) flat directions emerge for Nf > 1, mi = 0 and for
a = 0. For Nf = 2 these are two copies of IC
2/Z2 touching each other and the Coulomb-branch at the
origin [2] .
Of course for higher rank gauge groups we can have in general mixed branches, where the maximal
gauge group is broken to a non-abelian subgroup by hyper multiplet vev’s, which in turn has a Coulomb-
branch parameterized by the vev’s of its abelian gauge fields etc.
• The central charges: The BPS formula (2.1) is still protected by the N = 2 supersymmetry algebra,
in fact the analysis in [17] was carried out for N = 2, but the central charge term becomes now scale
dependent. One includes the bare masses mi of the quark hyper multiplets in Z to reproduce the BPS
mass for the short quark hyper multiplets, so the BPS and central charge formulas for SU(2) read
M ≥ √2 |Z|
Z = nea+ nmaD + s
imi
(3.5)
where, contrary to mi, a and aD are scale dependent functions. si are charges of global SO(2)’s carried
only by the quarks of the i’th flavor. That is, the fixed lattice Λ spanned by (eτ, e) in Fig.1 is be
replaced (for mi = 0) by a scale dependent lattice spanned by (aD(u), a(u)). In particular this lattice
can degenerate, which reduces the number of stable dyons drastically, see sect. 3.5.
• Formal integration of the high energy modes and effective action:
For a > 0 the charged sector develops a mass gap7. At least formally one can integrate out the
high energy modes φhigh of the charged states including the W
± vector multiplets and the quark hyper
multiplets, which have mass proportional to a. That leaves us with the effective action Heff (a, φlow) of
an abelian supersymmetric gauge theory without matter. More precisely the Wilsonian effective action
Heff (a, φlow) is defined by summing over all high energy modes above some infrared cutoff scale, which
is set to be equal to a [26]
exp[−Heff (a, φlow)] =
∑
φhigh
E>a
exp[−Hmicro(φlow , φhigh)] . (3.6)
Again formally the result can be expanded in terms of the slowly fluctuating fields φlow and its derivatives
Heff (a, φlow) =
∫
d4x[m(a, φlow) + f(a, φlow) (∂φlow)
2 + g(a, φlow)(∂φlow)
4 . . .]. The Seiberg-Witten
Wilsonian action differs slightly from the usual definition in that only the charged high energy modes
are integrated out.
7For simplicity we set mi = 0 in the following, otherwise we have to assume that a≫ mi.
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Φ low
highΦ
µE >
Φ low
Figure 2: Wave function renormalization of the effective coupling.
In the Wilsonian action the dependence of the effective Wilsonian coupling constant on the scale
a due to (one-)loop effects can be determined for N = 2 theories [26]8 as follows. Above the scale
a one includes the W± and the quarks as light degrees of freedom in the one-loop wave function
renormalization and the coupling runs with the scale according to (3.1) for the microscopic SU(2) gauge
theory. Below the scale a the above mentioned degrees of freedom freeze out and, as the β function
of the low energy U(1) gauge theory without matter is zero, the coupling becomes constant. As non-
perturbative effects are weighted with (3.11) this perturbative picture above is a good approximation
for geff as long as µ, a≫ Λ, where Λ is defined as ΛQCD for the microscopic theory. It does not make
sense at all for µ, a ≈ Λ. As we will see the electric U(1) gauge theory without matter is not the relevant
effective theory in this region.
Λ µ
β = 0
β < 0
a
?
1
g  (  ) 
eff
2 µ
Figure 3: One-loop running of the effective coupling.
It is of course extremely difficult to actually carry out the step (3.6). HoweverN = 2 supersymmetry
provides integrability conditions, known as rigid special Ka¨hler structure [29], which allow to express
the terms up to two derivatives in the low energy effective action through the holomorphic prepotential
F(A) [26], [23], [30], with Φ =: Aσ3
Leff = 1
4π
Im
[∫
d4θ
∂F(A)
∂A
A¯+
∫
d2θ
1
2
∂2F(A)
∂A2
WαWα
]
(3.7)
Here A is “photon” multiplet, Wα := − 14D¯2DαV is the abelian field strength as derived from the N = 1
photon vector multiplet V (6.15) and
K(A, A¯) :=
i
2
(
∂F¯
∂A¯
A− ∂F
∂A
A¯
)
(3.8)
is the real Ka¨hler potential for the metric on the field space, which is hence a Ka¨hler manifold.
With the identification
τ(A) :=
∂2F(A)
∂A2
. (3.9)
the bosonic pure gauge parts read as in (2.5), however with field depended effective coupling constant
and θ-angle, see [37] for the full action. In particular in lowest order in derivatives of the effective action
8It is explained in [27] (comp. [26]) how this holomorphic coupling constant is related to the one particle irreducible
[25]. In particular for N=2 and up to two derivatives the Wilsonian action coincides with the 1PI effective action. For an
explicite derivation of the Wilsonian action in the non-abelian case see [28].
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τ(a) = θ2π +
4πi
g2 , will be parameterized by the vev of the adjoint Higgs and positivity of the kinetic
term requires Im(τ(a)) > 0. F is a holomorphic section of a line bundle over the Coulomb branch of
the moduli space, whose reconstruction from monodromy data and global consistency requirements will
be the main task in the remainder of this section.
3.2 Reconstruction of the Wilsonian action
• The perturbative part of F is obtained by first integrating (3.1) with µ := a as explained, which yields
τ = iκ2π log
(
a
Λ
)
+ c and then integrating (3.9)
F1−loop = 1
2
τcla
2 +
κi
8π
log
(
a2
Λ2
)
a2 . (3.10)
Here τcl is the bare value and as discussed for SU(2) with Nf quarks, κ = 2Nc −Nf .
• Non-perturbative effects:
The n-instanton contribution to τ will be weighted by exp 2πinτ (comp. (2.5)) and according to
the perturbative running of the coupling constant (3.1) this can be rewritten in leading order as
e2πinτ =
(
Λ
a
)κn
. (3.11)
Considering the zero-modes in an instanton background one learns that these contributions are not for-
bidden [24] [23]. So one expects them generically to be non-zero and the non-perturbative contribution
to F can be formally written as
F = F1−loop + a
2
2πi
∞∑
n=1
Fn
(
Λ
a
)κn
. (3.12)
As we will see in a moment the solution of Seiberg and Witten contains the exact information about
all instanton coefficients Fn and therefore the exact non-perturbative gauge coupling (3.9).
• An apparent inconsistency: It is instructive to realize that (3.12) cannot be a description of the
theory everywhere on the Coulomb branch. Simply because the metric Im(τ(a)) cannot be bounded
from below, as the Hessian det(∂ai∂aj Imτ(a)) ≤ 0 (a = a1 + i a2), as follows immediately from the
Couchy-Riemann equations for the holomorphic function τ(a). In a microscopic theory that would
be disastrous, here it just means that we will enter regions in the moduli space where the degrees of
freedom of the effective action (3.7) are not any more the relevant ones.
• Global symmetries of the moduli space: From the above it is clear that a cannot be a good global
variable on the moduli space. As a matter of fact it is not even locally in the semiclassical limit a→∞
a good variable, because the Weyl-reflection acting a → −a is part of the gauge symmetry, so that a
covers the physically inequivalent theories twice. A good global variable should approximate in that
limit Weyl-invariant quantities, here for SU(2), u ∝ Tr(φ2) = 12a2, so one defines the expectation value
of the Weyl-invariant quantity in the full quantum theory
u = Tr(〈φ2〉) (3.13)
as global variable of the moduli space. The choice of Weyl-invariant parameters for other groups is
explained below 4.29 .
N = 2 extended supersymmetry has an U(2)R global symmetry rotating the supercharges [88].
The symmetry is often split into SU(2)R×U(1)R/Z2 to adapt for its action on the N = 1 field content.
It is easy to see that the U(1)R symmetry is a chiral symmetry [1]. Due to the chiral anomaly
∂µJ
µ
5 = −
2κ
32π2
F ∗F,
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with κ = 2Nc−Nf as before9, one gets a change of the Lagrangian under the U(1)R rotation by e2πiα,
which is
δLeff = −α 2κ
32π2
F ∗F . (3.14)
That implies, compare (2.5), that the U(1)R is broken to Z2κ [23]. The later acts on φ as φ →
e2iπn/(2Nc−Nf )φ, n ∈ ZZ. In particular for pure SU(2) this means that there is an action
SU(2) : Nf = 0 : ZZ2 : u→ −u. (3.15)
In principle one should keep the above philosophy and introduce in view of (3.15) now z = u2 as
parameter labeling the vacua, which are inequivalent under global symmetries. In [1] this is not done,
because the singularities in the u-plane have a somewhat easier physical interpretation, as we will see
below. However there is a slight catch here, namely that the monodromy group on the u-plane will not
generate the full quantum symmetries of the theory, they will miss of course (3.15).
For SU(2) with matter there is a very important additional symmetry. It stems from the fact that
in SU(2) the quarks Q and anti quarks Q˜ are in the same representation and (3.4) allows for an O(2NF )
action on (Q, Q˜) [2]. The ZZ2 parity in O(2Nf )
Q1 ↔ Q˜1 (3.16)
is also anomalous and the anomaly is such that it cancels the half rotations in (3.14). The anomaly free
Z2κ is therefore in the presence of quarks enlarged to an Z4κ. To summarize one has
Nf = 1 : ZZ3 : u→ exp 2πi3 u,
Nf = 2 : ZZ2 : u→ −u,
Nf = 3 : no symmetry on u.
(3.17)
Alternatively one can analyze the instanton zero modes in the presence of matter as in [24], which
shows that non-trivial configuration in (2.5) occur only for even instanton numbers and therefore half
theta shifts are allowed. We will come back to the symmetry considerations in section 3.4.
• Duality symmetry: The physically most relevant question is: What are the light BPS states in the
effective action in regions where (3.12) ceases to be the right low energy description and how many
phases will the theory have ? The answer to this questions is presently not given by a first principle
analysis but by minimal assumptions and a posteriori consistency checks.
We will make here a pragmatic choice of assumptions, which we consider natural10: u is the modulus
of the theory. That can actually be justified from the N = 2 Ward-identities [49], see also section (3.5).
The u-plane is compactified, by a one point compactification to an IP1. The effective action in every
other region of the moduli space can be described by a local Lagrangian, which is related by a SL(2,ZZ)
duality transformation to the description at infinity, see below. Finally to pin down the number of
phases, we will make the assumption that no BPS state acquires an infinite mass, apart from the
semiclassical region at infinity, inside the u-plane [44].
To justify the duality assumption consider the bosonic piece of the N = 2 Lagrangian11 (2.5)
S = − 132π Im
[∫
τ(a)(F + i∗F )2
]
= − 116π Im
[∫
τ(a)(FF + i∗FF )
] (3.18)
9The one-loop beta function and the chiral anomaly are in a “multiplet of anomalies” as explained in [23]. This fact
relates the argument here to the argument leading to the (Λ/a)κn non-perturbative terms in (3.11), which likewise break
the global U(1).
10They can be chosen weaker at the expense of some additional argumentation, see e.g. [44].
11The inclusion of the fermionic part in this duality transformation is straightforward.
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and enforce the Bianchi identity dF = 0 by a Lagrange multiplier field ADµ. The term, which is to be
integrated over to enforce dF = 0, can be also interpreted as the local coupling of a dual gauge field
ADµ to a magnetic monopole with charge normalization
ǫ0µνρ∂µFνρ = 8πδ
(3)(x) . (3.19)
It is suitably rewritten as
1
8π
∫
ADµǫ
µνρσ∂νFρσ =
1
8π
∫ ∗FDF
= 116πRe
[ ∫
(∗FD − iFD)(F + i∗F )
]
,
(3.20)
such that one can perform a Gaussian integration over F after adding (3.20) to (3.18). This leads to
the dual action
S = − 1
32π
Im
[∫ −1
τ(a)
(FD + i
∗FD)2
]
. (3.21)
By the general structure of N = 2 supersymmetry the dual action must be expressible by a holomorphic
prepotential FD(AD) as in (3.7) plus a U(1)mag invariant superpotential (3.4). Note in particular that
the mass of a short hyper multiplet containing a magnetic monopole depends according to (3.4) in
the dual local Lagrangian description on the vev aD of the scalar in the dual gauge vector multiplet
AD which contains the gauge potential of a dual U(1)mag, that is M =
√
2|aD| after the obvious
identification in agreement with (3.5). The vacuum expectation values a and aD are of course not
independent but will both depend on u. Comparing the expression in front of the kinetic terms in
(3.21) and (3.7) in terms of FD(AD)
− 1
τ(A)
= −
[
∂(∂AF(A))
∂A
]−1
=
[
∂(∂ADFD(AD))
∂AD
]
= τD(AD)
(3.22)
one learns that one has to identify AD = ∂AF(A) and A = −∂ADFD(AD). This can be used to express
the metric in field space (ds)2 = Im [τ ]dada¯ as
(ds)2 = Im
[
∂2F
∂2a
]
dada¯ = ImdaD da¯
= − i2 (daDda¯− dada¯D)
= − i
2
(
daD
du
da¯
du¯
− da
du
da¯D
du¯
)
du du¯
(3.23)
in an obviously SL(2, IR) invariant way. We know from (3.11) that the a → a + saD shift invariance
will be broken. At worst, if all instantons numbers are present, to discrete shifts s ∈ ZZ hence SL(2, IR)
to SL(2,ZZ). On
τ(u) =
(
daD
du
)(
da
du
) (3.24)
the SL(2,ZZ) will act then as PSL(2,ZZ).
Let us summarize the general linear symmetry, which can be realized on the abelian gauge fields
~V = (~aD(~u),~a(~u))
t and the global charge vector ~s of a r = rank(G) gauge group with Nf flavors. As
we have discussed this symmetry must be an invariance of the BPS mass formula and the metric of the
abelian gauge fields
M =
∣∣∣∣∣∣
r∑
i=1
(niea
i + nima
i
D) +
Nf∑
j=1
sjmj
∣∣∣∣∣∣
ds2 = − i
2
r∑
i=1
(daiDda¯
i − daida¯iD) .
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Again in a non-trivial instanton background one can have only discrete shifts. The symmetry is therefore
expected to be (M, H) ∈ Sp(2r,ZZ) × ZZNf and acts on fields ~V and quantum numbers ~Q := (~nm, ~ne)t,
~s and ~m as
~V →M~V +H~m, ~Q→ (M−1)t ~Q
~s → ~s−H ~Q .
(3.25)
In the case of vanishing bare masses one can in addition rotate ~a, ~aD simultaneously by a phase. For
reasons discussed below (3.14) this U(1)-symmetry is closely related to the shift symmetry and likewise
broken to a discrete group by the chiral anomaly.
What subgroups of this general invariance are finally realized in the theory will depend technically
speaking on the monodromies of ~V := (aD(u), a(u))
t induced by the local physics, see next paragraph.
More conceptual one can directly try to address the question what non-perturbative states can be
present in the spectrum, see section (3.4)
• The Riemann-Hilbert problem :
Let ui the putative singularities: for SU(2) we have then a flat holomorphic SL(2,ZZ)-bundle
~V → {IP1 \ {u1, . . . , us}} = K over the Coulomb branch have to specify a particular section ~V (u),
which will determine the effective action up two derivatives everywhere in K. Such a section is uniquely
determined by
a.) the monodromies of ~V (u) around the ui and
b.) the values of ~V (u) at the ui [38].
As it is always helpful to understand the local physics let us first discuss, which effective local La-
grangian leads to which monodromies. We have assembled the information to discussed the monodromy
of ~V at u ∝ ∞. From (3.10) and (3.13) one sees that the monodromy relevant non-analytic piece is aD
and a is
~V :=
(
aD(u)
a(u)
)
∝
(
iκ
√
2u
4π log(u/Λ
2)√
2u
)
, (3.26)
leading for pure SU(2) to a monodromy matrix12
M∞ =
(−1 2
0 −1
)
(3.27)
which transforms ~V →M∞~V , if we take u around the singularity at u0 =∞ clockwise.
Next we investigate the possibility suggested by duality that we have a magnetic U(1) coupled
locally to a monopole (or more generally a dyon of charge (nm, ne)), which becomes massless aD = 0
at u = u0. Because of (3.15,3.17) there must be a physical equivalent situation at u = −u0 etc. Again
the theory has a mass gap for aD ≥ 0 and we use aD as the scale parameter of the effective action.
Especially the determination of the perturbative running of the effective coupling τD(aD) follows the
same logic as explained above Fig.3. The difference is that, because of the opposite sign of the β-function
(3.1), the theory becomes now weakly coupled for aD = 0, while perturbative – the theory will have a
Landau-pole – and non-perturbative effects become relevant for large Im[aD]. Near u = u0 the function
aD(u) is analytic, i.e. in leading order aD ∝ c(u − u0). Also similarly as near infinity one can easily
see that the non-perturbative corrections will give an analytic contribution of type
(
aD
Λ
)n
. Integrating
(3.1) for the dual magnetic U(1)mag with a monopole of charge 1 according to (3.19) (compare footnote
below (3.1 )) one has
∂2FD
∂2aD
= τD(aD) ∝ − i
π
log(aD) .
From a(u) = −∂FD∂aD we learn that the monodromy relevant piece of ~V near u ∝ u0 = Λ2 is
~V ∝
(
c0(u− u0)
i
π c0(u− u0) log(u− u0) + aV
)
, (3.28)
12For the monodromies to be in SL(2,ZZ) one needs for Nf 6= 0 a different charge normalisation, cff. section 3.3.
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which leads upon counter-clockwise analytic continuation around u ∝ Λ2 to the monodromy matrix
MΛ
2
(1,0) =
(
1 0
−2 1
)
. (3.29)
The non-zero constant aV is of course not relevant for the monodromy, but its presence, established a
posteriori from the explicit solutions (3.42) aV =
4
π , is very important as otherwise aD(u0) = a(u0) = 0,
which would imply that electrically and magnetically charged states would become simultaneously
massless. A conformal point [22] at u0 would contradict the selfconsistency of the solution.
Consider now a dyon of charge (nm, ne), which becomes massless at a point u˜ in the moduli space, i.e.
a˜D(u˜) := nmaD(u˜)+nea(u˜) = 0 and let a˜(u˜) := kaD(u˜)+ la(u˜) be the “photon”, which couples locally
to that dyon. Invariance of the metric (3.23), means that ~˜V = (a˜D, a˜)
t = C~V , with C ∈ SL(2,ZZ).
By the one-loop analysis the monodromy relevant terms of ~˜V near u0 look exactly as in (3.28) and
the counter-clock-wise analytic continuation around u˜ will lead to a monodromy M˜ on ~˜V as in (3.29).
Transforming this back13 to the old basis V we get the general dyon monodromy M(nm,ne) := C
−1M˜C
M(nm,ne) =
(
1 + 2nmne 2n
2
e
−2n2m 1− 2nmne
)
. (3.30)
There is a consistency requirement on the choice of the 2 r monopoles, which can be seen as follows.
Chose now a generic base point ub and draw a counter-clock wise loop starting and ending on ub around
each singular point, where a monopole become massless. Define the label i in ui i = 1, . . . 2 r by the
order a counter-wise rotating ray from ub would hit them. The combination of these paths can be
deformed to a big loop around all singularities ui and since we are on a IP
1 sphere it can be slipped
over to a loop that encloses clockwise the singularity at u =∞, hence we get a compatibility condition
for these monodromies
M∞ =Mu2r . . .Mu1 . (3.31)
Suppose now we knew that 2 r dyons become massless at some points ui in IP
1 symmetric under
(3.15) and consistent with (3.31). This provides us with the data mentioned at the beginning of this
section and allows us to reconstruct ~V (u). Clearly if u is a label for the vacuum the physics should
not depend on way we have reached a particular point in the u-plane. The physical invariance group
Γ must therefore contain the subgroup of the modular group ΓM ⊂ SL(2,ZZ), which is generated by
the monodromies M∞ and Mui(nim,nie). Also we know that it has to be augmented by the symmetries
(3.15,3.17).
3.2.1 The uniformisation problem
Let us recast the problem posed above in a very well studied and more intuitive form. Fixing the
monodromies also means fixing the local branching behavior of τ(u). Clearly this map will be vastly
multivalued. For instance from (3.26,3.24) follows τ(u) ∼ iπ log(u) at infinity and the monodromy
around infinity identifies then τ ∼ τ + 2n. Physically that is very reasonable because that corresponds
just to the shift of theta by an (even) integer, which is irrelevant in view of (2.5). Can we reconstruct
τ(u) with Im(τ) > 0 from its local branching data, knowing that it is SL(2, IR) multivalued with
action as in (2.4) and holomorphic away from the branch-points ? The above question is known as
the uniformisation problem and the answer was given in detail at the end of the last century, see [39]
for classical and [42] for more recent reviews. In fact this classical theory answers also two essential
physical questions: What are the admissible combinations of massless dyons and what is the range of
the gauge coupling in the truly inequivalent physical theories.
The latter question is answered by construction a fundamental region F for Γ as action on τ in the
upper half-plane IH+, i.e. F = IH+/Γ. The essential facts about the fundamental region we need are
summarized in Appendix B.
13We do not have to determine k, l actually, the knowledge detC = 1 is enough.
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• The developing map: Specifying the fundamental region F is tantamount to specifying Γ up to
conjugation and τ(u) is given by the developing or Fuchsian mapping τ : IH+ → F [39]. From the local
properties of the developing map encoded in F and the prescribed mapping to the corners it was shown
by H. A. Schwarz, (see [39], [40] [38] for reviews) that it fullfils the so called Schwarzian differential
equation, which is really in the heart of the theory
{τ, u} = 2Q (3.32)
where the SL(2, IC) invariant Schwarzian derivative is defined by
{τ, u} := τ
′′′
τ ′
− 3
2
(
τ ′′
τ ′
)2
,
with ′ = d/du and
2Q :=
n∑
i=1
1
2
1− α2i
(u − ui)2 +
βi
u− ui + γ .
The real αi are the inner angles of the fundamental region F of Γ, the real βi are also fixed by F or by
the asymptotic of τ at the ui and∞. Up to an SL(2, IC) transformation F is specified by 3n parameters,
namely the radii and the positions of the centers of the arcs (see. Appendix B). After removing the
SL(2, IC) invariance 3n−6 real parameters are left. In (3.32) we count 3n+1 real parameters (ui, αi, βi)
and γ. But 3 real parameters can be removed by an SL(2, IR) transformation which allows to put three
points ui on a fixed position on the real axis.
Note furthermore that {τ(u), u} ∼ 1/u4 for u → ∞ if τ is regular at u = ∞, that is if τ =∑∞
i=0 ciu
−i. Comparing this with the Laurent expansion of (3.32) fixes another four parameters. Similar
if τ is not regular at ∞, i.e. ui =∞ then either τ ∼ u−αi × reg if αi > 0 or τ ∼ logu if αi = 0. In both
cases {τ, u} ∼ 12 (1− α2i )u−2 which removes likewise 4 parameters.
That (3.32) describes indeed the developing map can be seen as follows: first note that (3.32) is
SL(2, IC) invariant thanks to the special properties of the Schwarzian derivative and then check that τ
has the right local properties i.e. τ ∼ log(u) is local solution near ui with αi = 0 and similar τ ∼ up/ni
is a local solution near ui for finite angles αi = 2π/ni. Using the property {τ, u} = −{u, τ, }/
(
d2u
d2τ
)
we
can write the differential equation for the slightly more difficult inverse problem to determine u(τ)
{τ, u} = −2Q
(
d2u
d2τ
)
. (3.33)
It is easy to verify the essential fact that the non-linear equation (3.32) is solved by ratios of solutions
τ = ̟1̟2 of the following linear differential equation
̟′′ +Q̟ = 0. (3.34)
It is clear that if one is only interested in τ(u), there is an ambiguity in the association of the linear
differential equation (3.34), because we can multiply ̟1, ̟2 by an entire function g(u). This ambiguity
in the entire function has to be used to obtain from τ = ̟1̟2 via (3.24) the functions aD(u), a(u) with
the right leading behavior (3.26) and (3.28) as
d
du
~V (u) = g(u)
(
̟D(u)
̟(u)
)
=: ~̟ (u) . (3.35)
A short look on the local indicial problem14 of (3.34) with ansatz ̟i = (u − ui)r × reg at ui , i.e.
r(r+1)+1−(1−α2i )/4 = 0, shows that we get two power series solutions [xr1(c0+c1x . . .), xr2(c0+c1x . . .)]
with ri =
1
2 (1 ± αi) iff αi 6= 0 and iff the indices degenerate for αi = 0 the local solutions are of the
form [
√
u− ui,√u− ui log(u− ui)].
14A good reference on ordinary differential equations is [43].
14
The authors [44] consider a U(1) section f(u) defined such that ~V = f ′ ~̟ − f ~̟ ′ =: W (f, ~̟ ). By
(3.34) it follows that ~V ′ = (f ′′ + Qf) ~̟ , hence g(u) = (f ′′ + Qf). Comparing now the local behavior
of ̟i with (3.26) we see that f has to have a simple pole at infinity and from (3.28) we see that f has
to have a zero of order 12 at every point, were a dyon mass comes down. Since f is an entire function
it’s pole orders and zero orders have to add up to zero. Hence if one does not allow for further poles of
f at points were ~̟ are regular we cannot accommodate more then two dyon singularities. Poles of f
at points were the ~̟ are regular would lead to poles in the BPS masses as follows from ~V =W (f, ~̟ ).
Such an argument appears15 in [44] and shows that at least if we want to avoid the appearance of
infinitely heavy particles inside the u-plane we have to have precisely two light dyons. We can therefore
restrict in (3.32) to n = 3 and in (3.31) to r = 1.
R=
1
n
2
m
2
a= 
n
n
m
e 1
-
m
2
n2
0
2
Figure 4: The strip of width 2 above the two largest arcs is the fundamental region of monodromy
group Γ(2) as found by the method of isometric cycles described in app. B. Its area is by (B.1) is
A = 2π hence six times the one of SL(2,ZZ). Because of the identification (3.15) the fundamental
region of the quantum symmetry group of pure SU(2) is given by the hatched region, which
corresponds to the group Γ0(2), the subgroup of SL(2,ZZ) with C = 0 mod 2. The marked point
at τ0 = −3/2 + i/2 is the Z2 orbifold point of Γ0(2), hence by (B.1) A = π. In particular the
identification by the T generator (2.3) τ → τ + 1 is realized in the N = 2 theory, while the S
generator is not realized.
• The solutions:
Now if n = 3 one can choose from the 10 redundant parameters in Q as the free parameters in
(3.32) the angles αi and the uniformization problem is solved by the Schwartz-triangle functions, which
are ratios of hyper geometric functions see e.g. [46]. This cases were completely studied in the last
century, for general discrete subgroups of SL(2, IR). Especially if α1 = α2 = α3 = 0 as for our three
necessarily parabolic elements the subgroup Γ is uniquely determined, if the boundary conditions are
obeyed. For pure SU(2) it is given by the index 6 congruence subgroup denoted by Γ(2), which is
defined as in
Γ(N) =
{(
A B
C D
)
∈ SL(2,ZZ)
∣∣∣∣ !B,C = 0modNA,D = 1modN
}
.
Alternatively one can argue that the pairs of massless dyons, which satisfy (3.31), are precisely MΛ
2
(1,n)
M−Λ
2
(1,n−1)=M
∞. Any two of these matrices generate16 Γ(2). The choice of n corresponds to the θ shift
symmetry, that is different choices correspond to the same physics, so we may chose n = 0.
15In fact the argumentation in [44] does not require the assumption of specific monodromies inside SL(2, IC) beside the
one at infinity [44].
16The fact that the pairs labled by n are equivalent, was referred to as dyon democracy in [1].
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The linear differential equation (3.34) is equivalent, in the sense explained below, to the hyper
geometric equation Lf = 0 with
L = z(1− z) d
2
d2z
+ [c− (a+ b+ 1)z] d
dz
− ab (3.36)
with parameters
a =
1
2
(1 + α∞ − α0 − α1), b = 1
2
(1− α∞ − α0 − α1), c = 1− α0 . (3.37)
Here by the indices on the α we indicate the associated singularities zi in (3.32), which have been fixed
to be 0, 1,∞. This differs from the choice we made in the u-plane −Λ2,Λ2,∞. To check the parameter
identification we note that a second order linear differential equation
̟′′ + p̟′ + q̟ = 0 (3.38)
can be brought to the form (3.34) by substitution of f(z) = g(z)̟(z) with g(z) = exp− 12
∫ z
pdz′. No
matter how we write (3.38) by choosing a particular g(z) the invariant quantity on which the definition
of τ depends is
Q = q − p
′
2
− p
2
4
. (3.39)
Using this definition of Q it is easy to check from (3.32) with βi = 0 and (3.36) the parameter identifi-
cation (3.37) for the triangle groups.
From the physics point of view there is distinguished form of (3.38) namely the one for which g(u)
in (3.35) is constant. As is turns out the hypergeometric equation with a = b = 12 c = 1 is itself the
preferred form. This can be easily seen by putting the singularities in (3.36) from z = 0, 1 to u = ±Λ2
by the substitution z = 1−u2 which transforms it to L ~̟ = 0 with
L = ∂2u −
2u∂u
Λ4 − u2 −
1
4(Λ4 − u2) (3.40)
Now we can chose solutions ̟D, ̟, which lead to the correct leading behavior (3.26), (3.28) with
constant g. Hence we can commute L∂u to ∂uL̂ so that ~V (u) is determined (the argument is up to
additive constant, which has to be set to zero) by L̂~V = 0 with
L̂ = ∂2u −
1
4(Λ4 − u2) (3.41)
This equation can be brought also in the hypergeometric form (3.36) with (a, b, c) = (− 14 ,− 14 , 12 ) by
substituting α := u2/Λ4. Hence we get compact formulas for the physical aD(u), a(u), which determine
the masses of the BPS states
aD(α) =
iΛ
4
(α − 1) 2F1
(
3
4
,
3
4
, 2; 1− α
)
a(α) =
√
2Λα
1
4 2F1
(
−1
4
,
1
4
, 1;
1
α
)
.
(3.42)
3.3 N=2 versus N=4 conventions
There exist two conventions of charge normalizations in the literature. In the N = 4 conventions the
smallest occuring electric charge, that of theW+ boson, is set to one. Since one can add matter to N = 2
theories the smallest charge is now that of the quarks and is set often to one in the N = 2 conventions.
There is no change in the magnetic charge units however. E.g. in SU(2) the effect is that theW -bosons
16
have charge |2| in the N = 2 units and to keep (3.5) one has to transform (aD, a) 7→ (aD, a/2), τ 7→ 2τ
and conjugate the monodromies by
M 7→ C−1MC with C =
(
1 0
0 2
)
. (3.43)
For pure SU(2) the group ΓM generated by the monodromies in the new conventions becomes Γ
0(4),
which are the SL(2,ZZ) transformations with B = 0 mod 4, instead of Γ(2). Because of (3.15) the full
quantum symmetry is in this case Γ0(2). As the T shift of (2.3) is τ 7→ τ + 2 in the new conventions
the Γ0(2) is not the canonical Γ0(2) subgroup of the SL(2,ZZ) S-duality group we started with. It is
conjugated to the more canonical Γ0(2) by a (not physical) S duality, in general Γ
0(N) = SΓ0(N)S
−1.
It is however the canonical subgroup Γ0(2) subgroup of the SL(2,ZZ) found for the other conformal
theory with Nf = 4 flavors see sect. (3.4). The fundamental regions for Γ
0(2) ⊂ Γ0(4) looks exactly as
the fundamental regions Γ0(2) ⊂ Γ(2) depicted in the Fig.4 except that the whole figure is scaled such
that the indicated width becomes 4. Counterintuitively the scaling does not affect the hyperbolic areas
as it is clear from formula (B.1), so the index of the groups in SL(2,ZZ) does not change. Similar the
fundamental region for Γ0(4) looks like the Γ(2) area in Fig.4 when scaled to width 1.
3.4 The symmetries on the dyon spectrum.
Let us investigate, purely from symmetry considerations, what states could be there. To discuss that it
is useful to adopt the N = 2 conventions and to think the groups Γ ∈ SL(2,ZZ) as canonical subgroups
of the Nf = 4 SL(2,ZZ). Bare masses of the quarks are set to zero in the following.
For Nf = 0, there are no dyons with the smallest charge unit, so the possible states are (nm, 2ne)
and the subgroup leaving them invariant is Γ0(2).
ForNf > 0 the dyons can be labeled by their 2Nf -fermion zero modes, which form after quantization
a Spin(2Nf ) representation [2]. The elementary hyper multiplets transform in the vector representation
of SO(2Nf ), while monopoles (dyons) are in the spinor representation and as was pointed out in [2]
they are in the different conjugacy classes s or c depending of whether they carry in addition even or
odd electric charge.
For Nf = 2 Spin(4) = SU(2) × SU(2) with center Z2 × Z2. That means that the transformation
properties of a state (ne, nm) w.r.t. the center must given by the Z2 charges ((ne+nm) mod 2, ne mod 2).
Especially states with (nm, ne) = (2k + 1, l) are spinor classes and should transform among themselves
i.e. the C in the SL(2,ZZ) transformation must be even, while B can be 1, this mixed s and c classes,
but that is allowed because the corresponding outer isomorphism is realized in SO(4). That implies
that the SL(2,ZZ) is broken to Γ0(2).
For Nf = 3 the center of Spin(6) = SU(4) is Z4 and since vectors have charge 2 the Z4 must act
as exp 2πi4 (nm + 2ne) on dyons. In particular the vectors have charges (nm, ne) = (4k, l) the spinors
(4k + 1, l), (4k + 3, l) and the scalars (4m+ 2, l), which means that c = 0 mod 4 i.e. SL(2,ZZ) must be
broken to Γ0(4).
For Nf = 4 the relevant Spin(8) has center Z2 × Z2 but the Z2 charges are o : (0, 0), v := (0, 1),
s : (1, 0) and c : (1, 1). The Z2 charges of dyons must be (nm mod 2, ne mod 2). Now the minimal shifts
b = 1, c = 1 of SL(2,ZZ) permute the v, s, c classes but that could still be a valid symmetry as Spin(8)
allows for an outer automorphism called triality symmetry, which in fact permutes this classes by S3.
We can define a homomorphisms h : SL(2,ZZ)→ S3 by modding the matrix entries A,B,C,D by 2, so
that the total symmetry group can be the semi direct product Spin(8) × SL(2,ZZ).
If we accept these subgroups, we get the generating monodromies and the associated massless parti-
cles and solutions without further effort. We can read off generating monodromies from the fundamental
region as they are the ones which conjugate the arcs of F in pairs. Alternatively we may consider dyons
with the smallest electric and magnetic charges, which generate according to (3.31) the symmetry ΓM ,
which is up to the discrete symmetry (3.15,3.17) the quantum symmetry Γ. Note that in N = 2 con-
ventions one has to rescale M(nm,ne) of (3.30) we call the rescaled monodromy M˜(ne,nm) :=M(nm√
2
, ne√
2
).
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Let us summarize the quantum symmetry groups Γ, the monodromy groups and defining generators
corresponding to the shortest massless dyon states for the cases in turn
Nf = 0 : Γ
0(2) : Γ0(4) : M˜(1,0)M˜(1,−2) = T0
Nf = 2 : Γ0(2) : Γ(2) : M(1,0)M(1,−1) = T2
Nf = 3 : Γ0(4) : Γ0(4) : M˜(2,0)M˜(2,−1) = T3,
Here the (2, 0) is expected according to section 2 not to be a stable monopole, but at best a bound
state a threshold. TNf is the semiclassical monodromy due to the β-function logarithm and the Weyl-
reflection it is TNf := −(TNf−4). τ(u) will be given by the Schwarz triangle function with appropriate
boundary conditions and aD(u), a(u) can again be very simply obtained from solutions of hypergeometric
functions. The situation for Nf = 4 is in some sense the simplest as τ will not depend on u.
For Nf = 1 we have (at least) four singularities because of the Z3 symmetry and cannot ex-
pect such an extremely easy relation to the triangle functions of a subgroup of SL(2,ZZ). From the
double scaling limit of the Nf = 4 theory see (4.23) and the Lefshetz monodromy (compare the dis-
cussion in 4.3) one finds that the three monodromies are associated to the following massless particles
M˜(1,0)M˜(1−1)M˜(1,−2) = T1.
3.5 Consistency checks:
• Consistency checks from instanton coefficients : This explicit solutions can of course be used to
calculate F everywhere in the moduli space. For instance the first coefficients in (3.12) for pure SU(2)
are given by
n 1 2 3 4 5 6
Fn 1
22
5
27
3
27
1469
216
4471
215 · 5
40397
220
The function
G := iπ2
∫
(aDda− adaD)
= iπ(F − 12aF˙) ,
(3.44)
with ˙ := dda , is obviously modular invariant. It is easy to see that G behaves at the cusps like u since it
is modular it must be therefore that17 G = u+ const. and the constant is zero as one can see from the
vanishing of G at u = 0. It was later shown in [49] from the N = 2 Ward-identities that G = Tr(〈φ2〉),
which justifies the assumption that Tr(〈φ2〉) is the good variable in the moduli space. Note furthermore
that, because of F = a2f(a/Λ) and using G = u we get
Λ
d
dΛ
F = − i
π
u. (3.45)
Now transforming the dependent variable in (3.41) from u → a(u) and using G = u and the fact that
a(u), aD is a solution one gets [48] a differential equation for G
(1− G2)G¨ + 1
4
aG˙3 = 0 (3.46)
and the same equation for the analogous defined GD. From (3.46) one can derive a recursion relation
for the instantons coefficients, which can be found in [48].
Eq. (3.46) governs the non-perturbative effects in the strong and the weak coupling region, it should
in principle be understandable directly from explicit non-perturbative calculations. At least ratios of
17One may also use (3.41) to check that d
2
d2u
G ≡ 0. Vice versa it must be that e.q.(3.41) is of the form L = ∂2u−1/pi(u)
also for Nf = 1, 2, 3, 4, which is true compare (4.24).
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the instantons coefficients have been successfully compared for SU(2) with Nf < 4 in [51] by a very
tedious direct calculation. This is a certainly very encouraging independent check for the solutions,
• Consistency checks from the dyon spectrum
The consistency checks on the dyon spectrum for Nf = 4 are quite similar to the N = 4 case. τ
does not depend on u and once τ is generically fixed the lattice spanned by, say normalized vectors, 1
and τ is non degenerate and one has to check that bound states of the stable dyons for which (ne, nm)
is coprime exist, since they must be present in theory as they occur in the SL(2,ZZ) orbit (on which the
Spin(8) representations are mixed) of e.g. the stable (0, 1) electron.
For Nf < 4 the lattice, spanned by aD(u) and a(u), is u dependent and degenerates at a subspace
K := {p ∈ K|Im(k(p)) = 0} in the moduli space, where we define k(u) := aD(u)/a(u). K is called
curve of marginal stability. It was known for Nf = 0 that beside the elementary electrically charged
particles only configurations for the monodromy generating states and their θ-shifted companions, i.e
(1, n) (N = 4 conventions) exist semiclassically. That turns out to be a general feature and the nontrivial
prediction concerning new dyons are the existence of the (2, n) bound states with n odd in the Nf = 3
theory [2], which were found in fact later [34].
On the other hand it is an internal consistency check that the monodromy generating dyons are the
only magnetically charged states in the spectrum at semiclassical infinity. For that to work the topology
of the set K must be such that the existing dyons and elementary particles cannot be transformed by a
monodromy loop in the u-plane into unwanted states and continued to the semiclassical region without
encountering a point on K, where all unwanted states can decay. From (3.5)18 it is clear that that
k(us) =
aD(us)
a(us)
= − nenm is rational at the singularity us due to the massless dyon (nm, ne). So by
construction K contains these singularities. If K exists outside the singular set it must be there a
continuous codimension one subspace. That is easy to see, because a, aD are holomorphic, so k is a
harmonic function outside the singularities and dk = 0 would imply that the Hessian vanishes, but
the Hessian of k is proportional to Im τ and can vanish only at the singularities, compare Fig.4. Now
because of the aV term in (3.28) dk 6= 0 also at the singularities, so that K = 0 is a smooth real
codimension one curve everywhere. Note again the importance of the aV 6= 0 constant, if it were not
present the Im k = 0 subset would be stuck at the singularities as the Im τ = 0 “curve” in fact is.
Let us discuss e.g. the situation for SU(2) with Nf = 0 in the N = 4 conventions. The up
to the T -shift closed path in the complex k plane runs from k(u = −Λ2) = −1, at which the (1, 1)
dyon is massless, along the real axis to k(u = Λ2) = 0, at which the (1, 0) state is massless, to the
k(u = −Λ2) = 1, at which the (1,−1) state is massless, must therefore have a smooth pre-image in the
u-plane. Hence K has the right topology19. Note that the values of k(u) at u = ±Λ2 depend really on
the strip R∞ we have chosen in Fig.4.
Besides the aspect that certain states can decay on K there is a second important aspect related
to the existence of K, which has been used [52] to construct the spectrum in the weak and the strong
coupling region. No other states than the dyons (1, n), which are responsible for the monodromies
should become massless at K. More precisely the existence of a stable dyon with coprime integers
(nm, ne) 6= (1, n) in a region of the moduli space, which can be connected (without crossing K) to a
point on K on which it would become massless is forbidden. It would lead to an additional singularity
incompatible with the actual solutions. Since Re k(u) takes a continuous set of real values this restricts
the possible stable dyons drastically. The argument is facilitated by working with the parameter which
labels truly inequivalent vacua, namely α = u2/Λ4. This parameterization identifies the (1, 0) monopole
singularity at u = Λ2 and the (1,−1) dyon singularity at u = −Λ2, as it should, and creates an ZZ2
singularity at the origin, which corresponds to the ZZ2 fixpoint in fundamental region of Γ0(2). The
monodromies can easily worked out from the solution (3.42). As expected they contain phases ρ with
ρ4 = 1 corresponding to the ZZ4-action on ~V . The action on τ is generated by M
∞ =
(−1 1
0 −1
)
,
18We consider mi = 0
19From the explicit expressions e.g. (3.42) for Nf = 0 it turns out that K looks roughly like a symmetric ellipse with
apheliae at u = ±Λ2 and periheliae at u ≈ ±0.86Λ2i.
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M1 =
(
1 0
−2 1
)
and M0 =
(
1 1
−2 −1
)
with M0M1 = M∞ and on (nm, ne)t it acts by (nm, ne)t 7→
(M−1)t(nm, ne)t.
K
α=0
α=1
α=
Figure 5: The vector moduli space of Nf = 0 SU(2) theory is parameterized by α = u
2/Λ4 and
compactified to a sphere. K divides the sphere into the strong coupling region containing α = 0
and the weak coupling region containing α = ∞. On K Re k(α) runs continuously from 0 at
α = 1 to 1 at α = 1. Note that there are branch cuts running along 0, 1 and along 1,∞.
From Fig.5 we see that the α-sphere is divided by K into two regions.
• The weak coupling spectrum: The region at infinity is governed by the M∞ monodromy. By this
monodromy a stable state with |nm| > 1 can be converted into one for which −ne/nm ∈ [0, 1] hence all
these states are forbidden. Beside the (1, n) dyons and their antiparticles the W± bosons with (0,±1)
are of course also allowed as they are stable under the M∞ action and do not become massless at K.
• The strong coupling spectrum: Now we ask again for the states (nm, ne) for which −ne/nm cannot
be brought by the M0 action into the interval [0, 1]. The conclusion is that for our choice of the strip
R∞ this strong coupling spectrum consists only of the massless monopole (1, 0) and its antiparticle.
• This picture predicts in particular at K the decay of the charged vector multiplet of the W± (0,±1)
boson into two hyper multiplets of magnetic monopoles (−1,±1) and (1, 0), which is possible from mass
by charge and conservation, if aD/a ∈ [0, 1]. Note that the (−1,±1) state is identified by the (M0)±
monodromy with the (−1, 0) state.
Finally convincing evidence for the consistency of Seiberg-Witten solutions come from the connect-
edness of these theories via limits in the quarks masses. Starting from massive NF = 4 one gets indeed
every other theory, by sending part of the quark masses to infinity, see the discussion above (4.23). Such
arguments apply also to the higher rank groups and can be best discussed in the geometrical picture to
which we turn now.
4 The geometrical picture :
4.1 General ideas
We have seen in (3.40,3.41) that there were differential equations completely adapted the problem of
finding the exact BPS masses and the exact gauge coupling. Were do this equations come from ? In
context of the uniformization problem it was already observed by [39] that e.g. (3.40) is the Picard-
Fuchs equation fulfilled by the period integrals of a specially parameterization family of an elliptic
curves E(u). In particular the solutions ̟D and ̟, which solve the uniformization problem
τ(u) =
̟D(u)
̟(u)
(4.1)
correspond to the integrals of the holomorphic differential ω (4.14) over homology cycles which generate
H1(E ,ZZ), i.e.
(̟D(u), ̟(u)) = (
∮
B
ω,
∮
A
ω) . (4.2)
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That is not very surprising as the maximal discontinuous reparametrization group of the torus is
SL(2,ZZ) and if we insist to stay within a parameterization family, which obeys some additional fi-
nite symmetries the SL(2,ZZ) will broken down to a subgroup of finite index in SL(2,ZZ) just like e.g.
Γ(2). Moreover if one finds a form λ such that the integrals
∮
γ λ are well defined for C ∈ H1(E ,ZZ) and
∂uλ = ω + exact form (4.3)
then we find from (3.24)
(aD(u), a(u)) = (
∮
B
λ,
∮
A
λ) . (4.4)
From the above requirements it is clear that
a.) λ is a meromorphic form, as the holomorphic form is unique, but with
b.) vanishing residues as otherwise the integral would depend on the path.
In the cases with non-zero masses condition b.) is too strong. In fact the shift by H in (3.25)
has the explanation that one picks up a contribution from the residue, if the cycle defining aD(u), a(u)
undergoes a Lefshetz monodromy.
e 
n 
n
m
B
A
τA
B
Figure 6: A scetch of the identification of the electro-magnetic charge lattice with the independent
cycles of the torus
Eq. (4.4) defines an identification of the electro-magnetic charge lattice Λ Fig.1 with the lattice of
integral homology H1(E ,ZZ).
φ : Λ→ H1(E ,ZZ) . (4.5)
By the symmetries of the problem the identification can be made in various ways, e.g. for the scale
invariant theories (4.5) is actually up to SL(2,ZZ) reflecting electro-magnetic duality. For the scale
dependent families E(u) the ambiguity is reduced to a subgroup of SL(2,ZZ). That comes essentially
because we have to identify the particles, which become massless, with the vanishing cycles of the
family. Another choice which was made in (4.4) was the orientation of the cycles. Reversing globally
the orientation correspond to the exchange of particles and antiparticles.
• Positivity of the metric and Riemann bilinear relations:
A very nice feature of this geometric interpretation is that Im(τ) is the normalized volume of the
torus, so positivity of the metric is guaranteed by construction. Let us see how this is derived and
how it generalizes to guarantee positivity of the metric (3.23) as obtained from the periods of a general
Riemann surface X . One a even dimensional manifold of real dimension dim = 2r with r odd and
2k = rank(Hr(X,ZZ)) one can always chose a symplectic basis Ai, Bi i = 1, . . . , k of Hr(X,ZZ) i.e. with
the intersection pairing
Ai ∩ Aj = Bi ∩Bj = 0
Ai ∩Bj = (−)rBj ∩ Ai = δij . (4.6)
For our Riemann surfaces and the threefold CY we discuss later this choice is up to SP(2k,ZZ). If r is
even there will be a nontrivial signature associated to the bilinear pairing (4.6), which we will calculate
in section 5.1 .
By Poincare´ duality we can also chose a topological basis for Hr(X,ZZ) αi, β
i i = 1, . . . , k with the
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following properties ∫
X
αi ∧ αj =
∫
X
βi ∧ βj = 0∫
X αi ∧ βj = (−)r
∫
X β
j ∧ αi = δji∫
Aj
βi =
∫
Bj
αi = 0∫
Aj
αi = δ
j
i ,
∫
Bj
βi = δij .
(4.7)
The topological basis we fix according to a given choice of topological cycles and it will not be holomor-
phic w.r.t. to the complex structure, which varies with the moduli. Using the moduli dependent basis
of holomorphic forms (1, 0) on a Riemann surface: ωi i = 1, . . . , k (4.38) and the (k, 2k) period matrix
(WDji,Wji) :=
(∫
Bi
ωj,
∫
Ai
ωj
)
(4.8)
the definition of τ from (4.1,4.2) can be generalized to T = W−1WD. In fact first for g = 1 we get
with (4.14) i
∫
X
ω ∧ ω¯ = i ∫
X
dz ∧ dz¯ = 2 ∫
X
dx ∧ dy = 2vol(X) and on the other hand by developing
ω and ω¯ in the basis α, β, i.e. ω = ̟Dβ +̟α, we get i
∫
X
ω ∧ ω¯ = i̟[τ¯ − τ ] ¯̟ = 2|̟|2Im(τ), hence
Im(τ) > 0. By considering all bilinear pairings between ωi and ω¯j as well as between ωi and ωj one
gets a straightforward generalization to higher genus [79] which yields the first and second Riemann
bilinear relation:
T−Tt = 0
Im[T] > 0 .
(4.9)
Also the identification (4.5) generalized immediately to higher rank lattices Λ and general Riemann
surfaces X . The electro-magnetic charge lattice Λ with H1(X,ZZ) maps the generalization of the
symplectic bilinear form (2.6) to the intersection form (7.7). Once the choice (7.7) has made states
with only electric charge quantum numbers will be identified with one sort of cycles, say the A-cycles,
and purely magnetically charged must then be identified with the B cycles. Now, if we have a special
parametrisation family with k deformations ui+1 i = 1, . . . , k and have identified a meromorphic form
λ with ωi = ∂ui+1λ+exact form and a
i
D =
∮
Bi
λ, ai =
∮
Ai
λ then the positivity of the metric Im[Tij ] =
Im[∂aia
j
D] in every direction in field space is guaranteed from Im[T] > 0, while the integration condition
for the existence of F with aiD = ∂aiF is T−Tt = 0 !
• Lefshetz formula and one loop β-function:
This makes Riemann surfaces candidates whose periods can describe the effective action of theories
with higher rank gauge groups. The task is then to find parameterization families of Riemann surfaces,
which have the right discrete symmetries and give the right monodromies. The monodromies of algebraic
varieties on the middle homology Hr(X,ZZ) are determined by the cycles which shrink to zero volume
at the singular degenerations of the variety. These are called the vanishing cycles. More precisely the
Lefshetz formula gives the monodromy action on an arbitrary cycle C ∈ Hr(X,ZZ) along a path in the
moduli space around a complex codimension one locus, where one cycle V ∈ Hr(X,ZZ) vanishes as
MV : C 7→ C + (−1)(r+1)(r+2)/2n(C ∩ V )V , (4.10)
Here the integer n depends on the local parameterization of the singularity by the moduli, which is
forced to us from the family (see below). In singularity theory the parameterization is chosen such that
n = 1.
In the simplest cases the vanishing cycle has the topology of an Sr and its self intersection number
is (V ∩V ) = (−1)r(r−1)/2(1+(−1)r) ( [109], Lemma 1.4). In particular for r odd, we get then a physical
interpretation of (4.10) as a shift from the one-loop β-function as in the discussion below. For r even on
the other hand (4.10) is a reflection in Hr(X) on the hyperplane perpendicular to V ∈ Hr(X), which
is just a Weyl-reflection, if the intersection pairing is proportional to the Cartan matrix as in the zero
dimensional example (4.31) and on K3 surfaces [82].
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Up to phase factors, which can come from the forms λ (or ω) eq. (4.10) describes also the mon-
odromies on the period vectors ~V (or ~̟ ). In view of the map (4.5) one might ask, which states are
mapped to these vanishing cycles and what is the local physics associated to the monodromy. For
the most generic singularity, where precisely one cycle shrinks to zero as above, the answer is simple.
The period aV :=
∮
V
λ is proportional to the mass of the light charged particle ΦV (and its antipar-
ticle) which sets the infrared cut off in (3.6). The ratio between the mass of this particle ΦV and
its magnetic (or electrical) dual particle will be zero at the singularity. After a basis transformation
which diagonalizes T we calculate the gauge coupling of the gauge boson(s), which couple locally to
ΦV . From (3.1) we get τV ∝ κ log(aV ) + holomorphic and the period dual to aV will be therefore
aVD =
∮
VD
λ ∝ κaV log(aV ) + holomorphic. This gives rise in the new basis rise to a shift, which corre-
sponds in the old basis to (4.10). If λ is regular at the degeneration, as it turns out to be the case for
singularities due to magnetically charged states, the mass of the particle will actually go to zero. The
Lefshetz theorem is quite useful to make consistency checks on the curves for the higher rank gauge
groups [53].
In type IIB string theory an analogous picture arises, when a single cycle in the middle homology
of a CY shrinks to a point [6] [172]. The wrapping of a D-3-brane around the vanishing 3-cycle leads
to an object which looks from the four dimensional point of view like a black-hole. By (6.21) its mass is
proportional to the volume of the vanishing cycle. In particular at the degeneration point aV = 0 this
particle cannot be integrated out, but has to be included in the Wilsonian supergravity action, just as
in the rigid case the magnetic monopole. Very similarly it produces an one-loop β function logarithm
in the coupling of the dual gauge field, which gives rise to the shift in (4.10).
• Variants of the idea: The columns of the period matrix (4.8) define a lattice ΛX from which the
Jacobian variety of the genus g Riemann surface is constructed as J (X) = ICg/ΛX . There is a natural
generalization in which one imposes the condition (4.9) on arbitrary non degenerate rank r lattices Λa.
The quotients ICr/Λa with this restriction are known as abelian varieties20 [79]. If the abelian variety
has complex dimension greater then two, it is not necessarily the Jacobian variety of a Riemann surface.
In physics context mainly Jacobian and Prym varieties occur. In the later cases the Riemann surface
admits an automorphism, so that periods get identified and the abelian variety is defined from the
quotient of the period lattice. In fact in this way one can define infinitely many Riemann surfaces of
different genus, which describe the same gauge group. Cases which have no geometrical interpretation
from a Riemann surface seem rare, comp. sect. (4.4.2).
While there were probably no consistent N = 2 theories in 4d before the work of Seiberg-Witten,
one can satisfy at least the basic consistency requirements with a Riemann surface, which admits a
differential form λ and gives rise to structure, like in (4.4). General theorems about the degeneration
of the periods integrals imply that there are always local coordinates in the moduli space so that the
the periods degenerate no worse then with a logarithmic singularity at the discriminate such that the
effective action can always be determined (comp. section (4.2)). This may lead to the discovery of
interesting exotic N = 2 theories in four dimensions.
4.2 The curves for SU(2).
We will now discuss examples of Riemann surfaces, which correspond to gauge groups (with matter). I.e.
the necessary discrete symmetries are realized and the periods have the prescribed physical monodromies
and the right asymptotic behavior. For SL(2,ZZ) and the subgroups Γ0(N) and Γ0(N) the corresponding
families of elliptic have been partly constructed long time ago in the context of the uniformization
problem. Their periods are hence, comp. sect. (3.2.1), related to hypergeometric functions of type
2F1. It is clear by the geometric ansatz and completely compatible with physics that the periods will
always be Fuchsian functions [63] [38]. E.g. for pure SU(3) the holomorphic periods where found [47]
to fulfill Appells [64] [46] Vol. I F4(
1
3 ,
1
3 ,
2
3 ,
1
2 , 4
u32
27Λ6 ,
u23
Λ6 ) system and the a
i, aiD periods fullfil Appells
20The Riemann bilinear relation ensure that these tori can be embedded into a projective space. To find the embedding,
i.e. the problem discussed for the two torus in the next section, is an interesting and hard problem [56].
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F4(
1
6 ,
1
6 ,
1
3 ,
1
2 , 4
u32
27Λ6 ,
u23
Λ6 ) system (see (4.29,4.34) for the definition of ui), but in contrast to the SL(2,ZZ)
case the functions are in general not known.
4.2.1 Algebraic form of the torus:
Let us shortly review how the algebraic description of the torus arises [60] [59]. Define the torus in the
standard form T = IH/Λ, were Λ is spanned by the periods ̟1 and ̟2. I.e. T is the fundamental cell of
Λ identified (orientation preserving) on opposite sides. We might normalize the periods such that the
lattice is spanned by πτ with Im(τ) > 0 and π. Now we want to map T into a set given by an algebraic
constraint. To do this one needs first well defined functions on T , i.e. f(z) = f(z + π) = f(z + πτ) for
z ∈ IH. The Weierstrass function
℘(z, τ) =
1
z2
+
∑
ω∈Λ\{0}
(
1
(z − ω)2 −
1
ω2
)
(4.11)
has this property. It is easy to see that it converges in T , but has poles on the lattice sites. Moreover
℘ fulfills the differential equation (
d
dz
℘
)2
= 4℘3 − g2℘− g3 (4.12)
with g2(τ) = 60
∑
ω∈Λ\{0}
1
ω4 = 2/3
2E4(τ) and
21 g3(τ) = 140
∑
ω∈Λ\{0}
1
ω6 = (2/3)
3E6(τ). By iden-
tifying x = ℘(z), y = ddz℘(z) every point z in T is mapped to a point on the algebraic constraint in
IC2
y2 = 4x3 − g2x− g3 . (4.13)
This is true apart from the lattice points on T , which are mapped to infinity in the x, y-plane. This must
be rectified by compactifying the latter to an IP2. As it is clear from the construction the holomorphic
differential ω := dz can be written as
dz =
dx
y
(4.14)
and gives by integration over the cycles just the normalized period vector (π, πτ).
E4 and E6 are known as Eisenstein series, which are normalized so that they have a nice q :=
exp(2πiτ) expansion
E4(τ) = 1 + 240
∑∞
n=1
n3qn
1−qn
E6(τ) = 1− 504
∑∞
n=1
n5qn
1−qn .
(4.15)
They are the, up to multiplication, unique automorphic (or modular) functions of weight 4 and 6,
i.e. E2k(
Aτ+B
Cτ+D ) = (Cτ +B)
−2kE2k(τ), which are holomorphic in the whole upper half-plane IH. Every
modular function with this holomorphicity property and weight 2k can be written as degree 2k weighted
polynom in E4 and E6 (or g2 and g3 of course)
22. E4 has simple zero at τ = i and E6 at τ = exp(2πi/3).
The value at infinity is g2(i∞) = 120π4 ζ(4) = 22/3 and g3(i∞) = 280π6 ζ(6) = (2/3)3. So the combination
with lowest modular weight, which has a simple zero at infinity is g32 − 27g23 = 212η24 proportional to
the 24th power of the Dedekind η-function, which has product representation η := q
1
24
∏∞
n=1(1 − qn).
The j(τ) function is the unique modular invariant function with a simple pole at infinity
J(τ) =
g32
∆
where ∆ = g32 − 27g23 (4.16)
is the discriminant of the elliptic curve23. Up to a factor 1728 it has an integral expansion
j(τ) = 1728J(τ) =
E34
η24
=
1
q
+ 744 + 196884q+ 21493760q2+ . . . (4.17)
21Note that because of the normalization of the lattice Λ we have Gk = π
2k
∑
ω∈Λ\{0}
1
ω2k
, with Gk as in [60].
22These facts appear in any review on elliptic functions see e.g. [59], [60].
23See appendix C and below.
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In the following we will see j frequently as a function of the specific parameter u of the parameterization
family E(u). In this case the identification j(u) = j(τ) will give us an invariant characterization of the
family E(u)! A similar theory for the modular functions of higher genus Riemann surfaces is discussed
e.g. in [61].
• Universal Picard-Fuchs equation:
The integrals
̟C =
∮
C
ω =
∮
dx√
4x3 − g2(u)x− g3(u)
,
with contours C as in Fig.7, called elliptic integrals; they are not elementary. Instead of direct integra-
tion, which can be done only after expanding the integrand, one can derive a differential equation for
them. This is done by deriving a differential operator with the property L(u)dxy = ∂f∂xdx. As C is closed
L(u)̟C = 0 and since there are only two independent solutions corresponding to the two independent
integrals over A and B cycles a second order L(u) must exist. Such differential equations are called
Picard-Fuchs equations. We explain in Appendix C two ways how the Picard-Fuchs equations can be
derived.
To appreciate the roˆle of the j-invariant and link the discussion here to the one in section (3.2),
note that every elliptic curve with an arbitrary parameterization s can be brought in the form (4.13),
see footnote 25, and the Picard-Fuchs equation can then be written in the useful universal form
̟′′ + p̟′ + q̟ = 0 with
p = − log′( 32∆(2g2g′3 − 3g′2g3)),
q = 112 (p log
′∆+ log′′∆)− 116 (g2(g22)′ − 12(g23)′) ,
(4.18)
where ′ = dds .
If one now changes the coordinate s→ J = j/1728 one gets an universal Picard-Fuchs equation for
the rescaled periods Ω =
√
g2
g3
̟ depending only on J , see e.g. [160] and an universal expression for
Q =
(
3
16(1− J)2 +
2
9J2
+
23
144J(1− J)
)
, (4.19)
which we recognize after a short calculation as the Q appearing in the Schwarzian differential equation
(3.32) for α0 =
1
3 , α1 =
1
2 and α∞ = 0. I.e. j(τ) is the inverse of the developing map for SL(2,ZZ)
itself.
• The N = 4 and N = 2 Nf = 4 curves: The tori for the scale invariant theories are expected from
the sections (2) and (3.4) to exhibit exact SL(2,ZZ) invariance. Therefore they should parameterized
by the u independent parameter τ , that is (4.13) with g2(τ) and g3(τ) is in principle the correct form.
In view of (2.1, 3.5) aD, a depends however on u
aD = τa
a =
{
1
2
√
2u for Nf = 4√
2u for N = 4
(4.20)
Because of (3.35) this implies that ~̟ = N√2/u(τ, 1)t with N = 1/4 for Nf = 4 and N = 1/2 for
N = 4. We can rescale dz → N√2/udz to get that. For later comparisons in scaling limits one wants
to work always with the standard (1, 0) form dz = dx/y. So one rescales in addition x → x/u and
y → yu− 32 /2. This leads to an u dependent form of the curve
y2 = x3 − 1
4
g2(τ)xu
2 − 1
4
g3(τ)u
3, (4.21)
while the (1, 0) form is transformed back to the standard one. The left hand side of (4.21) can be
factorized y2 =
∏3
i=1(x − ei(τ)u), where the zeros are given by the Jacobian Theta functions [59]
e1(τ) − e2(τ) = θ43(τ), e3(τ) − e2(τ) = θ42(τ), e1(τ) − e3(τ) = θ44(τ).
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• The N = 2, Nf ≤ 4 curves:
It was explained in [2] how to use the global SO(8) symmetry acting on the quarks to incorporate
the bare masses into (4.21). An alternative derivation using the constraint on the residua of λ form the
inhomogeneous transformation law in (3.25) was also given in [2]. A particular nice representation of
the corresponding curve24 was found in [55]
y2 = (x2 − u)2 − 4h(h+ 1)
4∏
i=1
(x−mi − 2hµ) (4.22)
with h =
θ42
θ34−θ42
, µ = 1Nf
∑4
i=1mi and
λ =
x− 2hµ
2πi
dlog
(
x2 − u− y
x2 − u+ y
)
.
The curves for the asymptotic freeNf < 4 theories can be obtained from (4.22) by considering the double
scaling limit in which M →∞ and τ → i∞ such that Λ4−Nf := 64√qM4−Nf defines the finite scale of
the Nf < 4 theory. The leading terms of θ
4 functions are θ42 = 16q
1/2+O(q3/2), θ43 = 1+8q1/2+O(q),
θ44 = 1− 8q1/2 +O(q). With this one gets for the Nf = 0, . . . , 3 cases the curves
y2 = (x2 − u)2 − Λ4−Nf
Nf∏
i=1
(x +mi) (4.23)
To show the equivalence of these curves with the ones in [2] we check that the j-invariants25 for Nf = 0, 1
are identical with ones of the corresponding curves in [2]. For the others a shift in the origin of u is
required e.g. for Nf = 2 u→ u−Λ2/8. Because of the absence of the a symmetry in the u-plane there
is an unfixed shift in u for the Nf = 3 curve. The last reference in [51] suggest another choice of the
shift then [2]. E.g. with (4.18) or the formalism in appendix C one can easily obtain the Picard-Fuchs
equations for
∮
ω and
∮
λ and the equivalent of (3.46). Explicit expressions for periods and prepotential
appear in the literature, see e.g. [50] [57] and with emphasis on the modular properties [45] [117].
E.g. for the cases with vanishing bare mass the Picard-Fuchs equations for LNf
∮
λ = 0 are
LNf =
d2
d2u
− 1
pNf (u)
, for Nf = 0, . . . , 3
p0 = 4(u
2 − Λ40), p1 = 4u2 + 27Λ
6
1
64u ,
p2 = 4(u
2 − Λ4264 ), p3 = 4u(u− Λ
2
3
64 ) .
(4.24)
and the first few coefficients of the prepotentials are also calculated in [50].
Theories with massive matter have very interesting singularities, where electric and magnetic
charged states become simultaneously massless. As discussed in [22] this leads to conformal theo-
ries. The different conformal fixed points in 4d can be classified [22].
4.3 Hyperelliptic curves and application of the Lefshetz formula
One may recast the equation (4.13) in the form
y2(x, u) = p(x, u) =
4∏
i=1
(x− ei(u)) . (4.25)
24And generalizations of this curve to other gauge groups.
25 A curve which is given by a quartic constraint y2 =
∏4
i=1
(x − ei) = ax
4 + 4bx3 + 6cx2 + 4dx + e is converted to a
cubic form y2 =
∏3
i=1
(x − e˜i) = Ax3 + 3Bx2 + 3Cx +D by mapping one of the zeros ei to infinity, see e.g. [46], and
vice versa. For convenience we note that from the cubic we get g2 = 322/3(B2 − AC) and g3 = 3ABC − A2D − 2B3,
while from the quartic we get g2 = ae− 4bd+ 3c2 and g3 = ace+ 2bcd− ad2 − c3 − eb2.
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This defines the torus as a double covering of the x-plane, which is compactified to IP1 and has branch
cuts along e1, e2 and e3, e4. The A- and B-cycle are defined in Fig.7 .
e e ee1 2 3 4
BA
Figure 7: Integration contours along the A and B-cycle in the double covered x-plane. The plane
in front and the plane behind are glued along the upper and the lower banks of the cuts. Both
planes will be compactified to a IP1.
It is clear by Fig.7 that the construction (4.25) can be generalized to Riemann surfaces with not
genus one but r holes. If p(x, u) has degree 2(r+1), there will be r+1 cuts ei, ei+1 i = 1, 3, . . . , 2r+1.
Such genus r curves are known as hyperellitic curves. They have 2r− 1 independent parameter namely
the 2r+2 locations of the zeros minus the three parameter of the invariance SL(2, IC) invariance group
of the IP1 on which x is compactified. A general g > 1 Riemann surface has by Riemanns count
3g − 3 parameter, see e.g. [79] section 2.3. To obtain the SU(n) curves we have to define special
parameterization families of genus g = n− 1 with n− 1 parameters.
• The discriminant: The Riemann surface becomes singular when the roots ei(u) collide or differently
said when one (or more) one-cycle(s) vanish. The codimension one locus in the moduli space where this
happens is called discriminant and defined as the zero locus of
∆(u) =
∏
i<j
(ei(u)− ej(u))2 . (4.26)
It is essentially that we chose a compactification of the moduli space. For instance in the SU(2) case if
we do not compactify the u-plane to a IP1 we would miss semiclassical singularity, which is at infinity
in the u-plane.
Precisely at the points in the moduli space where ∆(u) = 0 the dimension of the normal space to the
constraint P := y2−p(x, u) is not minimal and an equivalent way of defining the discriminant is therefore
as the locus in the moduli space, where the homogenized constraint P = y2z−4x3+g2(u)xz2+g3z3 fails
to be transversal in IP2. That is at points where P = 0 and dP = (∂P/∂x)dx+(∂P/∂y)dy+(∂P/∂z)dz =
0 have common solutions in IP2 i.e. for (x0 : y0 : z0) 6= (0 : 0 : 0). The corresponding locus is known
as resultant of the equations ∂P/∂xi = 0, P = 0 and can be easily calculated, without determining the
roots of course, see appendix C. That yields in the (x, y) patch for (4.13) ∆(u) as defined in (4.16).
This definition of the discriminant generalizes immediately to hypersurfaces of arbitrary dimension.
• Application of the Lefshetz formula: In the u-plane the singularities of the family of tori occur just at
points. These points are called stable if only two of the branch points come together. The monodromy
at a stable branch is very simple to describe by the Lefshetz formula. We define a reference point u0
and consider a closed counter clockwise loop G in the u-plane encircling the singular point uV at which
a cycle V vanishes. The monodromy on a cycle C ∈ H1(E ,ZZ) then given by (4.10).
The angle nπ corresponds to the relative movement of the branch points defining the vanishing cycle
around each other if we complete the loop G in the u-plane. The factor n can be either determined
from the local form of p(x, u) ∝ (x − e+)(x − e−)(x2 − un) at the singularity or equivalently from the
leading behavior of the discriminant
∆(u) = (u− uV )n +O((u − uV )n+1). (4.27)
In the present case one can proof (4.10) directly by graphically studying the deformations of the contours,
or the leading parts of the integrals at the degeneration, the general proof uses the latter approach and
can be found in [109].
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Let us consider this for the simple example of the stable SU(2) curve
y2 = (x − Λ2)(x + Λ2)(x− u), (4.28)
which has obviously the same j-function (C.4) as our weighted representation (C.1). The discriminant
is by (4.16) and footnote (25) ∆ = 4(Λ2)2(u − Λ2)2(u + Λ2)2, where the factor Λ4 corresponds to
the singularity at u ∼ ∞, we consider (Λ2 : u) as homogeneous variables of IP1. All degenerations
are stable and we may identify in Fig.7 the x-plane with the u-plane that is e1 = −Λ2, e2 = Λ2,
e3 = u0 and e4 = ∞. Now if u = e3 loops around e2 = Λ2 the B cycle vanishes V = B and
(B,A)t 7→
(
1 0
−2 1
)
(B,A)t. According to the map from the charge lattice Λ to H1(E ,ZZ) we have in
general V = nmB + neA and the corresponding monodromies on ~V or ~̟ become exactly (3.30). The
monodromy around infinity is T−2 on the cycles, but there will we a sign change from the continuation
of the forms, hence we reproduce also M∞. Note that the 2 in M∞ comes by (4.27) from the leading
behaviour (Λ2)2 of ∆ at infinity .
• The general degeneration of the periods.
The discriminant in multi moduli cases will be a, in general singular, algebraic variety of codi-
mension one in the moduli space, which can have many components. For instance if more then
two zeros of p collide at a point in the moduli space then transversality fails for the discriminate
as subspace of the moduli space itself d∆ = 0 = ∆. It was shown by Hironaka [62] in a much
more general context, which is also relevant to the moduli space of CY manifolds, that such singu-
larities can be always, but not uniquely, resolved by quadratic transforms (compare sect. 7.2), such
that the discriminante components become normal crossing divisors. This procedure is important to
get variables zi in which the solutions of the Picard-Fuchs equation have only Fuchsian singularities
[63] [38]. I.e. around the normal crossing divisors at zi = 0 the solutions can always be locally ex-
panded as z
p1/q1
1 . . . z
pr/qr
r
∑
~n,~k log
k1(z1) . . . log
kr (zr)c~n,~kz
~n + holomorphic, where pi, qi ∈ ZZ, k ∈ IN0
and
∑r
i=1 ki ≤ dim(X) after a suitable resolution procedure, comp. [110] Chap II.3.8. For this
procedure we discuss an explicit example in (7.2).
4.4 The SU(n) curves
4.4.1 The classical moduli space
As for SU(2) the flat directions of (3.3) will be parameterized for any gauge group by the fields in
the Cartan sub-algebra. For SU(n) we may choose for the moment φ =
∑n−1
k=1 akHk with Hk =
Ek,k−Ek+1,k+1, (Ek,l)i,j = δikδjl as coordinates of the classical moduli. For generic ai the gauge group
will be broken to the maximal torus Un−1(1). If the some eigenvalues ei(a) of φ coincide SU(n) is
only broken to a bigger subgroup H ⊂ SU(n), e.g. in case of two eigenvalues to SU(2)× Un−2(1). As
in the SU(2) case the ai parameterize a multicover of the physical moduli space consisting of orbits
under the Weyl-group. The Weyl-group acts by conjugation on φ therefore the following characteristic
polynomials are Weyl-invariant
FAr(x, ~u) = det[x− φ] =
∏n
i=1(x− ei(a))
= xn −
n∑
l=1
ul(a)x
n−l (4.29)
and so are their coefficients, which are the symmetric polynomials in the ei: uk(a) = (−1)k+1
∑
j1<...<jk
ej1 . . . ejk , see e.g. [200]. These expressions can be used as the Weyl-invariant parameters. They are
up to signs the Chern classes ci(φ) of φ, a definition we will need later
det[x− φ] =∑ni=0(−)ixn−ici(φ)
= xndet(1− φx ) = xneTr log(1−φ/x)
= xn exp
(
−∑∞k=1 Tr(φk)xkk ) .
(4.30)
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Due to the tracelessness of φ the first Chern class vanishes. Under the global non-anomalous Z2Nc
discussed above (3.15) the uk transform with charge k.
Following [109] we call FAr (x, ~u) the miniversal deformation of the Ar singularity and W
z
u = {x ∈
IC : F (x, ~u) = z, ||x|| < ǫ} its level set. It is in our case zero dimensional and we can apply Lefshetz
formula to its “middle” homology. E.g. the the zero level set W 0u0 of FAr (x, 0, . . . , 0, 1) = x
r+1 − 1 are
points in the x-plane, for our choice of ~u0 the unit roots ek = exp(2πi(k − 1)/(r + 1)), k = 1, . . . , r + 1
with
∑r+1
k=1 ek = 0. A basis of vanishing cycles which correspond to the simple roots αk of Ar is
Vk = ek − ek+1 k = 1, . . . , r. The non-vanishing intersections are
Vi ∩ Vi = 2
Vi ∩ Vi+1 = −1 ,
(4.31)
i.e. the Cartan matrix of Ar and the Lefshetz formula MVk : X 7→ X − (X ∩ Vk)Vk is identified with
the Weyl-reflections on the simple roots Sαk : x 7→ x− 2 〈x,αk〉〈αkαk〉αk, which generate the Weyl-group. The
mass of the gauge boson Wαk due to the Higgs effect in the Coulomb branch is
M = |Zαk |, with Zαk = ek − ek+1 =: ~nke~a. (4.32)
and corresponds precisely to the distance of the points ei in the x-plane, see Fig.8. We may label the
zeros of FAk by eλi with
~λi~a := ei. The ~αk = ~λk − ~λk+1 become then the root vectors in the Dynkin
basis.
The level bifurcation set is the discriminant of zero level set W 0u and since ∆0 =
∏
i<j(ei − ej)2 it
gives the loci of classical enhancement of the gauge group, where the mass gauge bosons Wα with α a
positive root vanishes. E.g. for
SU(2) : ∆0 = u2
SU(3) : ∆0 = 4u
3
2 − 27u23 .
(4.33)
e
r e r+1
e1
e
2
e4
e 3
Figure 8: Level set and vanishing cycles for Ar. All lines correspond to vanishing cycles associated
with non-abelian gauge bosons. The solid lines represent the simple roots. We may chose a
orientation for the other cycles such that they are associated with positive roots. By orientation
reversal one gets then the anti-particles.
4.4.2 The quantum moduli space
How the quantum moduli space arises from the classical moduli space needs to be understood in
this framework essentially just for SU(2) the generalization is then almost immediately. The classical
moduli space with it’s singularities is drawn in Fig.9. The line connecting the roots e1 and e2 of
FA1(x, 1) = x
2 − 1 in the upper picture of Fig.9 corresponds to the vanishing cycle of the W+-boson.
We now want to describe a procedure which replaces this vanishing cycle of the gauge boson with
29
the vanishing cycle of a magnetic monopole and a dyon. We consider first a a deformation of FA1
namely FΛ
2
A1
(x, u) = (x2 − u) + Λ2. The zero level set of FΛ2A1 (x, u) and in particular the vanishing
cycle is smoothly deformed by turning on Λ2 ≈ iǫ to run between e+1 and e+1 , as shown in the second
raw of Fig.9. For the F−Λ
2
(x, u) deformation with Λ2 = −iǫ the same applies and the image of the
classical vanishing cycle runs between e−1 and e
−
2 . That implies by continuity that the singularity
p = FΛ
2
(x, u)F−Λ
2
(x, u) = (x2 − u)2 − Λ4 has two vanishing cycles V − and V + in the finite u-plane.
If we consider the hyperelliptic curve y2 = p and choose the cuts and the homology basis as in the
last picture in Fig.9 then wee see from (4.5) (compare Fig.6) immediately that the vanishing cycles
correspond to the magnetic monopole (nm, ne) = (1, 0) and the dyon (nm, ne) = (1,−2). Using e.g.
footnote (25) one calculates ∆ = (2Λ)8(u− Λ2)(u + Λ2) and the Lefshetz formula with n = 1 gives for
the monopole monodromy M(1,0) =
(
1 0
−1 1
)
and for the dyon M(1,−2) =
(−1 4
−1 3
)
. Furthermore
we have M∞ =
(−1 4
0 −1
)
=M(1,0)M(1,−2), which establishes this curve as the Γ0(4), i.e. the SU(2)
in N = 2 conventions.
e1
+
e-1
e-2
e 2
+
e1 e 2
Β
Α
- +V V
Α-
Figure 9: Splitting of classical level-set and vanishing cycle for SU(2).
In general the genus g = r = n− 1 hyperelliptic curves [53] [54]
y2 = (FAr (x, ~u))
2 − Λ2n, (4.34)
seem to give a consistent description of the non-perturbative effective action for the SU(n) theories. As
for the SU(2) the classical level-set and the classical vanishing cycles Fig.8 will be doubled. Just as in
Fig.9 for small Λn = ±iǫ the + copy will be rotated slightly clockwise and the − copy counter clockwise,
such that each Wα with α > 0 will split into two dyons. As in Fig.9 we can take for the basis of the
A-cycles clockwise contours around e+~λi
, e−~λi
, i = 1, . . . , r. They are then by definition purely electric
(~nm, ~ne) = (~0, ~λi). For the purely magnetic B-cycles we can take the vanishing cycles in the + copy of
the classical level-set, which are associated with the simple roots, they have charges (~αi,~0) i = 1, . . . , r.
The charges of the other vanishing cycles follows be expanding them in the above described base. These
are all vanishing cycles which occur at finite values of the ui. The factorization of the discriminate
∆ =
∏
i<j
(e+λi − e+λj )2(e−λi − e−λj )2 (4.35)
reflects this fact. By the parameterization it is clear that one can degenerate the curve such that an
arbitrary combination of + roots or arbitrary combination of − roots come together. Similar as in the
massive SU(2) case (comp. end of sec. (4.2.1)), mutually non-local dyons can become simultaneously
massless for pure SU(n) with n > 2 at the points where the corresponding combination of + or − roots
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come together, e.g. for SU(3) if all + or − roots coincide [65]. They are non-local in the sense that
their mutual symplectic form (2.6) does not vanish.
The curves (4.34) have many consistency properties built in per construction. Most notably in
the classical level set one can push k zeros ei off to infinity and reducing thereby Ar singularity to an
Ar−k singularity. This carries over for the curves (4.34) and allows e.g. to recover the SU(2) from the
corresponding limits of the SU(3) curve. Furthermore the semi-classical monodromies, which follow
from the perturbative one-loop prepotential26
F = 1
2
τ(atCa) +
i
4πi
∑
α>0
Zα log
[
Z2α
Λ2
]
(4.36)
are automatically reproduced. The effective action can be evaluated using e.g. the choice of the
meromorphic form
λ =
1
2
√
2π
∂xFAr (x, ~u)
xdx
y
+ exact forms , (4.37)
which gives upon derivation ∂ui+1λ = ωi + exact form with
ωi =
xg−i−1dx
y
, with i = 1, . . . , g (4.38)
a basis of holomorphic (1, 0)-forms. For later use we note finally that useful Laurent representation for
the curves, which is given by the reparameterization y → z + FG followed by division by z.
z +
Λ2cox(G)
z
+ 2FG(x, ~u) = 0 . (4.39)
This form appears with the Seiberg-Witten differential
λSW =
1
2
√
2π
x(z, u)
dz
z
(4.40)
naturally in the relation of the Seiberg-Witten result to integrable models [67] and string theory and
is particular in the generalization of (4.34) to ADE-gauge groups [66].
As was mentioned there are curves of different genera, but with special additional symmetries,
which describe the same effective action. E.g. for the simply-laced gauge groups G one can consider the
characteristic polynomial in every representation of G. FRG (x, ~u) = detR[x−φ] and gets a representation
of the curve by shifting the highest Chern class ch as in F
R
G (x,~c, ch+z+
Λh
z ) = 0. Here h is dual Coxeter
number [66]. Non-simply laced Lie groups can be obtained if the monodromy in x generates beside
the Weyl-group an outer automorphism. E.g. the G2 representation can be understood as an D4
representation where the triality automorphism is part of the monodromy group and therefore identifies
the three symmetric roots.
4.4.3 The solutions for SU(3)
For SU(3) the Picard-Fuchs differential operators for the periods a1D, a
2
D, a
1, a2 were derived in [47]
using the methods indicated in app. C
L1 = (27Λ6 − 4u3 − 27v2)∂2u − 12u2v∂u∂v − 3uv∂v − u
L2 = (27Λ6 − 4u3 − 27v2)∂2v − 36uv∂u∂v − 9v∂v − 3 . (4.41)
As a consequence of (4.41) also the simple operator (u∂2v − 3∂2u) vanishes on the solutions. Introducing
the variables α˜ =
4u32
27Λ6 and β˜ =
u23
Λ6 (4.41) can be identified with Appell’s system F4(
1
6 ,
1
6 ,
1
3 ,
1
2 ; α˜, β˜),
26Here C is the Cartan matrix.
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see [64] and [46] Vol. I. The discriminante is found essentially by the method described in app. C and
reads in the α, β, γ variables
∆ = αβγ(α2 + β2 + γ2 − 2(αβ + βγ + αγ)) , (4.42)
where we compactified the moduli space to a IP2, which has homogeneous variables (α : β : γ) with
γ = 27Λ6 and α˜ = α/γ, β˜ = β/γ. The γ factor of the discriminante was actually detected by the
analysing the singularities of the differential equations (4.41) at infinity.
α=0
β=0
γ=0
Q 2 Q 3
Q 1
( α + β + γ ) − 2 ( αβ + αγ + βγ ) = 02 2 2
Figure 10: Quantum discriminante for SU(3) in the F4 parametrisation. The semiclassical regions
are at the α = γ = 0 and β = γ locus. The magnetic dual semiclassical regions are at Q1. At Q2
the Riemann surface develops a cusp and mutually non-local states, for which the Dirac-Zwanziger
product does not vanish, become simultaneously massless. This conformal point was analysed in
detail by Argyres and Douglas.
It is technically a non-trivial task to analytically continue the solutions to all regions in the moduli
space, which were solved in [47] by computing the leading terms of the integrals (4.4) directly. The
expansions of F ,FD in the semiclassical regions α = γ = 0, β = γ = 0 and at the magnetic dual region
around Q1 can be found in [47]. The conformal point Q2 was analysed in detail in [65]. In fact all
tangencies at Q1, Q2, Q3 can be treated completly analogous to the discussion, which can be found in
section (7) around Fig.12.
For the SU(3) matter case see [68]. For a fairly complete discussion of the Picard-Fuchs systems of
N = 2 theories we refer to [69] [70].
5 Calabi-Yau manifolds
In this chapter we will summarize some facts about the cohomology and the geometry of Calabi-Yau
manifolds. Reviews motivated from string theory about this subject can be found in [74] [73] [75] [76].
5.1 General properties
By definition these are compact Ka¨hler manifolds with vanishing first Chern class. The vanishing of
the first Chern class implies by the theorem of Yau [77] that there exists27 a Ricci flat metric on the
CY manifold. The converse is trivial, since the first Chern class is represented by the Ricci two form
Rij¯dz
idz¯ j¯ and one essential property of the Chern classes is their independence of the actual choice of
the Ka¨hler metric. The holonomy group of a generic Ka¨hler manifold of complex dimension d is U(d).
On Ricci flat manifolds it is inside SU(d). This can be easily seen as it is the trace part of the Riemann
tensor which generates the U(1) part of U(d).
27 More precisely given a Ka¨hlerform J one can find a Ricci-flat metric Gi,¯ such that J ′ = iGi,¯dzidz¯¯ is in the same
cohomology class as J . The existence of the metric is inferred from existence of a solution to the Monge-Ampere equation.
There is no nontrivial case in which this metric is actually known.
32
We will use the term CY manifold for a Ricci flat Ka¨hler manifold whose holonomy generates
all of SU(d). In three complex dimensions this rules out the complex three dimensional torus with
trivial holonomy as well as the product of a complex one dimensional torus times the K3 surface
with holonomy SU(2), which have four and two covariantly constant spinor fields, respectively. This
leads for the compactification of the heterotic string to N = 4 and N = 2 supersymmetry in four
dimensions, while compactification on a CY manifold leads to the phenomenologically preferred N = 1
supersymmetry. The 2d dimensional (co)tangent vectors split into the d ⊕ d¯ representation of SU(d).
Especially the holomorphic (d, 0) forms which are completely antisymmetric in their indices transform
therefore as SU(d) singlets, i.e. they are covariantly constant and in fact non vanishing. The converse
holds also: A Ka¨hler manifold with a non vanishing covariant constant holomorphic (d, 0) form has to
have a trivial U(1) holonomy part and from that a vanishing Ricci-tensor, i.e. a vanishing first Chern
class.
Equivalence classes [ω] (ω ∼ ω′+ ∂¯λ) of forms ω with (p, q) index structure, i.e. in local coordinates
written as ω = ωi1,...,ip,¯1,...,¯qdz
i1 . . .dzip dz¯ ¯1 . . . dz¯ ¯q , which are ∂¯ close (ω¯ = 0), generate the Dolbeault
cohomology groups Hp,q(X). Canonical representatives are the harmonic forms, which are annihilated
by the ∂¯ Laplacian ∆∂¯ = ∂¯∂¯
∗ + ∂¯∗∂¯. The relation to the more conventional De Rham cohomology
groups Hk(X) in which ∂¯ is replaced by the ordinary exterior derivative d is given by the basic result
in Hodge theory, which states that the cohomology groups on a Ka¨hler manifold have a decomposition
(see e.g. [79])
Hk(X, IC) = ⊕p+q=kHp,q(X).
The rank of these cohomology groups are known as Hodge-numbers and denoted by hp,q(X) :=
rank Hp,q(X). For the
There are isomorphisms (a) and (b) among the cohomology groups for all Ka¨hler manifolds (see
e.g. [79]):
• (a) The Hodge *-duality (a version of Poincare´ ∗-duality for Ka¨hler manifolds, which respects the
Hodge decomposition) implies Hp,q(X) ≃ Hd−p,d−q(X).
• (b) Complex conjugation Hp,q(X) ≃ Hq,p(X).
• (c) For CY manifolds we have in addition due to the possibility to contract with the projective
unique holomorphic (N, 0)-form the so called holomorphic duality Hp,0(X) ≃ Hd−p,0(X).
Now a (1, 0)-form transforms in the d representation of SU(d) and is therefore not covariantly
constant. The existence of such a form on a Ricci-flat manifold would contradict Bochners Theorem
stating that the (r, 0)-form ω is covariantly constant if
Θ = Rnmωn,i2,...irω
m,i2,...ir +
r − 1
2
Rp,qn,mωp,q,i3...irω
m,n,i3,...ir (5.1)
is positive semi definite. Therefore h1,0 = 0 and from this it is clear that there will be no Killing vector
fields and hence no continuous isometries on a CY manifold. In general one can show hr,0 = 0 for
0 < r < d for CY N -folds; for threefold this follows e.g. from the symmetries (c,b,a).
If we arrange the Hodge numbers of a CY three-fold in the Hodge square
1 0 . . . 0 1
0 hd−1,1 . . . hd−1,d−1 0
...
...
...
...
0 h1,1 . . . h1,d−1 0
1 0 . . . 0 1
(5.2)
then (a) is the rotation symmetry by π around the center of (5.2), (b) the reflection symmetry on the
(SW)-(NE) diagonal.
The Hirzebruch-Riemann-Roch theorem for vector bundles W over the space X gives useful iden-
tities between the dimensions of Hp,q(X) and the Chern classes ci(TX) ∈ H2k(X, IC) [81]. The latter
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are symmetrical polynomials in the matrix valued curvature 2-form Θ = Rk
lij¯
dzi ∧ dz¯ i¯ of the cor-
responding bundle. Here the bundle is the tangent bundle and Rk
lij¯
is the usual complex curvature
tensor. The explicit expression follow from (4.30) by identifying φ with i2π Θ, e.g. c1(TX) =
i
2π trΘ,
c2(TX) =
1
2·4π2 (TrΘ ∧Θ− TrΘ ∧ TrΘ), compare e.g. [83]. With the definitions χ(X,W ) =∑d
i=0(−1)idimHi(X,W ) and c0, . . . , cn, Chern classes of the tangent bundle of X (often simply called
the Chern classes of X) and d0, . . . , dr Chern classes of the vector bundle W one has
χ(X,W ) =
∫
X
κd
rank(W )∑
i=1
eδi
d∏
i=1
γi
1− e−γi
 , (5.3)
were κn[] means taking the coefficient of the n’th homogeneous form degree, the γi and δi are formal
roots of the the Chern characters c(TX) :=
∑d
i=0 ci(TX)s
i =
∏d
i=1(1 − γi) and c(W ) :=
∑q
i=0 dit
i =∏q
i=1(1− δi).
We want to use that for the alternating sums over the columns in (5.2), the so called arithmetic
genera χq =
∑
p(−1)pdim Hp(X,Ωq). One way of evaluating the right-hand side of (5.3) is to express
the formal roots via symmetric polynomials in terms of the Chern classes, but it is simpler and more
instructive to take from (5.3) only the message that χq depend on the Chern classes of X in an universal
manner for all complex manifolds and evaluate (5.3) for easy cases, e.g. all possible products of IPni .
This calculation will use hi,j(IPn) = δi,j , i, j = 1, . . . , n, c(T IPn) = (1+J)n+1, the Whitney product
formula (see e.g. chapter IV of [80]), the Ku¨nneth product formula Hp(X × Y ) = ∑k+l=pHk(X) ⊗
H l(X) [80] and the fact that
∫
IPn J
n = 1. In two dimensions for the “products” IP2 and IP1 × IP1 this
yields 28straightforwardly:
χ0 =
1
12
∫
X
(c21 + c2),
χ1 =
1
6
∫
X
(c21 − 5c2)
(5.4)
Using the Gauss-Bonnet interpretation of the Euler-number χ as integral over the top Chern form
χ =
∫
X
c2, it follows immediately from (5.2), (5.4) that the Euler-number of any CY two-fold is 24
and h1,1 = 20. Remarkably this harmonize perfectly with the anomaly cancellation condition of six-
dimensional N = 2 supergravity [84]. In fact the only topological type of CY two-folds is given by the
famous K3-surfaces. For a physics oriented review see [178].
Unfortunately for CY three-folds (c1 = 0)
χ0 =
1
24
∫
X
c1c2,
χ1 =
1
24
∫
X
(c1c2 − 12c3)
(5.5)
the first equation is trivially fulfilled (c1 = 0) and we get from (5.5) just the fact that the Euler number
is divisible by two
χ =
∫
X
c3 = 2(h
2,1 − h1,1), (5.6)
which follows of course also from the arithmetic definition of the Euler number χ =
∑
p(−1)pχp =∑
p,q(−1)p+qhp,q and the symmetries of the Hodge square.
For four-folds, which might become relevant to describe the non-perturbative behavior of the N = 1
string theories we have the relations
χ0 =
1
720
∫
X
(c1c3 − c4 + 3c22 + 4c21c2 − c41)
χ1 =
1
180
∫
X(3c
2
2 − 31c4 − 14c1c3 + 4c21c2 − c41)
χ2 =
1
120
∫
X(79c4 − 19c1c3 + 3c22 + 4c21c2 − c41).
(5.7)
28The only CY one-fold is the complex torus with χ = 0.
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For CY manifolds in the sense above we have c1(TX) = 0, χ0 = 2. Using this in (5.7) and the symmetries
(a)-(c) of the Hodge diamond implies29 the following relation among the Hodge numbers
h2,2 = 2(22 + 2h1,1 + 2h3,1 − h2,1). (5.8)
The Euler number can thus be written as
χ(X) = 6(8 + h1,1 + h3,1 − h2,1). (5.9)
The middle cohomology for d even splits into a selfdual (∗ω = ω) B+(X) subspace and an anti-
selfdual (∗ω = −ω) subspace B−(X)
Hd(X, IR) = B+(X)⊕B−(X),
whose dimensions are determined by the Hirzebruch signature as
τ(X) = dimB+(X)− dimB−(X)
=:
∫
X Ld/2
(5.10)
For K3 this gives
τ(K3) =
1
3
∫
X
p1 = −2
3
24 (5.11)
which leads to the familiar result that H2(K3,ZZ) is a selfdual lattice of signature (3, 19). While for
general fourfolds we have
τ(X) = 145
∫
X(7p2 − p21)
= χ3 + 32.
(5.12)
The symmetric inner product (ω1, ω2) =
∫
X ω1 ∧ ∗ω2 is positive definite on H4(X) and H4(X,ZZ)
is by Poincare duality unimodular. The symmetric quadratic form Q(ω1, ω2) =
∫
X
ω1 ∧ ω2 is positive
definite on B+(X) and negative on B−(X).
• Beside this rough distinction between CY manifolds by the Chern classes and the Hodge numbers there
exists for three-folds a useful finer distinction due to C.T.C. Wall [85]. The statement is that torsion
free CY threefolds30 are classified up to real diffeomorphism by their cohomology groupsH2(X), H3(X),
the trilinear coupling C0 : H ×H ×H → ZZ, where H are classes in H ∈ H2(X) i.e. C0(Hi, Hk, Hl) =∫
X
Hi ∧Hk ∧Hl and the evaluation of c2 : H → ZZ on H ∈ H2(X), i.e. c2(Hi) =
∫
X
c2 ∧Hi.
5.2 Construction of the simplest Calabi-Yau spaces
Given the topological condition of the Ricci flatness c1(TX) = 0 one can readily construct algebraic
Calabi-Yau manifolds in (weighted) projective spaces, Grassmannian etc. In these cases the Ka¨hler form
will be inherit from the ambient space A and we only have to ensure the vanishing of c1. A weighted
projective space is defined as
IPn(w1, . . . , wn+1) := {(~x) ∈ Cn+1 \ (x1 = . . . = xn+1 = 0)|
(x1, . . . , xn+1) ∼ (λw1x1, . . . , λwn+1xn+1), λ ∈ C∗}
(5.13)
For general weights one has various discrete Zn actions on the variables xi, which have to be divided
out. An in general singular variety can be described in IPn(~w) by the vanishing locus of r polynomials
pi(x) = 0, which have to be quasi-homogeneous
pi(λ
w1x1, . . . , λ
wn+1xn+1) = λ
kipi(x1, . . . xn+1)
of degree ki and transversal i.e. rank
∂pj
∂xi
= r if p1 = . . . = pr = 0 and (x1, . . . xn+1) 6= (0, . . . , 0). For
these manifolds we will use the short-hand notation Xk1,...,kr (w1, . . . , wn+1). Given such a transversal
algebraic embedding31 one has a decomposition of the tangent space TA of the ambient space into the
29Beside this it implies
∫
X
c22 is even. It also seems that c
2
2 ≥ 0, indicating that χ ≥ −1440.
30With w2 = 0 as it is the case for CY-threefolds.
31For simplicity we assume here first that Xk1,...,k2(w1, . . . , wn) avoids the singularities and is smooth, which is not
the generic case.
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tangent space of the manifold TX and the normal bundle N . This is expressed by the following short
exact sequence
0→ TX → TA|X → N|X → 0. (5.14)
In this situation one has for the total Chern classes [80]
c(TA|X) = c(TX) ∧ c(N|X). (5.15)
By splitting the vector bundles TA|X and N|X over IPn(~w) into line bundles we can write this as
n+1∏
i=1
(1 + wiJ) =
d∑
i=0
ci(TX)J
i
r∏
j=1
(1 + kjJ, ) (5.16)
where J is the pullback of the Ka¨hlerform of the ambient space. From this equation we have the identity
c1(TX) = (
n+1∑
j=1
wi −
r∑
i=1
ki)J. (5.17)
Hence the simplest CY spaces can be defined by the constraints
Torus :
∑
ji
aj1j2j3xj1xj2xj3 = 0
K3 :
∑
ji
aj1j2j3j4xj1xj2xj3xj4 = 0
Quintic :
∑
ji
aj1j2j3j4j5xj1xj2xj3xj4xj5 = 0
in the ordinary projective spaces IP2, IP3 and IP4 respectively. These polynomials describe actually
families of complex manifolds naively parameterized by the 10, 35 and 126 complex coefficients aj1...jn
from which however 32, 42 and 52 can be set to one by the GL(n+ 1) transformation acting inside the
IPn. This leaves us with 1, 19 and 101 elements in H1
∂¯
(X,TX), which correspond to complex structure
deformations. The Lefshetz embedding theorem states that the cohomology of smooth embeddings is
below the middle cohomology inherited from the ambient space. Therefore degree n+ 1 hypersurfaces
in IPn have hp,p = 1 for 2p < d and hp,q = 0 for p 6= q, p+ q < d.
Let us mention here an elementary technique to calculate the topological invariants of X . From
(5.16) we can calculate c(TX). For example for the quintic
c(Tx) = 1 + 10J
2 − 40J3 .
If we want to integrate e.g. c3(TX) = −40J3 over the manifold X to evaluate the Gauss-Bonnet
definition of the Euler number: χ(X) =
∫
X cd(TX) we lift the integral over X to an integral over the
ambient space using the first Chern class of the normal bundle N i.e.∫
X
cd =
∫
A
cd(TX) ∧ c1(N|X) . (5.18)
The point is that this relates the integral overX to the volume of the ambient space, which is normalized
e.g. for projective spaces as
∫
IPn1 ...IPnl J
n1
1 . . . J
nl
l = 1. For the quintic e.g. we get∫
X
c3 =
∫
IP4
c3 ∧ 5J = −200
∫
IP4
J4 = −200.
Similarly
∫
X
c2 ∧ J = 50 and
∫
X
J5 = 5. The necessary information to calculate all characteristic data
in Walls theorem for arbitrary toric varieties will be provided in appendix E.
If one considers general weighted projective spaces IPn(w1, . . . , wn+1) one can construct many ex-
amples of CY hypersurfaces. The weighted projective spaces IPn(w1, . . . , wn+1) have in general ZZn
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singularities. The criterion
∑n+1
i=1 wi = d together with the condition of transversality renders the num-
ber of possible ambient spaces finite and imposes for dim(X) < 4 restrictions on the weights, which
guarantee that the ZZn-singularities can be resolved such that the hypersurface in the resolved ambient
space has a unique nonvanishing (d, 0)-form. We will not go in the general toric machinery, which is
most useful to establish that fact and to generalize the construction, a short guide can be found in
appendix E and an example for the resolution in section (7). After employing Bertini’s theorem [79]
to derive a criterion for transversality one can classify the CY hypersurfaces in IP(~w). There are three
tori, 95 K3 surfaces and 7555 CY hypersurfaces in weighted projective spaces [86] of this type.
6 N = 2 String dualities in four dimensions
Let us start the section with the statement of the conjecture for which evidence will be collected, as we
go along.
Conjecture: The following N = 2 string compactifications to four dimensions are equivalent: Type
IIa theory on CY threefolds X , Type IIb theory on the mirror CY threefolds Xˆ and heterotic string on
K3× T 2.
6.1 Mirror Symmetry
The duality between type IIa compactified on X and type IIb compactified on Xˆ is one application of
mirror symmetry.
In section 6.1.1 we describe a microscopic approach to mirror symmetry. Mirror symmetry maps the
perturbative sectors of the IIa and type IIb theories onto each other. In absence of a non-perturbative
microscopic description of the type II string we can therefore still use the perturbative supersymmetric
σ-model [87] on X to check part of the conjecture.
In a macroscopic view we describe in section 6.1.2 the moduli spaces of massless fields in the
effective low energy Lagrangian of the type II theory. N = 2 space-time supersymmetry restricts
the local structure of the moduli space and non-renormalization theorems allow to calculate certain
quantities exactly.
Ultimately the above equivalence is meant to be true for the full non-perturbative theories. In
section 6.1.3 we shortly discuss the D-brane states, which will play a roˆle in understanding some non-
perturbative features of the theory.
6.1.1 The microscopic σ-model approach
The σ-model is defined by a map φ from a Riemann surface Σ into X . The bosonic part of Lagrangian
in local coordinates is simply
L = −T
2
∫
Σ
d2σ(hαβGmn + ε
αβBmn)∂αφ
m∂βφ
n
= −T
2
(∫
Σ
d2σ||dφ||2 + i
∫
Σ
φ∗(B)
)
,
(6.1)
where Gmn(φ) is the metric, Bmn(φ) is an antisymmetric background field on X and h
αβ is a gauge
fixed32 metric on the worldsheet. The N = 1 and N = 2 supersymmetric extensions were discussed in
[89], see also [90] [92]. The link between worldsheet properties and the topology of X was pointed out
in [87]. The simplest quantity one can associate to such a σ-model is the difference between the number
of bosonic and fermionic states on the worldsheet Tr (−1)F , where (−1)F is defined by requiring that it
commutes with the bosonic operators, anti commutes with the supersymmetry generators {(−)F , QA} =
32We might assume that we are in critical dimension so that there are no anomalies.
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0 and has eigenvalues ±1 on bosonic and fermionic states respectively [88]. By the cyclic invariance of
the trace
Tr [(−)F {QA, Q¯B}] ≡ 0
and from the supersymmetry algebra in the rest-frame
{QA, Q¯B} = 2EδAB
one concludes that Tr(−)F = 0 for every energy level except the supersymmetric vacuum, i.e. for E = 0
(or for the Prasad-Bogomolni-Sommerfield states with 2E = |Zi| ∀i, if the supersymmetry algebra is
modified by central charges Zi). Especially for the supersymmetric σ model this reduces the calculation
of Tr(−1)F to the lowest energy configurations and these are maps into X which are constant along
the spatial direction of the world sheet and therefore in the Ramond sector. By this argument the
calculation becomes one of sypersymmetric quantum mechanics [87] on X . The ground state operators
of the N = 1 SQM on X are of the type Ψ = bi1,...iq (φ
i)ψ∗i1 . . . ψ∗iq , where the ψ∗k are anti-commuting
fermion creation operators, which carry a cotangent index of X , i.e. 1 ≤ q ≤ d. Therefore the Ψ can
be identified with elements of Aq(X) and, since the Hamiltonian H = 12{Q, Q¯} gets identified with the
∆d-Laplacian, ground states of SQM will be identified with the de Rham cohomology of X . Especially
one has [87]
|χ(X)| = Tr(−)F .
For X ka¨hlerian, the σ-model has N = 2 worldsheet supersymmetry [89]33. Iff c1(TX) = 0 the
worldsheet theory is superconformal [94] with central charge c = 3d, see [95] [98] for the N = 2
superconformal algebra.
The Ramond ground states |Ψ〉 are primary34 fields, which are annihilated by G±0 and G¯±0 . It follows
immediately from the N = 2 algebra that they have conformal dimensions (h, h¯) = (d/8, d/8). Ramond
ground states of left and right U(1) charge (q, q¯), can be identified with the Dolbeault cohomology
groups Hd/2−q,d/2+q¯(X) of X [92]. This argument can be followed using the spectral flow of N = 2
superconformal theories [96] [98]. It maps G±r → G±r±θ and the modes of the energy and U(1)-charge
operators are shifted by
Ln → Ln + θJn + d2θ2δn,0,
Jn → Jn + dθδn,0. (6.2)
For N = 2 SCFT with c = 3d there are four spectral flow operations with (θ, θ¯) = (± 12 ,± 12 ), which
interpolate between the Ramond-Ramond and NS-NS sectors35 of the theory.
(c , a)
↑ (12 ,− 12 )
(c, c) (
1
2 ,
1
2 )←− RRvacuum
(− 12 ,− 12 )−→ (a, a)↓ (− 12 , 12 )
(a , c)
(6.3)
They map the Ramond-Ramond ground state operators to primary operators in the NS sector,
which form rings under the topological fusion algebra [98]. The left/right sectors of these rings are
called chiral(antichiral) if the operators fulfill the BPS condition 2h = q (2h = −q), i.e. as follows
from (6.2), if they are obtain from the left/right Ramond ground states by the θ = 1/2 (θ = −1/2)
spectral flow [98], this implies that (anti)chiral primaries fulfill G+−1/2|φ〉 = 0 (G−−1/2|φ〉 = 0) which is
often used as definition. From (G−−n/2)
† = G+n/2, the N = 2 superconformal algebra Sand positivity
of the Hilbert space inner product one can easily see that the BPS condition for |φ〉 is equivalent to
33X hyperka¨hlerian leads to N = 4 worldsheet supersymmetry [93].
34Left (right) primary fields are annihilated by all positive modes of the operators in the left (right) chiral algebra,
which is the set of operators with h ∈ ZZ/2 (h¯ ∈ ZZ/2) whose right (left) part is trivial h = 0 (h¯ = 0). For an introduction
into these basic concepts of conformal field theory see [97].
35The modes of G± =
∑
n
G±n±rz
−(n±r)− 3
2 are integer in the Ramond and half-integer in the NS sector.
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the later definition; 0 = 〈φ|2h−Q|φ〉 = 〈φ|{G−1/2, G+−1/2}|φ〉 = |G+−1/2|φ〉|2 +G−1/2|φ〉|2. Similarly from
0 ≤ 〈φ|{G−3/2, G+−3/2}|φ〉 = 2h − 3Q + 23c one concludes that Q ≤ d = c/3 for chiral primaries [98].
Application of the spectral flow (θ, θ¯) = (1, 0) on the vacuum shows that there is a unique states in
c = 3d theory which satisfies the bound. As explained in [103] the spectral flow operation correspond
to the action of an operator εa = exp i
√
c
3aφ(z). Here φ(z) is a free boson defined by the bosonization
of the U(1) current J = i
√
c
3∂zφ(z). Especially ε1/2 in the full critical theory including the space-time
part with c = 12 can be identified with the space-time supersymmetry operator [103]. Using charge
and energy conservation in the operator product expansion εa(z)Ψq(w) = (z − w)h′−h−a2c/6Ψ′q′ =
(z − w)aqΨ′q′ one sees that the operator ε1/2 is a local fermionic operator, iff the U(1) charges of all
states in the full theory are odd integers. Using the spectral flow backwards it follows that the charges
of the ground states in the Ramond sector of N = 2 super conformal field theories are in the range
−d/2 ≤ q, q¯ ≤ d/2 and that there are four unique states with (q, q¯) = (±d/2,±d/2).
Depending on the particular value of d, the worldsheet theory has an extended algebra from the
chiral states in the (c, c), (a, c) rings; in particular for d = 2 the states of highest dimension in the c
and a rings are currents ε± with charges ±2, which extend the U(1) current algebra to a SU(2) affine
current algebra contained in an N = 4 superconformal algebra, while for d = 3; ǫ±, J ′ = 13J and
T = 16 : J
2 : form a second second N = 2 algebra on the worldsheet and d = 4 leads to a W -algebra
structure [99].
The ring structure of the images of the Ramond-Ramond ground states operators under that flows
can be best seen in the N = 2 topological models [102], which are defined by twisting the stress energy
tensor. Depending on whether one chose the + or − twist
T → Tˆ = T + 12∂zJ T¯ → ˜¯T = T¯ − 12∂z¯ J¯
Gˆ+ = H+ G˜+ = Q+
ր ր
G± G±
ց ց
Gˆ− = Q− G˜− = H−
(6.4)
G− or G+ becomes a current from which a chiral BRST operator can be defined as Qˆ− =
∮
Q−dz
or as Qˆ+ =
∮
Q+dz. Putting together the chiral half there are up to charge conjugation two different
topological theories called A and B model with BRST operatorQA = Qˆ++̂¯Q− and QB = Qˆ−+̂¯Q−. For
the B model, which is defined by the (−,−) twist the (c, c) operators become local physical operators
and for the A model with the (+,−) twist the (a, c) operators become local physical operators.
Contact with the cohomology of X can finally be made via the topological N = 2 σ-model [91]
[92]. It is easy to see that the physical operators of the B-model can be written as OV , where V ∈
Ap(X,ΛqTX) [92] and p and q are identified with the right and left U(1) charges of the (c, c) states.
Moreover the BRST operator QB has the property [92]
{QB,OV } = −O∂¯V ,
so that the local36 physical operators of the B-model get identified with the elements in Hp(X,ΛqTX),
which on a CYmanifold are isomorphic toHp,d−q(X, IC), as it follows from contraction with the covariant
constant (d, 0)-form and Dolbeaults Theorem. Similarly the local operators of the A-model are OV with
V ∈ Aq(X) and {QA,OV } = OdV . That is the local operators of the A-model are identified withHk(X).
Note that exactly marginal N = 2 operators can be constructed from the fields ψcc and ψac in
the (c, c) and (a, c) rings, which have (h, h¯) = (12 ,
1
2 ) and are identified with H
d−1,1(X) and H1,1(X)
respectively, as Mcc = (G
−
−1/2G¯
−
−1/2ψcc) and Mac = (G
+
−1/2G¯
−
−1/2ψac). The later fields are neutral
36These local physical operators O(0) correspond to the (c, c) (a, c) operators in the SCFT. In the topological field
theory on can use the descend equations dO(i) = {Q,O(i+1)} to define in addition non-local operators involving integrals
over one and two cycles on Σ [92].
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Virasoro primaries of dimension (h, h¯) = (1, 1), which transform into a total derivative under the N = 2
supersymmetry transformations, see e.g. [99]. Hence one can add the following terms to the action S0
without spoiling the N=2 superconformal invariance
S(t, z) = S0 + (ta
∫
Macc + za
∫
Maac + h.c.) (6.5)
For the σ-model on a CY space the parameter ta and za will be identified with the complex structure
and the complexified Ka¨hler structure deformations.
Now there are the following symmetries, which do not change the correlators of the N = 2 super-
conformal field theory:
• (i) (q, q¯)→ (−q,−q¯)
• (ii) exchange of the left and the right sector and
• (iii) (q, q¯)→ (q¯,−q¯).
If one keeps the identification (q, q¯)↔ Hd/2−q,d/2+q¯(X), (i) corresponds to the Hodge ∗-star duality,
the combination of (i) and (ii) to complex conjugation and hence to the symmetries of the homology
on X mentioned in section 5.
Symmetry (iii) corresponds to a reflection of the Hodge square on the vertical axis, i.e. Hp,q(X)↔
Hp,d−p(X). This is not a symmetry of the cohomology of X . In fact CY manifolds X and Xˆ for which
hp,q(X) = hp,d−q(Xˆ) are generally of different topological type. Especially for d odd χ(X) = −χ(Xˆ).
It was suggested in [104] [98] that this ambiguity in the association of a worldsheet theory to a CY
target space means actually that there exists a pair of CY spaces for which hp,q(X) = hp,d−q(Xˆ) such
that the σ-model is identical on X and Xˆ with the roˆle of the operators of the (c, c) and (a, c) rings
exchanged. In particular there is no doubt from the conformal field theory point of view that the two
deformation spaces in (6.5) should have a) identical integrability structure; as it can be shown using
the superconformal Ward-identities they have both special Ka¨hler structure [99] for d = 3 and b) they
will be exchanged by (iii) the relative flip of the U(1) charge.
It is expected that modular invariant N = 2 SCFT have a geometrical interpretation as σ-model
on a d-dimensional CY manifold if c = 3d, d ∈ IN and all states have odd integer U(1) charges q and q¯.
E.g. for d = 2 one can show solely from the above requirements37, that the degeneracy of the ground
states in the Ramond sector corresponds to the K3 Hodge numbers [100]. In many cases the rational
N = 2 SCFT, which corresponds to the σ-model on CY manifolds at a specify point in the moduli
space, is known [105] [108] [112] [111] and can be solved exactly.
The simplest examples of such c = 3d field theories are tensor products of minimal N = 2 SCFTs,
in which the charge integrality is achieved by an orbifold construction [105]. The building blocks
are minimal N = 2 superconformal models, which exist for all positive integers k with central charge
c = 3kk+2 . The primary fields are labeled by the three quantum numbers l,m, s in the range
0 ≤ l ≤ k, 0 ≤ |m− s| ≤ l
s =
{
0, 2 NS Sector
±1 R Sector
l +m+ s = 0 mod 2
(6.6)
and their conformal dimensions and charges are given by [106] [103]
h = l(l+2)−m
2
4(k+2) +
s2
8
q = − mk+2 + s2 .
(6.7)
37It would interesting to rederive the index theorem (5.3) for higher dimensional CY manifolds in a similar fashion from
the N = 2 SCFT.
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Character functions
χl,m,s(τ, z, u) = e
2πiue
2πic
24 TrHl,m,se
2πiJ0ze2πiτL0 (6.8)
of the highest weight representations Hl,m,s belonging to the above primary fields and their transfor-
mation under the one loop modular group are known [106]. Beside the obvious left/right symmetric
combination by which one can form a modular invariant one loop partition function at all values of k
Z(τ, τ¯) =
∑
Nl,l¯δq,q¯δs,s¯χl,m,s(τ)χ¯l¯,m¯,s¯(τ¯ ) (6.9)
with Nl,l¯ = δl,l¯ there exists a full ADE classification for more general possibilities to combine l, l¯
in a modular invariant way. More precisely one has in addition to the above series of so called Ak
invariants a Dk series of invariants distinguished for k even and k odd and sporadic E6,7,8 invariants
for k = 10, 18, 30 [107], [103]. Taking the various combinations of products of ADE invariants into
account there are 1176 tensor products of these models with c =
∑r
i=1
3ki
ki+2
= 9 and 4 ≤ r ≤ 9 [112].
The N = 2 minimal SCFT are conjectured to be the infrared fixed of N = 2 Landau-Ginzburg models
with action
S =
∫
d2zd4θK(xi, x¯i) +
(∫
d2zd2W (xi) + h.c.
)
(6.10)
The kinetic terms are irrelevant operators and the infrared limit depends only on the holomorphic
superpotentialW (xi). The ADE classification of the N = 2 invariants reflects itself in the classification
of the superpotentials with no marginal operator, which are mapped the classified modality zero or
simple singularities [109] of singularity index β = c/6 < 1/2 see table (2) in section (8). For the LG
discription the z dependent terms can be dropped, as the correspond to mass terms which do not affect
the conformal fix point. For tensor products the LG superpotential is W =
∑r
i=1Wi(x, y) and the
connection to CY compactifications can be made in the most general setting via the gauged Landau-
Ginzburg model [101]. For r = 4 factors in the tensor product, with three A invariants and one
arbitrary invariant as well as for r = 5 factors with five A invariantsW is a polynomial in five variables
(note that we can add an irrelevant y2 term to W ) and the connection was discussed before in [108]38.
In this case the CY space X is given simply by the zero locus of the polynomial W (x1, . . . , x5) = 0 in
a four dimensional weighted projective space IP4(w1, . . . , w5), with suitable weights which make W a
quasi-homogeneous polynomial of degree k, as defined in section (5.2) [108].
Each A type N = 2 factor theory possess a Zk+2 symmetry which acts by phase multiplication
by exp 2πi((m + m¯)/2)(r/(k + 2)) on the NS-NS states of the factor theory. The projection onto odd
integral U(1) charges in the tensor model (times the space-time part) is performed by orbifoldizing by
the diagonal subgroup Zlcm(ki+2), which rotates simultaneously by the smallest unit exp 2πi
1
kl+2
of the
cyclic group in each factor theory see [105] [103] [112]. In fact one can construct other orbifolds by
modding out other subgroups of the H =
∏r
i=1 Zki+2/Zlcm(ki+2) symmetry, which rotate by exp 2πi
ri
ki+2
in the i’th factor theory. These groups do not introduce non-integral U(1) charges in the twisted sector
and lead therefore to supersymmetric compactifications, iff∑ ri
ki + 2
= 0 mod 1. (6.11)
It can be shown that the maximal subgroup Gmax of H for which all elements fulfill (6.11) inverts
the relative sign of the U(1) charge in the SCFT [113]. On the worldsheet this corresponds to the
Kramers-Warnier duality, which exchanges the order and the disorder operator of the theory.
The group action of Gmax on the CY space X can be readily identified as phase multiplication
of the coordinates xi by exp 2πi
ri
ki+2
. Modding out Gmax in the super conformal tensor product field
theory with odd integral charges (SCFT) and on the CY space X one gets the following diagram.
(N = 2 SCFT) → (N = 2 SCFT)/Gmax
l l
X → Xˆ = ̂X/Gmax
(6.12)
38This approach can be also also adapted to more general cases [112].
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As explained the upper horizontal arrow correspond simply to the orbifold construction in conformal field
theory; it leads undoubtedly to an identical conformal field theory with (a, c) and (c, c) rings exchanged.
The lower horizontal arrow corresponds likewise to a simple operation in geometry, one considers the
orbitspace X/Gmax and the resolves the cyclic singularities in X/Gmax to the smooth space ̂X/Gmax.
One can check that hp,q(X) = h3−p,q( ̂X/Gmax) [115]. It is more difficult to make the identification
indicated by the vertical arrow rigorous, especially the heuristic arguments about the renormalization
group flow in the LG models and the path integral arguments [108] [101]. Independently whether the
physical picture (6.12) is a good starting point to prove the perturbative part of the Mirror symmetry
conjecture (see [114]), one can use it to construct candidate mirror pairs. Reports on the particular
aspect of the construction of mirror pairs can be found in [116].
6.1.2 The macroscopic approach via the effective 4d supergravity
As we have seen in the previous section mirror, symmetry states that to every CY manifold X there
exists a mirror CY manifold Xˆ with hp,d−q(X) = hp,q(Xˆ) and ˆˆX = X such that after a suitable one
to one map between moduli parameters and operators all correlation functions of type IIa theories on
X can be mapped one to one to correlation functions of type IIb theory on Xˆ. To learn about the
structure of the moduli spaces it is sufficient to use a Kaluza-Klein like compactification of the effective
10d supergravity theory to 4d on a CY manifold, which preserves one quarter of the supersymmetry .
Alternatively one can develop the σ-model point of view as it is done in [117] [99], the main advantage
of the 4d point of view is the that space time supersymmetry also constraints the dilaton modulus.
The first piece of evidence for mirror symmetry of the type II theories is the match of the massless
spectrum. In 10d the SO(8)-representation of the massless modes, which come from the left- times
right-moving sector of the type II theories is [72] [71]
type IIa : (8v ⊕ 8s)⊗ (8v ⊕ 8c)
type IIb : (8v ⊕ 8s)⊗ (8v ⊕ 8s), (6.13)
where the vectors comes form the Neveu-Schwarz sectors and the two kinds of spinors come from the
Ramond sectors of the type II worldsheet theory. In both type IIa and type IIb one gets by decomposing
the product of the vectors into SO(8) tensors a scalar (the dilaton) D, the two form antisymmetric
tensor field potential BMN and a symmetric two form, the metric GMN . For type IIa the spinors
decompose into the a one form potential AN and a three form potential CL,M,N . For type IIb the
Ramond-Ramond fields decompose into a second scalar D′, a second antisymmetric two form potential
B′MN and a four-form potential E
+
KLMN with seldual field strength. Together with the contribution
from the mixed sectors the massless spectrum of the 10d type IIa and type IIb theory is that of 10d
nonchiral and chiral supergravity, respectively. The bosonic components are summarized below.
NS-NS R-R
type IIa: D,BKL, GKL AL, CKLM
type IIb: D,BKL, GKL D
′, B′KL, E
+
KLMN
Dimensional reduction to 4d links the massless fields of the effective theory in 4d to the harmonic
forms of the internal CY threefold X and hence by Hodge theory to the cohomology of X . More
specifically split the 10d indices K,L, . . . into the indices κ, λ, . . . = 0, 1, 2, 3 of vectors (co)tangent to
4d Minkowski-space M4 and the indices k, l, . . . = 1, 2, 3, k¯, l¯, . . . = 1, 2, 3 (co)tangent to the internal
CY threefold X . Then one sees by splitting the wave equation that the harmonic part of three form
potential with index structure δClml¯ and δCl¯m¯l leads to two massless real scalars q1, q˜1 in M
4 one for
every harmonic (2,1)-form and one for every (1,2)-form on X , the δBkk¯ component leads to a massless
scalar bk for every harmonic (1,1)-form, while the δAµκll¯ component gives a vector Aµ in M
4 for every
harmonic (1,1)-form. In addition one gets in four dimensions degrees of freedom from gravitational
modes, i.e. those independent variations of the metric δG on X , which preserve the Ricci-flatness
Rkl(G+ δG) = Rkl(G) = 0. (6.14)
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In fact two four dimensional real scalars q2, q˜2 come from each independent pure variation δGkl and
δGk¯l¯ of the metric on X . Those are in one to one correspondence with the harmonic (1, 2)- and (2, 1)-
forms, as can be shown from the differential equation implied by (6.14), the Lichnerowicz equation, and
using the contraction with the (anti)holomorphic (3, 0) ((0, 3))-form Ωk¯ijδgk¯l¯, see e.g. [74]. Furthermore
one gets mixed solutions δGll¯ to (6.14), which are in one to one correspondence to the harmonic (1, 1)-
forms and contribute each another real 4d scalar igk, which combine with the bk into a complex scalars
φk = bk + igk. The φk are the lowest component of h1,1 N = 2 vector multiplets Φk, whose highest
component are the vectors Akµ
Akµ
λk ψk k = 1, . . . h1,1(X)
φk
(6.15)
The fermionic extension are build using the covariant constant spinor η on X , i.e. they are present iff
X is CY [118]. In this scheme (6.15) V = (λ,Aµ) is an N = 1 vector multiplet, Ψ = (φ, ψ) is a chiral
N = 1 multiplet and the global SU(2) acts horizontally.
The four real scalars qk1 , q
k
2 and q˜
k
1 , q˜
k
2 form two complex scalars, which on shell can be interpreted
as components of h2,1 N = 2 hyper multiplets Qk (in fact they combined to a quaternionic quantity)
qk
ψq
k ψkq˜ k = 1, . . . h
2,1(X)
q˜k
(6.16)
where Q = (q, ψq), Q˜ = (q˜, ψq˜) are N = 1 chiral multiplets.
Beside these fields whose number depend on the cohomology of the particular CY space chosen,
there is the universal sector of 4d fields, which come from the (0, 0), (3, 0), (0, 3) and (3, 3)-forms. The
three forms with index structure δAklm and δAk¯l¯m¯ form together with D and δBµ,ν the hyper multiplet
of the 4d dilaton axion field. While the δGλκ and δAµ part gives the bosonic degrees of freedom, the
graviton and the graviphoton, of the N = 2 gravitational multiplet.
For the type IIb compactification the roˆle of the vertical and horizontal cohomology of X is exactly
reversed. From δE+
µkmb¯
(δE+µkm¯n¯) we get vectors in four dimensions, which are completed by the pure
gravitational deformations δgkl and δgk¯l¯ to the bosonic degrees of freedom of the h
2,1 vector multiplets
in 4d. The four bosonic degrees of freedom of the h1,1 hyper multiplets arise from δBlk¯, δB
′
kk¯
, δEµνkl¯
and the gravitational modes δGkl¯.
The dilaton-axion in the universal sector are from δB′µ,ν , δBµν , δD and δD
′, while the bosonic
sectors of the gravitational multiplet are from δGµν (graviton) and δE
+
µnml (δE
+
µn¯m¯l¯
) (graviphoton).
Local N = 2 supersymmetry of the effective 4d theory restricts the structure of the moduli spaces of
the theories considerable. The scalars of the vector multiplets V parameterize a special Ka¨hler manifold
K#V of complex dimension #V [120], while the scalars of the hyper multiplets H parameterize a
quaternionic manifold Q#H [122] of quaternionic dimension #H , where #V and #H is the number
of vector and hyper multiplets respectively39. The effective theory is that of an abelian gauge group
U(1)#V . For generic values of the moduli there are no light particles (vector or hyper multiplets)
charged under these U(1)’s and in particular there are no couplings between the light vectors multiplets
and the light hyper multiplets at all ( [120] first reference).
This can also been argued from the worldsheet point of view similarly as in [138]. From the above
one concludes that the moduli spacesMa(X) andMb(X) of the type IIa and type IIb theory on a CY
X and it’s mirror Xˆ have the structure
Ma(X) = K(X)h1,1(X) ⊗Q(X)h2,1(X)+1
Mb(Xˆ) = K(Xˆ)h2,1(Xˆ) ⊗Q(Xˆ)h1,1(Xˆ)+1
(6.17)
and the mirror symmetry conjecture suggests that they are actually identified Ma(X) ≃Mb(Xˆ).
39For a recent review of both structures in 4d N = 2 supergravity see [123].
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6.1.3 Type II branes
From the R-R potentials of the type II theories in the table in section 6.1.2 one expects for the type IIa
string extended R-R “electric” sources of spatial dimension pe = 0, 2 which give rise to 2 and 4-form
field strength which are the curls of the 1, 3 form potentials. Furthermore there are the dual extended
“magnetic” sources associated to the dual field strength form. They are of dimension pm = 10− 4− pe,
i.e. pm = 4, 6. Likewise for the type IIb theory one has 0, 2, 4 form potentials leading to 1, 3, 5-form
field strength, which comes from pe = −1, 1, 3 brane40 sources and the dual magnetic sources are of
dimension pm = 3, 5, 7. It has been argued that in addition a 8 and a 9 brane exist for the type IIa and
type IIb theory respectively, compare [132]. These non-perturbative states, which carry R-R charge
were identified by Polchinski as D-branes [132], which can be understood as alternative representation
of the black p-branes [133]. D-p-branes are topological defects along a dynamical spatial hypersurface
M of dimension p in space-time, which is defined by the property that the open string has p Neumann
boundary conditions tangential to M and 9 − p Dirichlet boundary conditions normal to M . An easy
but important consequence of this definition is that R → α′/R, so called T -duality, in a compact
not-tangential direction to the p brane will transform one of the Dirichlet boundary conditions into
Neumann boundary conditions and transforms therefore the D-p-brane to a D-(p+ 1)-brane. Similary
T -duality in a tangential direction transforms the D-p-brane in a D-(p− 1)-brane. This is of course in
accordance with the long known fact [135] that T duality on an odd number of compact dimensions
reverses the relative chirality of the left- and the right-moving ground states and maps therefore the IIa
to the type IIb theory.
There is a Dirac quantization condition on the R-R charge quanta µp of the D-p-branes defined
from
S =
1
2
∫
F ∗p+2Fp+2 + iµp
∫
branes
Ap+1 (6.18)
namely
µpµ6−p = 2πn (6.19)
with µ2p = 2π(4π
2α′)3−p and minimal charge quantum n = 1 [71].
Upon compactification on homological nontrivial spacesX of dimension d, p-branes can wrap around
n dimensional cycles n ≤ p+1 to yield p−n “dimensional” objects in 10−d dimensions, i.e. instantons,
solitons, solitonic strings etc. Of particular interest are supersymmetric minimal action configurations
as they lead to BPS states in 10− d dimensions.
Let φ : Σp+1 → X define the embedding of the membrane worldvolume in the target space. For the
supersymmetric instantons the conditions boils down to the requirement of maximal supersymmetry on
the worldvolume [136], which is ensured if the global 10 d susy of the fermion on the worldvolume can
be undone by a worldvolume κ symmetry. That leads to the requirement
P−η = 12
(
1− i(p+1)!h−1/2εσ1...σp+1∂σ1φnp+1 . . .
. . . ∂σp+1φ
mp+1Γm1...mp+1
)
η = 0,
(6.20)
where η is a covariantly constant 10d spinor and h is the induced metric on the wordvolume. Subman-
ifolds which fulfill (6.20) are called supersymmetric cycles; they are not independent elements of the
homology of X , e.g. for p+ 1 = 0 they are just all points of X . Supersymmetric two-cycles (6.20) are
holomorphic embedding of Σ2 in X , i.e. ∂zφ¯ = ∂z¯φ = 0 [136]. If X is a Calabi-Yau manifold of dimen-
sion d one can rephrase (6.20) for supersymmetric d-cycles as ∗φ(Ω) ∝ ωd and ∗φ(J) = 0, where Ω is
the holomorphic (d, 0) form ωd is the volume form on the worldvolume, J is the Ka¨hlerform on X and ∗
is the Hodge star operator on the worldvolume. Such embeddings are also known as special Lagrangian
submanifolds [134]. As in [136] we will assume that the single wrapping of higher dimensional objects
on the supersymmetric cycles will lead to solitonic BPS states.
40The −1 is meant to correspond to a D−-instanton see [131].
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The most prominent example for that mechanism is that the wrapping of the type IIb threebrane
around a supersymmetric three cycle in the class V = miA
i + nkBk ∈ H3(X,ZZ), which vanishes as S3
near the conifold, leads to an extremal black hole in four dimensions [136], whose mass is
M = g5e
K/2|
∫
V
Ω| = g5eK/2|miZi − nkFk|, (6.21)
where g5 is the five form coupling and K is the Ka¨hlerpotential, see section (6.2.1) and we expanded V
as well as Ω in terms of the basis (4.6,4.7). The general form of this central charge in (6.21) term was
found as the unique Ka¨hler and SP(2h21 + 2,ZZ) invariant expression in [124]. The four dimensional
magnetic and electric charges of the black-hole state can be obtained by integration the associated field
strength over Ai × S2 or Bi × S2 respectively, which must yield in view of (6.19) integer quantized
charges g5n
k =
∫
Ak×S2 F5 and g5mi =
∫
Bi×S2 F5.
In rather generic situations the corresponding dual cycle to the S3 cycle V has the topology of a
S2 × S1 and its vanishing gives rise to the massless vector multiplet which is needed to complete the
Seiberg-Witten field theory embedding [9].
Another important application is that a D-branes in type IIa theory wrapped around non-isolated
holomorphic curves will lead to non-perturbative gauge bosons [156] [33] [10] which become massless
if the holomorphic curve vanishes to a curve singularity and D-2-branes wrapped around isolated curve
give rise [159] to the dual magnetic monopole states in the sense of [1].
Beside the point like states from wrapping D-branes also instantons can arise when a D − p-bane
wraps a vanishing p+ 1 cycle. These were studied e.g. in [136] [137]. More generally if a D − p-brane
wraps a vanishing p − n-cycle a tensionless extended object of dimension n arise in the compactified
theory. The case of tensionless strings was studied e.g. in [203] [204] [205] [147].
6.2 The geometric deformation space and special Ka¨hler geometry
In the following we will deal with mainly with the special Ka¨hler part of the moduli space. Beside for
the application to N = 2 Heterotic/TypeII duality we have in mind, the special structure was utilized
in (2, 2) compactifications of the heterotic string on CY threefolds, which has N = 1 supersymmetry
and gauge group E6. The moduli space of this compactification can be obtained at tree level from the
moduli space of the type II string by setting to zero the Ramond-Ramond fields in the type II theories.
For instance for the type IIa compactification on X this yields
Mhet(X) = SU(1, 1)
U(1)
×Kh1,1(X) ×Kh2,1(X) (6.22)
The two sorts of moduli parameterize the two - and three point couplings between fields in the 27 and
27 representation of E6 respectively. This result was derived in [84] [120] [151] [138].
As we saw in section (6.1.2) the scalars in the special Ka¨hler part of the moduli space come from
the geometric deformations of the CY metric, which do not spoil Ricci-flatness (6.14) and from the
antisymmetric background field
δGmn, δGm¯n¯, δGmn¯, δBmn¯ .
It will be useful to introduce a metric on the space of metrics
ds2 =
1
2V
∫
X
Gkm¯Gl,n¯
[
δGk,lδGm¯n¯ + (δGkn¯δGlm¯ + δBkn¯δBm¯l)
]√
Gd3zd3z¯ (6.23)
This metric will be identified with the special Ka¨hler metrics on the space-time moduli space of the
effective supergravity theory. In accord with the expectations from the supergravity Lagrangian it is
block-diagonal. The first block with the pure deformations, also known as Peterson-Weil metric [129],
will be identified in type IIa with the metric on “half” of the quaternionic space-time hyper multiplet
moduli space, which is special Ka¨hler. The second block with the mixed deformation and the B field,
will be identified with special Ka¨hler metric of the type IIa vector moduli space. For the type IIb theory
the identification is reversed.
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6.2.1 Special Ka¨hler manifolds
Let us first give a working definition what special Ka¨hler manifold is. Beside the original literature
quoted above there are recent general reviews [125] [126] and for heterotic/type II string duality
aspects see especially [127].
On a complex manifold, here the moduli space K#V , with any metric one can chose especially an
Hermitian metric for which the pure parts of the metric vanish and G¯mn¯ = Gnm¯. From the antihermitian
tensor iGm,n¯ one defines a (1, 1)-form J = iGmn¯dφm ∧ dφn¯ in coordinates φm φ¯m¯ m, m¯ = 1, . . .#V . A
Ka¨hler manifold can be defined by the condition dJ = 0, which is nothing then a local integrability
condition for the existence of the Ka¨hler potential, a real function K(φ, φ¯) with the property that
Gm,n¯ = ∂φm∂φ¯n¯K(φ, φ¯). We will see in the next section that J ∈ H1,1(K). On a Hodge-manifold by
definition J ∈ H2(X,ZZ) [81], which means that there is a complex line bundle whose Chern class41 is
c1(L) = [J ] [81]. The latter condition holds for the Peterson-Weil metric on the CY moduli space as
was shown by Tian [129], which also matches the integrality condition, which was previously required
by quantum consistency of supergravity [130].
A special Ka¨hler manifold is Hodge-manifold in which the Ka¨hler potential can itself be derived
from holomorphic line bundle over K, called prepotential F (φ) (compare (3.8)), as follows
e−K := i
(
Z¯kFk − ZkF¯k
)
, (6.24)
where Zk(φ) k = 0, . . . ,#V are special projective coordinates, which are multi valued holomorphic
functions on K#V , Fa := ∂∂ZaF (Z) and F is homogeneous function of the Za of degree two, i.e.
ZkFk = 2F . (Z, ∂F ) is a section of a Sp(2#V + 2, IR) × GL(1, IC) bundle, i.e. the transition between
adjacent coordinate patches Ui and Uj are given by(
Z
∂F
)
{i}
= efijMij
(
Z
∂F
)
{j}
, (6.25)
with Mij ∈ Sp(2#V + 2, IR), efij ∈ GL(1, IC) subject to the usual cocycle condition. In inhomogeneous
coordinates ta := Z
a
Z0 and using the homogeneity of F one can rewrite the Ka¨hlerpotential in terms ofF with F = −i(t0)2F
e−K = (ta − t¯a)(Fa − F¯a)− 2(F + F¯) . (6.26)
The curvature of a special Ka¨hler manifold fullfils in these coordinates the constraint
Rab¯cd¯ = Gab¯Gcd¯ + Gad¯Gcb¯ − e2KCacmGmm¯C¯m¯b¯d¯,
with Cabm = ∂ta∂tb∂tmF . Depending on the physical or mathematical context the Cabm are quite
differently called: Yukawa couplings in the N = 1 heterotic compactifications, magnetic moments in
the type II N=2 supergravity, operator product coefficients or three-point functions in context of the
conformal or topological field theory on the worldsheet and triple intersection numbers from the point
of view of the CY manifold.
The analog of (2.5) becomes
L = −1
4
g−2kl F
kµνF lµν −
θkl
32π2
F kµν∗F lµν , (6.27)
where k = 0, . . . ,#V , i.e. F 0µν is the graviphoton field strength, g
−2
kl =
i
4 (Nkl −Nkl), θkl = 2π2(Nkl −Nkl) and
Nkl = F¯kl + 2i Im FkmImFlnZ
mZn
Im FnmZnZm
. (6.28)
41By the famous theorem of Kodaira such manifold admit an complex analytic embedding into projective space, see
e.g. [81].
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6.2.2 The complexified Ka¨hler cone
Let us describe the deformation spaces and start with δGmn¯ the so called Ka¨hler deformation space
which is relatively simple.
Since also the target space X is Ka¨hler we have as mentioned in the last section a (1, 1)-form
J = iGm,n¯dz
m ∧ dzn¯ with dJ = 0 and hence Gmn¯ = ∂zm∂z¯n¯K(z, z¯). On the other hand as
ω =
1
d!
∧di=1 J = in
√
g ∧dm=1 dzm ∧ dzm¯ (6.29)
the volume form, J cannot be exact (J 6= dL), as exactness of J would imply that ω is also exact and
then by Stokes the volume would be zero
∫
X
ω = 0. That means J ∈ H1,1(X) for CY manifolds actually
in H1,1(X,ZZ). From the Licherowicz equation any of the mixed real deformations of the metric iδGm,n¯
is harmonic and hence in H1,1(X). So that deformation space, called Ka¨hler deformation space, can
be described by the possible real values R2i in the expansion J =
∑h1,1
i=1 R
2
iαi for αi a basis of H
1,1(X).
We might think the Ri roughly as sort of “radii” which measure certain directions in X . Of course one
does not want any volume probed by J to be negative and requires therefore the R2i are restricted by
the conditions ∫
Sk
∧ki=1J > 0 , k = 1, . . . n (6.30)
for all non-trivial k-cycles Sk on the CY manifold X . These inequalities force the R2i to live inside the
so called Ka¨hler cone.
The practical determination of the Ka¨hler cone can be difficult, we collected more literature in
appendix E. In simple situations the CY manifold X is embedded in a in a toric ambient space Y such
that the all Ka¨hler classes of X are pull backs of those on Y and the relevant curves in the boundary
of the Ka¨hler cone of Y are also present in X . Then the Ka¨hler cone of X can be determined as a
subcone of the one in toric variety42 Y [140] [141]. The determination of the later was studied in [139].
An easy example of this kind is the bi-cubic hypersurface p =
∑
cijklmnxixjxkylymyn = 0 in IP
2 × IP2,
with xi and yi are homogeneous coordinates on the first and the second IP
2. In this case h1,1 = 2 and
one has the expansion J = R21α1+R
2
2α2, where αi are the pull back of the Ka¨hler form of the first and
the second IP2 and the Ka¨hlercone is simply the quadrant R21 ≥ 0, R22 ≥ 0 in which the volumina of
both IP2 are positive.
The real (1,1) form Bm,n¯dz
m ∧ dzn¯ is also harmonic as a consequence of the equations of motion
for the antisymmetric tensorfield. As it also suggested by (6.1) it is natural to combine
(J +B) = (iGm,n¯ +Bm,n¯) dz
m ∧ dzn¯
=
∑h1,1
i=1 tiαi
(6.31)
and expand it in terms of a fixed basis
αi ∈ H1,1(X,ZZ)
thereby introducing the complex expansion parameter
ti = iR
2
i +Bi . (6.32)
From the discussion of the moduli spaces of the supersymmetric effective theory in section (6.1.2)
and also from the moduli spaces, which deform the N = 2 superconformal theories in section (6.1.1) it is
suggested that this complex structure is really the natural complex structure which becomes extended
to the special Ka¨hler43 structure of the so called complexied Ka¨hler44 moduli space of X , which by the
mirror hypothesis is identified with moduli space which parameterize the the deformations the complex
structure on the mirror manifold Xˆ.
42 Slightly more complicated situations, where some curves are missing on X were studied in [148], [149].
43Ka¨hler refers here to the Ka¨hler structure of the moduli space.
44Ka¨hler refers here to the Ka¨hler structure on X.
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The most important quantities which dependent on the complexified Ka¨hler moduli are the two
point functions and the three point functions between the operators of the topological A model or for
that matter between the operators of the (a, c) ring of the N = 2 SCFT. Up to some moduli dependent
scale factor of the space-time fields, which will also be determined, they corresponds to the Ka¨hler
metric of the space-time moduli fields and their three-point couplings, known as Yukawa couplings in
the N = 1 heterotic compactification and magnetic moments in the N = 2 Type II compactification.
A non-vanishing three point function on the sphere in the topological A-model [92] [91] involves
three operators OV (pi) V ∈ H2(X,ZZ) = H1,1(X,ZZ). In order to evaluate it one has to sum in the path
integral over all instanton sectors45. From the classical equation of motion one learns that L (6.1) is
minimized for the holomorphic maps ∂z¯φ
i = ∂zφ¯
ı¯ = 0. The path integral reduces to an integral over
the moduli spaceM(φ) of certain holomorphic maps whose measure defines an intersection number on
M(φ) [91].
For the case at hand the resulting three-point function Cabc has a formal expansion as [91] [151]
[152] [92]
Cabc = Aa ∩ Ab ∩ Ac +
∑
φ(IP1)
nanbnc
e
2πi
∫
C
φ∗(J)
1− e2πi
∫
C
φ∗(J)
(6.33)
The sum here is over all holomorphic embeddings φ(IP1) into X . The contribution of such maps will
only depend only on the class of C, which is determined by the integers ~n (degrees) nk =
∫
C
φ∗(αk) =
C ∩ Ak, which count how often C meets the Poincare´ dual Ak of αk, note that αk has δ-support on
Ak. Holomorphic maps do contribute only to the path integral if C intersects all three Ak or more
precisely if the (three) points pi on IP
1 fulfill φ(pi) ⊂ Ai [91]. The simplest possibility is that all of IP1
is mapped to a point P = C in X in this case the map contributes one, if the point P hits one of the
triple intersection points of the divisors, which gives rise to the classical Aa∩Ab∩Ac term. Even if C is
an single cover46 of an isolated curve, i.e. there are no moduli to move it C in X , there are still moduli
from the reparametrization of SL(2, IC) of IP1, which are compactified to IP3. The real dimension ofM~n
is given by the number of zero modes a~n of those fermions which become scalars on the world-sheet,
i.e. sections of φ∗(TX) (TX real vectorspace over X), after the (+,−) twist. In the situation at hand
each constraint φ(pi) ⊂ Ai leads to a linear constraint on this moduli space IP3 and the contribution to
the path integral is the number of intersection of triples of these hyperplanes in the moduli space IP3.
Since C meets Ai generically in ni points this gives rise to the combinatorial nanbnc factor in 6.33).
It was shown in [152] (under the restriction that the curves are isolated) that the same factor nanbnc
appears in front of the contributions of the k-cover curves, which have degrees (kn1, . . . , knh1,1), hence
the general form of (6.33).
Unlike in this simple situation, where the constraints φ(pi) ⊂ Ai kill all the dimension of M(φ),
in general one can end up with a subset M˜(φ) of positive real dimension s in M(φ). The dimensions,
which can be killed by the constraints is the sum of the codimensions of the Ai. By ghost number
conservation this is equal to w~n = a~n − b~n, where b~n are the number of zero modes of the fermions
which become currents on the worldsheet i.e. sections of K ⊗ φ∗(T 1,0) and K¯ ⊗ φ∗(T 0,1) under the
(+,−) twist [92]. By the Riemann-Roch theorem w~n = 2d(1 − g) for a worldsheet of genus g. I.e.
s = dimM(φ~n) = b~n and if s > 0 one has to integrate over the Euler class of a s dimensional vector
bundle over M˜(φ). We will call the result of the intersection calculation onM(φ) apart from the factor
nanbnc generically the instanton number N~n. The problem that w~n < dimM(φ~n) can be circumvented
by perturbing the complex structure on X to a non-integrable almost complex one and consider so
called pseudo holomorphic embeddings [154]. This has been discussed in the similar context as above
in [155]. Direct mathematical approaches to the calculation of the instanton numbers can be found in
[156], [157].
45Such instanton corrections to string couplings were first discussed in [150].
46Which means that the ni have no common nontrivial factor.
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After continuation (6.33) to the complexified Ka¨hler cone one gets
Cabc = C
0
abc +
∑
~n
N~nnanbnc
1−∏e qnee
∏
e
qnee (6.34)
with qi = exp(2πiti). This parameterization is consistent with the fact that (6.1) is unchanged if B is
shifted by an integer cohomology class.
The importance of the complexification of the Ka¨hler cone, as suggested by mirror symmetry, can
hardly be overestimated. Two profound consequences are as follows
• The three-point functions (6.34) are determined, thanks to the special structure of the complexified
Ka¨hler cone, by the third derivatives of an holomorphic section (prepotential) of a line bundle over the
moduli space, see section (6.2.4). Similar as in the Seiberg-Witten case such holomorphic sections are
fixed by finitely many data, in fact by the monodromies of the “periods” around the discriminant loci
and some boundary values at the discriminant. The “surprise” that one can calculate all the world-
sheet instantons here is very similar in nature as the “surprise” that one can calculate all space-time
instantons in Seiberg-Witten theory.
• The parameter ti = iR2i +Bi have to be taken seriously as the parameters by which the string theory
explores the geometry of X . Especially the loci of singularities of the theory are determined by complex
conditions on the moduli space, i.e. they occur at complex codimension one (at the discriminant locus).
In contrary to the expectation from classical geometry the theory cannot be generically singular at the
real codimension one loci at which X is singular as certain R2i vanish, see [166] [165]. On the other
hand for stability question of the type II solitons real codimension one constraints can play a decisive
roˆle, comp sect 3.5.
6.2.3 At the large radius limit
It is obviously very difficult to calculate the instanton sum (6.33) directly in the Amodel and despite the
fact that the counting of the rational curves in algebraic varieties is a mathematical subject, which goes
back to the nineteenth century, the amazing symmetries, which allow for recursive description for the N~n
[156], [157] were not suspected before Candelas, del la Ossa, Green and Parks had determined exactly
(6.34) for the quintic using the mirror symmetry hypothesis [151]. Before we discuss this approach we
want to describe a very important limit in which it is actually easy to calculate the quantities on the A
model side, namely in the limit in which radii all R2i are large and deep inside the Ka¨hler cone of X so
that the instanton contributions are suppressed as qi → 0.
On the harmonic forms in H1,1(X,ZZ) one can define an inner product
G0ab¯ =
1
vol(X)
∫
X
αa ∧ ∗αb. (6.35)
For σ ∈ H1,1(X) one has the identity [158]
∗ σ = −J ∧ σ + 3
2
C0σJJ
C0JJJ
J ∧ J, (6.36)
where we abbreviate similarly as before C0σJJ :=
∫
X
σ∧J∧J = Aσ∩AJ ∩AJ in view of (4.6, 4.7). Using
(6.36) and the expression for the volume form (6.29) and (6.31,6.32) one can write the inner product as
G0ab¯ = −∂ta∂tb¯ log C0JJJ . (6.37)
With the definition
F0 = − 1
3!
∑
a,b,c
C0abctatbtc (6.38)
one can moreover express the classical Ka¨hler potential K0(t, t¯) for the metric Gab¯ as
e−K
0
=
[
(ta − t¯a)(F0a − F¯0a¯)− 2(F0 − F¯0)
]
(6.39)
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and the triple couplings as
C0abc = F0abc (6.40)
where Fa := ∂ta etc. These formulae, valid in the limit of large “radii”, describe precisely the relation
between metric and triple couplings in special Ka¨hler geometry in special coordinates. Sub-leading
terms to F0 are a priori not determined. They will not affect the Cabc at the large complex structure
and if the coefficients are real they will not affect the metric either. However even real parameter will
play an physical roˆle if F is analytically continued to other regions in the moduli space. As it was found
in explicit calculations [151] [144] [141] [145] one has F0 → F0+Bata+C, where C = i ζ(3)(2π)3
∫
X
c3 and
real Ba =
1
24
∫
X c2 ∧ Ja.
The world-sheet instanton corrected prepotential on the Ka¨hler side is expected to converge in a
polydisk |qi| < q0i and the general expression obtained from (6.34) reads
F = F0 +
∑
n1,...,nh11≥1
N~nLi3 (q
n1 · . . . · qnh11 ) , (6.41)
where Li3 =
∑
k≥1
xk
k3 . This asymptotic behaviour will become crucial for the identification of the
Ka¨hler structure deformation parameter on X with complex structure deformation parameter on the
mirror and the parameterization of the dual heterotic string theories.
The first part is to identify the matching degeneration of the mirror Calabi-Yau space in dependence
of its complex structure. The shift transformation of the periods under ti → ti + 1, which leaves the
physical quantities invariant, implies on the complex structure side a special degeneration of the periods
with maximal unipotent monodromy [151] [179] [180] [140] [166] [146], see appendix D for the leading
behaviour of the periods on Calabi-Yau complete intersections in toric varieties at this point and (D.6)
for the precise identification of the complex parameters with the Ka¨hler parameters.
The second part is the identification of the perturbative heterotic moduli and especially the heterotic
dilaton [7] [31] [169] with the space time moduli of the Calabi-Yau. This turns out to be rather simple
and is described in sect. 6.3.1.
6.2.4 The deformation of the complex structure
The pure deformations δgµν and δgµ¯ν¯ describe the deformations of the complex structure. Let a, b, c, d =
1, . . . , 2d refer to a real coordinates ~x = (~v, ~w), vm = 12 (z
m+ z¯m¯), wn = i2 (z¯
n¯−zn) m,n = 1, . . . , d of X .
As Gab+δGab is still a Ka¨hler metric close to the original one can find a coordinate system in which the
pure parts of the new metric vanish. Let xm → xm+ ǫm(x) then the variation of the metric transforms
δGab → δGab − ∂ǫc∂xaGcb− ∂ǫ
c
∂xbGac. If ǫ
n(z) is holomorphic then the pure part of the transformation can
not be removed, or put it differently the new metric cannot be reached by a holomorphic coordinate
change, i.e. the deformation changes the complex structure.
From section 6.1.1 we know that the algebra of observables of the B model is identified with an
algebra on ⊗p=0dHp(X,∧pT ). We will now describe the calculation of the 2-point and 3-point functions
in the topological B model, which depend only on the complex structure variation of X .
As a warm up we start with the case of a CY threefold. Here we expect to find special Ka¨hler
structure [129], (last reference in [120]) [121].
A complex structure on X is fixed by choosing a particular element of H3(X) as the holomorphic
(3,0) form Ω. As in section (4) we expand the holomorphic form in terms of the topological basis
(4.6,4.7) as
Ω = Ziαi − Fiβi (6.42)
where
Zi =
∫
Ai
Ω, Fi =
∫
Bi
Ω (6.43)
are periods of Ω. It was shown in [186] [129] that the Zi are local complex projective coordinates for
the complex structure moduli space in the sense of (6.24), i.e. we have Fi = Fi(Z). Under a change
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of complex structure Ω, which was pure (3,0) to start with, becomes a mixture of (3, 0) and (2, 1),
i.e. ∂∂ziΩ ∈ H(3,0) ⊕ H(2,1). In fact as explained e.g. in [129] ∂Ω∂zi = kiΩ + bi where bi ∈ H(2,1) is
related to elements in H1(M,TX) via Ω and ki is a function of the moduli but independent of the
coordinates of X . One immediate consequence is the so called transversality relation
∫
Ω ∧ ∂Ω∂Zi = 0.
Inserting the expression for Ω in this equation, one finds Fi =
1
2
∂
∂Zi (Z
jFj), or Fi =
∂F
∂Zi with F =
1
2Z
iFi(Z), F (µz) = µ
2F(z). From ∂2
∂Zi∂Zk
Ω ∈ H(3,0) ⊕ H(2,1) ⊕ H(1,2) it immediately follows that
also
∫
Ω ∧ ∂2∂Zi∂ZjΩ = 0. In fact, this is already a consequence of the homogeneity of F . Finally,
∂3
∂Zi∂Zj∂Zk
Ω ∈ H(3,0) ⊕ H(2,1) ⊕ H(1,2) ⊕ H(0,3) and one easily finds Cijk =
∫
Ω ∧ ∂3
∂Zi∂Zj∂Zk
Ω =
∂3
∂Zi∂Zj∂ZkF = (Z
0)2 ∂
3
∂ti∂tj∂tk
F ; here i, j, k = 1, . . . , h2,1. It is also easy to see that in accordance with
(6.24)
K = − ln i
∫
Ω ∧ Ω¯ . (6.44)
If we redefine Ω→ 1z0Ω, the periods are (1, ti, ∂∂tiF , 2F − ti ∂∂tiF) cf. [141].
One can show that the Yukawa couplings transform homogeneously under a change of coordinates
ti → t˜i(t) and thus Cijk =
∫
Ω∧∂i∂j∂kΩ holds in any coordinate system. In particular in the one given
by the coefficients ai in front of the monomial deformations of the defining polynomial of the CY
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e.g. in (7.1). On the other side the Cijk can be written as the third derivatives of the prepotential only
in special coordinates. To summarize the transformation properties note that Ω is fixed only up a gauge
transformation Ω→ f(z)Ω with f(z) holomorphic, so Ω lives in a line bundle L over the moduli-space
K and the above quantities transform as elements of
Cijk ∈ L2 ⊗ Sym((T ∗K)⊗3),
e−K ∈ L⊗ L¯, F ∈ L2 . (6.45)
For manifolds of dimension d the d-point Ci1,...,in =
∫
Ω ∧ ∂i1 . . . ∂inΩ can be easily calculated
explicitly from the Picard-Fuchs equations, let us say in the coordinates yi cf. (7). It is usefull to define
W (k1,···,kr) :=
∑
l
(Z l∂kFl − Fl∂kZ l), (6.46)
where ∂k := ∂k1y1 . . . ∂
kr
yr . In this notation, W
(k) with
∑
ki = dim(X) = d describes the various types of
d-point functions and the generalized transversality relations are∫
X
Ω ∧ ∂kΩ =W (k) ≡ 0 for
∑
ki < n . (6.47)
If we now write the Picard-Fuchs differential operators in the form La =
∑
k
f
(k)
a ∂k then we immediately
obtain the relation
∑
k
f
(k)
a W (k) = 0. Further relations among the W (k) must be obtained in general
from operators ∂kLa. If the system of PF differential equations is complete, these equations are sufficient
to derive linear relations among the Yukawa couplings and their derivatives, which can be integrated
to give the Yukawa couplings up to an overall normalization. See [151] for the simplest example. For
more details we refer to [140]. It follows from the general theory of the singular loci of systems of
differential operators [38] that the denominators of these d-point functions correspond to components
of the singular loci.
Next we turn to a general discussion for the calculation of the basic two- and three-point functions
for general CY d-folds. Let π : X → S be a complex structure deformation family whose generic fiber is a
CY d-foldXs. One writes now the three-point is a cubic form onH
p(Xz ,∧pT ). Put Bs = ⊕Hp(Xs,∧pT )
defined by
C(a, b, c) =
∫
Ω(a ∧ b ∧ c) ∧ Ω (6.48)
47See e.g. [121], why they define local inhomogeneous coordinates for the complex structure deformation.
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where Ω(a ∧ b ∧ c) is the contraction along the tangent direction producing an d-form on Xz.
We shall first fix a base point 0 ∈ S, a topological base of homology cycles and the dual base γ(p)a
on Hd(X0) with the property that 〈γ(p)a , γ(q)b 〉 = 0 for p + q ≥ d. For fixed p, the label a in γ(p)a takes
hd−p,p(X0) different values. Due to mirror symmetry such a base will be the image of a base on A
under φ0. In fact in practice, there is usually a canonical choice of such a base on the A-model side.
There is a filtration of holomorphic vector bundles over S: F(0) ⊂ F(1) ⊂ · · · ⊂ F(d), where the
fiber over s ∈ S of F(k) is given by the vector space ⊕kp=0Hp(Xs,∧pT ). We now provide a set of
frames for the these bundles. We shall express these frames as linear combinations in the base γ
(p)
a
with holomorphically varying coefficients. We shall see that these coefficients completely determine the
three-point function C. For each k, let {α(0) := Ω, α(1)a , .., α(k)b } be a frame of F(k) having the following
upper-triangular property with respect to the γ
(p)
a :
α(k)a = γ
(k)
a +
∑
p>k
g(p)ca γ
(p)
c . (6.49)
(The g(p) actually depends on k, which we have suppressed in the notation above.) These frames can
be obtained by row reduction on a given arbitrary base of sections. (See [159].) Note that for k = 0 the
coefficients g(p) are exactly the periods of the above given homology cycles. These periods are solutions
to the Picard-Fuchs equations (in an appropriate gauge). We will give explicit formulas later for these
periods for CY complete intersections in a toric variety. Note that in α(0) the coefficients ta := g
(1)
a are
regarded as local coordinates on S. These are the so-called flat coordinates. In these coordinates the
Gauss Manin connection ∇a becomes ∂ta , and the three-point functions of type (1, k, d− k− 1) is given
by
C
(1,k,d−k−1)
a,b,c =
∫
X
α(d−k−1)a ∧ ∂taα(k)b =: 〈∂taα(k)b , α(d−k−1)c 〉. (6.50)
Using the upper-triangular property of the α
(k)
a and the topological basis γ(k), it is easy to show
that
η
(k)
ab := 〈α(k)a , α(d−k)b 〉 = 〈γ(k)a , γ(d−k)b 〉. (6.51)
In particular these matrix coefficients are independent of t. Furthermore we claim that
∂taα
(k)
b = C
(1,k,d−k−1)
a,b,c η
cd
(d−k−1) α
(k+1)
d . (6.52)
By Griffith’s transversality, we have ∂taα
(k)
b ∈ F(k+1) = Span{α(0), .., α(k+1)a }. But because of the
upper triangular form of α
(k)
b , ∂taα
(k)
b has zero component along γ
(0), .., γ
(k)
a . Thus it can be expressed
as a linear combination (with holomorphically varying coefficients) of the α
(k+1)
b . To determine the
coefficients, we take its inner product with α
(d−k−1)
c and apply eqns (6.50,6.51). The claim above then
follows.
To summarize, our strategy for computing the A-model three-point-function Q on X by mirror
symmetry is as follows. Actually we will only do it for a Frobenius subalgebra A (see below) of the
A-model algebra. First we fix a topological basis on A (In the case of toric hypersurfaces, this basis
will come from toric geometry). We define our isomorphism φs so that it sends this basis to the
holomorphically varying basis α
(k)
a of the B-model with 1 7→ α(0). Then we shall use eqns (6.50,6.51,
6.52)) as our crucial ingredients for computing the B-model three-point functions C explicitly. The
actual computation will be subject of appendix D.
6.3 Heterotic-Type II String-duality
K3 × T 2 break 12 and the CY threefold 34 of the supersymmetry generators of the ten dimensional
theory. Therefore the type II string theory has N = 4 or N = 2 supersymmetry, when compactified on
K3 × T 2 or on CY threefolds. Similarly the heterotic string has N = 2 or N = 1 when compactified
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on K3 × T 2 or on CY threefolds. Candidate dual pairs appear of N = 2 theories appear in [7] [163].
Evidence that the N = 2 theories are perturbatively equivalent was first given in [7] [31] [192], while
first non-perturbative properties where tested in [8].
6.3.1 Perturbative heterotic prepotential and K3-fibrations
As K3× T 2 gives rise to a N = 2 supergravity theory the general macroscopic structure is as in (6.1.2)
In particular the vector moduli space is special Ka¨hler and governed by a holomorphic prepotential
and despite the fact that we have local supersymmetry the discussion parallels in many aspects the
discussion in section (3.1).
Like in (3.12) the perturbative prepotential has, because of corresponding renormalization theorems
[127], only the classical three-level term F0 and the string one-loop term. Because of the special roˆle
of the dilaton S in the vector multiplet moduli space we separate the fields ta a = 1, . . . ,#V , in S and
T a, where the latter are the scalars of neutral space-time moduli. As the dilaton arises in the universal
sector it does not couple to any other of the non-universal T a, in particularK0 = − log(S+S¯)+K(T, T¯ ).
That implies [128]
Fpert = −S(ηabT aT b) + F1−loop . (6.53)
Here ηa,b = diag(1,−1, . . . ,−1) and we have suppressed charged vector multiplets48. What will become
important for us is the fact that the tree-level coupling to any non-abelian gauge factor is given simply
by
g−2 = Re S . (6.54)
The space-time instanton effects, i.e. the nontrivial self-dual gauge field configurations in (6.27), brake
the freedom of shifting the dilaton by an arbitrary real constant [127] to integer shifts S → S+ in4π . The
non-perturbative prepotential close to a perturbative limit must therefore be of the form
F = Fpert + Fnp(e−8π2S , T a). (6.55)
Comparison with (6.41) shows immediately that, while we have the discrete shift symmetry on all of
the CY Ka¨hler moduli at the large radius limit, the fact that one modulus must couple only linearly
in the classical term singles out the one which is to be identified with the dilaton. Since the classical
terms of the CY prepotential are fixed by the intersections of divisor classes, it means that there is one
divisor class say DS with DS ∩DS = 0. That implies that the CY is a fibration F → X → IP1, where
DS is to be identified with the class of the fiber F . Such a fibration is defined by a projection map
π : X → B = IP1 such that the pre-image of the generic point in B Fp = π−1(p) is a smooth manifold.
However at codimensions 1 over the base Fp is allowed to degenerate. Trivially the class of the fiber has
the property F ∩F = 0 since two divisors F can only intersects on the base, but points do not intersect
generically49 in IP1. Conversely if one has a numerically effective divisor class F in X with F ∩ F = 0
one can project along the F and X admits a fibration with fiber F . For X to be CY c1(TF ) = 0, so the
fiber above can only be K3 or T 4. It was argued [31] that in pairs of dual type II/heterotic strings [7],
which admit a perturbative heterotic limit, the CY must be K3-fibration. The two form σS dual to F
has support on the base so that the geometrical parameter tS measures the complexified ‘size’ of the
base IP1, i.e its imaginary part measures the size of IP1 and the real part the flux of the antisymmetric
B-field over it. Comparing now eq. (6.55) with eqs. (6.40,6.41) we learn that we should identify
tS = 4πiS . (6.56)
The higher derivative couplings gn between the curvature tensor and the graviphoton field strength G
i.e.
L = g−2n R2G2n−2 (6.57)
48They would contribute with S(δijQ
iQj) to Fpert.
49In general of course ∩ri=1F = 0 for r > dim(B).
53
[167] [168] are governed at least at tree-level by the so called topological n-loop partition functions [167]
Fn as g−2n = Re(Fn), see [127] for a review. Especially it was shown in [167] that F1 ∝
∑
i t
i
∫
X c2 ∧
σi + O(qi) at the large radius limit. This distinguishes between the F = T
4 with
∫
X
c2 ∧ αS = 0 and
F = K3 with
∫
X c2 ∧ αS = 24 and as argued in [169] the generic situation is F1 ∝ S hence F = K3.
The above statement does by no means imply that type II compactifications on CY manifolds,
which are no K3-fibrations do not have heterotic duals. In particular if we associate a heterotic string
on K3 × T 2 to a type II compactification on a K3 fibration50, one can study transition to non K3
fibered CY manifold, well defined for the type II as argued by Strominger for conifolds transitions and
by [156] [149] [147] for other transitions, there are no indications that one looses the correspondence
to the heterotic string. There is just no the perturbative limit in this branch of the parameter space of
the heterotic string.
6.3.2 Spectra of the heterotic string on K3× T 2
In order to get some concrete examples let us next discuss the spectrum for the heterotic string on
K3× T2, following Kachru and Vafa [7]. In the heterotic case the generic unbroken gauge group of the
eight dimensional theory will be G = E8×E8×GT 2 where the last part is a rank two gauge group from
the T 2; generically an U(1)2, but enhanced at special values in the moduli space of the torus. Instead
of considering only the standard embedding of the SU(2) holonomy into the gauge group, we like to
allow the more general situation, where one takes stable gauge bundles with gauge group Ha over K3
and embeds their connection into G to break G ⊃ ⊗aHa to the maximal commutant with the ⊗aHa
subgroups. To yield a vacuum configuration these gauge bundles have to fulfill the constraints∑
a ha : =
∑
a
∫
c2(Va) =
∫
c2(TK3) = 24,
c1(Va) = 0,
(6.58)
where ha is called the instanton number of Ha. The dimension of the moduli space of the gauge bundle
Ha is given by
dimIR(Ma) = 4 hacox(Ha)− 4 dim(Ha) , (6.59)
where cox(Ha) is the dual Coxeter number of the group Ha. Furthermore we need the number of fields
transforming in the matter representations of unbroken gauge group G, G ⊃ ⊗na=1Ha×G. Decomposing
adj (G) =∑i(Ri,Mi) one has from the index theorem that the number of fields in theMi representation
is
NMi =
1
2
∫
K3
c2(V ) index(Ri)− dim(Ri) . (6.60)
• If we embed just the holonomy group H = SU(2) into one E8 factor, E8 ⊃ SU(2) × E7 , we get,
since h =
∫
K3
c2(V ) =
∫
K3
c2(TK3) = 24 from (6.59): 48 − 3 quaternionic scalars of hyper multiplets.
From the universal gravitational sector we get h1,1(K3) = 20 further scalars. The number of 56 is
N56 = 10 by (6.60). One can use the latter fields to Higgs the E7 gauge group completely. This
gives rise to (56 · 10 − 133) further neutral scalars. To summarize, the number of hypermultipletts is
45 + 20 + 427 = 492 and the number of vector multiplets is rank(E8 × U(1)2) = 10 plus the dilaton51,
i.e. (#H,#V ) = (492, 11).
• Similarly if we take two SU(2) gauge bundles with h1 = 12 and h2 = 12 and embed them symmetrically
into the two E8-factors we get from (6.59) 2·(24−3) and from (6.60) and complete higgsing: 2·(4·56−133)
plus 20 hyper multiplets and three vector multiplets; i.e. (#M,#V ) = (244, 3). This model may be
called (STU) model, because it contains the dilaton S and the Ka¨hler and the complex modulus of the
T 2 in K3× T 2, which were called previously T and U .
• For a last example take three copies of SU(2) gauge bundles with h1 = h2 = 10 and h3 = 4 and
embed them into the three factors of G where GT 2 = SU(2)× U(1) this yields 2 · (20− 3) + (8 − 3) +
50Which is, by the way, not unique as there exist CY which admit several (even infinitely) many possible projection
maps with F = K3.
51One other vector the graviphoton sits in the gravitational multiplet, but does not correspond to a modulus
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20 + 2(3 · 56 − 133) = 129 hypermultipletts and only two vector multiplets, the reason is that we had
to fix one modulus, say the complex one, of the torus to the GT 2 = SU(2)× U(1) enhancement point,
i.e. (#H,#V ) = (129, 2). So we may call this the (ST ) model.
The moduli space of these theories is again governed by the N = 2 supersymmetry and has therefore
the basic structure
Mhet = K#V ⊗Q#H . (6.61)
Comparing that with (6.17) we see that the most naive macroscopic requirement on potential dual IIa
compactifications for the three heterotic string theories discussed above, is that the CY manifolds should
have (h1,1, h2,1) = (11, 491), (3, 243) and (2, 128). Indeed such CY manifolds exist in the lists of [86],
namely the K3 fibrations X84(1, 1, 12, 28, 42), X24(1, 1, 2, 8, 12) and X12(1, 1, 2, 2, 6). As is turns out by
a closer analysis of these potential pairs this identification [7] is almost correct. The rectification is that
the second model with SU(2)2 instanton numbers (h1 = 12, h2 = 12) has to be identified with a closely
related K3 fibration, which is is most easily characterized as an elliptic fibration over IP1 × IP1 =: F0.
The X24(1, 1, 2, 8, 12) CY, which can also be viewed as elliptic fibration over the Hirzebruch surface F2,
corresponds actually to the heterotic model with SU(2)2 instanton numbers (h1 = 10, h2 = 14) [170].
As the weak coupling behavior is the same as in the (STU) model we call this (STU)′′ model. In general
it has been shown using F -theory compactification to six dimensions that (h1 = 12 − k, h2 = 12 + k)
heterotic strings correspond to elliptic fibrations over Fk Hirzebruch surfaces [171].
The conjectured identification between the heterotic vector multiplet moduli space on K3 × T 2
and the Ka¨hler moduli space of CY spaces, implies a wealth of strange strong coupling physics for the
heterotic string. In particular it is known that the CY moduli-spaces are connected by transitions,
at least [148] [173] for the wide class of examples in [86] and complete intersections [174] in which
the dimension of the Ka¨hler moduli space ranges between 1 − 491. The above conjecture would be
incomplete if it would not be possible to follow this transitions on the heterotic side. The dimensions
of the vector moduli space and so the maximal rank of the gauge group is bounded in the perturbative
description of the heterotic string due to the simple fact that a vertex operator for abelian gauge boson
contributes with 1 to the central charge of the Virasoro algebra and hence rank(G) + 1 ≤ 22+ 1, where
the 1 comes from the dilaton modulus and the (-)22 from the ghost sector of the bosonic string. In
other words, there should be an enormous non-perturbative gauge-symmetry enhancement possible on
the heterotic side, which increases the rank of the gauge group to at least 491. One known mechanism
to obtain higher rank gauge groups is by small instantons as discussed in [175]. The fitting effect on
the Type II side comes from degenerate K3-fibers as was analyzed by in [176], corresponding transition
where studied in [177]. For a review on heterotic/typeII duality in six and also in four dimensions and
a more complete list of references to this subject see [178].
7 The (ST ) model, a concrete example
We want to now to exemplify all the formal concepts about mirror symmetry, moduli spaces and
type II/heterotic duality that we discussed in the last sections with a simple K3-fibration Calabi-Yau
manifold. This K3-fibration is dual to the heterotic string (ST ) model, defined in the last section.
The manifold is given by a degree k = 12 hypersurface constraint in a weighted IP4(1, 1, 2, 2, 6).
According to (5.16) the first Chern class vanishes c1(TX) = 0. We can represent this manifold as the
zero of
p0 = a1x
12
1 + a2x
12
2 + a3x
6
3 + a4x
6
4 + a5x
2
5 , (7.1)
which is clearly transversal. The subscript ‘0’ refers to the fact that we can perturb the polynomial by
monomial perturbations which are also of degree 12. It is not difficult to find all possible, up to weighted
homogeneous coordinate transformations, 126 monomial independent perturbations of degree 12. The
coefficients of these monomials in the general 12th order polynomial are coordinates in the complex
structure moduli space. This CY manifold does however admit 128 complex structure deformations, two
of which have no algebraic description in terms of a monomial perturbation of the defining polynomial52
52One can find related representations in which all deformations are geometric see e.g. [148]
55
p0. This model thus has h
2,1 = 128. The two non-geometric representations will be interpreted in section
(7.3). To count the h1,1 forms, we would like to count the dual homologically inequivalent sub manifolds
of codimension one in X , called divisors. As it turns out these come all in this simple example from
restrictions of divisors classes of the ambient space IP4(1, 1, 2, 2, 6). These divisors classes are not yet
visible in the parameterization used in (7.1). The reason is, that we are working with a singular model.
As we already mentioned weighted projective spaces have ZN singularities due to nontrivial (common)
factors in the weights, here a Z2 hyperplane H given by x1 = x2 = 0 and a Z6 singular point P given by
x1 = . . . = x4 = 0. The constraint p0 = 0 meets H but not P , so we will need at least a representation
of IP(~w) in which the Z2 singularity is resolved. That can be achieved following [188] by introducing
more coordinates53 (x0;x1, . . . , x6) ∈ IC7 and more equivalence relations
(x0;x1, . . . xr) ∼ (λl
(k)
0
(k) x0;λ
l
(k)
1
(k) x1, . . . , λ
l(k)r
(k) xr)
with
{
l(1) = (−6; 0, 0, 1, 1, 3, 1)
l(2) = ( 0; 1, 1, 0, 0, 0,−2)
(7.2)
and λ(i) ∈ IC∗. Similar as the locus x1 = . . . = xn+1 = 0 in the definition for the IPn(~w) one has also
here some forbidden loci, the technical terminus is Stanley-Reisner ideal, which have to be subtracted
from IC7, so that the IC∗-actions are well defined. Here it is x3 = . . . = x6 = 0 and x1 = x2 = 0. In
fact dropping the x0 coordinate (7.2) together with the Stanley-Reisner ideal defines the toric variety
of the partly resolved IP4(1, 1, 2, 2, 6), the associated polyhedron is the convex hull of ν(1) = (1, 0, 0, 0),
ν(2) = (−1,−2,−2,−6) ν(3) = (0, 1, 0, 0), ν(4) = (0, 0, 1, 0), ν(5) = (0, 0, 0, 1), and ν(6) = (0,−1,−1,−3)
compare appendix E. This partial resolution of IP(1, 1, 2, 2, 6) fits the general description of a resolution
given below (7.23) and the map π is just the identity outside the exeptional locus x6 = 0. Namely if
x6 6= 0 we can use one IC∗ action to set it to x6 = 1 and the remaining IC∗ action which respects this
(gauge) choice: l = (1, 1, 2, 2, 6, 0) is the one of the IP(1, 1, 2, 2, 6).
We now write the CY manifold as zero locus of the “proper transform” of the polynomial (7.1)
p0 = x0(x
6
6(x
12
1 + x
12
2 ) + x
6
3 + x
6
4 + x
2
5), (7.3)
which is invariant under (7.2) and restricts to (7.1) if we set the new coordinates x0 and x6 to 1. Looking
at (7.3) it is nicely visible that there is a new divisor at x6 = 0, which is a ruled surface over the curve C
defined by x63+x
6
4+x
2
5 = 0, with fiber IP
1. The (x1 : x2) can be viewed as the homogeneous coordinates
of that IP1. Beside this divisor there are the old divisors at xi = 0 i = 1, . . . , 5, from which we obtain
one additional independent divisor class (E.4), so that one has two divisor classes and hence h1,1 = 2.
Also visible is the K3 fibration structure: if we fix a point in the IP1 (7.3) defines a hypersurface of
degree 6 in IP3(1, 1, 1, 3) denoted X6(1, 1, 1, 3), which is a K3 according to the criterion (5.16).
The mirror will be defined in this example54 by orbifolding (7.1) w.r.t. Gmax of (6.12). Gmax has the
following three generators g1 : (x1, x2, x3, x4, x5) 7→ (x1µ1, x2µ111 , x3, x4, x5) g2 : (x1, x2, x3, x4, x5) 7→
(x1µ
2
2, x2, x3µ
10
2 , x4, x5) g3 : (x1, x2, x3, x4, x5) 7→ (x1µ23, x2, x3, x4µ10, x5) with µi 12th unit roots µ12i =
1. Of the 126 possible monomial perturbations only two survive the orbifolding by the discrete phase
symmetry, which we now display
p∗ = p0 + a0x1x2x3x4x5 + a6(x4x5)6 (7.4)
The mirror can again be expressed as the vanishing locus the transverse polynomial p∗ in an embedding
space with the same weights as for the original CY. To show that the manifold X∗ so defined also has
h1,1(X∗) = 128 takes more effort. One has to resolve the singularities introduced by the orbifolding and
count the divisors that have to be introduced in the process of resolution of the singularities. There
exists a completly systematic approach using toric geometry how to do this [180].
53It is convenient but not necessary to also add x0 at this point.
54This method of constructing the mirror can very significantly be generalized by the reflexive polyhedra construction
pioneered by Batyrev [180] [140] [153].
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• The Picard-Fuchs equations and its solutions: As in the example in appendix C the manifold (7.4) is
redundantly parameterized; here we have a ( IC∗)5 action on the ai. With some prescience one chooses
the following invariant parameters yk = (−1)l
(k)
0
∏6
i=0 a
l
(k)
i
i . The point here is that, since the l
(k) are
actually the Mori-cone edges, the yk are not only invariant but actually the parameterization whose
origin yi = 0 is the point of maximal unipotent monodromy, see appendix D,E . As a consequence
the period vector takes the form (D.5). The Picard-Fuchs equations can derived in this case as in
appendix C, using the scaling symmetries alone. The relevant operators identities on the integrals over
the holomorphic (3, 0) form (C.2) are
∏
l
(k)
i
>0
(
∂
∂ai
)l(k)
i
=
∏
l
(k)
i
<0
(
∂
∂ai
)−l(k)
i
. (7.5)
Rewriting that in the x˜ = y1 and y˜ = y2 variables we get, after factorizing the six’th order operator
from l(1) to a third order one, the following operators [140]
L1 = θx˜2(θx˜ − 2θy˜)− 8x˜(6θx˜ + 5)(6θx˜ + 3)(6θx˜ + 1)
L2 = θy˜2 − y˜(2θy˜ − θx˜ + 1)(2θy˜ − θx˜) (7.6)
The topological triple intersection numbers can be calculated using (D.9) (up to a normalization see
[141] [146], for further explanations) or classical intersection theory (see appendix E) [143] [182] to be
C0111 = 4, C
0
112 = 2, (7.7)
where the ‘2’ refers to the dilaton whose divisor class is the fiber. The dual curve is the IP1 base of the
K3-fibration and in particular by the identification (6.56)
tS := t2 := 4πiS (7.8)
the dilaton modulus is identified with the ‘size’ of the base of the K3-fibration. The modulus tT := t1
controls the size of a curve in the K3-fiber. The classical couplings specify the solutions according to
(D.5) as Π(0) = S0, Π
(1)
1 = l1S0 + S1, Π
(1)
2 = l2S0 + S2, Π
(2)
1 = 4 (l
2
1S0/2 + l1S1 + S11) + 2 (l1l2S0 +
l1S2+ l2S1+S12), Π
(2)
2 = 2 (l
2
1S0/2+ l1S1+S11), Π
(3) = 4(l31S0/6+ l
2
1S1/2+ . . .)+2(l
2
1l2S0/2+ l
2
1S2/2+
l1l2S1 + . . .),
Moreover we calculate (see appendix E)∫
X
c2α1 = 24,
∫
X
c2α2 = 52 . (7.9)
• Singularities : The manifold p∗ = 0 is transverse for generic values of the moduli. It, however, fails
to be transverse if one of following discriminant vanishes
∆c = (1− x)2 − x2y, ∆s = (1− 4y) (7.10)
where we have rescaled the coordinates x = 1728x˜ and y = 4y˜. See last paragraph of appendix C for
hints how to calculate (7.10) for (7.4).
The nature of this singularities is a follows: ∆c = 0 is a conifold locus in the moduli space. For
these values of the moduli the manifold X∗ develops an isolated singularity called node, or ordinary
double point. It is characterized by the fact that p = 0 and dp = 0, but already the matrix of second
derivatives is non-degenerate. As such it is the most harmless failure of transversality which is possible.
The leading terms of a multi Taylor expansion around the singular point in the CY can be brought to
the form
4∑
i=1
ζ2i = 0 .
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This is a cone with the singularity at the appex which coincides with the orign. In order to analyse
its base one intersects the cone with a real seven sphere
∑4
i=1 |ζi|2 = 2r2 following [151] [174]. The
intersection is characterized by the equations ~x · ~x = r2, ~y · ~y = r2 and ~x · ~y = 0, where ζk = xk + iyk.
For each point on the x-S3 defined by the first equation, the last two equations describe a hyperplane
intersecting with the y-S3 giving thereby a S2. As there are no non-trivial fibrations F : S2 → F → S3
the base of the cone is actually S3 × S2. As a consequence one can desingularize the appex of the cone
by replacing it with an S3 or an S2.
In fact the cycle V vanishes as S3, when we approach the conifold point. Vice versa there is always
the possiblity of resolving the node by the S3 by just deforming the complex structure away from
∆c = 0.
For the CY to develop nodes we must fix some complex structure moduli. On the other hand one
can resolve the nodes also by a so called small resolution in which the node is resolved by the S2 [189]
[174]. Roughly speaking the size of the S2 can become a new Ka¨hler modulus. In this process one
can hence drastically change the topology in a transition which decreases b3 = dim(H
3) and increases
b2 = dim(H
2). However after the small resolution the new manifold Xˆ is not necessarily Ka¨hler. E.g. in
our case at we cannot make the transition, without loosing the Ka¨hler property. Doing it nevertheless
might in fact lead to an interesting mechanism for supersymmetry breaking [151]. It was analyzed
e.g. in [190], when a configuration of nodes can be small resolved so that the new smooth manifold
is still projective algebraic, which implies that it is Ka¨hler. In this situation neither all S3s vanishing
at different nodes nor all the blown up S2s are homologically inequivalent in X and Xˆ respectively.
Remarkably, as it was demonstrated in [172] on the type IIb side, the changes in the Hodge numbers
in these “allowed” transitions fit perfectly the physical picture of the Higgs effect by giving vevs to the
massless hypermultiplets (black holes)nothing more then a Higgs effect !
The nature of the second singularity for the manifold X is most easily deciphered by noting that
the second differential equation L2|x=0 can be integrated in terms of elementary functions
tS =
1
2πi
log
(
1− 2y − 2√1− 4y
2y
)
. (7.11)
The “area” tS becomes zero at y = 1/4, this correspond physically to strongly coupled heterotic string
theory. Since tS resolves the ZZ2 singular curve we get a non-isolated singularity all along C.
As an aside: Shrinkings of isolated IP1’s were discussed in [166] in the context of flops. In this
case after blowing down the IP1 one can blow up a topologically different one. This can lead to mild
topology changes, mild in the sense that the Hodge numbers will not change. Such changes are called
birational transformation in the mathematical literature.
In the case of the non-isolated IP1 one finds a far more drastically topology changing transition
possible at the singularity, which also changes the Witten index (Euler number) [156] [159]. Thanks
to our new understanding of non-perturbative string physics, this transition is physically perfectly
smooth, in fact as in the conifold case it is nothing more then the Higgs effect, but with an additional
enhancement of an SU(2) group. Compare [6] and (7.3).
In addition to these singularities we see, most easily from the differential equations, that there are
further regular singularities at x = 0 and y = 0 meeting normally at the large complex structure point.
Other singularities can found similarly by transforming (7.6) into other coordinate patches. They are
at x−1 = 0 y−1 = 0 and xy−1 = 0, comp. [144]. In Fig.11 we show schematical drawing of the singular
loci in the moduli space. It is analogous to the situation in the X8(1, 1, 2, 2, 2) model discussed in great
detail in [144]. The only difference is that the variables [140] we use here automatically resolve the
large complex structure point to divisors with normal crossing.
7.1 Weak coupling tests or modular functions again
According to our identification of the dilaton (6.56 7.8) weak coupling is at y = 0. Let us check the
weak coupling structure of the ST model in particular the one loop corrected heterotic gauge coupling.
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Figure 11: Singularities in the vector moduli space of the ST model.
This appears in the second derivative of the prepotential (6.53)
FhetTT ∼ S˜ + log(j(T )− j(i)), (7.12)
where S˜ is the so called tree-level dilaton. The relation between this tree-level dilaton and the geomet-
rical dilaton (6.56) is defined by formula (7.16). As the T modulus is on the heterotic string side the
space time-modulus of the torus and we have space-time modular modular invariance the corresponding
one-loop function must be some modular invariant of the corresponding SL(2,ZZ) action on T . That
fact and some knowledge about the asymptotic enables the explicit calculation of this contribution to
(7.12) [184].
What is the reason for the appearance of modular functions on the type II side ? Taking a look
back at the way we derived the differential equations we will recognize (7.2) as the fundamental data.
We may interpret them as follows: Take the exponents of the monomials in the polynomial (7.4) as
integer coordinates for points in ZZ5, the convex hull of them is called the Newton polytope [109]
[143]. Because of the quasihomogenity of (7.4) they lie actually in a 4 d hyperplane. The l(k) are just
coefficients of linear relations between the points. Especially the l(1) is a linear relation between points
in the K3 Newton polyhedron of the mirror of X6(1, 1, 1, 3) and in the limit y˜ → 0 the first operator in
(7.6) approach the PF equation for the K3 and the periods Π(0), Π
(1)
1 and Π
(2)
2 approach the periods
̟0, ̟1, ̟2 of the K3. Unlike as in the odd case we get for a even complex dimensional manifold from
(6.47) by (4.7) an algebraic relation for the periods55, here for a one modulus K3 family ̟0̟2 = ̟
2
1.
In particular if we normalize the periods such that ˜̟ 0 = 1 and ˜̟ 1 = t := ̟1/̟0 then it must be that
˜̟ 2 = t
2 and the Picard-Fuchs operator looks in the t coordinates simply L˜ = ∂3t . By rescaling ̟ we
can write any third order differential equation like e.g. L1|y˜=0̟ = 0 in the form56 y′′′+4Qy′+Ry = 0.
As it was observed in [185] this can be further transformed by
{t, x˜} = 2Q , (7.13)
y dtdx˜ =: u(t) and I
(
dt
dx˜
)3
= R − 2Q into the form L˜u = (∂3t + I)u = 0. Here I is an invariant of the
equation, which cannot transformed to zero by a change of the dependent or independent variable, so
for K3 PF equations it must be zero from the outset. On the other hand (7.13) determines the mirror
55For K3 we get this algebraic relation from (6.47). For CY threefolds we get differential relations from which special
geometry follows. For the CY fourfolds we get a mixture of differential and algebraic relations, which ensure among other
things the associativity of the correlation functions of the topological B-model, comp. appendix D [159].
56For reference write it first in the form ̟′′′ + 3p̟′′ + 3q̟′ + r̟ = 0. Then rescale ̟ = y exp(−
∫
pdx˜) which does
not affect t. That gives Q = 3
4
(q − p2 − p′) and R = r − 3pq + 2p3 − p′′.
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map. In particular for L1|y˜=0̟ = 0 one finds
Q =
1− 1968x˜+ 2654208x˜2
4x˜2(−1 + 1728x˜)2 .
Equating that with (4.19) we get a so called consumerability relation of J with x˜, with shows in this
case simply
x˜(t) =
1
1728J(t)
or x(t) =
1728
j(t)
. (7.14)
This and other consumerability relations have been observed in [181] for various cases of one parameter
families of K3. In particular they show that the inverse mirror map x(t) ofK3 surfaces is a Hauptmodul
of various subgroups of SL(2, IR) related to subgroups of SL(2,ZZ) by adding Atkin-Lehner involutions
see [181] [191].
To check the heterotic one-loop correction (7.12) we have to calculate the Type II prepotential.
This can be done following [141] [140] [144]. We will take the route of first computing the three-point
functions on X∗ by the method discussed in (6.2.4). One finds
Cxxx =
4
(1728)3∆cx3
, Cxxy =
2− 2x
(1728)24∆cx2y
,
Cxyy =
2x− 1
421728∆c∆sxy
, Cyyy =
1− x+ y − 3xy
432∆c∆2sy
2
.
(7.15)
We have already identified from the classical terms the special inhomogeneous large radius coordinates ti,
defined concretely in (D.6), as the relevant ones for the comparison with the heterotic string prepotential.
To transform the couplings to these coordinates we use (6.45) and get
Ctitjtk =
∑
lmn
1
(Π(0))2
Cxlxmxn
∂xl
∂ti
∂xn
∂tj
∂xm
∂tk
.
Because of the K3 fibration structure the couplings KTSS = KSSS = 0 must vanish in the y → 0 limit.
To be more specific the limit is defined by qS˜ = e
−8π2S˜ → 0, where the relation between the tree-level
S˜ and the geometrical dilaton S is given by
y = qS˜f(q1) +O(q2), (7.16)
with ts := t2 = 4πiS, tT := t1.
The non-vanishing couplings in this limit are in the T , S˜ coordinates with Ctitjtk = Fijk
CTTT ∝ (∂T j(T ))
3
E4(T )j(T )(j(T )− j(i))2
CTTS˜ ∝
(∂T j(T ))
2
E4(T )j(T )(j(T )− j(i)) ,
(7.17)
where we used j(i) = 1728 and (Π(0))2(x(T )) = E4(T ).
Applying the identity (∂T j(T ))
2 ∝ E4(T )j(T )(j(T ) − j(i)) we see that this matches exactly the
one-loop correction
CTTT ≈ ∂T j(T )
(j(T )− j(i))
CTTS˜ ≈ 1
(7.18)
from the heterotic string [7] ! In the view of (6.34) one might be tempted to consider (7.17) as a direct
relation between modular functions and worldsheet instanton numbers, but due to the non-geometrical
choice of the variable S˜ the coefficients in (7.17) do not represent instanton contributions. Modular
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functions in the instanton expansion occur however if the Calabi-Yau contains del Pezzo divisors [145]
[147].
Similar, in their complexity even more striking matchings, can be observed is the (STU)′′-model57
[31]. In fact on the heterotic side the one-loop contribution could only be determined in leading order
(T − U) i.e. the CY calculation [140] is a simpler method to get the one-loop result. The main virtue
of the type II formulation is of course that on the CY the dilaton modulus of the heterotic string
is exactly treated as the spacetime moduli. The calculation on the CY gives exact non-perturbative
values for the gauge couplings the BPS masses and the couplings (6.57). Comparing the latter with the
perturbative heterotic string was subject of [192]. Just like in the Seiberg-Witten theory monodromies
on the CY moduli space are exact non-perturbative symmetries of the theory. Such exact symmetries
were discussed completly [8] for the (ST ) and in part [31] for the (STU)′′ model.
7.2 Deriving the Seiberg-Witten Theory from the Type II string:
The perturbative gauge symmetry enhancement on the heterotic side is described by the T dependent
momenta and windings energies for the heterotic string on the torus. Generically the gauge group is
broken to U(1) by the stringy Higgs effect but for T = i the W± gauge of a SU(2) become massless,
see [193] for a review. By (7.14) this locus is mapped to x = 1.
To decouple the string effects and the gravitational effects we want to take Mstring =
1√
α′
→ ∞
andMplanck →∞ to recover the Seiberg-Witten SU(2) field theory. Because of the asymptotic freedom
the bare coupling constant of the SU(2) theory must go to zero if the string scale is pushed to infinity.
We must take therefore y → 0 or said differently the volume Im tS ∼ 4πg2 of the base IP1 to infinity.
Taking both arguments together one finds that the region in the moduli space where we expect the
Seiberg-Witten theory is is near ∆c ∩W , with W := {y = 0} is the weak coupling divisor.
With a little insight in the nature of type II non-perturbative states we have not to refer to the
heterotic side. Finding the correct locus in the x, y plane is naturally a type IIb question. We expect
that the hypermultiplet, which becomes massless at the conifold [6] of of X∗, has to be identified with
the magnetic monopole of the Seiberg-Witten theory in the field theory limit. So again we are forced
to look at the intersection between y = 0 and ∆con = 0.
In the type IIa theory, where the K3 fibration is the valid picture, the light W± gauge bosons
come from to differently oriented two-branes wrapping around a non-isolated vanishing holomorphic
curve. Let us assume for the moment we know the this “curve” and its “area” tW± . According to the
interpretation of the W± as a single wrapping state of a two-brane we expect MW±/Mstring ∝ |tW± |,
i.e. to keep a finite W± mass we have to send the “area” to zero, when pushing the string scale to
infinity. The limits of tS and tW± are related by the running of the coupling constant, which is in the
weak coupling region given by the one–loop β-function
8π2
g2
= κ log
(
MW±
Λ
)
. (7.19)
in other words
exp(2πitS) ∼
(
Λ
MW±
)κ
(7.20)
where κ is th from the β-function (3.2) and by the multiplet of anomalies it is related to the way a
spacetime instanton of instanton number n is weighted in (3.11), e.g. in pure SU(2) by exp(2πints) =
(Λ4/a4)n. As a ∝ MW± is proportional to the “area” of the holomorphic curve we have the simple
double scaling limit
y ∼ exp(2πitS) ∼ ǫ4Λ4
tW± ∼ ǫ a .
(7.21)
57These perturbative results in the (STU)′′ apply also to the (STU) model.
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We have yet not given the precise relation between tW± and the x, y coordinates near the Seiberg-Witten
point. At this point one could use (7.14) and refer to string/string duality [194]. On the other hand
that information follows also from the resolution process to which we turn now. The naive question
which arises is how can we stay near the Seiberg-Witten point and still get a parameter, which plays the
roˆle of the u modulus of the Seiberg-Witten theory ? The most naive idea to introduce the direction in
which approach this point as parameter see Fig.12 is almost the correct answer. This is what physicst
would simply call a double scaling limit. Here we have to repeat this procedure two times. Let us
explain this important limit in some detail.
• Resolution of the Seiberg-Witten point to the Seiberg-Witten plane:
We discuss the resolution process with an example which encorporates the situation we are in-
terested in. This example and some introduction into the general theory of monodial or quadratic
transformations, commonly called blow ups, can be found in [213] [201]. The book of Laufer deals in
concrete terms with the desingularisation of the ADE surface singularities which become relevant in
the next chapter.
The example is the cusp defined by the affine equation in M = IC2,
∆ = b2 − a3 = 0 , (7.22)
which is singular at a = b = 0. The general idea is to introduce more variables and more (quadratic)
relations so that the singularity becomes weaker, i.e. in the new variables the first non vanishing
derivatives at the singular locus of ∆ are of lower order. This process is not unique, but as we know
from Hironakas work it can always be chosen such that we end up with a situation with only normal
crossing divisors [62]. In our example the first step is to introduce c, d subject to
ac = bd . (7.23)
As we want to have the direction (c/d) at a = b = 0 as the new coordinate, (c : d) must be homogeneous
coordinates of a IP1, i.e. (c, d) ∼ (λc, λd) λ ∈ IC∗ and the locus c = d = 0 is excluded. Eq. (7.23) defines
a holomorphic one to one map π−1 from the variety IC2 \ {~0} in the (a, b) parameterization to the one
Mˆ in the (a, b, c : d) parametrisation. But at a = b = 0 the new IP1 parametrized by the (c : d) becomes
unconstrained, see Fig.12.
That indicates the general setting for concept of the resolution of a complex manifold.
• For the resolution we search a smooth58 manifold Mˆ and a map π : Mˆ →M , such that π−1 : (M \S)→
(Mˆ \E) is a holomorphic one to one map outside the singular set S ∈M . The set E = π−1(S) is called
the exceptional divisor, here a IP1.
The singular divisor {∆ = 0} ∈M is modified after a finite iteration of these non-unique processes
into a set of regular divisors with normal crossing.
In fact in our case after the first blow up we still have a tangency between ∆ and IP1 also visible in
Fig.12, so we have to iterate the procedure.
In each step of the blow procedure we must check the structure of the singularity in all coordinate
patches of the IP1, i.e. here in the c = 1 chart with a = bd and in the d = 1 chart with b = ac. In the
present case the singularity is in the d = 1 chart and we continue the blow ups in this chart. In practice
one may keep track of the variables and choices of charts in form of a table 1. In the a, c coordinates
∆ looks like ∆ = a2(c2 − a) and at this point we make contact with leading pieces of the relevant
components of the CY discriminant y2 · ((1−x)2− y) ∼ y2 ·∆c in that region, by identifying (x− 1) = c
and y = a. The next steps in the blow up procedure appear in Fig.13. In the last step against the
arrow direction, which indicates π, we have the desired result all divisors are normal to each other.
The coordinates for the different normal crossings in the last blow up of Fig.13 must be such that
they move along the corresponding divisor, and can be read off from the table. At W ∩ E2 we can
use g = ac2 =
y
(x−1)2 and c = (x − 1) at E2 ∩ ∆c one must go away from (1 : 1) along E2, e.g. using
h− 1 = (x−1)2y − 1 and along ∆c c = (x− 1) is a good variable. Finally at E2 ∩E1, i.e. at the other tip
58In practice the resolution process is typically divided in several steps, so that Mˆ might be not smooth, but just less
singular then M .
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P 1
∆ 
∆
Figure 12: The first step in the resolution of the cusp. The righthand side shows a neighborhood of
the cusp singularity. The radial lines indicate the directions at a = b = 0. The exceptional IP1 is the
horizontal line on the lefthand side and each point on this IP1 corresponds to a particular direction.
As it is nicely visible in this picture the singularity of the cusp is smoothed by introducing the
direction at the singular point as the new coordinate of the new exceptional W := IP1.
E 1
E 1
E 2
a c = b d
c e = f a
g c = e h
∆
∆
∆
∆
W
W
W
Figure 13: The full blow up process.
of the E2, we use h =
1
g =
(x−1)2
y and along E1 e =
a
c =
y
(x−1) . In view of the identification y = ǫ
4Λ4
we must chose
(x − 1) = ǫ2u =: ǫ2Λ2√α, (7.24)
where u is the Seiberg-Witten variable, to keep the quotients finite and the dimensions correct. At the
various normal crossing the coordinates are then
W ∩ E2 : ( 1
α
, ǫ
√
α), ∆c ∩ E2 : (α − 1, ǫ
√
α),
E1 ∩ E2 : (α, ǫ√
α
)
and we identify the exceptional IP1 called E2 with the Seiberg-Witten IP
1 in Fig.5. This matches
perfectly the physical requirement that y and (1− x)2 have to be small at the same time and identifies
in leading order tW± with
√
1− x.
The relation between ǫ and α′ is defined by y = (α′)2e−SˆΛ4 so ǫ =
√
α′e−Sˆ/4. In particular we can
now solve the Picard-Fuchs equations in the prescribed variables and get the following local form of the
a b c d e f g h
∆ a a
3
2 a
1
2 1 a
1
2 1 1 1
W 0 0 c 1 0 1 0 1
E1 0 0 0 1 e 1 1 0
E2 0 0 0 1 0 1 g h
Table 1: Coordinates introduced in the blow up procedure.
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six solutions e.g. at W ∩ E2
1 +O(ǫ4u2), ǫ2u+O(ǫ4u2),√
α′a(α)(1 +O(ǫ2u)), −S(1 +O(ǫ4u2)),
ǫ2uS(1 +O(ǫ4u2)), √α′aD(α)(1 +O(ǫ2u)).
(7.25)
Especially the occurrence of the Seiberg-Witten periods aD(α) and a(α) (3.42) can be easily established
to all orders by analyzing the local form of the Picard-Fuchs operators. NearW ∩E2 x1 = y/(x−1)2 and
x2 = (x − 1) are good local variables. To compare the differential operator with (3.41)
√
α′ =
√
x1x
1
4
2
has to be commuted with the operators Li, i.e.
√
α′L˜if = Li
√
α′f before taking the limit x2 → 0. It is
then easy to establish that L˜1(x1, x2) acts in the limit trivially on the relevant periods while L˜2(x1, x2)
can be identified precisely with (3.41). That establishes the fact that the non-perturbative type II string
reproduces exactly the Seiberg-Witten result !
Of course the explicit solutions determine the exact non-perturbative gravitational corrections to
that result. It is an interesting question which properties of this corrections depend on the specific CY
manifold and which are universal.
Further properties of this model, especially the full non-perturbative monodromies, were worked
out in [8]. One can establish the fact that one has sub monodromies Γ with Γ ∈ SP(6,ZZ) acting as Γ˜
on the corresponding periods to define the Riemann-Hilbert problems
a.) with Γ˜ ∼ SL(2,ZZ), which explains the occurrence of the j-function in the weak coupling limit
and
b.) with Γ˜ ∼ Γ0(4), which is responsible for the occurrence of the Seiberg-Witten functions.
Beside that the whole non-perturbative structure of the effective supergravity action is encoded in
the periods of the CY and we will use it to investigate the strong coupling behaviour of the theory.
7.3 The strong coupling gauge symmetry enhancement and extremal tran-
sitions.
By the two highly non-trivial checks we might have gained enough confidence in our the identification
of the complex moduli space of X12(1, 1, 2, 2, 6) with the moduli space of the non-perturbative heterotic
string that we go now to explore genuine strong coupling behaviour of the (ST )-model. From the type
IIa theory point of view the understanding of the theory at the strong coupling singularity y = 1/4
is easier then at the Seiberg-Witten point. The reason is that the realization of the supersymmetric
vanishing cycle is geometrical simpler. As we have pointed out in (7.11) the holomorphically embedded
base IP1 shrinks down to a point with vanishing B-field over the genus 2 curve C z63 + z
6
4 + Z
2
5 = 0.
What makes the situation clear cut is that the vanishing of this holomorpic curve occurs at the boundary
of the Ka¨hler cone. What we expect from the non-isolated vanishing IP1 is a SU(2) gauge symmetry
enhancement, where theW± bosons come from wrapping the the type IIa brane around the non-isolated
IP1.
The question is what is the precise field especially the corresponding matter content? One rough tool
to address this question is the topological index. Let V be the period which vanishes at a component of
the discriminant. As was pointed out in [197] the contribution of that period to the singular behaviour
of the topological one-loop partition function [167] is
F1 = − b
12
logVV¯ , (7.26)
where b = #V −#H is the difference between the massless solitonic vector and hyper multiplets. In
particular the observation that b = −1 at all conifolds [141] was interpreted in [197] as confirmation of
the picture that one59 massless black hole appears at the conifold as suggested in [6]. This was further
checked from the terms (6.57) [168], especially second reference.
59The argument leading to (7.26) comes from a one-loop amplitude and the normalisation of b depends on the precise
normalization of the coupling. We chose it in (7.26) to fit the SU(2) conventions.
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Now at y = 1/4 the index b was determined in [156] [33] to be b = −1 · 2, i.e we have a surplus of
two hyper multiplets and the massless W± vector boson cannot be the full story. We will see in fact
that there will be four additional light hypermultiplets completing the two neutral hyper multiplets,
which are associated to the non-geometric deformation to two adjoints of SU(2).
One way to argue is from the transition between this manifold, through the strong coupling singu-
larity to a manifold, which is defined as a complete intersection of two polynomials60 of degrees (6, 2) in
IP5(1, 1, 1, 1, 1, 3) [156] [33]. The Hodge numbers change from h1,1 = 2 and h2,1 = 128 to h1,1 = 1 and
h2,1 = 129. Let us try to understand that as a Higgs mechanism and assume we have g =
|b|
2 + 1 new
hypermultiplets in the adjoint of the SU(2). The scalar potential (spelled out e.g. in [33]) shows that
we can give a vacuum expectation value to one of them. That breaks the SU(2) completly and reduces
the abelian vector multiplets by one: h1,1 → h1,1 − 1. Since the SU(2) is broken, the off diagonal parts
of the new hypermultiplets in the adjoint become neutral, i.e. the surplus of neutral hypermultiplets is
2g − 3 = |b| − 1 so the expected change of the Hodge number is h2,1 → h2,1 + |b| − 1. That behaviour
was indeed observed for the transition in question as well as for various transitions of analogous type
[156] [33]. Near the transition points the simple factorization (6.17) fails. That is not a big surprise due
to the presence of charged massless states. The easiest transition, without enhancement of the gauge
group, is the one at the conifold which was discussed by [6] [172].
For a more direct way to obtain the matter content consider, as in [33], the volume of the curve as
very large against the rest of the CY manifold. This is possible since at y = 1/4 the volume tW± = 0 is
zero independently of the value of x and in particular we can choose x such that C becomes very large.
Now the compactification on the part with the vanishing IP1 leads in six dimensions to an N = (1, 1)
theory which has a vector, a complex scalar and two fermions, all in the adjoint of SU(2). The charged
parts stem from the IP1-wrapping modes of the D-2-branes.
The six dimensional theory has a global R symmetry SU(1)(2) × SU(2)(2). If one compactifies the
six dimensional theory on C× IR4 the six dimensional Lorentz SO(6) group splits into SO(4)×U(1) and
the representations of the four dimensional bosonic fields are collected below (SO(4) ∼ SU(2)× SU(2))
SO(4) × U(1) × SU(1)(2) × SU(2)(2)
Vµ (2, 2) 0 1 1
V++ (1, 1) 1 1 1
V−− (1, 1) −1 1 1
φ (1, 1) 0 2 2
Normally supersymmetry is broken upon compactification on C. To obtain an N = 2 supersymmetry
in four dimensions one has consider an exotic embedding of action of the Lorentz group generator J
of the U(1) on C into the R symmetry group [199]. The unbroken supercharges have to be scalars
under that action. The so called twisted JT was found in [33] to be related to the standard JS by
JT = JN − J (1)3 − J (2)3 . By the same argument as in the CY case, section (6.1.2), massless states are
linked to the cohomology of C. From their charges under JT one sees that the bosonic part of a vector
multiplet comes from h0,0 = 1 while the bosonic part of hypermultiplet comes from h1,0 = h0,1 = g.
Let us summarize the situation with a picture Fig.14.
If g > 1 the theories are not asymptotically free, but they can still be consistently defined when
embedded into the type II theory. The g = 1 case leads to a N = 4 spectrum and a conformal theory.
It is realized e.g. in the (STU)′′ model [156] [33] [149].
The generalisation to other ADE groups is more or less straightforward. An was discussed in terms
of toric diagrams in [156] [33]. In fact the singularity in the compactification space to six dimensions
can be described locally as in (2). The light gauge bosons come from the wrapping modes of the two
branes around the ADE sphere-tree, which is fibred over the holomorphic curve and the irreducible
divisors Dj are ruled surfaces over C. They will have an intersection form with the generic fibre which
60The instantons of this manifold were calculated first in [198].
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is the negative of Cartan-Matrix of the ADE group. The corresponding periods on the type IIb side
exhibit as monodromy the Weyl-group of the ADE algebra [156]. Further generalisations to non-simply
laced groups can be achieved in this context by considering an additional outer automorphism [212]
(twists) on the singularity as in [176] [195],see [207] for a discussion in a five dimensional M -theorie
compactification .
A simple D-brane picture for the non-compact An case was previously presented by [196]. The
D-brane approach can be generalized to the Dn series, by introducing orientifold planes. The E-cases
turn out to be less accessible using D-branes.
More general “Higgs” transitions involving k matter multiplets in the fundamental can be obtained,
when in addition to the divisors from the ADE sphere-tree a conic bundles over C with k singular line
pairs as exceptional fibers degenerate [149].
Let us end this section with a small overview what can happen if one approaches a codimension
one wall in the Ka¨hler cone of a CY threefold (compare [171] [207]):
• An isolated curve can collapse to zero volume. Physically that leads to a U(1) enhancement of the
gauge group and if flat directions to higgs exist to the type IIa perspective of the conifold transition as
described by [6] [172].
• A curve in a ruled surface can collapse leaving behind a curve singularity, which lead as we have just
discussed to an SU(2) gauge symmetry enhancement. The possibility to higgs by matter in the adjoint
leads to a so called extremal transition.
• A conical bundle can collapse, this can lead to matter in the fundamental and the corresponding
Higgs transitions were discussed in [149].
• A del Pezzo surface Bd d = 0, . . . , 8 can be contracted [171], which in six dimensions correspond on
the heterotic side corresponds to an Ed instanton shrinking to zero size and in the M -theory picture
to a tensionless string [202] [203], whose properties can be inferred by compactifying further on a S1
[204] [147]. Four dimensional interpretations of that situation where studied in [205] [206].
We understand some combinations of these contractions at higher codimensions in the Ka¨hlermoduli
space, as for instance the ADE enhancements. However higher codimension degeneration will exhibit
genuine new types of singularities [208], whose physical interpretation is not investigated yet.
8 Local Mirror symmetry
We have seen in the last section that the gauge theory and the matter content can be obtained from the
local singularity structure of the Calabi-Yau manifold. The situation can be analyzed in five dimensions
by compactifyingM -theory on the Calabi-Yau threefold [207], which clears the picture from worldsheet
instanton corrections. However thanks to mirror symmetry the worldsheet instantons are very well
under control and they are a crucial ingredient for the 4 dimensional non-perturbative gauge dynamics.
Recently remarkable progress has been made to give a strict mathematical proof for the part of the
mirror conjecture that we will need here [157], namely the relation of the worldsheet instanton sums to
the solutions of the differential equations that physicists have conjecturally provided. Because of (6.17)
type IIa space-time instantons corrections to the Ka¨hler moduli space of the type IIa theory are absent.
This gives us the possibility [10] to “proof” the Seiberg-Witten result from our present understanding
of some basic non-perturbative features of the type IIa theory.
8.1 Space-time versus Word-sheet Instantons:
Let us start with the the six dimensional picture as in the last section to relate the worldsheet instantons
of type IIa to space-time instantons. Here we have [10] from a K3 compactifiaction of the type IIa string
[209]
d ∗ (exp(−2φ)H = trR ∧R− trF ∧ F , (8.1)
where H is the 3-form field strength and φ is the dilaton. In our applications this is fibred over the base
IP1. To count a 4d space-time instanton number n we want to integrate trF ∧ F term over euclidian
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Figure 14: An Hirzebruch-Jung sphere tree with Ar (more generally ADE) intersection fibred over
a genus g Riemann surface inside the CY threefold will lead to an SU(r+1) (ADE) gauge group
with g matter multiplets in the adjoint. The non-abelian gauge boson become massless if the IP1s
in the fiber shrink, i.e. the irreducible components of the divisor, which are ruled surfaces over C,
shrink to a singular curve. At this boundary points in the moduli space the CY admits a “Higgs”
transition changing the Hodge numbers by h1,1 → h1,1− r and h2,1 → (2g− 2)
(
(r−1)
2
)
− r. If one
has in addition a conic bundle which splits in k-points over C into line pairs one gets in addition
k light matter multiplets in the fundamental representation of SU(r + 1), if this bundle is also
contracted.
space-time. As we are interested in the Mstr → 0 limit we may ignore the trR ∧ R term integrate
partially and relate that to
∫
S3
∗(exp(−2φ)H = n. But that is the wrapping number of a worldsheet
instanton which wraps n-times the base IP1 at the point x in the uncompactified 4d space-time. I.e. (8.1)
associates point-like spacetime gauge instanton with instanton number n to configurations of worldsheet
instantons wrapped n-times around the base.
8.2 Landau-Ginzburg description of the local A-model
As the enhanced gauge symmetry or other interesting physics arises when divisors shrink in the Calabi-
Yau space we are basically interested in a classification of three dimensional singularities, which can
be resolved by adding exeptional divisors without changing the canonical class. The canonical class of
the blown up manifold is K(Ξˆ) = K(Ξ) +
∑
aiEi, where Ei are the exceptional divisors. Depending
on how much the canonical class changes in the resolution process the singularities are said to have a
[208] terminal: ai > 0, canonical: ai ≥ 0 or crepant resolution: ai = 0. In the last case the singularity
is also called Gorenstein singularity and these are the most interesting ones, if we want to end up with
the same amount of supersymmetry after compactification of a supersymmetric theory on the resolved
and the unresolved space.
In two dimension the Gorenstein singularities are classified see [212] [213] for reviews. One can either
describe such a singularity by the quotient IC2/GF of IC
2 with respect to a finite subgroup GF ∈ SL(2, IC)
or as a hypersurface singularity. In two dimensions these two descriptions are equivalent and have a
beautiful ADE classification. The non-compact spaces IC/GF are known as ALE spaces the simplest
one with GF = diag(−1,−1) being the Eguchi-Hansen space OIP1(−2) and unlike in the compact case
(K3) the metric on them can be studied explicitly [90] [214].
In the table below we show the classification and the correspondence. The way the index k appears
seems slighty odd, but it is put this way to highlight an other beautiful connection namely the one
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Group Level HS-singularity GF order(GF )
Ak+1 k ∈ IN+ W = xk+2 + yz ZZr+2 k+2
D k
2+2
k
2 ∈ IN+ W = x
k+2
2 + xy2 + z2 D k
2
2k
E6, k = 10 W = x
3 + y4 + z2 T 24
E7, k = 18 W = x
3 + xy3 + z2 O 48
E8, k = 30 W = x
3 + y5 + z2 I 120
Table 2: ADE classification of rational double points and Kleinian groups.
to the minimal rational N = 2 superconformal field theories at level k of sect.(6.1.1). Here Dn is
dihihedral group, and T, O and I are discrete space goups leaving the tetrahedron the octahedron and
the icosahedron invariant.
In three dimensions we have a classification of the discrete subgroups GF ∈ SL(3, IC) [216] and
S. Roan constructs [217] crepant resolutions for all IC3/GF . All these cases (A)-(J) can be analysed
physically, e.g. within the (A) case of Blichfeldt the choice GF = diag(α, α, α
2r) with α2r+2 = 1 leads
to Ar gauge groups in four dimension. Differently then in two dimensions the quotient singularities will
not be equivalent with hypersurface singularities.
Since we are mainly interested in asymptotic free gauge groups without matter in the adjoint we
consider reducible configurations of divisors S whose irreducible components Ci are ruled surfaces as in
the last section but now over IP1. To get pure Yang-Mills theory we furthermore first assume that there
are no exceptional fibers in the ruled surfaces. As we already metioned GF = diag(α, α, α
2r) leads to
the Ar case.
The description of the local geometry on the type IIa side is given by a non-compact Calabi-Yau
threefold Ξ, which contains the configuration S and the non-compact direction is given by the canonical
linebundle of S, i.e. the total space is Ξ = OS(KS) and by the adjunction formula it has vanishing first
Chern class. In the simplest case of SU(2) we can choose for S one of the ruled surfaces F0 = IP
1× IP1,
F1 or F2, the difference between them will become irrelevant in the rigid field theory limit. We will
focus on the F2 case, which can be compactified e.g. to the (STU)
′′ hypersurface X24(1, 1, 2, 8, 12). Our
advantage is however that our arguments are locally, and can applied whenever such a surface becomes
small inside a not necessarily compact CY threefold. In fact as we see in Fig.17, we can immediatly
generalize to situations with arbitrary rank of the gauge group. In case of very high rank we cannot
not expect in general to find a compactification to a Calabi-Yau threefold. In the noncompact case
c1(Ξ) = 0 does not necessarily imply the existence of a ricciflat metric, which become the standard flat
metric at infinity.
The local situation can be rephrased in terms of a N = 2 gauged Landau-Ginzburg model with
abelian gauge group U(1)n [210]. The defining data are the charges of the n + 3-fields l(k) =
(q
(k)
0 ; q1, . . . , q
(k)
n+2). Non-anomalous R-symmetry implies that the charges must fulfill
∑n+2
i=0 q
(k)
i = 0,
which, morally an equivalent of (5.16), ensures trivialiy of the canonical bundle of Ξ. The space-time
geometry we are interested in is actually the moduli space of that theory. So we must analyse the zero
locus of the scalar potential. The charge vectors for the model are
l(1) = ( 0; 1, 1,−2, 0)
l(2) = (−2; 0, 0, 1, 1) . (8.2)
Since we have no D terms the scalar potential is given by [210]
U =
e21
2
(|x1|2 + |x2|2 − 2|x3|3 − r1)2 + e
2
2
2
(|x3|2 + |x4|2 − 2|x0|3 − r2)2 (8.3)
If r1 and r2 are positive, which is an equivalent way of saying that we are inside the Ka¨hlercone of the
geometrical phase of our model, then we cannot have x1 = x2 = 0 or x3 = x4 = 0. As usual we denote
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the loci xi = 0 as divisors D˜i in our case D˜i are non-compact divisors in Ξ. D˜0 on the other hand is
easily recognized as the Hirzebruch surface F2. The scaling relations specified by (8.2) act analogous to
(7.2) on the (x0, . . . , x4) and define for x0 = 0 the F2 surface. Physically they corresponds to the U(1)
2
gauge freedom and the possibility to rescale the parameters in the potential r1, r2 ∈ IR+. Moreover we
have the correct excluded loci, or Stanley-Reisner ideals, to match the F2 description, compare [170]
and appendix E.
There are useful mneneotechnic diagrams for this kind of manifolds called toric diagrams, which
makes it easy to visualize the homological dependencies between the divisors [143] as linear dependencies
of points. We will give review some basic facts about this subject in appendix E. Using that it is easy
to see that the compact divisors inside the Hirzebruch surface F2 D˜i = Di ∩ D0 are the class of the
fiber F˜ = D˜1 = D˜2, a section S˜ = D˜3 and a disjoint section S˜
′ = D˜4, which generate the cohomology
of F2 modulo a relation S˜
′ = 2F˜ + S˜. Using the formalism of appendix E we readily calculate S˜2 = −2
F˜ 2 = 0, F˜ S˜ = 1 F˜ H˜ = 1. The divisor D0 is the restriction to F2 as a section of the canonical line
bundle. Using KF2 = −c1(TF2) and (E.5,E.4) we get KF2 = −(2S˜ + 4F˜ ).
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Figure 15: In the upper part of the picture we show the Hirzebruch-surfaces F0, F1, F2. If a
CY contains such a ruled surface, which can be contracted, we get pure SU(2). Local mirror
symmetry converts non-compact CY space OFn(KFn) into the Seiberg-Witten curve! Blowing up
the Fn once as shown in the lower part yields SU(2) with one matter multiplet, again local mirror
converts this into the SU(2) curve with matter.
Note that in cases of compact toric CY manifoldsX such as theX24(1, 1, 2, 8, 12) hypersurface the F2
polyhedron appears as face of the defining dual reflexive polyhedron ∆(F2), i.e. the non-compact affine
CY manifold arises by “forgetting” about the rest of the complete fan Σ(∆∗). The noncompact Calabi-
Yau manifold is defined by the fan Ξ∆ in IR
3 in Fig.16, comp. appendix E remark i). The contraction
of divisors to a singular variety with Gorenstein singularities appendix E remark iii), corresponds to
deleting the solidly drawn points in the interior of ∆ and leads to enhanced gauge symmetry.
8.3 Seiberg-Witten curves from the local B-model
We use now the construction of [180] to assign a local mirror description to the local A model geometry.
This construction assigns new variables yi i = 1, . . . r to every field in the gauged σ-model, which are
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F
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0
Figure 16: The fan Ξ∆ drawn for ∆ = ∆(F2). It lies in a one dimension higher space N
′
IR than
∆, and is defined as the set of points hit by rays from the origin {0} ∈ N ′IR through ∆¯, where ∆¯
is the convex hull of the points ν¯(i) = (1, ν(i)), which lie on a hyperplane of distance 1 from the
origin in N ′IR. Ξ∆ inherits its subdivison in a fan from the triangulation of ∆. In this setting ∆
is often called the trace of Ξ∆.
subject to relations defined from the U(1)k charge vectors l(i) i = 1, . . . , k as∏
l
(i)
n >0
y
l(i)n
n =
∏
l
(i)
n <0
y
−l(i)n
n (8.4)
where we left open the dimension for the moment. The mirror manifold Ξˆ is given by the r − k − 1
dimensional manifold [180]
P =
r∑
i=1
aiyi(ti) = 0 , (8.5)
where we solved the relations (8.4) in terms of r−k variables si which we will projectivize. This defines
an r−k−2-dimensional manifold, which encodes the local geometry of the A model and turns out to be
in the limit discussed in the previous section the Seiberg-Witten curve of the associated field-theory! In
addition to the curve we have to provide a meromorphic differential Λ whose periods fulfill the Picard-
Fuchs equations, which is associated to the quantum-cohomology of the A-model. These are derived
from the charge vectors as in (7.5) and are identically fulfilled by any period over the form
Λ = −res
(
log(P )
ds1
s1
∧ . . . ∧ dsr−k−2
sr−k−2
)
. (8.6)
In order to convert (7.5) into a differential equation involving only on the invariant parameters zi =
(−1)l(i)0 ∏n al(i)kn we must show that ∫C Λ depends only on the zi. This is essentially the case, in fact it
is easy to see that
∫
C Λ transforms at worst by a constant shift under the projective IC
∗ action on the
si as well as under the k IC
∗-star actions on the ai defined by the l(i). That is consistent with the fact
that the differential equation has the constant as solutions, as has to be expected for the Picard-Fuchs
equation for a meromorphic differential with non-vanishing residue.
Let us convert Λ for the relevant case r − k = 3 into a differential in a patch of the projective
coordinates s1, s2, s3. As usually C is a cycle on the 1-complex dimensional manifold and and γ is a
cycle around P = 0 enforcing the residue
−
∫
C
∫
γ
log(P )
ds1
s1
∧ ds2
s2
= −
∫
C
∫
γ
log(P )dlog(s1) ∧ ds2
s2
=∫
C
∫
γ
log(s1)
dP
P
∧ ds2
s2
=
∫
C
log(s1)
ds2
s2
=:
∫
C
λ .
(8.7)
For F2 the relations (8.4) are y1y2 = y
2
3 and y3y4 = y
2
0 and will be identically solved by identifying
(y0; y1, y2, y3, y4) = (st; sz, s/z, s, st
2). Projectivizing s = 1 gives
P = a1z + a2
1
z
+ a3 + a0t+ a4t
2 = 0 , (8.8)
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which depends de facto only on the good coordinates zS := z1 =
a1a2
a23
and zF := z2 =
a3a4
a20
and we
might use the ( IC∗)2-action to set a1 = a4 = 1 and in the following. The differential Λ becomes by (8.7)
λ = log(t)
dz
z
. (8.9)
What remains at this point is to implement the double scaling limit discussed in (7.21), i.e. zS ∼ ǫ4Λ4,
tW± = t2 ∼ ǫa. The corresponding scaling can be achieved by setting a3 = ǫ−2 and a2 = Λ4. Netxt we
bring (8.8) in the standard form (4.39); in order to get rid of the next to leading term in t we define
t =: (
√
2x− a0
2
) (8.10)
that converts (8.8) into
P = z +
Λ4
z
+ 2 (x2 − u) = 0 (8.11)
with u := − 12
(
a3 − a
2
0
4
)
. As u is required to be finite we must identify 2ǫ2u := −
(
1− 14z2
)
, which
gives precisely the definition of the Seiberg-Witten curve in the physical limit ! Inserting (8.10) into
(8.9) shows that the leading pieces of the periods can go with∫
log(x −O(ǫ))dz
z
= − log(O(ǫ))
∫
dz
z
+ ǫ
∫
x
dz
z
.
In fact the residue around the first term reproduces periods which go with (1 or S)+ . . . and the residue
around the second term reproduces periods, which go with
√
α′(a or aD) in agreement with (7.25).
8.4 Including matter
The inclusion of matter on the type IIa side is very simple. Basically we have to introduce in the ruled
surface over the IP1 a singular fiber which splits into two IP1s as indicated in figure Fig.15. This is the
situation explained more generally in [211]. Similar as in (7.3) one may start the consideration in six
dimensions with a configuration of vanishing cycles, which give rise to a gauge group G of rank r + 1
with a vector, a complex scalar and two fermions, all in the adjoint. Let us consider a decomposition
of G into H × U(1) ⊂ G. After fibering that configuration, the position on the base can be viewed
in the right geometric setting as the scalar vev in the U(1) direction of the Cartan subalgebra of G,
which breakes the group generically to H except at the point where the scalar vev is zero. That
leaves generically a gauge group H with matter from the decomposition of the complex scalar (and the
fermionic completion) into H × U(1). Here we have simply SU(2) × U(1) ⊂ SU(3) and expect one
matter hypermultiplet in the fundamental representation.
The toric description of the situation is depicted in Fig.15 and the toric data are
K F F − E E S S′
D0 D1 D2 D3 D4 D5(
0
0
) (−2
−1
) (
0
1
) (
1
1
) (−1
0
) (
1
0
)
The corresponding charges of the U(1)3 gauged Landau-Ginzburg model can be obtained from the
calculation of the Mori-vectors
B : l(1) = ( 0; 1, 1, 0,−2, 0)
F − E : l(2) = (−1; 0,−1, 1, 1, 0)
E : l(3) = (−1; 0, 1,−1, 0, 1)
(8.12)
The relations (8.4) are fulfilled by introducing (st, zs, s/z, t/z, s, t2) which leads after projectivisa-
tion to the constraint
P = a1z + a2
1
z
+ a3
t
z
+ a4 + a0t+ a5t
2 = 0 .
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Replacing again t → √2x − 12a0 and substituting z → y − (x2 − u) we convert that precisely into the
form (4.23)
y2 = (x2 − u)2 − Λ3(x+m)
with the parameters
u = −1
2
(a4 − 1
4
a20), Λ
3 =
√
2a3, Λ
3m = (a2 − 1
2
a3a0) , (8.13)
In particular from (7.19) with (3.2) κ = 3 we know that zB ∼ ǫ3Λ3 and hence ((4zEzF−E)−1−1) ∼ 2ǫu2
and (zE − 12 ) ∼ Λ3mǫ, which is perfectly consistent with the picture of growing base, a mass generation
of the gauge boson from wrapping the D-2-brane around the non-isolated curve and a mass generation
of the hypermultiplet from wrapping the isolated curve.
8.5 Other Gauge groups
The toric diagrams for the generalizations to An groups are shown in Fig.17. Using this toric represen-
tation it is simple to calculate, using the the description given in appendix E, the following intersections
FCiCj =
{−2 if i = j
1 if |i − j| = 1
0 otherwise
. (8.14)
For An more matter in the fundamental representation can be easily added by further blowing up the
same toric diagram compare [207].
By exactly same construction as above, this reproduces the Seiberg-Witten curves, with more matter
in the fundamental representation.
C
C
C
2
n
1 C
C
Cn
2
1
S’
E
F-EF SF FS
S’
Figure 17: In the left part of the picture we show the trace of a three dimensional fan Ξ∆ with
apex at the origin with the hyperplane H at distance one from the origin, see figure 15 for the
definition of the trace. This toric diagram corresponds to a configuration of ruled surfaces over
IP1 indicated on the left. If all components Ci shrink simultaneously (or partly) we get Gorenstein
singularities in the non-compact Calabi-Yau and pure An (or a subgroup) as gauge theory. The
right part shows the modification by a IP1 blow up, which leads to one matter multiplet in the
fundamental representation.
• Field theory from worldsheet instantons: Let us finally comment on the detailed field theoretic
interpretation, which this picture assigns to certain worldsheet instantons. We consider the pure SU(2)
case and denote by Nn,m the instanton number of a worldsheet instanton, which wraps m-times around
the base and n-times around the fiber of the Hirzebruch surface Fn. The Ka¨hlermoduli of the fiber and
the base are t±W and tS respectively.
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We find N0,1 = −2, N0,i = 0, ∀i > 1. What is the field theoretic interpretation of this worldsheet
instanton contribution ? Using (7.21) and (6.53) we can express the gauge coupling as
−iτ = 4π
g2
+
θ
2πi
= ∂2
t±
W
F =
∞∑
n=0
∞∑
m=1
k=1
Nn,mm
2 q
nk
S q
mk
W±
k
.
In the perturbative limit we have to consider only the contributions with n = 0 and can sum over k to
obtain ∂2
t±
W
Fpert = −2
∑∞
k=1
qk
W±
k = 2 log(1− qW±). In the limit (7.21) qW± ∼ 1− ǫa and so −iτpert =
2 log(a) + const. + O(ǫ). In other words the instanton, which wraps only the base produces exactly
the one-loop contribution of the field theory. It is easy to see that one gets the general perturbative
one-loop part (4.36) if one replaces the IP1 by a ADE Hirzebruch-Jung sphere three.
More generally it was observed in [10] that the spacetime instantons Fn in the expansion (3.12),
which are made explicit in the table above (3.44), describe nothing else then the growth of the worldsheet
instantons. More precisely if we parameterize the growth by Nn,m = γnm
4n−3 then Fn = 23(3n−1)(4n−3)! γn.
Acknowledgments
It is a pleasure to thank Per Berglund, Shinobu Hosono, Sheldon Katz, Bong Lian, Peter Mayr, Wolf-
gang Lerche, Shir-Shyr Roan, Rolf Schimmrigk, Stefan Theisen, Cumrun Vafa, Niclas Warner, Shimon
Yankielowicz and Shing-Tung Yau for collaborations on these subjects. Also I would like to thank Eric
Zaslow for discussions and Micha l Spalinski for reading parts of the manuscript.
A BPS multiplets
Let us briefly remind the reader about a basic fact from the representation theory of extended super-
symmetry algebras [88]. If N > 1 the general supersymmetry algebra
{QIα, Qβ˙ J} = 2σµαβPµδIJ
{QIα, QJβ} = 2
√
2εαβZ
IJ
{Qα˙I , Qβ˙J} = 2
√
2εα˙β˙Z
∗
IJ
(A.1)
allows in general for a nonvanishing central extension ZIJ , I, J = 1, . . . , N , which is antisymmetric in
IJ . For N even one can skew-diagonalize Z = ε⊗ diag(Z1, . . . ZN
2
) by a basis transformation. Defining
new generators kδ±α , k = 1, . . . ,
N
2
kδ±α =
1
2
(
Q2k−1α ± εαβ(Q2kβ )
†)
(A.2)
we can write the supersymmetry algebra in the restframe (P0 =M) in the form
{kδ±α , (kδ±β )
†} = δαβ(M ±
√
2Zk) , (A.3)
where all other anticommutators vanish. As the physical Hilbert space norm must be positive definit
〈φ|{. . .}|φ〉 ≥ 0 one hasM ≥ √2|Zk|. If none of these inequalities is saturated one gets 22N states, which
can be built by application of the creation and annihilation operators on a “vacuum” state, which allows
for a representation with highest possible spin difference. Those representations are called ‘long’. If r
of these inequalities are saturated one gets in the same way only 22N−r states and the corresponding
representations are called short, ultrashort etc. In particular for N = 2 the short multiplet is the
BPS-multiplet and, as mentioned, those states can be viewed as topological subsector of the theory.
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B Some properties of the fundamental region of discrete sub-
groups in PSL(2, IR)
The upper half plane IH is parameterized by τ = x + iy with x ∈ IR, y ∈ IR+0 . PSL(2, IR) acts on
IH by τ 7→ Aτ+BCτ+D with M =
(
A B
C D
)
∈ SL(2, IR), i.e. A,B,C,D ∈ IR and AD − BC = 1. As
explained e.g. in [41] [42] the fundamental region F in IH of a discrete subgroup Γ ⊂ SL(2, IR) will be a
polygon bounded arcs (including the ones of infinite radius), which are perpendicular to the real axis E.
The reader will check that (2.4) maps indeed the interior of these arcs to the exterior. All monodromy
matrices (3.27) and (3.29) have |Tr(M)| = 2, such elements of SL(2, IR) are known as parabolic elements
and conjugated to shifts. The significance of Tr(M)2 − 4 is that it is the discriminant of the fixpoint
equation Cτ2 + (D − A)τ − B = 0 of the PLS(2, IR) action. So if C 6= 0 the fixpoint of a parabolic
element is on E. If C = 0 the parabolic element is a shift τ 7→ τ + m with fixpoint τ = i∞. If
|Tr(M)| < 2 (|Tr(M)| > 2) the element is called elliptic (hyperbolic). An elliptic element M for which
ρ, as in ρ + ρ−1 = Tr(M)2 − 2, is an n’th root of unity corresponds to a transformation of order n
(Mn = ±1) in PSL(2, IR). For parabolic elements one defines formally n =∞. It is easy to check that
in PSL(2,ZZ) one has only n = 2, 3 or ∞. The arcs bounding F contain fixed points Pγ of elliptic or
parabolic elements in Γ and the sum of the inner angles at the equivalent fixed points on the boundary
of F is 2π/n. This is clear from the fact that n equivalent regions will meet at the fixpoint of order
n and since (2.4) is angle preserving each of these regions occupy the same angle at Pγ . In hyperbolic
geometry the metric is ds = |dτ |y and the area differential d
2σ = dxdyy2 . The PSL(2, IR) action on IH
obviously preserves distances and areas in hyperbolic geometry. The sides of in the boundary of the
fundamental region are pairwise identified61 and the area of the normal polygons with 2n sides is easily
calculated to be
A = 2π(n− 1−
∑
fp
1
ni
) . (B.1)
E.g.the standard fundamental region of SL(2,ZZ), whose boundary contains the parabolic fixpoint of
T : i∞ the Z2 fixpoint of S: i and the cycle of Z3 fixpoints: of (TS): exp 2πi6 and of (ST ): exp 2πi3 is
A0 = 2π(2− 1 − 1/3− 1/2) = π3 . For subgroups Γ of SL(2,ZZ) the area will clearly be a multiple µ of
the the area A0, which is known as the index of Γ. Subgroups of small index are classified [39].
Isometric circles of an element M ∈ Γ are defined by |Cz + D|2 = 1. Their radius is 1/|C| and
their center is at (Im(τ) = 0,Re(τ) = CD/|C|2). If Γ has a translation τ → τ + b the construction
of the fundamental region is especially simple. One draws a vertical strip of width b called R∞. The
fundamental region is the union of R∞ with the exterior of every isometric cycle. As we have only
parabolic elements to our disposal in our application the isometric cycles have to fit exactly in the strip
R∞ as in Fig.4.
C Weighted projective form of the Γ0(2) curve, Picard-Fuchs
equations and discriminants
The elliptic curve E which gives rise to Γ(2) or to Γ0(2) can be represented in different forms. We will
first chose a representation, which will prove useful later when we discuss CY manifolds and describe
it by the zero locus of the quasi-homogeneous degree k = 4 polynomial
p = a1x
4
1 + a2x
4
2 + a3x
2
3 − a0x1x2x3 . (C.1)
in the weighted projective space IP2(1, 1, 2). See section 5.2 for the definitions. Clearly this manifold is
one complex dimensional and from (5.17) with k = 4, w1 = w2 = 1 and w3 = 2 it has vanishing first
61If we make this identification we get the Riemann surface on which τ(u) becomes single valued. Its genus is given by
g = (2 + n− c− 1)/2, where c is the number of inequivalent vertices. Luckily we will encounter only the genus zero case,
which is by far simpler then the general case.
74
Chern class c1 = 0, hence it is a torus
62.
• Picard-Fuchs equations from scaling symmetries. The parameterization in (C.1) is redundant as an
elliptic curve will have only one independent parameter in the defining polynomial, which deforms the
complex structure. In fact we have three IC∗ = ( IC \ {0}) actions on the parameters as ai 7→ λk/wiai,
xi 7→ λ−1xi and a0 7→ λa0 for i = 1, 2, 3 leave (C.1) invariant. We might therefore introduce later
z =
a1a2a
2
3
a40
as invariant parameter. The period integral can be defined by the residue expression
˜̟ i =
∮
Ci
1
2πi
∮
Γǫ
a0dµ
p
. (C.2)
Here dµ =
∑3
i=1(−1)jwixidx1 . . . d̂xi . . . dx3 and the hat means omission. Γǫ is a small circle looping
around p = 0 and Ci ∈ H1(E ,ZZ) is an element in the integral homology of E .
Note that in ˜̟ we put an a0, which is essential to keep the ( IC
∗)3 invariance, which we will use
now to derive the Picard-Fuchs equation. After the derivation we will use the more conventional
form of period integral ̟ = 1a0 ˜̟ . First note, using ϑi := ai∂ai , [ai, ϑi] = −ai, θz := z∂z and
ϑif(z :=
∏n
k=1 a
lk
k ) = liθzf(z) the following identities
0 = a1a2a
2
3a0(∂1∂2∂
2
3 − ∂40)dµp
= a0
(
ϑ1ϑ2ϑ3(ϑ3 − 1)− z
∏3
i=0(ϑ0 − i)
)
dµ
p
=
(
ϑ1ϑ2ϑ3(ϑ3 − 1)− z
∏4
i=1(ϑ0 − i)
)
a0dµ
p
= (2θ3z(2θz + 1)− z
∏4
i=1(4θz − i))a0dµp
= θz(4θz − 2)[θ2z − z(4θz + 1)(4θz + 3)]a0dµp
= θz(4θz − 2)L˜a0dµp
From the last expression it is clear that θz(4θz−2)L ˜̟ = 0. From the four solutions to this equation only
the two which fulfill L˜ ˜̟ = 0 have the right asymptotic at z = 0 to be periods of E . It is straightforward
to see that this system after the variable substitution z = (64u2)−1 is equivalent to L̟ = 0 with L as
in (3.40).
The fact that two elliptic curves have the same Picard-Fuchs equation does not quite imply that
they belong to the same parameterization family, which has a unique Γ ∈ SL(2,ZZ) and a unique τ(u).
The ratios of the period integrals over the generating elements of H1(E ,ZZ) have also to agree. This is
for example not the case for curves, which are only isogeneous, here τ(u) differs by an integer factor.
We can complete the check that (C.1) is a Γ(2) curve by calculating the j-invariant. We may use
first an invariance transformation of the IP2(1, 1, 2) x1 7→
√
ix1, x2 7→
√
ix2 and x3 7→ x2 +
√
2ux1x2
and go to inhomogeneous coordinates x2 = 1, x1 = x, x3 = y so that the constraint p = 0 looks like
y2 ≡ x4 + 2ux2 + 1 . (C.3)
This is further transformed to the Weierstrass form (4.13) (comp. footnote 25) with 3g2 = 3 + u
2 and
27g3 = 9u(1− u3) so the j-invariant is
j =
(3 + u2)3
27(1− u2)2 . (C.4)
Comparing that with (4.17) solves the inversion problem for the triangle functions and by comparing
it with the asymptotic of τ(u) (C.3) is established as Γ(2) curve. From (C.4) we also see that u
branches sixfold over j, which is another way to see that Γ(2) is of index six in SL(2,ZZ). If we do not
introduce the double covering variable u but just rescale z = 64z˜, then we get Γ0(2) of index 3 and the
62The reader will find later much more down to earth arguments why that is a torus.
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hypergeometric system (3.37) with (note that we exchanged 0 and ∞) α∞ = 1/2, α0 = 0 and α1 = 0,
i.e the system (1/4, 3/4, 1).
In (C.2) with a0 = 1 we might use (C.3) and perform the integration over the loop Γǫ in the y-plane.
This leads to the integral
̟i =
∮
Ci
dx
dp
dy |p=0
=
∮
Ci
ω . (C.5)
with the holomorphic (1, 0)-form ω = dxy as derived in sec 4.2.1.
• Discriminant and Picard-Fuchs equation for general Hyperelliptic curves:
The residue expression (C.2) is well defined under the equivalence relation in IPn(~w) only for c1 = 0
manifolds (5.17). The above symmetry considerations are a powerful tool and often sufficient to derive
the Picard-Fuchs equations for K3 and higher dimensional CY, see [140], [141] and references therein
for additional techniques. For higher genus Riemann surfaces c1 < 0 and we will need a little more
algebra to derive the Picard-Fuchs equations. Let
f = a0x
m + a1x
m−1 + . . .+ am
g = b0x
n + b1x
n−1 + . . .+ bn
(C.6)
polynomials of degree n and m. The resultant63 R(f, g) is defined as the determinant |M | of the
(n+m)× (n+m) matrix see e.g. [200]
n

m

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a0 a1 . . . am 0 . . . 0
0 a0 . . . am−1 am 0 . . . 0
. . .
0 . . . 0 a0 a1 . . . am
b0 b1 . . . bn 0 . . . 0
0 b0 . . . bm−1 bn 0 . . . 0
. . .
0 . . . 0 b0 b1 . . . bn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(C.7)
It is clear that this determinant vanishes only if f, g have a common root or a0 = b0 = 0. Now define
~m = (xm−1, . . . , 1)t and ~n = (xn−1, . . . , 1)t. Obviously (f · ~m, g · ~n)t = M · (~m,~n)t. Cramers rule
applied to the last entry 1 in (~m,~n)t gives R(f, g) = |M | = |Mn+m|, which implies that R(f, g) =
a(x)f(x) + b(x)g(x) where a(x) (b(x)) is of degree n− 1 (m− 1).
This is useful for the derivation of the Picard-Fuchs equation for the period ̟ =
∮
ω of the
hyperelliptic Riemann surface y2 = p(x, ui) with holomorphic differential ω =
dx
y . The discriminant is
given by the resultant of p = 0 and p′ := ddxp = 0 i.e. ∆(ui) = R(p, p
′). As we just shown ∆ = ap+ bp′.
We want find differential relations of the form L(ui)dxy = ∂h∂xdx. Derivatives on ω w.r.t. the moduli ui
produce φ(x,ui)dxyn and we have to relate this terms up to exact terms to
dx
y . To reduce the degree of y
in the denominator one uses the following algorithm. By partial integration we have up to exact terms
φ(x)
yn
=
1
∆
aφ+ 2n−2 (bφ)
′
yn−2
.
This substitution increases the powers of x in the numerator. They have to be lowered by expressing
the highest power in x in terms of lower ones in terms of p or p′ and lower powers. In the later case a
partial integration must follow. Combining these steps the desired relations L(ui)̟ = 0 can be derived.
For the calculation of the discriminante of the weighted projective Calabi-Yau hypersurfaces it is
certainly not a practical way to use the generical alogarithm (C.7) iteratively on p = 0 and ddxi p = 0.
Direct elimination of the coordinates xi using the symmetries leads much quicker to the result, whose
63The word is actually derived as a short form of the phrase “result of elimination”. What we want to eliminate are
powers of x.
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complexity grows however rapidly with the number of moduli. Note also that to find all possible
components of the discriminate one has to test p = 0 and ddxi p = 0 on all strata, i.e. for all allowed
combinations of xi1 = . . . xik = 0. The component of the discriminante, which is calculated for all
xi 6= 0 is called principal part. For (7.4) it is ∆c, while for x3 = x4 = x5 = 0 we get the independent
component of the discriminante ∆s. For complete intersections examples see [141].
D Instantons corrected triple intersections for the practioner
In this appendix we want to summarize how to calculate the periods the mirror map and the triple
intersections on general toric CY d-folds following largely [140] [141] [159] [161] and especially [162].
The solution for the periods is given by eq. (D.5) the mirror map is defined in (D.6) and (D.7,D.8)
give the basic instanton corrected triple coupling. The reconstruction of the other ones, for d > 4
a problem, is described in section (D.2). There are two conceptional straightforward but technically
involved problems which must be solved before applying these formulas. The calculation of the classical
intersection numbers, is described in appendix D, for the practical application there is a program [182].
The second is the construction of the Ka¨hler cone respectively its dual the Mori-cone. It is described in
[139] and a problem which arises in this context namely the triangulation of polyhedra can be solved
with the program [183].
D.1 Frobenius algebras
To obtain all k-point functions we introduce some basic notions of Frobenius algebras. In this section, all
vector spaces are finite dimensional. A Frobenius algebra is a commutative graded algebraA = ⊕di=0A(i),
generated by A(1), has A(0) = C · 1, and a nondegenerate degree n bilinear symmetric invariant pairing
〈, 〉 : A×A→ C. Note that because we require generation by A(1), this notion is slightly stronger than
the usual notion of a Frobenius algebra. We give some well-known examples from geometry. Let P be
a complete toric variety, and A∗(P) be its Chow ring. Then A∗(P) ⊗ C is a Frobenius algebra. The
pairing here is the Poincare´ pairing. If X is a hypersurface in P, then it can be shown that the ring
A˜∗(X) := Im(A∗(P)→ A∗(X)) = A∗(P)/Ann([X ]) (D.1)
tensored with C is a Frobenius algebra. More generally, if A is a Frobenius algebra, and x ∈ A(1) is a
nonzero element, then A˜ := A/Ann(x) is a Frobenius algebra with the induced pairing 〈a+Ann(x), b+
Ann(x)〉 := 〈a, b · x〉 having degree d− 1.
Let V1, V2, V3 be vector spaces, and C : V1 ⊗ V2 ⊗ V3 → C be a three-point function. It is call
V1-nondegenerate if that C(a,b,c) = 0 for all b, c implies that a = 0. Similar notion of Vi-nondegeneracy
applies. We call the form nondegenerate if it is Vi-nondegenerate for all i. Now suppose C is V3-
nondegenerate. Then we have the following invertibility property. Let D : V ∗3 ⊗V4 → C be any bilinear
form. Then the knowledge of the 3-form E(a,b,d) := C(a,b,ci)D(γi,d) ({ci}, {γi} being dual bases), allows
us to determine D completely. In fact, there exists (in general not unique) a 3-form F such that
D(γ,d) = F(γ,αi,βj)E(ai,bj ,d). This is just the statement that the V3-nondegenerate three-point function
C defines an onto map V1 ⊗ V2 → V ∗3 , hence choosing a section gives us a left inverse F to this map.
We now return to a Frobenius algebra A. it determines a collection of three point functions C(ijk) :
A(i)⊗A(j)⊗A(k) → C with i, j, k ≥ 0, i+j+k = d. These three-point functions are A(i)-nondegenerate
whenever either j = 1 or k = 1 because A(1) · A(i) = A(i+1).
D.2 Reconstruction
Let A = ⊕di=0A(i) be a graded space with A(0) = C and equipped with a degree d nondegenerate
symmetric bilinear form η. Suppose we are given three-point function: C(ijk) : A(i) ⊗A(j) ⊗A(k) → C,
i, j, k ≥ 0 with the following properties:
• (a) (Degree) C(ijk) = 0 unless i+ j + k = d.
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• (b) (Unit) C(0ij)(1,b,c) = η(i)b,c.
• (c) (Nondegeneracy) C(1ij) is nondegenerate in the second slot.
• (d) (Symmetry) For any permutation σ of 3 letters, C(ijk)(a,b,c) = Cσ(ijk)σ(a,b,c).
• (e) (Associativity)
C
(i,j,d−i−j)
(a,b,cp)
ηpq(d−i−j)C
(i+j,k,d−i−j−k)
(dq,e,f)
= C
(i,k,d−i−k)
(a,e,c′p)
ηpq(d−i−k)C
(i+k,j,d−i−j−k)
(d′
j
,b,f) (D.2)
where the c and the d are bases of the appropriate spaces.
Then A is a Frobenius algebra with the product
a · b = C(a,b,cp)ηpqdq. (D.3)
The rules above are known as fusion rules. One can also build a k-form by fusing together 2- and 3-
forms. The associativity law says that there will often be many ways to build a given k-form. Similarly
the 3-forms are not independent. We claim that the forms of type (i, j, d − i − j) for i, j > 1 are
determined by the those of type (1, r, d− r − 1). To see this without loss of generality, we can assume
1 < d − i − j ≤ i, j. Now by the associativity law above with k = d − i − j − 1 and the invertibility
property of C(i+j,k,d−i−j−k) = C(i+j,k,1), it follows that C(i,j,d−i−j) are determined in terms of forms
of type (i, d − i − j − 1, j + 1) and (i + k, j, 1). By the symmetry property, (i, d − i − j − 1, j + 1) is
equivalent to (i, j + 1, d− i− j − 1). Thus we have reduced the value of d − i − j by 1. By induction,
we see that all (i, j, d − i − j) can be expressed in terms of those of type (1, r, d − r − 1). In terms of
the algebra A itself, an alternative way to state the result is that all the products A(i) ⊗A(j) → A(i+j)
is determined by those of the form A(1) ⊗A(r) → A(r+1) because A is generated by A(1) and that
(a1 · · · ai)(ai+1 · · · ai+j) = a1(a2 · · ·ai+j). (D.4)
D.3 Application
Let X be a CY d-fold, and let A be the corresponding Frobenius subalgebra of ⊕dp=0Hp(X,∧pT ∗).
Suppose mirror symmetry holds: there is a mirror family X∗ whose B-model algebra coincides with
the A-model algebra of X . We shall now compute the Frobenius subalgebra B of the B-model algebra
corresponding to A. From our general discussion of Frobenius algebras, it is enough to compute the
three-point functions C of types (1, r, n− r− 1) which come with B. Once we have a period expansion
in the topological base (6.49)these can be easily obtained using eqns (6.50,6.51, 6.52). To obtain the
coefficients in (6.49) we will use the fact [140] that the universal structure of the solution of the Picard-
Fuchs equation on X∗ at the large radius point mirrors the primitive part of the vertical cohomology
of X and the leading structure of logarithm enables us to associate this solutions with the expansion of
the periods in a topological base. This leads to a direct generalization of the formulas of [141] to some
correlation functions on d-folds.
More precisely there are hr,rprim(X) solutions 0 ≤ r ≤ d with leading degree r in the log(zi), which
have the form
Π˜
(r)
k =
∑
Π
0Cd−r,1...1k,i1,...,ir
( 1
r!
li1 . . . lirS0 +
1
(r − 1)! li1 . . . lir−1Sir + . . .+ Si1,...,ir
)
, (D.5)
here we defined li := log(zi) and the Si1,...ir are holomorphic series in the zi, whose explicit form are
given in section (D.4). Π means permutation over distinct indices see below Eq. (7.7) for an example.
The map to an specific element of the cohomology Hd−r,d−r of X can be made precise by noting that
the 0Cd−r,1...1k,i1,...ir are given by the classical intersection of that specific element with the intersection of
divisors Ji1 · . . . · Jir . We discuss the primitive part of the (co)homology generated by J1 . . . Jh1,1 only
and by Poincare duality, this data fix the element in Hd−r,d−r completely.
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As mentioned above the covariant derivative ∇a in [159] becomes the ordinary derivative in the
flat complexified Ka¨hler structure coordinates tk. The coordinate change from the natural complex
structure coordinates za to the tk variables is given by the mirror map
tk =
Π˜
(1)
k (zi)
Π˜(0)(zi)
= log(zk) +
Sk
S0
. (D.6)
If we substitute this coordinate transformation in the normalized periods Π
(r)
i =
Π˜
(r)
i
Π˜(0)
some simplifica-
tions occur as the first sub-leading terms in the ti cancel out:
Π
(r)
k =
∑
Π
0Cd−r,1...1k,i1,...,ir
( 1
r!
ti1 . . . tir +
1
(r − 2)! ti1 . . . tir−2 Sˆir−1 Sˆir + . . .+ Sˆi1,...,ir
)
. (D.7)
Now we notice from the monodromy around zi = 0 (ti → ti + 1) that the periods Π(r)k correspond to a
expansion of α(0) = Ω in terms of the topological basis64 γk(r) of (6.49) α
(0) =
∑
k,r Π
(r)
k γ
k
(r).
The coupling C
(1,1,d−2)
a,b,c : H
1,1 × H1,1 × Hd−2,d−2 → IC is especially simple to obtain. Applying
(6.52) in the case k = 0 we have ∂taα
(0) = α
(1)
a . This determines α
(1)
a , hence all its coefficients. Now
using (6.50) for k = 1, (6.49) for k = 1, d − 2, ‘and the fact that 〈γ(k)a , γ(l)b 〉 = 0 for k + l > d, we see
that
C
(1,1,d−2)
a,b,c = ∂tag
(2)d
b η
(2)
dc = ∂tb∂tbΠ
(2)
c , (D.8)
where the g(2) are the coefficients of the γ(2) in the α(1). Note that the last equation follows from the
fact that Π
(r)
a is an expansion in the dual base γa(r) and that the associativity of the classical parts in
(D.5) is manifest. Eqs. D.7 D.5 are direct generalizations of eqs. (4.9) and (4.18) to the d-fold case.
For H1,1 we have always a canonical choice of the basis say J1 . . . Jh1,1 , as there is a canonical basis for
the tangent space of the moduli space corresponding to elements Hd−1,1(X∗), which is mapped by the
monomial divisor mirror map to H1,1(X) and (D.8) reduces for d = 3 to the expressions given in [140].
For d > 3 there is a priori no canonical choice for the basis of Hd−2,d−2. However toric geometry can
be used as in [146] to show that the graded ring
R = IC[θ1, . . . , θh1,1 ]/J , (D.9)
where J is the ideal generated by the leading θ-terms of Picard-Fuchs equations, gives, by the iden-
tification θi → Ji, a presentation of the primitive part of H∗,∗. Because of Poincare duality it is of
course sufficient to pick a basis of half of H∗,∗ and as mentioned above the choice of the basis in H1,1 is
canonical. It was shown in [140] [141] [146] that any element of R can be mapped to a solution (D.5)
, i.e. the 0Cd−r,1...1i1,...,ir are determined by the principal part of the Picard-Fuchs equation. This can be
viewed as a proof of mirror symmetry at the level of the classical intersections, which readily generalizes
to d-folds.
Now proceed by induction. Suppose we know (the coefficients of) the α(i) and the three-point
functions of types (1, i, n− i − 1) for i = 0, 1, .., k. Then by the invertibility property of a three-point
function of type (1, k, n− k − 1) in a Frobenius algebra, we can solve for the α(k+1) using (6.52). Thus
the α(k+1) are determined. By (6.49), we can write ∂taα
(k+1)
b = ∂tag
(k+2)d
b γ
(k+2)
d + · · · (which is now
known), arguing as before using (6.50) with k replaced by k + 1, and using the inner product property
of the γ, we find that C
(1,k+1,n−k−2)
abc = ∂tag
(k+2)d
b η
(k+2,n−k−2)
dc . Thus the three-point functions of type
(1, k+1, n− k− 2) is also determined. This shows that all three-point functions of type (1, k, n− k− 1)
for k = 1, 2, .., n− 1 can be expressed in terms of the coefficients of α(0) alone.
64This is actually only true up to the addition of solutions with sub-leading logarithms, which however does not affect
the holomorphic couplings discussed below. It will affect however the non-holomorphic Weil-Peterson metric.
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D.4 Explicit expressions for periods in toric varieties
Following [140] [141] we can determine the holomorphic series Si1,...,ir from the generators of the Mori
cone. Consider a CY d-fold defined as complete intersection with p polynomial constraints in a toric
variety of dimension d+ p. The generators of the Mori cone will be of the form
l(i) = (lˆ
(i)
0 , . . . , lˆ
(i)
p−1; l
(i)
1 , . . . , l
(i)
q ),
where q = d+p+hd−1,1. The series Si1,...,ir are obtained by the Frobenius method from the coefficients
of the holomorphic function ω(~z, ~ρ)
ω(z, ~ρ) =
∑
c(~n, ~ρ)
h1,d−1∏
j=1
z
nj+ρj
j
c(~n, ~ρ) =
∏p
k=1 Γ(1 −
∑h1,d−1
i=1 lˆ
(i)
k (ni + ρi))∏q
k=1 Γ(1 +
∑h1,d−1
i=1 l
(i)
k (ni + ρi))
Si1,...,ir = ∂ρi1 . . . ∂ρirω(~z, ~ρ)|~ρ=~0
Notably with leading behavior S0 = 1 + . . ., Si = zi + . . ..
This gives the explicit expansion of C
(d−2,1,1)
A,b,c =
0 C
(d−2,1,1)
A,b,c + O(qi), with qi = eti . The latter has
a conjectured interpretation as being the counting function for invariants of maps from the two sphere
into X .
E Toric geometry in a nutshell:
In this appendix we want to review some basic facts about toric geometry, which were used in lectures.
Even a basic introduction into toric geometry would require much more space, so the following is merely
intended to list these facts and to give a guide to the mathematical literature or sources phycists might
find useful. From the mathematical reviews [142] [143] the book of Fulton might be easiest to read for
physicists and an useful recent introduction in the subject motivated from physics can be found in [76].
For illustration we work with the F2 example see Fig.15 and remind the reader for convenience of
our identification of the toric divisors
K F F S S′
D0 D1 D2 D3 D4(
0
0
) (−2
−1
) (
0
1
) (−1
0
) (
1
0
)
,
(E.1)
where we dropped the tildes. To every toric divisor Di i = 1, . . . , k we associate a point ν
(i) in a n
dimensional lattice N ∼ ZZn and a variable xi, here D1 ∼ (−2,−1) etc. The convex hull of the points
defines a n dimensional polyhedron ∆ in NIR ∼ IRn see Fig.15 and we call the origin ν(0) = (~0). An
additional data is the choice of a triangulation65 into n dimensional simplices. It defines the Stanley-
Reisner ideal which is generated by the intersection of those Di = {xi = 0} whose associated points do
not share a common simplex66. The latter condition has to be tested for simplices of any dimension
yielding sets of indices of points {J}, which are not on a common simplex and the full Stanley-Reisner
ideal SR is generated by ∏
{J}
Dj1 ∩ . . . ∩Dj|J| , ∀J . (E.2)
65For F2 there is nothing to choose, but for B1(F2) there is a choice.
66E.g. for F2 D1D2 := D1 ∩ D2 = ∅, i.e. the locus x1 = x2 = 0 has to be excluded and similarly D3 ∩ D4 = ∅ in
accordance to our Stanley-Reisner ideal in sect. (8).
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We consider the xi as variables parameterizing IC
k and define the k − s dimensional toric variety
following [187] (see also [188]) as ICk \ SR modulo the s equivalence relations
(x1, . . . xk) ∼ (λl
(i)
1
(i) x1, . . . , λ
l
(i)
k
(i) xk) (E.3)
with λ(i) ∈ IC∗ and the l(i) i = 1, . . . , k are an integral basis for the linear relations
∑k
i=1 ν
(i)l
(p)
i = 0
between the points in ∆.
This definition applies to smooth toric varities. If there are singularities a discrete torsion group
acting on xi has also be divided out. E.g in the IP(~w) examples these are the Zn actions.
The tricky part is the definition of those generators l(k), called edges of the Mori-cone [139] [143],
which is defined by the secondary cone67 of strictly convex piecewise linear function on the fan Ξ∆
Fig.16. The Ka¨hler cone is dual to the cone defined by the convex piecewise linear functions on Ξ∆
modulo the smooth functions on Ξ∆. Pragmatical procedures, how to determine the Mori-cone and the
Ka¨hler cone for toric varieties be found in [166] [140] [148] [146] [76] also [180] discusses the problem.
Often the Ka¨hler cone restricts simply to the Ka¨hlercone of the (CY) hypersurface in the toric variety,
which may be the main object of interest. The discussion of the CY Ka¨hler cone, when this is not the
case can be found in [148] [149].
If the triangulation is a star triangulation, i.e. every n dimensional simplex sj has the origin ν
(0)
as vertex, then we can associate a fan Σ(∆) to the polyhedron ∆ by viewing the vertices ν(ij) 6= ν(0)
of the simplex sj as vectors spanning the edges of a cone σj from ν
(0), which is defined as σj =
{∑ij rijν(ij)|rij ∈ IR+}. The fan Σ(∆) = ∪iσi is the collection of all cones σi (and its faces) and it is
easy to obtain from Σ a representation of the manifold in terms of charts and transition functions [142]
[143].
i) The manifold is compact if the fan Σ is complete, i.e. it covers68 all of NIR, while an incomplete
fan describes an non-compact affine toric variety, see [143] for a proof of that statement. For more
instructive examples, especially IP2, whose polyhedron is the hull of (1, 0), (0, 1), (−1,−1), see [76].
ii) If all cones are spanned with positive coefficients by a subset of an integral basis for the lattice N ,
the manifold is smooth, again [143] can be consulted for the proof.
iii) Consider the cone σ. If the lattice points on each edge, which are nearest to the origin, lie all in
a hyperplane H , which is in distance one from the origin, i.e it exists a m in the dual space MIR =
Hom(NIR, IR) to NIR such that H = {x ∈ NIR|〈x,m〉 = 1}, and there are no lattice points x ∈ σ with
0 < 〈m,x〉 < 1, then the affine toric variety defined by σ has only canonical Gorenstein singularities.
• The IP2(1, 1, 2) example: For instance, as we check most easily by comparing the definition of the
toric variety (5.13) with (E.3), IP2(1, 1, 2) can be defined by the polyhedron, which is the convex hull
of the the points ν(1) = (−2,−1), ν(2) = (0, 1), ν(3) = (1, 0). It has simplices s′1 = {ν(0), ν(1), ν(2)},
s3 = {ν(0), ν(2), ν(4)}, s4 = {ν(0), ν(1), ν(4)}. Condition ii is not fulfilled for the cone σ′1. There is a
canonical Gorenstein ZZ2-singularity in the chart associated to σ
′
1. The lattice N modulo the lattice
N ′, which is spanned by the edges of σ′1, defines the torsion group, which is the ZZ2 in the case at
hand. It acts on the normalbundle to the fixed locus of (x1, x2, x3) 7→ (µx1, µx2, µ2x3) µ2 = 1 i.e.
(x1 = 0, x2 = 0, x3 = 1), by (z1, z2) 7→ (−z1,−z2). Generally the order of the discrete group is the
volume of unit cell in N ′ divided by the unit cell of N ∩ σ. Similarly if r weights wi1 . . . wir of a IPn(~w)
have a common factor n one gets a n+ 1 − r dimensional singular cone and ZZn action on the normal
bundel to the stratum xi1 = . . . = xir = 0. For fuller explanation of weighted projective spaces we
refer to [215]. Generally singularities can be resolved by adding points and making a finer subdivision
into cones, such that property ii holds for all of them. For IP2(1, 1, 2) we achieve that by adding the
point ν(3) ∈ σ′1 and splitting s′1 into s1 = {ν(0), ν(1), ν(3)}, s2 = {ν(0), ν(2), ν(3)}, i.e. the non-singular
resolution of IP2(1, 1, 2) is F2.
What makes smooth toric varieties so easy to deal with is the fact that linear relations of the type
67A cone for a given triangulation. If various triangulations are considered these cones together form the so called
secondary fan.
68Which is obviously the case for the fan Σ(∆).
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∑
i 〈m, ν(i)〉Di = 0 with m ∈MIR, which may be written in coordinates as
k∑
i=1
ν
(k)
i Dk = 0 , (E.4)
are homological relation between the divisors classes, e.g. for F2: D1 = D2 = F and S
′ = S + 2F . The
Chern class of the toric variety is simply
c(TA) =
k∏
i=1
(1 +Di) , (E.5)
the Chern classes ci(TA) are terms, which are homogeneous in the Di. The evaluation of intersection
defined in cd(TA) gives by Gauss-Bonnet theorem the Eulernumber χ(A) of A. On the other hand χ(A)
can be expressed by the sum of all simplices of maximal dimension [143]
χ(A) = #d− simplices , (E.6)
here 4. Eqs. (E.2,E.4,E.5, E.6) are strong enough to calculate by a, in general very involved but
otherwise straigthforward, algebraic manipulation all intersections Di1 · · ·Did and in particular using
(E.5) one can calculate the evaluation of the Chern classes on the divisors.
Special hypersurfaces X can be described in A by combinations of toric divisors L =
∑
i aiDi. The
first Chern class on the normal bundle is just
c1(N ) =
k∑
i=1
aiDi (E.7)
Refering back to section (5) we see by (5.14,5.15,5.16,E.5) that the choice H =
∑k
i=1Di leads to
c1(TX) = 0 for the singular variety defined by H . It was shown by Batyrev that the requirement of
transversality of the constraint H = 0 and the requirement that only canonical Gorenstein singularities
appear on H , which is necessary to get c1(T
smooth
X ) = 0, leads to a combinatorial condition for the
polyhedron ∆ called reflexivity, by which a natural dual polyhedron ∆∗ can be defined. Moreover the
divisor H∗ =
∑k∗
i=1D
∗
i in the toric variety defined by ∆
∗ describes a Calabi-Yau manifold, which has
the mirror cohomology [180]!
Using (5.14,E.5, E.7) all topological data of X can be “straightforwardly” calculated. However as
the combinatoric and the algebra can get quickly quite involved, programs such as Schubert [182] were
developed.
In non-generic situations on the other hand there exist very simple formulas, e.g. for two-dimensional
spaces the intersections are very easy to determine. DiDj = 1 if Dj andDj share a common simplex and
zero otherwise. The self-intersection of D2i is determined by the linear equation ν
(i−1)+D2i ν
(i)+ν(i+1) =
0 where νi are labeled e.g. clockwise around ∆. I.e. F˜
2 = 0, S˜2 = −2 etc.
Similarly if we consider the smooth non-compact variety defined by n-dimensional fan as e.g. Ξ∆
then the intersections are
Di1 . . .Din =
{
1 if νi1 . . . νin span a cone
0 otherwise
(E.8)
and using (E.4) we ge immediatly (8.14). Also for certain selfintersections simple formulas can be
formulated [140].
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