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Abstract
Injuries and hospitalizations due to accidental falls among seniors represent a major expense
for the Canadian public health system. It is highly desirable to be able to predict risk of
falls for senior individuals in order to place them in prevention programs. Recently, sensor
technologies have been used to predict risk of falls and levels of frailty of individuals. A
commonly used test for assessing risk of falls is known as QTUG (Quantitative ‘Timed
Up and Go’). The QTUG data often consist of a small set of survey answers about the
individuals’ historic variables (e.g., number of falls in the past twelve months) and a large
set of sensor-collected quantitative measurements related to the actual movement of the
patient. In this paper, we have explored how well the sensor data predict the risk of falls for
seniors by using statistical machine learning techniques. Our modes were better in predicting
non-fallers rather than fallers.
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Chapter 1
Introduction
1.1 Falls as a Public Health Issue
Injuries and hospitalizations due to accidental falls among seniors represent a major expense
for the Canadian public health system. In 2009/2010, 256,011 Canadians over the age of 65
reported fall-related injuries, an increase of 43% from 2003 [4]. A large proportion of those
injured in a fall are hospitalized: according to Scott et al., 53,545 Canadians over 65 were
hospitalized for a fall [13]. The costs of accidental falls are, obviously, not limited to the
economic; fall injuries can result in “dependence on others [...], loss of autonomy, confusion,
immobilization and depression” [13]
An estimated 35% of elderly people who reported falls in 2009/2010 suffered broken
bones, with a further 30% experiencing sprains and strains. These types of injuries often
require medical treatment, and can result in periods of reduced mobility and compromised
independence. Another 2% of the self-reported fall sufferers experienced a concussion or
other brain injury, and outcomes for this type of injury among the elderly are significantly
1
worse than those experienced by younger patients [12].
1.2 Fall Prevention Programs
Across Canada, hundreds of initiatives to prevent falls among the elderly are underway [13].
The initiatives include (but are not limited to) exercise programs, education campaigns,
medication reviews, and the provision of assistive devices [4]. Obviously, these initiatives
will have the best impact if they are offered to the people who are most likely to benefit.
Therefore, considerable interest exists in the rapid identification of elderly people most likely
to experience a fall.
1.3 Timed Up and Go
The Timed Up and Go (TUG) test was first developed by Podsiadlo and Richardson in
1991 [11]. The test involves timing a patient with a stopwatch as they stand from a sitting
position, walk three metres, turn, return to the chair and sit. Later studies suggest that the
TUG has limited ability to predict falls [2].
1.4 Quantitative Time Up and Go
With the advent of portable electronics, efforts were made to improve the TUG test by
quantifying gait analysis. Laboratory-based kinematic assessment is considered the best
method of analyzing gait [14], but more portable systems have also been developed. Greene
et al. conducted a study using SHIMMER kinematic sensors attached to each shank, and
2
found that QTUG had better retrospective falls prediction than TUG [7]. A further study
by the same author found that QTUG had a “mean classification accuracy of 79.69% [...] in
prospectively identifying participants that fell during [a 2-year] follow-up period” [8].
1.5 Testing Protocol
A typical QTUG system includes two wireless inertial sensors that connect to a computer.
The patient might answer a short questionnaire on falls history. The sensors are attached to
the patient’s shins using straps. The patient must sit in a chair approximately 46 cm high,
facing an end turn point clearly marked on the floor 3m away. When the test begins, the
sensor data is transmitted wirelessly to the computer. While being timed by the system,
the patient must stand, walk to the turn point, return to the chair, and sit. Eventually an
app in the computer will calculate some derived measurements (based on sensor-returned
measurements as well as the age, height and weight of the patient). These derived variables
are then compared to a population data base (perhaps by using a pre-built machine learning
models). Finally, the scores of risk of falls, clinical frailty and other measures are computed
for each patient.
1.6 Research Objectives
The primary objective of this study was to determine whether some combination of the
QTUG data gathered using an inertial sensor device and questionnaire protocol can reliably
predict the risk of falls among a cohort of Canadian seniors aged 65 and older. The main
3
outcome in our analysis was a self-reported retrospective fall history indicating whether or
not the individual had experienced fall in the 12 months prior to the QTUG test date. We
have assumed that a 12 month history of falls is positively correlated with a risk of falls in
the near future; recent studies suggest that this assumption is justified [3, 6]. The secondary
objective of this study was to determine whether dimension reduction on the set of predictors
was possible while maintaining comparable prediction accuracy. An incidental objective was
to perform an exploratory analysis of the data to examine relationships between variables
with significant predictive power.
1.7 Brief Review of Statistical Methods
In this section we will briefly review some statistical methods that are relevant to our analysis.
1.7.1 Principal Component Analysis
Principal components allow analysts to summarize a large set of correlated variables with “a
smaller number of representative variables that collectively explain most of the variability in
the original set” [10].
Suppose that we have a sample of n observations with a set of p standardized features,
X1, X2, ..., Xp. When p is large, we may seek a lower-dimensional representation of the data
that still represents a large fraction of the information contained in the sample. We use an
orthogonal transformation that allows us to represent the data, still in p-dimensions, along
principal components that are themselves linear combinations of the p original dimensions.
The principal components are selected in such a way that the first component is aligned
4
with the direction of the greatest variability of the data, the second with the direction of the
second greatest variability, etc.
The first principal component is the normalized linear combination of the standardized
features
Z1 = φ11X1 + φ21X2 + ...φp1Xp (1.1)
with the largest variance [10]. The loadings, the individual components of the principal
component loading vector φ1 = (φ11 φ21 ... φp1)
T , are chosen so that
∑p
i=1 φ
2
i1 = 1.
We find the principal component loading vector by Eigen decomposition [9]. In particular,
we must find the vector that solves the following optimization problem:
maximize
φ11,φ21,...,φp1
 1n
n∑
i=1
(
p∑
j=1
φj1xij
)2 subject to
p∑
i=1
φ2i1 = 1. (1.2)
Once we have the loading vector, each observation can be expressed in terms of its score, zi1,
for the first principal component. That is, for observation i, zi1 = φ11xi1+φ21xi2+...+φp1xip.
Once Z1 has been specified, we can find the second principal component Z2. This compo-
nent is analogous to Z1 except that it has “maximal variance out of all linear combinations
that are uncorrelated with Z1”[10]. This amounts to solving the same optimization problem
in (1.2), except with the additional constraint that φ2 is orthogonal to φ1. Again, we have
scores zi2 for each observation. This process is repeated until all p mutually orthogonal
components have been found.
Since the components are ordered by maximal variance, we can perform dimension reduc-
tion by taking only the first q components, q < p, that account for a given percentage of the
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total variance of the sample. While a subset of the principal components cannot be directly
interpreted to determine the relative importance of the original predictors, some techniques
can be carefully applied to gain insight about the features.
First, the loading vectors can be examined to determine which of the vector’s components
(each of which corresponds to a particular predictor) contributes the most to that principal
component [1].
Second, k-means clustering techniques can be applied to find groups of correlated pre-
dictors. This process requires us to think of the original variables as observations expressed
using the coordinate system of the principal components. After dimension reduction, how-
ever, our p original predictors are projected onto a space spanned by the q most important
components, each of which explains a large portion of the total variance. We can then use
k-means clustering to group the variables.
1.7.2 K-Means Clustering
James et al. explain that K-means clustering is a technique typically used for partitioning
observations in K clusters [10]. Let C1, ..., CK denote sets containing the n observations.
Every observation belongs to at least one cluster (C1 ∪ C2 ∪ ... ∪ CK = {1, ..., n}) and no
more than one cluster (Ci ∩ Cj = ∅ for all i 6= j). K-means clustering is an optimization
problem:
minimize
C1,...,CK
{
K∑
k=1
1
|Ck|
∑
i,i′∈Ck
p∑
j=1
(xij − xi′j)2
}
(1.3)
where |Ck| denotes the number of observations in the kth cluster, k = 1, ..., K.
6
1.7.3 Regularized Regressions
Lasso
According to Tibshirani, the Lasso or “least absolute shrinkage and selection operator”
is a technique that both improves prediction accuracy and performs feature selection for
regression tasks [15].
Suppose we have data consisting of n observations of the form (xi, yi) where xi is a vector
of p predictor variables and yi is an outcome variable (dichotomous, in our case). We assume
that the xij are standardized.
Our lasso regression parameters are
(αˆ, βˆ) = arg min
{
N∑
i=1
(yi −
∑
j
βjxij)
2
}
subject to
∑
j
|βj|≤ λ (1.4)
where βˆ = (βˆ1, ..., βˆp)
T and λ ≥ 0 is a tuning parameter.
The Lasso performs feature selection by setting some of the predictor variables to zero. To
get the best outcome for improving prediction accuracy with the lasso, the tuning parameter
λ is chosen by K-fold cross validation [10].
Adaptive Lasso
Zou proposed a technique called the Adaptive Lasso as an improvement over the original
Lasso [16]. The Adaptive Lasso begins with the weighted Lasso. In Zou’s notation the
7
Adaptive Lasso estimates βˆ∗(n) are given by
βˆ∗(n) = arg min
β
∥∥∥∥∥y −
p∑
j=1
xjβj
∥∥∥∥∥
2
+ λn
p∑
j=1
wˆj|βj| (1.5)
where the weight vector is given by wˆ = 1|βˆj |ν , βˆ is the ordinary least squares estimate (or any
other root-n-consistent estimator to βˆ∗), and ν > 0. In the analysis of the current QTUG
data we will be using ridge regression to determine the initial weight vector.
Regularized Logistic Regression
Logistic regression is a standard technique that is covered in many elementary texts on
generalized linear models. Hastie writes that logistic regression (and indeed, any linear
regression model) is compatible with the Lasso and Adaptive Lasso penalty for variable
selection and shrinkage [9]. For lasso logistic regression, we maximize the following:
max
β0,β
{
N∑
i=1
[
yi(β0 + β
Txi)− log(1 + eβ0+βT xi)
]
− λ
p∑
j=1
|βj|
}
(1.6)
For the Adaptive Lasso, the final term in the ‘max’ argument contains weights: λ
∑p
j=1 wˆj|βj|
[9].
1.7.4 k-Fold Cross-Validation
When fitting a regression model, the model’s ability to correctly predict new data can be
tested by first randomly dividing the data into a training subset and a validation subset. The
model is trained on the training subset and tested for prediction accuracy on the validation
8
subset. While this method is useful, it has important drawbacks. For one thing, if the
validation set comprises a large proportion of the original data, the regression model must
be trained on a correspondingly smaller subset of training observations. Furthermore, the
split between training and validation is performed only once, and thus does not mitigate the
possibility of the subsets being poor representations of the original data.
k-Fold Cross-Validation works on a similar principal to using a validation set, but the
procedure is repeated k times. James describes the procedure in the following way: the
data are divided into k folds of approximately equal size. One of the folds is withheld and
the model is trained on the other k − 1. That model is then tested on the withheld fold
and MSE or classification error is calculated. The process is then repeated with each of the
remaining folds having a turn as the validation fold. Finally, the cross-validated error can
be calculated. For continuous outcome variables, we have
CV(k) =
1
k
k∑
i=1
MSEi. (1.7)
For dichotomous outcomes, we have
CV(k) =
1
k
k∑
i=1
Erri. (1.8)
where Erri = I(yi 6= yˆi) [10].
This study uses k-Fold Cross-Validation to find estimates of prediction error, as well as
to determine validated tuning parameters chosen to give the best correct classification rate.
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1.7.5 Tree-based Methods
Classification Trees
Classification trees are used to predict qualitative responses, typically expressed as K classes
(for dichotomous outcomes, K = 2). According to James, classification trees are grown by
splitting the predictor space into regions using recursive binary splitting that minimizes/-
maximizes a certain measure of performance (e.g., Gini index or cross-entropy) [10]. For
instance, the Gini index is defined as
G =
K∑
k=1
pˆmk(1− pˆmk) (1.9)
where 0 ≤ pˆmk ≤ 1 is the proportion of training observations in the mth region that are
from the kth class, while cross-entropy is defined as
D = −
K∑
k=1
pˆmklog(pˆmk). (1.10)
Both of these measures take on small values when a region is pure, that is, when pˆmk takes
on values close to 1 or 0.
Ultimately, the predictor space is divided into J distinct and non-overlapping regions
R1, R2, ..., RJ . The regions are chosen in a top-down greedy fashion so that each split mini-
mizes either the Gini index or the cross-entropy. In different terms, the first split is made to
optimally divide the observations for maximum purity. Subsequent splits subdivide the pre-
viously determined regions into new regions. This process is continued until each region has
either itself been subdivided or contains fewer observations than some previously-determined
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threshold number. Regions that are not subdivided are called terminal nodes. When pre-
dicting with the tree, observations that fall into a particular terminal node are assigned the
class that is prevalent for that node according to the training data.
Bagging
The term bagging is a portmanteau for bootstrap aggregation [10]. The simple idea behind
bagging is that the variance, and therefore the prediction inaccuracy, of a statistical learning
method can be reduced by taking many training sets bootstrapped from the data and using
them to make models (in our case, to build trees). The predictions of hundreds or even
thousands of trees are then averaged to get the best possible correct classification rate.
Bagging also enables us to see a summary of the importance of each predictor using the
Gini index: ”we can add up the total amount that the Gini index [...] is decreased by splits
over a given predictor, averaged over all B trees” [10].
Random Forests
Random forests improve on bagged trees by decorrelating the trees [10]. In bagging, many
of the trees will be similar because of strong predictors; a strong predictor is likely to be
chosen first for a split. Thus, bagged trees are correlated, and averaging the trees does not
eliminate as much variance as if they were not correlated. As in bagging, Random Forest
trees are trained on bootstrapped training samples, but only a random sample of m of the
predictors is considered for each split. Typically, m is taken to be approximately =
√
p.
This prevents the strongest predictor(s) from dominating the split. Hence, the trees are not
as strongly correlated.
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Boosting
Boosting grows trees sequentially, using information from previously grown trees at subse-
quent iterations [10]. Three factors affect the accuracy of boosted trees:
1. The number of trees. A value too large can result in overfitting. This number is
typically chosen by cross-validation.
2. A shrinkage parameter λ. A small λ causes the process to learn slowly, and thus
normally increases the number of trees needed.
3. The interaction depth, which is the number of splits in each tree.
1.7.6 Support Vector Classifier
A support vector classifier (SVC) attempts to split the data cloud using a hyperplane. An
ideal split has a large margin - in other words, the best splitting hyperplane has maximal
distance from the data points. However, not all data is linearly separable. Some data
points may even be misclassified by appearing on the wrong side of the best separating
hyperplane. According to James, the best separating hyperplane is the solution to the
following optimization problem [10]:
maximize
β0,β1,...,βp,1,...,n
M (1.11)
subject to
p∑
j=1
β2j = 1, (1.12)
yi(β0 + β1xi1 + ...+ βpxip) ≥M(1− i), (1.13)
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i ≥ 0,
n∑
i=1
i ≤ C, (1.14)
where C is a nonnegative tuning parameter, M is the width of the margin, and the is are
slack variables that allow individual observations to be on the wrong side of the margin.
Support vector machines (SVMs) are conceptually similar, but remove the constraint
that the boundary needs to be linear. Notably, SVMs can use polynomial or radial decision
boundaries.
1.7.7 Neural Networks
The neural network used for predicting a binary outcome with the current dataset is a single
hidden layer back-propagation network [9].
Figure 1.1: Single hidden layer neural network
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The input layer of the type of neural network has as many nodes as there are predictors; in
other words, the neural network shown in Figure 1.1 has 6 predictors. The number of hidden
nodes can vary, and according to Hastie, the choice is “guided by background knowledge
and experimentation” [9]. Being short on the former, the author of this paper opted to use
exhaustion to find the right number of nodes for the hidden layer in the neural network. The
output layer has as many nodes as outcome classes - 2 in our case.
14
Chapter 2
The Data
2.1 Sensor and Questionnaire Data
The QTUG data provided for this study consisted of 406 observations. The data were
initially spread across three separate MS Excel files, indexed by patient ID ‘PID’. Some
of the variables, including the dichotomous outcome variable ‘FallYN’, were included in a
spreadsheet that contained information gathered via questionnaire. The variables in the
questionnaire were all binary, with the exception of ‘Falls’, the number of falls reported in
the last 12 months. The data gathered by the sensor was split across two spreadsheets, each
containing a portion of the 406 observations. The first task was to merge the three files by
‘ID’. Next, observations with missing or erroneous data were removed from the dataset. The
variables were assigned short names for convenient processing. The cleaned dataset had 360
observations with 81 variables, only 69 of which were predictive. The short names for the
sensor variables and their descriptions can be found in Tables 2.1 and 2.2. Questionnaire
variables and their descriptions are found in Table 2.3.
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For the purpose of fitting predictive models, the sensor-only data (‘Sensor’) and the
questionnaire-only data (‘Quest’) were treated separately. These two were also combined
into a complete dataset referred to as ‘Full’. All predictive models were fit on Sensor, Quest
and Full.
Two special variables are included at the bottom of 2.2: FRE and FrailE. These values,
expressed as percentages, represent the derived variables calculated by the QTUG app in-
stalled on the tablet. In a later section, logistic regression is used to determine whether these
variables are retrospectively predictive of falls.
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Table 2.1: Sensor Variables
Description Short Name Min Max
Patient ID PID 1000 6007
Age (years) Age 65 89
Gender Gender Female/Male
Height (cm) Height 121.9202 190
Weight (kg) Weight 36.28743 151.95362
Distance travelled (m) StrideLength 30.52639 164.55704
TUG recording time (s) SLvar 0.8837575 70.2109566
Average stride velocity (cm/s) TimeStand 0.0390625 6.6796875
Stride velocity variability (%) TimeSit 0.117218 8.6425781
Average stride length (cm) GaitCycle 3 19
Stride length variability (%) Steps 6 39
Time taken to stand (s) Cadence 38.59867 175.54286
Time taken to sit back down after walking (s) WalkTime 4.541077 38.759766
Number of gait cycles SwingTime 0.2844742 0.9893329
Number of steps StanceTime 0.2844742 0.9893329
Cadence (steps/min) StrideTime 0.7381185 2.204586
Walk time (s) StepTime 0.3409805 1.3925781
Average swing time (s) SingleSupport 0.2460091 0.7490324
Average stance time (s) DoubleSupport 2.46063E-05 0.997935971
Average stride time (s) SwingVar 4.335993 87.238839
Average step time (s) StanceVar 6.27954 112.102169
Average single support StrideTimeVar 3.055403 84.322177
Average double support StepTimeVar 3.721936 108.112059
Swing time variability (%) StrideTimeAsym -10.5545138 101.9825617
Stance time variability (%) StanceTimeAsym -128.8537549 146.7005076
Stride time variability (%) SwingTimeAsym -121.6678528 113.3297929
Step time variability (%) StepTimeAsym -107.8947368 120.6508664
Single support variability (%) SingSupVar 0 95.4527767
Double support variability (%) DoubleSupVar 0 141.722352
Pre-turn time (s) PreturnTime 2.651367 27.119148
Post-turn time (s) PostturnTime 3.148633 25.280853
Ratio of pre-turn to post-turn times TurnRatio 0.6170812 2.5856153
Time taken to turn (s) TurnTime 1.279297 19.580078
Number of steps in turn Turnsteps 1 6
Turn steps/time ratio StepTimeRatio 0.07734139 1.95980861
Forward rotation speed at turn time (deg/s) FRSTurn -10.04347 132.1733163
Range of peak forward rotation speed (deg/s) FRSPeakRng 47.88193 334.46696
Average peak forward rotation speed (deg/s) FRSPeakAvg 43.01779 226.77078
Minimum side-to-side rotation speed (deg/s) S2SRotMin -100.83046 -99.90634
Continued next page... ... ... ...
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Table 2.2: Sensor Variables - cont’d
Description Short Name Min Max
Maximum side-to-side rotation speed (deg/s) S2SRotMax 54.45426 338.79979
Average side-to-side rotation speed (deg/s) S2SRotAvg 8.006624 45.755344
Minimum forward rotation speed (deg/s) FRSMin -100.06246 -99.91458
Maximum forward rotation speed (deg/s) FRSMax 69.36448 387.37337
Average forward rotation speed (deg/s) FRSAvg 9.68654 63.52702
Variation in forward rotation speed (%) FRSVar 86.20976 176.16415
Variation in side-to-side rotation speed (%) S2SVar 94.86276 165.72398
Minimum horizontal rotation speed (deg/s) HRSMin -100.15977 -99.93521
Maximum horizontal rotation speed (deg/s) HRSMax 36.13528 376.61275
Average horizontal rotation speed (deg/s) HRSAvg 5.80743 45.457671
Variation in horizontal rotation speed (%) HRSVar 82.85316 180.731
Min. fwd. rotation speed x Height (deg.m/s) FRSHeightMin -100.04843 -99.05466
Max. fwd rotation speed x Height (deg.m/s) FRSHeightMax 109.4408 670.1559
Avg. fwd rotation speed x Height (deg.m/s) FRSHeightAvg 14.72354 98.42895
Min. side-to-side rotation spd. x Height (deg.m/s) S2SHeightMin -116.0582 -609.1992
Max. side-to-side rotation spd. x Height (deg.m/s) S2SHeightMax 86.90454 543.47639
Avg. side-to-side rotation spd. x Height (deg.m/s) S2SHeightAvg 12.41027 71.35695
Min. horizontal rotation spd. x Height (deg.m/s) HRSHeightMin -100.4597 -99.96817
Max. horizontal rotation spd. x Height (deg.m/s) HRSHeightMax 55.39643 651.54006
Avg. horizontal rotation spd. x Height (deg.m/s) HRSHeightAvg 8.594997 70.459391
Stride time asymmetry (%, absolute) StrideAsymAbs 0 101.9825617
Stance time asymmetry (%, absolute) StanceAsymAbs 0.147167 146.7005076
Swing time asymmetry (%, absolute) SwingAsymAbs 0.1115449 121.6678528
Step time asymmetry (%, absolute) StepAsymAbs 0 144.2651804
Falls Risk Estimate (%) FRE 9.08649E-36 100
Frailty Estimate (%) FrailE 0.17752 100
Table 2.3: Questionnaire variables
Short Name Description Range
FallYN Have you fallen in the last 12 months? Y/N
Falls How many times? 0-24
WalkProb Have you had any problems walking or moving around? Y/N
4Meds Are you taking four or more prescription medications? Y/N
FootProb Do you have any problems with your feet? Y/N
BPDrop Have you had any problems with your blood pressure dropping Y/N
when you stand up? Y/N
Dizzy Do you feel dizzy when you stand up from a sitting position? Y/N
VisionProb Do you have any problems with your vision? Y/N
HomeRoutine Have you had any change in your ability to manage your routine Y/N
activities in the home? Y/N
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2.2 Outcome Variable
The dichotomous outcome variable, ‘FallYN’, is the patients’ self-reported fall history for
the previous 12 months. Of the 360 valid observations, 108 patients reported at least one
fall in the last 12 months (30%).
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Chapter 3
Results
3.1 Principal Component Analysis
A principal components analysis (PCA) was carried out on the sensor data. The first 20
components accounted for > 90% of the total variance of the data. The first 26 components
accounted for > 95% of the total variance. By virtue of having eigenvalues greater than 1,
the first 21 components were each more important in explaining variance than any of the
original features. A scree plot of the first 20 components (ranked by eigenvalue) appears in
3.1.
A table of loadings appears in Figure 3.2. The variables with the largest absolute scores
are highlighted for each component. The most important principal component is heavily
affected by a cluster of three measures of time and one measure of velocity: TUGTime,
WalkTime, PreturnTime, and StrideVel. Other measures of importance for the first prin-
cipal component are related to rotation: S2SRotAvg (Average side-to-side rotation speed),
FRSAvg (Average forward rotation speed), FRSHeightAvg (Average forward rotation speed
20
Figure 3.1: Scree plot of the first 20 components
* height), and S2SHeightAvg (Average side-to-side rotation speed * height).
The second most important component relies heavily on certain measures of variability or
asymmetry: SwingVar (swing time variability), StanceVar, SteptimeVar, StanceAsymAbs,
and StepAsymAbs all relate to irregular or asymmetrical gait characteristics. Two more time-
related variables appear in the second component: SwingTime and StanceTime. Cadence
is related to both time and distance, and appears to link GaitCycle with both Steps and
measures of time.
Time-related variables seem to feature prominently in the first principal components. It
is worth noting that QTUG’s namesake, the Timed Up and Go (TUG) test, used time to
complete the task as the sole predictive variable [8].
For the PCA visualizations to be readable, the variable names were replaced with numbers
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Comp.1 Comp.2 Comp.3 Comp.4 Comp.5 Comp.6 Comp.7 Comp.8 Comp.9
Distance 0 -0.259 0.163 -0.195 0 0 0.226 0.121 0
TUGtime -0.204 -0.13 0.102 0 0 -0.119 0 0 0
StrideVel 0.197 0 0 0 0 0 0 0 -0.125
SVvar 0 0.136 0 0.159 -0.167 0.26 0 0 0.102
StrideLength 0.183 0 0 -0.11 0.164 0 0 0 -0.117
SLvar 0 0.106 0 0.196 -0.289 0.244 -0.111 -0.138 0.194
TimeStand -0.157 0 0 0 0.125 -0.107 0 0 0
TimeSit 0 -0.122 0 0 0 -0.112 0 -0.3 0
GaitCycle -0.144 -0.224 0 -0.118 -0.155 0 0.182 0.13 0
Steps -0.146 -0.221 0 -0.114 -0.159 0 0.181 0.13 0
Cadence 0.178 -0.113 0 -0.137 -0.215 0.142 0 0 0
WalkTime -0.204 -0.117 0.103 0 0 0 0.111 0 0
SwingTime 0 0.218 0 -0.296 0.141 0 -0.189 0 0
StanceTime 0 0.218 0 -0.296 0.141 0 -0.189 0 0
StrideTime -0.156 0.121 0 0.12 0.217 -0.158 -0.142 0 0
StepTime -0.129 0 0 0 0.302 -0.141 -0.184 0 0
SingleSupport 0 0.165 0 -0.376 0 0.1 0 0 0
DoubleSupport 0 0 0.27 0 0 0 0.136 0 -0.122
SwingVar 0 0.14 0.165 -0.18 0 0.147 0 0 0.178
StanceVar 0 0.229 0.103 0 0 0 0 0 -0.418
StrideTimeVar 0 0.213 0 0.161 0 0 0.232 0 -0.342
StepTimeVar 0 0.22 0.143 0 0 0 0 0 0
StrideAsymAbs 0 0.156 0 0 0 -0.251 0.245 -0.14 -0.117
StanceAsymAbs 0 0.232 0.11 -0.183 0 0 0 0 -0.136
SwingAsymAbs 0 0.13 0.162 -0.25 0 0 0 0 0
StepAsymAbs 0 0.212 0.143 -0.211 0 0.174 0 0 0
SingSupVar 0 0.185 0.166 0 0 0 0.186 0 0
DoubleSupVar 0 0 0 0.12 0 0 0.125 0.19 -0.264
PreturnTime -0.196 -0.13 0.109 0 0 -0.116 0 0.137 0
PostturnTime -0.191 -0.118 0 0 0 -0.11 0.124 -0.157 0
TurnRatio 0 0 0 0 0 0 0.181 -0.492 0
TurnTime -0.147 0 0.145 0 0 0 0 0 0.117
Turnsteps 0 -0.189 0.121 -0.181 -0.209 0 0 0 0
StepTimeRatio 0 -0.154 0 -0.22 -0.219 0 0 0 0
FRSTurn 0 0 0 0 -0.101 0 0 -0.207 0
FRSPeakRng 0 0 0.234 0.133 0 0.261 0.193 -0.129 0.155
FRSPeakAvg 0.189 -0.111 0 0 0.209 0 0 0 0
S2SRotMin -0.121 0 -0.184 -0.178 0 -0.106 0 -0.279 0.139
S2SRotMax 0.136 0 0.25 0 0 0 -0.259 0 0
S2SRotAvg 0.209 0 0 0 0 0.116 0 0 0
FRSMin -0.16 0 -0.152 0 0 0 0 0.183 0
FRSMax 0.181 0 0.183 0 0.151 0.105 0.125 -0.111 0
FRSAvg 0.211 0 0 0 0.155 0 0 0 0
FRSVar -0.16 0 0.194 0.115 0 0.123 0 -0.166 0
S2SVar 0 0 0.224 0.105 -0.147 -0.18 -0.256 0 -0.112
HRSMin 0 -0.132 -0.147 0 0.274 0.344 0 0 0
HRSMax 0.124 0 0.113 0.15 0 -0.114 0.164 0.162 0.34
HRSAvg 0.154 0.163 -0.127 0 -0.163 -0.213 0.14 0 0.165
HRSVar 0 -0.113 0.281 0 0.125 0 -0.173 0 0
FRSHeightMin -0.165 0 -0.145 0 0 0 0 0.176 0
FRSHeightMax 0.182 0 0.169 0 0.141 0 0.103 0 0
FRSHeightAvg 0.214 0 0 0 0.149 0 0 0 0
S2SHeightMin -0.122 0 -0.174 -0.173 0 0 0.102 -0.288 0.132
S2SHeightMax 0.137 0 0.245 0 0 0 -0.275 0 0
S2SHeightAvg 0.211 0 0 0 0 0 0 0 0
HRSHeightMin 0 -0.125 -0.136 0 0.27 0.354 0.109 0 0
HRSHeightMax 0.126 0 0.107 0.151 0 -0.134 0.151 0.175 0.342
HRSHeightAvg 0.153 0.154 -0.133 0 -0.166 -0.229 0.121 0 0.16
Figure 3.2: Loadings for the first 9 principal components
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(see table 3.1). Figure 3.3 shows a correlation network graph of the variables. Positive
correlations are shown with blue edges, and negative correlations are shown with red. The
strength of the correlation is expressed by the thickness of the edge. For example, variable
#12 (WalkTime) has strong positive correlation with #2 (TUGTime), #25 (PreturnTime)
and #26 (PostturnTime), and a strong negative correlation with #11 (Cadence).
A correlation heat map (sorted by angular order of the eigenvectors) is presented in
Figure 3.7.
Table 3.1: Variable number key for network graph
# Name # Name # Name # Name
1 Distance 16 StepTime 31 FRSTurn 46 FRSHeightMin
2 TUGtime 17 SingleSupport 32 FRSPeakRng 47 FRSHeightMax
3 StrideVel 18 DoubleSupport 33 FRSPeakAvg 48 FRSHeightAvg
4 SVvar 19 SwingVar 34 S2SRotMin 49 S2SHeightMin
5 StrideLength 20 StanceVar 35 S2SRotMax 50 S2SHeightMax
6 SLvar 21 StrideTimeVar 36 S2SRotAvg 51 S2SHeightAvg
7 TimeStand 22 StepTimeVar 37 FRSMin 52 HRSHeightMin
8 TimeSit 23 SingSupVar 38 FRSMax 53 HRSHeightMax
9 GaitCycle 24 DoubleSupVar 39 FRSAvg 54 HRSHeightAvg
10 Steps 25 PreturnTime 40 FRSVar 55 StrideAsymAbs
11 Cadence 26 PostturnTime 41 S2SVar 56 StanceAsymAbs
12 WalkTime 27 TurnRatio 42 HRSMin 57 SwingAsymAbs
13 SwingTime 28 TurnTime 43 HRSMax 58 StepAsymAbs
14 StanceTime 29 Turnsteps 44 HRSAvg
15 StrideTime 30 StepTimeRatio 45 HRSVar
23
Figure 3.3: Correlation Network Graph
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Another way of visualizing the variables in terms of their relationship to the principal
components is shown in Figure 3.4. For readability, only the first six components are shown
in the center of the graph. As in Figure 3.3, the magnitude of the loading is shown with the
width of the edge, and the sign is shown by the color (blue >0).
k-Means clustering techniques as described in 1.7.2 were applied to the variables to see
how they grouped. The data divided well into 4 groups, which are shown in Figures 3.5 and
3.6.
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Figure 3.4: Loadings network graph
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Figure 3.5: Correlation network graph with spring layout
27
Figure 3.6: Correlation network graph with group layout, threshold=0.6
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Figure 3.7: Correlation heat map
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3.2 Lasso and Adaptive Lasso
3.2.1 Lasso
Logistic Lasso regression models were fit to the Full, Sensor, and Quest datasets. 10-fold
cross-validation was used to find the best shrinkage parameter λ. The regression models
were trained using a training subset comprising approximately 50% of the data. The models
were then tested using the remaining observations.
Full
The Full model has very high specificity but poor sensitivity. It correctly classified 0.7109827
of the test observations. Although this model is useless for identifying patients at risk of
falling, it has potential for identifying people who are not at risk; the specificity of this test
is close to 1. There is no obvious connection between the variables that were not shrunken
to 0, aside from the fact that they are all ‘Sensor’ variables except for ‘DizzyYN’.
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Figure 3.8: Lasso: regression coefficients vs. log(λ) - full model
Figure 3.9: Lasso: binomial deviance vs. log(λ) - full model
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Table 3.2: Confusion matrix - Lasso (Full)
actual
predicted true false
true 3 1 Sensitivity 0.057692308
false 49 120 Specificity 0.991735537
Sensor
The Sensor model included many non-zero coefficients for variables related to time. Curi-
ously, it made exactly the same predictions and thus had the same correct classification rate
as the Full model, despite using a different subset of variables with different coefficients.
This appears to be pure coincidence, although the correct classification rate, specificity, and
sensitivity of the Sensor model are typically similar to, or slightly inferior to, those of the
Full model.
Figure 3.10: Lasso: regression coefficients vs. log(λ) - sensor only
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Figure 3.11: Lasso: binomial deviance vs. log(λ) - sensor only
Table 3.3: Confusion matrix - Lasso (Sensor)
actual
predicted true false
true 3 1 Sensitivity 0.057692308
false 49 120 Specificity 0.991735537
Questionnaire
The model fit to the Questionnaire data had all zero coefficients except for the intercept. It
‘correctly’ classified 0.699421965 of the test observations simply by predicting that no one
ever falls. Thus, the sensitivity of this test is zero.
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Figure 3.12: Lasso: regression coefficients vs. log(λ) - questionnaire only
Figure 3.13: Lasso: binomial deviance vs. log(λ) - questionnaire only
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Table 3.4: Confusion matrix - Lasso (Questionnaire)
actual
predicted true false
true 0 0 Sensitivity 0
false 52 121 Specificity 1
Coefficients
Table 3.5: Nonzero Lasso regression coefficients
Full Sensor
(Intercept) 1.774989892 (Intercept) 2.127871912
DizzyYN 0.239099958 Age -0.02417459
Age -0.020581163 Weight 0.002866852
Weight 0.002453994 TimeStand 0.217701111
TimeStand 0.198784237 WalkTime 0.021348089
WalkTime 0.010980222 SwingTime 0.078350093
DoubleSupport -0.755561055 StanceTime 0.000129606
PostturnTime 0.052837074 DoubleSupport -1.024313537
FRSTurn 0.005899875 PostturnTime 0.045637994
HRSVar -0.016718811 FRSTurn 0.006431081
S2SHeightMax -0.000317628 FRSVar 0.00069542
Questionnaire HRSVar -0.018540415
(Intercept) -0.8498456 S2SHeightMax -0.000326232
3.2.2 Adaptive Lasso
Ridge regression was performed on the Sensor, Quest, and Full datasets. 10-fold cross-
validation was used to determine the best shrinkage coefficient. The ridge regression coeffi-
cients were used to create weights for the logistic adaptive lasso regression.
Full
The full model had a correct classification rate of 0.678756477. The sensitivity of the model
fit with the adaptive Lasso full model was improved compared to the one fit with the ordinary
35
Lasso.
(a) Regression coefficients vs. log(λ) (b) Binomial deviance vs. log(λ)
Figure 3.14: Ridge regression - Full model
Figure 3.15: Adaptive Lasso: regression coefficients vs. log(λ) - full model
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Figure 3.16: Adaptive Lasso: binomial deviance vs. log(λ) - full model
Table 3.6: Confusion matrix - adaptive Lasso (Full)
actual
predicted true false
true 12 19 Sensitivity 0.218181818
false 43 119 Specificity 0.862318841
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Figure 3.17: Adaptive Lasso: ROC curve - full model
Sensor
The results for the sensor data were similar to those for the full model, with a correct
classification rate of 0.683937824.
(a) Regression coefficients vs. log(λ) (b) Binomial deviance vs. log(λ)
Figure 3.18: Ridge regression - Sensor
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Figure 3.19: Adaptive Lasso: regression coefficients vs. log(λ) - Sensor
Figure 3.20: Adaptive Lasso: binomial deviance vs. log(λ) - Sensor
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Table 3.7: Confusion matrix - adaptive Lasso (Sensor)
actual
predicted true false
true 14 20 Sensitivity 0.254545455
false 41 118 Specificity 0.855072464
Figure 3.21: Adaptive Lasso ROC curve - sensor
Questionnaire
The questionaire dataset produced a model similar in performance to those of the other two
datasets, with a correct classification rate of 0.694300518.
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(a) Regression coefficients vs. log(λ) (b) Binomial deviance vs. log(λ)
Figure 3.22: Ridge regression - Quest
Figure 3.23: Adaptive Lasso: regression coefficients vs. log(λ) - Quest
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Figure 3.24: Adaptive Lasso: binomial deviance vs. log(λ) - Quest
Table 3.8: Confusion matrix - adaptive Lasso (Quest)
actual
predicted true false
true 7 11 Sensitivity 0.127272727
false 48 127 Specificity 0.920289855
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Figure 3.25: Adaptive Lasso ROC curve - Quest
Coefficients
Table 3.9: Nonzero Adaptive Lasso regression coefficients
Full Sensor
(Intercept) -1.7315064 (Intercept) 0.30620647
BPDropYN 0.7599771 Gender -0.41829114
DizzyYN 0.9261679 Distance 0.06457216
TimeStand 0.1424857 TimeStand 0.31987149
StepTime 2.0564799 SwingTime 4.47622434
SingleSupport -2.2420276 StanceTime 0.16988042
Questionnaire StrideTime -4.04004239
(Intercept) -0.9927194 StepTime 5.33424068
BPDropYN 0.714187 SingleSupport -6.45726744
DizzyYN 0.9165015 DoubleSupport -0.24757202
TurnTime 0.11378254
Turnsteps 0.28424444
StepTimeRatio -1.03080664
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3.3 Tree-based Methods
3.3.1 Classification Trees
Full Model
A classification tree was fit to each of the three datasets. 10-fold cross-validation and the
correct classification rate for a validation set was used to determine the best number of
nodes. Both the large and the pruned trees were tested on a validation set. The large tree,
pictured in Figure 3.26, had a test set correct classification rate of 0.637583893. The pruned
tree, pictured in Figure 3.27, had a better test set classification rate of 0.711409396, but
the improvement came at the expense of a reduction in sensitivity. Overall, the pruned
tree trained on the full model performed better than any of the models built with Lasso
or Adaptive Lasso. Unfortunately, the correct classification rate is lower than if the model
simply predicted that no one falls.
The cross-validation plots shown in Figure 3.28 show that a local minimum for deviance
is achieved with trees having 10 terminal nodes, but that trees with fewer terminal nodes
(notably, a single terminal node that predicts no one ever falls), have lower deviance. Like-
wise, a higher value for the cost-complexity parameter (k), which results in fewer nodes,
yields trees with the lowest deviance.
Table 3.10: Confusion matrix - tree (Full)
actual
predicted true false
true 20 32 Sensitivity 0.476190476
false 22 75 Specificity 0.700934579
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Table 3.11: Confusion matrix - pruned tree (Full)
actual
predicted true false
true 12 13 Sensitivity 0.285714286
false 30 94 Specificity 0.878504673
Figure 3.26: Large Tree - Full model
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Figure 3.27: Pruned tree - Full model
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Figure 3.28: Tree: cross-validations plots for Full model
47
Sensor
On the sensor data only, the trees performed similarly to the Full model. The large tree for
the sensor data (Figure 3.29) had a correct classification rate of 0.6375839. The pruned tree
(not shown) had only two terminal nodes. The only split for the best tree was based on age;
bizarrely, this particular training dataset suggests that patients over 65 are less likely to fall
than patients under 65, which is surely a lack of randomness of subjects. The pruned tree still
performed worse than simply predicting that no one ever falls, with a correct classification
rate of 0.711409396.
The cross-validation plot shown in Figure 3.30 shows that a local minimum exists at
11 terminal nodes, but that fewer nodes (and correspondingly higher values of the cost-
complexity parameter k) produce better trees.
Table 3.12: Confusion matrix - tree (Sensor)
actual
predicted true false
true 20 32 Sensitivity 0.476190476
false 22 75 Specificity 0.700934579
Table 3.13: Confusion matrix - pruned tree (Sensor)
actual
predicted true false
true 7 8 Sensitivity 0.166666667
false 35 99 Specificity 0.925233645
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Figure 3.29: Large Tree - Sensor
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Figure 3.30: Tree: cross-validations plots for Sensor
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Questionnaire
The large tree fit to the questionnaire data had a correct classification rate of 0.651006711.
The pruned tree had only one terminal node - the prediction that nobody falls. As such, it
outperformed all previous models.
Table 3.14: Confusion matrix - tree (Quest)
actual
predicted true false
true 10 20 Sensitivity 0.238095238
false 32 87 Specificity 0.813084112
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Figure 3.31: Large Tree - Quest
3.3.2 Random Forests
5000-tree random forests were grown on approximately 50% of the observations for all three
datasets and used to predict the remaining observations. The correct classification rates and
confusion matrices for all three datasets are presented in Tables 3.15 and 3.16.
The variable importance plots presented in Figures 3.32, 3.33, and 3.34 are for the Full,
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Sensor, and Quest datasets respectively. In each Figure, the left-hand table shows the mean
decrease in accuracy among all trees when the indicated variable is omitted from the model.
The right-hand table shows the mean decrease in Gini index when the indicated variable is
selected for the split (Note - a decrease in Gini index represents an increase in child node
purity; better splits increase purity to a greater extent).
Table 3.15: Correct classification rate (CCR) by dataset - Random Forests
Dataset CCR
Full 0.701657459
Sensor 0.712707182
Quest 0.668508287
Table 3.16: Confusion matrices - Random Forests
actual
predicted true false
true 9 11 Sensitivity 0.173076923
Full false 43 118 Specificity 0.914728682
true 10 10 Sensitivity 0.192307692
Sensor false 42 119 Specificity 0.92248062
true 3 11 Sensitivity 0.057692308
Quest false 49 118 Specificity 0.914728682
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Figure 3.32: Variable importance plot for Random Forest (Full)
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Figure 3.33: Variable importance plot for Random Forest(Sensor)
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Figure 3.34: Variable importance plot for Random Forest(Quest)
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3.3.3 Bagging
By coincidence, the models fit to the full dataset and the sensor dataset made the same
predictions. The correct classification rates and confusion matrices for the Full, Sensor, and
Quest models are presented in Tables 3.17 and 3.18. The variable importance plots of Figures
3.35, 3.36, and 3.37 are interpreted in the same way as the tables referenced in Section 3.3.2.
Table 3.17: Correct classification rate (CCR) by dataset - Bagging
Dataset CCR
Full 0.703125
Sensor 0.703125
Quest 0.65625
Table 3.18: Confusion matrices - Bagging
actual
predicted true false
true 8 7 Sensitivity 0.137931034
Full false 50 127 Specificity 0.947761194
true 8 7 Sensitivity 0.137931034
Sensor false 50 127 Specificity 0.947761194
true 11 19 Sensitivity 0.189655172
Quest false 47 115 Specificity 0.858208955
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Figure 3.35: Variable importance plot for Bagging (Full)
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Figure 3.36: Variable importance plot for Bagging (Sensor)
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Figure 3.37: Variable importance plot for Bagging (Quest)
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3.3.4 Boosting
Boosted regression trees were fit to all three of the models using a 50% training subset, and
were tested on the validation subsets for prediction accuracy. 5000 trees were fit and the
interaction depth was set to 4. Several values for the shrinkage parameter were tested, but
the default value of λ = 0.001 was the best.
The variable importance plots presented in Figures 3.38, 3.39, and 3.40 are based on “the
number of times a variable is selected for splitting weighted by the squared improvement to
the model as a result of each split, and averaged over all trees” [5].
Table 3.19: Correct classification rate (CCR) by dataset - Boosting
Dataset CCR
Full 0.697917
Sensor 0.71875
Quest 0.703125
Table 3.20: Confusion matrices - Boosting
actual
predicted true false
true 8 5 Sensitivity 0.137931034
Full false 50 129 Specificity 0.962686567
true 11 7 Sensitivity 0.189655172
Sensor false 47 127 Specificity 0.947761194
true 5 4 Sensitivity 0.086206897
Quest false 53 130 Specificity 0.970149254
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Figure 3.38: Relative importance of variables - Full
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Figure 3.39: Relative importance of variables - Sensor
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Figure 3.40: Relative importance of variables - Quest
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3.4 Support Vector Classifier
Support vector machines were fit to the three models using linear, radial, and polynomial
kernels. The cost parameter was chosen via 10-fold cross-validation in each case. The best
results were achieved with a linear kernel and are summarized in Table 3.22. Overall, the
results were not superior to other methods tried.
Table 3.21: Correct classification rate (CCR) by dataset - SVC
Dataset CCR
Full 0.736263736
Sensor 0.653846154
Quest 0.725274725
Table 3.22: Confusion matrices - SVC
actual
predicted true false
true 6 4 Sensitivity 0.12
Full false 44 128 Specificity 0.96969697
true 21 34 Sensitivity 0.42
Sensor false 29 98 Specificity 0.742424242
true 0 0 Sensitivity 0
Quest false 50 132 Specificity 1
3.5 Neural Networks
A series of neural networks were fit to the Full, Sensor, and Questionnaire datasets. Only
neural networks with a single hidden layer were systematically tested. Since both the number
of observations and the number of predictors were small enough to allow it, a method of
exhaustion was used to find the optimum number of neurons in the hidden layers. For each
value of hidden layer nodes considered, a neural network was trained on a randomly-selected
0.95 of the data and tested on the remaining 0.05. Classification error was calculated, and a
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new train/test split was made - 10 times for each node level. The classification errors were
averaged for each value of hidden layer nodes. The best value was chosen by lowest average
misclassification rate.
Using the optimal number of hidden layer nodes, the neural network was trained on 50%
of the data, and tested on the remaining. Unfortunately, even with the optimal number of
nodes identified, all three models performed only as well as, or worse than, a classifier that
always predicts no falls. The correct classification rate for the best neural network (Full)
was 0.585799. The confusion matrix for this model are presented in Table 3.23.
Table 3.23: Confusion matrix - Neural Network (Full)
actual
predicted true false
true 7 27 Sensitivity 0.14
false 43 92 Specificity 0.773109244
3.6 FRE and FrailE
Logistic regression was used to determine the extent to which the derived variables FRE and
FrailE can predict FallYN. The models in both cases failed to predict any falls.
Table 3.24: Confusion matrix - FrailE (Full)
actual
predicted true false
true 0 0 Sensitivity 0
false 52 121 Specificity 1
Table 3.25: Coefficents and error - FrailE (Full)
Estimate Std. Error z value Pr(> |z|)
(Intercept) -1.173091 0.585841 -2.002 0.0452
FrailE 0.004237 0.007347 0.577 0.5641
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Table 3.26: Confusion matrix - FRE (Full)
actual
predicted true false
true 0 0 Sensitivity 0
false 52 121 Specificity 1
Table 3.27: Coefficents and error - FRE (Full)
Estimate Std. Error z value Pr(> |z|)
(Intercept) -1.482676 0.437443 -3.389 0.0007
FRE 0.009296 0.005841 1.592 0.1115
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Chapter 4
Conclusion
4.1 Summary of the Results
None of the statistical learning techniques employed in this analysis showed that the data
gathered either by the questionnaire, the sensor, or a combination of the two could be used to
accurately predict risk of falls among members of the population under study. The support
vector machine built on the sensor-only data had the best sensitivity of 0.42. However,
the overall correct classification rate was only 0.6538 for that model. The best correct
classification rate was achieved with the support vector machine trained on the full data
with 0.7363. None of the models was able to predict fall risk as measured by fall history
with sufficient accuracy, based on the QTUG data provided.
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Table 4.1: Summary of the predictive models
Method Dataset CCR Sens. Select.
Lasso Full 0.7110 0.0577 0.9917
Sensor 0.7110 0.0577 0.9917
Quest 0.6994 0.0000 1.0000
Adaptive Lasso Full 0.6788 0.2182 0.8623
Sensor 0.6839 0.2545 0.8551
Quest 0.6943 0.1273 0.9203
Tree (Pruned) Full 0.7114 0.2857 0.8785
Sensor 0.7114 0.1667 0.9252
Quest 0.7181 0.0000 1.0000
Bagging Full 0.7031 0.1379 0.9478
Sensor 0.7031 0.1379 0.9478
Quest 0.6563 0.1897 0.8582
Boosting Full 0.6979 0.1379 0.9627
Sensor 0.7188 0.1897 0.9478
Quest 0.7031 0.0862 0.9701
Random Forest Full 0.7017 0.1731 0.9147
Sensor 0.7127 0.1923 0.9225
Quest 0.6685 0.0577 0.9147
Support Vector Machines Full 0.7363 0.1200 0.9697
Sensor 0.6538 0.4200 0.7424
Quest 0.7253 0.0000 1.0000
Neural Network Full 0.5858 0.1400 0.7731
4.2 Limitations and Next Steps
This study used a validation set of approximately 50% of the observations to test each model.
This split was chosen to ensure that every test set had an adequate number of patients who
experienced a fall: only 30% of the patients indicated that this was the case. Many of the
techniques used in this analysis benefit from larger training sets. As more data becomes
available, the protocols established in this document might be used to achieve better results.
Furthermore, this study is limited by the self-reported and retrospective nature of the
outcome variable. The assumption that fall history predicts fall risk might not be valid. A
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prospective study might have better results, especially since health conditions can change
rapidly among elderly patients. Moreover, the predictor variable does not distinguish be-
tween severe falls and falls that did not result in injury. Improved granularity of the outcome
variable might yield better results.
Although many statistical learning techniques were employed in this exploration, it is
possible that an undiscovered better model exists. A neural network with a larger number
of hidden nodes is one possibility; the group lasso could also perform better than other
techniques.
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