Abstract. We consider the problem of scheduling independent jobs on a constant number of machines. We illustrate two important approaches for obtaining polynomial time approximation schemes for two different variants of the problem, more precisely the multiprocessor-job and the unrelated-machines models, and two different optimization criteria: the makespan and the sum of weigthed completion times.
Introduction
In the past few years, there have been significant developments in the area of approximation algorithms for AfP-hard scheduling problems, see e.g. [S] and the references at the end of this paper. Our current, admittedly optimistic, opinion is the following: for any scheduling problem where the schedules can be stretched without unduly affecting the cost function, and in which each job is specified by a constant number of parameters, there should be a way to construct a PTAS by a suitable combination of known algorithmic and approximation techniques.
We present here two approaches for obtaining efficient PTAS that we illustrate by two examples dealing eachone with a different optimization criterion. In the first case, we consider the problem of minimizing the makespan for a multiprocessor job system [12] . In this model, we are given a set of jobs J such that each job requires to be processed simultaneously by several processors. In the dedicated variant of this model, each job requires the simultaneous use of a prespecified set of processors fixj. Since each processor can process at most one job at a time, jobs that share at least one resource cannot be scheduled at the same time step and are said to be incompatdb2e. Hence, jobs are subject to compatibility constraints. Thus, every job is specified by its execution time pj and the prespecified subset of processors f ixj on which it must be executed. By tj we denote the starting time of job j and the completion time of j is equal to Cj = tj +pj. The objective is to find a feasible schedule minimizing the makespan Cma, i.e. the maximum conipletion time of any job. Using the standard three field notation of Graham et al. [14] , this problem is classified as PmlfkjICmm. In the second case, we are given n independent jobs that have to be executed on m unrelated machines. Each job j is specified by its execution times p(ii) on each machine M,, i = 1 , 2 , . . . , m, and by its positive weight wj. The jobs must be processed without interruption, and each machine can execute at most one job at a time. Hence, if t j is the starting time of job j executed on machine Mi in a particular schedule then the completion time of j is Cj = t j +p!'. The objective is to minimize the weighted sum of job completion times CjEJ wjCj.
Using the standard three-field notation, the considered problem is denoted as Rml I C w,Cj. For example, one may think of an application where each job is associated with specific deliverables for customers: then the sum of completion times measures the quality of a schedule constructed.
In the next section, we present the most important known results for the dedicated variant of the multiprocessor job problem, and we briefly sketch the principle of the method used in [2] in order to obtain a PTAS. In the third section, we also start with a brief state of the art about the unrelated machines problem and we give the rough idea of the PTAS proposed in [l].
Minimizing the makespan

State of the art
The problem of scheduling independent jobs on dedicated machines has been extensively studied in the past in both the preemptive and the non-preemptive case. In the preemptive case, each job can be at no cost interrupted at any time and completed later. In the non-preemptive case, a job once started has to be processed (until completion) without interruption.
The non-preemptive three-processor problem, i.e. P3lfi.j ICmax, has been proved to be strongly NP-hard by a reduction from %partition [4,17]. The best constant-factor approximation algorithm is due to Goemans Pmlfixj,p, = llCmaz, the problem is solvable in polynomial time through an integer programming formulation with a fixed number of variables 1171. However, if the number of processors is part of the problem, i.e. P)fixj,pj = l~C,,.,~, the problem becomes NP-hard. Furhermore, Hoogeveen et al. [17] showed that, for Plfixj ,p3 = llCmm, there exists no polynomial approximation algorithm with performance ratio smaller than 4/3, unless P = N P .
2.2
The PTAS presented in [2] is based on the transformation of a preemptive schedule to a non-preemptive one. A simple approach to obtain a feasible nonpreemptive schedule from a preemptive schedule S is to remove the preempted jobs from S and process them sequentially in a na'ive way at the end of S . The produced schedule has a makespan equal to the makespan of S plus the total processing time of the delayed jobs. However, even if S is an optimal preemptive schedule, the schedule thus produced is almost certainly not close to optimal, The principle of the algorithm since there can be a large number of possibly long preempted jobs. The algorithm in [2] does use a preemptive schedule to construct a non-preemptive schedule in the way just described. However, to ensure that the non preemptive solution is close to optimal, only "short" jobs are allowed to be preempted.
The intuitive idea of the algorithm is the following: first, partition the set of jobs into "long" jobs and "short" jobs. This is similar in spirit to Hall and Shmoys' polynomial time approximation scheme for single-machine scheduling [16] . For each possible schedule of the long jobs, complete it into a schedule of J, assuming that the short jobs are preemptablel. From each such preemptive schedule, construct a non-preemptive schedule. Finally, among all the schedules thus generated, choose the one that has the minimum makespan.
The details are given in [2].
Theorem 1.
[2] There is an algorithm A which given a set J of n independent multiprocessor jobs, a b e d number m of dedicated processors and a constant E > 0, produces, in time at most O(n), a schedule of J whose makespan is at
This algorithmic paradigm is appropriate for problems in which the objective function is the makespan. Indeed, the same approach has been used in order to obtain PTASs for the parallel variant of the multiprocessor job problem [3] , and for scheduling malleable parallel tasks [20] . 
State of the art
The problem of scheduling jobs to minimize the total weighted job completion time is one of the most well-studied problems in the area of scheduling theory. The basic situation is the single-machine case with no release dates; in that case, in 1956 Smith designed a very easy greedy algorithm: sequencing in order of non-decreasing p j / w i ratio produces an optimal schedule [41] . The problem R I I C C j is also polynomial [18] . However with general weights and m 2 2 machines the problem is NP-hard, even for fixed m and identical machines ( i e .
when p r ) = p j is independent of the machine) [5] [24] .
There has been a lot of recent progress on scheduling on identical parallel machines: Kawagachi and Kyan [21] showed m 1.21 approximation algorithm. For any fixed number of identical parallel machines Sahni proposed a PTAS [32] . Woeginger [43] extended this result in the w e of uniform parallel machines which run at different but not job dependent speeds. Moreover, Skutella and Woeginger [38] proposed a PTAS for the case where the number of identical parallel machines is an input of the problem (PI I C W j C j ) .
Minimizing the weigthed completion time
A job i s preemptable if it can be at no cost interrupted at any time and completed later.
The situation is not so good for scheduling on unre2ated machines. A sequence of papers has proposed various approximation algorithms [29,19,36,37] . When the number of machines is a parameter of the problem the last of these papers, due to Schultz and Skutella, provides an (3/2-e)-approximation algorithm. More recently Skutella gave an approximation algorithm with performance ratio designed a PTAS for scheduling on a constant number of unrelated machines with release dates.
3.2
The approach of the previous section cannot be used when the considered objective function is the sum of the weighted completion times since each job is now specified by its execution(s) time(s) and its weight, and thus the partition into short and long jobs based on the execution times does not help. The general principle used in [l] in order to obtain a PTAS is that the only really well-understood minsum scheduling problem is Smith's setting (single-machineno-release-dates), and so the problem is simplied until it closely resembles that setting. Two well-known ingredients have been used:
The principle of the algorithm 1. grouping and rounding, as in the classical bin-packing approximation schemes, in order to simplify the problem; and 2. dynamic programming to design an algorithm, once we are close to but not exactly in Smith's setting (Skutella and Woeginger's paper [38] gave us a strong belief that jobs should only interact with jobs that had similar ratios, and hence dynamic programming should work).
For simplicity of notation, we present the principle of the algorithm when there are just two machines, but it should be clear that this holds for any constant number of machines.
We start from a simple but fundamental observation. Consider the restriction of the optimal schedule to each of the two machines: then Smith's ratio rule applies, i.e. the jobs executed on machine Mi are processed in order of nonincreasing ratios r!) = wj/py). In particular, observe that if two jobs executed on the same machine have the same ratio on that machine, then their relative order does not matter.
The algorithm [l] is based on the following two results:
The first result states that unrelated machines are not all that different from identical machines: if the processing times of a job are very different on the two machines (i.e. if $) < ~p y ) or p y ) < e p y ) ) , then we can schedule it on the machine on which it has the shorter processing time. Thus, if a job j satisfies Scheduling on a Constant Number of Machines 285 p y ) < I$) then we say that j is MI-decided, and similarly if py' < e p y ) then we say that j is &-decided. The second result states that if the ratios of two jobs are very different, then we can neglect their interaction. Exploiting these two results we define windows of ratios with appropriate size such that any undecided job has its two ratios in the same window or in adjacent windows, and that we only need to worry about interactions between jobs which ratios are in the same window or in adjacent windows. This is the key to the dynamic program.
Theorem 2. [l]
There is a polynomial time approdmation scheme for Rml ICZujCj.
With additional ideas one can extend this approach to deal with singlemachine scheduling in the presence of release dates.
Theorem 3. [l]
There is a polynomial time approsirnation scheme for llrjl wjcj.
The details of the algorithm can be found in [l].
.
