In high-speed single-carrier digital communication systems, processing blocks of signals using Fast Fourier Transforms is an efficient way to equalize (compensate) for interference between transmitted symbols. bringing the complexity close to that of OFDM. Here a nonlinear equalizer is formed with a linear filter to remove part of intersymbol interference, followed by a canceler of remaining interference by using previous detected data. Moreover, the capacity of SCM is similar to that of OFDM in highly dispersive channels only if a nonlinear equalizer is adopted at the receiver.
bringing the complexity close to that of OFDM. Here a nonlinear equalizer is formed with a linear filter to remove part of intersymbol interference, followed by a canceler of remaining interference by using previous detected data. Moreover, the capacity of SCM is similar to that of OFDM in highly dispersive channels only if a nonlinear equalizer is adopted at the receiver.
Indeed, the study of efficient nonlinear frequency domain equalization techniques has further pushed the adoption of SCM in various standards. This tutorial paper aims at providing an overview of nonlinear equalization methods as a key ingredient in receivers of SCM for wideband transmission. We review both hybrid (with filters implemented both in time and frequency domain) and all-frequency-domain iterative structures. Application of nonlinear frequency domain equalizers to a multiple input multiple output scenario is also investigated, with a comparison of two architectures for interference reduction. We also present methods for channel estimation and alternatives for pilot insertion. The impact on SCM transmission of impairments such as phase noise, frequency offset and saturation due to high power amplifiers is also assessed. The comparison among the considered frequency domain equalization techniques is based both on complexity and performance, in terms of bit error rate or throughput.
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I. INTRODUCTION
EqualizationVthe compensation of the linear distortion caused by channel frequency selectivityVis an essential component of digital communications systems whose data symbol rate is higher than the coherence bandwidth of typically encountered channels. Intersymbol interference that afflicts serial data transmission has traditionally been mitigated by equalization implemented in the time domain with linear filtering, usually with a transversal structure, hence the designation linear equalizer [1] . Due to the tradeoff between equalization of the channel impulse response to remove intersymbol interference (both precursors and postcursors) and noise enhancement at the decision point, a linear equalizer yields less than ideal performance in terms of bit error rate, especially in dispersive channels. Other types of equalizers have therefore been proposed, especially ones with a nonlinear structure denoted as decision feedback equalizer (DFE), where, after a first transversal filter aiming at reducing the precursors of the equivalent pulse at the detection point, a linear feedback filter, whose input is the sequence of past detected data symbols, removes by cancellation the intersymbol interference due to postcursors. Hence, the structure is nonlinear with respect to the received signal. Indeed, due to the feedback of detected data symbols, the DFE is hard to analyze. However in general, its performance is much better than that of a linear equalizer and can come close to that of an optimum sequence detector, e.g., implemented by the Viterbi algorithm, for a much lower complexity [2] .
The signal processing complexity (number of arithmetic operations per data symbol) in time domain equalization, exemplified by the number of transversal filter tap coefficients, increases at least linearly with the number of data symbol intervals spanned by the channel impulse response. Frequency domain processing of blocks of signals, using discrete Fourier transforms (DFT), provides lower complexity per data symbol, and has therefore recently emerged as the preferred mitigation approach to channel frequency selectivity, for next-generation broadband wireless systems with bit rates of tens or hundreds of megabits/s. In this overview paper, we survey frequency domain equalization structures, mostly based on the DFE principle, for single carrier wireless digital transmissions.
Serial or single carrier modulation (SCM), in which data symbols are transmitted in serial fashion, has been the traditional digital communications format since the early days of telegraphy. An alternative is multicarrier transmission, where multiple data streams, each modulating a narrowband waveform, or tone, are transmitted in parallel, thus allowing each tone to be separately equalized by a simple gain and phase factor. Multicarrier transmission has become popular and widely used within the last two decades, due mainly to its excellent complexity/ performance tradeoff for data symbol rates far above coherence bandwidths, and also for its flexible link adaptation ability [3] - [5] . Among the first military and commercial multicarrier systems were the Collins Kineplex and General Atronics KATHRYN HF radio systems [6] , [7] of the 1950s and 1960s. The KATHRYN system used DFT signal processing at the transmitter and receiver. With the realization that the eigenvectors of a linear system are sinusoids, multicarrier transmission was recognized as an optimal format for frequency selective channels in the early 1960s [8] , [9] . Generation and block processing of multicarrier signals in the frequency domain, are enormously simplified by implementing the DFTs by fast Fourier transforms (FFTs), as was recognized by Weinstein and Ebert in 1971 [10] , yielding a signal processing complexity that grows only logarithmically with the channel impulse response length. This realization, and the evergrowing demand for higher data rates on wireless and wired systems propelled the application of multicarrier transmission to i) digital subscriber line transmission standards, where it is generally known as discrete multitone transmission, ii) IEEE 802.11a wireless LAN and iii) digital audio and video broadcast standards, where it is known as orthogonal frequency division multiplexing (OFDM), or orthogonal frequency division multiple access (OFDMA). The early success of OFDM in standards after more then twenty years since the pioneering implementations, has been marked by Bingham in his landmark paper: Multicarrier modulation for data transmission: an idea whose time has come, [3] .
A related development in the early 1970s was the realization that frequency domain processing techniques could also be used to facilitate and simplify equalization of SCM systems [11] . More recently, as an alternative to the first OFDM applications in wireless standards, Sari et al. [12] - [14] pointed out that traditional SCM could enjoy an implementation simplicity/performance tradeoff similar to that of OFDM for highly frequency selective channels with the inverse DFT moved at the receiver. (A simpler structure, with applications to diversity reception, was proposed by Clark [15] a few years later.) Indeed, this is true only for a nonlinear frequency domain equalizer. In fact, only the performance of a DFE can come close to or even exceed that of OFDM [16] . SCM waveforms have the additional advantage that for a given signal power their range of amplitude, measured by the peak-to-average ratio, is significantly less than that of multicarrier signals. As a result, their transmitted spectra and performance are less affected by transmitter power amplifier nonlinearities. This allows cheaper and more efficient high power amplifiers to be used for transmitting SCM signals. A further benefit of SCM is its greater robustness to frequency offset and phase noise than that of OFDM [17] (see also [18] ).
These features of robustness to radio frequency hardware impairments make single carrier with frequency domain equalization an attractive alternative to OFDM, especially for cost-and power consumption-sensitive nextgeneration wireless user terminals which transmit uplink to base stations [19] . Thus frequency domain implementations of SCM receivers can be said to be an idea whose time has come again after a hiatus of about 20 years. However the status of SCM now is not that of a potential replacement of OFDM, but rather of a complement to it. As we will see, traditional SCM can morph to a special form of multicarrier transmission, which can be called DFT-precoded OFDM. As such, it is a form of generalized multicarrier transmission [20] (see also [21] and [22] ).
SCM in the form of DFT-precoded OFDM has been proposed by the European 6th framework program Wireless INitiative NEw Radio (WINNER) project as the uplink transmission format for wide area cellular scenarios, mainly on the basis of its radio frequency impairment robustness properties. WINNER downlink and local area uplink transmissions rely on OFDMA, mainly because of its flexibility and transmission channel adaptability properties [23] . The Third Generation Partnership ProjectVLong Term Evolution (3GPP-LTE) and now LTE-Advanced standards group also propose DFT-precoded OFDM, which they call single carrier frequency division multiple access for the uplink of nextgeneration wide area cellular broadband wireless systems, again with OFDMA used in the downlink [24] , [25] . These initiatives and standards activities are contributing to the International Mobile Telecommunications Advanced (IMTAdvanced) initiative of the International Telecommunications Union. The 802.16m Task Group of the IEEE 802. 16 Wireless metropolitan area network standards group has recently been formed to contribute to IMT-Advanced. At the time of writing, its proposed standard has not been finalized, but versions of single carrier frequency domain equalization, as well as OFDM, have been considered for uplinks. The earlier 802.16a standard, which led to the WiMAX wireless metropolitan area concept, has three transmission modes: two based on versions of OFDM and one based on SCM.
The rest of the paper is organized as follows. In Section II we provide the basic principles and signal structure of SCM frequency domain nonlinear equalization. In Section III, we present various nonlinear equalization techniques implemented in the frequency domain for a single antenna system and using the direct knowledge of the channel frequency response. These structures will be extended to the case of transmitters and receivers with multiple antennas in Section IV, where we also describe an iterative equalizer fully implemented in the frequency domain. Channel estimation methods for the proposed structures are investigated in Section V. Impacts of phase noise and other disturbances on implementations of the nonlinear frequency domain equalizers are considered in Section VI. Section VII compares SCM with OFDM, with a focus of the considered nonlinear frequency domain equalization structures. Lastly, conclusions are outlined in Section VIII.
Notation:
Ã denotes the complex conjugate, T denotes the transpose, H denotes the Hermitian (transpose and complex conjugate) operator. The DFT of sequence fs n g, n ¼ 0; 1; . . . ; P À 1, is
s n e Àj2 np P ; p ¼ 0; 1; . . . ; P À 1:
The inverse DFT (IDFT) of sequence fS p g, p ¼ 0; 1; . . . ; P À 1, is
S p e j2 np P ; n ¼ 0; 1; . . . ; P À 1:
I N denotes the N Â N identity matrix. Circular convolution among signals x and y is denoted as ðx yÞ.
II. SYSTEM DEFINITIONS AND THE FINGERPRINT OF SINGLE CARRIER FREQUENCY DOMAIN EQUALIZER: TRANSMISSION FORMAT
A wireless mobile transmission is characterized by a slowly time-varying multipath channel between each pair of transmit and receive antennas in a multiple input-multiple output (MIMO) scenario. For a system with N T transmit and N R receive antennas, we denote the impulse response of the time-invariant channel from antenna i to antenna j as h 
where " w ðjÞ ðtÞ is the noise term, which we assume to be complex Gaussian with zero mean and power spectral density N 0 .
Traditionally, a SCM signal is generated as a sequential stream of data symbols, at regular time instants nT, for n ¼ . . . ; 0; 1; 2; . . ., where T is the data symbol interval, and 1=T is the symbol rate. Although generally receivers perform oversampling, for the sake of a simpler notation, we assume also that the received signal is filtered and sampled with rate 1=T. Hence we describe the transmission system by an equivalent discrete-time model where the channel is characterized by the impulse response h ðj;iÞ ' , ' ¼ 0; 1; . . . ; N h À 1, obtained by sampling the cascade of the transmit filter, the channel and the receive filter. By indicating with s ðiÞ n the symbol transmitted from the ith antenna, the received signal after sampling can be written as
where w ðjÞ n is the noise term with variance 2 w . In order to allow frequency domain block equalization of the received signal, the convolutions in (4) must be circular and this can be achieved in different ways.
As we will first consider the single input-single output case, we drop the antenna index for sake of a simpler notation. The MIMO case is considered in Section IV.
A. Circular and Linear Convolution
The transmitted signal fs n g depends on the information signal fd n g but, in general, the two may not coincide. We examine conditions such that each linear convolution in (4) appears as a circular convolution between the channel impulse response and the information data signals d n .
Let us consider the sequence of data symbols in blocks of M, fd n g, n ¼ 0; 1; . . . ; M À 1; and the N h -size sequence fh n g, n ¼ 0; 1; . . . ; N h À 1, with M > N h . We define the periodic signals of period P, d rep P ;n ¼ d ðn mod PÞ , and h rep P ;n ¼ h ðn mod PÞ , n ¼ 0; 1; . . . ; P À 1, where in order to avoid time aliasing, P ! M and P ! N h . Now, the circular convolution between fd n g and fh n g is a periodic sequence of period P defined as
Then, if we indicate with fD p g, fH p g and fX ðcircÞ p g, p ¼ 0; 1; . . . ; P À 1, the P-point DFT of sequences fd n g, n ¼ 0; 1; . . . ; P À 1, fh n g, and fx ðcircÞ n g, n ¼ 0; 1; . . . ; P À 1, respectively, we obtain
The linear convolution with support n ¼ 0; 1; . . .
By comparing (7) with (5), it is easy to see that only if
To compute the convolution between the two finite-length sequences fd n g and fh n g, (8) requires that both sequences be completed with zeros (zero padding) to get a length of
Then, taking the P-point DFT of the two sequences, performing the product (6), and taking the inverse transform of the result, one obtains the desired linear convolution. However, there are other conditions, some of which are listed below, that yield a partial equivalence between the circular convolution fx ðcircÞ n g and the linear convolution
where fs n g depends on fd n g.
Overlap and Save:
We consider as the transmitted signal s n ¼ d n , n ¼ 0; 1; . . . ; M À 1 and assume P ¼ M. We verify that (9) coincides with (5) only for the instants n ¼ N h À1, N h ; . . . ; M À 1, [26] . In other words, the equivalence between the linear and the circular convolution holds always on a subset of the computed points.
Cyclic Prefix: An alternative to overlap and save is to consider, instead of the transmission of the data sequence fd n g, an extended sequence fs n g that is obtained by partially repeating fd n g with a cyclic prefix of L ! N h À 1 samples, [26] :
Moreover, assume P ¼ M. It is easy to prove that (9) coincides with (5) for n ¼ 0; 1; . . . ; M À 1. Moreover, the equivalence (6) in the frequency domain holds for DFTs of size P ¼ M, the data block size. This arrangement is used also in multicarrier communications [11] .
Pseudo Noise (PN) Extension: Consider a sequence fs n g, obtained by fd n g with the addition of a fixed sequence p n ,
The first data block is also preceded by the sequence fp n g.
The sequence fp n g can contain any symbol sequence, including all zeros (zero padding) [27] , [28] , or a PN symbol sequence, denoted PN extension or unique word. The choice of the extension is also influenced by other factors, such as channel estimation [29] . It can be easily proved, that (9) coincides with ðh sÞ n for n ¼ 0; 1; . . . ; P À 1, where now the circular convolution is on s n instead of d n .
With reference to the noisy MIMO scenario (4), we can organize the transmitted signal fs n g into blocks of size P, each obtained by extending with a PN sequence a data block of size M. Moreover, at the beginning a PN sequence is transmitted first. Let fs nþkP g, n ¼ 0; 1; . . . ; P À 1 be the kth block and let fH ðj;iÞ p g be the P-size DFT of the channel impulse response fh [29] , and the possibility of implementing an efficient frequency domain (FD) nonlinear equalizer, as detailed in Section III. Generally, the PN extension yields a reduced bit error rate with respect to the cyclic prefix, since in the latter case data detection errors affect both the information data and the cyclic prefix, thus reducing the intersymbol interference cancellation capabilities of the nonlinear equalizer. In the following we will consider operations on a single data block and we will drop the index k from FD signals.
B. Signal Generation
As described in the previous section, the data symbol sequence may be organized into DFT blocks, which may include PN extensions, or to which cyclic prefixes are appended, thus facilitating DFT processing and FD equalization at the receiver. The resulting data sequences, with or without extensions and prefixes, are low pass filtered for bandlimiting and spectrum-shaping purposes, before being up-converted to the carrier frequency. Fig. 1 shows a generalized multicarrier transmitter architecture [19] , [20] , [22] , which can be adapted to generate a wide variety of signals, including SCM signals, as well as OFDM, OFDMA, multicarrier code division multiple access (CDMA), etc. Because its processing occurs in the FD, it is easy to generate signals with arbitrary spectra, and to insert FD pilot tones for channel estimation (see Section V). Complexity is not a major issue since processing is done with DFTs and IDFTs, implemented by FFTs. In the figure, the IDFT block is preceded by a general pre-matrix operation, which may include a DFT, spreading, a selection mechanism and/or an allocation to multiple transmitting antennas in a MIMO or space-time code. Recognition of this generalized structure can also be found in [30] - [32] .
Generation of a SCM signal block proceeds as follows. After coding and serial to parallel (S/P) conversion, blocks of N coded data symbols are mapped to the FD by a N-point DFT. The resulting FD data components are mapped by the pre-matrix time-frequency-space selector to a set of M ! N data-carrying subcarriers, and then processed by a M-point inverse DFT to convert back to the time domain (TD). The resulting samples are parallel-to-serial (P/S) converted and appended with a prefix or extension for transmission. The simplest frequency mapping is to N contiguous subcarrier frequencies, with the remaining M À N being padded with zeroes. In this case, the output samples are expressed as
where
while fs n g, n ¼ ÀL; ÀL þ 1; . . . ; À1, contains the cyclic prefix. This is recognized as a block of data symbols serially transmitted at intervals of M=N samples. The sampled pulse waveform given by (14) is a circular version of a sinc pulse with zero excess bandwidth, limited to a bandwidth N=MT. SCM signals generated in this way are called DFTprecoded OFDM signals by the WINNER project [23] , and local single carrier FDMA (SC-FDMA) by the 3GPP-LTE standards body [24] , [25] . For (13) , s mM=N ¼ N=Md m , thus the DFT-precoded OFDM waveform at data symbol intervals depends only on a single data symbol, and therefore has a significantly lower peak to average power ratio than that of a corresponding OFDM waveform, whose sample Variations of this procedure abound for different desired signal formats. For example, aliased copies of the data block can be created and windowed with a square root raised cosine window to yield a filtered waveform with a given excess bandwidth or rolloff factor. If the initial DFT operation is omitted, a bandlimited OFDM waveform is produced. If the DFT is omitted and the N data symbols are mapped to a noncontiguous set of subcarrier frequencies, the result is an OFDMA signal. In this way, certain frequency subbands known to contain signals from other transmitters or to undergo severe fading, can be avoided and efficient frequency division multiplexing of multiple user signals is facilitated. The time-frequency-space selector can distribute data-carrying components to different transmitting antennas as well as to different frequencies in space-frequency block coding schemes [33] .
Non-contiguous mapping can also be used for DFTprecoded signals, for example to allow in-band pilot tones to be inserted without interfering with data, or to spread data over a wider bandwidth to enhance frequency diversity. A SCM and multiple access scheme sometimes called interleaved frequency domain multiple access (IFDMA) [34] , can be generated from Fig. 1 , by mapping N DFT outputs from each of up to U users onto N frequencies which are spaced at intervals of U subcarriers. User u ðu ¼ 0; 1; . . . U À 1Þ is assigned to the frequency set fu; u þ U; u þ 2U; . . . ; u þ ðN À 1ÞUg. Each user thus occupies a unique set of N frequencies in an interleaved fashion. For M > UN, the waveform corresponding to (14) is, for the uth user,
In an uplink scenario, each user transmits fs n;u g as in (15) , where fs n;u g, n ¼ ÀL; . . . ; À1, contains the cyclic prefix. The waveform described by (16) has periodic peaks at n ¼ 0; ðM=UÞ; 2ðM=UÞ; . . . ; ðU À 1ÞðM=UÞ, but in (15) s mM=U;u ¼ ðUN=MÞe j2ðum=UÞ d m mod N;u , m ¼ 0; 1; . . . ; UP À 1. Thus again the low peak to average power ratio property is preserved. It is clear that U IFDMA signals generated in the FD this way preserve their orthogonality independent of their channels' frequency selectivities, since they are frequency-disjoint. Furthermore, each such signal is spread in frequency by a factor of U, which yields a significant frequency diversity advantage. The IFDMA waveform can also be generated in the TD [35] . A generalization of IFDMA is block IFDMA, where each user is assigned multiple blocks of adjacent subcarriers and blocks belonging to different users are interleaved [36] .
If N P pilot tones are to be inserted at frequencies 0; U; 2U; . . . ; ðN P À 1ÞU, with data-carrying tones being displaced to make room for them, the set of frequencies used for data is fp ¼ 1; 2; . . . ; ðU À 1Þ; ðU þ 1Þ; ðU þ 2Þ; . . . ð2UÀ1Þ; ð2U þ 1Þ; . . . ; ðN À 1 þ N P Þg. In this case the DFT-precoded OFDM data waveform, not including the added pilot tones, can be shown to be [37] 
This expression is not that of a pure SCM signal. However as will be seen later in Section VI, its peak to average power ratio properties are favorable in comparison to those of corresponding OFDM waveforms. Fig. 2 shows the general receiver structure for generalized multicarrier signals. The first element is a DFT operation, followed by a selector (or sampler) if necessary, and an equalizing FD filter. The linear operation after channel equalization depends on the transmitter's prematrix operation: detection and decoding for OFDM or OFDMA, a correlation operation for multicarrier CDMA, an IDFT for SCM, etc.
III. DIRECT EQUALIZATION METHODS
Various equalization structures whose parameters are designed directly from an estimate of the channel frequency response will be presented in this section. In particular, we will assume that the exact channel frequency response is available. In Section V we will consider techniques for channel estimation. Moreover, a comparison in terms of performance and computational complexity is given. The computational complexity is evaluated in terms of number of complex multiplications: for each structure we evaluate the complexity per data symbol, while for each design method we evaluate the complexity per parameter computation. We assume that a DFT of size P, implemented with FFT, requires ðP=2Þ log 2 ðPÞ À P complex multiplications. A synoptic comparison of the various equalizers is provided in Table 1 .
A. Time Domain Decision Feedback Equalizer
In a conventional TD DFE (TDDFE) no framing is needed at the transmitter, as operations are performed on a symbol-by-symbol basis in the TD. In particular, the received signal fr n g is filtered by a feedforward filter
where is a suitable delay introduced by the feedforward filter and channel. Detection is performed symbol by symbol and interference on z n due to past symbols is removed by the TD feedback filter fb ' g, ' ¼ 1; 2; . . . ; N FB , applied on past detected symbolsd nÀ' , ' ¼ 1; 2; . . . ; N FB . At the detection point the signal can be written as
Detection is applied ond n to obtaind n . In a direct design approach, the feedforward and feedback filters are designed by solving a linear system of equations [2] , with complexity OðN 3 FF Þ complex multiplications. Moreover, from (19) and (20), the computational complexity of the TDDFE is N FF þ N FB complex multiplications per data symbol.
B. Decision Feedback Equalizer With a Hybrid Time-Frequency Structure
In the hybrid DFE (HDFE), the feedforward filter operates in the FD on blocks of the received signal, while the feedback operates in the TD [16] , [38] . In order to allow TD implementation of the feedback filter, data transmission with a PN extension [see (11) ] must be considered instead of cyclic prefix.
As shown in Fig. 3 , after the DFT of the received samples, the feedforward filter, with coefficients fC p g, p ¼ 0; 1; . . . ; P À 1, is applied to yield the block signal fZ p g, p ¼ 0; 1; . . . ; P À 1 with elements
Through the IDFT, the sequence fZ p g is then transformed in the TD to provide the sequence fz n g. From the detected data sequence fd n g and (11), the extended detected sequence fŝ n g is given bŷ 
Table 1 Computational Complexity of Equalizer Structures
Then, if fb ' g, ' ¼ 1; 2; . . . ; N FB , are the coefficients of the feedback filter, the signal at the input of the decision element isd
and
is the feedback signal. Note that, as indicated in Fig. 3 , for each block the first N FB data symbols, which initialize the feedback part of the DFE, coincide with the PN symbols fp n g. The computational complexity of the HDFE structure is ðP=MÞ log 2 ðPÞ þ N FB À ðP=MÞ, as two P-size (I)DFTs and one multiplication is performed for each block of M data symbols, while a feedback filter of size N FB is applied on the detected data.
Starting from the channel frequency response, two design methods are outlined: zero forcing and minimum mean square error (MSE).
Zero Forcing: According to the zero forcing criterion, all interferers must be canceled by the feedback filter. Firstly, let the P-size DFT of the feedback filter be fB p g, p ¼ 0; 1; . . . ; P À 1. As detailed in [16] the feedforward filter is simply given by
Let's define the N FB Â N FB Toeplitz matrix A ZF having as first row the first N FB coefficients of the DFT of f1=jH p j 2 g, p ¼ 0; 1; . . . ; P À 1. Let's also define the N FB -size column vector v ZF , having as elements the first N FB coefficients of the IDFT of f1=jH p j 2 g, p ¼ 0; 1; . . . ; P À 1. Then the feedback filter that removes interference is the solution of the linear system A ZF b ¼ v ZF , [16] . Since A ZF is a Toepliz matrix, the reduced complexity Levinson-Durbin algorithm [26] can be used to solve the system, with complexity OðN Minimum Mean Square Error: According to the minimum MSE criterion, the coefficients of the feedforward and feedback filters are chosen to minimize the sum of the power of the filtered noise, and the power of the residual interference. In particular, the MSE at the detection point is given by
which, assuming that p n is i.i.d. with the same statistics of d n , by the Parseval's equation becomes in the FD
Then, using (23) in the FD and substituting (12) for R p and (24) in the FD for Y p we have
By assuming that a) the past detected data symbols are correct ðŜ p ¼ S p Þ, b) both noise and data symbols are i.i.d. and statistically independent of each other, J can be written as
where 2 D is the variance of the data in the FD. Setting the gradient of J with respect to fC p g, p ¼ 0; 1; . . . ; P À 1, to zero, yields the following relation between feedforward and feedback coefficients [16] 
We define now the N FB -size Toeplitz matrix A MMSE whose first row comprises the first N FB coefficients of the DFT of f1=ð
. . . ; P À 1, and the column vector v MMSE whose N FB elements are the first N FB coefficients of the IDFT of f1=ð
By substituting (30) into (29) and setting the gradient of J to zero with respect to the feedback coefficients b, it is seen that b is provided by the solution of the linear system of N FB equations with
We note that the complexity of the minimum MSE method is similar to that of zero forcing. Once the feedback filter is determined, the feedforward filter is given by (30) . Note that the minimum MSE solution will reduce to the zero forcing solution when 2 W ! 0. The computational complexity for the design of HDFE is reported in Table 2 .
C. Frequency Domain Linear Equalizer
The FD linear equalizer with PN extension can be considered as a particular case of the HDFE, as there is no feedback filter, i.e., fB p ¼ 0g, p ¼ 0; 1; . . . ; P À 1 in (30) . Moreover, we should note that there exists also a linear FD equalizer with cyclic prefix whose analysis is easily derived from the HDFE. We recall from the Introduction that the linear equalizer structure yields less than ideal performance in dispersive channels. Hence, although it received some attention in the recent literature [39] , it will not be considered further in this paper.
D. HDFE With Feedback as a Noise Predictor
The HDFE with feedback as a noise predictor (HDFE-NP) scheme is illustrated in Fig. 4 . If fz n g, n ¼ 0; 1; . . . ; P À 1, is the output of the feedforward filter, implemented in the FD, we form, for n ¼ 0; 1; . . .
To minimize noise and intersymbol interference ind n , the feedback filter, with inputz n , i.e., the disturbance in z n (assumingŝ n ¼ s n ), needs to remove the predictable components of z n to yield the prediction error signald n to be ideally a white noise. This configuration has a few advantages over the HDFE scheme, when adaptive methods are used to updated filter coefficients, as discussed in Section V-C.
Concerning the filter design of the HDFE-NP using the minimum MSE criterion, a derivation of the minimum MSE HDFE shows that the optimum feedforward filter is the same as that of the linear equalizer while the feedback filter coincides, apart from the sign, with the feedback of the HDFE. Note that now the feedforward filter design does not depend on the feedback design: this may be an advantage for the HDFE-NP.
The complexity of HDFE-NP, both in terms of structure and filter design, is the same as that of HDFE.
E. Overlap and Save Implementation of HDFE
All the FD equalizers presented in the previous subsections require the use of special transmission formats based either on cyclic prefix or PN extension. This has two major consequences: a) frequency domain equalization can not be applied on transmissions complying with standards that do not include the transmission format and b) the use of prefixes or sequences yields a reduced bandwidth efficiency with respect to a conventional SCM transmission. In order to overcome both issues while still using FD equalization, a HDFE scheme has been proposed that exploits the overlap and save principle (see Section II-A) to allow HDFE on an extensionless transmission [42] , [43] , resulting in the ELHDFE scheme. Moreover, in [42] a technique for channel estimation for the resulting system is proposed.
We should say that, while linear filters, and in particular linear equalizers, implemented in the FD by the overlap and save method, have been proposed since the '80s [44] - [47] , nonlinear HDFEs in the FD are a more recent development. In the ELHDFE the received signal is divided into blocks of P samples, partially overlapping over L samples. The kth block of size P has elements r n ðkÞ ¼ r kMþn ; n ¼ 0; 1; . . . ; P À 1 (34) where M ¼ P À L. An example of block sample partitioning with overlapping is shown in Fig. 5 . Although for ELHDFE the transmit signal coincides with the data signal, i.e., s n ¼ d n , detection is performed on blocks of size M. Hence, for the ease of notation we define the data block of size M as Then, using (4) and (35), the received signal can be rewritten as (see equation at bottom of page). Due to the absence of extension in the transmission, the convolution between the transmitted signal and the channel is not circular. The first N h À 1 samples of fr n ðkÞg are affected by interblock interference from fd n ðk À 1Þg (second term of the summation), as well as intersymbol interference (first term of the summation). The central samples of fr n ðkÞg are affected only by intersymbol interference while the last L samples of fr n ðkÞg include both intersymbol interference and interblock interference due to fd n ðk þ 1Þg. The ELHDFE structure is similar to that of Fig. 3 , where the feedforward filter is implemented in the FD, while the feedback filter is implemented in the TD. As a distinctive feature of the ELHDFE, the feedback filter tries to remove also the interblock interference due to fd n ðk À 1Þg by operating continuously on the detected symbols rather than being fed with the PN sequence. On the other hand, the interblock interference due to fd n ðk þ 1Þg can not be removed by the feedback and hence only the first M samples of each equalized block are detected while the last L samples are discarded. The corresponding data symbols will be recovered from the next block fr n ðk þ 1Þg, which partially overlaps with fr n ðkÞg, as from Fig. 5 .
The computational complexity of ELHDFE is the same as that of HDFE, as for each processed block of P sample, M symbols are detected.
Filter Design: For the design of the filter coefficients that minimize (26) a linear system of equations must be solved [42] , [43] , where complexity for evaluating the system matrix is OðP 2 Þ, while for determining the solution is OðP 3 Þ.
As the computational complexity may become too high for large P, in [42] it has been proposed to design the equalizer as for the HDFE, resulting in additional distortion due to interblock interference. However this approach results in a close approximation (with a slight performance degradation) to the ideal equalizer parameters, provided that the overlapping blocks are much longer (e.g., by a factor of 20 to 40) than the longest expected channel impulse response, and if the overlap is half a block [42] .
F. Bi-Directional Feedback Filter
The feedback of the HDFE processes samples at the output of the feedforward filter in increasing temporal order and this conditions both the filter design and the performance, due to error propagation. As for TDDFE [48] , [49] , better performance is obtained by a bidirectional HDFE (BiHDFE), that processes samples both in the increasing and decreasing order (i.e., backwards in time) [50] .
The BiHDFE comprises two equalizers: a) a direct HDFE that processes the received samples in increasing order and b) a backward HDFE that processes the received samples backward. The two equalizers perform independent detections to be used as feedback signals. The direct HDFE has already been described in detail in Section III-B. Here we describe backward HDFE which operates on the time-reversed signal r n ¼ r PÀ1Àn ; n ¼ 0; 1; . . . ; P À 1:
Let f C p g, p ¼ 0; 1; . . . ; P À 1, be the frequency response of the feedforward filter whose output in the TD is z n , n ¼ 0; 1; . . . impulse response of the feedback filter. Then, the signal at the output of backward HDFE is
whered n is the detected signal based ond n . Initially,
The BiHDFE scheme is shown in Fig. 6 . The output of the backward HDFE fd n g is time reversed to obtain fd BAC;n g. Lastly, output signals fd DIR;n g and fd BAC;n g, from the HDFEs, respectively, are processed for soft detection. In order to simplify the soft detection, we consider arbitration [51] which implements a local maximum a posteriori criterion. In particular, the quality of the local match between the reconstructed signal using detected data, and the received sequence is estimated over a window of size W around the symbol of interest. The symbol of the detected sequence that provides a closer match with the received sequence, is selected in the arbitration. First, a hard decision is taken on fd DIR;n g and fd BAC;n g and the PN sequence is added, to obtain fŝ DIR;n g and fŝ BAC;n g, respectively. Let also indicate the reconstructed signals at the output of the channel as
Note that (39) and (40) can be implemented in the FD aŝ s DIR;n andŝ BAC;n satisfy conditions on circularity. Then the distance of the reconstructed signals from the received signal is evaluated as
jr nþ' À r DIR;nþ' j 2 (41)
Lastly, the decision rule is as follows:
The computational complexity of the structure of BiHDFE is ð3P=2MÞ log 2 ðPÞþ2N FB Àð2=3ÞPMþ2ðW=MÞ, roughly double that of HDFE.
Filter Design: It can be shown that, according to the minimum MSE criterion [50] 
while
The resulting design complexity in terms of complex multiplications is the same as that of HDFE.
G. Iterative Equalization Methods
There are alternative design methods which, for simple signal processing with no matrix inversion, yield an approximate minimum MSE solution by using classical least mean square (LMS) or recursive least square (RLS) algorithms [26] . Note that for an FD linear equalizer these iterative algorithms are fairly straightforward to use on a per-subcarrier basis, while for a HDFE it is not simple to force the constraint that the TD feedback filter should be causal, and we should resort to a HDFE-NP, with two error signals, one to update the feedforward filter and one to update the feedback filter [26] . One problem with these iterative methods, is that, since the update is block-based, their convergence is very slow. Besides, they need a training sequence. Hence, they should be used only for tracking the optimal solution in the presence of a slowly time varying channel.
Recently, a new iterative equalization method has been proposed [52] , [53] , denoted iterative block DFE (IBDFE), with the feedback working in the FD, where within each block, detection and design are updated in sequence. This configuration yields best performance when it interacts with decoding. Equations for IBDFE are given in Section IV-C for a MIMO system (including the single antenna system as a special case) while adaptive versions of the HDFE with noise prediction are given in Section V-C.
IV. EXTENSIONS TO MIMO SYSTEMS AND PERFORMANCE COMPARISON
While MIMO techniques have been widely proposed and show great promise for application in future wireless systems, the number of MIMO implementations has up to now been modest, mainly due to their hardware complexity. In this context FD filtering in MIMO systems is an approach to drastically simplify both filter design and operation, as will be seen in the next subsections. However, to the general reader, who may find these parts very technical, we suggest to go directly to Section IV-E on turbo equalization or even Section IV-F on performance comparison for single-input single-output systems.
It is known that we can increase substantially the capacity of a given system by employing multiple antennas at both the transmitter and the receiver [54] . This allows highly spectrally-efficient spatial multiplexing techniques where the data signal is split into N T parallel streams, each one associated to a different transmit antenna. By employing N R ! N T antennas at the receiver it is possible to separate the N T data streams, at least in theory. As an example, we have Bell Laboratories layered space-time (BLAST) coding architectures [55] - [57] . This concept can also be extended to space-division multiple access techniques where we employ multiple antennas at the base station to increase the number of simultaneous users in a given cell, allowing a significant increase in the system spectral efficiency, while reducing the transmit power requirements for the mobile terminals [58] , [59] .
At the receiver, we need to separate the streams. 1 The performance can be improved by employing interantenna interference cancellation schemes. For flat fading MIMO channels the antenna separation is relatively simple, since we can just invert the channel matrix. However, for frequency-selective channels the receiver can be much more complex. 2 In fact, we need to jointly separate the streams associated to different transmit antennas and to equalize the channel. A way of achieving this is by employing MIMO TD equalizers as proposed in [60] - [62] . However, as with other TD receivers, their complexity can be very high for severely time-dispersive channels and FD implementations are strongly recommended. The frequency domain equalization designs described in the previous section can be extended for MIMO scenarios. Several hybrid DFE schemes were proposed for MIMO systems [63] - [65] .
In fact, for MIMO receivers we can consider two alternative detection schemes [62] :
MIMO-DFE or detection with parallel interference cancellation (PIC). In this case, detection consists of N T parallel detection stages, where symbols of all streams at a given instant are detected simultaneously by linear processing of the received signal and partial cancellation of interference from the other streams and residual intersymbol interference using previously detected data. Layered space-time DFE (LST-DFE) or detection with successive interference cancellation (SIC) where we detect one stream at a time and cancel interference from already detected streams, as well as the residual intersymbol interference for the stream that is being detected. It is desirable to rank the streams according to some quality measure (ideally it should be the bit error rate (BER) or mean square error for each stream after the corresponding detection stage; to simplify the receiver, the average power associated to each stream could also be employed) and to detect the streams from the best to the worst. These receivers are closely related to SIC and PIC receivers for CDMA [66] . Although the PIC structure is in general more complex, it allows a parallel design, which can be advantageous from the implementation point of view. Moreover, the detection delay for PIC structures is much lower than for the SIC structure and it is not necessary to rank the streams. Surprisingly, typical performance is worse for PIC approaches, since detection of worse streams is affected by high interference of the best streams [62] , [67] .
The approach taken here is similar to that of [68] and [69] , which considered TD processing.
The received FD signal at frequency p corresponding to (12) with the block index k dropped, is now a N R -size column vector R p ¼ ½R 
A. The MIMO-HDFE
The HDFE designs described in Section III can be extended for MIMO scenarios [63] , [64] . The MIMO-HDFE 1 The streams can be associated with different antennas of the same mobile terminal (as in BLAST systems) or with different mobile terminals (as in space-division multiple access systems). 2 For systems with FD processing the receiver complexity can be kept low since the channel can be modeled as parallel flat fading channels. is the N T -size column vector with all streams symbols detected at instant n and extended as in (22) .
The minimum MSE feedforward coefficient vector is [see also (30) ]
where Let us define
and fv 
B. The LST-HDFE
The LST-HDFE for detecting N T streams of data symbols has N T successive multiple-input-single-output HDFEs. At each stage, the best stream data block (see comments on SIC), is selected, detected by a multipleinput-single-output HDFE, transformed to FD, subtracted from the received signal in the FD and the residual signal is passed to the next step for equalization and detection of the next best data block.
For the sake of simplicity, we will assume that the streams are ordered according to some criterion, with i ¼ 1 corresponding to the best stream and i ¼ N T the worse. We will also assume that we are detecting the ith stream (i.e., stage i) and the previous ði À 1Þ streams were already detected and removed from the FD output signal fR p g to obtain fR ðiÞ p g. Given fR ðiÞ p g, we apply the scalar HDFE of Section III to yield fd ðiÞ n g, n ¼ 0; 1; . . . ; M À 1. Note that for the LST-HDFE at stage i, the input of the feedback filter consists only of the previous detected data on the ith stream itself. In fact, each stage of LST-HDFE (from before cancellation of previous detected streams to detected data fd ðiÞ n g) is a multiple-input-single-output HDFE, i.e., a MIMO-HDFE with N T À i þ 1 inputs and one output. The number of interfering signals is reduced by one at each stage due to the cancellation of previous detected streams in the front end.
C. Iterative Block DFE (IBDFE)
In the IBDFE, both the feedforward and the feedback filters are implemented in the FD [52] , [53] . The equalizer includes two parts: 1) the feedforward filter, which partially equalizes for the interference and 2) the feedback signal, which removes part of the residual interference. In the IBDFE, the design of the various filter/signals and data detection is iterated N I times.
Also in this case, as for HDFE, error propagation due to the feedback is limited to within one block. Moreover, feedforward and feedback operations are both realized in the FD, while both TDDFE and HDFE include a feedback operating in the TD. On the other hand, since detection is performed on a per-block basis, the effectiveness of the feedback to cancel interference is limited by the reliability of the detected data at the previous iteration. Indeed, the iterative process gradually increases the reliability of the detected data. However, if the initial detected data is exceedingly poor, the iterative process may not be able to effectively cancel the interference. An integration of IBDFE with CDMA transmission has been proposed in [70] , where chip interleaving and multiuser interference cancellation has been considered to improve detection. Indeed, for CDMA, the use of chip interleaving provides a significant robustness against error propagation, even without the use of coding.
The following development is similar to that in [71] , [72] and to the soft decision feedback development of [52] , but is generalized to multiuser MIMO.
In a PIC approach, at each iteration q we have the DFT component of the soft symbols fed back from the detector for each stream i in the FD, denoted as mŜði;qÀ1Þ p , i ¼ 1; 2; . . . ; N T . For the detection of stream i, we first remove best estimate of interference to R p from other streams and then perform equalization. In IBDFE equalization is performed both by the FD feedforward 1 Â N R row vector filter C ði;qÞ p and by the removal of the residual intersymbol interference through the feedback signal Y ði;qÞ p whose expression is determined in the following. Hence, the space-frequency equalizer output at frequency p for stream i at the qth iteration, is At the first iteration ðq ¼ 1Þ, the feedback terms are zero, and the equalizer is a linear minimum MSE equalizer. The case where N T ¼ 1 and N R > 1 corresponds to a scenario with receive diversity. In this case, the receiver design is still validVnaturally, we do not need to remove the interference between antennas in (53) and the receiver coefficients are still given by (59) . As shown in [73] , a similar approach could be employed for systems employing Alamouti-like transmit diversity [74] . Note that for SIC we detect streams successively for each iteration and we use mŜðm;qÞ p whenever it is available, i.e., for streams that were already detected at each iteration.
After equalization (53), the IDFT of fS ði;qÞ p g, p ¼ 0; 1; . . . ; P À 1, follows to obtaind ði;qÞ n , n ¼ 0; 1; . . . ; M À 1, on which soft detection is performed. In particular,d
ði;qÞ n is described as the sum of the desired data signal and a disturbance term that collects the effects of both noise and residual interference, modeled as a complex Gaussian random variable with zero mean and variance 
Note that (56) is independent of p. After inserting (53) into (26) and using (56) , the MSE for the ith stream at the qth iteration is J ði;qÞ turns out to be a scaled version of (59) .
About complexity, at each iteration a IDFT and a persubcarrier multiplication is performed, so that for a single input-single output system the structure complexity is ðN I P log 2 ðPÞ=MÞ À ðP=MÞ þ ðP=MÞ complex multiplications, where we accounted for the (I)DFTs and we added a P=M term to account for the various real multiplications required for the computation of the soft signals. For the design, we only account for 3P complex multiplications in the computation of channel dependent terms in (58) and (59).
D. Comparison of MIMO Receivers
The comparison between MIMO-HDFE and LST-HDFE can be found in [64] , [75] . [75] also includes comparisons with MIMO OFDM schemes. For an uncoded or a high code rate system, when the channel has large intersymbol interference components MIMO-HDFE and LST-HDFE performance is similar. For low code rates, LST-HDFE outperforms MIMO-HDFE. At low signal-tonoise ratio (SNR), LST-HDFE receivers suffer more from error propagation; at high SNR the error propagation is limited and LST-HDFE receivers enjoy significant performance improvement over the MIMO-HDFE. In general SCM yields better performance than OFDM, with a larger advantage for high code rates.
IBDFE schemes were studied in [76] - [78] . The performance with these schemes is excellent and can be very close to the matched filter bound, especially for severely timedispersive channels with rich multipath propagation.
E. Turbo Equalization, or IBDFE With Coding
When IBDFE is integrated with coding/decoding, it comes also under the name of turbo equalization in the FD [71] . In this case, the data bits must be encoded, interleaved and mapped into symbols before transmission. At the receiver, the feedback part of the turbo equalization in the FD includes deinterleaving, decoding and soft reencoding, as shown in Fig. 7 . The equalized samples are first demapped by a soft demapper that provides the log likelihood ratio for each coded bit. A deinterleaver and soft output decoder follow. The latter provides the refined log likelihood ratio by exploiting the properties of the error correcting code, [71] , [72] , [79] . Interleaving follows together with soft mapping that provides probabilities fdðqÞ n ðÞ, 2 A. The remaining blocks of Fig. 7 show operations for filter design as for IBDFE.
For quaternary phase shift keying (QPSK) symbols with A ¼ fAE1 AE jg, soft demapping and mapping simplify as follows. Defining the complex log likelihood ratio as n Þ, the soft demapper yields [26] ði;qÞ n ¼ 4mdði;qÀ1Þ n ði;qÞ2 SD (60) i.e., the log likelihood ratio is proportional to the equalizer soft output. In turn, if 
F. Comparison
We compare the nonlinear FD equalization schemes in two respects: performance and complexity. We consider a single antenna scenario ðN R ¼ N T ¼ 1Þ.
Performance Comparison: In order to compare the performance of the systems, we considered a QPSK transmission on a Rayleigh fading channel having an exponential power delay profile with aroot-mean square delay spread rms =T ¼ 2, normalized with respect to the symbol period. The channel estimate is assumed ideal. The size of the DFT has been set to P ¼ 128, while the PN extension length is L ¼ 16. For TDDFE, N FF ¼ 16 and N FB ¼ 16. Fig. 8 [52] shows the average BER as a function of the channel average SNR for the following schemes: a) TDDFE with possible errors in the feedback process, b) TDDFE with ideal (ID) feedback signal (labelled TDDFE-ID), c) matched filter bound, d) HDFE and e) IBDFE with various iterations. From Fig. 8 we note that IBDFE after four iterations provides the lowest BER outperforming even TDDFE-ID. HDFE has a performance close to that of TDDFE and clearly all nonlinear structures outperform the FD linear equalizer provided by the IBDFE at the first iteration. In this scenario the advantage of IBDFE over TDDFE is about 1 dB. We note that IBDFE is 2 dB away from the matched filter bound for this channel.
As for ELHDFE, a fair comparison with the other schemes should include the different data rate due to the absence of prefixes or sequences. To this end, we evaluated the throughput when a stop and wait automatic repeat request (ARQ) strategy is used to retransmit the packets in error. We assume a full-buffer condition and we neglect the overhead time for the acknowledging [43] . Fig. 9 shows the achievable throughput as a function of the average SNR for HDFE and ELHDFE. The reference scenario is a transmission of a signal. We assume a DFT size of P ¼ 64 symbols, rms =T ¼ 2 and L ¼ 16. A rate 1/2 convolutional code having generating polynomials (133_8, 171_8) is used at the transmitter. We note that in this scenario the performance loss due to the increased interference for ELHDFE is widely compensated by the increased throughput due to the absence of extension, yielding 30% more throughput than that of HDFE.
Computational Complexity: Although in some cases BER improvement might not be enough to justify the adoption of FD structures, it is important to compare the computational complexity of the various structures to understand the benefits of the FD approach. As a reference scenario we consider P ¼ 256, L ¼ N FF ¼ N FB ¼ 16. Table 1 summarizes the complexity for the equalizer structures. It shows that HDFE, ELHDFE and IBDFE significantly reduce the complexity by about 25% with respect to TDDFE. Table 2 shows instead the complexity related to the equalizer design. We observe that the complexity of the HDFE and of the bidirectional HDFE design grows quadratically with the number of feedback filter taps, while the complexity of TDDFE grows as the third power of the filter taps. ELHDFE has a considerably higher design complexity, as it grows with P 3 , since the circularity of convolution between the transmitt signal and the channel cannot be exploited. As mentioned, a suboptimal solution could be to design the same filter as for HDFE, with considerably lower complexity but also an increased intersymbol interference [42] .
V. CHANNEL ESTIMATION METHODS
In order to perform channel estimation in the FD, known blocks of training symbols, or pilot symbols, are transmitted 
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in addition to data, as a reference for the equalizer adaptation process at the start of transmission, and periodically thereafter to ensure accurate adaptation to time-varying channels. Once equalizer parameters are initially estimated with sufficient accuracy, receiver hard or soft decisions can be used for further improving tracking accuracy and performance, in an iterative fashion.
A. Types of Training Signals
The traditional method of transmitting pilot symbols in SCM is by time multiplexing them with data; training blocks of known pseudo random data symbols (also sometimes called unique words) are interspersed at regular intervals among longer blocks of data symbols. The pilot blocks should be at least twice as long as the expected maximum channel impulse response length. The pilot block should preferably be designed to have a constant envelope and almost flat spectrum. Constant amplitude zero autocorrelation (CAZAC), maximal length PN sequences, or Chu sequences [80] , have this property. It is pointed out in [29] and in Section II-A that a periodic pilot block (e.g., a PN extension) can replace the cyclic prefix at the beginning of every data block, and then the receiver's DFT processing block consists of the data block plus the pilot block. Fig. 10 shows the arrangement of a time multiplexed pilot block followed by a data block, and how it can be processed in the FD. Suppose the pilot block length is N P time samples. Taking the DFT of the received pilot block, and dividing by the DFT of the transmitted pilot block gives N P uniformly-spaced estimated samples of the channel frequency response [see (62) below]. What is needed for the equalizer design is P > N P uniformly spaced samples of the response. So FD interpolation is necessary.
In a multiple access scenario, a single time multiplexed pilot block may contain pilots from more than one user signal. An efficient way to do this is to generate each user's pilot signal as a IFDMA waveform, orthogonal with those of the other users, as described in Section II-B. All such pilot waveforms may be superimposed to form the pilot block.
The channel impulse response or the equalizer response could be estimated and adapted from one or more successive time multiplexed pilot blocks by using well known LMS or RLS TD system identification methods [81] . However for impulse responses spanning many symbol intervals, such TD processing, with adaptive transversal filters, would largely nullify the signal processing complexity reduction advantages of FD equalization. Thus, FD processing is preferable for channel estimation and equalizer adaptation.
Pilots can also be frequency multiplexed with data. In this case, pilot tones displace or replace data-carrying tones in the FD. Displacement of data tones by uniformly-spaced pilot tones is commonly used for OFDM systems. The total bandwidth is then increased by the number of pilotoccupied tones, or for fixed bandwidth the data payload is reduced by the inserted pilots. Frequency multiplexed pilots can also be used in the generalized multicarrier context with DFT-precoded OFDM [37] , [82] . In the latter case, the resulting data-carrying signal is generally not a pure SCM signal, as pointed out in Section II-B but it has the low peak to average power ratio properties of SCM signals and its receiver structure is similar to that of pure SCM signals.
Loss of spectral efficiency due to pilot insertion can be avoided if data tones are replaced by regularly-spaced pilots. This type of frequency multiplexed pilot insertion, called FD superimposed pilot technique, has the effect of causing periodic nulls to appear in the spectrum of the transmitted signal (at the frequencies of the inserted pilots). Powerful nonlinear equalization techniques such as IBDFE or turbo equalization can mitigate the resulting received signal distortion, so that FD superimposed pilot technique systems can approach to within about 1 dB the performance of pilot tone displacement systems, while requiring no extra bandwidth or overhead for pilots [37] , [83] . Fig. 11 illustrates how pilots frequency multiplexed with data are processed at a receiver. The N P received subcarriers bearing pilot tones are selected, and after division by the transmitted pilot tones, the N P samples of the channel impulse response estimate are interpolated to P samples. Channel estimation processing in the FD is identical for time and frequency multiplexed pilots, after the expansion or selection of the pilot frequencies.
Time multiplexed pilots have the advantage that they are temporally separate from the data blocks, and therefore they do not affect the peak to average power ratio properties of the transmitted signals. They can also be used for purposes of timing synchronization. However, as mentioned below, they require their own cyclic prefix of sufficient length to avoid interblock interference, thus adding to the pilot overhead. Frequency multiplexed pilots share the cyclic prefix with data, avoiding the extra overhead (and in the case of FD superimposed pilot technique pilots, consume no overhead). Frequency multiplexed pilots can also be advantageous from a system implementation perspective, if OFDM and SCM transmission modes coexist in the same system. On the other hand, SCM blocks that contain frequency multiplexed pilots have higher peak to average power ratio than nonpilot blocks, and so these blocks require slightly higher power backoff.
The temporal spacing of pilot blocks depends on the maximum expected Doppler frequency of the channel. Sampling theory considerations suggest that the frequency at which pilot blocks are transmitted should be about twice the highest expected Doppler frequency and the spacing of pilots in frequency should be about half of the maximum channel coherence bandwidth (equivalent to training block lengths of about twice the maximum impulse response length) [84] .
Equalizer parameters must be adapted, or trained, by one or a combination of the following two methods: 1) Channel estimate-based adaptation, in which the frequency or impulse responses of the channel or channels are estimated, along with the signal to noise ratio, and the results are substituted in the appropriate formula for the equalizer response of Section III. 2) Equalizer error-based adaptation, in which equalizer parameters are adapted directly, by feeding back the equalizer's output error to an adaptation algorithm, such as LMS or RLS [81] .
B. Channel Estimate-Based Adaptation: Pilot-Based Channel Estimation For indirect adaptation from pilot training, the channel frequency response at a set of equally-spaced pilot frequencies p 0 2 P, during the training block is estimated aŝ
where R p 0 is the P-size DFT of the channel output due to the pilot at frequency p 0 . T p 0 is the pilot at that frequency in the case of frequency multiplexed pilots. In the case of time multiplexed pilots, T p 0 is the p 0 component of the DFT of the pilot training sequence. This approach to pilot-aided channel estimation is equally applicable to OFDM and to SCM. Most of the expressions for FD equalizer parameters in the previous section also require an estimate of the additive white noise variance. This may be estimated in several ways, for example by measuring the received power spectrum at several out of band frequencies.
The number of pilot symbols N P is usually a small fraction of the DFT size P, to keep pilot overhead low. Interpolation in the FD is necessary to generate the estimated channel frequency response at all P frequencies needed by the equalizer. A simple FD interpolation technique is to transformĤ p 0 to the TD by a N P -point inverse DFT, pad it with P À N P zeros, and transform back to the FD with a P-point DFT [85] to getĤ p for p ¼ 0; 1; . . . ; P À 1. A more accurate interpolation is to use a Wiener interpolation filter designed according to the channel's FD correlation properties if these are known or assumed, windowing over a set of adjacent frequencies [84] , [86] . A joint or separate interpolation in the TD is necessary to extend channel estimates to data blocks that are not associated with pilot blocks [84] , [87] , [88] . The extension to multiple transmitting and receiving antennas is straightforward [88] . A distinct set of pilots must be transmitted from each stream, separated in time, frequency or code from those of other users [39] , [89] . Thus data-displacing pilot overhead 
Note that the use of (62) or (63) to estimate the channel for FD equalization assumes that each pilot training sequence has its own cyclic prefix appended to it. Otherwise, R p 0 will be corrupted by an adjacent data block. This prefix requirement is automatically satisfied in the case of frequency multiplexed pilots, which share the cyclic prefix with the data blocks in which they are embedded. However the addition of a cyclic prefix to a time multiplexed pilot block substantially increases its effective length, and hence the total pilot overhead. For the case where U users' pilots are frequency multiplexed, via IFDMA, in a common pilot block, the added overhead per user is reduced by a factor of U. In the absence of a time multiplexed pilot cyclic prefix, the resulting random data-induced error in the channel response estimate must be reduced by averaging over many successive training blocks. Reference [90] proposes this approach for OFDM with pseudorandom training blocks between successive OFDM blocks.
C. Equalizer Error-Based Adaptation
The RLS algorithm can be used to design an HDFE. We define the errors in the TD at block k as e n ðkÞ ¼ d n ðkÞ Àd n ðkÞ; n ¼ 0; 1; . . . ; M À 1:
Now, an RLS with respect to filter coefficients at iteration k, fC p ðkÞg and fb ' ðkÞg, yields operations with large matrices. An alternative is to operate in the FD also for the feedback coefficients fB p ðkÞg, p ¼ 0; 1; . . . ; P À 1. However, now the problem is how to force the causality constraint b 0 ðkÞ ¼ 0. Fortunately, the HDFE-NP structure can be a valid alternative, when the global optimization of RLS is split into two local optimizations [26] . In fact, we define two cost functions, one that minimizes the error at the output of the feedforward and the other the error at the detection point. For a feedforward at iteration k, fC p ðkÞg, p ¼ 0; 1; . . . ; P À 1 at the detection point, we introduce the FD error sequences at equalizer output In this derivation, a simpler algorithm as LMS could be used instead of the RLS at a cost of a longer convergence. Moreover, we note that the first optimization is simply the design of an FD linear equalizer.
D. Iterative Channel Estimation
Non-perfect channel estimation degrades equalization and bit error rate performance. It is well known that pilotbased channel estimation can be augmented by iterative channel estimation using fed-back hard or soft decisions from the receiver's detector or decoder. Combining initial channel estimation from pilots with subsequent iterative channel estimation can yield bit error rate performance within about 1 dB of that achievable with perfect channel state information for OFDM [91] , [92] .
Similar iterative channel estimation improvements are available for SCM and DFT-precoded OFDM systems [37] , [93] . Again, our approach is similar to that of [68] , [69] , but in the FD, instead of the TD. In its simplest form, with the use of hard receiver decisions at the qth equalizer iteration ðq > 1Þ in a block, whose DFT is fŜ 
The effect of any hard decision errors is spread over all frequencies due to the DFT operation in formingŜ 
These channel estimates may be regarded as raw channel estimates, which can be further smoothed and filtered over frequencies and over blocks according to the channel frequency and time correlation characteristics [37] , [92] .
Expressions (63) and (69) are applicable for uplinks of MIMO cellular systems where there are N T in-cell users transmitting simultaneously, with orthogonal pilots, to a base station. Such cellular systems will usually also be disturbed by out of cell interferers, which are users in other cells transmitting to their base stations. To avoid excessive pilot overhead, out of cell interferers' pilots are necessarily orthogonal to in-cell users pilots, and thus there will in general be interference from out of cell interferers to pilots as well as to data. Cooperative scheduling or frequency reuse partitioning strategies among adjacent base stations can be used to keep out of cell interference levels low relative to received in-cell signals at each base station [95] , [96] . Equalizers error-based least square or RLS adaptation, can then be used to suppress the out of cell interference without having to explicitly estimate the low level out of cell interferers channels [94] . Fig. 12 , from [94] , illustrates the difference in performance between perfect channel state information and channel estimation using iterative channel estimation and equalizer error-based least squares adaptation. The simulation scenario has two in-cell users' signals at 0 dB average relative power levels, received at a base station with 4 receiving antennas. The particular IBDFE and decision feedback iterative channel estimation algorithms are described in [94] . Each user transmits QPSK modulation with a rate 1/2 constraint length 7 convolutional code through an independent WINNER C2 channel with 1.47 s delay spread and 50 km/h vehicular speeds, described in [94] . The symbol rate is 40 Mbaud. DFT size is 1024 data symbols, and the frame size is 12 DFT blocks, with two 256-symbol pilot blocks at the beginning and end of each frame. The performance loss relative to perfect channel state information is about 1 dB in the absence of out of cell interference, and rises to about 2.2 dB when four À15 dB out of cell interferers are present. The performance loss is significantly higher if iterative channel estimation and least squares processing are not used [94] . For single user, single antenna transmission, the performance difference between iterative channel estimation-based channel estimation and perfect channel state information can be very small for the same channel conditions [37] .
VI. IMPLEMENTATION ISSUES: EFFECTS OF RF HARDWARE IMPAIRMENTS
The performance of nonlinear FD equalizer can be degraded by radio frequency hardware impairments. Here we consider the effects of nonlinear high power amplifiers (HPAs), phase noise and frequency offset.
A. Nonlinear Power Amplifiers
HPAs used in radio transmitters can cause significant distortion to signals whose instantaneous power fluctuations approach the HPA's output saturation range. Even small amounts of nonlinear distortion can cause undesirable out of band spectral components, which can interfere with signals in adjacent frequency channels. Regulatory agencies typically specify spectral masks, which set limits on transmitted power spectral density. Larger amounts of nonlinear distortion also cause in-band self-interference, which results in increased received BER. To comply with spectral masks and avoid in-band nonlinear distortion, HPAs are operated with a certain power backoffVwhich can be defined as the ratio of maximum saturation output power to the average output power. A large power backoff lowers HPA efficiency and increases overall power consumption and battery drain. It also means that a more expensive HPA, with a higher maximum output power rating, is necessary to produce a given average output power. Minimizing required power backoff is thus desirable, without sacrificing BER performance or spectral efficiency, especially for cost-and power-sensitive user terminals [97] .
SCM waveforms consist of one data symbol at a time, transmitted in a serial fashion, whereas OFDM and other multicarrier waveforms consist of many paralleltransmitted data symbols. Thus SCM waveforms have lower envelope fluctuation and lower peak to average power ratios than OFDM waveforms. This in turn implies that they have lower required power backoff than that of OFDM waveforms. The lower power backoff requirement is the main reason that SCM is attractive for the uplink of cellular systems. Fig. 13 , from [97] illustrates complementary cumulative distribution functions of QPSK SCM (labeled SERMOD) and OFDMA signals for 0% and 25% square root raised cosine rolloffs, with M ¼ 256 data symbols per block. The 0% rolloff SCM signal is generated by the zerorolloff FD method of (13) and (14) , followed by 5.5% raised cosine time-windowing of the TD waveform. The 25% rolloff SCM signal is generated by the traditional TD method, with 25% excess bandwidth square root raised cosine filtering of the TD waveform. The lower amplitude range of the SCM (or DFT-precoded OFDM) signal is evident. It is also evident that excess bandwidth (25% versus 0%) reduces the amplitude range of the SCM signal, while having little or no effect on the OFDM signal's amplitude range.
Power backoff comparisons can be made by observing and comparing the transmitted power spectral density of various waveforms at the output of a realistically-modeled HPA. A Rapp model [98] with a parameter p ¼ 2, is a good approximation to the amplitude-to-amplitude conversion characteristic of typical moderate cost solid state power amplifiers. The ratio of output ðV out Þ to input ðV in Þ amplitude in this model with parameter p is given by
where V sat is the saturated output level of the amplifier. 3 With p ¼ 10 or higher, the characteristic approaches that of an ideal linear clipper, which is almost linear up to the sharply defined saturation level. Examples of power spectral density regrowth due to a p ¼ 2 nonlinearity for the OFDM and SCM QPSK signals of Fig. 13 are shown in Fig. 14(a) and (b) . The greater the power backoff, the less is the spectral regrowth at the HPA output. In Fig. 14 , the average powers of the SCM and OFDM signals being compared (and hence their backoffs) are adjusted so that their resulting output power spectral densities are very similar. Fig. 14(a) shows that for the FD-generated, 0% rolloff signals, whose complementary cumulative distribution functions are shown in Fig. 13 , SCM and OFDM require 7 dB and 9 dB backoff, respectively, for comparable maximum spectrum sidelobe levels of about À40 dB. The backoff for SCM is slightly decreased to about 6.3 dB for the TD-generated signals with 25% rolloff, although the signals' bandwidth has increased by 25% with this rolloff factor. The required power backoff is significantly reduced by up to 2 to 4 dB for a HPA with Rapp parameter p ¼ 10, that approximates an ideal linear clipper. The ideal linear clipper characteristic p ! 10, can be approached by applying an adaptive linearization process to the HPA, such as described in [99] . Note that SCM still has lower required backoff than its OFDM counterpart.
The backoff requirements for QPSK block IFDMA signals and the OFDMA with the same spectral arrangement, called block equidistant frequency division multiple access [36] , with a 4-subcarrier block width, with 32 blocks spaced at 32 subcarrier intervals, are shown in Fig. 15 for p ¼ 2 and p ¼ 10. These figures also show a spectral mask proposed by the WINNER Project [100] . Although the Fig. 13 . Distribution of instantaneous power for comparable OFDMA and SCM waveforms (SERMOD) with 0% rolloff, generated in the FD with 5.5% raised cosine TD windowing, and with 25% rolloff generated in the TD by square root raised cosine FD filtering.
block IFDMA signal waveform is not exactly equivalent to a SCM waveform, its required backoff is close to that of the full-bandwidth case. Results presented in [97] indicate that IFDMA has similar backoff properties to block IFDMA and full-band DFT-precoded OFDM. If DFT-precoding is applied before the frequency components are highly irregularly distributed to chunks of spectrumVfor example when frequency-adaptation is employed by a transmitter which has knowledge of the channel it is transmitting through [23] , the peak to average power ratio properties of the resulting waveform come close to those of OFDM, and hence block IFDMA in this case loses its appeal [101] .
The power spectral density shown in Fig. 14 is for a signal waveform which does not include frequency multiplexed pilots for channel estimation and synchronization. Full-band and block IFDMA signals' peak to average power ratio and HPA output spectra will be affected, since frequency multiplexed pilots essentially add another waveform to the data waveform. As shown in [97] , the presence of pilots in the block IFDMA signal increases the backoff required from 7.0 dB to 7.8 dB, and the difference from block equidistant frequency division multiple access decreases from 1.9 dB to 1 dB. Note that only a fraction of OFDM symbols contain pilots and need this extra backoff. Thus the effect of frequency multiplexed pilots on the required power backoff is minimal.
It is worth noting that for the typical nonlinearities and spectral mask requirement mentioned here, the effect of nonlinear distortion on the system error probability performance is negligible [97] .
B. Phase Noise and Frequency Offset
The effect of noise and other small imperfections on oscillators used in up-and down-converters leads to phase noise and frequency offsets. The effect on an ideal complex baseband signal sðtÞ is to convert it to sðtÞe j2ðtÞ , where ðtÞ ¼ Á f t þ ðtÞ=2, and where the frequency offset is Á f and the phase noise is ðtÞ=2. Á f is normally a small fraction of the carrier frequency f c , and ðtÞ=2 can be modeled as a Brownian motion (Wiener) noise process, with a Lorentzian power spectral density whose variance is ct, where
where f 3 dB is the 3 dB frequency of the phase noise power spectral density [102] . TD multiplication of a factor such as e j2ðtÞ is equivalent to a convolution in the FD. Thus phase noise and frequency offset cause intersubcarrier (and therefore intersymbol) interference to OFDM waveforms [17] . Phase noise mitigation techniques at the receiver for OFDM are therefore relatively complex, and can involve something like transversal filtering in the FD [103] . On the other hand, assuming the bandlimiting input receiver filter length is much shorter than the variations of ðtÞ, the effect of the factor e j2ðtÞ on received SCM signals is essentially a slowly varying modulation on the detected data symbols, which is easily and robustly tracked and compensated by decision-directed phase locked loop (PLL) techniques, after frequency or TD equalization [104] . Thus the symbol rate-sampled TD signal at the equalizer output can be modeled as 
for n ¼ 0; 1; . . . ; P À 1, where f" ' g are the Gaussian Brownian motion increments of the phase noise process and w 0 n is the noise (and interference) term at the equalizer output.
The time-varying phase process f n g can be tracked with a second order soft decision directed PLL, which uses log likelihood ratio information from a turbo equalizer [105] . For QPSK, the PLL update at the nth data symbol period is, ( i ¼ 0 for i 0): (see equation at bottom of page) where t R;n and t I;n are defined as: 
1 and 2 are PLL constants, designed for stability and PLL bandwidth, and R;n and I;n are, respectively, the log likelihood ratio of the real and imaginary parts of the decoder output and 2 w 0 is the variance of w 0 n . Fig. 16 presents the BER achieved for QPSK versus E b =N 0 for this method of compensation, used together with turbo equalization of Section IV-E and low density parity check code (LDPC) coding [105] . The code used here is a regular (3,6) LDPC code with a 504 Â 1008 parity check matrix. The number of iterations in the LDPC decoder and the number of iterations in the turbo equalizer are 4. The code block length is 1008. The DFT length is also 1008. The bandwidth is 40 MHz and the channel is the WINNER C2 channel. Á f PT ¼ 0:1 represents a relatively large frequency offset: 10% of the subcarrier spacing. The value of 2 ¼ 0:001 corresponds to a phase noise power spectral density bandwidth of about 6.4 KHz. These represent very severe degrees of frequency offset and phase noise, but the compensation approach results in a performance loss of only about 1 to 1.5 dB.
Im r Signals such as IFDMA, in which multiple independent users are frequency-interleaved will experience multiuser interference from phase noise and frequency offset, just as adjacent subcarriers in OFDM experience intersubcarrier interference. This is explored further in [106] and [107] .
VII. PERFORMANCE COMPARISONS OF SINGLE CARRIER WITH OFDM
As pointed out previously, single carrier or DFT-precoded OFDM systems have radio frequency hardware implementation advantages over OFDM, which are especially important for uplink transmission from low-power, low-cost user wireless terminals to base stations. On the other hand, OFDM and its variants are well-suited for downlink transmission, especially when base station transmitters can exploit channel state information to optimize frequency resources allocated to user terminal receivers. If we neglect the implementation advantages of SCM and the adaptive frequency assignment advantages of OFDM, how do their bit-or frame-error rate performances compare?
The answer depends on the system and channel parameters under which they are being compared. Asymptotic information theory-based studies [108] , [109] indicate that they have similar performance, with SCM being slightly better for high code rates and OFDM being slightly better for low code rates. Simulation comparisons, such as [110] support this finding with some qualifications: high code rate and high SNR, with Viterbi-decoded convolutional codes favor SCM, while the use of more powerful turbo codes gives OFDM a slight performance advantage over linearly equalized SCM. Evidently OFDM combined with powerful low rate coding and decoding is better able to exploit the diversity that arises from frequency selectivity. On the other hand, at high code rates with only moderately powerful codes (or for uncoded systems without spatial diversity), OFDM is very vulnerable to dips in the channel frequency response.
When SCM with frequency domain equalization is aided by FD nonlinear equalizers, its BER performance improves markedly, and it can come very close to the performance of comparable OFDM systems [16] , [38] . When FD iterative or turbo equalization is employed, SCM's performance improves further, to the point where it can exceed that of OFDM for both ideal channel knowledge and for iterative channel estimation [82] .
For MIMO systems, SCM with FD nonlinear equalization can equal or exceed the performance of OFDM systems with Viterbi decoding of convolutional codes [75] .
However [111] shows that for a highly dispersive channel (uniform power delay profile) and a powerful, rate 1/2 turbo code, 2 Â 2 and 4 Â 4 MIMO OFDM with iterative space-time decoding can slightly out-perform comparable MIMO SCM systems with the same code and with turbo equalization.
In summary, error rate performance of SCM systems may be slightly better or slightly worse than that of comparable OFDM systems, depending on channels, code parameters, equalization techniques, spatial diversity and multiuser interference. However the differences are not large, especially when each system's coding, equalization, multiuser detection and channel estimation techniques are optimized.
VIII. CONCLUSION
In this paper we provided an overview of nonlinear frequency domain equalization techniques for SCM transmissions. The main advantage of the frequency domain approach is a reduced complexity with respect to time domain implementations, due to its efficient implementation by means of FFTs. On the other hand, nonlinear equalization can be implemented fully in the frequency domain only by iterative techniques and with the burden of a reduced bandwidth efficiency due to the use of PN extension. Still, when compared to OFDM which has the same spectral efficiency, SCM systems with frequency domain equalization have the advantage of a lower peak to average power ratio while still retaining good performance and the convenience of resource allocation by DFT-precoded OFDM or single carrier frequency domain multiple access. Frequency domain nonlinear equalization techniques can be extended to multiantenna systems, as shown in this paper, with a wide range of configurations for a flexible use of space, time and frequency dimensions. The importance of SCM transmissions with FD equalization is confirmed by being under consideration in various standards, the most recent being 3GPP-LTE and LTE-Advanced. h
