We give a direct derivation of a theory of martensitic heterogeneous wires in the zero thickness and homogenization limit via a convergence result. We start from three-dimensional nonlinear hyperelasticity theory augmented by a term of interfacial energy of the van der Waals type. The derivation involves no a priori choice of asymptotic expansion or Ansatz. It yields a wire theory with two Cosserat vector fields. A formal derivation is given of higher theories for homogeneous wires, which yields one corrector for the deformation of the central line and two correctors for the Cosserat vector fields. Finally, we present a few numerical results.
Introduction
Nonlinear lower-dimensional theories for thin shells, films, rods and wires have recently enjoyed renewed interest from the mathematical point of view. Asymptotic derivations from three-dimensional theory were given, either formal, see [8] or [13] , or rigorous via Γ-convergence techniques, see [11] , [6] or [9] .
Rods and wires are three-dimensional bodies characterized by a reference placement possessing two dimensions, which we refer to as the thickness, that are very small in comparison with the third dimension, see [2] . In order to make use of this feature, it is natural to perform an asymptotic analysis by letting the thickness go to zero. In this way one-dimensional models can be derived from the genuinely three-dimensional model, see [17] for a comprehensive overview of the linear case. The first rigorous convergence result of the three-dimensional nonlinear elasticity model to a one-dimensional nonlinear model is due to Acerbi, Buttazzo and Percivale [1] . In the context of martensitic materials, a thin film theory derivation can be found in Bhattacharya and James [5] . The purpose of the present article is to develop a comparable theory in the case of wires, i.e., threedimensional to one-dimensional derivation for martensitic materials. Part of the results of the present article were announced in [10] and [12] .
Martensitic materials are alloys that undergo a diffusionless phase transition at a critical temperature due to a change in crystalline structure. Generaly speaking the high temperature phase, called austenite, is cubic while the low temperature phase, named martensite, has smaller symmetry. This gives rise to symmetry-related variants which usually form microstructure or fine-scale mixtures, see Ball and James [3] . Martensitic materials often exhibit the shape-memory effect and have many applications for this reason. See [5] for a discussion of the material science background of this topic.
The plan of the present article is as follows. First, we recall the three-dimensional minimization problem for an energy consisting of a hyperelastic term with a multi-well stored energy function accounting for the crystalline variants, and an interfacial energy term that is quadratic in the second derivatives of the deformation whose role is to penalize phase transitions. Mathematically speaking, this term acts as a regularization and simplifies convergence matters. Since martensitic materials are typically polycristalline rather than monocristalline, we deal directly with a heterogeneous material.
Then, using a method inspired by [5] and [16] that relies on direct energy estimates, we obtain a one-dimensional theory of heterogeneous wires made of martensitic materials in which the two competing length-scales-wire thickness and length-scale of heterogeneity-have been respectively reduced and homogenized. The one-dimensional theory involves the deformation of the central line and two Cosserat directors describing the limit deformation of the cross-section of the wire. The presence of the interfacial energy is the reason why a direct argument that does not resort explicitly to Γ-convergence theory is possible.
In the third part, we consider the particular case of a homogeneous wire and we neglect the interfacial energy. Various energy minimizing configurations are described in this context. In the fourth part, we give a formal derivation of higher order theories of homogeneous wires that serve as correctors for the limit model when the thickness is nonzero.
The final section is devoted to the presentation of a few numerical results in two dimensions based on the James-Ericksen stored-energy function.
Preliminaries
The summation convention is assumed. Greek indices take their values in the set {1, 2} and Latin indices in the set {1, 2, 3}. For all ε > 0, let
where ω ε = ε × ω, ω is an open bounded Lipschitz subset of R 2 such that ω x α da = ω x 1 x 2 da = 0, where da = dx 1 dx 2 is the area element, meas (ω) = 1 and L > 0 without loss of generality. The volume element of Ω is denoted dx = dx 1 dx 2 dx 3 and ds is the length element along ∂ω. Let M 3 be the space of real 3 × 3 matrices endowed with the usual Euclidean norm F = tr(F T F ). The associated scalar product will be denoted by F : G. Euclidean norms and scalar products in R 3 will be denoted |z| and z 1 · z 2 respectively. For all z i ∈ R 3 , we denote by (z 1 |z 2 |z 3 ) the matrix whose i-th column is z i . Let W : ω × R × M 3 → R + , be a Carathéodory function, periodic in x 3 with period 1. We assume that W satisfies the following growth and coercivity hypotheses for almost all x ∈ ω × R:
and the Lipschitz condition:
We assume that Ω ε is the reference configuration of a (sequence of) heterogeneous threedimensional solid body made of a martensitic material. The martensitic character is modelled by assuming an energy functional in two parts. The first part is an interface energy term expressed in terms of the second derivatives of the deformation. The second part is a hyperelastic energy whose stored energy function is assumed to be of the form
, where d(ε) scales like the typical grain size, due to the periodicity in x 3 . The dependence in x α , x 3 accounts for material heterogeneity. Furthermore, in the context of martensites, W (., ., ., F ) may be assumed to possess a multiwell structure. The equilibrium problem may be formulated as a minimization problem: Minimize I ε (φ ε ) over Φ ε , where the total energy I ε is given by
and the set of admissible deformations is
, hence the boundary condition is taken in the classical sense). Minimizers of the energy I ε are expected to have oscillations on a length scale commensurate with κ, which is thus the length-scale of the material microstructure.
We are interested in describing the limiting string-like behavior of the body when the thickness ε and grain size d(ε) go to 0. To achieve this goal, we rescale the problem in the fashion introduced by Ciarlet and Destuynder [7] . Let Ω = Ω 1 , γ = γ 1 . We define the rescaled deformations φ(ε)(x 1 , x 2 , x 3 ) = φ(εx 1 , εx 2 , x 3 ), the rescaled energies
where we have set
After rescaling, the set of admissible deformations becomes
3 Derivation of the martensitic heterogeneous wire theory in the case of two competing length-scales
First of all, due to the convexity and coercivity of the interfacial energy, it is a simple matter to prove the following existence result.
We then let the thickness of the wire ε tend to 0, as well as the grain size d(ε) → 0. The following is the main result of this section. It describes the limit behavior of the wire to leading order.
Theorem 3.2 There exists a subsequence (not relabeled) of the family of minimizers φ(ε)
such that:
minimizes the limiting energy
Since the limit functions do not depend on x α , they can be identified with
. In order to simplify the notation, we just write φ 0 , b α 0 instead of φ 0 , b α 0 even though this is a small misuse of notation.
The proof of Theorem 3.2 is based on a direct argument following along the lines of Bhattacharya and James [5] . There is a slight refinement, because the latter authors considered a homogeneous film while we deal here with a heterogeneous wire. In order to treat the heterogeneity, we use some of the techniques introduced by Shu [16] for films and adapt then to the case of wires. Our approach is however different from that of [16] because we do not use Γ-convergence and proceed directly.
We divide the proof of Theorem 3.2 into several Lemmas for clarity. First, we show that the minimizing sequence admits a subsequence that converges weakly to a limit that does not depend on x α . Then we establish that the convergence is actually strong. The convergence of the functional sequence and the minimizing property are given in Lemma 3.8.
Lemma 3.3 There exists a subsequence (not relabeled) of the family of minimizers
x is an element of Φ(ε), it follows from (1) and (4) 
. The stored energy function W is bounded below, therefore, in view of (4), we obtain the estimates
On the other hand, we also have
The coercivity condition (1) yields, as soon as ε < 1,
Using the Poincaré inequality and the boundary condition of place for φ(ε), we see that
Therefore, putting (9), (10) and (11) together, we obtain that
Next, we deduce from estimate (9) that
hence, using once more the Poincaré inequality for ε −1 ∂ α φ(ε) with the boundary condi-
Consequently, the sequences φ(ε),
3 ) respectively and we can extract a weakly convergent subsequence.
Finally, since
On the other hand, we have
The boundary conditions follow from the trace theorem.
It will be convenient in the sequel to introduce the following notation,
Lemma 3. 4 We have
Proof. Let us start with the expression of the total energy for φ(ε). We have
By Lemma 3.3, we have
Furthermore, using again Lemma 3.3 and Rellich's theorem we obtain that there exists a subsequence (not relabeled) of φ(ε) such that
Since the sequence φ(ε) is weakly convergent in the sense of (8), we deduce that the whole sequence φ(ε) satisfies (18).
Let us then consider the elastic part of the energy. We are going to show that the following expression
goes to 0 when ε → 0, which will identify the limit of this elastic part. Since the weak limits only depend on x 3 , by the one-dimensional Sobolev embeddings, we see that (b
Therefore, there exists a sequence of simple functions F n such that
Obviously, (20) and the Lipschitz condition (2) yield
uniformly on [0, L] and also uniformly with respect to ε. Using this sequence, we see that
and we only have to estimate both terms of the right-hand side separately. Let us begin with the first term. We deduce from the Lipschitz condition (2), Hölder's inequality and (18) that for all ε > 0,
Consequently, again due to (18), we obtain lim sup 
Now W is periodic in x 3 , therefore W k is also periodic in x 3 and we know from Lemma A1 of Ball and Murat [4] that
that is to say when ε → 0. Therefore, for all n ∈ N, we have
Now, clearly,
Hence, we have shown that
hence the limit of the second term,
Putting now (22), (23) and (26) together, we obtain
Now clearly, W satisfies the same Lipschitz condition as W , and since F n converges uniformly toward (b
, letting n tend to +∞ we see that the right-hand side can be made as small as we want. In other words, we have obtained that
To conclude the computations concerning the minimizing total energy, we now appeal to (16) , (17) and (28) to obtain the Lemma. The next step of the proof consists in computing the value of the energy for φ 0 (x) + εx α b α 0 (x) in the limit ε → 0. We note that the vectors b
. Thus, the above deformation is not an admissible test-function for the total three-dimensional energy. It is however a simple matter to circumvent this difficulty.
Indeed, the functionb
We now set b
is an admissible deformation both in terms of regularity and boundary conditions. Moreover,b
Proof. Clear Lemma 3. 6 We have
Proof. Indeed, we have that
strongly in H 1 and
hence the previous analysis for the elastic part of the energy applies in this simpler case as well.
Lemma 3.7 We have
Proof. We already know that the convergences hold true in the weak sense for the first two sequences, by Lemma 3.3, hence strongly in H 1 and L 2 respectively. We thus just need to prove the strong convergence in L 2 of highest order derivatives. The idea is to compare I(ε)(φ(ε)) with I(ε)(φ 0η (ε)).
By definition of φ(ε), we notice that I(ε)(φ(ε)) ≤ I(ε)(φ η (ε)). Therefore, we obtain, after simplification of common terms in (15) and (29), that
Since W is Lipschitz, the result follows from Lemma 3.5 by letting η → 0.
Furthermore, we have the minimizing property,
Proof. Recall that I 0 was defined in formula (7) of Theorem 3.2. The first part of the Lemma follows from Lemma 3.7 and the proof of Lemma 3.4, now that we know that all terms converge.
To prove the second part, let us introduce test functions of the formφ(ε)(x) =φ(
3 satisfy the boundary conditions. We have already shown that
The minimization property follows from the density of
) with boundary conditions.
Remark 1
The presence of the interfacial energy simplifies convergence questions compared with purely elastic wire or membrane energy derivation, see Acerbi, Buttazzo and Percivale [1] and Le Dret and Raoult [11] , by imposing coercivity conditions on the second derivatives of the deformations. It also makes it possible to easily manage the heterogeneity with respect to all variables, see Braides, Fonseca and Francfort [6] . Note that as in the above cases, the limiting theory retains the frame-indifference of the three-dimensional theory. Therefore, it provides an appropriate description of the wire under large deformation.
Remark 2 Theorem 3.2 gives a limiting theory with three vector unknowns. Since φ(ε) converges strongly in H 2 (Ω; R 3 ), it also converges in C 0 (Ω; R 3 ), thus the mapping φ 0 is obtained by
Therefore, it describes the limit deformation of the wire (e.g., of its central line). To ascribe a geometrical meaning to the vectors b α 0 , we only give a formal argument. Taylor's formula yields
The formula above is formal since ∂ α φ(ε) is only in H 1 (Ω; R 3 ) and thus has no trace on the line (0, 0, x 3 ). Anyway, we have then
Since,
follows that the two Cosserat vectors b α 0 describe the limit deformation of the cross-section of the wire.
Remark 3
Since the terms involving ∂ 3 b α 0 appear in the interfacial part of the energy and not in the elastic one, they are not bending terms but rather a contribution of the interfacial energy in the zero thickness limit.
Let us now briefly discuss the Euler-Lagrange equations associated with the limit minimization problem. For brevity, we let
Lemma 3.9 Assume that the function W is of class
In addition, for k = 1 and k = 2, we have
and
For all fourth-order tensors A and matrices F , we use the notation F :
Proof. We only need to consider the elastic part of the energy
Let us consider the case k = 1. By the Sobolev embedding theorem in one dimension, we know that
It is obviously continuous on E. By Taylor's formula with integral remainder in M 3 , we have
Therefore, we obtain an estimate of the form
and Lebesgue's dominated convergence theorem implies at once that R(ψ, c α ) → 0, hence the Fréchet differentiability of I 0 * . Higher values of k are entirely similar.
in the sense of distributions, where C is a constant. In particular,
Proof. It suffices to take 
Energy minimizing deformations in the case of zero interfacial energy in the homogeneous case
The limiting theory obtained in the previous section inherits the competition between the elastic and interfacial energies from the three-dimensional theory. However, according to [5] , κ should be much smaller than W , loosely speaking. Therefore, in a first step towards understanding minimizers, it makes sense to set κ = 0 and see what kinds of minimizers can be constructed in this case. Consider now a homogeneous wire, which means that W = W , occupying at rest the reference domain [0, L]. According to theorem 3.2 the deformations of the wire are described by three vector fields or by a rod theory with two Cosserat vectors,
The wire behavior is governed by the energy I 0 . However, as stated above, we can neglect the interfacial energy in a first approximation and set κ = 0. This leads to the purely elastic energy I 0 * for the wire. Minimizing I 0 * is equivalent to minimizing the integrand pointwise, therefore minimizing deformations must be such that (b 1 , b 2 , ∂ 3 φ) ∈ SO(3)U i almost everywhere, where U i denote the positive-definite, symmetric distorsion matrices of the phases or variants, due to multiwell structure of W . In the ensuing analysis, we ignore boundary conditions.
Let us first describe deformations that only involve one single phase U . Let U j denote the column vectors of U . Consider any measurable SO ( Note that the wire theory predicts that every deformation that extends the wire conformally to the distorsion matrice U followed by any isometric deformations is a solution of the problem that only involves one single phase. This is very different from the threedimensional case in which deformation φ : Ω → R 3 that only involve one single phase should satisfy
where Q : Ω → SO(3). Liouville showed that the only solution of the three-dimensional problem (39) is Q = constant. In other words, in the three-dimensional case, the only deformation that creates one single phase is a uniform stretching followed by a rigid deformation. In the case of thin films, Bhattacharya and James [5] showed that paper folding deformations are minimizers. Next, we consider deformations that consist of two phases,
For simplicity, assume that Q α are smooth on each part of the wire. The mapping φ must be continuous for the wire to stay in one piece. Otherwise, a Dirac mass would appear in the derivative of φ. Note that there is no such condition on b α , since it does not appear through its derivatives, indicating the possible presence of sharp interface layers in which the cross-section rotates rapidly. The mappings b α and ∂ 3 φ may both suffer jumps across l in connection with phase transitions consistent with (40). The restriction that φ be continuous while it derivatives suffer a jump imposes a kinematic compatibility condition
where [|g|] denote the jump of g across l. Since Q α (l) are arbitrary rotation matrices, these compatibility conditions are very mild. Again, the wire case is very different from the film or bulk specimen cases for which there are much more stringent compatibility conditions. In particular in the three-dimensional case, Ball and James [3] , showed that deformation that consist of two phases must satisfy
for some rotation Q 0 and vectors a and n. In the film case, Bhattacharya and James [5] showed that deformation that consist of two phases must satisfy an invariant line condition.
More general phase mixings can easily be considered, since the compatibility conditions are not very demanding in the one-dimensional case.
Naturally, the idea of setting κ = 0 after a limiting process that relies heavily on the hypothesis κ > 0 is slightly questionable. It would be more satisfactory to consider a three-dimensional theory in which the length-scale of the material microstructure would also depend on ε and tend to 0 with ε. Such a theory is possible, following the work of Shu [16] in the thin film case. The results depend of the relative orders of magnitude of the three competing length-scales. They will be published in a further work.
Higher order theories
We still follow the lead of [5] and consider a homogeneous wire that is thicker than the wires considered in Section 3. In this case, it is reasonable to expect that higher order terms may become significant. Such higher order terms should appear as correctors to the zero order limit theory.
In what follows, we will strive to entirely justify the sometimes formal arguments of [5] in our case by making as little additional hypotheses as possible.
As a first step, we show that I(ε) and I 0 differ by an order higher than one in the thickness ε. Let
Lemma 5.1 Assume W is class C 1 . Then, we have
Proof. Let (φ 0 , b α 0 ) be the limit of the minimizing sequence in the sense of Theorem 3.2. We know that
(ε) for simplicity. Inequality (43) may be rewritten as
which proves that lim inf
To prove the reverse inequality, we consider the deformation φ 0 (ε) = φ 0 + εx α b 0 α . This deformation is admissible for the three-dimensional energy since we have seen that the functions b α 0 are of class C 2 , hence H 2 , and therefore
Furthermore
Now, for (x 1 , x 2 ) fixed in ω, the function (ψ|c
hence is an admissible test-function in the Euler-Lagrange equation (36).
Therefore, by Lemma 3.9, it follows that
Integrating over ω, we thus obtain
by applying the Lebesgue dominated convergence theorem. The proof of the Lemma is thus complete.
Note that we have obtained this result without any additional hypothesis. We now turn to the second order correction. One additional hypothesis will be needed, cf. Definition 5.2 below. Let 
Remark 4 Compare Definition 5.2 with formula (34) and Corollary 3.10. In practice, we have no way of checking that the strong variation condition is satisfied. Therefore, the ensuing analysis remains formal. Note however that the strong variation condition will be used only once, to obtain estimates, and that the rest of the argument needs no additional hypothesis.
Theorem 5.3
We assume that W is of class C 2 and satisfies the growth condition (58), and that the minimizers (φ 0 , b α 0 ) given by Theorem 3.2, satisfy the strong variation condition. Then, there exists (c 0 , d
The proof follows closely the proof of Theorem 3.2. We divide it into a few Lemmas.
Lemma 5.4
There exists C > 0 such that for all ε small enough,
Proof. We proceed along lines entirely similar to those of Lemma 5.1.
As before
. This function is of class C 2 , it has a minimum equal to 0 at ε = 0, hence we have
Now, we know from Lemma 3.9 that
This expression is obviously uniformly bounded with respect to ε ∈ [−1, 1] and (x 1 , x 2 ) ∈ ω. Hence the Lemma by integrating ε −2 j(ε) over ω.
Lemma 5.5 There exist a subsequence of c(ε)(x)
Proof. We first note that c(ε)(x) ∈ H 2 (Ω; R 3 ) is such that c(ε) = 0 on γ. Similarly, x 2 , x 3 ). By the above remark,
. We can therefore use the strong variation condition 5.2 with f = f x 1 ,x 2 and g α = g
, integrate it over ω and obtain
Moreover, since
we easily check that
Appealing now to Lemma 5.4, we deduce from estimate (51) that there exists C > 0 such that for all ε small enough
so that,
Now we have a Poincaré-like inequality of the form
which is valid for u in H 2 vanishing on γ. This is easily proved by the usual contradiction argument using Rellich's theorem. Therefore, the first inequality in estimate (53) yields
is in H 2 and vanishes on γ. Using the standard Poincaré inequality with the second inequality in estimate (53), we also obtain 1 ε
We consequently deduce from (54) and (55) that there exists a subsequence such that
Moreover, it is clear thatĉ = x α a α and d α 0 = 0 on γ. Finally, the first inequality in estimate (52) shows that d α 0 are independent of x α , so that d
, and thatĉ is affine in x 1 , x 2 . Due to the third inequality in estimate (52), it follows that there exists c 0 independent of x α such thatĉ
Note that the strong variation condition is only used in the above argument in order to obtain estimates for the correctors, and nowhere else in the proofs.
Let us now proceed to show that the above convergences are strong. For this purpose, we use the same idea as before of comparing the energy of φ(ε) with that of an appropriate test-function sequence.
Let us define H ij (ε) by
Lemma 5.6 Assume that ∂ 2 W/∂F 2 satisfies the growth condition
Then we have
Proof. Let us start with the elastic part of the energy for φ(ε). We use Taylor's formula with integral remainder pointwise in M 3 to obtain
with
Integrating equation (60) between 0 and L for almost all (
where
Let us examine the first two terms. Clearly, we have
, see just before Lemma 3.9 for the definition of E 0 , and for almost all (x 1 , x 2 ) ∈ ω, (c(ε), d α (ε)) ∈ E 0 as well. Therefore, by Corollary 3.10, the term J 2 (ε) simplifies as
for almost all (x 1 , x 2 ) ∈ ω. We can therefore integrate over ω to get
Now, the interfacial part of the energy for φ(ε) assumes the form
Collecting now all these expressions together, we observe many cancellations and are left with the following
Since H i3 0 in L 2 , the only term that needs to be analyzed in terms of convergence when ε → 0 is the last one. Let us recall that
where F (ε, sε) and G(ε) are given by formulas (61) and (62). Due to the Rellich-Sobolev compact embedding theorem, we have that
We can thus extract a subsequence such that the convergence also holds almost everywhere and that there exists h ∈ L p (Ω) such that
Due to the expressions of F (ε, sε) and G(ε), and due to the growth condition (58), we see that
Moreover, it is easy to see using relation (64) that
We can therefore apply Lebesgue's dominated convergence theorem and obtain that
Putting all the pieces together, we obtain the Lemma.
We now want to compare the limit thus obtained with another one using a sequence of test-functions based on c 0 and d α 0 . The latter is however a priori not smooth enough. We thus regularize it as in Lemma 3.5 and introduced
Lemma 5. 7 We have
Proof. We perform the exact same computations as in the previous lemma, replacing H ij by 0, c(ε) by c 0 + εx αd α 0,η and d α (ε) byd α 0,η . This yieldŝ
since all functions converge uniformly and are bounded (there is no need for the growth condition here).
We now are in a position to prove the strong convergence result.
Lemma 5.8
The convergence of the sequences of Lemma 5.5 are actually strong and in addition, we have 1
Proof. It is enough to show that
. Letφ η (ε) be as in the previous Lemma. By constructionφ η (ε) ∈ Φ(ε), therefore P 2 (ε) ≤P 2,η (ε). Passing to the limit as ε → 0, we obtain lim sup ε→0 ij
hence the result by letting η → 0.
The following result is a direct consequence of Lemma 5.8 and the fact that the origin is chosen at the centroid of ω.
Corollary 5.9 We have
Proof. The convergence of P 2 (ε) follows from formula (63) and Lemma 5.8. Next we consider test-functions of the formφ(ε)(
, with (c, d α ) ∈ E 0 and we pass to the limit in the following inequality
This completes the proof of Theorem 5.3.
Remark 5
In terms of the original energy,
. Hence, the first correction to I 0 is two orders higher and is given by I 2 .
Remark 6 Note that the sum I 0 +ε 2 I 2 is not to be minimized with respect to (b α , φ, d α , c). Instead, a two-step minimization should be carried out. To conclude this section, let us say a few words about the Euler-Lagrange equations of the corrector problem.
Lemma 5.10 The second order functional I
2 is quadratic and for all (c,
Remark 7 It is possible to write the strong form of the Euler-Lagrange equations in terms of the elasticity tensor
). Let us simply remark here that these equations are linear, which is in sharp contrast with the purely elastic case. Indeed, in the absence of interfacial energy, the first correction to the limit wire energy is expected to be a nonlinear inextensional bending-torsion problem, or an inextensional bending problem in the 2D case, see for instance [13] , [14] , [15] and [9] .
Numerical experiments
We carried out a few numerical experiments on the limit model using the free scientific computing package Scilab (http://www.scilab.org). We needed an explicit multi-well stored-energy function, which are not easy to come by in the literature. Therefore we considered the 2D→1D case with the James-Ericksen stored energy function is the Cauchy-Green or strain tensor, the nonnegative constants κ 1 , κ 2 and κ 3 are elastic moduli and α is a small parameter. Since this is a two-dimensional problem, the limit wire model has two unknowns: the deformation of the central line and one Cosserat vector. The James-Ericksen stored energy function is a two-well hyperelastic energy density that vanishes on O(2)U 1 ∪ O(2)U 2 with
It should be noted that the reference configuration is not a natural configuration for this energy.
We used a finite element discretization with P 3 -Hermite elements for the deformation of the central line and P 1 -Lagrange elements for the Cosserat director field. Minimization of the energy was achieved using a combination of the nonlinear conjugate gradient algorithm in its Polak-Ribière variant and of Newton's method applied to the gradient of the energy. The energy is highly nonlinear (of degree 8 in the deformation gradient) and exhibits the "narrow valley" phenomenon. The conjugate gradient algorithm often gets trapped near the bottom of a narrow valley and stays there for a great many iterations before it finds a way out. In such situations, it is useful to switch to Newton's algorithm in order to escape the valley and accelerate the convergence. Newton's method however requires the computation of the Hessian of the energy, which we achieved using a computer algebra system.
It should be noted that the results presented below are not guaranteed to be global minimizers, but at best approximate local minimizers. We attempted to alleviate this difficulty by randomly choosing the initial state of the algorithm.
It should also be noted that the James-Ericksen density makes no provisions to avoid self-interpenetration of matter and orientation reversal. In fact, some of the computed minimizers show non physical orientation reversals. However, we are interested here in phase transitions and how they are distributed along the wire, so we ignore this shortcoming of the model. One way of getting around this difficulty would be to add a penalization term that is very large for negative determinants of the deformation gradient, at the expense of a heavier computational load.
The test were performed using the following numerical values for the data: L = 1,
The discretization had 20 elements, which corresponds to 124 degrees of freedom. Due to the low regularity of the finite element spaces, integrals for the elastic part of the energy were computed using the trapezoidal rule with 100 nodes.
For each tested case, we include two graphics. The first graphics, entitled "Deformations", shows the deformation of the central line and the director field (not always on the same scale). The origins of each vector correspond to equidistant points in the reference configuration, hence the spacing between vectors gives a visual indication of the stretching of the central line. The second graphics, entitled "Norms", displays the norms of ∂ 3 φ 0 (plain line) and b 1 0 (diamonds), and the scalar product ∂ 3 φ 0 · b 1 0 (circles) as functions of x 3 . This graphics shows the presence or absence of phase transitions which are indicated by a switching of these norms between the values √ 1 + α and √ 1 − α. All tests attempt to compress the wire (first column of the matrix A), with various amounts of distortion imposed as boundary value for the director field (second column of the matrix A). This is interesting since a purely elastic string offers no resistance to compression measured from a natural state, see [1] . In the martensitic case, the interfacial energy provides some resistance to compression, as can be seen from the results below. 1.1 
