This paper examines the role of parents in helping children secure employment in South Africa. I use longitudinal data on young South Africans to examine the covariance of children's employment with parent's usefulness in job search. I find that fathers serve as useful network connections to their sons (and not daughters), but that mothers do not seem to be useful network connections for any of their children. The possibilities of specific human capital, correlated networks, and multiple non-labor force choices are considered and do not alter the estimated father-son effect. The results suggest that part of the decline in observed economic mobility in South Africa is attributable to the increase in importance of small-scale networks along with high unemployment.
Introduction
When jobs are scarce, the system by which they are allocated becomes a prime determinant of inequality and economic mobility. Under perfect competition, the most able are allocated jobs.
Informational problems, however, may compromise this insight, and a recent literature documents the importance of networks in mitigating these problems and allocating jobs. Since full networks are rarely observed in data, this literature has looked for variation in the size or well-being of groups which seem likely to be correlated with an individual's personal contacts, such as people who live near the individual or are of the same ethnicity or both. Since this literature only identifies groups correlated with networks rather than actual network members, it cannot speak to the scale of networks which are relevant to individuals. However, there is reason to suspect that the scale of the relevant network plays an important role in the contribution of the network regime to economic mobility. If small scale networks -for example, immediate families -are quite important, then networks may work to concentrate access to employment as only people with employed family members learn of job openings. The end result of these small scale networks could be a much more persistent state of unemployment, as individuals lacking this network-based social capital have less access to jobs.
Economists studying mobility have long been aware of this fact. From early papers, economists mention the possibility of "connections" (e.g. Becker and Tomes 1979) as a potential source for the intergenerational correlations they describe. However, few papers have been able to explicitly test for the importance of parents as a source of job information or reference. In part, this neglect is practical: these studies have primarily been concerned with lifetime outcomes, like permanent income, for which networks can not be separated from correlated individual fixed effects, such as preferences, genetic and wealth endowments, and educational investment. However, another reason may be the contexts of these papers -nearly all of the literature is set in the US or Europe, where unemployment is low enough, and labor markets are competitive enough, that having a parent who represents a good employment connection seems far less likely to be important than the human capital which he invests in you.
South Africa represents a different context, which is more relevant for many developing countries.
Unemployment is severe, especially for the majority black population. Depending on the definition used, between 16 and 28% of prime age males are unemployed (between 19% and 33% for blacks).
Unlike in other countries with similarly high official statistics, there is no substantial informal sector or subsistence agriculture to engage unemployed adults, so these numbers represent "true" unemployment. Further, while unemployment has remained high in South Africa since at least the late 1970s, the distribution of the unemployment has changed substantially since the fall of apartheid. In particular, the depth of unemployment has become more severe, so that increasingly large percentages of the unemployed have never held a job or have not worked in many years. This seems especially surprising given the increase in de jure economic opportunity available to nonwhites after apartheid ended. At the same time, education has become a weaker predictor of employment, suggesting that changes in the distribution of human capital have not caused this change in persistence. Legal changes associated with the end of apartheid created a shift in the regime allocating jobs, and anecdotal evidence suggests that networks are now governing job allocation. Quantifying not only the importance of networks to job allocation but also the relevant scale of networks is critical to understanding the distribution of wealth and economic opportunity in South Africa. This paper sits at the nexus of the network and intergenerational correlations literatures. Using a panel data set of young adults in Cape Town, South Africa, I ask if parents have become important network connections for their children. Unlike past network studies, this approach looks for fluctuations in the ability of parents as individual network members to provide job information and references, observing that if parents are individually important in securing jobs for their children, then small scale networks must be important. The longitudinal aspect of this panel allows the comparison of intertemporal variance in employment numbers in parents' industries with changes in children's labor force behavior, suggesting that networks may be important. As parents' wealth may be correlated with labor demand in their industries, I take advantage of gender-segregation and geographic specificity in jobs to create two control groups who should experience wealth effects but cannot take advantage of network aid. Estimation reveals that when fathers' industries are hiring, sons are more likely to work if their fathers are in the province, but that sons with absent fathers and all daughters are less likely to work. This negative relationship for individuals whose fathers are not network connections is consistent with the hypothesis that wealth effects are diminishing the labor supply of these young adults. The point estimate is large; when a father's industry grows by 10%, his son is 4% more likely to work if the father is present. In contrast, mothers do not appear to represent effective network connections for either sons or daughters, in part due to differences in the utilization of networks in the different industries in which men and women work in South Africa. These results are robust to the consideration of specific human capital, correlated household and neighborhood networks, and expanding young adults' choice sets to allow multiple non-labor force options such as schooling and leisure. I open this paper by discussing the empirical literatures on networks and intergenerational correlations, and provide simple examples of the implications of the scale of relevant networks for the persistence of unemployment and how networks can exacerbate intergenerational correlations from other sources described in the literature. I then describe in greater detail the institutional structure and the unemployment situation in South Africa, and describe the evidence for how networks have supplanted bureaucratic job allocation with the liberalization of labor markets following apartheid.
Next, using a new panel dataset of young adults in the Cape Town area, I argue that fathers are providing jobs to their sons, but not to their daughters, when they live close enough to be able. I then verify that this effect does not appear to be correlated with specific human capital or correlated networks. I close by discussing the extent to which these paternal connections are decreasing economic mobility in South Africa.
Networks, Intergenerational Correlations, and Job Allocation
A growing literature in economics examines the role of networks in spreading job information and changing employment rates. Calvo-Armengol and Jackson (2004) outline a theoretical model which captures the important points. In their framework, individuals are born into a certain exogenous network, with links to a graph of other individuals, some of whom are employed and some are not.
Employed individuals hear about jobs with some probability; if they learn of a new job, they tell a network member at random. If that network member is unemployed, he accepts the job; if he is employed, he passes the information on to another network member. Unemployed members of your network are thus your competitors for job information while employed members are suppliers of jobs. Calvo-Armengol and Jackson find that if labor force participation is costly, then initial conditions create large variations in overall employment rates, as individuals in low-employment networks find the benefits of job search to be lower than those in high-employment networks relative to the costs of labor market participation.
Recent empirical support for the importance of networks is strong, and is surveyed in Ioannides and Loury (2004) . Within the economics literature, empirical work has taken two approaches. In the first, researchers look for random variation in the size of an individual network. Munshi (2003) finds that village-level rainfall shocks in Mexico are correlated with migration to the United States, which, combined with past migration patterns gives him an instrument for network size of Mexican immigrants in different cities. He finds that having more migrants from your village a few years earlier boosts individual chances of employment. Beaman (2006) directly tests the Calvo-Armengol and Jackson theory using refugees in the US. Taking advantage of a randomized refugee assignment program, Beaman finds that refugees have a competitive relationship with other refugees settled at the same time and one year beforehand, but learn about job openings from older settled refugees in their ethnic group and city.
The second approach looks for correlations based on geographical distance. For example, Conley and Topa (2002) examine spatial correlations in unemployment with respect to several distance metrics, including miles, travel time, occupational distance, and ethnic similarity measures across census tracts. They find that ethnic similarity is the most powerful predictor of correlations in employment outcomes, with physical distance being the only other measure that can explain spatial correlation. A different approach is taken by Bayer, Ross, and Topa (2005) , who investigate whether individuals who live in the same census block are more likely to work together than they are to work with individuals from nearby blocks. Excluding individuals who work and live in the same block, they find extremely large effects: the odds of a pair working together are boosted by 50% if individuals live in the same block as opposed to a nearby block.
Due to data limitations, the literature outlined above has been focused on finding networks correlated with the "true" effective networks relevant to individuals, either through geographic or ethnic proximity, rather than identifying the effect of actual network members. While this approach is successful in identifying whether or not network effects exist, it has limitations as it does not identify the scale of the actual network. In particular, the point estimates convey little meaning, as they are average effects of some fraction of actual networks and of a group of individuals not in the network. Similarly, policy predictions are hard to come by from this approach, as the effective unit of networks is unidentified -if larger networks help individuals get jobs, we want to increase the size of the true network, not the ineffectual group who is correlated and identified due to available data. More relevant to this study, implications of networks for inequality and mobility can not be explored via a strategy which observes only correlated networks, as these implications differ strongly if the true network is a massive, diffuse group which quickly spreads out information or if it is simply small groups of family members passing jobs amongst themselves.
A simple example illustrates the importance of network scale: networks a and b both consist of N individuals, subdivided into families of K. In network a, the family is irrelevant; individuals pass job information at random to other network members. In network b, only family members are network members; individuals pass job information on only to other family members. In period t, fraction p of adults are working, and working adults hear about jobs with probability α. For simplicity, jobs are never destroyed. In network a, everyone is equally mobile: each period, Npα new jobs are learned of and divided among N (1 − p) individuals, so every unemployed person has probability pα/ (1 − p) of learning of a job. In the long run, everyone becomes employed in network a. In network b, each unemployed person's probability of learning of a job depends on the fraction of people in his family who are working; that is, if F people in his family are working, than he has probability F α/(K − F ) of learning of a job. Clearly, unemployed people in fully unemployed families have no chance of finding employment, while unemployed individuals in a highly employed family are likely to find employment before long. Even in the long run, some families remain completely unemployed, while others become fully employed. In this example, the implications for network scale are immediate: not only are long run opportunities better in network a than in network b, unemployed individuals face more equal chances of employment. That is, unemployed individuals in high-employment families in network b have very good chances of being employed in the next period, while unemployed individuals in low or zero employment families in network b have very poor or zero chances of becoming employed. In contrast, everyone in network a faces the same chance of finding a job, which rests between these two extremes. For some individuals in network b, unemployment is extremely persistent, whereas for others it is a minor inconvenience.
Though the assumptions in this example are extreme, the intuition carries through if individuals only treat their families with preference, that is, if they are more likely to tell family members about jobs than unrelated network members.
In fact, there is some indication that closely related individuals may be especially important network nodes, particularly in high-unemployment settings. Munshi and Rosenzweig (2003) are aware of this possibility in their study of social pressures created by sub-caste level networks in India, and condition on father's occupation to be sure that the sub-caste (and not family) is the right unit of analysis in their context. While the father's occupation does not drive the subcaste effect, it remains a significant contributor to the difference in schooling between males and females, suggesting that family-level networks may remain important in India. Granovetter (1983) surveys empirical evidence from sociology which finds that disadvantaged groups in the US (like racial minorities) are more likely to use "strong" ties to find jobs, i.e. closer relationships are more important for employment in their networks. Loury (2006) , using the NLSY in the US finds that 10 percent of men found jobs through prior generation male relatives, which represents more than 1/5 of all network help, suggesting that a few family nodes matter. Moreover, these referrals from older male relatives are the only type of network help which results in higher wages for young men.
Further, she finds that young women almost never receive job offers from male contacts, and that jobs received from female contacts offer no wage boost for either gender. In a job-rich environment like the US, wages are perhaps a more relevant indicator of a valuable network than labor force status, and her results are qualitatively similar to mine. Finally, Kramarz and Skans (2006) have access to a database on all 16-65 year old workers earning income in Sweden from [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] . They investigate whether children are more likely to get a job at the same plant as their parents than their classmates are. They find a very strong effect, particularly in high-unemployment and lowskill settings. However, since their interest is in a one-time event (the first stable job received by these young adults), they are unable to perfectly control for factors which are doubtless correlated between parents and children, such as geographical location, specific human capital, preferences, and abilities. In order to investigate the causes of economic mobility, it is necessary to separate these events out, and a literature which has largely ignored networks has striven to do so.
In fact, economists have examined intergenerational correlations in outcomes since Galton (1869) looked at correlations in height and in wealth. In a seminal paper, Becker and Tomes (1979) discuss the implications of dynastic utility where each generation faces a trade-off between own consumption and the consumption of the next generation, purchased through either investing in human capital or transferring physical capital. Children receive their parents' gifts as well as a "luck" endowment which will be correlated with their parents' endowments. With concave utility, richer parents invest more in their children. Between investment choices which are a function of economic success, gifts, and correlated "luck," several avenues for intergenerational correlation are discussed. Noteworthy to this investigation, Becker and Tomes acknowledge the importance of parental "connections" in intergenerational correlations, but do not explicitly consider them. Theoretical investigations since have followed their example and focused on different mechanisms for intergenerational correlation. For example, Banerjee and Neuman (1993) find that credit constraints can imply an unequal and immobile long-run distribution of wealth if investment opportunities are non-convex, while Mookherjee and Ray (2002) find that credit constraints imply that equality of outcomes is unstable if occupations are diverse simply due to differential optimal investment in children. If families are important as network connections, then the occupation-based effects that these authors highlight will become stronger.
Since Becker and Tomes work, many empirical investigations have sough to disentangle the relative contribution of each of these inputs and to estimate the elasticity of childrens' permanent income with respect to parents' income. While a literature summary is beyond the scope of this paper, Solon (1999) surveys the literature, and creates a stylized model which makes transparent several potential avenues for correlation. Specifically, parents face a trade off between consuming themselves and investing in their childrens' consumption. In addition to the wealth effects and correlated luck discussed above, Solon adds neighborhood sorting, by which children of the wealthy find themselves in neighborhoods with better schools, peers, etc., which may also contribute to intergenerational correlation. Nearly all of these empirical investigations take place in the US and Europe, and they often find an elasticity of one generation's permanent income on the next generation's on the order of .2-.4. Because this literature concerns itself with long term outcomes, they are largely unable to highlight the roles of specific agents who remain constant in a network, and leave as an open question the role of inherited social capital and network referrals. However, this is a significant oversight: network based intergenerational correlations require creative governmental policy. The policy prescriptions to counteract other sources of correlation are better known. For example, underinvestment in education can be remedied through government policy and preference-based correlations are not important to a utilitarian social planner. In contrast, network connections are much harder for policy makers to create and maintain the potential to inhibit economic opportunity. If these are important, spreading job information and preventing nepotism in job hires may be valuable contributions of public policy. This paper will try to correct this oversight, taking both the intergenerational literature and the network literature into account, and, using time-variation within individuals' behavior, disentangle network-based intergenerational correlations from the other sources described above.
A simple adaptation of Becker and Tomes (1979) 
. The parents budget constraint is
t is an indicator indicating whether parents are working in time t, and they receive a wage of their human capital H g−1 if working. They spend that wage on their own consumption and investment in their children, C g−1 and I g .
In turn, the young adult finds himself with human capital rI g + E g , where E g is his luck endowment and r the annualized return on invested human capital. Over his lifetime, he therefore earns
Where r represents the rate of return on human capital investment and E g the error in human capital for generation g. Naturally, both of these only result in income when the young adult is working, W g−1,t = 1. The first order conditions quickly lead to the optimal investment choice,
With Cobb-Douglass utility, investment choices are not related to the future labor force behavior of the child (as long as P t W gt > 0); in a more general utility model the parent may consider his sons future work opportunities in making investment choices.
Hence
Next, I allow for network effects, by modeling generation g's labor force status.
where γ 1 is the offer rate for a working parent in generation g − 1 discussed in Calvo- Armengol and Jackson (2004) . If parents are important network connections, γ 1 > 0. If not, γ 1 = 0. We can then write
Solon's description of this model focuses on the term (1 − α) (ry g−1 + E g ) , and the motivations for intergenerational correlation that he considers are contained within it. In contrast, the network based correlations are shown to be multiplying this effect, which is logical: if parents' income resembles their childrens' due to any correlation in human capital, this capital can only earn a return when it is being exercised, i.e. the individual in question is working. That is, all of the constraints to economic mobility reviewed in the literature are exacerbated in the presence of intergenerational networks. 1
Unemployment and Labor Markets in South Africa
The context for this study is South Africa, where unemployment is severe. wages are more sensitive to broad unemployment than narrow unemployment.
The cause of this unemployment is hotly debated. This paper does not contribute to that debate, but a few institutional suspects emerge and are relevant to the discussion of job allocation.
First, formal sector wages in South Africa are very high for a country of that level of development, for several reasons. Capital-intensive production methods were strongly encouraged under apartheid, in an effort to boost wages for white workers (at the expense of unemployed blacks) (e.g.
Seekings and Nattrass 2005). These historically high wages have been maintained in the years since through South Africa's union structure and high minimum wages in uncovered industries.
Industrial Bargaining Councils extend union arbitration decisions to all firms in an industry; Moll (1996) discusses how this system provides incentives for wages to grow above standard unionarbitration levels, as large firms will agree to excessively high wages so as to reduce the profitability any behavior resembling the common place informal economic activity found in other developing countries. Kingdon and Knight (2004) find that the unemployed are worse off in most measurable dimensions than informally-employed individuals, and hypothesize that barriers to entering the informal sector must exist. Another possibility is that waiting for a formal sector job is preferable to informal employment, particularly as wages are high enough for those who do have jobs that, combined with a generous governmental pension program, most individuals have a support network in place. Whether by choice or by restriction, unemployment appears to be the default outcome of most individuals who do not find formal sector jobs.
In this context, understanding the system by which formal sector jobs are allocated is critical for understanding the distribution of wealth, opportunity, and mobility. In fact, while unemployment has remained at high and similar levels, this system has changed dramatically. A variety of legal restrictions challenged economic opportunity under apartheid. For rural blacks, job allocation was purely bureaucratic under the old system. In order to be allocated a job, individuals had first to apply at the local labor bureau, who would indicate if they could seek work, where they could seek work, and what sectors they could apply to. Migration was also restricted without proof of gainful employment, so that all employment opportunities were forced to go through one's local bureaucracy (Seekings and Nattrass 2005). Moreover, coloureds and urban blacks faced laws of job reservation (by which particular categories of jobs were reserved for different racial groups), which similarly restricted the opportunity sets available to these groups. Starting in the 1980s, these bureaucratic regulations began to break down, and increasingly firms began hiring friends and relatives of employees. The importance of networks in the new South African economy is attested to by a 1996 survey of manufactures in which 41% of firms report that when they need to fill vacancies, they hire friends and relatives of employees (Standing, Sender, and Weeks 1996) .
Another important characteristic of a job allocation regime for mobility is the permanence of a system. One possibility is that whatever criteria the labor market is now rewarding with jobs is more equal, or, equivalently, that individual employment probabilities are similar across individuals, even if they are small. On the contrary, a different allocation regime could now have limited mobility, so that some individuals find work relatively easily and experience frequent employment, whereas others find work only with great difficulty and spend most or all of their lives in perpetual unemployment. The latter appears to be a closer approximation for South Africa. Since 1993, average durations of unemployment have risen sharply, for both men and women. The fraction of unemployed adults who have never worked has increased substantially since 1993, particularly for young adults, accompanying higher unemployment rates. Table 3 For all young blacks and young coloured men, the rise in percentage who have never worked is truly striking, growing by 20 percentage points for young black males (and 15 percentage points for young coloured men). For older adults, the relevant indicator of persistence of unemployment is duration, and the rise in the fraction who have been unemployed for all groups for at least three years is similar in scale. Further, while unemployment was more persistent for women than for men in 1993, the reverse appears to be true now, especially among the coloured population.
Further, a closer examination of table 2 reveals that unemployment has actually become shorter in duration for young adults who have ever worked, which suggests that a new exclusionary criterion has emerged to regulate employment -those who satisfy this criterion work frequently, with short unemployment spells in between, while those who do not have little chance of finding employment.
Similar results exist for the white sample, although the fraction unemployed is very small and these estimates are imprecise. Table 3 I examine the effects of attrition in robustness checks below. Table 4 reports summary statistics for this sample. Similar to the national employment tables presented above, few of these young adults are working, with only 25% of males and 18% of females working. This difference largely reflects the difference in the percentage of men and women who found jobs through networks; 6 or 7% of both men and women found jobs through their own means (e.g. applying at factories, sending out CVs, etc.), whereas 14% of men compared to 8% of women found a job after a friend or family member told them about it or referred them for it. Also worth noting is that many of these young adults have fathers who are either deceased or do not live in the province, and that many of those with fathers in the province do not cohabit with the father at baseline. The geographical heterogeneity within families is due in part to the migration restrictions which were lifted only at the end of apartheid, so that many in this sample are recent migrants. As a large urban area, Cape Town is a destination for migration, so absent fathers are often either those who have not migrated yet or who have returned to their more rural homeland area. Fewer young adults have mothers who live away, though this still represents a large fraction of my sample. In the Appendix, I describe the construction of provincial employment data.
Intergenerational Correlations in Cape Town
Few studies have investigated intergenerational correlations in developing countries, and the fact that education seems to be of little help in finding a job may make us doubt our prior beliefs about what could matter in securing employment. The CAPS data allows a descriptive and reassuring test, similar to Altonji and Dunn (1991) . If intergenerational correlations are important in a network sense, we would hope to see that childrens' industries are correlated with their parents.
Tables 5 and 6 report coefficient estimates from systems of seemingly unrelated regressions, where each dependent variable is a dummy for working at baseline in a one-digit industry and the right hand side is dummies for the father or mother being in that industry. Of the ten one digit industries, Industry 2 (mining) is excluded from all regressions and industry 4 (Utility Provision) is excluded from regressions involving females as there are very few observations of young adults working in these industries. Sons industries appear highly correlated with their fathers' while daughters' industries are highly correlated with their mothers' , but there appears to be little cross-gender intergenerational correlation once education, age, and race are controlled for. Men work in very different industries and occupations than women in this context, so this absence of cross-gender correlation is reassuring. Moreover, this seems similar to Loury (2006) , who finds in the US that men often utilize older male relatives to get jobs, and that women often use older female relatives, but few use relatives of the opposite gender.
A natural extension of the above analysis is to consider occupational correlations as well as industries. While industries seem more likely to be the relevant correlation for networks (as network members can pass on job information at the plant regardless of the occupation), other intergenerational correlations are more likely to result in occupational similarity. In particular, specific human capital and preference-based effects seem likely to create an intergenerational correlation in occupation. Tables 7 and 8 
Empirical Strategy
Two approaches to estimating this problem are taken. In the first, I consider only the choice to work or not work. In the second, the choice set is expanded to include the possibility of schooling. The advantage of the second approach is completion; the first approach, however, has the advantages of more power and better data -enrollment data in this survey are suspect, as many individuals remain in school despite matriculating to the next grade infrequently. The linear probability model used in the binary choice problem also has the advantage of easily interpretable coefficients, while the multinomial conditional logit used in the second approach can not deliver consistent marginal effects without strong additional assumptions due to the fact that individual fixed effects are unidentified.
To estimate probabilities of working, I begin with a linear probability model. Inserting individual heterogeneity into Equation 3, young adult g in family f faces
I allow for potential interactions of parental wealth and child endowments in the error term by specifying
where y fg−1,t is the parent's income in family f at time t, X fgt is a vector of covariates including age and gender, ξ fg is a fixed effect for the young adult in generation g (which is doubtless correlated with his luck endowment), δ t is a time-fixed effect describing the strength of the labor market in year t and ν fgt is a person-time-specific error.
Combining these equations
That is, for family f, the young adult's probability of working is related to his parent's offer rate at time t if his parent is working, his parent's income, a vector of covariates, a time fixed effect, an individual fixed effect and the error term.
Let φ it be the offer rate in industry i at time t. If i = 0 denotes unemployment, φ 0t = 0 ∀t.
Then, I specify that, for parent f who works in industry i,
that is, a parent's offer rate is equal to the time t offer rate in the industry in which he works at time 0, a parent fixed effect, and a parent-time-specific error. Hence,
Taking fixed effects at the individual level eliminates the parent and son time-invariant effects, ξ fg and ξ fg−1 . Using fixed effects on this equation generates the baseline estimation However, two immediate concerns need to be addressed. First, the offer rate in an individual industry is unobserved. In practice, I use log provincial employment in the two digit industry that the parent is working in to proxy the offer rate. In even the simplest model, employment is a function both of labor supply and labor demand. Hence if industry-specific labor supply increases, we would expect employment in that industry to increase. Simultaneity is not a concern as individual labor supply decisions are too small to impact provincial employment statistics. Trends in overall labor supply are picked up by the time trends utilized, and time-constant individual labor supply components are captured by the fixed effects. Nonetheless, I will be picking up labor supply effects if innovations in industry-specific labor supply are correlated with the industry in which one's parent works (at baseline). Table 9 reports the results of this estimation for fathers. Sons appear to be strongly impacted by trends in employment in their fathers industries. The point estimate is quite large: if employment increases by 10% in one's father's industry, then the son is 4% more likely to work. The median industry in this context grows by 8%, so that sons of median workers are about 3% more likely to work each year than those with unemployed fathers. Recalling that 25% of male-years are spent working in this sample, this effect is large. Consistent with the overidentifying test, daughters whose fathers live away look the same as those whose fathers live in the province, in dramatic contrast to sons. Sons whose fathers live away and all daughters seem to be negatively effected by increases in fathers employment, consistent with the labor supply hypothesis of a negative wealth effect for employment. Also, the father-here coefficient reaches conventional significance levels, and the joint test for a male coefficient is very precisely estimated (as is the joint test for a female coefficient). Comparing males to females, the same story is told, and more precisely: sons' employment responds strongly and positively to trends in their fathers' industries, while daughters are less likely to work when their fathers' industries are doing well, suggesting that wealth effects make young adults less likely to work in this age group. Moreover, these effects are not diluted by allowing fixed effects for years of completed education and age or separate time trends by race, as shown in columns five and six.
Estimation Results
A further test of the theory is to examine the difference between jobs received through network connections and those found through young adults' own effort. Though unfortunately I cannot observe exactly who got the job for the young adult, the CAPS data does allow me to differentiate between young adults who received jobs through network connections (they report either that a household member or friend or relative outside of the household told them about the job or got them the job at their workplace) and those who found jobs through sending out CVs or inquiring at factories. In table 10, I create two variables: Net job is equal to a 1 if and only if the young adult is both working and reports a network member's aid in finding the job and is a 0 otherwise. Self job is defined similarly for jobs found through non-network-based search means. Columns one and 2 present regressions similar to the baseline with these variables. Columns 3 and 4 observe that the problem is in fact more complex than one of binary choice: individuals who have pre-existing self jobs are less likely to accept offered network jobs, for they would only accept offers better than the one they currently have. In fact, the true effect of interest is whether an individual has access to jobs or not, and this network access is unobserved if the individual has already secured a job through other means. As a result, columns 3 and 4 only include individuals who either have the type of job in question or are not working as a first-pass solution to this problem. We may be skeptical about the quality of self-reports on how jobs were acquired; yet, though the estimates become less precise, the coefficient pattern appears the same for network jobs as it does for employment status, and there appears to be no relationship between self-sought jobs and trends in employment in the fathers' industry, precisely as we would expect if trends in employment in the father's industry are capturing network effects.
Mothers' industries are correlated with daughters' industries just as fathers' are with sons', so it is natural to wonder if similar network effects are seen between mothers and daughters as between fathers and sons. Caution must be taken with this analysis, as very few mothers both live in a different province and are actually working. In fact, there are only 30 young men and 24 young women whose mothers live in a different province and who have time-variance both in their own labor force status and in employment in their mother's industry, which makes the here-away comparison highly suspect for mothers and highly sensitive to individual outliers. Moreover, the potential for attrition bias appears grave here: of the black and coloured sample whose mothers live in a different province, 40% attrit by 2005, as opposed to 18% of young adults whose mothers live in the same province. As a result of these data limitations, I restrict the analysis of mothers to average son and daughter effects. Table 11 reports coefficients from similar linear probability models to the father-son baseline. As is immediately obvious, there is no discernible effect on daughters of changes in mothers industries.
In fact, the coefficients on sons appears larger than daughters, though it is indistinguishable from zero and dwarfed by the father-son effect. Looking for likelihood of network employment, we find even smaller point estimates of mothers' effects, still all indistinguishable from zero. The finding from this analysis is that South African daughters do not benefit from their mothers as network connections, which recalls Loury's (2006) absence of a wage boost for women who get jobs with help from their older female relatives, and is consistent with the higher persistent employment return to education for South African women. Several possible motivations could be given in this context for the lack of effect. First, women work in different industries than men, and it may simply be that the industries in which women work rely less heavily on networks. Mechanically, women work in fewer industries, so that there is less variance in mothers' employment than in fathers'. Three of the four main industries that South African women work in are highly informal (domestic work, clothing and textile manufacturing, and self-owned business, the fourth industry is retail), and it may be true that employment statistics reflect labor demand more poorly in these industries and that employment status is a less relevant statistic in these industries, due to the greater possibility of underemployment. Similarly, employment may be less scarce in these industries, so that a daughter could work at her mother's store without the need of a job opening, again disrupting the link between labor demand fluctuations and employment. Unionization in South Africa is dominantly male, and these jobs have the highest wage premia(Schultz and Mwabu 1998), which suggests that job rationing may be strongest in male industries. These results recall Loury's (2006) conclusion that, as women work in fewer high-paid jobs, they are less frequently privy to wage offers which are substantially better than other sources of job information available to young women.
We can test the hypothesis taht networking may simply be less important in the industries in which females work in South Africa. Using the CAPS data, a suggestive decomposition can be constructed. Baseline data allows the construction of shares of young adults who got jobs with networks in each gender-industry group. That is, for each gender g and two-digit industry i, we can construct the fraction of young adults of gender g who are working in industry i and who had network help in finding the job. This gives a measure of how important networks are to securing jobs for people of each gender in each industry. Comparing the difference in the importance of networks in fathers' industries for boys to the importance of networks in mothers' industries for girls gives the total difference in importance of networks for finding work. We can decompose this difference into two parts: first, we can examine the difference in importance of networks in fathers'
industries from the importance of networks in mothers' industries for both genders. This gives an estimate of the difference in networkability for mens and womens' industries. In turn, the difference in network importance for sons and daughters in the same parents' industry gives a measure of the unexplained part of the smaller network effects for females. As industries are measured imperfectly (at just the two-digit level), we might reasonably think of this as an overestimate of the unexplained portion. Table 12 reports this decomposition, and reveals that daughters who work in industries that mothers work in are about 10 percentage points less likely to report network help than sons who work in industries that fathers do. Networks seem less important in mothers' industries than in fathers' for both sons and daughters, and this difference accounts for over half of the difference between mother-daughter and father-son pairs. In turn, daughters are across the board less likely to receive network help, which accounts for the remainder of the difference. It appears that at least part of the reason that no mother-daughter network effect is estimated is due to networks being less utilized in women's industries.
Specific Human Capital and Correlated Networks
The strong results for fathers and sons require further investigation to eliminate the possibility of type one error, and indeed, two sources of potential endogeneity may confound the above analysis.
First, if sons supply labor to only their fathers' industries for non-network based reasons, then the above result could be obtained. That is, if young adults have industry-specific human capital from a lifetime of learning from their fathers which makes them only qualified or only desiring to work in the same industry as their fathers, then their employment will react only to labor demand in that industry without network effects (and the identifying assumption on labor supply may be incorrect).
Fortunately, the CAPS dataset allows a direct test of this hypothesis. Specifically, respondents are queried about the industry that their father worked in "most of the time [while] you were growing up" in addition to the question of what industry your father is working in now. Unsurprisingly, these variables are correlated, but there is substantial variation; many fathers moved in and out of employment, and among those who were employed in both periods, 35% switched industries. If industry-specific preference or human capital is driving these results, we would expect that to be correlated with employment trends in fathers' historical industries as well as their current ones.
That is, whatever learning process leads to this human capital, it seems likely to have occured at earlier ages as well and so young adults should also be sensitive to employment trends in industries that the father used to work in. Column 2 of Table 13 reports this test on a male only sample and we find that, in fact, conditioning on log employment in the fathers' historical industry does not impact the parameters of interest, nor is it itself significant. This suggests that industry-specific human capital is not driving the network effects observed in the baseline estimates.
However, specific capital may not be industry-specific. In particular, the very reasons that we find fathers working in different industries now relative to the past may be that a new industry is now better rewarding the capital which the father and son share. If the old industry still rewards this capital to some extent, then unemployment must be voluntary, which doesn't seem especially appealing given that only 25% of these young adults are working; nonetheless, a check against this hypothesis is possible. A natural classification of skills which are rewarded differentially in different industries is occupation, so the above argument would suggest that the family-specific human capital is now being especially rewarded in the occupation-industry cell that fathers are currently working in. In contrast, networks need not be occupation-specific; a father can learn of or give reference for any opening at the plant he works, not simply the ones in his occupation. Table 13 explores this possibility by aggregating occuptions in two ways. In Column 3, I use a very coarse characterization of occupation, where occupations are divided into skilled white collar, unskilled white collar, and blue collar, while column 4 allows employment at the one-digit occupation within an industry level. Columns three and four reveal that the relevant effect is at the industry, not the occupation-industry level, suggesting that specific human capital is not behind this effect. This paper was motivated by a discussion of the necessity of capturing the right network scale, and, indeed, a potential problem could exist if fathers' industries are highly correlated with other industries in a young adults' network. That is, your father is someone who often lives in your neighborhood, and certainly someone who often lives in your household. These networks may have nothing to do with paternity and rather be attributable to randomly selecting adults who are close to these young adults. In truth, some of these concerns are more worrying than others for the interpretation of this analysis -economic mobility is impacted by networks in a very similar way if household heads are giving an advantage to their younger generation household members as if fathers do so, although the flexibility of household structure in this region suggest that householdbased mobility restrictions may be less binding than paternity-based restrictions. Nonetheless, table 14 examines several possible correlated networks, again restricting attention to males. First, in column 3, I look at trends in the log employment in the industry of the male head of household. In households where the reported head was not an employed male, I define the male head as the spouse of the head, if he is male and working, or the first employed male on the household roster at baseline who is too old to be considered in this study of young adults (older than 22 at baseline). The strong network effect remains on fathers who live in the province, and the point estimate remains about the same (and, in all specifications, remains significant at about the 5% level). In fact, these household effects both seem very small in absolute value and never attain significance, suggesting that the father is of particular importance within the household. Column 4 considers neighborhood effects.
The CAPS data includes identifiers for which enumeration area the survey was conducted in, which amount to neighborhoods of an approximately three block square. In column 4, I condition on the fraction of black and coloured males in other households in the same neighborhood who are working as well as the log employment in the modal industry among adult males in the neighborhood. This neighborhood youth employment appears very important for predicting young males' employment status, suggesting that neighborhood trends are quite important, and that this employment rate is capturing some signal about neighborhood effects. Of course, we can not firmly attribute this effect to neighborhood networks since this neighborhood employment rate is likely correlated with many other neighborhood trends. Nonetheless, including this neighborhood effect does not impact the coefficient on fathers or its significance, as a young adult's neighborhood status turns out to be uncorrelated with trends in the father's industry. This suggests that the family network effect is unrelated to neighborhood trends. In contrast, the log modal industry variable appears insignificant. Finally, since the rest of these potential network nodes are by definition located close to the young adult, their proximity was not included in interaction terms. But we may be concerned that the fathers' proximity is correlated in some way with the efficacy of these network nodes, and that I am attributing that correlation to being a fathers' network effect. I consider this in columns 6 and 7. After controlling for potential interactions between father's proximity and network variables, the coefficients on the father effect become somewhat more precise without changing the point estimates substantially. Modal industry effects appear negative when the father is absent and zero when he is present. Table 15 repeats the basic estimates of table 14, but utilizes the information on how a job was received. Looking at network jobs versus self-found jobs, we find that the trends in fathers employment remain strong for network jobs and absent for self-reported jobs in the presence of the above controls for correlated networks. The significant modal industry results from Table 13 do not appear to be impacting employment through network channels. In contrast, the strong relationship between individuals' working status with local youth employment rates in their neighborhood appears to be largely confined to jobs found with network assistance, suggesting that neighborhood level networks may be important as well.
Attrition
Attrition is important in this survey, and it is possible that attrition is correlated with network effects as I have estimated them, though the individual fixed effects used in the analysis would eliminate any time-invariant differences. In fact, some of the attrition may even be causal and part of what I attempt to estimate-while fathers who live away are useless sources of job information for sons who remain in Cape Town, they may be helping out sons who disappear from my sample, because they might move to be with their fathers. Indeed, as table 16 reports, attritors are more likely to have fathers living in other provinces than non-attritors, although their fathers tend to be much less employed as well. Therefore, the above analysis would predict they are less likely to be working than their non-attriting counterparts, on average, and indeed they were working less at baseline. To test if attrition could be responsible for my results, I make a variety of extreme assumptions about the attritors' behavior so as to include them in my estimation sample. In column 1 of Table 17 , I assume that they are all working. In column 2, I assume that none are working, while in column 3, those whose fathers live in other provinces are assumed to work and those whose fathers living nearby are assumed to not work. Column 4 assumes the opposite. Even under these extreme assumptions, the pattern of coefficients remain the same throughout, and the network effects retain significance. Since attritors work less at baseline than none-attritors, we may think that column 2 represents the most likely case, where none of them are working. In this case, all coefficients remain similar to the baseline.
Instrumental Variables
Finally, concerned about the identification assumption above, that innovations in industry-specific labor supply are uncorrelated with industries in which fathers work, we can attempt an instrumental variables strategy suggested by Bartik (1991) and Blanchard and Katz (1992) . These authors argue that the local share of a national industry is more or less fixed over time, and that industry supply trends are more local while labor demand trends are more national in nature. If so, then taking the average provincial share of an industry and multiplying that by national employment rates gives an estimate of labor demand in the industry. In the case of these two studies, the authors argue that local units are small enough that local trends will not substantially impact national employment numbers. However, with only nine provinces in South Africa, this assumption seems less appealing.
Instead, I use the average ratio of local employment to employment in the other eight provinces over my study period, and multiply employment in the other provinces by that rate. The results presented in table 18 reveal that this approach, unsurprisingly, gets less power, but the male-female difference remains identified. Moreover, a regression-based Hausman test (Wooldridge 2002) does not give an ex ante reason to prefer the instrumented estimates over the OLS, lending credence to the identification assumption. An additional advantage of this estimation is that it is immune to the sampling error concerns discussed in the appendix (as sampling error is independent across provinces), and grants reassurance that this effect is not generated by sampling error.
Multinomial Choice
In alternate model suggests that individuals choose between three options: unemployment, employment, and school enrollment. That is, using V fjt to denote the value to individual f of choice j in time t, individual f will choose option j ∈ J if V fjt > V fkt ∀k ∈ J\ {j} . Within the intergenerational correlations model outlined above, we can model the time t valuation of decision j to parent f who works in industry i.
Unfortunately, standard multinomial choice techniques are biased in the presence of fixed effects due to the incidental parameters problem. Since individual fixed effects are critical to my identification strategy, and I have relatively few time periods, the bias is large and complicates matters tremendously. Fortunately, Chamberlain (1980) describes a multinomial conditional logit which allows fixed effects. This approach utilizes the convenient form of the logistic error term, which allows an analytic marginal density which is conditional on the observed choices in the data. In this model, rather than choosing from their original choice set, individuals choose from an idiosyncratic set of permutations of the choice set, where each potential permutation has the same end distribution of choices as the observed data. That is, if I observe a young adult who goes to school in the first two periods and works in the third, the multinomial conditional logit looks at the probability that he chooses that outcome versus other permutations where he is in school twice and working once. This conditional choice probability does not depend on the fixed effect, as time-invariant fixed effects determine the end distribution of choices but not the timing of those choices. However, this model does have limitations. Most important for my case is that it has less power than the linear probability model considered above, and that it is impossible to estimate marginal effects without ad hoc and arbitrary assumptions, as marginal effects are functions of the unobserved and unidentified individual fixed effect. As with any model with a logistic error term, the multinomial conditional logit suffers from the Independence of Irrelevant Alternatives property.
Nonetheless, this approach gives us some idea of whether schooling decisions are impacting the network effects estimated in the previous section. As few (3%) of young adults are both enrolled in school and working, this category is ignored in the analysis and these individuals are categorized as working, so that we have 3 time periods and 3 choices (school, working, and unemployment).
Formally, this approach yields otherwise, the multinomial conditional logit conditions on s fj ≡ P t m fth , which leads to the conditional log likelihood contribution of
o . Table 19 reports the result of the multinomial conditional logit. While this specification does not have enough power to separate the effects of distant fathers from proximate ones, the signs look the same as in the linear probability model. Moreover, for working, the male-female difference in working remains precisely estimated. If we believe that sons and daughters are identically impacted by wealth effects, then this model is overidentified (as girls are picking up the wealth effect), and the significance on the male effect is sufficient to accept the hypothesis that family networks matter, although the point estimate is not correct as this is the average effect of sons with present fathers and sons with absent ones. The average effect of employment in the father's industry on schooling for both males and females appears to be close to zero, and the joint tests reveals no overall male effect. Thus it appears that young adults are not systematically more likely to prefer schooling to unemployment when their fathers' industries are doing well. Individual coefficients are, however, extremely noisy, so firm conclusions are hard to draw. When years of completed schooling are conditioned upon (column 6), the joint male effect appears present, although point estimates appear very similar to the regressions which don't condition on schooling.
The education coefficients are also worth discussion in this regression. While individuals with an extra year of secondary school are much more likely to attend one more year of schooling, they simultaneously look no different in terms of their labor force status. Moreover, completion of secondary school only makes young adults more likely to be unemployed rather than working. Of course, labor force participation decisions are likely correlated with education; yet it remains true that while network effects appear huge, education does not appear to be positively associated with employment, consistent with the tiny effects seen in the national statistics presented earlier. more income than households without present, working fathers. These families also tend to be the ones advantaged in terms of physical human capital, as children are more frequently enrolled in school and perform slightly better on an IQ test administered by the CAPS team. At the same time, young women do not appear to benefit from these network connections. This result resembles Loury's (2006) findings for the US, and the majority of the male-female difference appears to be attributable to the differences in industries in which men and women work.
Conclusions
The importance of networks forces the immediate (and not uncontroversial) conclusion that unemployment in South Africa is not entirely voluntary -unless jobs are truly scarce, variations in labor demand should not be affecting young adults differentially. The long term prognosis is severe:
a characteristic which the majority of young adults do not have and can not obtain is very helpful for employment. Indeed, a limitation of this study is that this problem is so severe that there are no easy policy recommendations, and government may be forced to adopt some creative policy.
For example the South African government could encourage the spread of job information and try to prevent discrimination against unconnected, qualified individuals through anti-nepotism laws.
More certainly, the policy implication of this work is that the luxury of using government policy to sustain high wages at the cost of high unemployment is very costly. Rather than simply creating unemployment, these policies create long run poverty traps which are inherited by children.
Finally, this study emphasizes the limitations of utilizing correlated groups as proxies for net-
works. It appears that fathers are individually important connections for sons. If trends in correlated groups affect fathers as well, then a correlated groups strategy may lead to the incorrect inference that a large network is important for job procurement when in fact only a few closely related individuals matter very much. Without understanding the relevant network scale, it is impossible to understand the role of networks in the propagation of inequality, and difficult to derive welfare conclusions from the statement that networks are important. This study has an immediate implication for survey design: if investigators want to delve into the roles of networks in their context, the development of survey instruments to capture individual network members is an important priority.
Appendix: Employment Data Construction
Provincial employment data used in the empirical specification (and summary statistics for the economy as a whole given above) are constructed by the author using two-digit industries from the September Labour Force Surveys in 2002-2004 using the sampling weights calculated by Statistics South Africa. These are nationally representative samples of a rotating panel survey, which each surveys 67836 to 73797 adults. To alleviate sample size concerns, occupation-industry employment numbers are constructed by estimating the fraction of a two-digit industry in each occupation in each year using national data and multiplying the overall employment numbers in that industry by that fraction. The employment data are quite noisy at the two digit levels, especially for relatively small industries. Because the analysis will focus on log changes, the possibility of a small industry not being found in one period due to sampling error could create large outliers. As a result, I
observe that my naive employment estimates for industry i at time t, d
where u it is sampling error, w it represent sampling weights, and Emp it represents the number of employed individuals observed in the national survey. Fortunately, we know the distribution of this sampling error: drawing randomly from the population, means that if share p i of the population works in industry i and I sample n people, then each sampled individual faces a multinomial distribution with probability p i of being in industry i. Employment is a sum of binomials, which
However, employment estimates face a lower bound of zero, and hence in expectation I underestimate true employment for small industries as the sampling error is truncated. As a result, I correct my estimates so that u it is mean zero, by estimating the mean sampling bias in small industries, using mean sampling weights for each year and average fraction of the population found employed in industry i from 2001-2004 as an estimate of p i . The analysis presented is not sensitive to small changes in p i estimates.
However, the presence of sampling error suggests another concern. Because there is some error in my estimates of employment, the coefficient may be biased downward due to attenuation bias, and the standard errors may be biased downwards as well (e.g. Murphy and Topel 1985).
Indeed, this problem is present in any study which uses macro statistics constructed from surveys.
Fortunately, the variance of this sampling error is very small: using the delta method derives the distribution for the error in log employment to be w 2 it np it (1 − p it ) /Emp 2 it , which is small whenever employment in the industry is larger than the industry-specific sampling weight. As argued above, this error term is not normal in finite samples due to truncation for small industries, however, we can approximate it by assuming normality and estimating p it from my employment estimates.
This allows a Murphy-Topel (1985) correction term to the standard errors as a robustness check. Reports results from seemingly unrelated regressions where the dependent variable is a dummy for the child working in a one-digit industry and the independent is a dummy for the father working in that industry (and, in some specifications, fixed effects for each age and education level and racial group). Reports results from seemingly unrelated regressions where the dependent variable is a dummy for the child working in a one-digit industry and the independent is a dummy for the mother working in that industry (and, in some specifications, fixed effects for each age and education level and racial group) Reports results from seemingly unrelated regressions where the dependent variable is a dummy for the child working in a one-digit occupation and the independent is a dummy for the father working in that occupation (and, in some specifications, fixed effects for each age and education level and racial group). Reports results from seemingly unrelated regressions where the dependent variable is a dummy for the child working in a one-digit occupation and the independent is a dummy for the mother working in that occupation (and, in some specifications, fixed effects for each age and education level and racial group). In columns 1-3, an indicator for working is the dependent variable, where in column 4 it is an indicator for both working and using network help in finding a job and column 5 is an indicator for both working and using your own means to find this job. Standard errors are clustered at the household level. Fraction of employees who received network help is calculated for each gender-industry cell, and is applied to the industries in which mothers and fathers work. The total difference between sons and daughters is the difference between sons in fathers industies and daughters in mothers industries, which is decomposed into the differences in the industries in which men and women work and the differences between sons and daughters within those industries. In all regressions, a dummy for working is the dependent variable. FEmp is log employment in the fathers industry at baseline. Log employment in the historical industry is the current employment in the industry which your father worked in "while you were growing up". Coarse occupations are divided into high-skilled white collar, low-skilled white collar, and blue collar, while fine occupations are occupations at the one digit level. Occupational employment is log employment in the occupation-industry cell in which the father works. Standard errors are clustered at the household level. In all regressions, an indicator for working is the dependent variable. FEmp is log employment in the father's industry at baseline. The Male Head is the male head of household or the first working male on the household roster. The neighborhood youth employment rate is the fraction of males in other households in the same sampling cluster as the respondent who are working, while the modal industry is the modal industry among adult males in that sampling cluster. Standard Errors are clustered at the household level. In Columns 1-3, the dependent variable is an indicator for both working and using network help to find the job. In columns 3-6, the dependent variable is both working and having found the job without using networks. FEmp is log employment in the father's industry at baseline. The Male Head is the male head of household or the first working male on the household roster. The neighborhood youth employment rate is the fraction of males in other households in the same sampling cluster as the respondent who are working, while the modal industry is the modal industry among adult males in that sampling cluster.
Standard errors are clustered at the household level. The dependent variable in all regressions is an indicator for working. In Column 1, all attritors are assumed to be working, while in column 2, none are. Column 3 presumes that attritors whose fathers are absent are working while those with present fathers are not, while column 4 assumes the opposite. Standard errors are clustered at the household level. In both regressions, the dependent variable is an indicator for working. The instruments used are the average ratio of local employment to employment in other provinces in the father's two digit industry multiplied by the employment numbers in other provinces in that two digit industry. 
