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Capítulo 1
INTRODUCCIÓN
A través de la historia el hombre ha buscado organizarse de manera social y económica dando solución
a necesidades especíﬁcas durante su evolución; los antepasados desarrollaban métodos para contabilizar ani-
males, viviendas, alimentos, entre otros, permitiendoles delegar tareas especíﬁcas dentro de una comunidad a
personas con la capacidad suﬁciente para poderlas concretar, esto creaba la necesidad de tener conocimien-
to de todos los individuos, para así llevar un control de las tareas ya realizadas o faltantes por ﬁniquitar;
consecuente a esto se pudo llegar a idear formas de identiﬁcar sujetos. Con el desarrollo actual en el campo
tecnológico se pueden ver reﬂejadas dichas ideas y recurrir a diferentes formas de reconocimiento de individuos.
Actualmente es clara la necesidad que se tiene tanto a nivel de seguridad, control de acceso e identiﬁca-
ción personal de usar métodos conﬁables, rápidos y eﬁcaces que puedan interpretar características físicas del
ser humano para un reconocimiento único de este; dicha necesidad ha permitido a múltiples desarrolladores
de tecnología implementar equipos que reconocen características como la geometría de la mano, la huella
dactilar, temperatura corporal, patrones oculares, patrones vocales y patrones de escritura.
Cada fabricante de equipos para reconocimiento personal se ve en la obligación de usar herramientas
tecnológicas para el procesamiento de las señales como son los DSP´s (Digital Signal Processor), FPGA´s
(Field Programmable Gate Array), PIC´s (Programmable Integrated Circuit) y tarjetas computadoras como
RABBIT, CUBIE BOARD y RASBERRY PI. Siendo estas últimas una muy buena opción ya que son fáciles
de programar, económicas y tienen rápido procesamiento semejándose a las características de una compu-
tadora con dimensiones mucho más pequeñas.
Cada vez es más creciente la utilización de dichos sistemas en lugares como bancos, instituciones educa-
tivas, hospitales, grandes empresas y diferentes establecimientos con acceso restringido; el elegir uno de los
diferentes equipos depende de la necesidad que se quiera suplir y que tan estricto sea el control que se quiera
aplicar a la hora del reconocimiento de identidades.
1.1. DEFINICIÓN DEL PROBLEMA
En medio del creciente desarrollo industrial en el que se encuentra la sociedad, se genera la necesidad de
buscar nuevas herramientas tecnológicas que brinden eﬁciencia y rendimiento a bajo costo sin dejar de lado la
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comodidad, seguridad e innovación que el consumidor requiere. En el momento la industria tecnológica utiliza
diferentes campos ingeniosos y novedosos como la biométrica, que se deﬁne como un método automático para
el reconocimiento e identiﬁcación de personas. Dentro de esta rama se pueden encontrar sistemas avanzados
de identiﬁcación, reconocidos como sistemas biométricos, los cuales analizan características personales e in-
transferibles de cada individuo; como huellas digitales, conformación del rostro, los ojos, la voz, la forma de
escribir, los olores corporales, entre otros.
Este proyecto busca desarrollar un sistema embebido de bajo costo, conformado por sensores y visión por
computadora, el cual sea capaz de realizar un proceso útil para identiﬁcación personal de diferentes individuos
por medio de las caracteristicas de la mano humana, sin requerir contacto físico con el dispositivo.
Capítulo 2
JUSTIFICACIÓN
Las soluciones tecnológicas que aplican el uso de la biometría, están siendo cada vez más utilizadas en
diferentes sistemas de seguridad; es el caso de la identiﬁcación biométrica aplicada a la detección de las
características de la mano como son la forma, geometría, contorno, marcas, entre otras. La suma de todas
estas características amplía en gran porcentaje los niveles de seguridad a la hora de ofrecer sistemas de
identiﬁcación personal para controles de acceso en lugares como bancos, hospitales, empresas, entidades gu-
bernamentales, instituciones educativas, parques temáticos, jardines infantiles y/u otro tipo de necesidades
que requieran la sociedad consumista.
En la mayoría de los equipos existentes para la identiﬁcación personal que implementan la detección de
características de la mano, es necesario apoyar esta sobre una superﬁcie para poder determinar su forma y
contorno; lo cual implicaría una serie de problemas desde generar posibles fallas por suciedad de la superﬁcie
de apoyo, estar en contacto directo con bacterias, la penetración del sudor de la mano en los sensores, hasta
algunas costumbres religiosas que impiden el contacto directo con este tipo de equipos.
El objetivo de este proyecto es desarrollar un prototipo diferente que utilice las herramientas existentes
para reconocimiento de la mano humana y el procesamiento digital de imágenes, que ofrezca una solución que
corrija las posibles fallas ya mencionadas, que además no deje de lado la conﬁabilidad, seguridad, eﬁciencia
y economía, factores primordiales para competir ante un mercado innovador. Dicho prototipo, es un sistema
embebido que usa un ordenador de placa reducida de bajo costo, el cual brinda ventajas signiﬁcativas sobre
otras plataformas de desarrollo como son los computadores personales y micro-controladores, en cuanto al
tamaño, portabilidad, velocidad de procesamiento y lenguaje de programación.
Este tipo de desarrollos podrá incentivar en gran medida la investigación en el campo de la biometría
aplicada, no únicamente en reconocimiento de características de la mano humana, sino también en otras
partes del cuerpo humano como las huellas dactilares, el iris del ojo o patrones faciales; impulsando a nuevos





Implementar un sistema embebido para reconocimiento personal mediante las características físicas de la
mano humana.
3.2. OBJETIVOS ESPECÍFICOS
Construir un sistema embebido para la implementación y ejecución del software a desarrollar.
Desarrollar un software para el reconocimiento de la mano humana que realice ﬁltrado, extracción de
características, veriﬁcación y validación de la identidad.
Elegir un método de clasiﬁcación óptimo para el reconocimiento de la mano humana.




4.1. OBJETIVO ESPECÍFICO 1
Construir un sistema embebido para la implementación y ejecución del software a desarrollar. Se Indaga
sobre sensores conﬁables para la adquisición de los datos, también sobre los llamados ordenadores de placa
reducida para la parte de procesamiento. El montaje del sistema constara de una base que sostenga la tarjeta
a utilizar, la camara y el sensor de proximidad, a esto se le debe agregar una iluminación en la parte frontal
para la correcta captura de la imgen. El algoritmo desarrollado se implementará en el ordenador de placa
reducida del sistema embebido de manera que pueda ser probada en cada una de las etapas del software
mencionadas a continuación en el siguiente objetivo.
4.2. OBJETIVO ESPECÍFICO 2
Desarrollar un software de reconocimiento de la mano humana que realice ﬁltrado, extracción de carac-
terísticas, veriﬁcación y validación de la identidad. Se desarrollará un algoritmo que consta básicamente de
tres partes, una etapa de pre procesamiento de la imagen adquirida por la cámara, donde se realizan pro-
cesos como el ﬁltrado de la imagen para mejorar su calidad y eliminar posibles ruidos. Después de realizar
el acondicionamiento, se realiza el proceso de binarización que permite generar los datos que representan
las caracteristicas de la imagen. Por último, una etapa de comparación será creada y probada para realizar
la veriﬁcación de la imagen adquirida. Se contará con una base de datos creada con un pre-registro de los
vectores de datos de los individuos a evaluar el proceso de identiﬁcación en la cual están almacenados los
vectores de datos que contienen la información los usuarios con acceso al sistema.
4.3. OBJETIVO ESPECÍFICO 3
Para la realización de este objetivo se opta por elegir un método de clasiﬁcación; como lo es el método
de clasiﬁcación KNN este se basa en la probabilidad de que un elemento pertenezca a una clase determinada
es decir buscar los vecinos más cercanos del elemento, de esta manera decifra que hace parte de un grupo en
ya conocido. El método debe funcionar correctamente a la hora de procesar las caracteristicas de la mano
humana para el reconocimiento de la misma.
5
CAPÍTULO 4. DISEÑO METODOLÓGICO 6
4.4. OBJETIVO ESPECÍFICO 4
Realizar pruebas estadísticas de conﬁabilidad al sistema embebido. El sistema de reconocimiento será
puesto a prueba realizando el entrenamiento previo de datos de identiﬁcación de la mano humana para 10
usuarios diferentes, los cuales todos deberán ser validados por el sistema. El sistema generará los vectores
de datos de los 10 usuarios y los almacenara en una base de datos para realizar la veriﬁcación. Luego se
realizaran las pruebas de identiﬁcación, cada persona realizará el intento de reconocimiento en tres ocasiones,
lo cual da como resultado un total de 60 pruebas, con estos datos se realizará un análisis estadístico que
nos permita saber el nivel de conﬁabilidad del dispositivo desarrollado. Las personas a ser utilizadas en estas
pruebas serán estudiantes de Ingeniería Electrónica de la Universidad Tecnológica de Pereira y familiares de
los encargados del presente proyecto, esto con el debido consentimiento de las mismas y contando con su




5.1.1. Geometría de la mano.
La mano hace parte del cuerpo humano, está unida a la extremidad del antebrazo y comprende desde
la muñeca hasta la punta de los dedos. Anatómicamente la mano consta de un esqueleto óseo provisto de
veintisiete huesos articulados entre sí, tiene los movimientos de pronación (palma hacia abajo), supinación
(palma hacia arriba), extensión y ﬂexión. Esta última da a la mano la posibilidad de tomar objetos, que es
la base de la actividad manual propia del humano y presenta además la posibilidad de oposición del dedo
pulgar a los otros dedos que le permiten realizar trabajos de precisión. [1]
La mano cuenta con caracteristicas geométricas especíﬁcas que permiten realizar reconocimiento ya que
la combinación de estas son diferentes en cada individuo, entre estas se puede encontrar:
Contorno de la mano: corresponde al delineamiento del borde de la mano.
Figura 5.1: Anchura de los dedos de la mano humana.
Fuente: Imagen creada por los autores
Anchura de los dedos: corresponde a la distancia que de la parte interna de cada dedo.
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Figura 5.2: Largor de los dedos de la mano humana.
Fuente: Imagen creada por los autores.
Altura de los dedos: corresponde a la distancia que hay entre la base del dedo hasta la punta del mismo.
Figura 5.3: Area de la mano humana.
Fuente: Imagen creada por los autores
Área de la mano: corresponde a la cantidad de superﬁcie encerrada dentro de la forma geométrica
formada por el contorno de la mano.
5.1.2. Procesamiento digital de imágenes.
Durante la década de los 90's el procesamiento digital de imágenes estaba ligado a un pequeño grupo de
investigadores quienes tenía que recurrir a equipos muy costosos para poder llevar a cabo su investigación,
actualmente es común encontrar equipos con características necesarias para realizar procesamiento de imáge-
nes fácilmente como un teléfono celular con cámara, una cámara digital o escáner. Se hace necesario discernir
entre procesamiento de imágenes y edición de imágenes, siendo este último la manipulación de imágenes
digitales con software existente mientras que el primero corresponde a la concepción, diseño, desarrollo y
mejora de programas para imágenes digitales. [2]
El procesamiento de imágenes se puede trabajar desde diferentes puntos de vista, uno de ellos es desde el
procesamiento digital de señales con la ayuda de la transformada de Fourier en el dominio de la frecuencia,
y por otro lado se considera la imagen como una matriz usando algebra matricial, de igual forma en ambos
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casos se busca rescatar características especiales de la imagen, ﬁltrando aquella información que se considere
ruido y extrayendo aquella que se considere relevante. [3]
En ambos casos, dominio de la frecuencia y/o dominio espacial, se obtienen datos o imágenes de entrada
y de salida, las cuales deben pasar por una serie de pasos que corresponden al procesamiento de esta. Dichos
pasos generalmente están enmarcados como se describe a continuación:
Adquisición de imágenes: generalmente incluye pre-procesamiento (p. Ej. Escalar la imagen).
Mejora de la imagen: subraya ciertas características de interés. Es decir se vea mejor.
Restauración de la imagen: también mejora la apariencia de la imagen, a diferencia de la mejora de la
imagen, subjetiva, la restauración es objetiva, en el sentido en que las técnicas de restauración tienden
a ser modelos probabilísticos o matemáticos de degradación de la imagen (¾Cómo era esta imagen antes
de ser dañada?).
Procesamiento del color: procesamientos especiales para el color.
Ondeletas: fundamentalmente utilizadas para representar imágenes en varios grados de resolución. Prin-
cipalmente para realizar compresión.
Compresión: reduce el almacenamiento requerido para guardar una imagen, o el ancho de banda para
transmitirla.
Procesamiento morfológico: Herramientas para extraer componentes de la imagen útiles para la repre-
sentación y descripción de formas.
Segmentación: divide una imagen en sus partes constituyentes.
Representación y descripción: se toman decisiones tales como si la forma obtenida debe ser tratada
como un frontera o una región, y extrae atributos que resultan en información cuantitativa de interés.
[4]
5.1.3. Sistema embebido.
Un sistema embebido (SE) o sistema empotrado se deﬁne como un sistema electrónico diseñado especíﬁ-
camente para realizar unas determinadas funciones, habitualmente formando parte de un sistema de mayor
entidad. La característica principal es que emplea para ello uno o varios procesadores digitales (CPUs) en
formato microprocesador, microcontrolador o DSP lo que le permite aportar inteligencia al sistema anﬁtrión
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al que ayuda a gobernar y del que forma parte. En forma general se puede decir que un sistema embebi-
do consiste en un sistema basado en un microcontrolador cuyo hardware y software están especíﬁcamente
diseñados y optimizados para resolver un problema concreto de forma eﬁciente. Normalmente un sistema
embebido interactúa continuamente con el entorno para vigilar o controlar algún proceso mediante una serie
de sensores. Su hardware se diseña normalmente a nivel de chips (SoC, System on Chip) o de tarjeta PCB,
buscando minimizar el tamaño y el costo, y maximizar el rendimiento y la habilidad para una aplicación
particular. Las aplicaciones habituales donde más se utilizan los sistemas embebidos suelen ser del tipo in-
dustrial y de gran consumo. Existen en el mercado de semiconductores una amplia variedad de familias de
microprocesadores, microcontroladores y DSPs dirigidos a este sector. Algunos de los campos de aplicación
que se pueden nombrar son los siguientes [5]:
Equipos industriales de instrumentación, automatización, producción, etc.
Equipos de comunicaciones.
En vehículos para transporte terrestre, marítimo y aéreo
En dispositivos dedicados al sector de consumo tales como electrodomésticos, equipamiento multimedia,
juguetes, etc.
En bioingeniería y electro medicina.
Sector aeroespacial y defensa.
Equipos para domótica.
5.1.4. Ordenador de placa reducida.
(En inglés: Single Board Computer o SBC) Una placa de circuito impreso que contiene una computado-
ra completa, que incluye reloj, microprocesador, memoria RAM, memoria ﬂash, puertos Ethernet, E/S de
control y zócalos. Una computadora de placa única es un equipo autónomo que sólo requiere una fuente de
alimentación para su funcionamiento [6].
En la actualidad existen diferentes tipos de placas computadoras entre las cuales se pueden destacar
algunas como:
5.1.4.1. RABBIT
Figura 5.4: Ordenador de placa reducida Rabbit.
Fuente: [7]
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Es un sistema embebido diseñado para aplicaciones de control y monitoreo que requieren funcionalidad
análoga [7].
La tarjeta se compone de las siguientes características:
Microprocesador Rabbit 3000 a 30 MHz.
Hasta 512K SRAM Flash/512K.
52 E / S digitales y 6 puertos serie (IrDA, HDLC, asynch, SPI).
Pila TCP / IP royalties en el código fuente.
Microprocesador integrado.
Software Seguridad módulos adicionales disponibles.
5.1.4.2. CUBIEBOARD
Figura 5.5: Ordenador de placa reducida Cubieboard.
Fuente [8]
Es un dispositivo que puede comportarse como una computadora ya que cuenta con la facilidad de co-
nectársele un disco duro externo a través de un puerto Sata [8].
La tarjeta se compone de las siguientes características:
AllWinnerTech SOC A10, ARM ® Cortex -A8 ARM ® Mali400 MP1 Cumple con OpenGL ES
2.0/1.1.
1GB DDR3 @ 480 millones.
4GB NAND ﬂash interna, hasta 64 GB en la ranura SD, hasta 2T en 2.5 disco SATA 5VDC 2A o
entrada USB OTG .
1x 10/100 Ethernet, soporte usb wiﬁ.
2.0 HOST 2x USB, mini USB 2.0 OTG 1x, 1x Micro SD.
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Salida de la pantalla 1x HDMI 1080P.
1x IR, línea de 1x entrada, línea de 1x a cabo.
96 ampliar interfaz clavija, incluyendo I2C, SPI, RGB / LVDS, CSI / TS, FM-IN, ADC, CVBS, VGA,
SPDIF-OUT, R-TP.
5.1.4.3. ARDUINO
Figura 5.6: Ordenador de placa reducida.
Fuente: [9]
Es una placa usada como herramienta para hacer que las computadoras puedan controlar el mundo físico
a través de una interfaz [9].
La tarjeta se compone de las siguientes características:
Microcontrolador ATmega328.
Voltage de operación 5V.
Voltage de entrada (recomendado) 7-12V.
Voltage de entrada (limite) 6-20V.
Pines I/O digitales 14 (de los cuales 6 proporcionan salida PWM).
Pines de entrada analoga 6.
DC corriente por pin I/O 40 mA.
DC corriente para 3.3V por Pin 50 mA.
Memoria ﬂash 32 KB (ATmega328) de la cual 0.5 KB es usado por el gestor de arranque.
SRAM 2 KB (ATmega328).
EEPROM 1 KB (ATmega328).
Velocidad de reloj 16 MHz.
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5.1.4.4. RASBERY PI
Figura 5.7: Ordenador de placa reducida Raspberry Pi.
Fuente: [10]
Es una computadora que se conecta a una pantalla y un teclado, su gran utilización se está dando en
proyectos electrónicos además de las diferentes herramientas que brinda una computadora de escritorio; puede
procesar textos y juegos con una alta calidad de video [10].
La tarjeta se compone de las siguientes características:
Chip Broadcom BCM2835 SoC full HD procesador de aplicaciones y multimedia.
CPU 700 MHz bajo poder ARM1176JZ-F procesador de aplicaciones.




Salida de video HDMI, compuesto RCA (PAL and NTSC).
Salida de audio 3.5mm jack, HDMI.
Almacenamiento SD, MMC, SDIO.
Sistema operativo Linux .
Dimensiones 8.6cm x 5.4cm x 1.5cm .
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5.1.5. Visión artiﬁcial.
Se puede deﬁnir la Visión Artiﬁcial como un campo de la Inteligencia Artiﬁcial que, mediante la
utilización de las técnicas adecuadas, permite la obtención, procesamiento y análisis de cualquier tipo de
información especial obtenida a través de imágenes digitales. La visión artiﬁcial la componen un conjunto de
procesos destinados a realizar el análisis de imágenes. Estos procesos son: captación de imágenes, memoriza-
ción de la información, procesado e interpretación de los resultados [11].
Con la visión artiﬁcial se pueden:
 Automatizar tareas repetitivas de inspección realizadas por operadores.
 Realizar controles de calidad de productos que no era posible veriﬁcar por métodos tradicionales.
 Realizar inspecciones de objetos sin contacto físico.
 Realizar la inspección del 100% de la producción (calidad total) a gran velocidad.
 Reducir el tiempo de ciclo en procesos automatizados.
 Realizar inspecciones en procesos donde existe diversidad de piezas con cambios frecuentes de produc-
ción.
Las principales aplicaciones de la visión artiﬁcial en la industria actual son:
 Identiﬁcación e inspección de objetos.
 Determinación de la posición de los objetos en el espacio.
 Establecimiento de relaciones espaciales entre varios objetos (guiado de robots).
 Determinación de las coordenadas importantes de un objeto.




La biometría estática es la disciplina que se dedica a la identiﬁcación de individuos a partir de caracterís-
ticas anatómicas. Una característica anatómica tiene la cualidad de ser relativamente estable a lo largo del
tiempo.
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Un sistema biométrico es un sistema automatizado que realiza labores de biometría, es decir, el sistema
fundamenta sus decisiones de reconocimiento mediante una característica personal que puede ser identiﬁcada
o veriﬁcada de manera automatizada. Actualmente existe un conjunto de tecnologías biométricas basadas
en diferentes características: voz, iris, huella dactilar, mano, morfología facial, ﬁrmas manuscritas, etc. Par-
ticularmente, las tecnologías de sistema biométricos de reconocimiento del usuario basadas en sus manos
están logrando un especial interés en los últimos años en diversos ámbitos de aplicación tales como acceso a
ediﬁcios, aeropuertos, zonas restringidas, estadios, etc.
Dentro de la literatura cientíﬁca y en concreto sobre la biometría basada en manos, se describen diversos
sistemas. Siempre se analiza una sola mano, indistintamente derecha o izquierda a excepción de algunos casos
que se requieren las dos manos [12], utilizando la imagen de la mano para deﬁnir un conjunto de caracterís-
ticas, que pueden estar basadas en su geometría, en la geometría de los dedos, en los surcos de la palma de
la mano, en el contorno de la mano, en los nudillos de los dedos, en la geometría tridimensional, etc [13].
El proceso de registro de las imágenes de una mano es habitualmente realizado utilizando dispositivos
que cuentan con un conjunto de sensores que controlan e indican al sistema la posición de la mano. Una vez
colocada la mano debidamente, se pueden tomar imágenes de las partes posterior (palma), anterior (opuesta
a la palma) [14],[15]. Así, los sistemas biométricos que realizan identiﬁcación de manos existentes hoy en día
en el mercado están diseñados para trabajar aplicados sólo para una mano, extrayendo las características
biométricas directamente sobre la propia imagen de la mano, de la que se requiere una colocación muy precisa
por parte del usuario.
El diseño de la mayoría de los sistemas para el reconocimiento de la mano humana han requerido del
contacto físico, como apoyar las manos sobre superﬁcies con guía o escáneres para poder tomar sus datos
[12],[13], [15], [16]; esto es algo que se quiere evitar ya que acarrea algunos problemas como higiénicos ya que
debido al contacto humano este sería un medio de transmisión de gérmenes peligrosos, o por el simple hecho
de que algunos usuarios ya sea por escrúpulo o costumbre no quieran tocar algo que otros han tocado.
La parte de procesamiento utilizada en sistemas sobre reconocimiento de la mano humana es de un costo
monetario considerable porque depende de computadoras convencionales y software con licencia [15], [17],
[10]; este es un problema cuando se quiere implementar un sistema que sea económico.
5.2.2. Etapas de un sistema de visión artiﬁcial.
La visión artiﬁcial, en un intento de emular cómo el cerebro interpreta la escena o características de una
imagen y por último actúa en consecuencia, tiene tradicionalmente cuatro fases principales:
La primera fase, que es puramente sensorial, consiste en la captura o adquisición de las imágenes digitales
mediante algún tipo de sensor.
La segunda etapa consiste en el tratamiento digital de las imágenes, con objeto de facilitar las etapas pos-
teriores. En esta etapa de procesamiento previo es donde, mediante ﬁltros y transformaciones geométricas,
se eliminan partes indeseables de la imagen o se realzan partes interesantes de la misma.
La siguiente fase se conoce como segmentación, y consiste en aislar los elementos que interesan de una
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escena para comprenderla.
Por último se llega a la etapa de reconocimiento o clasiﬁcación. En ella se pretende distinguir los objetos
segmentados, gracias al análisis de ciertas características que se establecen previamente para diferenciarlos.
Estas cuatro fases no se siguen siempre de manera secuencial, sino que en ocasiones deben realimentarse
hacia atrás. Así, es normal volver a la etapa de segmentación si falla la etapa de reconocimiento, o a la de
pre proceso, o incluso a la de captura, cuando falla alguna [18].
5.2.3. Sensor digital de imagen.
El sensor de imagen está compuesto por millones de pequeños semiconductores de silicio, los cuales captan
los fotones (elementos que componen la luz). A mayor intensidad de luz, más carga eléctrica existirá. Estos
fotones desprenden electrones dentro del sensor de imagen, los cuales se transformarán en una serie de valores
(datos digitales) creando un píxel. Por lo tanto cada célula que desprenda el sensor de imagen se corresponde
a un píxel, el cual, formará cada punto de la imagen [19].
Resumiendo, el sensor de imagen es un chip que alberga millones de células fotosensibles ordenadas por
cuadraditos o casillas. Cada punto de la imagen se forma dependiendo de la cantidad de luz que recibe la
célula. Los dos tipos de sensores más comunes que utilizan las cámaras digitales son:
El sensor CCD (Charge Coupled Device): dispositivo de carga acoplada. Este sensor es uno de los más
comunes y más utilizados en la imagen digital. Proporciona buena calidad de imagen, pero por otro lado su
fabricación es muy compleja y costosa, por lo que lo fabrican pocas empresas. Las cámaras digitales que llevan
incorporado esta clase de sensor, tienen un coste compra elevado. Esta clase de sensor consume mucha energía.
El funcionamiento del sensor CCD, necesita de un chip externo denominado analog digital converter o
ADC, que es el que se encarga de convertir los datos de cada píxel en datos digitales binarios, para que
nuestra computadora (ordenador) los pueda leer [20].
El sensor CMOS (Complementari Metal Oxyde) semiconductor de óxido de metal. Esta clase de sensor
presenta varias ventajas respecto al sensor CCD. El sensor CMOS no tiene un coste tan elevado debido a que
el chip que utiliza no necesita tantos elementos electrónicos como el sensor de imagen CCD.
Otra gran diferencia, es que el chip CMOS puede integrar muchas funciones y procesos, tales como com-
primir fotografías, cambio de datos analógicos a digitales, mientras que el CCD realiza estos procesos fuera
del chip. A su vez también consume mucha menos energía evitando que alcance una temperatura excesiva
del mismo, alargando su duración [21].
5.2.4. Modelo de color RGB.
En el modelo RGB, cada color aparece en sus componentes primarios del espectro de rojo, verde y azul.
Este modelo se basa en un sistema de coordenadas cartesianas que forma un cubo en el que los valores RGB
están en 3 esquinas. Los valores de cian, magenta y amarillo están en las otras 3 esquinas, el negro está en el
origen y el blanco está en el vértice más alejado del origen.
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Figura 5.8: Diagrama esquemático del cubo RGB y el cubo a 24 bits.
Fuente [22]
La escala de gris (puntos con valores de RGB iguales) se extiende del negro al blanco en la línea que une
los puntos negro y blanco. Los diferentes colores del modelo son puntos sobre o dentro del cubo, y se deﬁnen
por medio de vectores que se extienden desde el origen.
Las imágenes representadas en el modelo RGB consisten en 3 imágenes componentes, cada una de un color
primario. El número de bits utilizado para representar cada pixel en el espacio RGB se llama profundidad de
pixel.
Si se considera una imagen en la que cada una de las capas roja, azul y verde es una imagen de 8 bits.
En estas condiciones se dice que cada pixel de color RGB tiene una profundidad de 24 bits.
El número total de colores en una imagen RGB de 24 bits es de 224 = 16,777,216 colores.
Una imagen a color puede ser adquirida utilizando 3 ﬁltros, sensitivos al rojo, verde y azul, respectiva-
mente. Cuando observamos una escena de color con una cámara monocromática equipada con uno de estos
ﬁltros, el resultado es una imagen monocromática cuya intensidad es proporcional a la respuesta del ﬁltro [22].
5.2.5. Fuente de luz.
Es un aspecto de vital importancia ya que debe proporcionar unas condiciones de iluminación uniformes
e independientes del entorno, facilitando además, si es posible, la extracción de los rasgos de interés para una
determinada aplicación [23].
La fuente de luz es un factor de vital importancia en los sistemas de visión artiﬁcial y afectan de forma
crucial a los algoritmos de visión que se vayan a utilizar bajo esas condiciones.
Tipos de iluminación:
Iluminación posterior.
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Iluminación Frontal Oblicua y Direccional.
Iluminación Frontal Axial.
Iluminación de Día Nublado.
Iluminación de Campo Oscuro. Arreglo de luces.
Iluminación de campo claro (o brillante).
5.2.6. Método de otsu
Método utilizado para elegir el umbral de una imágen de manera automatica; se deﬁne como umbraliza-
ción a la técnica de segmentación ampliamente utilizada en las aplicaciones industriales. Se emplea cuando
hay una clara diferencia entre los objetos a extraer respecto del fondo de la escena. Los principios que rigen
son la similitud entre los píxeles pertenecientes a un objeto y sus diferencias respecto al resto. Por tanto, la
escena debe caracterizarse por un fondo uniforme y por objetos parecidos [24].
Al aplicar un umbral, T, la imagen en escala de grises, f(x, y), quedará binarizada; etiquetando con `1'
los píxeles correspondientes al objeto y con `0' aquellos que son del fondo. Por ejemplo, si los objetos son
claros respecto del fondo, se aplicará 5.1:
g(x, y) =
1 ⇔ f(x, y) > T0 ⇔ f(x, y) ≤ T (5.1)
En el caso de que los objetos sean oscuros respecto del fondo, la asignación sería a la inversa 5.2:
g(x, y) =
1 ⇔ f(x, y) < T0 ⇔ f(x, y) ≥ T (5.2)
El umbral puede depender de f(x,y), de alguna propiedad local del píxel, p(x,y), y hasta de su propia
posición:
T = T (f(x, y), p(x, y), x, y) (5.3)
Si el umbral sólo depende de f(x, y) se dice que es un umbral global; en el caso de que además dependa
de p(x, y), por ejemplo, el valor medio de los píxeles vecinos, el umbral es denominado local; y si depende
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también de la posición (x, y) del píxel, se denominará dinámico.
La mayoría de las técnicas de umbralización se basan en estadísticas sobre el histograma unidimensional
de una imagen. También se utiliza la matriz de co-ocurrencia de una imagen. Para localizar los umbrales
se pueden usar procedimientos paramétricos y no paramétricos. En los paramétricos, la distribución de los
niveles de gris de una clase de objeto lleva a encontrar los umbrales. En los procedimientos no paramétricos,
los umbrales se obtienen de forma óptima de acuerdo a algún criterio. En particular, el método de Otsu elige
el umbral óptimo maximizando la varianza entre clases mediante una búsqueda exhaustiva.
Si bien hay diferentes métodos para hallar un umbral, la mayoría de ellos no dan buenos resultados cuando
se trabaja con imágenes del mundo real debido a la presencia de ruido, histogramas planos o una iluminación
inadecuada. Por el contrario, el método de Otsu fue uno de los mejores métodos de selección de umbral para
imágenes del mundo real. Sin embargo, como anticipamos, este método usa una búsqueda exhaustiva para
evaluar el criterio para maximizar la varianza entre clases. A medida que el número de clases de una imagen
aumenta, el método de Otsu necesita mucho más tiempo para seleccionar un umbral multinivel adecuado.
Para determinar el umbral de una imagen eﬁcientemente, vamos a proponer una varianza entre clases mo-
diﬁcada para el método de Otsu. Esta modiﬁcación del método disminuirá considerablemente el tiempo de
cálculo.
La importancia del método de Otsu radica en que es automático, es decir, no necesita supervisión humana
ni información previa de la imagen antes de su procesamiento.
Breve descripción del Método de Otsu para un umbral óptimo: Una imagen es una función bidimensional
de la intensidad del nivel de gris, y contiene N píxeles cuyos niveles de gris se encuentran entre 1 y L. El
número de píxeles con nivel de gris i se denota como fi, y la probabilidad de ocurrencia del nivel de gris i en





En el caso de la umbralización en dos niveles de una imagen (a veces llamada binarización), los píxeles
son divididos en dos clases: C1, con niveles de gris [1, ...., t]; y C2, con niveles de gris [t+1, ...., L]. Entonces,
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Sea μT la intensidad media de toda la imagen. Es fácil demostrar que
ω1 · µ1 + ω2 · µ2 = µT ω1 + ω2 = 1 (5.9)
5.2.7. Detector de esquinas de Harris.
El detector de esquina Harris fue desarrollado para reconstrucción 3D.Utiliza las características diferen-
ciales de la imagen para extraer los puntos más destacados, un punto es considerado un pixel y este a la vez
es considerado una esquina siempre y cuando:
La derivada de la dirección del gradiente supera un umbral en ese punto.
La magnitud del gradiente en ese punto también supera un umbral.
El detector esta deﬁnido por lo siguiente, la función de respuesta Ex,y es calculado para un cambio (x,y)




Wu,v|Ix+u,y+v − Iu,v|2 (5.10)
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Donde Wu,v, especiﬁca el centro de la ventana de imagen en (u,v), es la unidad dentro de una región rec-
tangular especiﬁcada y ceros en otra parte; Iu,v representa las intensidades de la imagen en la coordenada (u,
v). Los cambios en(x,y) son considerados [(1,0), (1,1), (0,1), (-1,1)]. Así, el detector de esquinas simplemente
va en busca de máximos locales en min (E) por encima de un valor umbral. Harris reformula la función de
detección de la matriz como en la siguiente ecuación:
Ex,y = [x, y]Mx,y[x, y]
T (5.11)








2 ∗ w (5.13)
Bx,y = Y
2 ∗ w (5.14)
Cx,y = (XY )
2 ∗ w (5.15)
donde * denota el producto convolución,
X = I ∗ [−1, 0, 1] ≈ ∂I / ∂x (5.16)
CAPÍTULO 5. MARCO REFERENCIAL 23
Y = I ∗ [−1, 0, 1]T ≈ ∂I / ∂y (5.17)
Tener en cuenta que Ex,y puede ser considerado como una función de auto-correlación local de la imagen,
con Mx,y describiendo su forma en el origen. Harris dio una nueva deﬁnición de la función de detección de
los valores propios de la matriz Mx,y, α y β.
Para evitar la descomposición de valor propio explícito de Mx,y, el nuevo criterio se basa en la traza y
determinante de Mx,y,
Tr(Mx,y) = α + β = A+B (5.18)
Det(Mx,y) = αβ = AB − C2 (5.19)
Por lo tanto,
RH(x, y) = Det(Mx,y)− kTr2(Mx,y) (5.20)
donde k es una constante arbitraria. La extracción de puntos de función se consigue mediante la aplicación
de un umbral en la respuesta RH(x, y), y la búsqueda de las posiciones en las que los máximos locales de
RH(x, y) es mayor que el umbral.
El detector de esquinas Harris es una buena herramienta para la búsqueda de puntos de función .
Capítulo 6
SELECCIÓN DE ELEMENTOS PARA
EL SISTEMA EMBEBIDO
La selección de los elementos apropiados para el desarrollo del Trabajo de Grado parte del interés de
trabajar con sistemas como placas computadoras de marca Raspberry Pi, recomendadas por el ingeniero
Jimmy Alexander Cortés Osorio debido a su buen rendimiento a bajo costo y compatibilidad con sistemas
operativos libres. Una vez establecidos los alcances del proyecto, se hizo necesaria la escogencia conjunta de
un micro controlador a usar, sensor de proximidad, cámara, pantalla y software requerido.
6.1. ORDENADORDE PLACA REDUCIDA RASPBERRY PIMO-
DELO B.
Desde el principio la idea es de trabajar con una placa computadora de las que se están dando a conocer
recientemente como es la Raspberry Pi ya que ofrece buenas prestaciones, bajo consumo energético y bajo
costo en su precio.
Raspberry Pi es un ordenador de placa reducida (SBC) de bajo costo desarrollada en Reino Unido por
la Fundación Raspberry Pi, con el objetivo de estimular la enseñanza de ciencias de la computación en las
escuelas [26].
Figura 6.1: Raspberry PI Modelo B.
Fuente [27]
El diseño incluye un System-on-a-chip Broadcom BCM2835, que contiene un procesador central (CPU)
24
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ARM1176JZF-S a 700 MHz (el ﬁrmware incluye unos modos Turbo para que el usuario pueda hacerle
overclock de hasta 1 GHz sin perder la garantía), un procesador gráﬁco (GPU) VideoCore IV, y 512 MB de
memoria RAM. El diseño no incluye un disco duro o una unidad de estado sólido, ya que usa una tarjeta SD
para el almacenamiento permanente; tampoco incluye fuente de alimentación o carcasa.
Figura 6.2: Diagrama de pines GPIO Raspberry Pi.
Fuente: Imagen creada por los autores
La tarjeta cuenta con 26 pines de entradas y salidas de propósito general (ﬁgura 6.2) para comunicación
con hardware externo como sensores, microcontroladores etc.
La fundación da soporte para las descargas de las distribuciones para arquitectura ARM, Raspbian (de-
rivada de Debian), RISC OS 5, Arch Linux ARM (derivado de Arch Linux) y Pidora (derivado de Fedora); y
promueve principalmente el aprendizaje del lenguaje de programación Python, y otros lenguajes como Tiny
BASIC, C y Perl.
6.2. LOGITECH HD WEBCAM C270.
Figura 6.3: Logitech HD Webcam C270.
Fuente: Fotografía tomada por los autores
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En el proyecto se trabaja con una cámara web como Logitech HD Webcam C270 por su fácil manejo,
compatibilidad con el sistema operativo y conexión USB. Esta cuenta con las siguientes especiﬁcaciones [28]:
 Videoconferencias HD (1280 x 720 píxeles) con el sistema recomendado.
 Captura de vídeo: Hasta 1280 x 720 píxeles.
 Tecnología Logitech Fluid Crystal.
 Fotos: Hasta 3.0 megapíxeles (mejora por software).
 Micrófono integrado con reducción de ruido.
 Certiﬁcación USB 2.0 de alta velocidad (se recomienda).
 Clip universal para monitores LCD, CRT o portátiles.
6.3. SENSOR ULTRASÓNICO HC-SR04.
Con la necesidad de medir la posición de la mano humana y no afectar la imagen de esta se descarta el
uso de sensores de luz y se opta por el sensor ultrasónico modelo HC-SR04 ﬁgura 6.4.
Figura 6.4: Sensor ultrasónico HC-SR04.
Fuente: Fotografía tomada por los autores
Este sensor tiene las siguientes especiﬁcaciones [29]:
 Voltaje: 5V DC.
 Corriente: Menor a 2mA.
 Ángulo detección: menor a 15 grados.
 Rango detección: de 2 a 450 cm.
CAPÍTULO 6. SELECCIÓN DE ELEMENTOS PARA EL SISTEMA EMBEBIDO 27
 Precisión: cerca a los 2mm.
Figura 6.5: Diagrama de pines HC-SR04.
Fuente: Imagen creada por los autores
Modo te trabajo:
 En el pin IO trigger, una señal en alto por almenos 10us.
 El módulo automáticamente envía una onda cuadrada de 40Khz y automáticamente detecta el regreso
de la señal.
 Se calcula la distancia con el tiempo del ancho de pulso entregado por el pin Echo.
6.4. PANTALLA LCD
Se utiliza la pantalla LCD de un reproductor de DVD portátil para observar la imagen de salida análoga
de la placa Raspberry Pi.
6.5. CONCENTRADOR USB
Se hace uso de un concentrador USB de cuatro puertos como se ve en la ﬁgura para poder conectar todos
los elementos como cámara, teclado y mouse ya que la tarjeta Raspberry Pi solo cuenta con 2 puertos USB.
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Figura 6.6: Concentrador USB
Fuente: Fotografía tomada por los autores
6.6. PANEL DE LUZ LED
Se opta por una lámpara tipo panel la cual nos da un fondo de luz blanco uniforme que ayuda mucho al
binarizar la imagen y obtener el contorno de interés.
Figura 6.7: Panel de luz LED.
Fuente: Fotografía tomada por los autores
Esta tiene un tamaño de 8 pulgadas diagonal y una potencia de luz de 10 W suﬁciente para la necesidad
del proyecto.
6.7. SISTEMA OPERATIVO RASPBIAN.
Raspbian es un sistema operativo libre basado en Debian optimizado para el hardware Raspberry Pi. Un
sistema operativo es el conjunto de programas básicos y utilidades para hacer que la Raspberry Pi funcione.
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Sin embargo, Raspbian ofrece más que un SO normal; viene con 35000 paquetes, programas pre compilados
incluido en un formato que hace más fácil la instalación en la Raspberry Pi [30].
6.8. LIBRERÍA OPENCV.
Las siglas Opencv provienen de los términos anglosajones Open SourceComputer Vision Library. Por lo
tanto, Opencv es una librería de tratamiento de imágenes, destinada principalmente a aplicaciones de visión
por computador en tiempo real [31].
OpenCV (Open source computer vision) es una librería bajo una licencia BSD y por lo tanto es libre
para uso académico y comercial. Cuenta con interfaces de C++, C, Python y Java y es compatible con
Windows, Linux, Mac OS, iOS y Android. OpenCV fue diseñado para la eﬁciencia computacional y con un
fuerte enfoque en las aplicaciones en tiempo real. Escrito en optimizado C / C++, la biblioteca puede tomar
ventaja de procesamiento multi-core. Adoptada en todo el mundo, OpenCV tiene más de 47 mil usuarios y
un número estimado de descargas para diferentes usos.
Capítulo 7
DESARROLLO DE HARDWARE
En este capítulo se va a describir la preparación de los elementos usados en el sistema embebido capaz de
realizar las operaciones de tratamiento digital de imágenes. Al mismo tiempo se irán detallando como cada
una de estas fases fueron afrontadas y superadas en el desarrollo del presente proyecto.
7.1. IMPLEMENTACIÓN EN LA PLACA COMPUTADORA
7.1.1. Preparación de la Raspberry Pi
Para la posterior instalación de software en la Raspberry Pi es necesario contar con los siguientes elemen-
tos:
 Tarjeta SD 8 GB de capacidad de almacenamiento.
 Cable HDMI.
 Teclado y Mouse.
 Cable Ethernet.
 Adaptador de poder USB de 5 volts y 2 ampere.
 Monitor LCD de alta deﬁnición con entrada HDMI.
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Figura 7.1: Raspberry Pi Modelo B.
Fuente: Fotografía tomada por los autores
Los elementos nombrados anteriormente son conectados a la tarjeta y luego se procede a la energización
de la misma, como se muestra en la ﬁgura 6.1.
7.1.2. Instalación del sistema operativo
La Raspberry Pi usa mayoritariamente sistemas operativos basados en el núcleo Linux. Raspbian, una
distribución derivada de Debian que está optimizada para el hardware de Raspberry Pi, se lanzó durante
julio de 2012 y es la distribución recomendada por la fundación para iniciarse.
Para la instalación del sistema operativo se utiliza un software para cargar un archivo .img en una tarjeta
de memoria SD que después se inserta en la Raspberry.
Primero se descarga la última versión de Raspbian desde el sitio web de Raspberry Pi que se puede en-
contrar en la siguiente dirección:
http://www.raspberrypi.org/downloads
se realiza la descarga por descarga directa, el archivo descargado es un .zip que se debe descomprimir
para obtener el archivo .img con el que se carga el sistema operativo en la tarjeta SD.
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Figura 7.2: Página de descargas Raspberry.
Fuente: Fotografía tomada por los autores
Como se trabaja desde Windows se carga el archivo .img con el programa Win32 Disk Imager que es
descargado desde aquí:
http://sourceforge.net/projects/win32diskimager/
Después de ejecutar la aplicación Win32 Disk Imager se ve una imagen como la ﬁgura 7.3:
Figura 7.3: Win32 Disk Imager.
Fuente: Fotografía tomada por los autores
Se selecciona el archivo .img en Image File y la unidad donde está la tarjeta SD en Device. Después
se pulsa el botón Write para comenzar con la carga del sistema en la tarjeta SD.
Al ﬁnalizar se retira la tarjeta SD de la computadora donde se a cargado el sistema y se conecta a la
Raspberry Pi, después se energiza el dispositivo.
Cuando todo se realizó correctamente se observa en pantalla una ventana parecida a la ﬁgura 7.4:
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Figura 7.4: Pantalla inicial Raspberry.
Fuente: Fotografía tomada por los autores
Aquí se encuentran varias opciones importantes a la hora de realizar la conﬁguración inicial de Raspbian
en nuestro Raspberry Pi. A continuación se explica brevemente cada una:
1. Expand Filesistem: expande el tamaño de la partición de almacenamiento del sistema hasta el tamaño
total de la tarjeta SD donde está instalado.
2. Change User Password: permite cambiar la contraseña por defecto de Raspbian, la contraseña por
defecto para el usuario pi es raspberry.
3. Enable Boot to Desktop: permite habilitar el inicio del escritorio al arrancar el dispositivo.
4. Internationalistation Options: permite cambiar las opciones regionales y de idioma de Raspbian.
5. Enable Camera: permite activar la cámara de Raspberry Pi en caso de tenerla conectada.
6. Add to Rastrack: permite añadir tu dispositivo Raspberry al registro de Raspberries de la comunidad.
7. Overclock: permite conﬁgurar el overclock del procesador de nuestro dispositivo Raspberry Pi. La fun-
dación Raspberry permite realizarle un overclock moderado al procesador de forma segura sin peligro de
quemar el dispositivo.
8. Advanced Options: ofrece algunas opciones añadidas a la conﬁguración de la Raspberry Pi.
9. About raspi-conﬁg: muestra información acerca del asistente que se esta utilizando en este preciso
instante para conﬁgurar Raspberry Pi.
La opción fundamental para trabajar con la Raspberry es el Expand File System para aumentar la
partición de almacenamiento del sistema y poder instalar los programas requeridos, se ejecuta esta opción,
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luego se ﬁnaliza y espera a que la tarjeta reinicie. Cuando inicia completamente es importante recordar la
dirección IP si se quiere una conexión remota posteriormente. También pide un nombre de usuario que por
defecto es pi y una contraseña que por defecto es raspberry. Después de este se tiene acceso a la consola,
si se quiere iniciar la interfaz gráﬁca como el escritorio del sistema operativo basta con el comando startx 
7.1.3. Uso de Raspberry Pi sin monitor
Una forma de interactuar con la Raspberry Pi es por medio de conexión SSH o escritorio remoto, esto
facilitó experimentar con la placa sin el uso de teclado, mouse y monitor, también trabajar desde la comodi-
dad de la computadora personal. Para el uso de la Raspberry por SSH desde Windows se hace lo siguiente:
Descargar el archivo ejecutable del programa Putty el cual tiene la siguiente interfaz gráﬁca ﬁgura 7.5:
Figura 7.5: Interfaz graﬁca Putty.
Fuente: Fotografía tomada por los autores
En la parte de dirección IP se introduce la dirección de la Raspberry que es conocida al momento de
instalar el sistema operativo y no es necesario veriﬁcarla ya que esta es estática. Luego se da en la opción
Open para iniciar la consola, esta pide un nombre de usuario que por defecto es pi y una contraseña que
por defecto es raspberry.
CAPÍTULO 7. DESARROLLO DE HARDWARE 35
Figura 7.6: Terminal Putty.
Fuente: Fotografía tomada por los autores
Para una interfaz más graﬁca de tipo ventana se inicia la aplicación por defecto de Windows conexión a
escritorio remoto
Figura 7.7: Icono Conexión a escritorio remoto.
Fuente: Fotografía tomada por los autores
Se instala el servidor de escritorio remoto en la Raspberry Pi tecleando: sudo apt-get install xrdp
luego se selecciona la opción yes desde la terminal Putty.
Figura 7.8: Terminal Putty.
Fuente: Fotografía tomada por los autores
Se inicia la aplicación e introduce la dirección IP de la Raspberry Pi. A continuación solicita usuario y
contraseña. El usuario es pi y la contraseña por defecto "raspberry".
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Figura 7.9: Conexión a escritorio remoto.
Fuente: Fotograﬁa tomada por los autores
Luego se conecta la Raspberry pi y se observa su escritorio en otra computadora como se ve en la ﬁgura
7.10.
Figura 7.10: Escritorio de Raspbian.
Fuente: Fotografía tomada por los autores
7.1.4. Instalación de la librería Opencv en el sistema operativo
Para el procesamiento de imágenes se utiliza la librería Opencv por su fácil manejo y documentación de
ayuda disponible en la red. Para la instalación se siguen los siguientes pasos basados en la guía de instalación
oﬁcial de Opencv en Debian y Ubuntu:
 Haciendo uso de la Terminal se instalan los paquetes necesarios con los siguientes comandos:
sudo apt-get -y install build-essential cmake cmake-qt-gui pkg-conﬁg libpng12-0 libpng12-dev libpng++-dev
libpng3 libpnglite-dev zlib1g-dbg zlib1g zlib1g-dev pngtools libtiﬀ4-dev libtiﬀ4 libtiﬀxx0c2 libtiﬀ-tools
sudo apt-get -y install libjpeg8 libjpeg8-dev libjpeg8-dbg libjpeg-progs ﬀmpeg libavcodec-dev libavcodec53
libavformat53 libavformat-dev libgstreamer0.10-0-dbg libgstreamer0.10-0 libgstreamer0.10-dev libxine1-ﬀmpeg
libxine-dev libxine1-bin libunicap2 libunicap2-dev libdc1394-22-dev libdc1394-22 libdc1394-utils swig libv4l-0
libv4l-dev python-numpy libpython2.6 python-dev python2.6-dev libgtk2.0-dev pkg-conﬁg
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 Luego se descargan los archivos fuente de Opencv usando Wget
wget http://sourceforge.net/projects/opencvlibrary/ﬁles/opencv-unix/2.3.1/OpenCV-2.3.1a.tar.bz2
 Finalizada la descarga se descomprime el archivo, se eliminan archivos innecesarios para ahorrar espacio,
se cambia el directorio a la parte superior del árbol de código fuente y se crea un directorio para el build,






 Luego se conﬁgura el build con una conﬁguración estándar
cmake -D CMAKE_BUILD_TYPE=RELEASE -D CMAKE_INSTALL_PREFIX=/usr/local -D BUILD_PYTHON_SUPPORT=ON
-D BUILD_EXAMPLES=ON ..
 Después se ejecuta el build de Opencv, esta parte toma un tiempo alrededor de 6 horas en ejecución
make
sudo make install
Figura 7.11: Terminal Raspberry.
Fuente: Fotografía tomada por los autores
 Finalmente se hacen unas conﬁguraciones en Opencv para que funcione correctamente, se abre el archivo
sudo nano /etc/ld.so.conf.d/opencv.conf
 Se añade la siguiente línea al ﬁnal del código:
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/usr/local/lib
 Luego se abre el archivo bashrc
sudo nano /etc/bash.bashrc
 Se añade la siguiente línea al ﬁnal del código:
PKG_CONFIG_PATH=$PKG_CONFIG_PATH:/usr/local/lib/pkgconﬁg
export PKG_CONFIG_PATH
7.1.5. Instalación de la librería WirinPi en el sistema operativo
La instalación de la librería wiringPi es para el uso de los pines de entrada y salida de propósito general
(GPIO) de la Raspberry Pi con los siguientes pasos:
 Usando la terminal y se usa el siguiente comando para la instalación del GIT necesario para la descarga
de la librería
sudo apt-get install git-core




Es necesario tener en cuenta la numeración de pines (ﬁgura 7.12) especíﬁca de la librería wiringPi a la
hora de hacer conﬁguraciones en el código .
Figura 7.12: Numeración de pines wiringPi.
Fuente: Imagen creada por los autores
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7.2. Acondicionamiento sensor de posición
La primera acción es conectar el sensor ultrasónico HC-SR04 a los correspondientes pines de la placa
Raspberry como se observa en la ﬁgura 7.13.
Figura 7.13: Esquema de conexión HC-SR04 y Raspberry.
Fuente: Montaje creado por los autores





El tiempo t es el ancho del pulso entregado por el pin ECHO del sensor el cual se activa al haber enviado
un pulso de acción al pin TRIG, v es la velocidad del sonido. A partir de esto se implementa un sencillo
algoritmo como el de la ﬁgura 7.14 para activar un valor lógico que indica la posición deseada de un objeto
en este caso de 39-40 cms.
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Figura 7.14: Diagrama de instrucciones.
Fuente: Imagen creada por los autores.
7.3. ETAPA DE POTENCIA.
Las exigencias de consumo de corriente de cada dispositivo del sistema embebido son las siguientes:
 Raspberry Pi modelo B: 1000mA.
 Logitech HD Webcam C270: 500mA.
 Sensor ultrasónico HC-SR04: 2mA.
 Panel de luz LED: 1.33A.
Debido al consumo de energía se utilizan 2 adaptadores USB de 5V y 1A .
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Figura 7.15: Adaptador USB covencional.
Fuente: Fotograﬁa tomada por los autores
Uno para la placa computadora y el otro para energizar el concentrador USB que alimenta la cámara, el
sensor no es tenido en cuenta debido a su bajo consumo de corriente. El panel de luz LED posee su propio
adaptador para conectarlo directamente a la energía.
7.4. IMPLEMENTACIÓN DEL SISTEMA EMBEBIDO.
En las siguiente ﬁgura 7.16 se puede ver el sistema embebido terminado .
Figura 7.16: Sistema embebido terminado.
Fuente: fotografía tomada por los autores
Un esquema de conexiones que representa el sistema embebido es el que se observa en la ﬁgura 8.1:
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Figura 7.17: Diagrama de bloques sistema completo.
Fuente: montage creado por los autores
Es de aclarar que por tratarse de un prototipo, su desarrollo fue un poco costoso por cuanto se necesitaron
adquirir diversos componentes que hicieron parte esencial en la adecuada ejecución del trabajo, sin embargo,
la implementación del prototipo ﬁnal, tal como se ilustra en la ﬁgura anterior, tendría un costo cercano a
$480.000, habiéndose implementado así, un sistema de visión embebido de bajo coste monetario. Los precios
de cada componente se relacionan en la tabla 7.1:
Cuadro 7.1: Tabla de precios
El precio está dado en pesos Colombianos.
Capítulo 8
DESARROLLO DE SOFTWARE
En este capítulo se describirán los algoritmos y funciones de la librería Opencv utilizados para la adquisi-
ción de imagen y procesamiento de ésta, haciendo especial énfasis en la técnica empleada para la identiﬁcación
de la mano humana. A lo largo de este capítulo se realizará la descripción de las etapas y elementos del sistema
de visión artiﬁcial paralelamente al desarrollo de los procesos realizados para alcanzar el objetivo primario
de este proyecto. A continuación se muestra un diagrama de bloques ﬁgura 8.1 en el que se representan las
etapas implementadas
Figura 8.1: Diagrama de bloques.
Fuente: Imagen creada por los autores
8.1. ADQUISICIÓN DE LA IMAGEN
Para la adquisición digital de imágenes se necesitan dos elementos. El primero es un dispositivo físico sen-
sible a una determinada banda del espectro de energía electromagnética y que produzca una señal eléctrica
de salida proporcional al nivel de energía detectado. El segundo, denominado digitalizador, es un dispositivo
para convertir la señal de salida del sistema sensible a formato digital. En este trabajo se emplea la cámara
Logitech HD Webcam C270 la cual integra estos dos elementos.
Para adquirir imágenes se utiliza un protocolo serial simple el cual esta implementado en la función cv-
CameraCapture que establece comunicación entre la Logitech HD Webcam C270 con la placa Raspberry Pi.
La imagen es guardada cuando la mano del usuario está a la distancia correcta del foco de la Logitech
HD Webcam C270. La distancia de esta es detectada por el sensor ultrasónico HC-SR04 como se observa en
la ﬁgura 8.2:
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Figura 8.2: Posición de la mano.
Fuente: Fotografía tomada por los autores
El formato de la imagen guardada es JPEG con el cual nunca se tuvo problema de procesamiento. En
cuanto al tamaño de imagen se utilizó inicialmente la resolución máxima de pantalla la cual es 1280x720.
Debido al bajo número de fotos por segundo a la hora de mostrar la imagen la Logitech HD Webcam C270
en el escritorio de Raspbian, se disminuye la resolución a 640x480 donde aumenta el número de fotos por
segundo suﬁciente para tomar la imagen de la mano del usuario, también que esta es suﬁciente para identiﬁcar
las características.
Al tomar las primeras capturas de imagen a la mano no se obtuvieron los resultados deseados al momento
de binarizar la imagen usando fondos sin iluminación propia como se ve en la ﬁgura 8.3 en este caso un fondo
negro:
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Figura 8.3: Capturas de imagen.
Fuente: Fotografía tomada por los autores
Luego se intentó con un fondo blanco como se ve en la ﬁgura 8.4 pero obteniendo igualmente malos
resultados:
Figura 8.4: Capturas de imagen.
Fuente: Fotografía tomada por los autores
Pero haciendo uso del panel LED como fondo iluminado se obtiene una imagen como se ve en la ﬁgura
8.5
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Figura 8.5: Imagen capturada.
Fuente: Fotografía tomada por los autores
Como se puede ver el fondo de la imagen contrasta muy bien para facilitar el pre-procesamiento.
8.2. FILTROS DE PRE-PROCESAMIENTO
En esta sección de describirá el proceso que se le dará a la imagen captada por la Webcam C270 para
lograr la extracción de características que está conformado por las siguientes fases generales:
 Conversión de modelo de color.
 Binarización de la imagen.
 Detección de bordes.
8.2.1. Conversión modelo de color
En los sistemas de visión artiﬁcial es recurrente la conversión de la imagen a color en su correspondiente
escala de grises para su posterior binarización. Este proceso, que forma parte del procesamiento de la imagen
en la búsqueda de mejorar sus propiedades y facilitar la extracción de características, se ejecuta casi siempre
recorriendo a un único algoritmo desde el espacio de color RGB [32].
Con el requerimiento de convertir la imagen a escala de grises se recurre a la función de la librería Opencv
cvCvtColor(src, dst, code) siendo [33]:
 src: imagen inicial en codiﬁcación RGB de tres canales.
 dst: imagen destino de un solo canal en escala de grises.
 code: opción del tipo de conversión en este caso CV_RGB2GRAY.
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La función convierte una imagen de entrada de un espacio de color a otro, en este caso escala de grises
utilizando la ecuación 8.1.
RGB[A] to Gray : Y ← 0,299 ·R+ 0,587 ·G+ 0,114 ·B (8.1)
Implementando esta ecuación obtiene los valores correspondientes en el modelo de escala de grises de cada
pixel.
La imagen obtenida es la ﬁgura 8.6:
Figura 8.6: Captura en escala de grises.
Fuente: Fotografía tomada por los autores
8.2.2. Binarización de la imagen
Este proceso hace parte de la segmentación de la imagen ya que la segmentación subdivide una imagen
en sus partes constituyentes u objetos y en este caso se pretende separar el objeto de interés del fondo,
para esto se binarizará la imagen, lo cual consiste en representar la imagen con dos tonos de color los cuales
generalmente son blanco y negro.
Para la binarización de la imagen se utilizará la umbralización el cual es un es una técnica de segmentación
simple y eﬁciente que permite separar los pixel de la imagen en escala de grises en dos categorías [34](en
este caso blanco y negro), de tal forma que los objetos de interés se etiqueten con un valor distinto al de los
píxeles del fondo.
Para esto se utiliza la función de Opencv cvThreshold(src, dst, thresh, maxval, type) siendo:
 src: imagen en escala de grises de un canal.
 dst: imagen destino de un solo canal binarizada.
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 thresh: valor del umbral.
 maxval: valor maximo para usar con la función THRESH_BINARY_INV.
 type: opción del tipo de conversión en este caso CV_THRESH_BINARY_INV | CV_THRESH_OTSU.
En la opción de tipo de conversión se aplica el método de Otsu para calcular el umbral según las condi-
ciones de luz a la imagen de un solo canal [35], el THRESH_BINARY_INV usa la siguiente ecuación 8.2:
dst(x, y) =
maxval if src(x, y) > thresh0 otherwise (8.2)
El máximo valor determinado es 255 para cada pixel que sea mayor al umbral obtenido, para otros valores
el pixel quedara en valor 0.
Después de esto es necesario aplicar la operación de morfología Opening para eliminar posibles ruidos y
desperfectos en la imagen binarizada. Para lograrlo primero se hace una erosión de la imagen haciendo el uso
de la función cvErode y luego una dilatación con la función cvDilate.
La imagen obtenida es como se ve en la ﬁgura 8.7:
Figura 8.7: Captura binarizada.
Fuente: Fotografía tomada por los autores
8.2.3. Detección de bordes
Teniendo ya la imagen binarizada el siguiente paso consiste en la detección de bordes o contorno del
objeto. El contorno de un objeto en una imagen digital corresponde al mínimo conjunto de píxeles que separa
ese objeto del fondo o background de la imagen. Normalmente estos contornos se corresponden con los puntos
donde se producen discontinuidades en los valores de píxeles adyacentes (cambios en el matiz o el brillo) o
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con los puntos donde cambia un patrón que se repite (cambios de textura).
La detección de bordes se reﬁere al proceso de identiﬁcar y localizar discontinuidades bruscas en una
imagen. Las discontinuidades son los cambios bruscos en la intensidad de los píxeles que caracterizan a los
límites de los objetos en una escena. Los métodos clásicos de detección de bordes implican convolución de
la imagen con un operador (un ﬁltro 2-D), que está construido para ser sensible a grandes gradientes de
la imagen mientras que devuelve valores de cero en regiones uniformes. Hay un número extremadamente
grande de operadores de detección de bordes disponibles, cada uno diseñado para ser sensible a ciertos tipos
de bordes. Las variables que intervienen en la selección de un operador de detección de bordes incluyen la
orientación del borde, ruido ambiental y la estructura del borde. La geometría del operador determina una
dirección característica en la que es más sensible a los bordes. Los operadores pueden ser optimizados para
buscar los bordes horizontales, verticales o diagonales.
Para lograr esto se hace uso de la función cvFindContours(image, contours, search_type, contour_type)
siendo
 image: imagen binaria con la región de interes.
 contours: vector donde se guardan los contornos.
 search_type: se ha empleado CV_RETR_EXTERNAL que no tendrá en cuenta los contornos internos.
 contour_type: se ha utilizado CV_CHAIN_APPROX_SIMPLE a la hora de crear el contorno que en
el caso de encontrar líneas verticales, horizontales o diagonales solo guardará los puntos de principio y ﬁn de
la línea.
La función se basa en el algoritmo de Suzuki 85 [36] que entrega todos los contornos de la imagen
binarizada. El resultado que se obtiene es el siguiente ﬁgura 8.8:
Figura 8.8: Contorno de la mano.
Fuente: Fotograﬁa tomada por los autores
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8.3. EXTRACCIÓN DE CARACTERÍSTICAS
En esta etapa fue necesario previamente analizar qué características se pueden obtener a partir del con-
torno de la mano humana que ofrezcan información que la identiﬁque.
8.3.1. Área de la mano
Se decide hallar el área de la mano ya que logra diferenciarla de otras. Aunque existe la posibilidad de
haber alguna con igual área es tomada como un buen descriptor a la hora de identiﬁcación. Para hallar el
área se utiliza la función cvContourArea(contour) siendo:
 contour: vector con la información del contorno.
Esta calcula el área del contorno y entrega el valor en pixeles.
8.3.2. Perímetro de la mano
Esta es otra característica propia que sirve como descriptor. Se halla haciendo uso de la función cvAr-
cLength(contour) siendo:
 contour: vector con la información del contorno.
el cual cuenta el número de pixeles de la linea que forma el contorno entonces como resultado se obtiene
el perímetro en pixeles.
8.3.3. Area del Boundingbox
El bounding box es un término que hace referencia al rectángulo más pequeño que encierra completa-
mente todos los puntos píxel cuya profundidad no son completamente 0, es decir, no son negros. Esto puede
ser utilizado para descartar regiones de la imagen que no se necesitan procesar en un algoritmo pero en este
caso es utilizado como descriptor de la mano. Este es hallado con la función cvBoundingRect(contour) siendo:
 contour: vector con la información del contorno.
la cual encierra el contorno de la mano a partir de los pixeles en blanco de la imagen binaria. El resultado
es el siguiente ﬁgura 8.9:
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Figura 8.9: Bounding Box.
Fuente: Fotograﬁa tomada por los autores
Esta proporciona el valor de altura y largo del rectángulo con el cual calculamos el área.
8.3.4. Largor de cada dedo
Otro descriptor que logra diferenciar la mano de las demás es el largo de sus dedos. Para poder medir
esta característica es necesario hallar algunos parámetros que ayuden a identiﬁcar la base y la punta de cada
dedo y poder medir el largor de cada uno.
Primero se hallan las convexidades del contorno con el uso de la función cvConvexHull2(contour, hull_storage,
orientation) siendo:
 contour: vector con la información del contorno.
 hull_storage: vector donde se guardan los puntos de las convexidades.
 orientation: se ha empleado CV_COUNTER_CLOCKWISE que halla las convexidades en sentido con-
trario a las agujas del reloj.
Este se basa en un algoritmo similar al detector de esquinas de Harris. Esta función recorre el contorno
hallando las convexidades como se observa en la ﬁgura 8.10:
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Figura 8.10: Convexidades de la mano.
Fuente: Fotograﬁa tomada por los autores
Al usar el contorno normal de la mano resultan varios puntos no deseados, es por eso que se aproxima un
polígono del contorno con uso de la función cvAproxPoly(contour, storage, method) siendo:
 contour: vector con la información del contorno.
 storage: vector donde se guarda el nuevo contorno.
 method: se utiliza CV_POLY_APPROX_DP que aproxima una curva o un polígono con otra curva /
polígono con vértices menos de manera que la distancia entre ellos es menor o igual a la precisión especiﬁcada.
Esta utiliza el algoritmo de Douglas Peucker, nuevamente se hallan las convexidades como se ve en la
ﬁgura 8.11
Figura 8.11: Convexidades mano.
Fuente: Fotografía tomada por los autores
Como se ve en la ﬁgura 8.11 los puntos hallados se acercan más a lo que se quiere encontrar que son las
puntas de los dedos, pero se aplica un nuevo ﬁltro que elimine las convexidades que están muy juntas para
obtener el resultado deseado como se ve en la ﬁgura 8.12:
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Figura 8.12: Convexidades mano.
Fuente: Fotografía tomada por los autores
Son tomados como puntas de dedos los últimos cinco puntos hallados.
Seguidamente se hallan las concavidades del contorno con la función cvConvexityDefects(contour, con-
vexhull, convexityDefects) siendo:
 contour: vector con la información del contorno.
 convexhull: vector con las convexidades obtenidas con cvConvexHull.
 convexityDefects: vector donde se guardan los puntos de las concavidades.
Esta entrega los puntos convexos y los puntos medios en el contorno entre estos. Estos puntos son las
concavidades del contorno como se ve en la ﬁgura 8.13:
Figura 8.13: Concavidades de la mano.
Fuente: Fotografía tomada por los autores
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Se observa que los puntos medios entre los defectos del contorno nos proporcionan la ubicación de la base
de cada dedo. Estos se hallan con lo formula básica del punto medio entre dos puntos.
Dado un segmento, cuyos extremos tienen por coordenadas 8.3:
(x1, y1), (x2, y2) (8.3)












(x2− x1)2 + (y2− y1)2 (8.5)
Es posible hallar el largor de cada dedo que identiﬁca una mano:
Figura 8.14: Caracteristicas sobre la imagen de la mano.
Fuente: Fotografía tomada por los autores
8.4. CREACIÓN BASE DE DATOS
Una base de datos o banco de datos es un conjunto de datos pertenecientes a un mismo contexto y alma-
cenados sistemáticamente para su posterior uso. En este caso los datos son almacenados en vectores con los
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siguientes elementos:
 Nombre del usuario.
 Perímetro del contorno.
 Área del contorno de la mano.
 Área del bounding box.
 Largor dedo 1.
 Largor dedo 2.
 Largor dedo 3.
 Largor dedo 4.
 Largor dedo 5.
Estos van guardados en un archivo .txt para su posterior uso. Un ejemplo del vector de datos es el siguiente:
ALBERTO 2387.97 82206.00 195360.00 121.02 201.21 185.69 166.02 147.25
8.5. MÉTODO DE CLASIFICACIÓN E IDENTIFICACIÓN DE
USUARIO
En esta etapa se debe hacer una comparación de datos del usuario a identiﬁcar con las existentes en la
base de datos y lograr identiﬁcarlo, para lograr esto en el presente proyecto se decidió utilizar el método KNN.
La principal ventaja de este clasiﬁcador reside en su potencia. Su principal desventaja estriba en la diﬁcultad
para la elección de k, para la determinación del número de centroides por clase y su disposición, tareas que
en general son eminentemente empíricas. Además, el tiempo de cálculo puede ser signiﬁcativamente mayor si
el número de centroides llega a ser muy elevado.
El método de los K-vecinos o KNN es un método retardado y supervisado (pues su fase de entrenamiento
se hace en un tiempo diferente al de la fase de prueba, en el presente proyecto guardar los vectores de datos en
una base datos) cuyo argumento principal es la distancia entre instancias (en este caso nombre del usuario).
El método básicamente consiste en comparar la nueva instancia a clasiﬁcar con los datos K más cercanos
conocidos, y dependiendo del parecido entre los atributos el nuevo caso se ubicará en la clase que más se
acerque al valor de sus propios atributos.
Para el desarrollo de esta herramienta lo primero es seleccionar el tipo de distancia con la que se va a
trabajar. Para el caso de KNN se seleccionó la distancia euclidiana 8.6.




(xir − xjr)2 (8.6)
Los ejes o dimensiones (x1,x2,x3,x4,x5,x6,x7,x8), representan los datos. La distancia euclidiana entre los
puntos xi y xj (que son el vector de datos del usuario en identiﬁcación y los casos particulares en la base de
datos) es igual a la longitud de la recta que los separa.
Cuando el número de atributos es mayor que 3 no es posible su representación en un plano, pero la
ecuación de distancia euclidiana se sigue aplicando, ya que de todos modos se siguen relacionando los datos
a través de sus atributos, un ejemplo de identiﬁcación de clase midiendo las distancias es el siguiente:
Figura 8.15: Ejemplo clasiﬁcación KNN.
Fuente: Imagen creada por los autores
El vector de datos a identiﬁcar es representado por el circulo naranja (como se ve en la ﬁgura 8.15),
con un número de vecinos k=3 se toman los 3 vectores mas cercanos y se elige la clase mas común como
identiﬁcación, en este caso el circulo naranja se le reconoceria con la clase del vector respresentado por el
triangulo verde.
Una vez se interpretó la fórmula de la distancia euclidiana y se adaptó a los términos de KNN, se estable-
ció un formato de archivo plano (.txt) de entrada de datos para la aplicación, se deﬁnieron las herramientas
de análisis que se construirían y se desarrolló la función principal del algoritmo.
La estructura de dicha función se muestra en la ﬁgura 8.16. Las instrucciones (1) y (2) son para ordenar
los datos del archivo plano (en el que va toda la información referente a los atributos, además de todos los
datos de entrenamiento y los datos a clasiﬁcar) en arreglos (matrices y vectores) con el ﬁn de manipular
y procesar más fácilmente la información contenida en el archivo, todo esto mejor explicado en la sección
creación base de datos.
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Figura 8.16: Diagrama de instrucciones.
Fuente: Imagen creada por los autores
En la instrucción (4) se calcula la distancia euclidiana entre el nuevo dato a clasiﬁcar y cada dato de
entrenamiento luego la instrucción (5) toma la distancia mínima obtenida entre el dato a clasiﬁcar y los datos
de entrenamiento ya que se toma el vecino más cercano y esta indica la clase en este caso el nombre del
usuario y entonces así poder ser identiﬁcado.
Capítulo 9
PRUEBAS
Con la ﬁnalidad de garantizar un sistema conﬁable en el procesamiento de imagen y efectivo en la entrega
de resultados, se somete el sistema a una serie de pruebas que permitirá obtener un sistema estable y con un
alto porcentaje de aciertos en sus procesos y resultados.
Estas pruebas se realizaron en los laboratorios de eléctrica en la Universidad Tecnológica de Pereira con
la ayuda de estudiantes que se encontraban disponibles en el lugar al momento de realizar las pruebas,
tambien con familiares y amigos de los realizadores de este proyecto. Los usuarios a identiﬁcar tuvieron que
ser capacitados previamente para la correcta posición de la mano y captura de su imagen tratando de que
esta tuviera la misma posición a la hora del entrenamiento de datos y reconocimiento para no sufrir errores
de lectura del sensor de posición o mala captura de la imagen.
9.1. REGISTRO E IDENTIFICACIÓN DE USUARIOS
Para el registro de los usuarios a identiﬁcar se tomaron 5 vectores de datos de cada uno como entrenamiento
y estos guardados en la base de datos. Se ejecuta el programa de registro haciendo uso del terminal, luego de
la captura de imagen es ingresado el nombre del usuario como se ve en la ﬁgura 9.1:
Figura 9.1: Interfaz graﬁca Raspberry Pi.
Fuente: fotograﬁa tomada por los autores
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Luego para el reconocimiento de usuarios se ejecuta el programa haciendo uso del terminal, luego de la
ejecución es arrojado el nombre del usuario en reconocimiento como se ve en la ﬁgura 9.2
Figura 9.2: Interfaz graﬁca Raspberry Pi.
Fuente: fotograﬁa tomada por los autores
9.2. PRUEBAS DE VALIDACIÓN
Se realizaron varias pruebas para identiﬁcar con que tipo de manos se comportaba mejor el sistema, esto
con la intención de sacar una conclusión sobre la viabilidad del sistema para su buena función y posibles
aplicaciones. Se registraro la mano derecha de 10 personas, 5 con con manos grandes y 5 con manos pequeñas
y se realizaron las pruebas que se describen a continuación.
9.2.1. Prueba con manos grandes
Se toma como manos grandes aquellas que pertenecen a personas de contextura gruesa y altura superior
al promedio, tambien las que observando la imagen de la camara se acercan al rango de captura limite así
como se ve en la ﬁgura 9.3:
Figura 9.3: Manos capturadas.
Fuente: Imagen creada por los autores
Se realizan 20 intentos de reconocimiento como se observa en la tabla 9.1 teniendo en cuenta 
√
 como
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prueba correcta y X como prueba incorrecta:
Cuadro 9.1: Tabla de pruebas.
Fuente: Creada por los autores
Figura 9.4: Porcentaje de pruebas.
Fuente: Creada por los autores
Como se observa en la ﬁgura 9.4 la repuesta del sistema en la identiﬁcación no fue muy buena, obteniedo
sola mente un 55% de éxito.
9.2.2. Prueba con manos pequeñas
Se toma como manos pequeñas aquellas que pertenecen a personas de contextura delgada y altura baja
al promedio, tambien observando aquellas que en comparación con las grandes es notable su diferencia de
tamaño, estas se observan en la ﬁgura 9.5:
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Figura 9.5: Manos capturadas.
Fuente: Imagen creada por los autores
Se realizan 20 intentos de reconocimiento como se observa en la tabla 9.2:
Cuadro 9.2: Tabla de pruebas.
Fuente: Creada por los autores
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Figura 9.6: Porcentaje de pruebas.
Fuente: Creada por los autores
Como se observa en la ﬁgura 9.6 la repuesta del sistema en la identiﬁcación mejoro con respecto a la
prueba con manos grandes, obteniedo un 75% de éxito.
9.2.3. Prueba con manos pequeñas y grandes
Se realizan 20 intentos de reconocimiento con manos pequeñas y grandes y el resultado es como se observa
en la tabla 9.3:
Cuadro 9.3: Tabla de pruebas.
Fuente: Creada por los autores
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Figura 9.7: Porcentaje de pruebas.
Fuente: Creada por los autores
Como se observa en la ﬁgura 9.7 la repuesta del sistema en la identiﬁcación se encuentra entre la prueba
con manos grandes y pequeñas, obteniedo un 65% de exito.
Observando las pruebas anteriormente mostradas observamos que se tuvo mayor porcentaje de identiﬁ-
cación al usar mano pequeñas obteniendo un 75% de identiﬁcación correcta cumpliendo el objetivo principal
de este proyecto de Implementar un sistema embebido para reconocimiento personal mediante las caracte-
rísticas físicas de la mano humana.
Los porcentajes bajos de identiﬁcación que se obtuvieron en este caso con manos grandes o de tamaños
varios se deben a desventajas que se tienen al tratar de tomar la imagen de la mano esta no podiendo
apoyarse en alguna guia como lo son los lectores biometricos convencionales. Los errores anlizados que afectan
el funcionamiento del sistema se describen en el siguiente capítulo.
Capítulo 10
RESULTADOS E IMPACTO
A través de los resultados obtenidos en las prubas del capitulo anterior se puede probar el cumplimiento del
objetivo general planteado en el presente proyecto Implementar un sistema embebido para reconocimiento
personal mediante las características físicas de la mano humana, teniendo en cuenta el no contacto físico del
usuario con el sistema. Los resultados se pueden dividir en varias categorías o fases del proyecto tales como
software y hardware. A continuación se observarán estos resultados:
10.1. SOFTWARE
En cuanto a los resultados obtenidos por el programa se puede decir que éste cumplió las expectativas
iniciales, ya que a través de los diferentes algoritmos implementados en el código se llegó a cumplir el objetivo
de identiﬁcar una persona mediante las características biométricas de la mano cumpliendo con el requisito
de que el usuario no tuviera contacto físico con el sistema, pero debido a esto se tienen variaciones con res-
pecto a la posición de la mano frente a la cámara variando características como el área, perímetro, área del
bounding box y el largor de cada dedo. Estas variaciones y consecuencias de error se explicaran acontinuación.
10.1.1. Ingreso de la mano
Cuando el usuario ingresa su mano diferente a como lo hizo al momento del registro habrían errores de
reconocimiento debido a variaciones en el perímetro y el área, un ejemplo es como se ve en la ﬁgura 10.1:
Figura 10.1: Mano mas introducida.
Fuente: Creada por los autores
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10.1.2. Abertura de los dedos
Otro problema es con respecto a la abertura de los dedos de la mano afectando la característica del área
del bounding box como se observa en la ﬁgura 10.2.
Figura 10.2: Mano mas abierta.
Fuente: Creada por los autores
10.1.3. Inclinación de la mano
También la variación en la inclinación de la mano afecta todas las características como se ve en la ﬁgura
10.3:
Figura 10.3: Imagen inclinada.
Fuente: Creada por los autores
10.1.4. Mano fuera del rango de captura
La posición de la mano se encuentra fuera del rango del foco de la cámara provocando una mala lectura
de datos y errores en la ejecución del algoritmo así como se ve en la ﬁgura 10.4:
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Figura 10.4: Mano fuera del rango de captura.
Fuente: Fotograﬁa tomada por los autores.
10.1.5. Manos con uñas
Personas con uñas largas no se pueden identiﬁcar si fueron registradas con uñas cortas ya que varían los
datos a tomar, un ejemplo de esto es la ﬁgura 10.5
Figura 10.5: Mano con uñas largas.
Fuente: Fotograﬁa tomada por los autores.
10.1.6. Manos con accesorios
Accesorios en las manos como anillos afectan variables como área y perimetro como se observa en la ﬁgura
10.6:
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Figura 10.6: Accesorios en la mano.
Fuente: fotograﬁa tomada por los autores
El usuario a registrar necesariamente tiene que retirar todos sus accesorios para no tener problemas a la
hora de identiﬁcación.
A partir de los errores que se pueden dar a la hora de tomar datos mostrados anteriormente, se justiﬁcan los
porcentajes bajos de éxito obtenidos en el capitulo de pruebas.
10.2. HARDWARE
El hardware del sistema embebido responde adecuadamente para lo que fue diseñado, un inconveniente
que podría afectar el funcionamiento puede ser el bajo número de fotos por segundo que muestra el video de
una webcam en la Raspberry Pi, alrededor de 5 fotos por segundo. Esto podría afectar la captura si el usuario
realiza acción de colocar su mano a la distancia respectiva del sensor con mucha velocidad y así realizar una
lectura errónea.
Otro inconveniente es la resolución de la pantalla LCD que se fue posible conseguir para observar la
interfaz graﬁca de la placa Raspberry Pi e integrarla al sistema ya que esta es inferior a la resolución de las
imagenes capturadas y no se ve en su totalidad como se observa en la ﬁgura 10.7
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Figura 10.7: Pantalla LCD.
Fuente: Fotograﬁa tomada por los autores
También que el sistema puede ser engañado en sus posibles funciones al poderse usar una silueta falsa u
objeto que tenga la forma de una mano que halla sido registrada por no contar con sensores que veriﬁquen
que el sujeto en reconocimiento es una persona real.
Con respecto a lo demás la placa Raspberry responde muy bien, casi como una computadora convencional a
la hora de realizar cálculos, ejecutar algoritmos, compilación de programas y manejo de los puertos de entrada
y salida para adaptar sensores de señales digitales en este caso el sensor de proximidad el cual da una muy
buena respuesta.
10.3. IMPACTO
Este proyecto puede causar un gran impacto en desarrollo industrial con enfoque al campo de la seguridad
ya que existen demasiados sistemas de identiﬁcación y reconocimiento de identidad pero aún no se conoce
uno que sea libre de contacto físico con cualquier superﬁcie. Dicha característica es puntual a la hora de
descartar fallas en los dispositivos por que los mantiene aislados de contaminación como sudor o bacterias.
Un factor a tener en cuenta a la hora en este tipo de reconocimiento es la protección a la privacidad de un
individuo ya que por medio de la identiﬁcación se está garantizando que solo esa persona tiene determinado
acceso ya sea a instalaciones, información o contenido restringido. El acceso a los sistemas biométricos para
identiﬁcación no solo reduce el anonimato de un individuo sino que también puede aportar información más
personal como lo son la edad, género y contextura. [37]
En Colombia se utilizan sistemas de identiﬁcación y control de acceso en lugares como bancos, empresas,
hospitales; pero a nivel mundial se conoce que cada vez es más la expansión de dichos sistemas en lugares
como parques temáticos y didácticos, residencias, universidades etc.
Por lo anterior es de importancia que la línea de desarrollo de dichos sistemas no se pierda ya que serán
una herramienta de gran importancia para la sociedad.
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1. Al implementar un sistema embebido que reconozca una persona por medio de las características de la
mano humana usando un ordenador de placa reducida como Raspberry Pi, se llegó a un resultado satisfactorio
para los ﬁnes que se plantearon en el proyecto, puesto que se logro reconocer personas sin que estas tuvieran
contacto físico con el sistema con un porcentaje del 75% en el mejor de los casos.
2. Al desarrollar un sistema de visión artiﬁcial es importante tener en cuenta el bajo costo monetario que
este puede tener, ya que es un buen método para llegar a cualquier empresa o/u entidad que desee emplearlo
en cualquier proyecto determinado, dependiendo de lo asequible que este sea será más fácil que entre a ser
comercializado en el mercado. En este trabajó se logró desarrollar un prototipo ﬁnal haciendo uso de recursos
limitados. Dicho prototipo fue diseñado para desempeñar una función especíﬁca, sin embargo, el mismo puede
ser escalado para competir en la industria, tanto en calidad como en precio, siempre y cuando se realicen
las mejoras y ajustes pertinentes que los autores recomiendan tanto al software como al hardware utilizado
durante la ejecución de este proyecto.
3. La condición primordial de este proyecto de tratar de mantener la misma forma y posición de la mano
a la hora de obtener sus datos, inﬂuyen de manera signiﬁcativa en el correcto funcionamiento del sistema
embebido y deja abierta la posición para posibles mejoras y soluciones al problema que se puede observar a
la hora de evaluar los resultados estadísticos.
4. Al momento de elegir los elementos, componentes o materiales de los que se conforma un proyecto, es
de gran relevancia tener presente los alcances de los mismo, puesto que el adecuado seleccionamiento hará
que el hardware y software funcione adecuadamente para alcanzar el objetivo en cada una de las partes en




1. Se considera importante realizar un trabajo estadístico mas exhaustivo seleccionando más característi-
cas que forman parte del vector descriptor para aportar mas conﬁabilidad al sistema.
2. Los autores recomiendan la instalación de un sensor termico que veriﬁque y descarte la posibilidad de
fraude al momento del reconocimiento de un individuo, ya que por medio de la recepción de tempe-
ratura corporal se puede constatar que es una persona humana y no ser engañado por una imagen o
silueta que contenga la misma forma de la mano humana.
3. Dejar abierta la información para que sea posible que otros compañeros de la carrera opten por mejorar
este proyecto, ya que puede generar un impacto grande a la hora de buscar un buen dispositivo que
brinde seguridad, conﬁabilidad y economía para el cliente ﬁnal.
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