• We propose a parametric bootstrap (PB) test in heteroscedastic two-way MANOVA.
Introduction
There has been a continuous interest in checking the significance of the effects of two factors A and B, each having a and b levels respectively, in a two-way multivariate factorial layout. This problem is referred to as two-way multivariate analysis of variance (MANOVA) which is widely used in experimental sciences, e.g., biology, psychology and physics, among others; examples may be found in [8, 30] and references therein. When the cell covariance matrices are known to be equal, the available tests such as the classical Wilks likelihood ratio (WLR), Lawley-Hotelling trace (LHT), Bartlett-Nanda-Pillai (BNP) and Roy's largest root tests may be used [1] . These classical MANOVA tests, however, may have serious Type I error problems when the homogeneity of the cell covariance matrices assumption is seriously violated. For example, [30] found that for the nominal size 5%, the empirical size of the LHT test for interaction effect tests could be as large as 75% or as small as 0% in their simulations. Recently, there are the following methods proposed for solving this problem. One of the methods is due to [8, 9] who attacked this problem via modifying the classical WLR, LHT, and BNP tests, resulting in the so-called modified WLR, LHT, and BNP tests. The large-a asymptotics of these modified MANOVA tests, when the level of one factor tends to infinity, are studied. For finite samples, however, they showed via some simulation studies that these large-a asymptotics are less useful. To overcome this difficulty, [8] proposed to approximate the null distributions of two SSCP (sum of squares and crossproduct) matrices involved in the modified MANOVA test statistics by some Wishart distributions with degrees of freedom estimated from the data via matching the mean vectors and total variances; see some details in Section 2.2 of [31] . In view of three main drawbacks of the tests involved in [8] , the second method is due to [30] who proposed an approximate Hotelling T 2 (AHT) test. A Wald-type test statistic is used. Its null distribution is approximated by a Hotelling T 2 -distribution with one parameter estimated from the data. Some simulation studies conducted in [30] showed that the AHT test outperforms the modified LHT test of [8] . This indicates that the modified MANOVA tests can be further improved. The third method is due to [31] who aimed to show how the modified MANOVA tests in [8] can be improved via estimating the degrees of freedom of the random matrices in the test statistics in a better way and how to make these modified MANOVA tests affine-invariant.
Although the latter two methods indeed improve the modified MANOVA tests, these approaches admit some of the following three main drawbacks: (1) the two methods need to consider the selected weights when the cell sizes are unequal; (2) the associated Wald-type test statistic of AHT is asymmetric in samples; and (3) there are two special cases in which the AHT test may not perform well, see some details in Section 2.6 of [30] . Moreover, for the AHT test, the relationship between the estimated approximate degrees of freedom and the sample cell covariance matrices is very complicated.
For the case of nonnormality and covariance heteroscedasticity assumptions, [21] addressed the problem adapting results presented by Brunner, Dette, and Munk (BDM) [5] and Vallejo and Ato (modified Brown-Forsythe, MBF) [20] in the context of univariate factorial and split-plot designs and a multivariate version of the linear model (MLM) to accommodate heterogeneous data. They compared these procedures with the Welch-James approximate degrees of freedom multivariate statistics based on ordinary least squares via Monte Carlo simulation. The numerical studies show that of the methods evaluated, only the modified versions of the BDM and MBF procedures were robust to violations of underlying assumptions.
In this article, we propose a parametric bootstrap (PB) test for heteroscedastic two-way MANOVA models under multivariate normality. We use standardized effects sum of squares and a natural test statistic obtained by replacing cell covariance matrices by the corresponding sample cell covariance matrices. The PB test admits several nice properties: (1) it can be simply conducted by a routine Monte Carlo algorithm; (2) it is shown to be invariant under permutation-transformations and affine-transformations; (3) The PB test is dependent of choices of the weights used to identify the parameters; and (4) it works well. Simulation results reported in Section 4 indicate that the PB test performs satisfactorily for various cell sizes and parameter configurations when the homogeneity assumption is seriously violated, and tends to outperform the LHT and AHT tests for moderate or larger samples in terms of power and controlling size.
The problem of comparing the mean vectors of k multivariate populations with unequal population covariance matrices is referred to as the heteroscedastic one-way MANOVA which is the most related topic to the heteroscedastic two-way MANOVA. When k = 2, this problem is often referred to as the multivariate Behrens-Fisher (BF) problem and it has been well addressed in the literature by various authors including [3, 6, 14, [16] [17] [18] 28, 29] , among others. When k > 2, the problem of testing equality of the mean vectors in the heteroscedastic one-way MANOVA is more complex, and some approximate solutions are available. These solutions were proposed by [7, 12, 13] , among others. Recently, a PB approach has been proposed by [15] . Our PB solution to the heteroscedastic two-way MANOVA is an essential extension of the solution to the heteroscedastic one-way MANOVA [15] . The main ideas of the proposed PB test are closely related to the work by [27] . In particular, the PB solution for the multivariate case is an extension of our solution to the univariate heteroscedastic twoway ANOVA. Several invariance properties of the PB solution were proved theoretically. This makes the approach a useful contribution for practical applications. Moreover, the robustness of the PB solution to nonnormal data was also investigated. Regarding the parametric bootstrap methodology that we have proposed here, note that the bootstrap can obviously be carried out both parametrically and nonparametrically [22, 23] . However, the problems addressed in this paper are in a strict parametric setting, namely the two-way MANOVA with the usual normality assumptions, and heterogeneous cell covariance matrices. Thus we have chosen to do the bootstrap parametrically. The methodologies for the PB tests are presented in Section 2. Proofs of the main results are given in Section 3. Simulation results and an example are presented in Sections 4 and 5 respectively. Finally, some concluding remarks are given in Section 6.
Methodologies

Two-way MANOVA models
Consider a two-way experiment model with factors A and B, with factor levels A 1 , . . . , A a and B 1 , . . . , B b , respectively, giving a total of ab factorial combinations or treatment cells. Suppose a r-variate random sample of size n ij is available from
. . , n ij represent these random vectors and y ijk represent their observed (sample) values. Assume that n ij > r so that positive definite sample covariance matrices can be computed for each cell of the design. Suppose that Y ijk satisfy the following model:
where µ ij : r × 1 and ij : r × r are the cell mean vector and cell covariance matrix of the random sample at the (i, j)th cell, e ijk is an experimental error vector term. All these ab cell samples are assumed to be independent of each other.
In two-way MANOVA, the cell mean vectors µ ij are usually decomposed into the form µ ij = µ 0 + α i + β j + γ ij , i = 1, 2, . . . , a; j = 1, 2, . . . , b, where µ 0 is the grand mean vector, α i is the effect vector of the ith level of A on each of the r variables in Y ijk , β j is the effect due to the jth level of the factor B, and γ ij represents the effect due to the interaction of the factor level A i and the factor level B j so that (2.1) can be further written as the following well-known two-way MANOVA model with unequal error covariance matrices:
In order to have µ 0 , α i , β j , and γ ij uniquely defined, we need to have additional constraints. Let u 1 , . . . , u a and v 1 , . . . , v b be nonnegative weights such that
The sample mean vector and the sample covariance matrix of the (i, j)th cell are denoted byȲ ij and S ij , respectively, 
T , the model (2.4) can be written as 
Hypotheses
The hypotheses of interest for this design are as follows.
(2.6) against their natural alternative hypotheses. The first two null hypotheses aim to test if the main effects of the two factors are statistically significant. The third and the fourth null hypothesis aim to test if the simple effects of levels of factors A and B are statistically significant, respectively while the last one aims to test if the interaction effect between the two factors is statistically significant.
Estimation of treatment effects
To construct the test statistic for H 0AB in (2.6), we denoteμ 0 ,α i andβ j are solutions of µ 0 , α i and β j that minimize the quadratic equatioñ
subject to the constraints given in Eq. (2.3).
T , it follows from Theorem 5.2.5 in [24] that 
Notice thatθ provided in (2.8) indeed depends on the choice of the weights in L. However, we can prove that the standardized interaction sum of squares in (2.9) is independent of the choice of the weights. We have the following results. 
is an idempotent matrix with rank T be the observed value ofȲ . Then, the test that rejects H 0AB in (2.6) whenever
is a size α test, where χ 2 m,α is the upper αth quantile of a chi-square distribution with df = m.
In general, the covariance matrices ij 's are unknown; in this case, a test statistic can be obtained by replacing ij in (2.10) by S ij , i = 1, . . . , a, j = 1, . . . , b, and is given bỹ
where
PB tests for the interaction effects
In the following, we propose a PB test based on (2.11). The parametric bootstrap involves sampling from the estimated models. That is, samples or sample statistics are generated from parametric models with the parameters replaced by their estimates. Recall that under H 0AB the vectorȲ has the mean X θ, where θ = (µ
T . As the test statistic in (2.11) is location invariant under the group of location transformations G = {Ȳ →Ȳ + X η, η ∈ R r(a+b+1) }, without loss of generality, we can take X θ = 0. Using these facts, the parametric bootstrap pivot variable can be developed as follows. For a given (ȳ 11 , . . . ,ȳ ab ; s 11 , . . . ,
Then the PB pivot variable based on the test statistic (2.11) is given bỹ
(2.12) Denote m as the number of bootstrap samples.
h=1 Q h is a Monte Carlo estimate of the p-value in (2.13).
Some desirable properties of the PB test
The PB test (2.13) has several desirable invariance properties. First of all, the PB test is permutation-invariant. That is, it is invariant under the following permutation transformation: (2.15) where both vectors are permuted simultaneously, in the same manner, and i 1 , . . . , i a and j 1 , . . . , j b are any permutations of 1, . . . , a and 1, . . . , b respectively. This property is desirable since the problem for testing the hypothesis H 0AB in (2.6) exhibits symmetry, which provides a natural restriction to impose on the statistical tests that are to be employed. (2.12 ) and the observed test statistics I (2.14) are permutation-invariant.
Theorem 2. The PB test (2.13) is permutation-invariant in the sense that both the PB pivot variableS IB
Secondly, the PB test is also affine-invariant. That is, it is invariant under the following affine-transformation:
where D is any nonsingular matrix and ξ is any given vector. This property is desirable since in practice, the cell responses Y ijk (2.1) are often recentered or rescaled before an inference is conducted. The recentering and rescaling transformations are special cases of (2.16). 
T in the simulation study.
Tests for the simple effects and the main effects
We now investigate some tests for the main effects and the simple effects. For the two-way MANOVA model, the hypotheses H 0A and H 0B in (2.6) aim to test if the main effects of the two factors are statistically significant. When the interaction between factors A and B is present, the main effect α i cannot reflect the effect of A i because it depends on which level of factor B it is in. In the case of r = 1, a popular solution to the problem [2, Chapter 7] ; [19, Chapter 7] is not quite a test for α i = 0 in the presence of interactions, but rather to test the null hypothesis H 0A|B subject to the constraint on β in (2.3). Similarly, in the case of the presence of interactions, we also want to test the null hypothesis H 0B|A subject to the constraint on α in (2.3). We only represent the tests for H 0A|B and H 0A in (2.6), testing procedures for H 0B|A , and H 0B can be derived similarly.
Just as we did earlier, for a given (ȳ 11 , . . . ,ȳ ab ; s 11 , . . . ,
Then the PB pivot variable based on the test statistic (2.17) is given bỹ 
A similar derivation of the corresponding PB test is omitted. Notice that the PB tests provided in this subsection has the same invariance properties as in the above subsection.
The proofs of theorems
Proof of Theorem 1. When H 0AB is true, the model (2.5) can be written as the following reduced model:
Premultiplying −1/2 in model (3.1), we have the following transformed model:
∼ N abr (0, I ) . 
where R(M ) denotes the subspace spanned by the column of matrix M . Denote
, and 
where g i = (g i1 , . . . , g ir ) T and h j = (h j1 , . . . , h jr ) T are r × 1 vectors, respectively, i = 1, 2, . . . , ab, j = 1, 2. Then (3.5) may be rewritten as
and hence
This means that
On the other hand,
The second equation of (3.8) may be derived easily from Theorem 2.2.1 in [24] . It follows from (3.8) that
Combining (3.7) with (3.9), we obtain that Lθ = 0 is a side condition on the matrix
Thus, we obtain that
T −1/2 is invariant with respect to the choice of the involved generalized (X T −1 X ) − , which leads to
(3.10)
Then we havẽ T , from the reduced model (3.1) we have the following affine-transformed reduced model:
where 
Proof of Theorem 4.
Using the same proof as that of Theorem 1, it follows that Lθ = 0 is a side condition on the matrix
and
where a.e. denotes 'almost everywhere'. Thus it follows from the similar proof of Theorem 1 that
(3.16)
Then we obtain from (3.16) that the test statistic (2.11)
as desired. Theorem 4 is proved.
Numerical results
It is well known that for homogeneous data, the WLR, LHT, and BNP tests are asymptotically equivalent [1] and they perform similarly for finite samples with the LHT test outperforming the other two in many situations. Moreover, in the real data analysis, the p-value of the LHT test can be obtained via using the F -approximation method which is widely adopted in popular statistical software such as SAS, S-plus, and SPSS. Based on some simulation studies, [30] showed that the AHT test tends to outperform the LHT test in terms of empirical size and power. On the other hand, following [30, 31] provided some further development to approximate the distribution of a quadratic form of a random matrix by that of a single Wishart random matrix via matching the first moments and total variations. [31] showed that the tests based this new technique exhibits similar properties as in [30] . Therefore, in this section, we want to compare the PB test with the LHT and AHT tests via comparing their empirical sizes (Type I error rates) and powers for two-way MANOVA models via simulations. For space saving, here we just report the simulation results for interaction effect tests. Similar conclusions can be drawn from the simulation results for the simple effects and the main effect tests.
Let the two factors be A and B with a and b levels, respectively. Let n = [n 11 , n 12 , . . . , n ab ] denote the vector of cell sizes. For given n and covariance matrices ij , i = 1, 2, . . . , a; j = 1, 2, . . . , b, we first generate ab multivariate samples as
where the cell mean vectors µ ij = µ 11 + ijδh/(ab) with µ 11 being the first cell mean vector, h a constant unit vector specifying the direction of the cell mean differences, and δ a tuning parameter controlling the amount of the cell mean differences.
We independently generate the r entries of the error terms e ijk using two schemes: (1) from the N(0, 1) distribution and (2) from the t 4 / √ 2 distribution, so that we always have E(e ijk ) = 0 and Cov(e ijk ) = I r , where t 4 denotes a central t distribution with degrees of freedom 4. This means that (4.1) will generate the (ij)th multivariate normal or nonnormal sample y ijk , k = 1, 2, . . . , n ij with the given mean vector µ ij and covariance matrix ij . Without loss of generality, we specify µ 11 as 0 and h as h 0 /∥h 0 ∥ where h 0 = [1, 2, . . . , r]
T for any given dimension r and ∥h 0 ∥ denotes the usual L 2 -norm of h 0 . To estimate the sizes and powers of the LHT and AHT tests, we used simulation consisting of 10,000 runs, and recorded corresponding p-values. Notice that two nested 'do loops' are required to estimate the sizes and powers of the PB test, we used 2500 runs for outer 'do loops' (for generating the data) and 5000 runs for inner 'do loops' for estimating the bootstrap p-values. The empirical sizes (when δ = 0) and powers (when δ > 0) of the three tests are the proportions of rejecting the null hypothesis, that is, when their p-values are less than the nominal significance level α. In all the simulations conducted, we used α = 5% for simplicity.
Notice that the PB test does not depend chosen weights. Here we report only the comparative studies for the equal-weight method to specify the weights of the LHT and AHT tests. The empirical sizes and powers of the three tests for interaction effect tests, together with the associated tuning parameters, are presented in Tables 1-3 , in the columns labeled with LHT, AHT and PB under ''δ = 0'' and ''δ > 0'', respectively. As seen from the three tables, three sets of the tuning parameters for the cell covariance matrices are examined, with the first set specifying the homogeneous cases; four sets of the cell sizes are specified in accordance with increasing sample size; and the two error schemes are considered. To measure the overall performance of a test in terms of maintaining the nominal size α, we use the average relative error defined in [30] as τ = M −1  M m=1 |α m − α|/α × 100 whereα m denotes the mth empirical size for m = 1, 2, . . . , M, α = 0.05, and M is the number of empirical sizes under consideration. The smaller τ value indicates the better overall performance of the associated test. Usually, when τ ≤ 10, the test performs very well; when 10 < τ ≤ 20, the test performs reasonably well; and when τ > 20, the test does not perform well since its empirical sizes are either too liberal or too conservative and hence may be unacceptable. Notice that for a good test, the larger the cell sizes, the smaller the τ values. The τ values of the three tests under the two error schemes are also presented in these three tables. Notice that for simplicity, in the specification of the covariance and size tuning parameters, we often use (u t ) to denote ''u repeats t times''. For simplicity and space saving, following [26, 30] , the cell sizes were specified as the same for the b levels of factor B but they may be different for the a levels of factor A. That is, for each i = 1, 2, . . . , a, we have n ij = n i1 , j = 1, 2, . . . , b. By studying the Table 1 Empirical sizes and powers of the two tests for interaction effects tests for bivariate two-way MANOVA (a = 2, b = 20, ( 11 , 12 , . . . Note: σ 1 = (1, 1), σ 2 = (1, 5), and σ 3 = (1, 10). n 1 = (7, 7) 20 , n 2 = (7, 10) 20 , n 3 = (10, 10) 20 , and n 4 = (30, 15) 20 .
MATLAB codes in the supplementary material of [30] , we found that the cell covariance matrices for actual simulations
, where a < b without loss of generality. Hence we revised the specification for the cell covariance matrices in [30] , and provide renewed simulation results. The computations were realized in the MATLAB 7.10 environment. Table 1 shows the empirical sizes and powers of the two tests for a bivariate case with a = 2 and b = 20. As pointed out in [30] , with b = 20, one may be able to check how the three tests behave when one of the factors has a large number of levels. Tables 2 and 3 show the empirical sizes and powers of the three tests for a three variate case with a = 3 and b = 10 and a 10-variate case with a = 3 and b = 5, respectively. These two tables allow us to compare the three tests for higher-dimensional normal and nonnormal data. First of all, let us compare the LHT and PB tests via examining their empirical sizes and powers under the two error schemes. Under the N(0, 1) error scheme, it is seen from the three tables that for the homogeneous cases, the LHT test generally outperforms the PB test in terms of maintaining the nominal size and power but the PB test performs reasonably well. It is not surprising since the LHT test correctly takes the homogeneity assumption into account while the PB test does not. However, for the heteroscedastic cases, the LHT test can no longer maintain the nominal size well. Its empirical sizes are too liberal. In particular, we see that the empirical size of LHT test can be as large as 0.259 in Table 1 , 0.159 in Table 2 , and 0.759 in Table 3 when the nominal size α = 0.05. However, the PB test still maintains the nominal sizes quite well, with the empirical sizes ranging from 0.030 to 0.050 in Table 1 , from 0.041 to 0.065 in Table 2 , and from 0.042 to 0.061 in Table 3 . Since the empirical sizes of the LHT and PB tests are very different, it does not make too much sense to compare their powers for the heteroscedastic cases. That is why we replaced the power values of the LHT test with ''-'' in these cases.
Under the t 4 / √ 2 error scheme, it is seen from the three tables that for the homogeneous cases, the LHT test again tends to outperform the PB test in terms of both size and power but the performance of the PB test improves with increasing cell size. This is reasonable since the PB test does not take the cell covariance matrices homogeneity and the data nonnormality into account. However, for the heteroscedastic cases, the AHT test generally outperforms the LHT test in terms of size. Again it is meaningless to compare the powers of the LHT and PB tests in these cases.
In the following, let us compare the AHT and PB tests via examining their empirical sizes and powers under the two error schemes. Under the N(0, 1) error scheme, it is seen from the three tables that for the homogeneous cases, the PB test tends to outperform the AHT test in terms of maintaining the nominal size and power although the AHT test performs reasonably well. For the heteroscedastic cases, we once again observe from Tables 2 and 3 that the PB test performs superior to the AHT test in terms of the nominal size, the associated τ values and powers. This is reasonable since the PB test performs more powerful for moderate or larger samples which can be used to obtain more accurate approximation to the underlying distribution. For bivariate heteroscedastic cases from Table 1 , even though the PB test seems to be conservative for small samples (n 1 and n 2 ), it slightly outperforms the AHT test in terms of maintaining the power for moderate samples (n 3 and n 4 ). Table 2 Empirical sizes and powers of the two tests for interaction effects tests for 3-variate two-way MANOVA (a = 3, b = 10, ( 11 , 12 , . . . , ab ) = Under the t 4 / √ 2 error scheme, it is seen from Tables 1 and 2 that AHT test generally outperforms the PB test in terms of maintaining the nominal size and power but the performance of the PB test improves with increasing cell size. Moreover, in terms of size, the PB test generally outperforms the AHT test for all the cases under consideration as shown by their empirical sizes and the associated τ values presented in Table 3 . Meanwhile, the PB test and AHT test have similar powers in most cases from Table 3 .
We conclude this simulation section via summarizing all the simulation studies conducted. The overall conclusion is that the PB test is a flexible procedure that performs satisfactorily, regardless of the cell sizes, values of the cell covariance matrices, and the number of effects being compared. In terms of size, The AHT test generally outperforms the LHT test as shown by the average relative error (τ ) values listed in the three tables under the two error schemes. In terms of power, the PB test tends to outperform the AHT test for most heteroscedastic cases under consideration. Thus, one may recommend to use the PB test as a good alternative in practical applications because of its simplicity and accuracy.
An illustrative example
In this section, we shall illustrate the proposed tests using a real data example. The data set was collected from a smoking cessation trial conducted by Dr. Kari J. Harris in her Greek Health Project (NIH R01 CA107191). The objective was to assess the efficacy of a motivational interviewing versus an attention matched control on smoking quit rate. The subjects for the research are students from 20 individual fraternity or sorority chapters (Greek houses) of the University of MissouriColombia and with two levels (low and high) of depression. The researchers believed that the level of depression of each subject is highly associated with the nicotine dependence of the subject. Moreover, they also thought that it was necessary to know whether nicotine dependence of the subjects depended on the chapter they came from, in order to avoid unintentional selection bias. The nicotine dependence of the subjects was measured by three well-known scales, namely, the Fagerström Test for Nicotine Dependence [11] , the Hooked on Nicotine Checklist [25] , and the Minnesota Tobacco Withdrawal Scale [10] . The resulting data may be referred to as the smoking cessation data [30] . For the detailed description about the background of the smoking cessation trial and the interpretation of the variables, the reader is referred to the work of [8, 30] .
By studying the smoking cessation data in the supplementary material of [30] , we found that a few of cell sample covariance matrices are singular caused by the first dependent variable. Hence, for illustration and comparison, we selected the later two dependent variables, namely, HOOKNCTN and WDRSYPTM [8] . Table 4 shows the test results of applications of the LHT, AHT, and PB tests to the smoking cessation data for checking the significance of the main and interaction effects of the two factors ''Chapter'' and ''Depression''. Both the equal-weight and the size-adapted-weight methods, as described Table 3 Empirical sizes and powers of the two tests for interaction effects tests for 10-variate two-way MANOVA (a = 3, b = 5, ( 11 , 12 , . . . , ab ) = in [30] , were considered. Note that the F -values, p-values, and the associated degrees of freedom of the LHT and AHT tests were computed using the F -approximation method widely adopted in SAS and SPSS and the F -values, p-values, and the associated degrees of freedom of the AHT test were computed using (25) in [30] . The p-values of the PB test were computed using the parametric bootstrap method proposed in the present article. We first examine the test results of the three tests under the equal-weight method. It is seen that all the three tests suggest that the main effect of ''Depression'' is significant. However, the p-values of the AHT and PB tests suggest that the main effect of ''Chapter'' and the interaction effect between ''Chapter'' and ''Depression'' are not significant. This conclusion is opposite to the one made by the LHT test. The LHT suggests that the main effect of ''Chapter'' is significant at 5% and the interaction effect between ''Chapter'' and ''Depression'' is significant at 10%. Application of Box's M test [4] to the smoking cessation data suggests that the cell covariance matrices for the two-way MANOVA model are significantly different. In this case, the conclusion made by the AHT and PB tests is more credible than the one made by the LHT test since both the AHT and PB tests take the data heteroscedasticity into account. The test results of the PB and AHT tests for the main and interaction effects of ''Chapter'' and ''Depression'' are consistent under both the weight methods. However, it is not the case for the LHT test. Actually, for the main effect of ''Chapter'', the conclusion made by the LHT test under the equal-weight method is opposite to the one under the size-adapted-weight method, showing some impact of the cell covariance matrices heteroscedasticity on the LHT test.
Discussion and further remarks
The available classical tests, such as the popular LHT test, for the two-way MANOVA model with heteroscedastic cell covariance matrices have serious Type I error problems that have been overlooked; this has been pointed out by [30] . To address this serious problem, [30] proposed the AHT test. In this article, alternatively, we proposed and studied the PB test. We showed that the PB test is invariant under permutation-transformations, affine-transformations, and different choices of weights used to define the parameters uniquely. We demonstrated via intensive simulations that the PB test generally performs well and slightly outperforms the LHT and AHT tests in terms of size and power for most cell sizes and parameter configurations.
From the simulation studies conducted in Section 4, we noticed that the PB test generally performs worse under the t 4 / √ 2 error scheme than it does under the N(0, 1) error scheme. It is reasonable since the PB test does not take the data nonnormality into account. Regarding the parametric bootstrap methodology that we have proposed here, note that the bootstrap can obviously be carried out both parametrically and nonparametrically. However, the problems addressed in the present paper are in a strict parametric setting, namely the two-way MANOVA model with the usual normality assumptions, and heterogeneous cell covariance matrices. Thus we have chosen to do the bootstrap parametrically. If the model assumptions are approximately correct, research on how to propose more robust parametric bootstrap results and the nonparametric bootstrap are interesting and worth to be evaluated.
