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a b s t r a c t 
Data assimilation (DA) has proven to be a useful technique in real-time hydrological modeling and forecasting. 
Jointly assimilating both surface water and groundwater data has promising application value for hydrological 
simulations in areas where surface water and groundwater are closely linked; however, such studies have not been 
intensively reported. In addition, the role of the quality of precipitation forecast has not been fully addressed in 
real-time forecasting using a coupled surface water - groundwater model, where the model evaluation includes 
both deterministic and probabilistic forecasts. In the present study, we use the MIKE SHE hydrological model code 
in conjunction with the Ensemble Transform Kalman Filter DA technique. The study area is a small urbanized 
catchment in Denmark. The model is run in simulated real-time using historical numerical weather prediction 
forecasts. The results show that DA can signiﬁcantly reduce model bias and thereby improve model performance 
for both surface water and groundwater simulations. Comparing the impact of DA and rainfall forecast quality, 
it is found that, for streamﬂow forecasts, the most important factor is the quality of the rainfall data; whereas for 
groundwater head forecasts, the initial state at time of forecast is more important. We also ﬁnd that inclusion of 
rainfall forecast uncertainty may be important for simulating a single event, however, it is not vital if long-term 
average model performance is of interest. 
1
 
i  
2  
u  
c  
U  
c  
r  
e  
r  
s  
f
1
 
t  
e  
t  
e  
d  
a  
2
g  
o  
a  
Z  
ﬂ  
p  
h
R
A
0. Introduction 
It is commonly acknowledged that climate change is already ongo-
ng and will most likely intensify in the foreseeable future ( Hisdal et al.,
001; Zolina et al., 2010 ). Therefore, climate adaptation strategies in
rban planning have nowadays been used more frequently in European
ities in order to reduce the risk of ﬂooding ( Hallegatte et al., 2011;
ittenbroek et al., 2013 ). One approach to cope with the increased pre-
ipitation under the future climate conditions is to use real-time water
esources management systems, including real-time hydrological mod-
ls ( Addor et al., 2011; He et al., 2016; Lu et al., 2008 ). Operation of a
eal-time system requires higher accuracy from the hydrological models,
ince the results of the real-time forecasts are used almost immediately
or decision making once they are issued. ∗ Corresponding author at: Department of Water Resources, China Institute of W
00038 Beijing, China. 
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309-1708/© 2019 The Authors. Published by Elsevier Ltd. This is an open access arData Assimilation (DA) has proven to be a useful technique in real-
ime hydrological modeling and forecasting ( Abaza et al., 2014; Vrugt
t al., 2006 ). DA is the process where observations are incorporated into
he state updating of a numerical model, therefore in hydrological mod-
ling, it can help reduce the bias of the model and lead to improved pre-
ictive capabilities. So far, most of the modeling studies focused only on
 part of the hydrological cycle, e.g. groundwater ﬂow ( Franssen et al.,
011 ), land surface processes ( Albergel et al., 2008 ), and rainfall-runoﬀ
eneration ( Moradkhani et al., 2005a ). Studies that assimilate more than
ne hydrological variable, i.e. multivariate assimilation is already avail-
ble but not yet a common practice ( Kurtz et al., 2014; Lee et al., 2011;
hang et al., 2016 ). Jointly considering surface water and groundwater
ow in a real case study is even rarer, however important since in many
arts of the world, surface water and groundwater are closely linkedater Resources and Hydropower Research, A1 Fuxing Road, Haidian District, 
 March 2019 
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t  here groundwater is responsible for a large part of the stream ﬂow
 Botto et al., 2018; Camporese et al., 2010; Pasetto et al., 2012 ). 
A number of algorithms have been applied for DA in hydrology,
mong which the most commonly used approach is the ensemble
alman ﬁlter (EnKF) and its variations ( Botto et al., 2018; Fertig et al.,
009; Hunt et al., 2007 ). EnKF is used instead of the ordinary Kalman
lter mainly due to the fact that it can deal with nonlinearities encoun-
ered in hydrological models, and its ability to drive system state to-
ards the observations even for small ensemble size ( Pasetto et al.,
012 ). In recent hydrological DA studies, the Ensemble Transform
alman ﬁlter (ETKF) has been applied ( Rasmussen et al., 2015; Ridler
t al., 2018 ), which is a deterministic formulation of the EnKF that does
ot require measurement perturbations. 
DA was ﬁrst applied by the hydrological community for ﬂood fore-
asting, where only two factors need to be considered: the estimated
ainfall and the runoﬀ generation process, early examples include
efsgaard et al. (1983) and Refsgaard (1997 ). With the development
f more integrated hydrological model codes, the quality of precipita-
ion estimation has always been the center of attention when analyzing
he quality of hydrological simulations ( Borga, 2002; He et al., 2011;
cMillan et al., 2012; Entekhabi et al., 1994 ). For terrestrial water cy-
le, precipitation is the driving force to other hydrological processes,
nd therefore the uncertainty of the precipitation product used in inte-
rated hydrological modeling can be propagated and inﬂuence the fore-
ast results. In real-time hydrological modeling with DA, uncertainty in
bserved state variables can be accounted for by using stochastic er-
or models ( Clark et al., 2008; Maggioni et al., 2012 ), and statistical
orecasting with an ensemble of hydrological simulations that considers
ainfall uncertainty is becoming more common. However, more research
s needed on the impact of rainfall forecast uncertainty on updating sur-
ace water and groundwater coupled models. 
Evaluation of modeled forecast is an important step in the hydrolog-
cal model development cycle, which ideally requires a large sample of
orecast-observation pairs ( Hamill et al., 2004; Schaake et al., 2007 ). Al-
hough performance metrics of deterministic simulations can be used for
nsemble forecast evaluation by applying them to the ensemble mean,
t is often suggested to add metrics for evaluating probabilistic forecast
roperties ( Laio and Tamea, 2007; De Lannoy et al., 2006 ). This way,
dditional forecast qualities such as reliability or probabilistic accuracy t
14 an be included simultaneously ( Murphy, 1993 ). Probabilistic criteria
rom the meteorological community have gained increasing popularity
n the hydrological community ( Bourgin et al., 2014; Jaun and Ahrens,
009; Roulin and Vannitsem, 2005; Thielen et al., 2008 ). However, no
onsensus has yet been reached among hydrologists exactly what kind
f statistical values should be chosen and whether the use of complex
etrics is useful in the decision-making stage of the forecasting process.
oreover, forecast evaluators are also faced with the limitations of using
 small sample size for the evaluation of extreme events such as ﬂoods.
The objectives of the present study are: ﬁrst, to evaluate the oper-
tional aspect of real-time hydrological DA framework when assimilat-
ng both streamﬂow and groundwater head measurements at the same
ime; second to investigate the impact of DA together with rainfall fore-
asts with respect to performance of streamﬂow and groundwater head
orecasts; and third, to compare diﬀerence of model performance using
imulations from continuous model runs and ﬂood events based on an
valuation metrics. 
. Methods 
.1. Silkeborg catchment and data 
The study area lies in a humid tempered climate area with westerly
inds from the North Atlantic facilitating an average precipitation of
round 900 mm/y (1960–90), average monthly temperatures between
5 °C (July) and -0.5 °C (February) and a potential evapotranspiration of
50 mm/y ( Allerup et al., 1998; Kidmose et al., 2013; Scharling, 2000 ).
he hydrological catchment, seen in Fig. 1 , covers an urbanized area of
he City of Silkeborg where a motorway was constructed during the pe-
iod 2013–2016. Both prior to the construction period and until now, hy-
raulic heads have continuously been measured with automated loggers
nd manually in boreholes with 1 m screens placed in an upper sandy-
ravelly aquifer. Stream discharge has been measured at discharge sta-
ions at the two creeks. A signiﬁcant part of the discharge in the two
reeks are generated from urban surface runoﬀ; discharge from more or
ess impermeable surfaces as roofs, areas around buildings and parking
ots. The nature of the routing of water from these impermeable surfaces
o the creeks are not well understood, which has a signiﬁcant impact on
he ability to simulate correct ﬂow in the model. Fig. 1. Location of the study area, the Silke- 
borg catchment, the rain gauge station that 
give the rainfall observations, the groundwater 
wells and the stream discharge stations where 
data are available and used for data assimila- 
tion. Of the two streams, one has 3 discharge 
stations, the other one has no observation in- 
stalled. 
X. He, D. Lucatero and M.-E. Ridler et al. Advances in Water Resources 127 (2019) 13–25 
Fig. 2. Illustration of the Ensemble Trans- 
formed Kalman Filter. 
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𝜷.2. Hydrological model 
The hydrological model was setup with the MIKE SHE code
 Abbott et al., 1986a, 1986b ; Graham and Butts, 2005 ) including simula-
ion of evapotranspiration, overland ﬂow, ﬂow through the unsaturated
one and groundwater ﬂow. Furthermore, the MIKE SHE was coupled
ith a MIKE 11 model simulating stream and channel ﬂow. Besides wa-
er exchange between groundwater and surface waters, the exchange
etween overland ﬂow and streams is also important because of the ur-
anized character of the catchment; overland ﬂow describes discharge
n the surface of the urbanized, impermeable surfaces as roads, parking
nd building areas. The model area is 11.7 km 2 , seen in Fig. 1 , and 30%
s impermeable. In order to have a relatively fast model preprocessing
nd running time, the model is setup in a 50 ×50 m horizontal grid size.
he geology of the area, with Quaternary clay and sand at the surface
nd Miocene clay, silt and sand at the lower parts, were aggregated into
 numerical layers with spatial distribution of hydraulic conductivity
K) representing the geology. The model inherits boundary conditions
n the lower of the 3 layers from a larger scale model covering the entire
udenaa river system ( Kidmose et al., 2013 , 2015 ). The model was cali-
rated against 35 hydraulic head time series and two discharge stations
sing the algorithm AUTOCAL ( Madsen, 2000 , 2003 ) evaluating model
erformance from October 2010 to December 2012. 
.3. Precipitation forecast 
The precipitation forecasts are issued by a numerical weather predic-
ion (NWP) model named HARMONIE ( Bengtsson et al., 2017 ), which
s an operational short-range weather forecast model. HARMONIE is a
oint venture by 10 European countries starting in 2011. In Denmark,
he model is operated by the Danish Meteorological Institute with the
urpose to replace the High Resolution Limited Area Model (HIRLAM),
hich was initiated in 1985. HARMONIE is able to make predictions of
mong other variables precipitation, temperature, and solar radiation
t various temporal and spatial scales. HARMONIE is a non-hydrostatic
odel with the potential of better predictions of convective and large-
cale precipitation compared to conventional NWP models like HIRLAM.
he precipitation product used in this study is a deterministic forecast
roduct projected on 500 m Cartesian grid, with lead time of 48 h and
pdate frequency every 6 h. 
.4. Data assimilation 
.4.1. Local ETKF and bias correction 
The MIKE SHE model is coupled with a generic DA library that
ncludes diﬀerent EnKF based algorithms ( Ridler et al., 2018 , 2014 ).15 ere the ETKF is applied. The probability density of the state, x , is
stimated by a ﬁnite number m of system states (ensemble) such that
 = [ x 1 , x 2 , …, x m ] where the members are forced with randomly gen-
rated system noise and propagated through the model. The forecast
rror covariance can be obtained from the sample covariance of the en-
emble members, 
 
𝑓 = ( 𝑚 − 1 ) −1 𝑨 𝑓 
(
𝑨 𝑓 
)𝑇 
(1) 
here T denotes the matrix transpose. Here A f is the matrix of ensemble
erturbations, or anomalies deﬁned as: 
 
𝑓 = 
[
𝒙 𝑓 ( 1 ) − 𝒙 𝑏 , 𝒙 𝑓 ( 2 ) − 𝒙 𝑏 , … , 𝒙 𝑓 ( 𝑚 ) − 𝒙 𝑏 
]
(2) 
ith x b the ensemble mean: 
 
𝑏 = 1 
𝑚 
∑𝑚 
𝑖 =1 
𝒙 𝑓 ( 𝑖 ) (3) 
With ETKF, a deterministic update of the ensemble anomalies is per-
ormed so that the analysis error covariance matches the theoretical
alue given by the Kalman ﬁlter and both the ensemble mean and en-
emble anomalies are updated explicitly based on the transform matrix
 with 
A a = A f T that must satisfy 
 = 𝑻 𝒔 𝑼 and 𝑻 𝒔 = 
[
𝑰 + 1 
𝒎 − 1 
(
𝑯 𝑨 𝒇 
)𝑻 
𝑹 −1 𝑯 𝑨 𝒇 
]−1∕2 
(4) 
here R is the observation error covariance, H the measurement opera-
or, and U an arbitrary orthonormal matrix UU T = I , where the solution
o T s is symmetric. Variable localization ( Zhang et al., 2016 ) was used
o that discharge measurements were only used to correct the river dis-
harge state and the head measurements the saturated zone. A schematic
llustration of the ETKF method used in the study is shown in Fig. 2 . The
ariables in the state matrix are: groundwater head, head bias, and dis-
harge. In the MIKE 1D hydrodynamic engine that we used in our study,
he model physics ensures the water height in the river crossings corre-
ponds to the discharge. Therefore, the water height gets recalculated
o match the updated discharge. 
A fundamental assumption in the Kalman ﬁlter is that the observa-
ions and the model are unbiased. However, in this study, a persistent
ydrological head bias is present and must be rectiﬁed. Bias correction
ollows the methodology by Ridler et al. (2018 ) with observation biases
stimated online by augmenting the state space vector such that 
 = 
[ 
𝒙 
𝜷
] 
(5) 
here 𝜷 is bias. Biases with respect to hydraulic head estimates are
ssumed to change gradually and are modeled by persistence, with 
𝒇 
𝒕 
= 𝜷𝒂 
𝒕 −1 , (6) 
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Table 1 
Perturbed parameters where SY is Speciﬁc Yield, HC is Horizontal Conductivity, VC is Vertical Conductivity. 
Parameter Name Unit Mean value Sampling Comment 
Saturated Zone 
∗ TS (SY) – 0.3125 Std. dev. = 0.05 Normal 
TS (HC) m/s 1.042 ×10 − 3 1 ×10 − 6 to 0.01 LogNormal 
TS (VC) m/s Tied value 1/10 of TS (HC) 
∗∗ PS1 (HC) m/s 4.030 ×10 − 5 1 ×10 − 6 to 0.01 LogNormal 
PS1 (VC) m/s Tied value 1/10 of PS1 (HC) 
PS2 (HC) m/s 4.030 ×10 − 5 1 ×10 − 6 to 0.01 LogNormal 
PS2 (VC) m/s Tied value 1/10 of PS2 (HC) 
∗∗∗ PRVP (HC) m/s Tied value equal to TS (HC) 
PRVP (VC) m/s Tied value 1/10 of TS (HC) 
PRVP (SY) – Tied value equal to TS (HC) 
Drainage Time Constant 1/s 5.370 ×10 − 8 5.37 ×10 − 9 to 5.37 ×10 − 6 LogNormal 
Overland Flow 
Detention Storage mm 1.071 Std. dev. = 0.1 Normal 
Manning number m 1/3 /s 1.167 Std. dev. = 0.15 Normal 
Vegetation 
Leaf Area Index (LAI) – Relative Normal 
Root Depth m Relative Normal 
River 
Leakage Coeﬃcient 1/s 1.000 ×10 − 8 1 ×10 − 9 to 1 ×10 − 6 LogNormal 
∗ TS: terrace sand. 
∗∗ PS: pre-quaternary sand. 
∗∗∗ PRVP: terrace sand where test pumping has been performed. 
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there 𝛃𝑎 
𝑡 −1 is the updated bias vector from the previous time and 𝛃
𝑓 
𝑡 
is
he forecast bias vector at the current analysis time. At the beginning of
he data assimilation procedure ( t = 0 ), an initial bias 𝜷0 is estimated for
ach observation location based on a priori knowledge of observational
ias. For each ensemble member, the bias uncertainty is modeled by
erturbing 𝜷0 with Gaussian noise. The observation operator is modiﬁed
uch that the observation bias is added to the forecasted observations.
or a detailed description of the algorithm, see Ridler et al. (2018 ). 
.4.2. Model uncertainty 
An ensemble of model realizations was generated to reﬂect the
ncertainty in the catchment model. For optimal DA performance,
oth meteorological forcing and model parameters were perturbed
 Zhang et al., 2015 ). Parameters were perturbed based on information
bout parameter uncertainty from a previous parameter optimization
erformed on this catchment and documented in Kidmose et al. (2015 ).
etails of the parameter perturbations are shown in Table 1 . 
Daily ET was perturbed using a Gaussian error model at every time
tep with a relative standard deviation of 0.3. Hourly precipitation was
erturbed using a ﬁrst-order autoregressive AR(1) model according to 
𝑡 = 𝜑 𝛿𝑡 −1 + 𝜖𝑡 , (7)
ith 𝛿 being the perturbation value at time t and t-1 , 𝜙 is the AR(1)
odel parameter with a 24 h decorrelation time, and 𝜀 is white noise
ith zero mean and relative standard deviation of 0.2. Precipitation
as perturbed by Perturbed precipitation t = Precipitation value t × ( 𝛿t + 1),
ith perturbations bounded by 0.5 and 1.5 to avoid extreme values. 
Based on recommendations from a previous study examining the ef-
cacy of DA with respect to various uncertainty sources in MIKE SHE,
oth parameters and model forcing were perturbed. ETKF is the DA al-
orithm used by this study. It is a deterministic ﬁlter, and used in previ-
us hydrological studies with MIKE SHE ( Zhang et al., 2016; Rasmussen
t al., 2015; Ridler et al., 2018 ). Equations are given in the aforemen-
ioned literatures which show how observation bias is included in the
lter’s state vector and estimated. In our present study, only observa-
ion bias is updated during DA. Model parameters are perturbed in the
A so each ensemble member has a diﬀerent and ﬁxed parameter set.
his will account for some of the structural uncertainty in the system.
hen the models are run, the rainfall is perturbed for the entire time16 eriod. (spin-up, and DA and forecast for the stochastic forecasts) using
he AR(1) model. 
.5. Performance metrics 
.5.1. Bias 
Bias is measured as the mean diﬀerence between the ensemble mean
nd observations for a total of N forecast-observation pairs. It is com-
uted as follows: 
𝑖𝑎𝑠 = 1 
𝑁 
𝑁 ∑
𝑗=1 
(
𝑓 𝑗 − 𝑦 𝑗 
)
(8)
here 𝑓 𝑗 is the ensemble mean for forecast j, and y j is the verifying
bservation for forecast j . 
.5.2. Root mean squared error (RMSE) 
The RMSE is the square root of the averaged squared distance be-
ween the ensemble mean and the verifying observation. It is computed
s follows: 
𝑀𝑆𝐸 = 
√ √ √ √ √ 1 
𝑁 
𝑁 ∑
𝑗=1 
(
𝑓 𝑗 − 𝑦 𝑗 
)2 
(9)
here N , 𝑓 𝑗 and y j are the same as in Eq. (8) . 
.5.3. Continuous rank probability score (CRPS) 
The Continuous Rank Probability Score is a measure of accuracy for
robabilistic forecasts that quantiﬁes the diﬀerence between the pre-
icted and the observed cumulative distributions. For a forecast of ﬁ-
ite equiprobable members ( Hersbach, 2000 ), the CRPS for forecast-
bservation pair m is computed as follows: 
𝑅𝑃 𝑆 𝑛 = 
𝑚 ∑
𝑖 =0 
[
𝛼𝑖 𝑝 𝑖 
2 + 𝛽𝑖 
(
1 − 𝑝 𝑖 
)2 ]
(10)
here m represents the ensemble size, p i represents the empirical cumu-
ative distribution value of ensemble member i , 𝑝 𝑖 = 
𝑖 
𝑚 
for f ( i ) < f < f ( i + 1) .
 ( i ) denotes the sorted ensemble member i (in increasing order). Further-
ore, 𝛼i and 𝛽 i take the values in Table 2 , depending on the location of
he verifying observation y with respect to the ensemble range. i 
X. He, D. Lucatero and M.-E. Ridler et al. Advances in Water Resources 127 (2019) 13–25 
Table 2 
(A) 𝛼i , 𝛽 i for the case where verifying observation y i is within 
the ensemble range for forecast-observation pair j. (B) 𝛼i , 𝛽 i for 
the case where verifying observation y i lies outside the ensemble 
range for forecast observation pair j . 
(A) 
0 < i < m 𝛼i 𝛽 i 
y j > f ( i + 1) f ( i + 1) − f ( i ) 0 
f ( i + 1) > y j > f ( i ) y j − f ( i ) f ( i + 1) − y j 
y j < f ( i + 1) 0 f ( i + 1) − f ( i ) 
(B) 
Outlier 𝛼i 𝛽 i 
y j < f (1) 0 f (1) − y j 
f ( m ) < y j y j − f ( m ) 0 
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Table 3 
Design of model scenarios. Simulations A–E each repre- 
sents the model runs using observed and forecasted pre- 
cipitation data, with and without data assimilation (DA) 
enabled, and with no perturbation of rainfall. 
Precipitation data DA 
SIM A Observed No 
SIM B Observed Yes 
SIM C Forecast No 
SIM D Forecast Yes 
SIM E Forecast (with no perturbation of rainfall) Yes 
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s  Note that observed values that lie outside the ensemble range con-
ribute heavier to the CRPS than values within the ensemble range. The
core is also sensitive to the ensemble range. Also, the score units are
he same as the variable units, in this case m 3 /s for discharge. The CRPS
or a set of N paired forecasts and verifying observations is: 
𝑅𝑃 𝑆 = 1 
𝑁 
𝑁 ∑
𝑗=1 
𝐶𝑅𝑃 𝑆 𝑗 (11) 
For a deterministic forecast (i.e., ensemble mean), the CRPS reduces
o the mean absolute error (MAE). 
.5.4. Rank histogram (RH) 
Rank Histograms (also called Talagrand diagrams) represent the fre-
uency of the location of the verifying observation within the ensemble
ange ( Hamill, 2001 ). Rank histograms are used to check for statistical
onsistency between the ensemble predictive distribution and the obser-
ations. In other words, for a forecasting system to be consistent (or reli-
ble), the observed values must be a random sample from the ensemble
istribution. When a forecasting system has this quality, the rank his-
ogram is ﬂat. Deviations from ﬂatness tell us about diﬀerent biases on
he mean and dispersion of the ensemble. For example, a U-shaped rank
istogram points to problems with biases of the spread (dispersion) of
he ensembles, i.e., the system is overconﬁdent. This is a common prob-
em for ensemble forecasts, due to the fact that uncertainty is not fully
ccounted for Hamill (2001 ). 
.6. Experimental setup 
The ETKF is applied using 30 ensemble members. Uncertainty is
dded to both input forcing and model parameters as described above.
tream discharge data from 3 gauging stations and hydraulic head data
rom 13 stations (locations shown in Fig. 1 ) are the two variables as-
imilated simultaneously. The assimilation frequency for groundwater
ead is 1 update/week and for stream discharge is every hour. 
The MIKE SHE model was run in simulated real-time forecasting
ode starting from 1 November 2015 and ﬁnishing on 31 July 2016,
 total of 9 months. Before the start time, a 7.5-year warm-up period
as simulated with the hydrological model without DA, and then subse-
uently a 3-month warm-up period with ensemble simulation for prop-
gation of uncertainty. At the beginning of the forecast period, the pre-
ipitation product from the HARMONIE numerical weather prediction
odel is taken as the climate forcing which has a 48 h lead time. This
rocess is repeated every 6 h at 00:00, 06:00, 12:00 and 18:00, accord-
ng to each time when a weather forecast is issued. 
In hindcast simulations, we run the models as they were in opera-
ional forecast mode. The real-time climate forcings are obtained every
 h, therefore, observed stream discharge and groundwater head data
eing collected during the period of this 6 h are assimilated as they ar-
ive. For the simulated real-time runs, the simulations have only been
nﬂuenced by DA up to the time of forecast. 17 Five scenarios (SIM A-E) are developed to investigate the impact of
A and precipitation forcing, respectively ( Table 3 ). Two scenarios are
stablished using observed precipitation data as an indication of the
perfect" rainfall forecast in contrast to the three scenarios using NWP
enerated data which can be considered as "imperfect" rainfall forecast.
he observed rainfall data are obtained from the rain gauges in and
round the study area, which can be seen in Fig. 1 . Moreover, Scenario
IM E is made with unperturbed rainfall data, in order to demonstrate
he impact of perturbation (uncertainty) of rainfall data in DA. 
. Results 
.1. Hindcast simulations 
Discharge station 21,127 on Soholt Beck was chosen since it gave the
ost trusted measurements based on our past experience. Two events
ere selected during the 9 months of simulation time: 22–30 December
015, and 4–10 April 2016. As seen in Fig. 3 , the model without DA
deterministic run) is not able to capture the peak ﬂow and the reces-
ion ﬂow with high accuracy, and the peaks are usually underestimated
nd the recession curves overestimated. This is related to the model’s
oor ability to simulate the likewise poorly understood surface runoﬀ
rocesses of the two creeks. For both cases, the simulated ensemble with
A is able to successfully encapsulate almost all the observation points,
xcept for few ﬂashy high peaks, and the ensemble mean is a good proxy
f the ﬂow if only one result is needed. 
Groundwater observation wells (st. 3278 and st. 3398) were chosen
ince model simulation at st. 3278 gave better performance than the
est of the wells during the calibration period, and st. 3398 was among
ne of the average performing wells during the calibration period. Sim-
lated groundwater head for both observation wells are presented for
he entire 9 months simulation period, since, unlike stream discharge,
roundwater head is diﬃcult to separate into events. As seen in Fig. 4 ,
he same tendency is seen in groundwater as in surface water that the
odel with DA clearly outperforms the model without DA by visual in-
pection. Similarly, the ensemble mean is able to reproduce well the
bserved groundwater head in terms of seasonal variations and peaks.
he modelled groundwater heads with DA, measured by the ensemble
ean, are about 0.5–1 m smaller than those obtained without DA. 
Nash-Sutcliﬀe eﬃciency (NSE) for stream discharge simulations and
oot mean squared error (RMSE) for groundwater head simulations are
alculated ( Table 4 ). It is seen that DA is able to improve model results,
ringing the NSE close to 1 and RMSE near zero. Hence, it is demon-
trated that the coupled surface water - groundwater model employing
 DA scheme with ETKF and bias adjustment is very eﬀective. 
.2. Simulated real-time hydrological forecast 
Simulations of ﬁve model scenarios are presented for two cases, fore-
ast on 26 December 2015 at 00:00, and on 6 April 2016 at 18:00, each
ith lead time of 48 h. These two cases are selected because they repre-
ent typical rainfall events in Denmark. Figs. 5 and 6 show simulations of
tream discharge (21,127) and groundwater head (3278), respectively,
X. He, D. Lucatero and M.-E. Ridler et al. Advances in Water Resources 127 (2019) 13–25 
Fig. 3. Simulated stream discharge from the 
forward model run. (a) 22 December 2015 to 
30 December 2015, and (b) 4 April 2016 to 10 
April 2016. 
Table 4 
Summary of model performances for the hindcast simulations. 
Nash-Sutcliﬀe Eﬃciency (NSE) calculated at st. 21,127 is se- 
lected to evaluate the steam discharge simulation, and Root 
Mean Squared Error (RMSE) at well 3378 and 3398 are selected 
to evaluate the groundwater head simulation. 
St. No DA With DA 
NSE 21,127 0.705 0.950 
RMSE [m] 3278 0.343 0.044 
3398 0.692 0.023 
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F  ased on the 5 scenarios (SIM A-E) listed in Table 3 . It is seen that for
tream discharge, SIM A and B with observed rainfall have similar dy-
amics and are superior to models based on forecasted rainfall (SIM
-E). This is especially the case when simulating peaks, since the mod-
ls based on forecasted rainfall are not able to reproduce the peak ﬂow
o a satisfying extent. In the April 2016 case, the main peak ﬂow is com-
letely missed by the models based on forecasted rainfall. For ground-
ater simulation, there are only small diﬀerences between simulations
ased on observed and forecasted rainfall. The DA based models (SIM
, D, and E) outperform the model without DA (SIM A, C). 
It is suggested from our results that for surface water simulation, the
ost important factor is the quality of the forcing data, where perfect
ainfall (showcased by observed rainfall) with no DA has better perfor-
ance than models with DA but with imperfect rainfall (showcased by18 orecast rainfall); whereas for groundwater, the most important factor is
he initial groundwater head at time of forecast, since models with DA
ave better performance than models without DA. 
It is noticed that for stream discharge simulations, the models based
n forecasted rainfall (SIM C-E) have considerably smaller uncertainty
and than the models based on observed rainfall (SIM A, B). This is ex-
lained by the spread of the uncertainty band being directly related to
he rainfall intensity. As seen in Fig 7 , where the hourly observed and
imulated rainfall is plotted side by side, the observed rainfall has higher
ntensity in both cases. Especially, in the April 2016 case, the forecasted
ainfall did not perform, which resulted in ﬂow simulations failing to
epresent the observations. Furthermore, it is seen that the uncertainty
and of SIM E is considerably smaller than SIM D, although the same
A algorithm is applied. The only diﬀerence between SIM D and E is
hat in SIM E perturbation of rainfall is turned oﬀ in the forecast pe-
iod. This implies that inclusion of rainfall uncertainty in forecasting
tream discharge could be important. However, groundwater level fore-
asts ( Fig. 6 ) do not seem to be aﬀected by neither the rainfall intensity
or the rainfall uncertainty. 
The diﬀerence between Figs. 3,4 and Figs. 5,6 can be conceived so
hat, for the forward model runs, the observed stream discharge and
roundwater head are constantly assimilated when new data arrives;
hereas for the simulated real-time runs, the simulations have only been
nﬂuenced by DA up to the time of forecast, whereafter they return to
he simulation without DA, which explains why the DA based models in
igs. 5 and 6 performed less well than DA based model in Figs. 3 and 4 .
X. He, D. Lucatero and M.-E. Ridler et al. Advances in Water Resources 127 (2019) 13–25 
Fig. 4. Simulated groundwater head from the 
forward model run. (a) 22 December 2015 to 
30 December 2015 for station 3278, and (b) 4 
April 2016 to 10 April 2016 for station 3398. 
The vertical line indicates when forecasting 
mode starts. 
Table 5 
Aggregation (averaged along lead time) of model performance metrics. 
bias RMSE CRPS 
Stream discharge (m 3 /s) All data SIM A 0.000 0.025 0.012 
SIM B -0.001 0.025 0.009 
SIM C -0.001 0.038 0.016 
SIM D -0.002 0.038 0.012 
SIM E -0.002 0.037 0.013 
Events SIM A 0.014 0.049 0.033 
SIM B 0.012 0.059 0.025 
SIM C -0.005 0.081 0.043 
SIM D -0.011 0.085 0.032 
SIM E -0.010 0.083 0.035 
Groundwater Head (m) All data SIM A 0.324 0.337 0.324 
SIM B -0.005 0.035 0.022 
SIM C 0.322 0.335 0.322 
SIM D -0.005 0.034 0.022 
SIM E -0.005 0.034 0.022 
Events SIM A 0.325 0.342 0.325 
SIM B -0.006 0.042 0.026 
SIM C 0.321 0.338 0.321 
SIM D -0.009 0.044 0.027 
SIM E -0.009 0.044 0.027 
3
 
c  
g  
f  
d  
f  
3  
a  
b  
t  
T  
(
 
a  
n  
b  
b  
o
 
E  
C  
a  
d
 
t  
f  
o  
S  .3. Skills of model prediction 
Table 5 summarizes the results of the model performance metrics
onsidering bias, RMSE and CRPS for stream discharge st. 21,127 and19 roundwater well 3278. The computation is done using the complete
orecast-observation pairs, which leads to a sample size of 888 for stream
ischarge and 605 for groundwater head, as well as the event-based
orecast-observation pairs, which include 70 for stream discharge and
7 for groundwater head. The complete dataset refers to samples that
re attained by the continuous generation of forecasts from 1 Novem-
er 2015 to 29 July 2016, whereas the event-based dataset represents
he forecasts for the ﬁve largest events during the simulation period.
he results were ﬁrst calculated at each lead time and then aggregated
averaged) for the 48-hour forecast period. 
For stream discharge forecasts, bias is very low for the model evalu-
tion using the complete dataset, which is most likely due to the domi-
ating small values when there is no rain. RMSE and CRPS are notably
etter for models based on observed rainfall (SIM A, B) than models
ased on forecasted rainfall (SIM C-E). Such diﬀerence is even more
bvious for the event-based dataset. 
For groundwater head forecasts, DA based models (SIM B, D, and
) show much better performance than deterministic models (SIM A,
). This tendency is found in all of the performance evaluation criteria,
nd is equally profound for calculations made with both the complete
ataset and the event-based dataset. 
When it comes to rainfall forecast uncertainty, i.e. SIM D compared
o SIM E, it is seen that the diﬀerence in performance measures is small
or both surface water and groundwater simulations, regardless the type
f dataset used. For stream discharge there is a slight increase in CRPS in
IM E without perturbation of the rainfall in the forecast period. These
X. He, D. Lucatero and M.-E. Ridler et al. Advances in Water Resources 127 (2019) 13–25 
Fig. 5. Simulated stream discharge forecast initiated at time 26 December 2015, 00:00 panels (a) and (b), and 6 April 2016,18:00 panels (c) and (d), with 48 h lead 
time. Panel (a) and (c) show forecasts for SIM A and B, whereas panels (b) and (d) show forecasts for SIM C-E. Explanation of simulation scenarios can be seen in 
Table 3 . 
Fig. 6. Simulated groundwater head forecast initiated at time 26 December 2015, 00:00 panels (a) and (b), and 6 April 2016,18:00 panels (c) and (d), with 48 h 
lead time. Panel (a) and (c) show forecasts for SIM A and B, whereas panels (b) and (d) show forecasts for SIM C-E. Explanation of simulation scenarios can be seen 
in Table 3 . 
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oesults indicate that the model forecast is not so sensitive to the rainfall
orcing uncertainty spread when averaged at longer time scale. 
Figs. 8 and 9 show rank histograms for the complete and event-based
orecast-observation dataset, respectively. The reliability of discharge
s aﬀected by the fact that too many observed values lie outside both
nds of the ensemble range, as the U-shape of the rank histogram sug-20 ests. However, more often, observations are being underestimated, as
 larger portion of ranks are situated on the higher end of their distri-
ution. This is also shown in the sign of the bias, which is negative for
ll ensemble forecast experiments (sim B, D, E, Table 5 ). The rank his-
ograms for groundwater suggest an overdispersion problem. Too many
bservations lie in the middle of the forecast range. 
X. He, D. Lucatero and M.-E. Ridler et al. Advances in Water Resources 127 (2019) 13–25 
Fig. 7. Observed and forecasted rainfall at time (a) 26 Decem- 
ber 2015, 00:00, and (b) 6 April 2016,18:00, with 48 h lead 
time. 
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s  . Discussion 
One notable feature in the modeling work presented in this study
s that we assimilate both surface water (stream discharge observa-
ions) and groundwater (groundwater head observations) data jointly.
lthough models that include the whole water cycle and simulate multi-
le hydrological compartments simultaneously are being used more and
ore, assimilating multiple sources of observed data has not become
 common practice in the hydrological community. Rasmussen et al.
2015 ) applied a joint DA framework for both surface water and ground-
ater employing the MIKE SHE code, and a synthetic case study was
resented to prove the concept. Later, Zhang et al. (2016 ) applied the
A framework developed by Ridler et al. (2014 ) where they investi-
ated further details of observation types, ensemble size and localiza-
ion schemes with applications to both a synthetic and a real case. Our
tudy takes a further step to apply and investigate the DA framework
or use in real-time forecasting. 
There are other cases that deal with joint data assimilation of two or
ore variables in hydrological research, e.g., Camporese et al. (2009 )
ested EnKF on a coupled surface - subsurface model where stream ﬂow
nd pressure head are jointly assimilated. Lee et al. (2011 ) used Sacra-
ento SAC in connection with a kinetic wave routing model to assim-
late stream ﬂow and soil moisture data based on the VAR technique.
urtz et al. (2014 ) employed EnKF for piezometric head and groundwa-
er temperature in an aquifer model in Zurich. It is generally recognized
rom the studies mentioned above that assimilating two variables jointly
rings complementary information to the system and therefore leads to
etter model predictions of both variables. However, some suggested
hat assimilating one variable alone does not necessarily improve the
ther variable, e.g. by assimilating stream discharge alone, it can even
orsen the prediction of pressure head ( Botto et al., 2018; Camporese
t al., 2009 ). This could be due to the resulting incorrect initial ground-21 ater state for the future time steps after the stream ﬂow data have
een assimilated at the current time step. Zhang et al. (2016 ) also found
hat assimilation of soil moisture in the unsaturated zone may have a
egative impact on groundwater heads and vice versa, and they imple-
ented a regularization procedure to solve this problem. The impact of
ssimilating both stream ﬂow and groundwater head has not been tested
n the present study. 
In our ensemble simulations, we chose to use 30 realizations in each
nsemble. Generally speaking, increasing the ensemble size may help
o increase model prediction accuracy to a certain degree ( Zhang et al.,
015; Xie and Zhang, 2010; Chen et al., 2013 ), however, there is a bal-
nce between computational cost and the appropriate ensemble size.
he ensemble size is chosen mainly due to computational limitations.
e had tested a larger ensemble size, which is 50, and noted only neg-
igible diﬀerence. As a result, an ensemble that consists of 30 mem-
ers is chosen. However, it needs to point out that the determination
f reasonable ensemble size is usually a case by case problem ( Xie and
hang, 2010 ). and it is quite delicate to balance the ensemble size and
he eﬃciency of the forecast analysis ( Mitchell et al., 2002 ). 
Data assimilation is known to be useful in hydrological model pa-
ameter estimation. In this regard, some refer to inverse problems, either
eterministic or stochastic, also as DA, since it is intrinsically a way to
ncorporate observed data into the model ( Liu and Gupta, 2007 ). In the
resent study, the hydrological models have been inversely calibrated by
sing a global search algorithm in AUTOCAL, and thereafter parameters
ave been ﬁxed to their calibrated values. We use the term DA strictly
or the numerical ﬁltering process where hydrological states are being
pdated each time when new observations are acquired. In principle, hy-
rological states and model parameters can be updated altogether, for
nstance, Moradkhani et al. (2005b ) introduced a dual state-parameter
stimation technique based on EnKF, which has been used in numerous
tudies e.g. Lu et al. (2013 ). Other comparable methods, such as state
X. He, D. Lucatero and M.-E. Ridler et al. Advances in Water Resources 127 (2019) 13–25 
Fig. 8. Rank histograms (RH) for stream discharge (ﬁrst row) and groundwater head (second row) simulations based on the complete dataset. RH are built with 
N = 42,624 and N = 29,040 forecast-observation pairs for discharge and head, respectively. 
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s  ugmentation approach by Xie and Zhang (2010 ) and Shi et al. (2014 )
lso showed promising results in reducing representative parameter un-
ertainty and increasing forecast accuracy. In such sense, the model pa-
ameters in the present study are not updated together with the states,
hich is a subject worth further investigating in our future research. 
Based on our previous research, observation bias and model bias nor-
ally arise for diﬀerent reasons, and thus it is important to distinguish
etween them and to treat them diﬀerently ( Ridler et al., 2018 ). For
n-situ measurements, biases primarily stem from instrument and scal-
ng errors. On the other hand, model structural error is usually caused
y insuﬃcient knowledge and/or incorrect conceptualization towards
he system being studied. In our present study, there is bound to be
ome model structural error, which is not accounted for. But since the
odel has been calibrated, on average the model structural error has
een propagated to model parameters, and this part of the uncertainty
s to a large extent accounted for by perturbing the parameter values. 
Synthetic studies were not performed in the Silkeborg catchment, as
revious DA studies in similar hydro-geological areas in Denmark have
een reported ( Zhang et al., 2016; Rasmussen et al., 2015; Ridler et al.,
018; Rasmussen et al., 2016 ). The assimilation results from this study
ere consistent with Ridler et al. (2018 ) as the bias-aware ﬁlter was very
esponsive, and was able to promptly estimating the bias within one or
wo update cycles. In contract, if parameters are included in the update,
he bias estimates may take months, even years to resolve, likely due to
he system’s increased degree of freedom ( Rasmussen et al., 2015 ). In
ur opinion, a responsive bias estimate is preferred, especially in cases
ith drifting or cyclical biases due to instrument failure or seasonal en-
ironmental trends. Ridler et al. (2018 ) also concluded that it is best
o include the entire unsaturated zone domain (all layers) in the state
ector. We did that in the present study as well, including all 3 unsat-
rated zone layers. Furthermore, there is a small residual bias in the22 esults, which indicates that bias calculated by the DA ﬁler, and bias
alculated by directly comparing simulated and observed values, have
mall diﬀerences. 
The impact of DA together with rainfall forecasts with respect to
erformance of streamﬂow and groundwater head forecasts is proba-
ly one of the aspects that fewer people have looked into previously.
n order to fulﬁll this objective, ﬁrst, we designed 5 model scenarios,
ach using observed rainfall (or "perfect" rainfall) with and without DA,
s wells as forecasted rainfall (or "imperfect" rainfall) with and without
A. Second, we plotted two events for both surface water and ground-
ater simulations in Figs. 5 and 6 , together with the rainfall amount
n Fig. 7 . This step was mainly for visual inspection. Third, we calcu-
ated the performance evaluation using a quite comprehensive metric
onsisting of bias, RMSE, CRPS, and rank histogram. This step was from
 quantitative perspective. However, we realized that this issue can be
urther investigated e.g. by comparing between diﬀerent types of rain-
all regimes, and diﬀerent methods for generating rainfall forecast, and
t will be a topic for our future research. 
In the present study, we use four veriﬁcation scores to evaluate the
uality of the hydrological forecast, namely Bias, RMSE, CRPS, and RH.
e believe this is a comprehensive way to carry out model evaluation
ince it not only showcases the performance of the ensemble mean, but
lso the accuracy of the probabilistic forecast as well as the statistical
onsistency. Although the selection of performance metrics was mainly
ased on studies of model accuracy from previous research ( Addor et al.,
011; Jaun and Ahrens, 2009; Roulin and Vannitsem, 2005; Bartholmes
t al., 2009; Thirel et al., 2008; Shrestha et al., 2013 ), several recent
tudies suggested that it is worth including scores that consider the
alue of the forecasts for the end users ( Ebert et al., 2013; Lopez et al.,
018 ). This could be a complementary addition to our subsequent re-
earch since increased model accuracy does not necessarily translate to
X. He, D. Lucatero and M.-E. Ridler et al. Advances in Water Resources 127 (2019) 13–25 
Fig. 9. Rank histograms (RH) for stream discharge (ﬁrst row) and groundwater head (second row) simulations based on selected hydrological events. RH are built 
with N = 3360 and N = 1776 forecast-observation pairs for discharge and head, respectively. 
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 ncreased value of the model for the end users ( Pappenberger et al.,
011; Roulin, 2007 ). 
. Conclusions 
Increasing the accuracy of hydrological modeling and forecasting has
lways been a diﬃcult task. One solution towards this problem is to im-
rove the understanding of the physical processes. However, the com-
ined eﬀect of model uncertainties from forcing data, model structures
nd parameters can never be eliminated entirely, therefore a residual
ncertainty will always exist. A complementary approach towards this
roblem is to use mathematical operations so that the model perfor-
ance can be optimized. In the present study, we take the second route
here the impact of data assimilation (DA) is demonstrated in a coupled
urface water - groundwater model. The results show that DA can sig-
iﬁcantly reduce model bias and therefore improve model performance
or both surface water and groundwater simulations. 
When a hydrological model is running in forecast mode, usually
he meteorological forcing is given, and therefore the impact of rain-
all forecast quality is not easily seen. In the present study, we have
he possibility of illustrating the impact of rainfall forecast from two as-
ects in conjunction with DA: First, comparing the impact of numerical
eather prediction models (imperfect forecast) on simulated hydrolog-
cal responses with the simulations based on observed rainfall (perfect
orecast); and second comparing the impact of rainfall forecast with and
ithout perturbation. The results in general show that for surface wa-
er, the most important factor is the quality of the forcing data, whereas
or groundwater beneﬁts brought by DA is more obvious. This is likely
ue to the diﬀerence in dynamics (time scales) in surface water and
roundwater. Simulating discharge peaks is much more dependent on
he precipitation input, whereas the initial condition is less important.23 roundwater head for the next 48 h, on the other hand, does not respond
ery much to rainfall in a particular day, but depends almost entirely
n initial conditions. In addition, we also ﬁnd that inclusion of rainfall
ncertainty perturbation may be important for hydrological forecast of
 single event, but for long-term continues model runs, the impact is in-
igniﬁcant. This could be explained by dividing the rainfall uncertainty
nto two sources: bias and variance. The perturbation is carried out only
o boost the rainfall variance. As a result, for the performance of a sin-
le event, both bias and variance can be signiﬁcant; whereas for the
ong-term eﬀect, the rainfall bias plays a more dominating role. 
We have compared the performance of model predictions using the
omplete dataset and a number of events, respectively. For both stream
ischarge and groundwater head simulations, similar conclusions are
btained for the two data sets when comparing performance measures
or the diﬀerent scenarios. 
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