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Abstract
We propose a goal-oriented mesh-adaptive algorithm for a finite element method stabilized via residual min-
imization on dual discontinuous-Galerkin norms. By solving a saddle-point problem, this residual minimization
delivers a stable continuous approximation to the solution on each mesh instance and a residual projection onto
a broken polynomial space, which is a robust error estimator to minimize the discrete energy norm via automatic
mesh refinement. In this work, we propose and analyze a goal-oriented adaptive algorithm for this stable resid-
ual minimization. We solve the primal and adjoint problems considering the same saddle-point formulation and
different right-hand sides. By solving a third stable problem, we obtain two efficient error estimates to guide goal-
oriented adaptivity. We illustrate the performance of this goal-oriented adaptive strategy on advection-diffusion-
reaction problems.
Keywords: goal-oriented adaptivity, stabilized finite elements, residual minimization, inf-sup stability,
discontinuous Galerkin
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1. Introduction
Adaptive mesh refinements minimize the computational cost of solving boundary value problems when us-
ing grid-based numerical methods. In this class of methods, one performs refinements to reduce the error in an
energy norm of the problem (see e.g., [8]). This energy-norm-driven mesh adaptivity reduces the computational
cost of the simulations significantly. Nevertheless, this adaptive strategy is often suboptimal since many engi-
neering problems seek only to approximate a quantity of interest (QoI), which may be only loosely related to the
energy norm. As a consequence, in the late 90’s, the goal-oriented adaptivity (GoA) methodology arose to tackle
this problem (see, e.g., [14, 30, 45, 61, 62, 66]). In GoA, we first construct an adjoint problem (see [61]). We then,
represent the error in the quantity of interest as an integral over the entire computational domain that depends
upon the solutions of both direct and adjoint problems. Finally, we use the direct and adjoint solutions to build
adequate a posteriori error estimators.
A crucial limitation of standard finite element methods is that they can suffer from instability on coarse meshes
(e.g., advection-dominated problems or first-order partial differential equations). Thus, adaptivity with standard
finite elements is not feasible in several scenarios since stability is critical for a posteriori error estimation. Several
alternative Galerkin methods exist that are stable on coarse meshes (see, e.g., [41, 43, 50] and references therein).
∗Corresponding author
Email address: srojash@gmail.com (Sergio Rojas)
Preprint submitted to Journal of LATEX Templates March 14, 2021
In [22], the authors present an adaptive-stabilized finite element method (FEM), which combines the idea
of residual minimization (a core idea of several stabilization methods since the ’60s; e.g., least-squares FEM (LS-
FEM) [17, 40, 51, 59] and Galerkin/least-squares (GaLS) method [49]) with the discontinuous Galerkin (dG) mathe-
matical framework, where stability derives from the enlargement of the continuous trial space with discontinuous
functions and the addition of penalization terms [18, 28, 36, 42, 52, 57, 63]. The adaptive-stabilized finite element
method (AS-FEM) [22] minimizes a discrete residual in a dG norm. That is, starting from an inf-sup stable dG for-
mulation, the method minimizes the residual in an adjoint norm (to the dG test functions) over a conforming trial
space (e.g., a standard finite element space). This residual minimization problem is equivalent to a saddle-point
problem that inherits the dG inf-sup stability. Thus, the method delivers solutions of the same quality as those
associated with the underlying dG formulation. From a practical point of view, the resulting mixed formulation
delivers two significant benefits: A stable approximation of the solution in the trial space of continuous (con-
forming) functions, and a projection of the residual onto the discontinuous dG test space (error estimate). This
method has similarities with the Discontinuous Petrov-Galerkin (DPG) methods since both technologies minimize
the residual in a non-standard norm (see, e.g., [23, 31–35, 68]). Nevertheless, AS-FEM builds on non-conforming
(dG) formulations, which allows us to use stronger norms than those of DPG when the trial space contains contin-
uous functions; application examples include diffusive-advective-reactive problems [26], incompressible Stokes
flows [56, 58], continuation analysis of compaction bandings in geomaterials [25], and weak constraint enforce-
ment for advection-dominated diffusion problems [27].
Herein, we extend and analyze the method proposed in [22] to goal-oriented adaptivity (GoA). We describe a
general theory that applies to any problem where a well-posed discontinuous Galerkin formulation for the primal
problem is available and demonstrate its numerical performance for advection-diffusion-reaction problems. We
define the corresponding discrete adjoint system as a saddle-point problem, where its solution is constrained by
the conforming space and is discontinuous across element faces. The same dG inf-sup arguments guarantee the
well-posedness of this adjoint saddle-point problem. Solving both the primal and the adjoint problem requires
the solution of a single saddle-point problem with two right-hand sides. Unfortunately, the discontinuous adjoint
solution satisfies extra constraints imposed by the conforming variable, which does not estimate the residual.
We propose two alternative stable discrete problems that allow us to measure the error of the adjoint discrete
problem. As a result, we obtain an automatic, easy-to-implement, and stable GoA strategy that complements the
formulation of [22]. Moreover, we show through numerical experimentation that these two strategies deliver the
optimal GoA convergence rates for diffusion problems [45].
Our GoA strategy is similar to a recent DPG theory [54], where they solve the adjoint problem in terms of
the original saddle-point formulation with a different right-hand side. For advection-diffusion-reaction, several
works explore the use of conforming FEM stabilization schemes (see [20, 21, 46, 47, 55]). Typically, in conforming
schemes, the Dual Weighted Residual (DWR) method [13, 15] allows for an efficient post-processing strategy. Re-
cently, [12, 38] proposed a DWR method for the discontinuous Galerkin SIP method [5]. Finally, [60] considered a
conforming approximation of the primal problem and a dG approximation of the adjoint problem, where the GoA
estimates combine the DWR and equilibrated-flux reconstruction methods.
The remainder of the paper continues as follows. Section 2 introduces the advection-diffusion-reaction model
problem, together with its discontinuous Galerkin formulation to facilitate the understanding of the framework
we introduce in the next sections. Section 3 describes the adaptive stabilized finite element method that defines
the discrete primal problem. Section 4 introduces the adjoint problems and Section 5 details the a-posteriori error
analysis for the proposed strategy. Section 6 describes the GoA algorithm, while Section 7, shows the performance
of the method in advection-diffusion-reaction problems. Finally, Section 8 details our contributions and describes
future lines of work.
2. Model problem: A advection-diffusion-reaction problem
2.1. Continuous setting
LetΩ⊂ Rd , with d = 2,3, be an open and bounded Lipschitz domain with boundary Γ := ∂Ω, and denote by n








Figure 1: Skeleton orientation over the internal face e = ∂T+∩∂T−.
κ> 0 be a diffusion coefficient inΩ, b ∈ [W 1,∞(Ω)]d a divergence-free advective velocity field, and γ≥ 0 a reaction
coefficient. As model problem, we consider the following advection-diffusion-reaction problem:
Find u such that:
−div(κ∇u)+b ·∇u +γu = f , inΩ,
u = gD , on Γ,
(1)
where f ∈ L2(Ω) is a spatial source and gD ∈ H 1/2(Γ) defines the boundary data. If gD ≡ 0, the weak variational
formulation of problem (1) reads: Find u ∈U , such that:b(u, v) := ∫
Ω
(
κ∇u ·∇v −u (b ·∇v)+γu v)= l (v) := ∫
Ω
f v, ∀v ∈V , (2)
with energy space U = V := H 10 (Ω) =
{
v ∈ H 1(Ω) : v |Γ = 0
}
. Denoting by ‖v‖2Ω =
∫
Ω
v2 the standard L2-norm, and
considering the H 1-norm:
‖v‖21,Ω := ‖∇v‖2Ω+‖v‖2Ω, (3)
a straightforward verification shows that the bilinear form b(·, ·) in (2) is bounded in V ×V , that is, there exists a
constant M > 0, such that:
b(u, v) ≤ M‖u‖1,Ω‖v‖1,Ω, ∀u, v ∈V. (4)
This bilinear form is also coercive in V , that is, there exists a constant α> 0, such that:
b(v, v) ≥α‖v‖21,Ω, ∀v ∈V. (5)
Since b is divergence-free, it holds: ∫
Ω
w (b ·∇v) =−
∫
Ω




v (b ·∇v) = 0, for all v ∈ V . Therefore, well-posedness for the weak problem (14) is proved by evoking
the Lax-Milgram theorem (cf. [44]). Finally, when gD does not vanish in Γ, the weak variational formulation of
problem (1) is equivalently obtained in terms of the auxiliary variable ũ := u −wD , with wD ∈ H 1(Ω) a function
satisfying wD = gD in H 1/2(Γ). The existence of wD is guaranteed as consequence of the surjectivity of the Dirichlet
map from H 1(Ω) to H 1/2(Γ).
2.2. Discrete setting




T, satisfies Ω= int(Ωh). (7)
For any T ∈ Ph , we denote by hT its diameter and by ∂T its boundary. Let S 0h be the set of interior edges/faces
obtained from the intersection of two adjoint elements, as shown in Figure 1. Also, S ∂h are the edges/faces that
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belong to the boundary ∂Ωh , and Sh := S 0h ∪S ∂h form the skeleton of Ωh . For k ≥ 1, we define the following
standard broken Hilbert spaces overΩh :
H k (Ωh) :=
{
v ∈ L2(Ω) : v ∈ H k (T ), ∀T ∈Ph
}
. (8)
For any vh ∈ H 1(Ωh), we define the jump function vh(x) and the average function {vh}(x) respectively, restricted
to an interior face/edge e = ∂K +∩∂K − ∈S 0h , as:
vh(x)|e := v+h (x)− v−h (x), {vh}(x)|e :=
1
2
(v+h (x)+ v−h (x)), ∀e ∈S 0h , (9)
where v+h , v
−
h denote the traces over e = ∂T +∩∂T − with respect to a predefined normal ne , as shown in Figure 1.
We extend the definitions of (9) to e ∈S ∂h by setting:
ne (x) := n(x), vh(x)|e := {vh}(x)|e := vh(x)|e ∀e ∈S ∂h , (10)
where n denotes the outward normal to ∂Ω. Let Ppt (T ) be the set of polynomials of degree pt ≥ 1 over the element
T . We consider the following broken polynomial space:
Ppt (Ωh) :=
{
v ∈ L2(Ω) : v |T ∈Ppt (T ), ∀T ∈Ph
}
. (11)
For a given pt ≥ 1, we denote Vh :=Ppt (Ωh) endowed with a discrete norm ‖ ·‖Vh .
2.3. DG variational formulations
We now introduce two possible dG formulations (in primal form) for advection-diffusion-reaction problems.
We analyze their inf-sup stability in terms of a discrete norm we generalize from [7, 37, 64, 67]. For detailed dis-
cussions of dG schemes for elliptic problems, see for instance [6, 36, 64]. For a given polynomial degree pt ≥ 1 and
ε=±1, we consider a dG formulation for problem (2) of the form:{
Find udGh ∈Vh , such that:
bh(u
dG
h , vh) = lh(vh), ∀vh ∈Vh ,
(12)























bh(wh , vh) := bεh(wh , vh)+b
up
h (wh , vh), (14)
with


















wh {κ∇vh} ·ne , (15)






















∣∣b ·ne ∣∣whvh. (16)
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Here, xª = 1
2
(|x|−x) = max{−x,0} denotes the negative part of x, and ηe > 0 is a user-defined stabilization param-
eter that, following [67], we define explicitly as











, if e = ∂T +∩∂T −,
A (∂T )
V (T )
, if e = ∂T ∩∂Ωh ,
(17)
where A ,V denote the area and volume, respectively, for d = 3, and the length and area, respectively, for d = 2.
Remark 1 (Advection-dominated case). When κ<< ‖b‖∞,Ω, the bilinear form bh behaves as the bilinear form buph .
Thus, the discrete solution is close to the discrete approximation of the following continuous problem:
Find u such that:
b ·∇u +γu = f , inΩ,
u = g−, on Γ−,
(18)
where Γ− := {x ∈ Γ : b(x) ·n(x) < 0} is the inflow boundary of Ω and g− = gD |Γ− is the Dirichlet boundary data
restricted to Γ− with (b ·n)ª 6= 0 on Γ− only.
The discrete formulation couples two independent inf-sup stable schemes. First, the upwind scheme (up)
handles the advective-reaction part of the equation (see [19] and Remark 1). Second, an ε-dependent formulation
encompasses two alternative schemes for the diffusion part: a) the Symmetric Interior Penalization (SIP) when ε=
−1 (see [5]), and b) the Non-symmetric Interior Penalization (NIP) when ε= 1 (see [65]). The discrete formulation
is also consistent as it satisfies the following Lemma:
Lemma 1. If the analytical solution u of problem (2) belongs to the subspace U# :=U ∩H 2(Ω), then:
bh(u , vh) = lh(vh), ∀vh ∈Vh . (19)
Remark 2 (Conformity & consistency). Conforming formulations satisfy the identity (19); however, the non-conformity
of the discrete space Vh implies that (19) is not satisfied in general for all dG formulations (see e.g., [6]).
Remark 3 (Generalizations). We assume κ to be constant, and b to be a divergence-free velocity field, and the so-
lution u to satisfy Dirichlet boundary conditions to simplify the discussion. The use of heterogeneous and non-
isotropic diffusion coefficients, non-solenoidal advective fields, and non-homogeneous Robin-type boundary con-
ditions require slight modifications of the bilinear and linear forms [36].
2.3.1. Vh-norm, inf-sup stability, boundedness, and a priori error estimates
For the discrete space Vh , we consider the following induced norm:
‖ ·‖2Vh = (· , ·)Vh := (· , ·)ε+ (· , ·)up, (20)
where, for any wh , vh ∈Vh , we define:





























|b ·ne |wh vh , (22)
with β := ‖b‖[L∞(Ω)]d , L is the diameter of the domainΩ (i.e., the diameter of the largest circumference contained
inΩ), and βl is defined as:
βl :=
{
β−1, if β> 0,
0, if β= 0. (23)
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Remark 4 (Vanishing advection consistency). The norm definition (20) is consistent in the limit case β→ 0+ since,













|∇vh |2 → 0+, when β→ 0+.
Before discussing the proof of the inf-sup stability of the formulations, we recall the sufficient conditions to
ensure the coercivity of bilinear forms [64]:
Lemma 2 (Coercivity for pure diffusion). For ε ∈ {−1,1} and pt ≥ 1, the bilinear form bε(·, ·) in (15) is coercive in Vh
with respect to the norm ‖ ·‖2ε := (· , ·)ε (cf. (5)), with stability constant equal to 1 if ε= 1, and 1/2 if ε=−1.
Combining this result with a slight variation of the arguments in [36, Chap. 4.6.3], we obtain these results:





≥Csta ‖wh‖Vh , ∀wh ∈Vh . (24)
Lemma 4 (Boundedness). Under the same hypotheses of Lemma 3. Defining Vh,# =: U# ∪Vh , it holds:
bh(w, vh) ≤Cbnd ‖w‖Vh ,#‖vh‖Vh , ∀ (w, vh) ∈Vh,# ×Vh , (25)
where the norm ‖w‖Vh ,# is explicitly defined as:












κ(∇v ·nT )2. (26)
The following result is a consequence of Lemmas 1, 3 and 4, and the polynomial approximation property of
the discrete space Vh (cf. [37]):
Proposition 1 (A priori error estimate). The solution udGh ∈Vh of problem (12) is unique and the following a priori
error estimate holds: ∥∥∥u −udGh ∥∥∥Vh ≤ (1+ CbndCsta ) infvh∈Vh ‖u − vh‖Vh ,#. (27)
For u ∈ H 1+pt (Ω), there exists a mesh independent constant 0 <C , such that∥∥∥u −udGh ∥∥∥Vh ≤C ‖u‖H 1+pt (Ω)(κ1/2 +β1/2h1/2 + (γ+βL−1)1/2h)hpt , when h → 0+. (28)
From (28) we infere that the optimal convergence rate is hpt+1, hpt+1/2, and hpt for the reaction-dominated,
advection-dominated, and diffusion-dominated regime, respectively.
3. Primal saddle-point problem (AS-FEM)
We now introduce a conforming automatically adaptive stabilized finite element method (AS-FEM) (see [22]).
Let U ,V be real Banach (typically Hilbert) spaces –with V being reflexive–, Uh be a conforming subspace of U (e.g.,
space of globally continuous piecewise polynomial functions of degree p ≥ 1), and Vh be a discrete space contain-
ing Uh but not necessarily being conforming to either U or V (e.g., space of discontinuous piecewise polynomial
functions of degree pt = p +∆p , with ∆p ≥ 0). We seek a discrete approximation uh ∈Uh of the solution u ∈U of
a well-posed variational formulation of the form (2). The AS-FEM method builds on a stable dG formulation of
problem (2) set in the discrete space Vh ; we obtain uh ∈Uh by minimizing a residual in the dual space of Vh . In the
following, we describe the main aspects of this method.
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3.1. Discontinuous Galerkin assumptions
We assume that the discrete formulation of (2) satisfies standard properties of a large class of dG formulations;
namely, we use consistent dG formulations and norms with optimal or quasi-optimal convergence properties
(cf. [36]), which produce a well-posed discrete formulations for (2) of the form (12), and satisfy the following four
assumptions (cf. Lemmas 1-4 in Section 2.3).
Assumption 1 (Strong consistency with regularity). The exact solution u of problem (2) belongs to a subspace U# ⊂
U such that the discrete bilinear form bh supports evaluations in the extended space Vh,# ×Vh , with Vh,# :=U# +Vh ,
and the following holds true:
bh(u, vh) = lh(vh), ∀vh ∈Vh . (29)
Assumption 2 (Inf-sup stability). The space Vh can be equipped with a norm ‖ · ‖Vh =
√
(·, ·)Vh , and there exists a





≥Csta ‖wh‖Vh , ∀wh ∈Vh . (30)
Assumption 3 (Boundedness). The norm ‖ · ‖Vh of Assumption 2 can extend to the space Vh,# defined in Assump-
tion 1. Moreover, there is a second norm ‖ ·‖Vh ,# on Vh,# satisfying the following two properties:
(i) ‖v‖Vh ≤ ‖v‖Vh ,#, for all v ∈Vh,#,
(ii) there exists a mesh independent constant Cbnd <∞ such that:
bh(w, vh) ≤Cbnd ‖w‖Vh ,#‖vh‖Vh , ∀ (w, vh) ∈Vh,# ×Vh . (31)
These assumptions are standard for consistent dG formulations. Assumption 2 is sufficient to guarantee well-




‖u − vh‖Vh ≤







‖u − vh‖Vh,# . (32)
Additionally, we require that the error estimate in (32) is at least quasi-optimal, i.e. (cf. [36]):
Assumption 4 (Optimality and quasi-optimality). For a sufficiently smooth analytical solution u ∈U , the quantities
inf
vh∈Vh
‖u − vh‖Vh and infvh∈Vh ‖u − vh‖Vh,# decay with the same convergence rate as h → 0
+.
If assumption 4 is satisfied, and the norms ‖·‖Vh,# and ‖·‖Vh are equal, the error estimate (32) is optimal; other-
wise, the error estimate is quasi-optimal. This assumption is satisfied for both model formulations in Section 2.3,
and the estimate is optimal when the velocity field b vanishes inΩ (cf. [36]).
3.2. Residual minimization problem
Rather than solving the discrete problem (12), we solve:












In the above, Bh corresponds to the operator:{
Bh : Vh 7→V ∗h
wh 7→ bh(wh , ·), (34)
R−1Vh denotes the inverse of the Riesz map:{
RVh : Vh 7→V ∗h
〈RVh yh , vh〉V ∗h ×Vh := (yh , vh)Vh ,
(35)
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and the dual norm ‖ ·‖V ∗h is defined as:
‖φ‖V ∗h := sup0 6=vh∈Vh
〈φ , vh〉V ∗h ×Vh
‖vh‖Vh
, ∀φ ∈V ∗h , (36)
where ‖ · ‖Vh is the norm in which the dG bilinear form bh(·, ·) is inf-sup stable. The second equality in (33) holds
since the Riesz operator is an isometric isomorphism and the dG solution of the discrete problem (12) satisfies
lh(·) = BhudGh in V ∗h . Problem (33) is equivalent to the following saddle-point problem (see [29]):
Find (εh ,uh) ∈Vh ×Uh , such that:
(εh , vh)Vh +bh(uh , vh) = lh(vh), ∀vh ∈Vh ,
bh(wh , εh) = 0, ∀wh ∈Uh ,
(37)
where εh ∈ Vh denotes a residual representative in terms of udGh ∈ Vh and uh ∈Uh . Indeed, using the Riesz repre-
sentation, the first condition in (37) is equivalent to:






Solving the saddle-point problem (37) has several benefits. First, the problem inherits the discrete stability of the
dG formulation. Second, the approximation belongs to a conforming subspace of U ; thus, no further postpro-
cessing is necessary as in the case of dG and dPG formulations to obtain a conforming representation. Third, the
residual representative εh is an efficient and reliable (robust) error estimate. We now formalize these claims.
3.2.1. A priori error estimates and approximation capacity
The main result in [22] is the following theorem for the saddle point problem (37):
Theorem 1 (A priori bounds and error estimates). If assumptions 1-3 are satisfied, then the mixed problem (37) has
a unique solution (εh ,uh) ∈Vh ×Uh . Moreover, such solution satisfies the following a priori bounds:
‖εh‖ ≤ ‖lh‖V ∗h and ‖uh‖Vh ≤
1
Csta
‖lh‖V ∗h , (39)








‖u −wh‖Vh,# , (40)
where u denotes the exact solution to the continuous primal problem (2).
The a priori bound (40) states that the AS-FEM delivers a solution with the same quality of the dG formulation
(i.e., with the same convergence rate) if the chosen subspace Uh ⊂Vh has the same approximation capacity of Vh .
That is, the following inequality should be satisfied:
inf
wh∈Uh
‖u −wh‖Vh,# ≤Capp infvh∈Vh ‖u − vh‖Vh,# . (41)
The above inequality is typically satisfied when Uh is a subspace of Vh consisting of conforming functions in U .
In the model problem, this corresponds to p = pt . Indeed, this order correspondance is the basis for the solution
reconstruction via postprocessing in dG methods (see [1, 3, 53]). Even though this is not true in general when
p < pt , an augmented test space could improve the error estimates, while keeping the optimal convergence rates
in terms of the trial space, as we show in the numerical section.
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3.2.2. Saturation assumptions and a posteriori error estimates
The residual representative εh ∈ Vh is an efficient error estimate of u −uh in the energy norm; that is (up to
a constant) ‖εh‖Vh is a lower bound. However, for ‖εh‖Vh to be (up to a constant) also a reliable error estimate
(upper bound), one of the following assumptions must be satisfied:
Assumption 5 (Saturation). Let uh ∈Uh be the second component of the pair (εh ,uh) ∈Vh ×Uh solving (37) and let
udGh ∈Vh be the unique solution to (12). There exists a real number δs ∈ [0,1), uniform with respect to the mesh size,
such that
‖u −udGh ‖Vh ≤ δs‖u −uh‖Vh .
Assumption 6 (Weak saturation). Let uh ∈Uh be the second component of the pair (εh ,uh) ∈ Vh ×Uh solving (37)
and let udGh ∈Vh be the unique solution to (12). There exists a real number δw > 0, uniform with respect to the mesh
size, such that
‖u −udGh ‖Vh ≤ δw‖udGh −uh‖Vh .
These two assumptions are not standard in the dG theory as they involve the discrete solution uh of the saddle-
point problem (37). Roughly speaking, Assumption 5 states that the discrete approximation udGh is closer than uh
to the analytical solution u with respect to the norm in Vh . This is a meaningful assumption since Uh ⊂Vh . How-
ever, even if the optimality Assumption 4 is satisfied, it does not necessarily holds in the pre-asymptotic regime
(see [22]). The Assumption 6 is a weaker than Assumption 5 since the latter implies Assumption 6, while the recip-
rocal is only granted when δw < 1/2. We summarize this result in the following proposition.
Proposition 2 (Robustness of the residual representative). Under the same hypotheses of Theorem 1, it follows:
Csta ‖udGh −uh‖Vh ≤ ‖εh‖Vh ≤Cbnd ‖u −uh‖Vh ,#. (42)






with Csat = 1
1−δs
if Assumption 5 is satisfied, and Csat = δw if only the weaker Assumption 6 is satisfied. Finally, if
Assumption 4 is satisfied, then ‖udGh −uh‖Vh and ‖ε‖Vh have the same convergence rate when h → 0+.
4. Adjoint formulations
In this section, we introduce the adjoint (dual) problems. Section 4.1 discusses the adjoint continuous formu-
lation and its dG formulation. Section 4.2 introduces the adjoint problem to the saddle-point formulation (37).
4.1. Continuous and dG adjoint formulations
We want to accurately approximate a quantity of interest q(u), where q : U → R is a bounded linear form, and
u ∈U is the analytical solution of the continuous, primal problem (2). The goal-oriented-adaptive (GoA) strategy
considers a second continuous problem, known as the continuous adjoint problem:{
Find v∗ ∈V , such that:
b(w, v∗) = q(w), ∀w ∈U . (44)
Assuming that an extended linear form q can be exactly evaluated for any function in Vh , the dG adjoint formula-
tion associated with (2) reads: {
Find vdG,∗h ∈Vh , such that:
bh(vh , v
dG,∗
h ) = q(vh), ∀vh ∈Vh ,
(45)
where b(·, ·) and bh(·, ·) denote the same bilinear forms of the continuous (2) and discrete (12) primal problems,
respectively. When (45) is consistent, that is, adjoint consistency (cf. Assumption 1), the following identity holds:
q(u −udGh ) = bh(u −udGh , v∗) = bh(u −udGh , v∗− vdG,∗h ), (46)
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where the last equality follows from the Galerkin orthogonality. Standard discontinous Galerkin GoA algorithms
employ a posteriori error estimates of the quantity of interest (46). These estimates provide an upper bound
for (46) in terms of locally computable variables that guide the adaptivity and controls the error in the quantity
q(u −udGh ). The main limitation with the standard dG a posteriori procedure is that the adjoint consistency is not
always satisfied for all consistent dG formulations (cf. [6, 48]), which complexifies the error estimation when the
selected formulation is not adjoint consistent. An advantage of our GoA strategy is that the adjoint consistency of
the reference dG formulation is unnecessary since we seek to reduce the error q(udGh −uh) as Section 5 explains,
which allows us to explore GoA formulations with fewer assumptions on the reference dG formulation.
Remark 5 (Well-posedness of the dG problem). The well-posedness for the dG adjoint problem (45) is guaranteed





≥Csta ‖vh‖Vh , ∀vh ∈Vh . (47)
4.2. Adjoint saddle-point formulation
Following [54], we consider the following saddle-point problem as the adjoint formulation of problem (37):
Find (v∗h , w
∗
h ) ∈Vh ×Uh , such that :
(v∗h , vh)Vh +bh(w∗h , vh) = 0, ∀vh ∈Vh ,
bh(wh , v
∗
h ) = q(wh), ∀wh ∈Uh ,
(48)
where v∗h ∈Vh approximates the adjoint dG solution vdG,∗h of (45), which is the adjoint counterpart of the discrete
solution uh ∈Uh of (37), while w∗h ∈Uh is an auxiliary variable that constrains the dimension of the dG solution.
The saddle-point formulation for the primal problem (37) is equivalent to a residual minimization. Similarly, the
adjoint formulation minimizes the Riesz representation subject to constraints. If the direct saddle-point prob-
lem (37) is well-posed, then the mixed-adjoint problem (48) is also well-posed, as both discrete problems share
the same left-hand side square matrix. Problem (48) has, at least, two equivalent representations (see discussion
in Remarks 6 and 7).
Remark 6 (Constrained Riesz representative minimization). We seek the optimal Riesz representative v∗h ∈Vh sub-
ject to the constraint of the second equation in (48). To analyze this problem as an unconstrained optimization
problem, we introduce a Lagrangian and the respective set of multipliers wh ∈ Uh . Let (v∗h , w∗h ) ∈ Vh ×Uh be a
stationary point of
L (vh , wh) =
1
2
(vh , vh)Vh +bh(wh , vh)−q(wh).
The stationarity conditions of L (vh , wh) (i.e.,
∂L (vh ,wh )
∂vh
= ∂L (vh ,wh )∂wh = 0) correspond to the mixed adjoint prob-
lem (48). Denoting the stationary value of the Lagrangian L ∗(q) =L (v∗h , w∗h ) = 12 (v∗h , v∗h )Vh as an implicit function
of quantity of interest, then −w∗h determines the (marginal) effect of each constraint on the attainable value of the
Riesz representative.
Remark 7 (Petrov-Galerkin method with optimal trial functions). The first equation in (48) introduces a Lagrange
multiplier w∗h ∈Uh (see Remark 6). This allows us to equivalently express (48) in terms of the adjoint discrete solution
v∗h ∈Vh via the following Petrov-Galerkin problem:{
Find v∗h ∈Θh , such that:
bh(wh , v
∗
h ) = q(wh), ∀wh ∈Uh ,
(49)
where the discrete spaceΘh ⊂Vh is defined as:
Θh :=
{
ϕh ∈Vh s.t. ∃wh ∈Uh : (ϕh , vh)Vh +bh(wh , vh) = 0,∀vh ∈Vh
}
. (50)
This subspace is the Riesz representation of the action of bh on each basis of Uh . Problem (48) inherits the well-
posedness from the direct saddle-point problem (37), which is a direct consequence of the inf-sup Assumption 2.
Moreover, the existence of a unique representative wh ∈Uh in the definition (50) is a consequence of the bijectivity
of the Riesz isomorphism and the injectivity of the operator Bh (see Equation (34)), implying that w
∗
h ∈ Uh is the
unique representative of v∗h .
10
4.3. Residual based error representative and error estimates for the adjoint problem
Unlike the saddle-point formulation of the primal problem (37), the adjoint saddle-point formulation does not
deliver an on-the-fly error estimate, as w∗h ∈Uh is a Lagrange multiplier. Nevertheless, we can estimate the error
by solving the following discrete problem:{
Find ε∗h ∈Vh , such that:
(ε∗h , vh)Vh = q(vh)−bh(vh , v∗h ), ∀vh ∈Vh .
(51)
which estimates the distance of the residual in Vh to its orthogonal projection onto the optimal trial function
space. This problem has a unique solution and is well posed as we discuss below.
Remark 8. If Uh is strictly contained in Vh then, in general, ε∗h 6= 0 in V ∗h . Indeed, the orthogonality constraint
(ε∗h , vh)Vh = 0 holds only if vh ∈ Uh . Therefore, equation (51), together with the second identity in (48), imply that




h − v∗h ), with B∗h defined as: {
B∗h : Vh →V ∗h
vh → bh(·, vh). (52)
Unlike the residual representative for the primal problem εh (see (38)), the adjoint error estimate ε
∗
h (see (52))
may be an inefficient as the adjoint solution v∗h belongs to a subspace Θh ⊂ Vh (see Remark 7), which does not
necessarily have the same approximation capacity than Vh (cf. (41)). Nevertheless, the following results hold:
Proposition 3 (Upper bound for the discrete adjoint error). Under the same hypothesis of Proposition 4. For all
c ∈R, it holds: ∥∥∥vdG,∗h − v∗h∥∥∥Vh ≤
∥∥∥vdG,∗h − c v∗h∥∥∥Vh ≤ 1Csta ∥∥q∥∥V ∗h (53)
Proof. The quantity












. Using the first equation in (48), and




h ) = bh(w∗h , vdG,∗h ), we conclude that cmin = 1. The second inequality is a direct consequence
of the adjoint inf-sup condition (47) and the dual norm definition (36).
Proposition 4 (Robustness of the adjoint residual representative). Let v∗h ∈Vh be the first component of the solution
pair (v∗h , w
∗
h ) ∈Vh ×Uh of (48). Let vdG,∗h ∈Vh be the unique solution to (45). Then:
Csta
∥∥∥vdG,∗h − v∗h∥∥∥Vh ≤ ∥∥ε∗h∥∥Vh ≤Cbnd
∥∥∥vdG,∗h − v∗h∥∥∥Vh ,#. (54)





h − v∗h )
‖vh‖Vh
≥Csta
∥∥∥vdG,∗h − v∗h∥∥∥Vh , (by (47))
proving the first inequality in (54); the second inequality follows from (51) and the boundedness Assumption 3.
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5. Goal oriented a posteriori error estimation
Here, we describe the localized error estimates that guide our GoA. We estimate them in terms of dG solutions
associated with (12) and (45). Therefore, they rely on the discrete stability of these problems. First, we introduce
a proposition that encapsulates useful relations in terms of the involved discrete terms; we then prove the main
Theorem of this section.
Proposition 5 (Discrete orthogonality). Let udGh , (εh ,uh), v
dG,∗
h , and (v
∗
h , wh) be the unique solution of problems (12),













c) q(uh)− lh(v∗h ) = 0,
d) bh
(
udGh −uh , v∗h
)= 0.
Proof. Equality a) is a direct consequence of the identities (45) and the second equation in (48). Since v∗h ∈ Vh ,




=−bh(wh , εh) = 0,
proving b). To prove c), we consider the second equation in (48), the first equation in (37) and the result in b).
Finally, d) is a consequence of the first equation in (37), the identity (12), and the symmetry of the discrete inner
product in Vh .





)= bh(udGh −uh , vdG,∗h − v∗h)= (εh , vdG,∗h − v∗h)Vh = lh(vdG,∗h − v∗h). (55)
If in addition the dG problem (12) is adjoint consistent, then it holds:
q(u −uh) = bh
(
u −uh , v∗− v∗h
)= lh(v∗− v∗h), (56)
where u ∈U , v∗ ∈V are the analytical solutions of problems (2) and (44), respectively.




)= bh(udGh −uh , vdG,∗h − v∗h)+bh(udGh −uh , v∗h).
The first equality in (55) is a consequence of d) in Proposition 5. The second equality is a consequence of iden-
tity (38). The third equality is obtained by employing the identity a) of Proposition 5. Finally, (56) is a direct




)= bh(uh , vdG,∗h − v∗h)= 0.
Proposition 5 implies that identity (55) also holds if we scale v∗h by c into cv
∗
h , with c ∈ R. However, v∗h is the
closest to the dG adjoint solution vdG,∗h in the Vh norm (see Proposition 3).
An immediate consequence of the efficiency of the residual representative εh (see Proposition 2) is:
Proposition 6 (First a posteriori GoA error estimator). Let udGh and (εh ,uh) be the unique solution of problems (12)
and (37), respectively. It holds: ∣∣q(udGh −uh)∣∣≤ 1Csta ‖q‖V ∗h ‖εh‖Vh . (57)
Moreover, if the saturation Assumption 5 is satisfied, then:
∣∣q(u −uh)∣∣≤ 1Csta(1−δs )‖q‖V ∗h,#‖εh‖Vh , (58)
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while if Assumption 5 is not satisfied, but the weaker condition of Assumption 6 is satisfied, it holds:
∣∣q(u −uh)∣∣≤ 1+δwCsta ‖q‖V ∗h,#‖εh‖Vh , (59)
where u denotes the analytical solution of problem (2), Vh,# is the space defined in Assumption 1, and ‖·‖V ∗h,# denotes
the extension of the adjoint norm ‖ ·‖V ∗h , defined in (36), to the adjoint space of Vh,#.
Even if inequality (57) implies that the error in the estimation of q(udGh −uh) is controlled by ‖εh‖Vh , this es-
timate ignores the contribution of the adjoint saddle-point problem. In the following, we do not assume that the
dG formulation is adjoint consistent to derive the GoA error estimates as we express our a posteriori error bounds
using (55). Instead, we consider the following additional assumptions motivated by Assumptions 5 and 6:
Assumption 7 (adjoint saturation condition). Let udGh and (εh ,uh) be the unique solution of problems (12) and (37),
respectively. There exists a mesh independent constant µs ∈ [0,1), such that
∣∣q(u −udGh )∣∣≤µs ∣∣q(u −uh)∣∣.
Assumption 8 (adjoint weak condition). Let udGh and (εh ,uh) be the unique solution of problems (12) and (37),
respectively. There exists a mesh independent constant µw > 0, such that
∣∣q(u −udGh )∣∣≤µw ∣∣q(udGh −uh)∣∣.
Then, the following result follows:






h ) be the unique solutions
of problems (12), (37), (45), and (48), respectively, and let ε∗h be the a posteriori residual estimator of (51). The
following holds true:
∣∣q(udGh −uh)∣∣= ∣∣(εh , vdG,∗h − v∗h )Vh ∣∣≤ 1Csta ‖εh‖Vh‖ε∗h‖Vh . (60)
Moreover, if the saturation Assumption 7 is satisfied, it holds:
∣∣q(u −uh)∣∣≤ 11−µs ∣∣(εh , vdG,∗h − v∗h )Vh ∣∣≤ 1Csta(1−µs )‖εh‖Vh‖ε∗h‖Vh . (61)
while if only the weaker Assumption 8 is satisfied, then:
∣∣q(u −uh)∣∣≤ (1+µw )∣∣(εh , vdG,∗h − v∗h )Vh ∣∣≤ 1+µwCsta ‖εh‖Vh‖ε∗h‖Vh , (62)
with u being the analytical solution of problem (2).
Proof. (60) is a direct consequence of the identity (55) and the bound for the adjoint problem (54). Finally, Equa-
tions (61) and (62) are consequence of the triangular inequality
∣∣q(u −uh)∣∣≤ ∣∣q(u −udGh )∣∣+ ∣∣q(udGh −uh)∣∣.
If the adjoint saturation Assumption 7 is satisfied, the following result also holds:
Corollary 1. Under the same hypotheses of Proposition 7, if the adjoint saturation Assumption 7 is satisfied, then:
∣∣(εh , vdG,∗h − v∗h )Vh ∣∣≤ 11+µs ∣∣q(u −uh)∣∣. (63)
Proof. Direct consequence of the triangular inequality
∣∣q(udGh −uh)∣∣≤ ∣∣q(u−udGh )∣∣+ ∣∣q(u−uh)∣∣ and identity (60).
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5.1. Localizable upper-bound estimates
Inequalities (62) and (63) imply that the estimate
∣∣(εh , vdG,∗h −v∗h )Vh ∣∣ is robust if Assumption 7 is satisfied, while
it is efficient if only Assumption 8 is satisfied. In general, neither is true for the estimate ‖εh‖Vh‖ε∗h‖Vh , as ‖ε∗h‖Vh
may be sub-optimal (see Section 4.3). We first decompose the inner product into local contributions (· , ·)T to
derive local estimates of the error in the quantity of interest:
1. (· , ·)T is an inner product for Vh |T ,
2. (wh , vh)Vh =
∑
T∈Ph
(vh , wh)T , ∀wh , vh ∈Vh ,
where Ph denotes a conforming partition of the domain Ω (cf. Section 2.2). Defining ‖ · ‖2T := (·, ·)T , we propose
two strategies to obtain local estimations of the quantity (εh , v
dG,∗
h − v∗h )Vh ., which solve a third discrete prob-
lem. The first strategy (Estimator E(εh , v
dG,∗
h − v∗h )) solves problem (45) to obtain explicitly v
dG,∗
h , and marks each
element with the upper bound ‖εh‖T ‖vdG,∗h − v∗h‖T ; the second strategy (Estimator E(εh , ε∗h)) solves the adjoint
residual representative ε∗h from problem (51), and marks each element with the upper bound ‖εh‖T ‖ε∗h‖T . Thus,
we require the following assumption:
Assumption 9 (Local a posteriori adjoint residual estimation). There exists a mesh independent positive constant
C∗sta, such that: ∥∥∥vdG,∗h − vh∥∥∥T ≤ 1C∗sta
∥∥ε∗h∥∥T , for all T ∈Ph . (64)
This assumption ensures the existence of a localizable a posteriori error estimate in line with (54). When con-
sidering direct solvers, the third problem’s solution cost is the same for both estimators, as they require to invert
a matrix of the same size. When considering iterative solvers, solving (45) requires to form and invert an equation
system that is different from the saddle-point formulation (37) if Uh is a proper subspace of Vh . Obtaining ε
∗
h also
solves an additional problem (see (51)); however, it inverts the Gram matrix coming from the inner product (· , ·)Vh ,
which is always symmetric and positive definite. Moreover, when using an iterative solver for the saddle-point
problem, a preconditioner for the Gram matrix is already available (cf. [22]), which reduces the computational
cost of ε∗h significantly when compared to computing εh . Effectively, computing ε
∗
h is equivalent to computing an
extra outer loop of the iteration to compute the adjoint problem.
Remark 9 (Upper bound for the energy norm residual representative). (εh , εh)T is the square of the local estima-
tion of the energy norm error estimator considered in [22]. To compare our results with those of [22], we square the
proportion of the total residual estimates employed in the Dörfler bulk-chasing criterion.
Remark 10 (Localization of the inner product for the model problem). We localize the inner product (20) for the
model problem as:





Se (wh , vh),
with





























We now summarize the GoA algorithm. We consider a dG space Vh , a subspace Uh ⊂Vh conforming in U (e.g.,
standard FEM space of continuous piece-wise polynomial functions), and perform an iterative loop consisting of
the following four steps:
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1. Primal problem: We solve the primal saddle-point problem:
Find (εh ,uh) ∈Vh ×Uh , such that :
(εh , vh)Vh +bh(uh , vh) = lh(vh), ∀vh ∈Vh ,
bh(wh , εh) = 0, ∀wh ∈Uh ,
2. Adjoint problem: We solve the adjoint saddle-point problem:
Find (v∗h , w
∗
h ) ∈Vh ×Uh , such that :
(v∗h , vh)Vh +bh(w∗h , vh) = 0, ∀vh ∈Vh ,
bh(wh , v
∗
h ) = q(wh), ∀wh ∈Uh ,
3. Residual estimation: We consider one of the following alternatives:
A) Adjoint dG based estimator. We solve the adjoint dG problem:{
Find vdG,∗h ∈Vh , such that:
bh(vh , v
dG,∗
h ) = q(vh), ∀vh ∈Vh ,






:= ∣∣(εh , vdG,∗h − v∗h)Vh ∣∣ and its local upper-bounds
‖εh‖T ‖vdG,∗h − v∗h‖T .
B) Adjoint residual based estimator. We solve the residual representative problem:{
Find ε∗h ∈Vh , such that:
(ε∗h , vh)Vh = q(vh)−bh(vh , v∗h ), ∀vh ∈Vh ,






:= ∣∣(εh , ε∗h)Vh ∣∣ and its local upper-bounds ‖εh‖T ‖ε∗h‖T .
4. Marking criteria: We use the local estimations to guide the goal oriented adaptivity by using the Dörfler
bulk-chasing marking criterion (see [39]). The strategy first orders in a decreasing order the local error es-
timates. Then, it marks for refinement the elements for which the cumulative sum remains smaller than a
given percentage of the total error estimate.
This procedure requires no further a posteriori error estimation. Additionally, steps 1 and 2 require the solution
of the same saddle-point system. Thus, the problem becomes a single system with multiple right-hand sides.
Finally, this process does not require the adjoint consistency assumption as in the standard dG goA strategy, since
we obtain upper bounds in terms of the dG discrete solutions. This subtle insight significantly enlarges the range
of available formulations that we can apply to this class of problems.
7. Numerical examples
We consider several test cases focusing on advection-diffusion-reaction problems. These examples demon-
strate the performance of the GoA strategy described in Section 6. We use FEniCS [4] to perform the simulations.





where u denotes the analytic solution of the corresponding problem, and Ω0 is a subdomain of the physical do-
main Ω. For a given polynomial degree p ≥ 1 and ∆p ∈ {0,1}, we consider the test space Vh to be a standard
discontinuous piece-wise polynomial space of degree p +∆p , and the trial space Uh as a standard FEM subspace
of continuous piece-wise polynomial functions of degree p. The initial mesh isΩ0-conforming. We then perform
a loop following the standard modules in adaptive procedures:
SOLVE → ESTIMATE → MARK → REFINE.
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The estimation procedure considers independent adaptive mesh refinements based on the two GoA estimators
defined in Step 3 of the GoA algorithm, Section 6, and we compare their performance with respect to the energy




:= ‖εh‖2Vh (see Remark 9).
The marking procedure follows the Dörfler bulk-chasing criterion with the corresponding fraction to be 20% (see
Remark 9). Finally, we employ a bisection-type refinement criterion [10]. In the first two examples, we use LU
direct solver. In the last example, we use an iterative scheme (cf. [22]) on the resulting multiple right hand sides.
In the numerical examples, we compare the error plots against the expected optimal convergence for the error in




with d = 2,3, being the dimentionality of the physical domain Ω, p ≥ 1 the polynomial degree of the trial space,
NDOFs the total number of degrees of freedom of the saddle-point problem (37), and r = 1,1/2,0 for reaction-
dominated, advection-dominanted, and diffusion-dominated problems, respectively.
7.1. Diffusion problem
Figure 2: Cross-shaped domain initial mesh
We start by comparing our strategy with the state-of-the-art GoA strategies. For this, we consider the diffusion
problem: 
Find u such that:
−∆u = f , inΩ,
u = 0, on ∂Ω,
(67)
defined in the cross-shaped domainΩ= (−2,2)×(−1,1)∪(−1,1)×(−2,2), with f = 1 as forcing term. Equations (13)
and (14) express the corresponding dG bilinear and linear forms, respectively, while (20) defines the discrete in-
ner product with κ = 1, b = 0, and γ = 0. Our description allows for two possible formulations: the Symmetric
Interior Penalty (SIP) formulation (ε = −1) being adjoint consistent (see Section 4.1), and the Nonsymmetric In-
terior Penalty (NIP) formulation (ε = 1), which is not adjoint consistent. We compare our results with [38], con-
sidering the QoI defined over the subdomain Ω0 = (1.2,1.4)× (0.2,0.4) (see Fig. 2), and the same reference value
q(u) = 0.407617863684 computed previously in [2]. Figure 3a shows the relative error for three estimators con-
sidering the SIP formulation. We consider two polynomial orders for the trial space (namely, p = 1,2), with a test
space of the same polynomial order (i.e., ∆p = 0). We plot the evolution of the relative error |q(u −uh)|/|q(u)| ver-
sus the square root of the total number of degrees of freedom in the system (DOFs) we use to solve the saddle-point
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(a) Symmetric Interior Penalty (SIP) (b) Nonsymmetric Interior Penalty (NIP)
Figure 3: Relative error comparison in the quantity of interest (QoI) using the Symmetric Interior Penalty (SIP) and Nonsymmetric Interior
Penalty (NIP) schemes for p = 1,2 and ∆p = 0.
problem (37) (i.e. dim(Vh)+dim(Uh)). In Figure 3b, we repeat these plots considering the NIP formulation. These
figures show up to fourteen levels of refinement. As our theoretical analysis predicts, the convergence rates of the












are significantly better than those the energy norm delivers.
Moreover, both GoA error estimates we propose deliver optimal convergence rates for both reference dG formu-
lations when p = 1 (see Equation (66)). Instead, for p = 2, we observe that the most efficient estimation, which is







. To validate the analysis we present in Section 5, in Figure 4 we compare several of the involved
discrete quantities (scaled by |q(u)|). Figures 4a and 4b show a comparison for the SIP and NIP formulations, re-






. Figures 4c and 4d show a comparison for the SIP and NIP






. In the figures, the quantity |q(u −udGh )| remains
below the curve |q(u −uh)|, implying that the Assumption 7 is satisfied. Moreover, the quantities |q(u −uh)| and∣∣q(udGh −uh)∣∣= ∣∣(εh , vdG,∗h −v∗h)Vh ∣∣, or ∣∣(εh , ε∗h)Vh ∣∣ when it corresponds, have the same rate of convergence. Figures
also show that the respective estimation is sharper if the value
∣∣q(u−udGh )∣∣ becomes smaller, since this reduces the
constant in Assumption 7. There exist several alternatives to improve the GoA estimation if required, for instance,
by increasing the polynomial order of the test space. In Figure 5 we repeat the plots of Figure 4, considering a
test space of degree pt = 3. Even if this implies to solve a larger system, from figures we can appreciate a clear
improvement in the estimation, while conserving the expected convergence rate in terms of the DOFs. Moreover,
the robustness of the error estimation with respect to the discrete formulation shows that our GoA algorithm is
independent of the adjoint consistency assumption.
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Figure 4: Several relative value comparisons using the Symmetric Interior Penalty (SIP) and Nonsymmetric Interior Penalty (NIP) schemes for
p = 2 and ∆p = 0.
7.2. Advection-reaction problem
As a second example, we consider the advection-reaction problem (18) in the unit square Ω = (0 , 1)2 ⊂ R2,
with a constant velocity field b = (3 , 1)T . For a given γ≥ 0, the source term is f = γu inΩ, and an inflow boundary
datum g− = u|Γ− , where Γ− = {(0, y), y ∈ (0,1)}∪ {(x,0), x ∈ (0,1)}, and the exact solution u is (see Figure 6a):














Since κ= 0, the dG bilinear and linear forms correspond to equations (13) and (14), respectively, while the discrete
inner product corresponds to equation (20).
The nature of the analytical solution u implies that an adaptive algorithm based on the energy norm refines
in a neighbourhood of the characteristic line starting from the inflow boundary at y = 3/4 (cf. [22]). We analyze
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Figure 5: Several relative value comparisons using the Symmetric Interior Penalty (SIP) and Nonsymmetric Interior Penalty (NIP) schemes for
p = 2 and ∆p = 1.
a pure advection case (γ = 0), and a reaction-dominant case (γ = 1000). We set Ω0 = (0.7,0.8)× (0.3,0.5) as the
subdomain that defines the QoI, and we consider the Ω0-conforming mesh of Figure 6b as our starting point for
the adaptive procedure.
We consider two polynomial orders (p = 1,3) with test space of the same polynomial order (i.e., ∆p = 0), and
we repeat the plots of previous section. Figure 7a shows the evolution of the relative error |q(u−uh)|/|q(u)| versus
the square root of the total number of degrees of freedom in the system (DOFs). In Figure 7b, we repeat these















deliver similar results, which are significantly better than those
the energy norm delivers.
Figure 8 displays, for p = 1, the evolution of the quantities |q(u −uh)|, |q(u −udGh )|, |q(udGh −uh)|, |(εh , ε∗h)Vh |
(scaled by |q(u)|) against the square root of the total number of DOFs. Figure 8a corresponds to the pure advection
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(a) Reference solution (b) Initial mesh
Figure 6: Reference solution and initial mesh
case (γ= 0) and Figure 8b to the reaction dominant case (γ= 100). Similarly, Figure 9 displays the same ratios for
p = 3. These figures are of particular relevance as they show that the GoA Assumptions 7 and 8 are meaningful.
Indeed, Figure 8 shows that the curve |q(u −udGh )| remains below the curve |q(u −uh)| for both cases of γ. This
bound implies that the goal-saturation Assumption 7 is satisfied as in the pure diffusive example. While Figure 9
shows that this assumption is violated. Nevertheless, the weaker Assumption 8 is satisfied instead. Moreover, all
the involved quantities share the same upper bound.






) for pure advection (a), and reaction-dominant (b) cases. Similarly, Figure 11 displays the







. A comparison of these figures shows that the GoA estimates adjust
the mesh refinement process according to the physical nature of the problem. In both cases, the energy error
estimates attenuate the characteristic line that starts at y = 3/4 and induces an interior layer.
7.3. advection-diffusion-reaction problem with dominant advection
As a final example, we consider a 3D advection-dominated advection-diffusion-reaction problem. Here we
explore the performance of the GoA strategies by considering iterative solvers. We employ the iterative solver pro-
posed in [11] (cf. [22, Section 5.2.2]) to solve the saddle-point problems of steps 1 and 2 in the GoA algorithm (see
Section 6). We consider a sparse Cholesky (see [24]) as preconditioner for the Gramm matrix associated with the
inner product (20), and the LGMRES algorithm (see [9]) as preconditioner for the reduced Schur complement.
To obtain the GoA estimator 3.A, we obtain vdG,∗h by solving problem (45) employing the LGMRES solver pre-
conditioned with a sparse iLU factorization of the dG matrix. To obtain the GoA estimator 3.B, we obtain ε∗h by
solving (51) using the same sparse Cholesky preconditioner for the Gramm matrix.
We particularize the definition of problem (1). We denote by x = (x1, x2, x3) the space variable, and set the
physical domain to the unit cubeΩ= (0,1)3. We set f = 0 as the source term, κ= 10−6 as the diffusion coefficient,
b = (− 0.6πsin(6πx3) , 0.6πcos(6πx3) , 1) as the velocity field, and γ = 10−6 as the reaction coefficient. We also
define the Dirichlet datum as
uD =
{
2+ tanh(1000c(0.1, (0.35,0.35)))+ tanh(1000c(0.1, (0.65,0.65))), if x3 = 0,
0, elsewhere ,
where c(r, (y1, y2)) := r 2 − (x1 − y1)2 − (x2 − y2)2. Here, the boundary datum uD |x3=0 corresponds to a smooth ex-
tension of a boundary source term which is different from zero in the interior of two circumferences, as shown in
Figure 12a. The solution of this problem is close to the solution of a homogeneous pure advection problem (18)
(i.e, with γ= 0 and f = 0) considering the inflow datum g− = uD |Γ− . Such solution corresponds to two smoothed
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(a) Pure advection (γ= 0) (b) Reaction-dominant (γ= 1000)
Figure 7: Relative error (|q(u −uh )|/|q(u)|) in quantity of interest (QoI) using upwinded (UP) scheme for (a) pure advection and (b) reaction-
dominant problems. (See Section 5.1 for a detailed discussion.)
spirals starting at x3 = 0, and arriving at x3 = 1 (at the same starting position in the XY plane) after three periods
of rotation (cf. [22]). However, the homogeneous outflow boundary condition at x3 = 1 induces strong boundary
layers in the solution of the diffusion problem. Thus, this double spiral solution has strong interior and boundary
layers.
As in the previous examples, the energy-based adaptivity refines the solution to minimize its global error. In
this particular problem, the energy estimate first refines around the inflow region, x3 = 0 and then follows the
velocity field b towards the outflow region x3 = 1. Figure 12b shows a solution contour for the eighth level of





We measure the quantity of interest (QoI) in the cubeΩ0 = (0.375, 0.5)× (0.625, 0.75)× (0.75,0.875) as the do-
main for the QoI. The domain Ω0 only intersects the trayectory of the spiral startin at the circumference with
center (0.65,0.65) and radius 0.1. Figure 12c shows the solution contours at its sixth level of refinement guided by







. Figure 12c shows the solution contours at its fifth level of refinement







. The problem setup is identical to the one described above. Both goal-
oriented strategies guide similar mesh refinements of the spiral starting at the circumference of center (0.6,0.6).
Figure 13 shows the relative error against the cubic root of the total number of DOFs. We show up to nine levels













(right). We compare these values with the respective estimator, and the relative error obtained




. Since the problem has no known analytical solution, we
use an overkill simulation as a reference QoI. That is, we use the GoA strategy with polynomial degree p = 3 and
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(see Section 5.1 for definitions).
∆p = 0 for the discrete spaces. We use the value q
(
ur e f
)= 1.36701319 as the reference QoI obtained after ten levels
of GoA refinements, requiring a total of 4,662,310 DOFs to solve the final saddle-point problem. These figures
show a significant error reduction in the QoI when comparing the results that the GoA estimates deliver against







has the advantage of requiring a reduced computational effort, since it is obtained by
emplying the precomputed preconditioner. Indeed, we observe a reduction up to two orders of magnitude in
the computational time required for solving the third problem, when compared with the computational time for
obtaining vdG,∗h .
8. Contributions and future work
In this paper, we present a new stabilized conforming goal-oriented adaptive method based on the stabilized
finite element method introduced in [22]. The adaptive framework automatically delivers stable solutions for both
the direct and adjoint problems. Our process requires the resolution of a third problem. This allows us to compute
an error estimate for the quantity of interest robustly. We present two alternative definitions of the third problem.
The first definition solves an adjoint discontinuous Galerkin formulation. The second one solves a discrete Riesz
representation problem, which inverts a symmetric positive definite matrix using fast approximations. Under a
meaningful assumption to be satisfied by the reference discontinuous Galerkin formulation, we prove that both
definitions provide an upper bound for the error in the quantity of interest. We validate the superiority of our goal-
oriented strategy against an energy-based error estimate numerically for advection-diffusion-reaction problems,
showing that both strategies can deliver optimal convergence rates for the error in the quantity of interest.
Further studies are on the way to explore the performance of the method when applied to other challenging
problems. For example, we will study the performance of metal-air electrochemical cells to improve battery stor-
age capacity. We are also pursuing the extension of the methodology to time-dependent problems by considering
space-time formulations, and its extension to non-linear goal functionals.
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(see Section 5.1 for definitions).
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Figure 12: Resulting mesh contour comparison: (12a) Ω0-conforming Initial mesh. (12b) Seventh mesh of the adaptive alrgorithm driven by












































(right) error estimates. Data for nine levels of refinement, polynomial order p = 1,2.
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