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HIGHER REPRESENTATIONS AND CORNERED HEEGAARD FLOER
HOMOLOGY
ANDREW MANION AND RAPHAE¨L ROUQUIER
Abstract. We develop the 2-representation theory of the odd one-dimensional super Lie alge-
bra glp1|1q` and show it controls the Heegaard-Floer theory of surfaces of Lipshitz, Ozsva´th and
Thurston [LiOzTh1]. Our main tool is the construction of a tensor product for 2-representations.
We show it corresponds to a gluing operation for surfaces, or the chord diagrams of arc decom-
positions. This provides an extension of Heegaard-Floer theory to dimension one, expanding
the work of Douglas, Lipshitz and Manolescu [DouMa, DouLiMa].
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1. Introduction
This article is the first step in a program to recast Heegaard-Floer theory in the setting
of higher representation theory. It is also the first construction of tensor products in 2-
representation theory, a mechanism that produces complicated categories out of simpler ones,
an algebraic counterpart to the construction of moduli spaces in algebraic geometry.
Heegaard-Floer homology was introduced by Ozsva´th and Szabo´ [OsSz1] and has become a
very powerful tool in topology in dimensions 3 and 4. It is related to Seiberg-Witten theory
and instanton Floer homology.
Heegaard-Floer theory associates bigraded vector spaces to links in S3, hence two-variable
invariants of links. Specializing one of the variables to ´1, they coincide with the Alexander
polynomial. The Alexander polynomial can be obtained from the category of representations
of quantum glp1|1q (cf e.g. [KaSal, Sar]). It has been hoped that there is a 2-categorical version
of that category (”2-representations of glp1|1q”) that would give rise to (a p1, 2, 3, 4q-TQFT
version of) Heegaard-Floer theory, in analogy with Crane-Frenkel’s proposal [CrFr] to upgrade
the 3-dimensional Witten-Reshetikhin-Turaev TQFT to dimension 4, in the case of ordinary
simple Lie algebras. Very roughly, the theory would associate the monoidal 2-category of 2-
representations of glp1|1q` to an interval. A physical framework for the role played by Heegaard-
Floer theory for 3-manifolds, and its more precise relation with a conjectural glp1|1q-theory, is
developed in [GuPuVa].
Bordered Heegaard-Floer theory is an extension down to dimension 2 introduced by Lipshitz,
Ozsva´th and Thurston [LiOzTh1]. Douglas and Manolescu initiated in [DouMa] an extension
of this theory further down to dimension 1 (cf also [DouLiMa] for the analysis of 3-manifolds
with codimension-2 corners).
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In [Rou3], the second author constructs a monoidal structure for the 2-category of 2-representations
of Kac-Moody algebras, as a step to obtain the sought-after 4-dimensional TQFT. This requires
working in a suitable homotopical setting (A8- or8-categories), and this creates technical com-
plications for the full construction of a braided monoidal 2-categorical structure.
A surprising discovery in our work is that those homotopical complications in the definition of
the monoidal structure disappear for glp1|1q, and one of the objectives of this article is to develop
as much of the theory as possible without bringing in homotopical aspects. This essentially
means we are probing the 4d theory only with respect to curves and surfaces. This also limits us
to the consideration of the positive part of glp1|1q. We will consider these homotopical aspects
in future work.
Inspired by constructions in bordered Heegaard-Floer theory, Khovanov [Kh] introduced a
monoidal category U whose Grothendieck group is the enveloping algebra of the positive part
glp1|1q` of the super Lie algebra glp1|1q, namely the algebra Zres{e2. This monoidal category
is built from the characteristic 2 nil Hecke algebras of symmetric groups, with a differential
(that makes them acyclic in rank ě 2), and the monoidal structure comes from induction and
restriction functors.
Our 2-category of 2-representations of glp1|1q` is defined as the 2-category of differential
categories acted on by the monoidal differential category U . Given two 2-representations,
one has a category of lax morphisms of 2-representations. This generalizes to the case of a
differential category with two (lax) commuting structures of 2-representations. In the particular
case of a differential category obtained by tensor product from two 2-representations, this is
a structure considered and studied in [DouMa]. Our new construction is that of a structure
of 2-representation on a differential category with commuting structures of 2-representations.
From a field theory perspective, we have a surface and two chosen boundary intervals, and we
attach an open pair of pants to obtain a new surface which has now one fewer boundary circle.
Lipshitz-Ozsva´th-Thurston [LiOzTh1] associate certain differential strand algebras to sur-
faces with extra structure. That structure can be encoded in a singular curve. An end of the
curve gives rise to a structure of 2-representation. We show that gluing curves corresponds,
at the level of strand categories, to the construction above. Since the category of differential
modules over the strand algebra is equivalent to a partially wrapped Fukaya category of a sym-
metric power of the surface [Au1], our work can be viewed as providing an algebraic description
of the Fukaya category of symmetric powers of a surface that is obtained by gluing simpler
surfaces.
Let us now describe the structure of this article.
We gather in §2 a number of basic definitions and facts involving differential categories and
bimodules. Most differential vector spaces we encounter come with bases, and we formalize
this aspect in the notion of ”differential pointed sets” and corresponding differential pointed
categories.
We consider Hecke algebras in §3. We study in §3.1 the differential algebra structure on nil
Hecke algebras of Coxeter groups over a field of characteristic 2 and we describe adjunctions
for induction and restriction functors, in the case of finite Coxeter groups. An important fact
is that those Hecke algebras are the graded algebras associated with the filtration of the group
algebra with respect to the length function. The remainder of §3 is devoted to the case of
symmetric groups and their affine versions. We introduce in §3.2.6 positive submonoids of the
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affine symmetric groups and we provide a description by generators and relations of their nil
Hecke algebras.
Section §4 is devoted to the development of the 2-representation theory of glp1|1q`. We
introduce the monoidal category U . Our main construction is that of a tensor product product
operation on 2-representations, and more generally, of a diagonal action given two (lax) com-
muting 2-representation structures. We also consider a more complicated ”dual” construction
in §4.4. In §5, we recast our functorial constructions into bimodule constructions. Note that our
constructions work in the differential setting, but not in the usual differential graded setting.
In §6, we construct bimodules and 2-representations associated with nil Hecke algebras. In
§6.1, we describe explicitly the structures of 2-representation coming from the left and the
right action of the monoidal category U on itself and we show that the diagonal category
arising from these commuting left and right actions corresponds to Hecke algebras of positive
affine symmetric groups. It is a remarkable fact that those can be recovered from the Hecke
algebras of the ordinary symmetric groups. We introduce in §6.2 a categorical version of affine
symmetric groups and their Hecke algebras.
We develop in §7 an extension of Lipshitz-Ozsva´th-Thurston [LiOzTh1] and Zarev’s [Za]
theory of strand algebras associated with matched circles and intervals. Instead of consider-
ing curves with matchings, we consider the corresponding quotient spaces, where the matched
points are identified. We start in §7.1 with 1-dimensional spaces, which we define as comple-
ments of a finite set of points in a 1-dimensional finite CW-complex. In §7.2, we define our
objects of interest, the singular curves. They are 1-dimensional spaces together with an addi-
tional structure at singular points, and a partially defined orientation. They arise as quotients
of smooth curves, or, equivalently, as curves in Rn with transverse intersections of branches.
This leads to a notion of admissible paths, those paths that lift to a smooth model for the curve
(§7.3). We introduce in §7.4 the differential categories of strands associated to a curve. They
are defined as graded categories associated with a filtered category, in a way similar to the
constructions of §3.1. We show in §7.4.3 that strand categories on unoriented S1 correspond to
the categories built from nil Hecke algebras of affine symmetric groups.
The final section §8 shows that the strand category of a glued curve is obtained as a tensor
(or more general diagonal) construction from the strand category of the original curve. This
provides some sort of 1-dimensional field theory, which is really part of a 2-dimensional field
theory for surfaces with extra structure. This gives a categorical mechanism by which strand
categories can be computed by cutting the curve into basic building blocks. We start in §8.1 by
constructing a structure of 2-representation associated with an unoriented ”end” of a curve. We
describe in §8.2 how the strand categories behave under the gluing of two ends of a curve. When
the gluing operation does not create an S1, we show in §8.3 that the resulting 2-representation
is the one obtained from the diagonal action.
We thank Ciprian Manolescu for several useful conversations.
2. Differential and pointed structures
2.1. Differential algebras and categories.
2.1.1. Categories. Let C be a category. We denote by Copp the opposite category. We identify
C with a full subcategory of HompCopp, Setsq via the Yoneda embedding c ÞÑ Homp´, cq.
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Given pL,Rq a pair of adjoint functors, we denote the unit of adjunction by ηL,R and the
counit by εL,R.
When C is enriched in abelian groups, we denote by addpCq the smallest full subcategory of
HompCopp, Setsq containing C and closed under finite coproducts and isomorphisms.
Let X be a 2-category. We denote by X opp the 2-category with same objects andHompx, yq “
Hompx, yqopp. We denote by X rev the 2-category with the same objects and with Hompx, yq “
Hompy, xq for x and y two objects of X (so that the composition of 1-arrows is reversed).
Let Cat be the 2-category of categories. There is an equivalence Cat
„
Ñ Catopp sending a
category C to Copp.
Let Catr (resp. Catl) be the 2-full 2-subcategory of Cat with 1-arrows those functors that
admit a left (resp. right) adjoint. There is an equivalence of 2-categories Catr
„
Ñ pCatlqrevopp.
It is the identity on objects and sends a functor to a left adjoint.
2.1.2. Differential categories. Let k be a field of characteristic 2. We write b for bk.
A differential module is a k-vector space M endowed with an endomorphism d satisfying
d2 “ 0. We put ZpMq “ ker d. An element m of M is said to be closed when dpmq “ 0.
We define Hom-spaces in the category k-diff of differential modules by Homk-diffpM,M
1q “
Homk-ModpM,M
1q. That k-module has a differential given by HompdM ,M
1q ` HompM, dM 1q.
We define the category Zpk-diffq as the subcategory of k-diff with same objects as k-diff and
HomZpk-diffqpM,M
1q “ ZpHomk-diffpM,M
1qq.
The tensor product of vector spaces and the permutation of factors equip k-diff and Zpk-diffq
with a structure of symmetric monoidal category.
A differential category is a category enriched over Zpk-diffq.
Let V and V 1 be two differential categories. We denote by HompV,V 1q the differential category
of (k-linear) differential functors V Ñ V 1. Its Hom spaces are k-linear natural transformations.
We denote by V bV 1 the differential category with set of objects ObjpVqˆObjpV 1q and with
HomVbV 1ppv1, v
1
1q, pv2, v
1
2qq “ HomVpv1, v2q b HomV 1pv
1
1, v
1
2q.
We denote by V-diff “ HompV, k-diffq the category of V-modules. There is a fully faithful
embedding v ÞÑ HomVp´, vq : V Ñ V
opp-diff and we identify V with its image.
Note that addpVq identifies with the smallest full subcategory of Vopp-diff containing V and
closed under finite direct sums and isomorphisms.
There is a differential functor bV : V
opp-diff bV-diff Ñ k-diff. Given M P Vopp-diff and
N P V-diff, there is an exact sequence of differential k-modules
à
fPHomV pv1,v2q
Mpv2q bNpv1q
abbÞÑMpfqpaqbb
´abNpfqpbq
ÝÝÝÝÝÝÝÝÝÝÑ
à
vPV
Mpvq bNpvq Ñ M bV N Ñ 0.
Given v P V, we have Homp´, vq bV N “ Npvq and M bV Hompv,´q “Mpvq.
Recall that a category is idempotent complete if all idempotent maps have images.
We denote by V i the idempotent completion of V: this is the smallest full subcategory of
Vopp-diff containing V and closed under direct summands and isomorphisms. The 2-functor
V ÞÑ V i is left adjoint to the embedding of idempotent-complete differential categories in
differential categories.
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2.1.3. Objects. Given v1, v2 two objects of V and given f P Z HomVpv1, v2q, the cone of f
is the object conepHomVp´, fqq of V
opp-diff denoted by v1 ‘ v2
f

. We say that V is strongly
pretriangulated if the cone of any map of V is isomorphic to an object of V. Note that Vopp-diff
is strongly pretriangulated.
We denote by V¯ the smallest full strongly pretriangulated subcategory of Vopp-diff closed
under taking isomorphic objects and containing V. Note that pV¯qi is strongly pretriangulated.
Note also that if V is a full subcategory of a strongly pretriangulated V 1, then V is strongly
pretriangulated if the cone in V 1 of a map between objects of V is isomorphic to an object of V.
Let v1, . . . , vn be objects of V and fij P HomVpvj, viq for i ă j. Assume dpfijq “
ř
iărăj fir˝frj
for all i ă j. We define the twisted object rvn‘¨ ¨ ¨‘v1,
¨
˚˚˚
˝
0
fn´1,n
. . .
...
. . . 0
f1,n . . . f1,2 0
˛
‹‹‹‚s of V¯ inductively
on n as the cone of
pfn´1,n, . . . , f1,nq : vn Ñ rvn´1 ‘ ¨ ¨ ¨ ‘ v1,
¨
˚˚˚
˝
0
fn´2,n´1
. . .
...
. . . 0
f1,n´1 . . . f1,2 0
˛
‹‹‹‚s.
The objects of V¯ are the objects of Vopp-diff isomorphic to a twisted object of V.
If V 1 is strongly pretriangulated, then the restriction functor HompV¯,V 1q Ñ HompV,V 1q is an
equivalence. So, V ÞÑ V¯ is left adjoint to the embedding of strongly pretriangulated differential
categories in differential categories.
2.1.4. Algebras. Let A be a differential algebra. We denote by A-diff the category of (left)
differential A-modules. Note that HomA-diffpM,M
1q is the differential k-module of A-linear
maps M Ñ M 1. This is an idempotent-complete strongly pretriangulated differential category.
We say that a differential A-module is strictly perfect if it is in pA¯qi, where A denotes the full
subcategory of A-diff with a unique object A.
A differential category C with one object c is the same as the data of a differential algebra
A “ EndCpcq. When C has a unique object c and A “ EndCpcq, then there is an isomorphism
A-diff
„
Ñ C-diff, M ÞÑ pc ÞÑMq.
More generally, a differential category C can be viewed as a ”differential algebra with several
objects”. More precisely, there is an equivalence from the category of differential categories
C with finitely many objects (arrows are differential functors) to the category of differential
algebras A equiped with a finite set I of orthogonal idempotents with sum 1 (arrows pA, Iq Ñ
pA1, I 1q are non-unital morphisms of differential algebras f : AÑ A1 such that fpIq Ă I 1):
‚ to C, we associate A “
À
c,c1PC HomCpc, c
1q and I the set of projectors on objects of C;
‚ to pA, Iq, we associate the differential category C with set of objects I and HomCpe, fq “
fAe.
HIGHER REPRESENTATIONS AND CORNERED HEEGAARD FLOER HOMOLOGY 7
2.1.5. G-graded differential structures. We define a Z-monoid G to be a monoid G endowed
with an action of the group Z, denoted by g ÞÑ g ` n for g P G and n P Z, and such that
pg ` nqpg1 ` n1q “ gg1 ` n ` n1. Note that eG ` Z is a central submonoid of G, where eG
denotes the unit of G. So, the data above is equivalent to the data of a morphism of monoids
ZÑ ZpGq. This is itself determined by the image of 1, a central invertible element υ of G.
We define a differential G-graded k-module to be a G-graded k-module M together with a
differential module structure such that dpMgq ĂMg`1 (cf [LiOzTh1, §2.5]).
Given g P G, we define Mxgy to be the differential G-graded k-module given by pMxgyqh “
Mhg. Similarly, we define xgyM by pxgyMqh “Mgh.
We define similarly the notion of differential G-graded algebra, of differential G-graded cate-
gory, etc.
When G “ Z and υ “ 1, we recover the usual notion of differential graded k-module, etc.
Let G1 and G2 be two Z-monoids. We define G1 ˆZ G2 as the quotient of G1 ˆ G2 by
the equivalence relation pg1, g2 ` nq „ pg1 ` n, g2q for g1, g2 P G and n P Z. Denote by
p : G1 ˆ G2 Ñ G1 ˆZ G2 the quotient map, a morphism of monoids. There is a structure of
Z-monoid on G1 ˆZ G2 given by ppg1, g2q ` 1 “ ppg1 ` 1, g2q “ ppg1, g2 ` 1q.
Let Mi be a differential Gi-graded k-module for i P t1, 2u. We define a structure of dif-
ferential pG1 ˆZ G2q-module on the differential module M1 b M2 by setting pM1 b M2qg “À
pg1,g2qPp´1pgq
pM1qg1 b pM2qg2 .
2.2. Bimodules.
2.2.1. Algebras. Let Alg be the 2-category with objects the differential algebras, and HomAlgpA,A
1q
the category of pA1, Aq-bimodules. The composition of 1-arrows is the tensor product of differ-
ential bimodules.
Given M an pA1, Aq-bimodule, we put M_ “ HomAopppM,Aq, an pA,A
1q-bimodule.
There is a morphism of pA1, Aq-bimodules
M Ñ HomApM
_, Aq, m ÞÑ pζ ÞÑ ζpmqq.
It is an isomorphism ifM is finitely generated and projective as a (non-differential) Aopp-module.
There is a morphism of functors
HomApM
_, Aq bA ´ Ñ HomApM
_,´q, f b r ÞÑ pζ ÞÑ fpζqrq.
It is an isomorphism ifM_ is finitely generated and projective as a (non-differential) A-module.
Combining those two morphisms, we obtain a morphism of functors
M bA ´ Ñ HomApM
_,´q
that is an isomorphism if M is finitely generated and projective as a (non-differential) Aopp-
module. So, when this holds, we have an adjoint pair pM_bA1´,M bA´q, with corresponding
unit η : A1 Ñ M bA M
_ and counit ε : M_ bA1 M Ñ A. In other terms, the bimodule M
_ is
a left dual of M .
Note conversely that given M such that pM_bA1 ´,M bA´q is an adjoint pair, then M
_ is
a finitely generated projective A-module because HomApM
_,´q is exact and commutes with
direct sums, hence M » HomApM
_, Aq is finitely generated and projective as an Aopp-module.
We say that M is right finite when it is finitely generated and projective as an Aopp-module.
We say that M is left finite when it is finitely generated and projective as an A1-module.
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Consider the 2-full subcategory Algr (resp. Algl) of Alg with same objects and 1-arrows the
right (resp. left) finite bimodules. There is an equivalence of 2-categories Algr
„
Ñ pAlglqrevopp.
It is the identity on objects and sends a bimodule M to M_.
2.2.2. Categories. Let C and C1 be differential categories. A pC, C1q-bimodule is a differential
functor CbC1opp Ñ k-diff. There is a 2-category Bimod of differential categories and bimodules.
Its objects are differential categories and HomBimodpC, C
1q is the differential category of pC1, Cq-
bimodules. Composition is given by tensor product.
There is an equivalence of 2-categories Bimod
„
Ñ Bimodrev sending a differential category C
to Copp and a pC, C1q-bimodule to the same functor, viewed as a pC1opp, Coppq-bimodule.
The bimodule Hom : C b Copp Ñ k-diff, pc1, c2q ÞÑ HomCpc2, c1q is an identity for the tensor
product. The canonical isomorphism of pC, Cq-bimodules HombC Hom
„
Ñ Hom is given by
HomCp´, c1q bC HomCpc2,´q Ñ Hompc2, c1q, ppf : dÑ c1q b pg : c2 Ñ dq ÞÑ f ˝ g.
Let M be a pC1, Cq-bimodule. We define the pC, C1q-bimodule M_ by
M_pc, c1q “ HomCopp-diffpMpc
1,´q,HomCp´, cqq.
There is a morphism of pC, Cq-bimodules εM :M
_ bC1 M Ñ Hom given by
εMpc1, c2q :M
_pc1,´q bC1 Mp´, c2q Ñ Hompc2, c1q
pMpc1,´q
f
ÝÑ Homp´, c1qq bm ÞÑ fpc2qpmq for m PMpc
1, c2q.
Given L P C-diff and L1 P C1-diff, we have a morphism functorial in L and L1
HompL1,MbCLq
M_b´
ÝÝÝÝÑ HompM_bC1L
1,M_bC1MbCLq
HompM_b
C1L
1,εM q
ÝÝÝÝÝÝÝÝÝÝÝÝÑ HompM_bC1L
1, Lq.
We say that M is right finite if the morphism above is an isomorphism for all L and L1.
When this holds, the functor M_ bC1 ´ is left adjoint to M bC ´ and M
_ is left dual to M
. We also write _N “ M where N “ M_. We say that M is left finite if it is a right finite
pC1opp, Coppq-bimodule.
Let M be a pC, Cq-bimodule. We define the differential category TCpMq. Its objects are those
of C and
HomTCpMqpc1, c2q “
à
iě0
M ipc1, c2q.
2.2.3. Bimodules and functors. There is a 2-functor from Alg to Bimod: it sends A to the
differential category CA with one object cA and EndpcAq “ A. It sends an pA
1, Aq-bimodule M
to the pCA1 , CAq-bimodule CM given by CMpcA, cA1q “M . This 2-functor provides isomorphisms
of categories HomAlgpA,A
1q
„
Ñ HomBimodpCA, CA1q.
There is a 2-fully faithful 2-functor from the 2-category of differential categories to Bimodrev:
it sends C to C and F : C Ñ C1 to the pC, C1q-bimodule pc, c1q ÞÑ Hompc1, F pcqq.
There is a 2-fully faithful 2-functor from Bimod to the 2-category of differential categories:
it sends C to C-diff and M a pC1, Cq-bimodule to M bC ´ : C-diff Ñ C
1-diff.
Composing the 2-functor Alg Ñ Bimod and the 2-functor from Bimod to the 2-category of
differential categories, we obtain a differential 2-functor from Alg to the 2-category of differential
categories: it sends A to A-diff and it sends an pA1, Aq-bimodule M to the functor M bA ´ :
A-diff Ñ A1-diff. Note that this 2-functor is 2-fully faithful.
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2.3. Pointed sets and categories.
2.3.1. Pointed sets. A pointed set is a set with a distinguished element 0. The category Sets‚
of pointed sets has objects pointed sets and arrows those maps that preserve the distinguished
element.
It has coproducts:
Ž
Si is the quotient of
š
Si by the relation identifying the 0-objects of
the Si’s.
We define
Ź
Si as the quotient of
ś
Si by the relation identifying an element with p0qi if one
of its components is 0. There is a canonical isomorphism S ^ t0, ˚u
„
Ñ S. This provides the
category of pointed sets with a structure of symmetric monoidal category (the tensor product
of S1 and S2 is S1 ^ S2) and there is a symmetric monoidal functor from the category of sets
to the category of pointed sets E ÞÑ E` “ E \ t0u.
Given S a pointed set and k a commutative ring, we denote by krSs the quotient of the
free k-module with basis S by the k-submodule generated by the distinguished element of S.
This gives a coproducts preserving monoidal functor from the category of pointed sets to the
category of k-modules.
Assume k is finite. Let S and S 1 be two pointed sets. We say that a k-linear map f : krSs Ñ
krS 1s is bounded if there is N ą 0 such that for all s P S, the set of elements of S 1 that have a
non-zero coefficient in fpsq has less than N elements.
The functor kr´s induces a bijection from krHomSets‚pS, S
1qs to the subspace of bounded
maps in Homk-ModpkrSs, krS
1sq.
2.3.2. Gradings and filtrations. Let G be a set. A G-graded pointed set is a pointed set S
together with pointed subsets Sg for g P G such that S “
Ť
gPG Sg and SgXSh “ t0u for g ‰ h.
Given a map f : G Ñ G1 and S a G-graded pointed set, we define a structure of G1-graded
pointed set on S by setting Sg1 “ t0u Y
Ť
gPf´1pg1q Sg.
Given G1 and G2 two sets and Si a Gi-graded pointed set for i P t1, 2u, then S1 ^ S2 is a
pG1 ˆG2q-graded pointed set with pS1 ^ S2qpg1,g2q “ pS1qg1 ^ pS2qg2.
Assume G is a monoid. Given two G-graded pointed sets S and T , there is a structure
of pG ˆ Gq-graded pointed set on S ^ T . Via the multiplication map, we obtain a structure
of G-graded pointed set on S ^ T . This makes the category of G-graded pointed sets into a
monoidal category with unit object the pointed set S “ t0, ˚u with S1 “ S and Sg “ t0u for
g ‰ 1.
Let G be a poset. A G-filtered set (resp. pointed set) is a set (resp. a pointed set) S together
with subsets (resp. pointed subsets) Sěg for g P G such that Sěg Ă Sěg1 if g ą g
1 and such
that given s P S (resp. s P Szt0u), the set tg P G | s P Sěgu is non-empty and has a maximal
element, which we denote by degpsq.
Note that a structure of G-filtered set on a set (resp. a pointed set) S is the same as the
data of a map S Ñ G (resp. a map Szt0u Ñ G).
The associated G-graded pointed set is grS “ t0u \ S (resp. grS “ S) with
pgrSqg “ t0u \ ts P S | degpsq “ gu presp. pgrSqg “ ts P Szt0u | degpsq “ guq.
If G is a (partially) ordered monoid, then the category of G-filtered sets (resp. pointed sets)
is a monoidal category with pS ^ T qěg the image of
š
g1,g2PG,g1g2ěg
pSěg1 ˆ Těg2q in S ^ T . Its
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unit object is the set S “ t˚u (resp. the pointed set S “ t0, ˚u) with Sěg “ S if 1 ě g and
Sěg “ H (resp. Sěg “ t0u) otherwise.
There is a monoidal functor S ÞÑ grS from the monoidal category of G-filtered sets (resp.
pointed sets) to the monoidal category of G-graded pointed sets. Given f : S Ñ T a map
between G-filtered sets (resp. pointed sets), the map grf : grS Ñ grT is given for s P pgrSqg
by pgrfqpsq “ fpsq if fpsq P pgrT qg and pgrfqpsq “ 0 otherwise.
Note also that given a commutative ring k there is a monoidal functor S ÞÑ krSs from the
category of G-graded pointed sets to the category of G-graded k-modules.
2.3.3. Pointed categories. A pointed category is a category enriched in pointed sets. We define
similarly G-graded pointed categories, etc. The monoidal functors V1 Ñ V2 defined above
provide a construction from a category enriched in V1 of a category enriched in V2. Let us
describe this more explicitly.
‚ Given aG-filtered category (or a G-filtered pointed category) C, we have aG-graded pointed
category grC. Its objects are the same as those of C and HomgrCpc, c
1q “ grHomCpc, c
1q.
‚ Given a pointed category C, we denote by krCs the associated k-linear category: its objects
are those of C and HomkrCspc, c
1q “ krHomCpc, c
1qs. If C is a G-graded pointed category, then
krCs is a k-linear G-graded category.
‚ Given a category C, the associated pointed category C` has the same objects as C and
HomC`pc, c
1q “ HomCpc, c
1q \ t0u.
Consider a family tCiu of pointed categories. We have a pointed category
Ź
Ci with object
set
ś
ObjpCiq and HomŹ Cippciq, pc1iqq “ŹHomCipci, c1iq. Similarly, we have a pointed categoryŽ
Ci with object set
š
ObjpCiq and given c P Cr and c
1 P Cs, we have
HomŹ Cipc, c1q “
#
HomCrpc, c
1q if r “ s
t0u otherwise.
Note that the data of a structure of G-filtered pointed category on a pointed category C
is the same as the data of a map deg from the set of non-zero maps of C to G such that
degpβ ˝ αq ě degpβq degpαq for any two composable maps α and β such that β ˝ α ‰ 0.
Given a G-filtered pointed category C with degree function deg and given a morphism of
(partially) ordered monoids f : G Ñ H , we obtain a structure of H-filtered pointed category
on C with degree function f ˝ deg.
Note that the category Sets‚ has a structure of pointed category: the distinguished map
between two pointed sets is the map with image 0.
2.3.4. Differential pointed categories. We define a differential pointed set to be a pointed set S
together with a bounded endomorphism d of F2rSs satisfying d
2 “ 0.
Given S and S 1 two differential pointed sets, then S _ S 1 and S ^ S 1 have structures of
differential pointed sets coming from the canonical isomorphisms F2rS _ S
1s
„
Ñ F2rSs ‘F2rS
1s
and F2rS ^ S
1s
„
Ñ F2rSs b F2rS
1s.
We define the category diff of differential pointed sets: its objects are differential pointed sets
and maps the maps of pointed sets. There is a functor F2r´s : diff Ñ F2-diff. Let S and S
1 be
two differential pointed sets. Because the differentials on F2rSs and F2rS
1s are bounded, the
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vector space F2rHomSets‚pS, S
1qs identifies with a subspace of HomF2-ModpF2rSs,F2rS
1sq that is
stable under the differential HompdF2rSs,´q ` Homp´, dF2rS1sq.
We define Zpdiffq as the subcategory of diff with same objects as diff and with HomZpdiffqpS, S
1q
the subset of maps in the kernel of d (where we view HomdiffpS, S
1q inside HomF2-ModpF2rSs,F2rS
1sq).
The categories diff and Zpdiffq have a structure of symmetric monoidal category coming from
those on pointed sets and differential modules.
We define a differential pointed category to be a category enriched in Zpdiffq. This is the
same as a pointed category V together with a differential on F2rVs endowing it with a structure
of differential category. The 2-functor V ÞÑ F2rVs from the 2-category of differential pointed
categories to the 2-category of differential categories is 2-faithful and 2-conservative.
Note that the category diff is a differential pointed category:
All our constructions below for differential pointed categories are compatible with the corre-
sponding constructions for differential categories, via the 2-functor F2r?s.
Given G a Z-monoid, we will also consider differential G-graded pointed sets: these are
differential pointed sets S with a structure of G-graded pointed set such that dpSgqs Ă F2rSg`1s
for g P G. We have a corresponding notion of differential G-graded pointed category.
Let V be a differential pointed category. We say that a map of V is closed if its image in
F2rVs is closed. Given f : S Ñ S
1 a closed map of differential pointed sets, we define the cone
conepfq of f as the pointed set S _ S 1 with differential on F2rS _ S
1s “ F2rSs ‘ F2rS
1s given
by
ˆ
dF2rSs 0
f dF2rS1s
˙
.
We define a V-module to be a differential pointed functor (i.e., a functor enriched in Zpdiffq)
V Ñ diff. We denote by V-diff the category of V-modules.
Given f : v1 Ñ v2 a closed map in V, we define conepfq “ conepHomVpf,´qq P V-diff.
Let M be a Vopp-module and N a V-module. We define the differential pointed set M ^V N
as the coequalizer of
Ž
fPHomV pv1,v2q
pMpv2q ^Npv1qq
a^bÞÑMpfqpaq^b
//
a^bÞÑa^Npfqpbq
//
Ž
vPVpMpvq ^Npvqq.
Given V 1 a differential pointed category, we define a pV,V 1q-bimodule to be a differential
pointed functor V
Ź
V 1opp Ñ diff.
Given V2 a differential pointed category, N a pV,V 1q-bimodule and M a pV 1,V2q-bimodule,
then N ^V 1 M is a pV,V
2q-bimodule. This gives rise to a 2-category Bimod‚ of differential
pointed categories and bimodules, with a 2-fully faithful functor to the 2-category of differential
pointed categories and a 2-faithful functor F2r´s to the 2-category Bimod.
Let M be a pV,Vq-bimodule. We define a differential pointed category TVpMq. Its objects
are those of V and
HomTV pMqpv1, v2q “
ł
iě0
M ipv1, v2q.
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2.3.5. Pointed structures as F2-structures with a basis. Let us reformulate the definitions of the
previous sections in terms of F2-vector spaces with a basis.
The functor F2r´s gives an equivalence from the category of pointed sets to the category
with objects F2-vector spaces with a basis and where maps are F2-linear maps sending a basis
element to a basis element or 0.
Under this equivalence, we have the following correspondences:
‚ a coproduct of pointed spaces corresponds to a direct sum with basis the union of bases
‚ a wedge product of pointed spaces corresponds to a tensor product with basis the
product of bases
‚ aG-graded pointed set corresponds to aG-graded F2-vector space with a basis consisting
of homogeneous elements
‚ a G-filtered pointed set corresponds to a G-filtered F2-vector space V , ie a family
tVěgugPG of subspaces of V with Věg Ă Věg1 if g ą g
1, with a basis B such that B X Věg
is a basis of Věg for all g P G and such that given v P V zt0u, the set tg P G | Věg ‰ 0u
is non-empty and has a maximal element
‚ a differential pointed set corresponds to an F2-vector space with a basis together with
a bounded differential.
2.4. Symmetric powers. Let C be a pointed category. We define a pointed category SpCq.
Its objects are finite families I of distinct objects of C. We put
HomSpCqpI, Jq “
ł
φ
ľ
iPI
HomCpi, φpiqq
where φ runs over the set of bijections I
„
Ñ J .
An element of HomSpCqpI, Jq is a pair pφ, fq where φ : I
„
Ñ J is a bijection and f Pś
iPI HomCpi, φpiqq. All pairs with fi “ 0 for some i are identified, and they form the 0-element
of HomSpCqpI, Jq. The composition is given by pψ, gq ˝ pφ, fq “ pψφ, pgφpiq ˝ fiqiPIq.
Given a functor F : C Ñ C1 of pointed categories that is injective on the set of objects, we
obtain a functor SpF q : SpCq Ñ SpC1q of pointed categories. If in addition F is faithful, then
SpF q is faithful.
Given a commutative ring k and a k-linear category D, we define a k-linear category SkpDq.
Its objects are finite families I of distinct objects of D. We put
HomSkpDqpI, Jq “
à
φ:I
„
ÑJ
â
iPI
HomDpi, φpiqq.
The composition is defined as in the case of pointed categories above.
Consider a functor F : D Ñ D1 of k-linear categories that is injective on the set of objects.
We obtain a functor SkpF q : SkpDq Ñ SkpD
1q of pointed categories. If Hom-spaces in D and
D1 are flat over k and F is faithful, then SkpF q is faithful.
Given a pointed category C, there is an isomorphism of k-linear categories krSpCqs
„
Ñ
SkpkrCsq.
3. Hecke algebras
In this section, we define and study variations of the nil affine Hecke algebra of GLn. From
§3.1.5 onwards, all additive structures will be defined over k “ F2.
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3.1. Differential graded nil Hecke algebras. We discuss here the case of general Coxeter
groups. The results will be used only for types An and A˜n.
3.1.1. Coxeter groups. We refer to [Hu, §5 and §7.1–7.3] for basic properties of Coxeter groups
and Hecke algebras. Recall that a Coxeter group pW,Sq is the data of a group W with a subset
S ĂW such that W has a presentation with generating set S and relations
s2 “ 1, sts ¨ ¨ ¨lomon
mst terms
“ tst ¨ ¨ ¨lomon
mst terms
when st has order mst for s, t P S.
A reduced expression of an element w PW is a decomposition w “ si1 ¨ ¨ ¨ sil such that sir P S
for r “ 1, . . . , l and such that l is minimal with this property. The integer l is the length ℓpwq
of w.
The Chevalley-Bruhat (partial) order on W is defined as follows. Let w1, w P W and let
w “ si1 ¨ ¨ ¨ sil be a reduced decomposition. We say that w
1 ď w if there is l1 ď l and an
increasing injection f : t1, . . . , l1u Ñ t1, . . . , lu such that w1 “ sifp1q ¨ ¨ ¨ sifpl1q. This is independent
of the choice of the reduced decomposition of w.
3.1.2. Hecke algebras. Let R “ Zrtas, bsusPSs where as and bs are indeterminates with as “ as1
and bs “ bs1 if s and s
1 are conjugate in W .
The Hecke algebra H “ HpW q of pW,Sq is the R-algebra generated by tTsusPS with relations
T 2s ` asTs ` bs “ 0, TsTtTs ¨ ¨ ¨loooomoooon
mst terms
“ TtTsTt ¨ ¨ ¨loooomoooon
mst terms
when st has order mst.
Given a reduced decomposition w “ si1 ¨ ¨ ¨ sil , we put Tw “ Tsi1 ¨ ¨ ¨Tsil . This element is
independent of the choice of the reduced decomposition of w. The set tTwuwPW is a basis of H .
Let ι : H
„
Ñ Hopp be the algebra automorphism defined by Ts ÞÑ Ts for s P S.
Let I be a subset of S. We denote by WI the subgroup of W generated by I. The group WI ,
together with I, is a Coxeter group and the length function on WI is the restriction of that on
W [Hu, §1.10].
We put RI “ Zrtas,I , bs,IusPIs where as,I and bs,I are indeterminates with as,I “ as1,I and
bs,I “ bs1,I if s and s
1 are conjugate in WI . There is a morphism of rings RI Ñ R, as,I ÞÑ
as, bs,I ÞÑ bs.
We denote by HI “ HIpW q the R-subalgebra of H generated by tTsusPI . There is an
isomorphism of R-algebras R bRI HpWIq
„
Ñ HIpW q, Tw ÞÑ Tw.
We assume for the remainder of §3.1.2 thatW is finite. In this case, there is a unique element
wS of W with maximal length [Hu, §1.8] and we denote by N its length. We have w
2
S “ 1 and
wSSwS “ S. There is an automorphism of algebras
ιS : H
„
Ñ H, Tv ÞÑ TwS ¨v¨wS .
We denote by wI the longest element of WI and by NI its length. We denote by W
I (resp.
IW ) the set of elements v PW such that v has minimal length in vWI (resp. WIv). Note that
W I
„
Ñ W {WI , v ÞÑ vWI [Hu, Proposition 1.10].
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3.1.3. Traces. We assume in §3.1.3 that W is finite.
Given J Ă I, we define an R-linear map
tI,J : HI Ñ HJ , Tv ÞÑ
#
TwJwIv if v P wI ¨WJ
0 otherwise.
The next proposition shows this is relative Frobenius form (cf eg [Rou1, §2.3.2]).
Proposition 3.1.1. We have tS,J “ tI,J ˝ tS,I .
Given h P H and x PWI , we have
tS,IphTxq “ tS,IphqTx, tS,IpTwSwI ¨x¨wIwShq “ TxtS,Iphq.
Given h1 P H commuting with HI , we have tS,Iphh
1q “ tS,IpιSph
1qhq.
There is an isomorphism of R-modules
tˆS,I : H
„
Ñ HomHopp
I
pH,HIq, h ÞÑ ph
1 ÞÑ tS,Iphh
1qq
with
tˆS,IpTwSwI ¨x¨wIwShTyq “ TxtˆS,IphqTy for x PWI and y P W.
Proof. Define wI “ wSwI and
Iw “ wIwS, so that
Iw ¨ wI “ 1. We have wI PW I .
Let v P W . There is a unique decomposition v “ v1v2 where ℓpvq “ ℓpv1q ` ℓpv2q, v2 P WI
and v1 P W I [Hu, Proposition 1.10]. Furthermore, ℓpv1q ă ℓpwIq unless v1 “ wI . We have
tS,IpTvq “ δv1,wITv2 .
There is a unique decomposition v2 “ v1v2 with ℓpv
2q “ ℓpv1q ` ℓpv2q, v2 P WJ and v1 has
minimal length in v2WJ . We have v “ pv
1v1qv2 where ℓpvq “ ℓpv
1v1q`ℓpv2q and v
1v1 has minimal
length in vWJ . Furthermore, v
1v1 “ w
J if and only if v1 “ wI and v1 “ wIwJ . It follows that
tI,J ˝ tS,IpTvq “ δv1,wI tI,JpTv2q “ δv1,wIδv1,wIwJTv2 “ tS,JpTvq.
This shows the first statement of the lemma.
We have Tv2Tx P HI , hence
tS,IpTvTxq “ tS,IpTv1pTv2Txqq “ δv1,wITv2Tx “ tS,IpTvqTx.
This shows the second statement of the lemma.
Let x1 “ wI ¨x¨Iw. We have ℓpwI ¨x¨Iwq “ ℓpxq. Since Tx1Tv is a linear combination of elements
Tyz with y ď x
1 and z ď v, it follows that if v1 ‰ wI , then Tx1Tv1 is a linear combination of
elements TwI ¨y¨Iwz with y PWI and zRw
IWI , hence of elements Tu with uRw
IWI . So, if v
1 ‰ wI ,
then tS,IpTx1Tvq “ 0.
Assume now v1 “ wI . We have Tx1Tv “ TwI ¨x¨IwTwITv2 “ TwI ¨xTv2 “ TwITxTv2 because
ℓpx1 ¨ wIq “ ℓpwI ¨ xq “ ℓpwIq ` ℓpxq “ ℓpx1q ` ℓpwIq. We deduce that tS,IpTx1Tvq “ TxTv2 “
TxtS,IpTvq. This shows the third statement of the lemma.
Let v0 P W
I . We have ℓpwIq “ ℓpwIv´10 q ` ℓpv0q. Let v P W
I . Note that TwIv´10 Tv “ TwIv
´1
0 v
or TwIv´10 Tv is a linear combination of Tw’s with ℓpwq ă ℓpw
Iv´10 q ` ℓpvq. It follows that if
tS,IpTwIv´10 Tvq “ 0 if ℓpvq ă ℓpv0q or ℓpvq “ ℓpv0q and v ‰ v0. We have also tS,IpTwIv
´1
0
Tv0q “ 1.
Since H is a free right HI-module with basis tTvuvPW I , we deduce that tˆS,I is surjective. Since
tˆS,I is an R-module morphism between free R-modules of the same finite rank, it follows that
it is an isomorphism. This shows the fifth statement of the lemma.
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Let s P S and v P W . Let s1 “ wS ¨ s ¨ wS P S. If vRtwS, wS ¨ su, then tS,HpTvTsq “ 0 and
tS,HpTs1Tvq “ 0. If v “ wS ¨ s, then TvTs “ TwS “ Ts1Tv. If v “ wS, then tS,HpTvTsq “ as “
tS,HpTs1Tvq. So, we have shown that tS,HpTvTsq “ tS,HpTs1Tvq. It follows by induction on ℓpwq
that tS,HpTvTwq “ tS,HpTwS ¨w¨wSTvq for all w PW .
Consider now h1 P H commuting with HI . Let h
2 P HI . We have
tI,HptS,Iphh
1qh2q “ tI,HptS,Iphh
1h2qq “ tS,Hphh
2h1q “ tS,HpιSph
1qhh2q “
“ tI,HptS,IpιSph
1qhh2qq “ tI,HptS,IpιSph
1qhqh2q.
It follows that tˆI,HptS,Iphh
1qq “ tˆI,HptS,IpιSph
1qhqq, hence tS,Iphh
1q “ tS,IpιSph
1qhq. This com-
pletes the proof of the lemma. 
We put t`I,J “ tI,J . We define an R-linear map
t´I,J : HI Ñ HJ , Tv ÞÑ
#
TvwIwJ if v PWJ ¨ wI
0 otherwise.
We have t´I,Jphq “ ιpt
`
I,Jpιphqqq.
We put tˆ`S,I “ tˆS,I . We have an isomorphism of R-modules
tˆ´S,I : H
„
Ñ HomHopp
I
pH,HIq, h ÞÑ ph
1 ÞÑ t´S,Iphh
1qq
with
tˆ´S,IpTxhTyq “ Txtˆ
´
S,IphqTy for x PWI and y PW.
Consider I, J Ă S with I Ă J or J Ă I. We define an pHI , HJq-bimodule L
˘pI, Jq with
underlying R-module H . We put a “ 0 if ˘ “ ` and a “ 1 if ˘ “ ´.
If I Ă J , then the right action of HJ is by right multiplication and the left action of h P HI
is by left multiplication by pιJ ιIq
aphq.
If J Ă I, then the left action of HI is by left multiplication and the right action of h P HJ is
by right multiplication by pιIιJ q
aphq.
Note that L˘pI, Jq is free of finite rank as a left module and as a right module.
There is an isomorphism of pH,HIq-bimodules
L˘pI, Sq_ “ HomHopppL
˘pI, Sq, Hq
„
Ñ L˘pS, Iq, ζ ÞÑ ζp1q.
The next result follows immediately from Proposition 3.1.1.
Corollary 3.1.2. The map tˆ˘S,I is an isomorphism of pHI , Hq-bimodules
L¯pI, Sq
„
Ñ L˘pS, Iq_ “ HomHopp
I
pL˘pS, Iq, HIq.
The results above can be formulated in terms of dual bases. Note that tTwuwPW I is a basis
of the free right HI-module H , while tTwuwPIW is a basis of the free left HI-module H .
We have
t`S,IpTwSwIv´1Twq “ δv,w and t
´
S,IpTv1Tw1´1wIwSq “ δv1,w1 for v, w PW
I and v1, w1 P IW.
We deduce that the basis pTwSwIw´1qwPW I when ˘ “ ` (resp. pTwqwPIW when ˘ “ ´) of the
free left HI-module L
¯pI, Sq is dual to the basis pTwqwPW I when ˘ “ ` (resp. pTw´1wIwSqwPIW
when ˘ “ ´) of the free right HI-module L
˘pS, Iq, via the pairing providing the isomorphism
of Corollary 3.1.2.
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The counit of the adjoint pair pL˘pS, Iq bHI ´, L
¯pI, Sq bH ´q is given by the morphism of
pHI , HIq-bimodules
L¯pI, Sq bH L
˘pS, Iq Ñ HI , ab b ÞÑ t
˘
S,Ipabq
while the unit is given by the morphism of pH,Hq-bimodules
H Ñ L˘pS, Iq bHI L
¯pI, Sq, 1 ÞÑ
#ř
wPW I Tw b TwSwIw´1 if ˘ “ `ř
wPIW Tw´1wIwS b Tw if ˘ “ ´.
3.1.4. Nil Hecke algebras. We define the nil Hecke algebra Hnil
Z
pW q of pW,Sq as the Z-algebra
HpW q bR R{pas, bsqsPS. This is the Z-algebra generated by tTsusPS with relations
T 2s “ 0, TsTtTs ¨ ¨ ¨loooomoooon
mst terms
“ TtTsTt ¨ ¨ ¨loooomoooon
mst terms
when st has order mst.
This is a Zď0-graded algebra with Tw in degree ´ℓpwq for w PW .
The multiplication is given as follows:
(3.1.1) TwTw1 “
#
Tww1 if ℓpww
1q “ ℓpwq ` ℓpw1q
0 otherwise.
Consider the filtration of the group algebra ZrW s where ZrW sě´i is spanned by group ele-
ments w P W with ℓpwq ď i, for i P Zě0. The associated Zď0-graded algebra is H
nil
Z
pW q and
Tw is the image of w P W in the degree ´ℓpwq homogeneous component of H
nil
Z
pW q.
3.1.5. Differential. Let HnilpW q “ F2 b H
nil
Z
pW q. We define a linear map d : HnilpW q Ñ
HnilpW q by
dpTwq “
ÿ
w1ăw, ℓpw1q“ℓpwq´1
Tw1.
Proposition 3.1.3. The map d defines a structure of differential graded algebra on HnilpW q.
Proof. Let w P W and s P S with ws ą w. We have dpTwTsq “ dpTwsq “
ř
w1ăws, ℓpw1q“ℓpwq Tw1.
We have [Hu, Theorem 5.10]
tw1 PW |w1 ă ws, ℓpw1q “ ℓpwqu “ tw2s | w2 ă w, w2 ă w2s, ℓpw2q “ ℓpwq ´ 1u \ twu.
It follows that dpTwTsq “ dpTwqTs ` Tw “ dpTwqTs ` TwdpTsq.
Consider now v P W and s P S with vs ă v. We have dpTvq “ dpTvsTsq “ dpTvsqTs ` Tvs by
the result above. It follows that dpTvqTs ` TvdpTsq “ TvsTs ` Tv “ 0 “ dpTvTsq.
We deduce that dpTwTw1q “ dpTwqTw1 ` TwdpTw1q for all w,w
1 PW .
Since d2pTsq “ 0 for s P S, it follows that by induction that d
2 “ 0. 
The following corollary shows that the computation of dpTwq can be done using the Leibniz
rule, given a reduced decomposition of w. The terms that do not vanish are exactly the terms
given in the original definition of dpTwq.
Corollary 3.1.4. Let w “ si1 ¨ ¨ ¨ sil be a reduced expression of w PW . We have
dpTwq “
lÿ
r“1
Ti1 ¨ ¨ ¨Tir´1Tir`1Til.
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We have Ti1 ¨ ¨ ¨Tir´1Tir`1Til ‰ 0 if and only if si1 ¨ ¨ ¨ sir´1sir`1 ¨ ¨ ¨ sil is reduced, i.e., if and only
if ℓpsi1 ¨ ¨ ¨ sir´1sir`1 ¨ ¨ ¨ silq “ ℓpwq ´ 1.
Given r, r1 with si1 ¨ ¨ ¨ sir´1sir`1 ¨ ¨ ¨ sil “ si1 ¨ ¨ ¨ sir1´1sir1`1 ¨ ¨ ¨ sil reduced, we have r “ r
1.
Proof. The first statement follows from Proposition 3.1.3. The second statement is a property
of the multiplication of Tw’s.
For the third statement, let us assume r ă r1. We have sir`1 ¨ ¨ ¨ sir1 “ sir ¨ ¨ ¨ sir1´1 reduced,
hence sirsir`1 ¨ ¨ ¨ sir1 is not reduced, a contradiction. 
Remark 3.1.5. Note that the algebra HnilpW q is acyclic if S ‰ H.
Note also that one can introduce a family of commuting differentials ds for s P S modulo
conjugacy by setting dspTtq “ 1 if t P S is conjugate to s and dspTtq “ 0 otherwise.
The specialization over F2 at as “ bs “ 0 of the bimodules L
˘pI, Jq of §3.1.3 acquire a
structure of differential graded bimodules, using the differential graded structure of HnilpW q.
We keep the same notation for those differential graded specialized bimodules and for the maps
t and tˆ.
Proposition 3.1.6. If W is finite, then
tS,I : H
nilpW q Ñ HnilpWIqxN ´NIy
is a morphism of differential graded F2-modules and Corollary 3.1.2 provides an isomorphism
of differential graded pHnilpWIq, H
nilpW qq-bimodules
tˆ˘S,I : L
¯pI, Sq
„
Ñ L˘pS, Iq_xN ´NIy.
Proof. Let v PW . There is a unique decomposition v “ v1v2 where ℓpvq “ ℓpv1q`ℓpv2q, v2 PWI
and v1 PW I .
We have dpTvq “ dpTv1qTv2 ` Tv1dpTv2q. If u PW and u ă v
1, then uRwSWI . It follows that
tS,IpdpTvqq “ tS,IpTv1dpTv2qq “ δv1,wIdpTv2q “ dptS,IpTvqq.

3.1.6. Differential graded pointed Hecke monoid. Let W nil be the pointed Zď0-graded monoid
with underlying pointed set tTwuwPW
š
t0u and multiplication given by (3.1.1). This is the
pointed monoid grW associated to the filtration on W given by Wě´i “ tw P W | ℓpwq ď iu
and there is an identification F2rW
nils “ HnilpW qmakingW nil into a differential graded pointed
monoid.
3.2. Extended affine symmetric groups.
3.2.1. Finite case. Fix n ě 0. The symmetric group Sn is a Coxeter group with generating set
tp1, 2q, . . . , pn´ 1, nqu.
Its differential nil Hecke algebra Hn is the k-algebra generated by T1, . . . , Tn´1 with relations
(3.2.1) T 2i “ 0, TiTj “ TjTi if |i´ j| ą 1 and TiTi`1Ti “ Ti`1TiTi`1
and with differential given by dpTiq “ 1.
The algebra Hn has a basis pTwqwPSn .
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3.2.2. Definition. Let n ě 1. We denote by Sˆn the extended affine symmetric group: this is
the subgroup of the group of permutations of Z with elements those bijections σ : Z
„
Ñ Z such
that σpn ` rq “ n` σprq for all r P Z.
Given i, j P Z with i´ jRnZ, we denote by sij the element of Sˆn defined by
sijprq “
$’&
’%
j ´ i` r if r “ i pmod nq
i´ j ` r if r “ j pmod nq
r otherwise.
Note that si`n,j`n “ si,j, sij “ sji and s
2
ij “ 1.
The symmetric group Sn identifies with the subgroup of Sˆn of permutations σ such that
σpt1, . . . , nuq “ t1, . . . , nu. We have a surjective morphism Sˆn Ñ Sn sending σ to the induced
permutation of Z{n. We identify its kernel with Zn via the injective morphism
Zn Ñ Sˆn, pλ1, . . . , λnq ÞÑ pt1, . . . , nu Q i ÞÑ i` nλiq.
We have Sˆn “ Z
n ¸Sn.
Assume n ě 2. Let Wn be the Coxeter group of type Aˆn´1: it is generated by tsauaPZ{n with
relations
s2a “ 1, sasb “ sbsa if a ‰ b˘ 1
sasa`1sa “ sa`1sasa`1 p for n ą 2q.
Consider the semi-direct product Wn¸xcy of Wn by an infinite cyclic group generated by an
element c, with relation csac
´1 “ sa`1.
Lemma 3.2.1. There is an isomorphism of groups
Wn ¸ xcy
„
Ñ Sˆn, c ÞÑ pj ÞÑ j ` 1q, si`nZ ÞÑ si,i`1 for i P t1, . . . , nu.
Proof. Denote by f the map of the lemma. By [Lus, §3.6] (cf also [BjBr, Proposition 8.3.3]),
the restriction of f to Wn induces an isomorphism with the subgroup of Sˆn of elements σ such
that
řn
i“1pσpiq ´ iq “ 0. It is immediate to check that f extends to a morphism of groups
Wn ¸ xcy Ñ Sˆn.
Consider σ P Sˆn and let N “
řn
i“1pσpiq ´ iq. Note that n|N . Put σ
1 “ σfpcq´N{n. We have
σ1 P fpWnq, so f is surjective. Let σ “ fpwc
dq. We have
řn
i“1pσpiq ´ iq “ nd. So, if σ “ 1,
then d “ 0, hence w P kerpfq XWn “ 1. This shows that f is injective. 
We will identify Wn ¸ xcy and Sˆn via the isomorphism of Lemma 3.2.1.
We put W1 “ 1, so that Sˆ1 » xcy “W1 ¸ xcy. We also put Sˆ0 “ 1.
3.2.3. Diagrammatic representation. The permutations of Z can be described as collections of
strands in r´1, 1s ˆR going leftwards from integers points on the vertical line x “ 1 to integer
points on the vertical line x “ ´1. Thanks to their n-periodicity, those permutations that are
elements of Sˆn can also be encoded in a collection of strands drawn on a cylinder, going from
right to left, by passing to the quotient of the vertical strip r´1, 1s ˆR by the vertical action
by translation of nZ.
Here are some elements of Sˆ3:
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The multiplication σσ1 of σ and σ1 in Sˆn corresponds to the concatenation of the diagram of
σ put to the left of the diagram of σ1 as in the following example:
The defining relations for Sˆn are depicted as follows
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The elements of Sn correspond to diagrams whose strands do not go in the back of the
cylinder, hence can be drawn on a rectangle. For example, s12 above can be represented as
follows:
3.2.4. Length. Assume now again that n ě 1. We extend the length function on the Coxeter
group Wn to one on Wn ¸ xcy by setting ℓpwc
dq “ ℓpwq for w P Wn and d P Z. Note that
the action of c on Wn preserves lengths. Similarly, we extend the Chevalley-Bruhat order on
Wn ¸ xcy by setting w
1cd
1
ă wcd if w1 ă w and d1 “ d and we consider the corresponding order
on Sˆn. Note that the action of c on Wn preserves the order, hence w
1cd
1
ă wcd if and only if
cd
1
w1 ă cdw.
Lemma 3.2.2. Let σ1, σ2 P Sˆn and σ “ σ
1σ2. Assume ℓpσq “ ℓpσ1q ` ℓpσ2q. Let a P Z{n such
that ℓpσsaq ă ℓpσq and ℓpσ
2saq ą ℓpσ
2q.
Let α2 “ σ2sa and α
1 “ σ1σ2saσ
2´1. We have σ “ α1α2 and ℓpσq “ ℓpα1q ` ℓpα2q.
Proof. Multiplying if necessary σ1 and σ2 by a power of c, we can assume σ, σ1 and σ2 are in
Wn.
Let σ1 “ sa1 ¨ ¨ ¨ sam and σ
2 “ sam`1 ¨ ¨ ¨ sad be two reduced decompositions. The Exchange
Lemma [Hu, Theorem 5.8] shows that there is i such that σsa “ sa1 ¨ ¨ ¨ sai´1sai`1 ¨ ¨ ¨ sad .
If i ą m, then σ2sa “ sam`1 ¨ ¨ ¨ sai´1sai`1 ¨ ¨ ¨ sad and this contradicts ℓpσ
2saq ą ℓpσ
2q. So,
i ď m. We have σsa “ sa1 ¨ ¨ ¨ sai´1sai`1 ¨ ¨ ¨ samσ
2. We deduce that α1 “ sa1 ¨ ¨ ¨ sai´1sai`1 ¨ ¨ ¨ sam
has length m´ 1 and the lemma follows. 
Given σ P Sˆn, we put Lpσq “ tpi, jq P Z ˆ Z | i ă j, σpiq ą σpjqu. This set has a diagonal
action of nZ by translation. We put L˜pσq “ tpi, jq P Lpσq | 1 ď i ď nu. The canonical map
L˜pσq Ñ Lpσq{nZ is bijective.
The next lemma is a variation on classical results (cf [Sh, Lemma 4.2.2], [BjBr, Proposition
8.3.6] and [BjBr, §2.2]).
Lemma 3.2.3. Let σ P Sˆn. We have Lpσq “ Lpc
dσq for all d P Z and
ℓpσq “ |L˜pσq| “
ÿ
0ďiăjăn
ˇˇ
t
σpjq ´ σpiq
n
u
ˇˇ
.
If pi, jq P Lpσq, then σsij ă σ.
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Assume σ “ cdw and w “ sa1 ¨ ¨ ¨ sal is a reduced decomposition of w PWn. Given 1 ď r ď l,
let ir P t1, . . . , nu with ir ` nZ “ ar.
The set t
`
sal ¨ ¨ ¨ sar`1pirq, sal ¨ ¨ ¨ sar`1pir ` 1q
˘
u1ďrďl is a subset of Lpσq. This induces a bijec-
tion
t
`
psal ¨ ¨ ¨ sar`1pirq, sal ¨ ¨ ¨ sar`1pir ` 1q
˘
u1ďrďl
„
Ñ Lpσq{nZ.
Proof. Consider a pair pi, jq P Lpσq with 1 ď i ď n and such that pi, j1qRLpσq and pj1, jqRLpσq
for i ă j1 ă j. Given j1 with i ă j1 ă j, we have σpiq ă σpj1q ă σpjq, a contradiction. It follows
that j “ i` 1. We have
Lpσq “
`
tpi, i` 1qu ` nZ
˘ž
psi,i`1, si,i`1qpLpσsi,i`1qq.
We deduce by induction on |L˜pσq| that ℓpσq ď |L˜pσq|.
We prove the statements on t
`
sal ¨ ¨ ¨ sar`1pirq, sal ¨ ¨ ¨ sar`1pir`1q
˘
u1ďrďl by induction on ℓpσq.
By induction, the statements hold for σsal,al`1. In particular, ℓpσsal,al`1q “ |L˜pσsal,al`1q|. It
follows that ℓpσq “ ℓpσsal,al`1q ` 1 ą |L˜pσsal,al`1q|. Assume pil, il ` 1qRLpσq. It follows that
Lpσsal,al`1q “ sal,al`1pLpσqq
š`
tpil, il`1qu`nZ
˘
, hence |L˜pσq| ă |L˜pσsal,al`1q| “ ℓpσsal,al`1q “
ℓpσq ´ 1, a contradiction. It follows that pil, il ` 1q P Lpσq, hence
Lpσq “ sal,al`1pLpσsil,il`1qq
ž`
tpil, il ` 1qu ` nZ
˘
.
The last statement of the lemma follows now by induction.
Consider now pi, jq P Lpσq. Up to translating pi, jq diagonally by nZ, we can assume there is
r such that i “ sal ¨ ¨ ¨ sar`1pirq and j “ sal ¨ ¨ ¨ sar`1pir ` 1q. So σsi,j “ c
dsa1 ¨ ¨ ¨ sar´1sar`1 ¨ ¨ ¨ sal ,
hence σsi,j ă σ. The lemma follows. 
Lemma 3.2.4. Given σ, σ1 P Sˆn, we have σ
1 ă σ and ℓpσ1q “ ℓpσq ´ 1 if and only if there is
pj1, j2q P Lpσq such that σ
1 “ σsj1,j2 and
‚ j2 ´ j1 ă n or σpj1q ´ σpj2q ă n and
‚ given i P Z with j1 ă i ă j2, we have σpj1q ă σpiq or σpiq ă σpj2q.
Proof. Consider pj1, j2q P Lpσq and let s “ sj1,j2. Consider integers i ă j with i´ jRnZ.
If spiq ă spjq, then pi, jq P Lpσq if and only if spi, jq “ pspiq, spjqq P Lpσsq.
Assume now spiq ą spjq. We have three possibilities:
‚ i´ j1 P nZ, j ´ j2RnZ: we have pi, jq P Lpσq if and only if pi, jq P Lpσsq or σpiq ą σpjq ą
σspiq (and then pi, jqRLpσsq)
‚ i´ j1RnZ, j ´ j2 P nZ: we have pi, jq P Lpσq if and only if pi, jq P Lpσsq or σspjq ą σpiq ą
σpjq (and then pi, jqRLpσsq).
‚ i “ j1 ` nr, j “ j2 ` nr
1 with r, r1 P Z: we have pi, jq P Lpσq if and only if pi, jq P Lpσsq
or σpj1q ´ σpj2q ą npr
1 ´ rq ą σpj2q ´ σpj1q (and then pi, jqRLpσsq).
We deduce there is an injective map a : Lpσsq Ñ Lpσq given by
appi, jqq “
#
pi, jq if spiq ą spjq
spi, jq otherwise
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and
Lpσq “ apLpσsqq \
ž
|r|ămin
`
j2´j1
n
,
σpj1q´σpj2q
n
˘
`
pj1 ` nr, j2q ` nZ
˘
\
ž
j1ăiăj2
σpj1qąσpiqąσpj2q
´`
pj1, iq ` nZ
˘
\
`
pi, j2q ` nZ
˘¯
.
Note that apLpσsqq \ ppj1, j2q ` nZq Ă Lpσq.
Let us now prove the lemma. We have σ “ cdw and σ1 “ cd
1
w1 P Sˆn for some w,w
1 P Wn.
Assume σ1 ă σ and ℓpσ1q “ ℓpσq ´ 1. We have d “ d1, w1 ă w and ℓpw1q “ ℓpwq ´ 1.
It follows that there is a reduced decomposition w “ sa1 ¨ ¨ ¨ sal and r P t1, . . . , lu such that
w1 “ sa1 ¨ ¨ ¨ sar´1sar`1 ¨ ¨ ¨ sal . Let j1 “ sal ¨ ¨ ¨ sar`1pirq and j2 “ sal ¨ ¨ ¨ sar`1pir ` 1q. We have
pj1, j2q P Lpσq and σ
1 “ σsj1,j2 (Lemma 3.2.3).
The discussion above shows that ti P Z | j1 ă i ă j2, σpj1q ą σpiq ą σpj2qu “ H and
min
`
j2´j1
n
,
σpj1q´σpj2q
n
˘
ă 1. The lemma follows. 
Example 3.2.5. The elements of L˜pσq are in bijection with intersection points between strands
of a ”good diagram” representing σ. Here, we define a strand diagram to be good if no more
than two strands intersect at a given point and if the diagram minimizes the total number of
intersection points. Similarly, the elements of Lpσq correspond to intersections in an unfolded
good strand diagram.
These descriptions can be deduced from Lemma 6.2.3 below, that shows those statements
hold for pairs of strands. Now, the intersection point set for a good diagram is the disjoint union
over intersection sets between pairs of strands, and a good diagram minimizes the intersection
number among good diagrams if and only of each pair of strands minimizes its intersection
number.
For example:
3.2.5. Extended affine Hecke algebra. We let c act on the differential graded algebra HnilpWnq
by cpTaq “ Ta`1. Let Hˆn “ H
nilpWnq ¸ xcy. For n ě 2, it is the differential graded F2-algebra
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generated by tTauaPZ{n and c
˘1 with relations
T 2a “ 0, cTa “ Ta`1c, TaTb “ TbTa if a ‰ b˘ 1
TaTa`1Ta “ Ta`1TaTa`1 p for n ą 2 q
and differential dpTaq “ 1, dpcq “ 0. The element c has degree 0, while Ta has degree ´1. Note
that Hˆ1 “ F2rSˆ1s “ F2xcy, a differential graded algebra in degree 0 with d “ 0.
Let w P Wn, d P Z and w
1 “ wcd. We put Tw1 “ Twc
d. We also put Tσ “ Twc
d for σ “ wcd.
The set tTσuσPSˆn is a basis of Hˆn.
Remark 3.2.6. Define a filtration on F2rSˆns with pF2rSˆnsq
ě´i the subspace spanned by group
elements w P Sˆn with ℓpwq ď i. The associated graded algebra is Hˆn.
We put Hˆ0 “ F2.
Remark 3.2.7. The group Sˆn is more classically described as a semi-direct product Z
n ¸Sn
(cf §3.2.2) coming from its description as the extended affine Weyl group of GLn. The nil affine
Hecke algebra of GLn associated with this description (cf e.g. [Rou2, §2.2.2]) is not isomorphic
to Hˆn. When considering invertible (instead of 0) parameters, the two algebras are isomorphic.
Example 3.2.8. An element Tσ of Hˆn will be representated by a good strand diagram for σ.
The multiplication of Tσ and Tσ1 is obtained by concatenating the diagrams of σ and σ
1 (as in
the multiplication of σ and σ1). If the corresponding diagram is good, then TσTσ1 “ Tσ2 , where
σ2 is represented by the concatenated diagram. Otherwise, TσTσ1 “ 0. For example:
3.2.6. Positive versions. Let Sˆ`n be the submonoid of Sˆn of permutations σ such that σpZą0q Ă
Zą0. Note that Sˆ
`
n is stable under left and right multiplication by Sn.
There is a decomposition Sˆ`n “ pZě0q
n ¸Sn.
We have sr´1sr´2 ¨ ¨ ¨ s1csn´1sn´2 ¨ ¨ ¨ sr “ p0, . . . , 0, 1, 0, . . . , 0loooooooooomoooooooooon
pos.r
q P pZě0q
n for r P t1, . . . , nu,
hence v restricts to an isomorphism from the submonoid ofWn¸xcy generated by s1, . . . , sn´1, c
to Sˆ`n .
Let Hˆ`n “
À
wPSˆ`n
F2Tw, an F2-subspace of Hˆn containing Hn.
Proposition 3.2.9. Hˆ`n is a differential graded subalgebra of Hˆn.
The algebra Hˆ`n has a presentation with generators T1, . . . , Tn´1, c and relations
T 2i “ 0, TiTj “ TjTi if |i´ j| ą 1, TiTi`1Ti “ Ti`1TiTi`1p if n ą 2 q
cTi “ Ti`1c for 1 ď i ă n´ 1 and c
2Tn´1 “ T1c
2.
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The remainder of §3.2.6 will be devoted to the proof of Proposition 3.2.9.
Let An be the k-algebra with generators t1, . . . , tn´1, b and relations
t2i “ 0, titj “ tjti if |i´ j| ą 1, titi`1ti “ ti`1titi`1p if n ą 2 q
bti “ ti`1b for 1 ď i ă n ´ 1 and b
2tn´1 “ t1b
2.
Given i P t1, . . . , nu, we put βi “ btn´1 ¨ ¨ ¨ ti. Given I Ă t1, . . . , nu non-empty with elements
1 ď i1 ă ¨ ¨ ¨ ă ir ď n, we put γI “ βi1`r´1βi2`r´2 ¨ ¨ ¨βir . Note that γt1,...,nu “ b
n.
There is a morphism of algebras Hn Ñ An, Ti ÞÑ ti and we denote by tw the image of Tw for
w P Sn.
Example 3.2.10. The elements of Sˆ`n correspond to strand diagrams where the strands wind
positively around the cylinder. The relation c2Tn´1 “ T1c
2 is illustrated below:
We describe some elements w P Sˆ`7 and the image of Tw in A7:
The element p0, 0, 0, 0, 1, 0, 0q P pZě0q
7 corresponds to the following element of S`7 :
Lemma 3.2.11. The set ttwγIm ¨ ¨ ¨ γI1u with w P Sn, m ě 0 and I1 Ă t1, . . . , nu, Ir Ă
t1, . . . , |Ir´1|u for 1 ă r ď m generates An as a k-vector space.
Proof. Let i P t1, . . . , nu and j P t1, . . . , n´ 1u. We have
βitj “
$’’&
’’%
tj`1βi if j ă i´ 1
βi´1 if j “ i´ 1
0 if j “ i
tjβi if j ą i.
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Consider I Ă t1, . . . , nu non-empty with elements 1 ď i1 ă ¨ ¨ ¨ ă ir ď n. We put i0 “ 0 and
ir`1 “ n` 1.
Consider j P t1, . . . , n ´ 1u. Fix k P t0, . . . , ru such that ik ď j ă ik`1. Let us show that
(3.2.2) γItj “
$’’’&
’’’%
tj`r´kγI if ik ă j ă ik`1 ´ 1
0 if ik “ j ă ik`1 ´ 1
γti1ă¨¨¨ăikăik`1´1ăik`2ă¨¨¨ăiru if ik ă j “ ik`1 ´ 1
tkγI if ik “ j “ ik`1 ´ 1.
We have
γItj “ βi1`r´1 ¨ ¨ ¨βik`1`r´k´1tj`r´k´1βik`2`r´k´2 ¨ ¨ ¨βir .
If j ă ik`1 ´ 1, then βik`1`r´k´1tj`r´k´1 “ tj`r´kβik`1`r´k´1 and we deduce the first two
equalities in (3.2.2). Assume now j “ ik`1´ 1. We have βik`1`r´k´1tj`r´k´1 “ βik`1`r´k´2 and
the third equality in (3.2.2) follows. The last equality from the fact that given i P t1, . . . , n´1u,
we have
βi`1βi “ b
2tn´2 ¨ ¨ ¨ titn´1 ¨ ¨ ¨ ti “ b
2tn´1 ¨ ¨ ¨ titn´1 ¨ ¨ ¨ ti`1 “ t1b
2tn´2 ¨ ¨ ¨ titn´1 ¨ ¨ ¨ ti`1
“ t1β
2
i`1.
We deduce that γItj “ uγI 1 for some I
1 Ă t1, . . . , nu with |I 1| “ |I| and maxpI 1q ď maxpIq
and u P t0, 1, t1, . . . , tn´1u.
Fix s P t1, . . . , nu with s ě maxpIq. We have
γIβs “
#
βrγti2´1,...,ir´1,su if 1 P I
γpI´1qYtsu otherwise.
Consider I1, . . . , Im as in the lemma. Let k be minimal such that 1RIk. We put k “ m` 1 if
there is no such k. Define u “ γt|Im|u if k “ m ` 1 and u “ 1 otherwise. Put I0 “ t1, . . . , nu.
Recall that b “ βn. We have
γIm ¨ ¨ ¨ γI1b “ uγI 1m ¨ ¨ ¨ γI 11
where I 1r “ ti´ 1|i P Irzt1uu Y t|Ir´1|u for 1 ď r ă k, I
1
k “ ti´ 1|i P Iku Y t|Ik´1|u and I
1
r “ Ir
for r ą k.
We deduce that the set B “ ttwγIm ¨ ¨ ¨ γI1u of the lemma is stable under right multiplication
by tj for j P t1, . . . , n´1u and by b. Since B contains 1, it follows that B is a generating family
for An as an F2-vector space. 
Remark 3.2.12. An example of the description of γItj in the proof of Lemma 3.2.11 is given
below:
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Proof of Proposition 3.2.9. Let H be the subalgebra of Hˆn generated by T1, . . . , Tn´1, c. This is
a differential graded subalgebra of Hˆn. Given w P Sˆn, let |w| “
řn
i“1wpiq. Let w P Sˆ
`
n , w ‰ 1.
We show by induction on ℓpwq ` |w| that Tw P H .
Assume ℓpwsiq ă ℓpwq for some i P t1, . . . , n´ 1u. We have wsi P Sˆ
`
n and |wsi| “ |w|, hence
by induction Twsi P H . We deduce that Tw “ TwsiTi P H .
Otherwise, we have 0 ă wp1q ă ¨ ¨ ¨ ă wpnq, hence wpnq ą n since w ‰ 1. It follows that
wc´1 P Sˆ`n and |wc
´1| ă |w|, hence Twc´1 P H by induction. So Tw “ Twc´1Tc P H .
We have shown that Hˆ`n Ă H . Since Hˆ
`
n is stable under right multiplication by Tc and by
Ti for i P t1, . . . , n´ 1u, it follows that H “ Hˆ
`
n .
There is a surjective morphism of algebras ρ : An Ñ Hˆ
`
n , ti ÞÑ Ti, b ÞÑ c. Given I “ ti1 ă
¨ ¨ ¨ ă iru a non-empty subset of t1, . . . , nu, we put
cI “ pcsn´1 ¨ ¨ ¨ si1`r´1qpcsn´1 ¨ ¨ ¨ si2`r´2q ¨ ¨ ¨ pcsn´1 ¨ ¨ ¨ sirq P Sˆn.
We have cIpilq “ n` l for 1 ď l ď r and cIpjq “ j ` r´ k if ik ă j ă ik`1 (where we put i0 “ 0
and ir`1 “ n ` 1).
Let E be the set of families pI1, . . . , Imq where m ě 0, I1 Ă t1, . . . , nu and Ir Ă t1, . . . , |Ir´1|u
for 1 ă r ď m.
Given w P Sn and pI1, . . . , Imq P E, we have ρptwγI1 ¨ ¨ ¨ γImq “ TwTcI1 ¨ ¨ ¨TcIm and that
element is either TwcI1 ¨¨¨cIm or 0.
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We define a map φ : pZě0q
n Ñ E. Let a P pZě0q
n. Let m “ maxtapiqu1ďiďn. We put
I1 “ a
´1pZě1q and we define inductively Ir for 2 ď r ď m by Ir “ cIr´1 ¨ ¨ ¨ cI1pa
´1pZěrqq. We
put φpaq “ pI1, . . . , Imq. We have
cIm ¨ ¨ ¨ cI1piq “ napiq ` |a
´1pZąapiqq| ` pposition of i in a
´1papiqqq.
We define a map ψ : E Ñ pZě0q
n. Let pI1, . . . , Imq P E. We define a P pZě0q
n by apiq “
t
cIm ¨¨¨cI1piq´1
n
u and we put ψpI1, . . . , Imq “ a. The maps ψ and φ are inverse bijections. We
deduce that the map E Ñ pSnzSˆ
`
n q sending pI1, . . . , Imq to the class of cIm ¨ ¨ ¨ cI1 is bijective.
It follows that the map Sn ˆ E Ñ Sˆ
`
n , pw, pI1, . . . , Imqq ÞÑ wcIm ¨ ¨ ¨ cI1 is bijective.
If ρptwγIm ¨ ¨ ¨ γI1q “ TwcIm ¨¨¨cI1 “ 0 for some w P Sn and pI1, . . . , Imq P E, then the bijectivty
of the map above shows that the image of ρ is the span of a proper subset of a basis of Hˆ`n ,
contradicting the surjectivity of ρ.
This shows that the elements ρptwγIm ¨ ¨ ¨ γI1q are distinct basis elements of Hˆ
`
n , hence ρ is an
isomorphism. 
Remark 3.2.13. The same method as the one used in the proof of Proposition 3.2.9 shows that
Sˆ`n is the free pSn,Snq-monoid on a generator c with relations c¨sr “ sr`1¨c for r P t1, . . . , n´1u
and c2 ¨ sn´1 “ s1 ¨ c
2.
3.2.7. Pointed versions. Given n ě 0, we put H‚n “ pSnq
nil. This is the quotient of the free
pointed monoid generated by T1, . . . , Tn´1 by the relations (3.2.1). The differential is given by
dpTiq “ 1. Note that krH
‚
ns “ Hn and H
‚
n “ t0u Y tTwuwPSn.
We define Sˆniln to be the differential graded pointed monoid with underlying differential
pointed set tTσuσPSˆn
š
t0u and multiplication, grading and differential that of Hˆn.
We define Sˆ`,niln to be its differential graded pointed submonoid with non-zero elements those
that stabilize Zą0.
4. 2-representation theory
We recall that k is a field of characteristic 2.
4.1. Monoidal category.
4.1.1. Definition. Let U be the differential strict monoidal category generated by an object e
and a map τ : e2 Ñ e2 subject to the relations
(4.1.1) dpτq “ 1, τ 2 “ 0 and eτ ˝ τe ˝ eτ “ τe ˝ eτ ˝ τe.
There are isomorphisms of differential monoidal categories opp : U
„
Ñ Uopp and rev : U
„
Ñ
U rev given on generators by e ÞÑ e and τ ÞÑ τ .
The following result is clear.
Proposition 4.1.1. The objects of the category U are the en, n ě 0. We have Hompen, emq “ 0
if n ‰ m and there is an isomorphism of differential algebras
Hn
„
ÝÑ Endpenq, Ti ÞÑ e
i´1τen´i´1.
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There is a commutative diagram
Hm bHn
TibTj ÞÑTiTm`j //
can „

Hm`n
„ can

EndpEmq b EndpEnq
b
// EndpEm`nq
The isomorphism opp : U
„
Ñ Uopp gives rise to the isomorphism of differential algebras
opp : Hn
„
ÝÑ Hoppn , Ti ÞÑ Ti.
The isomorphism rev : U
„
Ñ U rev gives rise to the isomorphism of differential algebras
ιn : Hn
„
ÝÑ Hn, Ti ÞÑ Tn´i.
The functor ´bEn induces an injective morphism of differential algebras Hr “ EndpE
rq Ñ
Hr`n “ EndpE
r`nq, Ti ÞÑ Ti and we will identify Hr with a subalgebra of Hr`n via this
morphism.
The functor En b´ induces a morphism of differential algebras
fn : Hr “ EndpE
rq Ñ Hn`r “ EndpE
n`rq, Ti ÞÑ Tn`i.
Note that Hn commutes with fnpHrq and that fn “ ιn`r ˝ ιr.
4.1.2. 2-representations. Let V be a differential category.
Definition 4.1.2. A 2-representation on V is the data of a strict monoidal differential functor
U Ñ EndpVq.
The data of a 2-representation on V is the same as the data of a differential endofunctor E
of V and of τ P EndpE2q satisfying (4.1.1).
Note that a 2-representation on V extends to a 2-representation on V¯ and on V i (uniquely
up to an equivalence unique up to isomorphism).
A morphism of 2-representations pV, E, τq Ñ pV 1, E 1, τq is the data of a differential functor
Φ : V Ñ V 1 and of an isomorphism of functors ϕ : ΦE
„
Ñ E 1Φ (with dpϕq “ 0) such that
τ 1Φ ˝ E 1ϕ ˝ ϕE “ E 1ϕ ˝ ϕE ˝ Φτ : ΦE2 Ñ E 12Φ.
Example 4.1.3. Let V “ k-diff and E “ τ “ 0. This is the “trivial” 2-representation.
Let V be a 2-representation. The opposite 2-representation is pV-diff, E 1, τ 1q, where E 1pζq “
ζE and τ 1pζq “ ζτ P EndpE 12pζqq for ζ P V-diff. Note that the canonical functor V Ñ
pV-diffq-diff, v ÞÑ pζ ÞÑ ζpvqq is a fully faithful morphism of 2-representations.
Assume E has a left adjoint E_. We still denote by τ the endomorphism of pE_q2 cor-
responding to τ (cf §2.1.1). The pair pE_, τq defines the left dual 2-representation of pE, τq.
Similarly, if E has a right adjoint _E, we obtain a right dual 2-representation p_E, τq of pE, τq.
Remark 4.1.4. One can also consider a lax 2-representation on V: this is the data of a lax
monoidal differential functor U Ñ EndpVq.
Remark 4.1.5. The category U has a structure of differential graded monoidal category with
τ in degree ´1 and one can consider (lax) 2-representations on differential graded categories.
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4.1.3. Pointed case. We denote by U‚ the strict monoidal differential pointed category gener-
ated by an object e and a map τ P Endpe2q subject to the relations (4.1.1). Its objects are the
en, n ě 0, Hompen, emq “ 0 for m ‰ n and Endpenq “ H‚n.
Let V be a differential pointed category.
A 2-representation on V is the data of a strict monoidal differential pointed functor U‚ Ñ
EndpVq. This is equivalent to the data of an endofunctor E of the differential pointed category
V and τ P EndpE2q such that pE, τq induce a 2-representation on krVs.
4.2. Lax cocenter.
4.2.1. Lax bi-2-representations. A lax bi-2-representation on V is a lax monoidal differential
functor E : U b U Ñ EndpVq. It corresponds to the data of
‚ differential endofunctors Ei,j “ Epe
i b ejq of V
‚ morphisms of differential algebras Hi bHj Ñ EndpEi,jq
‚ morphisms of differential functors µpi,jq,pi1,j1q : Ei,jEi1,j1 Ñ Ei`i1,j`j1
such that
(1) µpi,jq,pi1,j1q is equivariant for the action of pHi bHjq b pHi1 bHj1q, where the action on
Ei`i1,j`j1 is the restriction of the action of Hi`i1bHj`j1 via the morphism pab bqb pa
1b
b1q ÞÑ afipa
1q b bfjpb
1q
(2) µpi`i1,j`j1q,pi2,j2q ˝ pµpi,jq,pi1,j1qEi2,j2q “ µpi,jq,pi1`i2,j1`j2q ˝ pEi,jµpi1,j1q,pi2,j2qq.
Consider two actions of U given by pF1, τ1q and pE2, τ2q on V and a closed morphism of
functors λ : F1E2 Ñ E2F1 such that the following diagrams commute:
(4.2.1) F 21E2
F1λ //
τ1E2

F1E2F1
λF1 // E2F
2
1
E2τ1

F 21E2 F1λ
// F1E2F1
λF1
// E2F
2
1
F1E
2
2
λE2 //
F1τ2

E2F1E2
E2λ // E22F1
τ2F1

F1E
2
2 λE2
// E2F1E2
E2λ
// E22F1
Remark 4.2.1. The data of λ and the required relations are described graphically as:
Define morphisms
λi,1 “ pλF
i´1
1 q ˝ ¨ ¨ ¨ ˝ pF
i´2
1 λF1q ˝ pF
i´1
1 λq : F
i
1E2 Ñ E2F
i
1
and
λi,j “ pE
j´1
2 λi,1q ˝ ¨ ¨ ¨ ˝ pE2λi,1E
j´2
2 q ˝ pλi,1E
j´1
2 q : F
i
1E
j
2 Ñ E
j
2F
i
1.
We define a lax bi-2-representation on V by Ei,j “ E
i
2F
j
1 . The actions of Hi on E
i
2 and Hj
on F j1 provide an action of Hi bHj on Ei,j and µpi,jq,pi1,j1q “ E
i
2λj,i1F
j1
1 :
µpi,jq,pi1,j1q : E
i
2F
j
1E
i1
2 F
j1
1
Ei2λj,i1F
j1
1
ÝÝÝÝÝÝÑ Ei2E
i1
2 F
j
1F
j1
1 “ E
i`i1
2 F
j`j1
1 .
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Remark 4.2.2. One can also consider the notion of colax 2-representation. A colax 2-
representation on V is the same data as a lax 2-representation on Vopp.
4.2.2. Category. Let W be a differential category endowed with a lax action pEi,jq of U
2.
We define a differential category ∆EW.
‚ The objects of ∆EW are pairs pm, ςq where m P W
i
and ς P Z Hom
W
ipE0,1E1,0pmq, mq
such that for all i ě 1, there exists ςi P Z HomWipEi,ipmq, mq such that the composition bi
(4.2.2) bi : pE0,1E1,0q
ipmq
pE0,1E1,0qi´1ς
ÝÝÝÝÝÝÝÝÑ pE0,1E1,0q
i´1pmq
pE0,1E1,0qi´2ς
ÝÝÝÝÝÝÝÝÑ ¨ ¨ ¨ Ñ E0,1E1,0pmq
ς
ÝÑ m
is equal to
pE0,1E1,0q
ipmq
can
ÝÝÑ Ei,ipmq
ςiÝÑ m
and ςi ˝ pTr b 1q “ ςi ˝ p1b Trq for 1 ď r ă i.
‚ Hom∆EWppm, ςq, pm
1, ς 1pmqq is the differential submodule of Hom
W
ipm,m1q of elements f
such that the following diagram commutes
E0,1E1,0pmq
ς //
E0,1E1,0f

m
f

E0,1E1,0pm
1q
ς // m1
The composition of maps is defined by restricting that ofW
i
. So, we have a faithful forgetful
functor ω : ∆EW Ñ W
i
, pm, ςq ÞÑ m. Note that ∆EW is strongly pretriangulated and
idempotent-complete.
Remark 4.2.3. Note that applying the self-equivalence pa, bq ÞÑ pb, aq of U2 provides another
lax action E 1 of U2 on W. The corresponding differential category ∆E1W is not equivalent to
∆EW in general.
4.3. Diagonal action.
4.3.1. Category. Consider a differential category W endowed with two actions of U given by
pE1, τ1q and pE2, τ2q and a closed morphism of functors σ : E2E1 Ñ E1E2 such that the following
diagrams commute:
(4.3.1) E22E1
E2σ //
τ2E1

E2E1E2
σE2 // E1E
2
2
E1τ2

E22E1 E2σ
// E2E1E2
σE2
// E1E
2
2
E2E
2
1
σE1 //
E2τ1

E1E2E1
E1σ // E21E2
τ1E2

E2E
2
1 σE1
// E1E2E1
E1σ
// E21E2
Remark 4.3.1. The data of σ and the relations can be described graphically as follows:
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We define a differential category V “ ∆σW.
‚ The objects of V are pairs pm, πq where m P W
i
and π P Z Hom
W
ipE2pmq, E1pmqq such
that the following diagram commutes
E22pmq
E2π //
τ2

E2E1pmq
σ // E1E2pmq
E1π // E21pmq
τ1

E22pmq E2π
// E2E1pmq σ
// E1E2pmq
E1π
// E21pmq
‚ HomVppm, πq, pm
1, π1qq is the differential submodule of Hom
W
ipm,m1q of elements f such
that the following diagram commutes
E2pmq
π //
E2f

E1pmq
E1f

E2pm
1q
π1
// E1pm
1q
The composition of maps is defined by restricting that ofW
i
. So, we have a faithful forgetful
functor ω : V Ñ W
i
, pm, πq ÞÑ m. Note that V is strongly pretriangulated and idempotent-
complete.
Remark 4.3.2. The structure of objects and maps in V can be described graphically as follows:
Remark 4.3.3. Assume E1 admits a left adjoint F1. The data of the map σ : E2E1 Ñ E1E2
corresponds by adjunction to the data of a map
λ : F1E2
‚η1ÝÝÑ F1E2E1F1
F1σF1ÝÝÝÑ F1E1E2F1
ε1‚ÝÝÑ E2F1.
The commutativity of the diagrams (4.3.1) is equivalent to the commutativity of the diagrams
(4.2.1). Assume the diagrams commute. We obtain a lax bi-2-representation pEi,jq on W (cf
§4.2.1).
Let pm, ςq P ∆EW. We have an adjunction isomorphism
φ : HompE2pmq, E1pmqq
„
Ñ HompF1E2pmq, mq.
Let π “ φ´1pςq P Z HompE2pmq, E1pmqq. The object pm, πq is in ∆σW and pm, ςq ÞÑ pm, πq
defines a fully faithful functor of differential categories ∆EW Ñ ∆σW.
32 ANDREW MANION AND RAPHAE¨L ROUQUIER
Assume now λ is invertible. The canonical map fi : pE0,1E1,0q
i Ñ Ei,i is invertible. Let
ςi “ bi ˝ f
´1
i . Consider r P t1, . . . , i´ 1u. We have
ςi ˝ pTr b 1q “ br´1 ˝ pE01E10q
r´1pς2 ˝ pT1 b 1q ˝ f2q ˝ pE01E10q
r`1bi´r´1 ˝ f
´1
i
“ br´1 ˝ pE01E10q
r´1pς2 ˝ p1b T1q ˝ f2q ˝ pE01E10q
r`1bi´r´1 ˝ f
´1
i
“ ςi ˝ p1b Trq
As a consequence, the functor above is an isomorphism of differential categories ∆EW
„
Ñ ∆σW.
4.3.2. 1-arrows. We define now a differential functor E : V Ñ V.
‚ Let pm, πq P V. Let m1 “ E2pmq ‘ E1pmq
π
&&
. We define
π1 “
ˆ
σ ˝ E2π ˝ τ2 σ
0 τ1 ˝ E1π ˝ σ
˙
: E2pm
1q Ñ E1pm
1q
π1 :
E22pmq ‘ E2E1pmq
E1E2pmq ‘ E
2
1pmq
E2π
&&
E1π
88
σ˝E2π˝τ2

τ1˝E1π˝σ

σ
zztt
tt
tt
tt
tt
tt
tt
t
Remark 4.3.4. The graphical description of π1 is the following:
Lemma 4.3.5. pm1, π1q is an object of V.
Proof. Note that dpπ1q “ 0.
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Let a “ τ1 ˝ E1π
1 ˝ σpm1q ˝E2π
1 and b “ E1π
1 ˝ σpm1q ˝ E2π
1 ˝ τ2. We have
a11 “ τ1E2 ˝ E1σ ˝E1E2π ˝ E1τ2 ˝ σE2 ˝ E2σ ˝ E
2
2π ˝ E2τ2
“ τ1E2 ˝ E1σ ˝E1E2π ˝ σE2 ˝ E2σ ˝ τ2E1 ˝ E
2
2π ˝ E2τ2
“ τ1E2 ˝ E1σ ˝ σE1 ˝ E2E1π ˝ E2σ ˝ E
2
2π ˝ τ2E2 ˝ E2τ2
“ E1σ ˝ σE1 ˝ E2τ1 ˝ E2E1π ˝ E2σ ˝ E
2
2π ˝ τ2E2 ˝ E2τ2
“ E1σ ˝ σE1 ˝ E2E1π ˝ E2σ ˝ E
2
2π ˝ E2τ2 ˝ τ2E2 ˝ E2τ2
“ E1σ ˝ E1E2π ˝ σE2 ˝ E2σ ˝ E
2
2π ˝ τ2E2 ˝ E2τ2 ˝ τ2E2
“ E1σ ˝ E1E2π ˝ σE2 ˝ E2σ ˝ τ2E1 ˝ E
2
2π ˝ E2τ2 ˝ τ2E2
“ E1σ ˝ E1E2π ˝ E1τ2 ˝ σE2 ˝ E2σ ˝ E
2
2π ˝ E2τ2 ˝ τ2E2 “ b11,
a12 “ τ1E2 ˝E1σ ˝ E1E2π ˝ E1τ2 ˝ σE2 ˝ E2σ ` τ1E2 ˝ E1σ ˝ σE1 ˝ E2τ1 ˝ E2E1π ˝ E2σ
“ τ1E2 ˝E1σ ˝ E1E2π ˝ σE2 ˝ E2σ ˝ τ2E1 ` τ
2
1E2 ˝ E1σ ˝ σE1 ˝E2E1π ˝ E2σ
“ τ1E2 ˝E1σ ˝ σE1 ˝ E2E1π ˝ E2σ ˝ τ2E1
“ E1σ ˝ E1E2π ˝ σE2 ˝ E2σ ˝ τ
2
2E1 ` E1σ ˝ σE1 ˝E2τ1 ˝ E2E1π ˝ E2σ ˝ τ2E1
“ E1σ ˝ E1E2π ˝ E1τ2 ˝ σE2 ˝ E2σ ˝ τ2E1 ` E1σ ˝ σE1 ˝ E2τ1 ˝ E2E1π ˝ E2σ ˝ τ2E1 “ b12,
a21 “ 0 “ b21 and
a22 “ τ1E1 ˝ E1τ1 ˝ E
2
1π ˝ E1σ ˝ σE1 ˝ E2τ1 ˝ E2E1π ˝ E2σ
“ τ1E1 ˝ E1τ1 ˝ E
2
1π ˝ E1σ ˝ σE1 ˝ E2τ1 ˝ E2E1π ˝ E2σ
“ τ1E1 ˝ E1τ1 ˝ τ1E1 ˝ E
2
1π ˝ E1σ ˝ E1E2π ˝ σE2 ˝ E2σ
“ E1τ1 ˝ τ1E1 ˝ E1τ1 ˝ E
2
1π ˝ E1σ ˝ E1E2π ˝ σE2 ˝ E2σ
“ E1τ1 ˝ τ1E1 ˝ E
2
1π ˝ E1σ ˝ E1E2π ˝ E1τ2 ˝ σE2 ˝ E2σ
“ E1τ1 ˝ E
2
1π ˝ τ1E2 ˝ E1σ ˝ E1E2π ˝ σE2 ˝ E2σ ˝ τ2E1
“ E1τ1 ˝ E
2
1π ˝ τ1E2 ˝ E1σ ˝ σE1 ˝ E2E1π ˝ E2σ ˝ τ2E1
“ E1τ1 ˝ E
2
1π ˝ E1σ ˝ σE1 ˝ E2τ1 ˝ E2E1π ˝ E2σ ˝ τ2E1 “ b22.
The lemma follows. 
Remark 4.3.6. The equalities established in the proof of the lemma above have the following
graphical description:
We put Epm, πq “ pm1, π1q.
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‚ Given f P HomVppm, πq, pm˜, π˜qq, we put Epfq “
ˆ
E2f 0
0 E1f
˙
:
E2pmq ‘ E1pmq
E2pm˜q ‘ E1pm˜q
π
&&
π˜
88
E2f

E1f

Lemma 4.3.7. We have Epfq P HomVpEpm, πq, Epm˜, π˜qq. The construction makes E into a
differential endofunctor of V.
Proof. The lemma follows from the commutativity of the following diagram:
E22pmq ‘ E2E1pmq E1E2pmq ‘ E
2
1pmq
E22pm˜q ‘ E2E1pm˜q E1E2pm˜q ‘ E
2
1pm˜q
σ˝E2π˝τ2
&&
τ1˝E1π˝σ
&&σ ))
E22f

E2E1f

E1E2f

E21f

σ˝E2π˜˝τ2
88
τ1˝E1π˜˝σ
88
σ
55

4.3.3. 2-arrows. We assume in §4.3.3 that σ is invertible.
We define an endomorphism τ of ωE2. Let pm, πq P V. We have E2pm, πq “ pm2, π2q where
m2 “ rE22pmq ‘ E2E1pmq ‘ E1E2pmq ‘ E
2
1pmq, Bs and
B “
¨
˚˝˚ 0E2π 0
σ ˝ E2π ˝ τ2 σ 0
0 τ1 ˝ E1π ˝ σ E1π 0
˛
‹‹‚.
We define an endomorphism τ of m2 by
(4.3.2) τ “
¨
˚˝˚τ2 0 0 00 0 σ´1 0
0 0 0 0
0 0 0 τ1
˛
‹‹‚.
Theorem 4.3.8. The endomorphism τ of m2 defines an endomorphism of E2. The data
p∆σW, E, τq is an idempotent-complete strongly pretriangulated 2-representation.
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Proof. The non-zero coefficients of π2 are
π211 “ σE2 ˝ E2σ ˝ E
2
2π ˝ E2τ2 ˝ τ2E2
π222 “ σE1 ˝ E2τ1 ˝ E2E1π ˝ E2σ ˝ τ2E1
π233 “ τ1E2 ˝ E1σ ˝ E1E2π ˝ E1τ2 ˝ σE2
π244 “ τ1E1 ˝ E1τ1 ˝ E
2
1π ˝ E1σ ˝ σE1
π212 “ σE2 ˝ E2σ ˝ τ2E1, π
2
13 “ σE2, π
2
24 “ σE1, π
2
34 “ τ1E2 ˝E1σ ˝ σE1.
Let a “ E1τ ˝ π
2 and b “ π2 ˝ E2τ . We have
a11 “ σE2 ˝ E2σ ˝ E1τ2 ˝ E
2
2π ˝ E2τ2 ˝ τ2E2 “ σE2 ˝ E2σ ˝ E
2
2π ˝ τ2E2 ˝ E2τ2 ˝ τ2E2
“ σE2 ˝ E2σ ˝ E
2
2π ˝ E2τ2 ˝ τ2E2 ˝ E2τ2 “ b11
a12 “ E1τ2 ˝ σE2 ˝E2σ ˝ τ2E1 “ 0 “ b12
a13 “ E1τ2 ˝ σE2 “ b13
a23 “ E1σ
´1 ˝ τ1E2 ˝ E1σ ˝ E1E2π ˝E1τ2 ˝ σE2
“ E1σ
´1 ˝ τ1E2 ˝ E1σ ˝ E1E2π ˝ σE2 ˝ E2σ ˝ τ2E1 ˝ E2σ
´1
“ E1σ
´1 ˝ τ1E2 ˝ E1σ ˝ σE2 ˝ E2E1π ˝ ˝E2σ ˝ τ2E1 ˝ E2σ
´1
“ σE1 ˝ E2τ1 ˝ E2E1π ˝E2σ ˝ τ2E1 ˝ E2σ
´1 “ b23
a24 “ E1σ
´1 ˝ τ1E2 ˝ E1σ ˝ σE1 “ σE1 ˝ E2τ1 “ b24
a44 “ E1τ1 ˝ τ1E1 ˝ E1τ1 ˝ E
2
1π ˝ E1σ ˝ σE1 “ τ1E1 ˝ E1τ1 ˝ τ1E1 ˝ E
2
1π ˝ E1σ ˝ σE1
“ τ1E1 ˝ E1τ1 ˝ E
2
1π ˝ E1σ ˝ σE1 ˝ E2τ1 “ b44
All the other coefficients of a and b vanish. We deduce that a “ b, hence τ is an endomorphism
of E2pm, πq. It follows easily that τ defines an endomorphism of E2.
We have τ 2 “ 0 and
dpτq “
¨
˚˝˚dpτ2q 0 0 00 0 0 0
0 0 0 0
0 0 0 dpτ1q
˛
‹‹‚` τ ˝ B ` B ˝ τ
“
¨
˚˝˚ id2E2π ˝ τ2 id
σ ˝ E2π ˝ τ
2
2 id
τ 21 ˝ E1π 2τ1 ˝ E1π ˝ σ id
˛
‹‹‚
“ id .
We have E3pm, πq “ prm3, δ1s, π3q, where
m3 “ E32pmq‘E
2
2E1pmq‘E2E1E2pmq‘E2E
2
1pmq‘E1E
2
2pmq‘E1E2E1pmq‘E
2
1E2pmq‘E
3
1 pmq.
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We have
τE “
¨
˚˚˚
˚˚˚
˚˚˚
˝
τ2E2 0 0 0 0 0 0 0
0 τ2E1 0 0 0 0 0 0
0 0 0 0 σ´1E2 0 0 0
0 0 0 0 0 σ´1E1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 τ1E2 0
0 0 0 0 0 0 0 τ1E1
˛
‹‹‹‹‹‹‹‹‹‚
and
Eτ “
¨
˚˚˚
˚˚˚
˚˚˚
˝
E2τ2 0 0 0 0 0 0 0
0 0 E2σ
´1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 E2τ1 0 0 0 0
0 0 0 0 E1τ2 0 0 0
0 0 0 0 0 0 E1σ
´1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 E1τ1
˛
‹‹‹‹‹‹‹‹‹‚
Let a “ pEτq ˝ pτEq ˝ pEτq and b “ pτEq ˝ pEτq ˝ pτEq. We have
a11 “ E2τ2 ˝ τ2E2 ˝ E2τ2 “ τ2E2 ˝ E2τ2 ˝ τ2E2 “ b11
a44 “ E1τ1 ˝ τ1E1 ˝ E1τ1 “ τ1E1 ˝ E1τ1 ˝ τ1E1 “ b44
a25 “ E2σ
´1 ˝ σ´1E2 ˝ E1τ2 “ τ2E1 ˝ E2σ
´1 ˝ σ´1E2 “ b25
a47 “ E2τ1 ˝ σ
´1E1 ˝ E1σ
´1 “ σ´1E1 ˝E1σ
´1 ˝ τ1E2 “ b47
and all the other coefficients of a and b vanish. It follows that a “ b. This completes the proof
of the theorem. 
4.3.4. Functoriality. We consider two differential categories W and W 1 endowed with actions
pEi, τiq and pE
1
i, τ
1
iq of U for i P t1, 2u and closed morphism of functors σ : E2E1 Ñ E1E2 and
σ1 : E 12E
1
1 Ñ E
1
1E
1
2 making (4.3.1) and the similar diagram for σ
1 commute.
Let Φ : W Ñ W 1 be a differential functor and ϕi : ΦEi
„
Ñ E 1iΦ be closed isomorphisms of
functors making pΦ, ϕiq into morphisms of 2-representations for i P t1, 2u. Assume
(4.3.3) pE 11ϕ2q ˝ pϕ1E2q ˝ pΦσq “ pσ
1Φq ˝ pE 12ϕ1q ˝ pϕ2E1q : ΦE2E1 Ñ E
1
1E
1
2Φ.
Proposition 4.3.9. There is a differential functor ∆Φ : ∆σW Ñ ∆σ1W
1 given by pm, πq ÞÑ
pΦpmq, ϕ1pmq ˝ Φpπq ˝ ϕ2pmq
´1q.
There is a closed isomorphism of functors
ϕ “
ˆ
ϕ2
ϕ1
˙
: ∆ΦE
„
Ñ E 1∆Φ.
If σ and σ1 are invertible, then p∆Φ, ϕq defines a morphism of 2-representations ∆σW Ñ
∆σ1W
1.
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Proof. Let pm, πq be an object of ∆σW. Let π
1 “ ϕ1pmq ˝ Φpπq ˝ ϕ
´1
2 pmq, an element of
Z Hom
W 1
ipE 12Φpmq, E
1
1Φpmqq.
We have
pE 11π
1q ˝ pσ1Φpmqq ˝ pE 12π
1q “
“ pE 11ϕ1pmqq ˝ pE
1
1Φπq ˝ pE
1
1ϕ
´1
2 pmqq ˝ pσ
1Φpmqq ˝ pE 12ϕ1pmqq ˝ pE
1
2Φπq ˝ pE
1
2ϕ
´1
2 pmqq
“ pE 11ϕ1pmqq ˝ pE
1
1Φπq ˝ pϕ1pE2pmqqq ˝ pΦσpmqq ˝ pϕ
´1
2 pE1pmqqq ˝ pE
1
2Φπq ˝ pE
1
2ϕ
´1
2 pmqq
“ pE 11ϕ1pmqq ˝ pϕ1pE1pmqqq ˝ Φ
`
pE1πq ˝ σpmq ˝ pE2πq
˘
˝ pϕ´12 pE2pmqqq ˝ pE
1
2ϕ
´1
2 pmqq
It follows that
pE 11π
1q ˝ pσ1Φpmqq ˝ pE 12π
1q ˝ pτ 12Φpmqq “ pτ
1
1Φpmqq ˝ pE
1
1π
1q ˝ pσ1Φpmqq ˝ pE 12π
1q,
hence pΦpmq, π1q is an object of ∆σ1W
1. We put ∆Φpm, πq “ pΦpmq, π1q.
Let f P Hom∆σWppm, πq, pm˜, π˜qq. We have a commutative diagram
E 12Φpmq
ϕ´12 pmq//
E12Φpfq

ΦE2pmq
Φπ //
ΦE2pfq

ΦE1pmq
ϕ1pmq //
ΦE1pfq

E 11Φpmq
E11Φpfq

E 12Φpm˜q
ϕ´12 pm˜q
// ΦE2pm˜q
Φπ˜
// ΦE1pm˜q
ϕ1pm˜q
// E 11Φpm˜q
and it follows that Φpfq P Hom∆σ1W 1p∆Φpm, πq,∆Φpm˜, π˜qq. We put p∆Φqpfq “ Φpfq. This
makes ∆Φ into a differential functor ∆σW Ñ ∆σ1W
1.
We have
p∆ΦqpEpm, πqq “ pΦpE2pmqq ‘ ΦpE1pmqq
Φpπq
%%
, βq,
β “
ˆ
ϕ1E2 ˝ Φσ ˝ ΦE2π ˝ Φτ2 ˝ ϕ
´1
2 E2 ϕ1E2 ˝ Φσ ˝ ϕ
´1
2 E1
0 ϕ1E1 ˝ Φτ1 ˝ ΦE1π ˝ Φσ ˝ ϕ
´1
2 E1
˙
and
E 1pp∆Φqpm, πqq “ pE 12pΦpmqq ‘ E
1
1pΦpmqq
ϕ1pmq˝Φpπq˝ϕ2pmq´1
%%
, β 1q,
β 1 “
ˆ
σ1Φ ˝ E 12pϕ1 ˝ Φπ ˝ ϕ
´1
2 q ˝ τ
1
2Φ σ
1Φ
0 τ 11Φ ˝E
1
1pϕ1 ˝ Φπ ˝ ϕ
´1
2 q ˝ σ
1Φ
˙
q
We have
β 1
ˆ
E 12ϕ2 0
0 E 12ϕ1
˙
“
ˆ
E 11ϕ2 0
0 E 11ϕ1
˙
β,
hence
ˆ
ϕ2pmq
ϕ1pmq
˙
defines a closed isomorphism ∆ΦpEpm, πqq
„
Ñ E 1p∆Φpm, πqq. The
naturality of ϕ1 and ϕ2 implies immediately that of ϕ.
We have τ 1iΦ ˝ E
1
iϕi ˝ ϕiEi “ E
1
iϕi ˝ ϕiEi ˝ Φτi for i P t1, 2u. Together with (4.3.3), it
follows that τ 1p∆Φq ˝ E 1ϕ ˝ ϕE “ E 1ϕ ˝ ϕE ˝ p∆Φqτ , hence p∆Φ, ϕq defines a morphism of
2-representations. 
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Remark 4.3.10. The data of ϕ1 and ϕ2, the relations they are required to satisfy, and the
map π1 in the proof of the proposition are described graphically as:
The following proposition is immediate.
Proposition 4.3.11. If Φ is faithful, then ∆Φ is faithful.
4.4. Dual diagonal action.
4.4.1. Category. Consider two actions of U given by pF1, τ1q and pE2, τ2q on W and a closed
morphism of functors λ : F1E2 Ñ E2F1 such that diagrams (4.2.1) commute. As in §4.2.1, we
have maps µi,j “ µpi,iq,pj,jq : E
i
2F
i
1E
j
2F
j
1 Ñ E
i`j
2 F
i`j
1 .
We define a differential category ∆λW. Its objects are pairs pm, ςq where m P W
i
and
ς “ pςiqiě1, ςi P Z HomWipE
i
2F
i
1pmq, mq, satisfies that
‚ for all i, j ě 1, we have ςi ˝ E
i
2F
i
1ςj “ ςi`j ˝ µi,j
‚ ςi ˝ TrF
i
1 “ ςi ˝ E
i
2Tr for all 1 ď r ă i.
We define Hom∆λWppm, ςq, pm
1, ς 1qq to be the differential submodule of Hom
W
ipm,m1q of
elements f such that for all i ě 1, the following diagram commutes
Ei2F
i
1pmq
ςi //
Ei2F
i
1f

m
f

Ei2F
i
1pm
1q
ς 1i
// m1
The composition of maps is defined to be that of W
i
.
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Remark 4.4.1. The structure of objects in ∆λW can be described graphically as follows:
Remark 4.4.2. The maps µi,j make A “
À
iě0E
i
2F
i
1 into a monoid in the monoidal category
of endofunctors of W
i
, when W
i
has enough direct sums. If W
i
has enough colimits, we have
an induced monoid A¯ “
À
iě0pE
i
2F
i
1q bHibHi Hi. Now, the category ∆λW is the category of
A¯-modules in W
i
.
Remark 4.4.3. Let us define a lax bi-2-representation Ei,j “ E
j
2F
i
1 onW as deduced from the
one defined in §4.2.1 by applying the swap automorphism of U ˆ U (cf Remark 4.2.3).
There is a faithful differential functor ∆λW Ñ ∆EW, pm, ςq ÞÑ pm, ς1q.
4.4.2. Adjoint. We assume F1 has a right adjoint E1 and denote by ε1 and η1 the counit and
unit of the adjunction. We denote by τ1 the endomorphism of E
2
1 corresponding by adjunction
to the endomorphism τ1 of F
2
1 . The pair pE1, τ1q provides an action of U on W.
Remark 4.4.4. The maps η1, ε1, the relations they satisfy, and λ, σ and ρ are described
graphically as:
We denote by σ the composition
(4.4.1) σ : E2E1
η1E2E1ÝÝÝÝÑ E1F1E2E1
E1λE2ÝÝÝÝÑ E1E2F1E1
E1E2ε1ÝÝÝÝÑ E1E2
and by ρ the composition
(4.4.2) ρ : F1E1
F1E1η1ÝÝÝÝÑ F1E
2
1F1
F1τ1F1ÝÝÝÝÑ F1E
2
1F1
ε1E1F1ÝÝÝÝÑ E1F1.
The diagram (4.3.1) is commutative.
Lemma 4.4.5. We have
E1λ ˝ ρE2 ˝ F1σ “ σF1 ˝ E2ρ ˝ λE1 and ρF1 ˝ F1ρ ˝ τ1E1 “ E1τ1 ˝ ρF1 ˝ F1ρ.
Proof. We have
E1λ ˝ ρE2 ˝ F1σ “
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“ E1E2F1ε1 ˝ E1λF1E1 ˝ F1E
2
1F1λE1 ˝ F1τ1F
2
1E2E1 ˝ F1E1η1F1E2E1 ˝ F1η1E2E2
“ E1E2F1ε1 ˝ E1λF1E1 ˝ F1E
2
1F1λE1 ˝ F1E
2
1τ1E2E1 ˝ F1E1η1F1E2E1 ˝ F1η1E2E2
“ E1E2F1ε1 ˝ E1λF1E1 ˝ E1F1λE1 ˝ E1τ1E2E1 ˝ η1F1E2E1 ˝ ε1F1E2E1 ˝ F1η1E2E2
“ E1E2F1ε1 ˝ E1λF1E1 ˝ E1F1λE1 ˝ E1τ1E2E1 ˝ η1F1E2E1
“ E1E2F1ε1 ˝ E1E2τ1E1 ˝ E1λF1E1 ˝ E1F1λE1 ˝ η1F1E2E1
“ E1E2F1ε1 ˝ E1E2F1ε1E1F1 ˝ E1E2F
2
1E1η1 ˝ E1E2τ1E1 ˝ E1λF1E1 ˝ E1F1λE1 ˝ η1F1E2E1
“ E1E2F1ε1 ˝ E1E2F1ε1E1F1 ˝ E1E2τ1E
2
1F1 ˝E1E2F
2
1E1η1 ˝ E1λF1E1 ˝ E1F1λE1 ˝ η1F1E2E1
“ E1E2F1ε1 ˝ E1E2F1ε1E1F1 ˝ E1E2F
2
1 τ1F1 ˝ E1E2F
2
1E1η1 ˝ E1λF1E1 ˝ E1F1λE1 ˝ η1F1E2E1
“ σF1 ˝ E2ρ ˝ λE1.
We have
ρF1 ˝ F1ρ ˝ τ1E1 “ ε1E1F
2
1 ˝ F1ε1E
2
1F
2
1 ˝ τ1E
3
1F
2
1 ˝ F
2
1E1τ1F
2
1 ˝ F
2
1E
2
1η1F1 ˝ F
2
1 τ1F1 ˝ F
2
1E1η1
“ ε1E1F
2
1 ˝ F1ε1E
2
1F
2
1 ˝ F
2
1 τ1E1F
2
1 ˝ F
2
1E1τ1F
2
1 ˝ F
2
1E
2
1η1F1 ˝ F
2
1 τ1F1 ˝ F
2
1E1η1
“ ε1E1F
2
1 ˝ F1ε1E
2
1F
2
1 ˝ F
2
1 pτ1E1 ˝ E1τ1 ˝ τ1E1qF
2
1 ˝ F
2
1E
2
1η1F1 ˝ F
2
1E1η1
“ ε1E1F
2
1 ˝ F1ε1E
2
1F
2
1 ˝ F
2
1 pE1τ1 ˝ τ1E1 ˝ E1τ1qF
2
1 ˝ F
2
1E
2
1η1F1 ˝ F
2
1E1η1
“ ε1E1F
2
1 ˝ F1ε1E
2
1F
2
1 ˝ F
2
1 pE1τ1 ˝ τ1E1qF
2
1 ˝ F
2
1E
3
1τ1 ˝ F
2
1E
2
1η1F1 ˝ F
2
1E1η1
“ E1τ1 ˝ ρF1 ˝ F1ρ.

4.4.3. Relations. Let M be the strict monoidal pointed category generated by objects al for
1 ď l ď 3 and maps λlm : alam Ñ amal for l ď m with relations λ
2
ll “ 0 and
λmnl ˝mλln ˝ λlmn “ nλlm ˝ λlnm ˝ lλmn for l ď m ď n.
Lemma 4.4.6. We have a pointed faithful strict monoidal functor
H :MÑ U‚, al ÞÑ e, λlm ÞÑ τ.
Given l1, . . . , lr, m1, . . . , mr P t1, 2, 3u, the non-zero elements ofHpHomMpal1 ¨ ¨ ¨ alr , am1 ¨ ¨ ¨ amrqq Ă
H‚r are those Tw with w P Sr such that for all i, j P t1, . . . , ru with i ă j and wpiq ą wpjq, we
have li ď lj.
Proof. Given the defining relations for U‚, the construction of the lemma does define (uniquely)
a monoidal functor H .
Fix l1, . . . , ln P t1, . . . , 3u. Given i P t1, . . . , n ´ 1u such that li ď li`1, we put T˜i “
al1 ¨ ¨ ¨ ali´1λli,li`1ali`2 ¨ ¨ ¨ aln . Note that T˜iT˜i`1T˜i is well-defined if and only if li ď li`1 ď li`2,
hence if and only if T˜i`1T˜iT˜i`1 is well-defined. As a consequence, given i1, . . . , ir, j1, . . . , js P
t1, . . . , n ´ 1u such that T˜i1 ¨ ¨ ¨ T˜ir and T˜j1 ¨ ¨ ¨ T˜js are well-defined and Ti1 ¨ ¨ ¨Tir “ Tj1 ¨ ¨ ¨Tjs,
then we have T˜i1 ¨ ¨ ¨ T˜ir “ T˜j1 ¨ ¨ ¨ T˜js. This shows the faithfulness of H .
Consider i1, . . . , ir such that T˜i1 ¨ ¨ ¨ T˜ir is well-defined and non-zero. Let w “ si1 ¨ ¨ ¨ sir P Sn.
We show by induction on r that given pi, jq P L˜pwq, we have li ď lj .
Let w1 “ si1 ¨ ¨ ¨ sir´1. Put d “ ir and w
1 “ wsd. Since Ti1 ¨ ¨ ¨Tir ‰ 0, we have r “ ℓpwq. We
have L˜pwq “ tpd, d` 1qu
š
sdpL˜pw
1qq by Lemma 3.2.3. We have a well-defined map T˜i1 ¨ ¨ ¨ T˜ir´1
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from al1 ¨ ¨ ¨ ald´1ald`1aldald`2 ¨ ¨ ¨ aln . It follows by induction that given pi, jq P L˜pw
1q, we have
lsdpiq ď lsdpjq. Since L˜pwq “ tpd, d` 1qu
š
sdpL˜pw
1qq (Lemma 3.2.3), we deduce that li ď lj for
all pi, jq P L˜pwq.
Consider now w P Sn such that given pi, jq P L˜pwq, we have li ď lj. Let w “ si1 ¨ ¨ ¨ sir be
a reduced decomposition of w. We show by induction on r that T˜i1 ¨ ¨ ¨ T˜ir is well-defined. As
before, we define d and w1. By induction on r, the element T˜i1 ¨ ¨ ¨ T˜ir´1 gives a well-defined map
from al1 ¨ ¨ ¨ ald´1ald`1aldald`2 ¨ ¨ ¨ aln . Since pd, d ` 1q P L˜pwq, it follows that ld ď ld`1, hence T˜d
is a well-defined map from al1 ¨ ¨ ¨ aln . We deduce that T˜i1 ¨ ¨ ¨ T˜ir . This shows that Tw is in the
image of H . 
Given l1, . . . , lr, m1, . . . , mr P t1, 2, 3u and w P Sr satisfying the assumptions of Lemma 4.4.6,
we put λw “ H
´1pTwq.
We denote byM1 the strict monoidal k-linear category obtained from krMs by adding maps
ε : a1a3 Ñ 1 and η : 1Ñ a3a1 and relations
a3ε ˝ ηa3 “ id, εa1 ˝ a1η “ id
λ23 “ a3a2ε ˝ a3λ12a3 ˝ ηa2a3, λ13 “ εa3a1 ˝ a1λ33a1 ˝ a1a3η
λ11 “ εa
2
1 ˝ a1εa3a
2
1 ˝ a
2
1λ33a
2
1 ˝ a
2
1a3ηa1 ˝ a
2
1η.
There is a monoidal duality, i.e. a monoidal equivalence M1opp
„
ÑM1 given by
a1 ÞÑ a3, a2 ÞÑ a2, a3 ÞÑ a1, λ12 ÞÑ λ23, λ23 ÞÑ λ12, λ13 ÞÑ λ13
λ11 ÞÑ λ33, λ22 ÞÑ λ22, λ33 ÞÑ λ11, ε ÞÑ η, η ÞÑ ε.
Lemma 4.4.7. Let G1, . . . , Gn P ta1, a2, a3u. We have
λp1¨¨¨n`1q ˝G1 ¨ ¨ ¨Gnη “ λpn`2¨¨¨2q ˝ ηG1 ¨ ¨ ¨Gn : G1 ¨ ¨ ¨Gn Ñ a3G1 ¨ ¨ ¨Gna1
and
εG1 ¨ ¨ ¨Gn ˝ λp2¨¨¨n`2q “ G1 ¨ ¨ ¨Gnε ˝ λpn`1¨¨¨1q : a1G1 ¨ ¨ ¨Gna3 Ñ G1 ¨ ¨ ¨Gn.
Proof. We have
a3λ13 ˝ ηa3 “ a3εa3a1 ˝ a3a1λ33a1 ˝ a3a1a3η ˝ ηa3
“ a3εa3a1 ˝ ηa
2
3a1 ˝ λ33a1 ˝ a3η
“ λ33a1 ˝ a3η
λ13a1 ˝ a1η “ εa3a
2
1 ˝ a1λ33a
2
1 ˝ a1a3ηa1 ˝ a1η
“ εa3a
2
1 ˝ a1a
2
3λ11 ˝ a1a3ηa1 ˝ a1η
“ a3λ11 ˝ εa3a
2
1 ˝ a1a3ηa1 ˝ a1η
“ a3λ11 ˝ ηa1 ˝ εa1 ˝ a1η
“ a3λ11 ˝ ηa1
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λ23a1 ˝ a2η “ a3a2εa1 ˝ a3λ12a3a1 ˝ ηa2a3a1 ˝ a2η
“ a3a2εa1 ˝ a3a2a1η ˝ a3λ12 ˝ ηa2
“ a3λ12 ˝ ηa2
It follows that the first statement of the lemma holds when n “ 1. Consider now n ě 2. We
prove the first statement of the lemma by induction on n. We have
λpn`2¨¨¨2q ˝ ηG1 ¨ ¨ ¨Gn “ λpn`2¨¨¨3q ˝ pλp23q ˝ ηG1qG2 ¨ ¨ ¨Gn
“ λpn`2¨¨¨3q ˝ pλp12q ˝G1ηqG2 ¨ ¨ ¨Gn
“ λp12q ˝G1pλpn`1¨¨¨2q ˝ ηG2 ¨ ¨ ¨Gnq
“ λp12q ˝G1pλp1¨¨¨nq ˝G2 ¨ ¨ ¨Gnηq
“ λp1¨¨¨n`1q ˝G1 ¨ ¨ ¨Gnη
The second statement of the lemma follows by applying the duality of M1. 
Lemmas 4.4.5 and 4.4.6 show that there is a k-linear monoidal functor R :M1 ÑW
a1 ÞÑ F1, a2 ÞÑ E2, a3 ÞÑ E1, λ12 ÞÑ λ, λ23 ÞÑ σ, λ13 ÞÑ ρ, λ11 ÞÑ τ1, λ22 ÞÑ τ2, λ33 ÞÑ τ1
η ÞÑ η1, ε ÞÑ ε1.
Given l1, . . . , lr, m1, . . . , mr P t1, 2, 3u and w P Sr satisfying the assumptions of Lemma 4.4.6,
we still denote by λw the element Rpλwq.
Lemma 4.4.7 has the following consequence.
Lemma 4.4.8. Let G1, . . . , Gn P tE1, E2, F1u. We have
λp1¨¨¨n`1q ˝G1 ¨ ¨ ¨Gnη1 “ λpn`2¨¨¨2q ˝ η1G1 ¨ ¨ ¨Gn : G1 ¨ ¨ ¨Gn Ñ E1G1 ¨ ¨ ¨GnF1
and
ε1G1 ¨ ¨ ¨Gn ˝ λp2¨¨¨n`2q “ G1 ¨ ¨ ¨Gnε1 ˝ λpn`1¨¨¨1q : F1G1 ¨ ¨ ¨GnE1 Ñ G1 ¨ ¨ ¨Gn.
4.4.4. 1-arrows. Let pm, ςq P ∆λW. Let π “ πpςq be the composition
π : E2pmq
E2η1ÝÝÝÑ E2E1F1pmq
σF1ÝÝÑ E1E2F1pmq
E1ςÝÝÑ E1pmq.
Note that π is also equal to the composition
π : E2pmq
η1E2ÝÝÝÑ E1F1E2pmq
E1λÝÝÑ E1E2F1pmq
E1ςÝÝÑ E1pmq
since E1λE1F1 ˝η1E2E1F1˝E2η1 “ E1E2F1η1˝E1λ˝η1E2 and E1E2F1η1˝E1E2F1ε1 “ idE1E2F1 .
The pair pm, πq defines an object of ∆σW. We obtain a faithful differential functor Γ :
∆λW Ñ ∆σW, pm, ςq ÞÑ pm, πq.
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Remark 4.4.9. The construction of π from ς1 is illustrated below.
We define now a differential functor E : ∆λW Ñ ∆λW.
Let pm, ςq P ∆λW. Let m
1 “ E2pmq ‘ E1pmq
π
&&
where π “ πpς1q. Given i ě 1, we define
ς 1i “
ˆ
E2ςi ˝ λp1¨¨¨2i`1q
ři
r“1E2ςi´1 ˝ E
i
2F
i´1
1 ε1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq
0 E1ςi ˝ λp1¨¨¨2i`1q
˙
: Ei2F
i
1pm
1q Ñ m1
Lemma 4.4.10. pm1, ς 1q is an object of ∆λW.
Proof. We have
dppς 1iq11q “ E2ςi ˝ dpτ2E
i´1
2 ˝ ¨ ¨ ¨ ˝ E
i´1
2 τ2qF
i
1 ˝ λpi`1¨¨¨2i`1q
“
iÿ
r“1
E2ςi ˝ λp1¨¨¨rqpr`1¨¨¨i`1q ˝ λpi`1¨¨¨2i`1q
“
iÿ
r“1
E2ςi ˝ λp1¨¨¨rqpr`1¨¨¨i`1q ˝ λpi`1¨¨¨2i`1q
“
iÿ
r“1
E2ςi ˝ λp1¨¨¨rqp2i`1¨¨¨i`r`1q ˝ λpi`1¨¨¨2i`1q
“ E2ςi ˝ λp1¨¨¨iq
pς 1iq12 ˝ E
i
2F
i
1π “
“
iÿ
r“1
E2ςi´1 ˝E
i
2F
i´1
1 ς1 ˝ λp2i,2i`1q ˝ E
i
2F
i´1
1 ε1F1E2 ˝ E
i
2F
i
1η1E2 ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“
iÿ
r“1
E2ςi ˝ λpi`1¨¨¨2iq ˝ λp2i,2i`1q ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“ E2ςi ˝ λp1¨¨¨iq
“ dppς 1iq11q.
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dppς 1iq22q “ E1ςi ˝ λp1¨¨¨i`1q ˝ E
i
2dpρF
i´1
1 ˝ F1ρF
i´2
1 ˝ ¨ ¨ ¨ ˝ F
i´1
1 ρq
“
iÿ
r“1
E1ςi ˝ λp1¨¨¨i`rq ˝ E
i
2F
r´1
1 η1F
i´r
1 ˝E
i
2F
r´1
1 ε1F
i´r
1 ˝ λpi`r`1¨¨¨2i`1q
“
iÿ
r“1
E1ςi ˝ λpi`r`1¨¨¨2q ˝ η1E
i
2F
i´1
1 ˝ E
i
2F
i´1
1 ε1 ˝ λp2i¨¨¨i`rq
“
iÿ
r“1
E1ςi ˝ λpi`r`1¨¨¨i`2q ˝ λpi`2¨¨¨2q ˝ η1E
i
2F
i´1
1 ˝E
i
2F
i´1
1 ε1 ˝ λp2i¨¨¨i`rq
“
iÿ
r“1
E1ςi ˝ λp2¨¨¨r`1q ˝ λpi`2¨¨¨2q ˝ η1E
i
2F
i´1
1 ˝ E
i
2F
i´1
1 ε1 ˝ λp2i¨¨¨i`rq
“ E1ςi ˝ λpi`2¨¨¨2q ˝ η1E
i
2F
i´1
1 ˝ E
i
2F
i´1
1 ε1 ˝ λp2i¨¨¨i`1q
π ˝ pς 1iq12 “
iÿ
r“1
E1ς1 ˝ λp12q ˝ E2η1 ˝ E2ςi´1 ˝ E
i
2F
i´1
1 ε1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“
iÿ
r“1
E1ς1 ˝ λp23q ˝ η1E2 ˝ E2ςi´1 ˝ E
i
2F
i´1
1 ε1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“
iÿ
r“1
E1ς1 ˝ E1E2F1ςi´1 ˝ λ23 ˝ η1E
i
2F
i´1
1 ˝E
i
2F
i´1
1 ε1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“
iÿ
r“1
E1ςi ˝ λpi`2¨¨¨3q ˝ λ23 ˝ λp3¨¨¨r`2q ˝ η1E
i
2F
i´1
1 ˝ E
i
2F
i´1
1 ε1 ˝ λp2i¨¨¨i`rq
“ E1ςi ˝ λpi`2¨¨¨2q ˝ η1E
i
2F
i´1
1 ˝ E
i
2F
i´1
1 ε1 ˝ λp2i¨¨¨i`rq “ dppς
1
iq22q.
We have
dppς 1iq12q “ A `B
where
A “
ÿ
1ďsărďi
E2ςi´1 ˝ E
i
2F
i´1
1 ε1 ˝ λp1¨¨¨sqps`1¨¨¨rqp2i¨¨¨i`rq
“
ÿ
1ďsărďi
E2ςi´1 ˝ λps`1¨¨¨rq ˝ E
i
2F
i´1
1 ε1 ˝ λp1¨¨¨sqp2i¨¨¨i`rq
“
ÿ
1ďsărďi
E2ςi´1 ˝ λpi`r´1¨¨¨s`iq ˝ E
i
2F
i´1
1 ε1 ˝ λp1¨¨¨sqp2i¨¨¨i`rq
“
ÿ
1ďsărďi
E2ςi´1 ˝ E
i
2F
i´1
1 ε1 ˝ λp1¨¨¨sqp2i¨¨¨i`rqpi`r´1¨¨¨i`sq
and
B “
ÿ
1ďr1ďi
1ďs1ďi´r1
E2ςi´1 ˝ E
i
2F
i´1
1 ε1 ˝ λp1¨¨¨r1qp2i¨¨¨i`r1`s1qpi`r1`s1´1¨¨¨i`r1q
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So A “ B and dppς 1iq12q “ 0.
We have shown that dpς 1iq “ 0,
Fix r P t1, . . . , iu. We put br “ E2ςi´1 ˝E
i
2Fi´1ε1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq : E
i
2F
i
1E1pmq Ñ E2pmq.
Consider s P t1, . . . , i´ 1u.
If s ą r, we have
brpTs b 1q “ E2ςi´1 ˝ λps,s`1q ˝ E
i
2Fi´1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“ E2ςi´1 ˝ λpi`s´1,i`sq ˝ E
i
2Fi´1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“ E2ςi´1 ˝ E
i
2Fi´1 ˝ λpi`s´1,i`sqλp1¨¨¨rqp2i¨¨¨i`rq
“ E2ςi´1 ˝ E
i
2Fi´1 ˝ λp1¨¨¨rqp2i¨¨¨i`rqλpi`s,i`s`1q
“ brp1b Tsq.
If s ă r ´ 1, we have
brp1b Tsq “ E2ςi´1 ˝ λpi`s,i`s`1q ˝ E
i
2Fi´1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“ E2ςi´1 ˝ λps`1,s`2q ˝ E
i
2Fi´1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“ E2ςi´1 ˝ E
i
2Fi´1 ˝ λps`1,s`2q ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“ E2ςi´1 ˝ E
i
2Fi´1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq ˝ λps,s`1q
“ brpTs b 1q.
We have
brpTr´1 b 1q “ E2ςi´1 ˝ E
i
2Fi´1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq ˝ λpr´1,rq “ 0
brp1b Trq “ E2ςi´1 ˝E
i
2Fi´1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq ˝ λpi`r,i`r`1q “ 0
brp1b Tr´1q “ E2ςi´1 ˝ E
i
2Fi´1 ˝ λp1¨¨¨rqp2i¨¨¨i`r´1q “ br´1pTr´1 b 1q.
We have shown that pςiq12p1b Tsq “ pςiq12pTs b 1q.
We have
pς 1iq11pTs b 1q “ E2ςi ˝ λps`1,s`2q ˝ λp1¨¨¨2i`1q
“ E2ςi ˝ λpi`s`1,i`s`2q ˝ λp1¨¨¨2i`1q
“ E2ςi ˝ λp1¨¨¨2i`1qλpi`s,i`s`1q
“ pς 1iq11p1b Tsq.
Similarly,
pς 1iq22pTs b 1q “ pς
1
iq11p1b Tsq.
So ςip1b Tsq “ ςipTs b 1q.
Let l P t1, 2u. We have
pς 1i`jqll ˝ µij “ Elςi`j ˝ λw
where wprq “ r and wpi` rq “ i` r` j` 1 for 1 ď r ď i, wp2i` rq “ i` r and wp2i` j` rq “
2i` j ` r ` 1 for 1 ď r ď j and wp2i` 2j ` 1q “ i` j ` 1.
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We have
pς 1iqll ˝ pς
1
jqll “ Elςi ˝ ElE
i
2F
i
1ςj ˝ λp1¨2i`1q ˝ λp2i`1¨¨¨2i`2j`1q
“ Elςi`j ˝ λw1 ˝ λp1¨2i`1q ˝ λp2i`1¨¨¨2i`2j`1q
where w1prq “ r for 1 ď r ď i`1, w1pi`1`rq “ i`j`1`r for 1 ď r ď i, w1p1`2i`rq “ 1`i`r
and w1p1` 2i` j ` rq “ 1` 2i` j ` r for 1 ď r ď j.
It follows that pς 1i`jqll ˝ µij “ pς
1
iqll ˝ pς
1
jqll.
Given l ď l1 ď 1, we put bl1,l “ E2ςl1´1 ˝ E
l1
2Fl1´1ε1 ˝ λp1¨¨¨lqp2l1¨¨¨l1`lq : E
l1
2F
l1
1 E1pmq Ñ E2pmq.
We denote by wl1,l2 the permutation of Sl1`l2 given by s ÞÑ s` l2 for 1 ď s ď l1 and s ÞÑ s´ l1
for l1 ` 1 ď s ď l1 ` l2.
Consider r P t1, . . . , iu. We have
bi,r ˝ pς
1
jq22 “ E2ςi´1 ˝ E
i
2F
i´1
1 ςj ˝ E
i
2F
i´1
1 ε1E
j
2F
j
1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq ˝ λp2i`1¨¨¨2i`2j`1q
“ E2ςi`j´1 ˝ λwi´1,j ˝ E
i
2F
i´1
1 ε1E
j
2F
j
1 ˝ λp2i`1¨¨¨2i`2j`1q ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“ E2ςi`j´1 ˝ E
i
2λwi´1,jF
j
1 ˝ E
i
2F
i´1
1 E
j
2F
j´1
1 ε1 ˝ λp2i`2j¨¨¨2iq ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“ E2ςi`j´1 ˝ E
i
2λwi´1,jF
j
1 ˝ E
i
2F
i´1
1 E
j
2F
j´1
1 ε1 ˝ λp2i`2j¨¨¨i`rq
“ E2ςi`j´1 ˝ E
i`j
2 F
i`j´1
1 ε1 ˝ E
i
2λwi´1,jF
j`1
1 E1 ˝ λp2i`2j¨¨¨i`rq
“ E2ςi`j´1 ˝ E
i`j
2 F
i`j´1
1 ε1 ˝ λp2i`2j¨¨¨i`j`rq ˝ E
i
2λwi,jF
j
1E1
“ bi`j,r ˝ µi,j.
Consider r P t1, . . . , ju. We have
pς 1iq11 ˝ bj,r “ E2ςi ˝ E
i`1
2 F
i
1ςj´1 ˝ λp1¨¨¨2i`1q ˝ E
i
2F
i
1E
j
2F
j´1
1 ε1 ˝ λp2i`1¨¨¨2i`rqp2i`2j¨¨¨2i`j`rq
“ E2ςi`j´1 ˝ E
i`1
2 λwi,j´1F
j´1
1 ˝ λp1¨¨¨2i`1q ˝ E
i
2F
i
1E
j
2F
j´1
1 ε1 ˝ λp2i`1¨¨¨2i`rqp2i`2j¨¨¨2i`j`rq
“ E2ςi`j´1 ˝ E
i`j
2 F
i`j´1
1 ε1 ˝ E
i`1
2 λwi,j´1F
j
1E1 ˝ λp1¨¨¨2i`1q ˝ λp2i`1¨¨¨2i`rqp2i`2j¨¨¨2i`j`rq
“ E2ςi`j´1 ˝ E
i`j
2 F
i`j´1
1 ε1 ˝ λp1¨¨¨i`rqp2i`2j¨¨¨2i`j`rq ˝ E
i
2λwi,jF
j
1E1
“ bi`j,j`r ˝ µi,j.
It follows that for all i, j ě 1, we have ςi ˝ E
i
2F
i
1ςj “ ςi`j ˝ µi,j. 
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Remark 4.4.11. The graphical description of ς 1 is the following:
Given f P Hom∆λWppm, ςq, pm˜, ς˜qq, we put Epfq “
ˆ
E2pfq 0
0 E1pfq
˙
.
Lemma 4.4.12. We have Epfq P Hom∆λWpEpm, ςq, Epm˜, ς˜qq. The construction makes E into
a differential endofunctor of ∆λW.
Proof. The lemma follows from the commutativity of the following diagram:
Ei2F
i
1E2pmq ‘ E
i
2F
i
1E1pmq E2pmq ‘ E1pmq
Ei2F
i
1E2pm˜q ‘ E
i
2F
i
1E1pm˜q E2pm˜q ‘ E1pm˜q
E2ςi˝λp1¨¨¨2i`1q
++
E1ςi˝λp1¨¨¨2i`1q
**
ři
r“1E2ςi´1˝E
i
2F
i´1
1 ε1˝λp1¨¨¨rqp2i¨¨¨i`rq ,,
Ei2F
i
1E2f

Ei2F
i
1E1f

E2f

E1f

E2ς˜i˝λp1¨¨¨2i`1q
33
E1 ς˜i˝λp1¨¨¨2i`1q
44ři
r“1E2ς˜i´1˝E
i
2F
i´1
1 ε1˝λp1¨¨¨rqp2i¨¨¨i`rq
22

Lemma 4.4.13. We have E ˝ Γ “ Γ ˝ E.
Proof. Let pm, ςq P ∆λW. We have Epm, πq “ pm
1, π1q where m1 “ conepπq and π1 is given in
§4.3.2. We have Γ ˝ Epm, ςq “ pm1, π2q where
π212 “ E1E2ε1 ˝ E1λE1 ˝ η1E2E1 “ σ, π
2
21 “ 0
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π211 “ E1E2ς1 ˝ E1E2λ ˝ E1λE2 ˝ E1F1τ2 ˝ η1E
2
2
“ E1E2ς1 ˝ E1E2λ ˝ E1λE2 ˝ η1E
2
2 ˝ τ2
“ E1E2ς1 ˝ E1E2λ ˝ σF1E2 ˝ E2η1E2 ˝ τ2
“ σ ˝ E2E1ς1 ˝ E2E1λ ˝ E2η1E2 ˝ τ2
“ π111
π222 “ E
2
1 ς1 ˝ E
2
1λ ˝ E1ρE2 ˝ E1F1σ ˝ η1E2E1
“ E21 ς1 ˝ E
2
1λ ˝ E1ρE2 ˝ η1E1E2 ˝ σ
“ E21 ς1 ˝ E
2
1λ ˝ τ1F1E2 ˝ E1η1E2 ˝ σ
“ τ1 ˝ E
2
1 ς1 ˝E
2
1λ ˝ E1η1E2 ˝ σ
“ π122
It follows that π2 “ π1. 
4.4.5. 2-arrows. We assume in §4.4.5 that σ is invertible.
Given pm, ςq P ∆λW, write E
2pm, ςq “ pm2, ς2q. The formula (4.3.2) defines an endomor-
phism τ of m2.
Lemma 4.4.14. Given i ě 1, we have τ ˝ ς2i “ ς
2
i ˝ E
i
2F
i
1τ .
Proof. Let A “ τ ˝ ς2i and B “ ς
2
i ˝E
i
2F
i
1τ .
We have
a21 “ a22 “ a31 “ a32 “ a33 “ a34 “ a41 “ a42 “ a43 “ 0
a11 “ λp12q ˝ E
2
2 ςi ˝ λp2¨¨¨2i`2q ˝ λp1¨¨¨2i`1q
“ E22ςi ˝ λp1¨¨¨2i`2q ˝ λp1¨¨¨2i`1q
a12 “
iÿ
r“1
λp12q ˝ E
2
2ςi´1 ˝ E
i`1
2 F
i´1
1 ε1 ˝ λp2¨¨¨r`1q ˝ λp2i`1¨¨¨i`r`1q ˝ λp1¨¨¨2i`1q
“
iÿ
r“1
E22ςi´1 ˝ E
i`1
2 F
i´1
1 ε1 ˝ λp12q ˝ λp1¨¨¨i`1q ˝ λp1¨¨¨rq ˝ λp2i`1¨¨¨i`r`1q ˝ λpi`1¨¨¨2i`1q
“ 0
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a13 “
iÿ
r“1
λp12q ˝ E
2
2ςi´1 ˝ λp2¨¨¨2iq ˝E
i
2F
i´1
1 ε1E2 ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“
iÿ
r“1
E22 ςi´1 ˝ λp1¨¨¨2iq ˝ E
i
2F
i´1
1 ε1E2 ˝ λp1¨¨¨rqp2i¨¨¨i`rq ˝ λp2i`1,2i`2q ˝ E
i
2F
i´1
1 σ
´1
“
iÿ
r“1
E22 ςi´1 ˝ λp1¨¨¨2iq ˝ E
i
2F
i´1
1 E2ε1 ˝ λp2i,2i`1q ˝ λp2i¨¨¨i`rq ˝ λp1¨¨¨rq ˝ E
i
2F
i´1
1 σ
´1
“
iÿ
r“1
E22 ςi´1 ˝ E
i`1
2 F
i´1
1 ε1 ˝ λp1¨¨¨2i`1q ˝ λp2i¨¨¨i`rq ˝ λp1¨¨¨rq ˝ E
i
2F
i´1
1 σ
´1
a14 “
ÿ
1ďrďi
1ďsăi
λp12q ˝ E
2
2 ςi´2 ˝ E
i
2F
i´2
1 ε1 ˝ λp2¨¨¨s`1qp2i´1¨¨¨i`sq ˝ E
i
2F
i´1
1 ε1E1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“
ÿ
1ďrďi
1ďsăi
E22ςi´2 ˝ E
i
2F
i´2
1 ε1 ˝ E
i
2F
i´1
1 ε1E1 ˝ λp1¨¨¨s`1q ˝ λp1¨¨¨rq ˝ λp2i´1¨¨¨i`sq ˝ λp2i¨¨¨i`rq
“
ÿ
1ďrďsăi
E22 ςi´2 ˝ E
i
2F
i´2
1 ε1 ˝ E
i
2F
i´1
1 ε1E1 ˝ λp2¨¨¨r`1q ˝ λp1¨¨¨s`1q ˝ λp2i¨¨¨i`rq ˝ λp2i¨¨¨i`s`1q
a23 “ σ
´1 ˝ E1E2ςi ˝ λp2¨¨¨2i`2q ˝ λp1¨¨¨2i`1q
“ σ´1 ˝ E1E2ςi ˝ λp2¨¨¨2i`2q ˝ λp1¨¨¨2i`1q ˝ λp2i`1,2i`2q ˝ E
i
2F
i
1σ
´1
“ σ´1 ˝ E1E2ςi ˝ λp12q ˝ λp2¨¨¨2i`2q ˝ λp1¨¨¨2i`1q ˝ E
i
2F
i
1σ
´1
“ E1E2ςi ˝ λp2¨¨¨2i`2q ˝ λp1¨¨¨2i`1q ˝ E
i
2F
i
1σ
´1
a24 “
iÿ
r“1
σ´1 ˝ E1E2ςi´1 ˝ E1E
i
2F
i´1
1 ε1 ˝ λp2¨¨¨r`1q ˝ λp2i`1¨¨¨i`r`1q ˝ λp1¨¨¨2i`1q
“
iÿ
r“1
E2E1ςi´1 ˝ E2E1E
i´1
2 F
i´1
1 ε1 ˝ σ
´1Ei´12 F
i
1E1 ˝ λp1¨¨¨2i`1q ˝ λp1¨¨¨rq ˝ λp2i¨¨¨i`rq
“
iÿ
r“1
E2E1ςi´1 ˝ E2E1E
i´1
2 F
i´1
1 ε1 ˝ λp2¨¨¨2i`1q ˝ λp1¨¨¨rq ˝ λp2i¨¨¨i`rq
a44 “ λp12q ˝ E
2
1 ςi ˝ λp2¨¨¨2i`2q ˝ λp1¨¨¨2i`1q
“ E21ςi ˝ λp1¨¨¨2i`2q ˝ λp1¨¨¨2i`1q
We have
b21 “ b12 “ b22 “ b31 “ b32 “ b33 “ b41 “ b42 “ b43 “ 0
50 ANDREW MANION AND RAPHAE¨L ROUQUIER
b11 “ E
2
2ςi ˝ λp2¨¨¨2i`2q ˝ λp1¨¨¨2i`1q ˝ λp2i`1,2i`2q
“ E22ςi ˝ λp1¨¨¨2i`2q ˝ λp1¨¨¨2i`1q
b13 “
iÿ
r“1
E22 ςi´1 ˝ E
i`1
2 F
i´1
1 ε1 ˝ λp2¨¨¨r`1q ˝ λp2i`1¨¨¨i`r`1q ˝ λp1¨¨¨2i`1q ˝ E
i
2F
i
1σ
´1
“
iÿ
r“1
E22 ςi´1 ˝ E
i`1
2 F
i´1
1 ε1 ˝ λp1¨¨¨2i`1q ˝ λp2i¨¨¨i`rq ˝ λp1¨¨¨rq ˝ E
i
2F
i
1σ
´1
b14 “
ÿ
1ďrďi
1ďsăi
E22ςi´2 ˝ E
i
2F
i´2
1 ε1 ˝ λp2¨¨¨s`1qp2i´1¨¨¨i`sq ˝ E
i
2F
i´1
1 ε1E1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq ˝ λp2i`1,2i`2q
“
ÿ
1ďrďi
1ďsăi
E22ςi´2 ˝ E
i
2F
i´2
1 ε1 ˝E
i
2F
i´1
1 ε1E1 ˝ λp2i`1,2i`2q ˝ λp2¨¨¨s`1qp2i´1¨¨¨i`sq ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“
ÿ
1ďrďi
1ďsăi
E22ςi´2 ˝ E
i
2F
i´2
1 ε1 ˝E
i
2F
i´1
1 ε1E1 ˝ λp2i´1,2iq ˝ λp2¨¨¨s`1qp2i´1¨¨¨i`sq ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“
ÿ
1ďsărďi
E22 ςi´2 ˝ E
i
2F
i´2
1 ε1 ˝ E
i
2F
i´1
1 ε1E1 ˝ λp2¨¨¨s`1q ˝ λp1¨¨¨rq ˝ λp2i¨¨¨i`sq ˝ λp2i¨¨¨i`rq
“
ÿ
1ďr1ďs1ďi
E22 ςi´2 ˝ E
i
2F
i´2
1 ε1 ˝ E
i
2F
i´1
1 ε1E1 ˝ λp2¨¨¨r1`1q ˝ λp1¨¨¨s1`1q ˝ λp2i¨¨¨i`r1q ˝ λp2i¨¨¨i`s1`1q
b23 “ E2E1ςi ˝ λp2¨¨¨2i`2q ˝ λp1¨¨¨2i`1q ˝ E
i
2F
i
1σ
´1
b24 “
iÿ
r“1
E2E1ςi´1 ˝ λp2¨¨¨2iq ˝E
i
2F
i´1
1 ε1E1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq ˝ λp2i`1,2i`2q
“
iÿ
r“1
E2E1ςi´1 ˝ λp2¨¨¨2iq ˝E
i
2F
i´1
1 E1ε1 ˝ λp2i,2i`1q ˝ λp1¨¨¨rqp2i¨¨¨i`rq
“
iÿ
r“1
E2E1ςi´1 ˝ E
i
2F
i´1
1 E1ε1 ˝ λp2¨¨¨2i`1q ˝ λp1¨¨¨rqp2i¨¨¨i`rq
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b34 “
iÿ
r“1
E1E2ςi´1 ˝ E1E
i
2F
i´1
1 ε1 ˝ λp2¨¨¨r`1q ˝ λp2i`1¨¨¨i`r`1q ˝ λp1¨¨¨2i`1q ˝ λp2i`1,2i`2q
“
iÿ
r“1
E1E2ςi´1 ˝ E1E
i
2F
i´1
1 ε1 ˝ λp1¨¨¨2i`2q ˝ λp1¨¨¨rq ˝ λp2i¨¨¨i`rq
“
iÿ
r“1
E1E2ςi´1 ˝ λp1¨¨¨2iq ˝ E
i
2F
i´1
1 E1ε1 ˝ λp2i,2i`1q ˝ λp2i`1,2i`2q ˝ λp1¨¨¨rq ˝ λp2i¨¨¨i`rq
“
iÿ
r“1
E1E2ςi´1 ˝ λp1¨¨¨2iq ˝ E
i
2F
i´1
1 ε1E1 ˝ λp2i`1,2i`2q ˝ λp2i`1,2i`2q ˝ λp1¨¨¨rq ˝ λp2i¨¨¨i`rq
“ 0
b44 “ E
2
1ςi ˝ λp2¨¨¨2i`2q ˝ λp1¨¨¨2i`1q ˝ λp2i`1,2i`2q
“ E21ςi ˝ λp1¨¨¨2i`2q ˝ λp1¨¨¨2i`1q
We deduce that A “ B and the lemma follows. 
Lemma 4.4.14 shows that τ defines an endomorphism of E2pm, ςq for all pm, ςq P ∆λW. The
functor Γ is faithful, ΓE2 “ E2Γ (Lemma 4.4.13) and τ commutes with Γ. It follows that τ is
functorial.
Theorem 4.3.8 has the following consequence.
Theorem 4.4.15. The data p∆λW, E, τq is an idempotent-complete strongly pretriangulated
2-representation.
The following proposition is a consequence of Lemma 4.4.13 and the construction of τ .
Proposition 4.4.16. The functor Γ : ∆λW Ñ ∆σW induces a morphism of 2-representations.
4.5. Tensor product and internal Hom. Let us give two applications of the construction
of §4.3. Let pV1, E1, τ1q and pV2, E2, τ2q be idempotent-complete strongly pretriangulated 2-
representations.
We view V1bV2 as endowed with two strictly commuting actions of U given by pE1b1, τ1b1q
and p1bE2, 1b τ2q: the isomorphism σ : p1bE2q ˝ pE1b1q
„
Ñ pE1b1q ˝ p1bE2q is the identity.
We define the tensor product 2-representation
V1b©V2 “ ∆σpV1 b V2q.
Given pΦi, ϕiq : Vi Ñ V
1
i a morphism of 2-representations for i P t1, 2u, Proposition 4.3.9
provides a morphism of 2-representations V1b©V2 Ñ V
1
1b©V
1
2.
We have constructed a monoidal structure on the differential 2-category of idempotent-
complete strongly pretriangulated 2-representations.
Consider now HompV1,V2q. It is endowed with two strictly commuting structures of 2-
representations: the first one is given by ppΦ ÞÑ Φ ˝ E1q,Φτ1q and the second one by ppΦ ÞÑ
E2 ˝ Φq, τ2Φq. The isomorphism σ is the identity.
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We define the internal Hom 2-representation
HHompV1,V2q “ ∆HompV1,V2q.
The category HHompV1,V2q has objects pairs pΦ, πq where Φ : V1 Ñ V2
i
is a differential
functor and π : E2ΦÑ ΦE1 is a closed natural transformation of functors such that
τ1Φ ˝ πE1 ˝ E2π “ πE1 ˝ E2π ˝ τ2Φ : E
2
2ΦÑ ΦE
2
1 .
Note that HomUpV1,V2q is the full subcategory of HHompV1,V2q with objects pairs pΦ, πq
where Φ takes values in V2 and π is invertible.
Given pΦ1, ϕ1q : V
1
1 Ñ V1 and pΦ2, ϕ2q : V2 Ñ V
1
2 two morphisms of 2-representations,
Proposition 4.3.9 provides a morphism of 2-representations HHompV1,V2q Ñ HHompV
1
1,V
1
2q.
5. Bimodule 2-representations
5.1. Differential algebras.
5.1.1. 2-representations. Let A be a differential algebra.
Definition 5.1.1. A 2-representation on A is the data of a differential pA,Aq-bimodule E and
of an endomorphism τ of the pA,Aq-bimodule E bA E such that
τ 2 “ 0, dpτq “ id and pE b τq ˝ pτ b Eq ˝ pE b τq “ pτ b Eq ˝ pE b τq ˝ pτ b Eq.
We say that the 2-representation is right finite if E is finitely generated and projective as a
(non-differential) Aopp-module.
Consider a 2-representation on A. Note that E bA ´ is a differential endofunctor of A-diff,
and τ defines an endomorphism of pE bA ´q
2. This gives a structure of 2-representation on
A-diff. It restricts to a 2-representation on pA¯qi if E is strictly perfect as a differential A-module.
Note that there is a morphism of differential algebras
Hn Ñ EndAbAopppE
nq, Ti ÞÑ E
n´i´1 b τ b Ei´1.
Let A1 be another differential algebra with a 2-representation pE 1, τ 1q. We define a morphism
of 2-representations from pA,E, τq to pA1, E 1, τ 1q to be an pA1, Aq-bimodule P together with a
closed isomorphism of pA1, Aq-bimodules ϕ : P bA E
„
Ñ E 1 bA1 P such that
(5.1.1) τ 1P ˝E 1ϕ ˝ ϕE “ E 1ϕ ˝ ϕE ˝ Pτ : PE2 Ñ E 12P.
Note that such a pair pP, ϕq gives rise to a morphism of 2-representations pP bA ´, ϕq :
pA-diff, E bA ´, τq Ñ pA
1-diff, E 1 bA1 ´, τ
1q.
We obtain a differential 2-category of 2-representations on differential algebras.
The opposite 2-representation is the data pA1, E 1, τ 1q where A1 “ Aopp, E 1 “ E and τ 1 “ τ .
Note that pA,E, τq coincides with its double dual.
Assume now the 2-representation is right finite. We have two morphisms of pA,Aq-bimodules
η : AÑ E bA E
_ and ε : E_bA E Ñ A (unit and counit of adjunction). We have a morphism
of pA,Aq-bimodules ρ : E_E Ñ EE_ defined as the composition
ρ : E_E
‚η
ÝÑ E_EEE_
E_τE_
ÝÝÝÝÑ E_EEE_
ε‚
ÝÑ EE_.
There is a canonical isomorphism of differential algebras EndpE2qopp
„
Ñ EndppE_q2q and we
still denote by τ the endomorphism of pE_q2 corresponding to τ .
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We define the left dual 2-representation on A with the bimodule E_ and the endomorphism
τ .
5.2. Lax cocenter. Let B be a differential algebra. A lax bi-2-representation on B is the data
of
‚ differential pB,Bq-bimodules Ei,j for i, j ě 0
‚ morphisms of differential algebras Hi bHj Ñ EndpEi,jq
‚ morphisms µpi,jq,pi1,j1q : Ei,jEi1,j1 Ñ Ei`i1,j`j1 satisfying properties (1) and (2) of §4.2.1.
Consider a lax bi-2-representation E. Note that the functors pEi,j bB ´q provide a structure
of lax bi-2-representation on B-diff.
We define the differential algebra A “ ∆EpBq as the quotient of the tensor algebra TBpE0,1E1,0q
by the two-sided ideal generated by
À
iě0Ki, where Ki is the kernel of the composition
pE0,1E1,0q
i canÝÝÑ Ei,i
can
ÝÝÑ Ei,i{ppTr b 1qx´ p1b TrqxqxPEi,i, 1ďrăi.
We have A0 “ B and A is generated by A0 and A1 “ pE0,1E1,0q{K1 as an algebra.
Let pM, ςq an object of ∆EbB´pB-diffq. The action of TBpE0,1E1,0q on M vanishes on Ki
for all i, hence defines an action of A on M . This gives a fully faithful differential functor
∆EbB´pB-diffq Ñ p∆EpBqq-diff. If the canonical injective morphism of differential pB,Bq-
bimodules
(5.2.1) pE0,1E1,0q
i{Ki Ñ Ei,i{ppTr b 1qx´ p1b TrqxqxPEi,i, 1ďrăi
is a split injection for all i ě 1, then the functor above is an isomorphism
∆EbB´pB-diffq
„
Ñ p∆EpBqq-diff .
5.3. Diagonal action.
5.3.1. Algebra. Let B be a differential algebra endowed with two 2-representations pF1, τ1q and
pE2, τ2q together with a closed morphism λ : F1E2 Ñ E2F1 such that the diagrams (4.2.1)
commute.
We define the algebra A “ ∆1λpBq as the quotient of the tensor algebra TBpF1E2q by the by
the image of the composition
F 21E
2
2
τ1E
2
2´F
2
1 τ2ÝÝÝÝÝÝÝÑ F 21E
2
2
F1λE2ÝÝÝÝÑ pF1E2q
2.
We have A0 “ B and A1 “ F1E2.
Let B1 be a differential algebra endowed with two 2-representations pF 11, τ
1
1q and pE
1
2, τ
1
2q
together with a closed morphism λ1 : F 11E
1
2 Ñ E
1
2F
1
1 such that the analogs of the diagrams
(4.2.1) commute. Let A1 “ ∆1λ1pB
1q. Let P be a pB1, Bq-bimodule and ϕ1 : PF1
„
Ñ F 11P and
ϕ2 : PE2
„
Ñ E 12P be two closed isomorphisms of bimodules such that pP, ϕ1q and pP, ϕ2q are
morphisms of 2-representations and such that
λ1P ˝ F 11ϕ2 ˝ ϕ1E2 “ E
1
2ϕ1 ˝ ϕ2F1 ˝ Pλ : PF1E2 Ñ E
1
2F
1
1P.
The isomorphism F 11ϕ2 ˝ ϕ1E2 : PF1E2
„
Ñ F 11E
1
2P induces an isomorphism of pB
1, Bq-
bimodules f : P bB TBpF1E2q
„
Ñ TB1pF
1
1E
1
2q bB1 P . This isomorphism f endows the right
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TBpF1E2q-module P bB TBpF1E2q with a commuting left action of TB1pF
1
1E
1
2q. The isomor-
phism f induces an isomorphism
P bB TBpF1E2q bTBpF1E2q A
„
Ñ A1 bTB1pF 11E12q TB1pF
1
1E
1
2q bB1 P.
So, we obtain a structure of pA1, Aq-bimodule on P bB A.
Remark 5.3.1. The data of ϕ1 and ϕ2 and the relations they are required to satisfy are
described graphically as:
5.3.2. Left dual. Let B be a differential algebra endowed with two 2-representations pE1, τ1q
and pE2, τ2q, the first of which is right finite.
We consider the data of σ P Z HompE2E1, E1E2q such that the diagrams (4.3.1) commute.
We define
(5.3.1) λ : E_1 E2
‚η1ÝÝÑ E_1 E2E1E
_
1
E_1 σE
_
1ÝÝÝÝÑ E_1 E1E2E
_
1
ε1‚ÝÝÑ E2E
_
1 .
Let A “ ∆σpBq “ ∆
1
λpBq. This is the graded quotient of the tensor algebra TBpE
_
1 E2q by
the ideal generated by the image of the composition
pE_1 q
2E22
τ1E
2
2´pE
_
1 q
2τ2
ÝÝÝÝÝÝÝÝÝÑ pE_1 q
2E22
E_1 λE2ÝÝÝÝÑ pE_1 E2q
2.
The algebra A is generated by A0 “ B and A1 “ E_1 E2.
Let L be a differential B-module. The data of a structure of A-module on L extending the
action of B is the same as the data of a morphism of B-modules ς : E_1 E2bB LÑ L such that
dpςq “ 0 and the following diagram commutes
(5.3.2) pE_1 q
2E22L
E_1 λE2 // pE_1 E2q
2L
E_1 E2ς // E_1 E2L
ς
""❊
❊❊
❊❊
❊❊
❊❊
pE_1 q
2E22L
τ1E
2
2
77♣♣♣♣♣♣♣♣♣♣♣
pE_1 q
2τ2 ''◆◆
◆◆
◆◆
◆◆
◆◆
◆
L
pE_1 q
2E22L E_1 λE2
// pE_1 E2q
2L
E_1 E2ς
// E_1 E2L
ς
<<②②②②②②②②②②
HIGHER REPRESENTATIONS AND CORNERED HEEGAARD FLOER HOMOLOGY 55
This gives us an identification (isomorphism of categories) between differential A-modules and
pairs consisting of a differential B-module L and a map ς as above.
Consider the adjunction isomorphism
φ : HomBpE2L,E1Lq
„
Ñ HomBpE
_
1 E2L, Lq
Let π P Z HomBpE2L,E1Lq and let ς “ φpπq P Z HomBpE
_
1 E2L, Lq. The commutativity of the
diagram (5.3.2) is equivalent to the commutativity of the diagram
(5.3.3) E22L
E2π //
τ2

E2E1L
σ // E1E2L
E1π // E21L
τ1

E22L E2π
// E2E1L σ
// E1E2L
E1π
// E21L
This gives us an identification (isomorphism of categories) between differential A-modules and
pairs rL, πs where L is a differential B-module, π P Z HomBpE2L,E1Lq and the diagram (5.3.3)
commutes. We have obtained the following lemma.
Lemma 5.3.2. The construction pm, πq ÞÑ rm, πs defines an isomorphism of differential cate-
gories Φ : ∆σpB-diffq Ñ p∆σBq-diff.
We will show that the structure of 2-representation on ∆σpB-diffq comes from a structure of
2-representation on ∆σB, when σ is invertible.
Remark 5.3.3. The map ς, the relations it is required to satisfy, and the relation ς “ φpπq
are described graphically as:
5.3.3. Action. We define the closed morphism of pB,Aq-bimodules u : E2 bB AÑ E1 bB A as
the adjoint to the multiplication map E_1 E2 bB AÑ A. We define E as the cone of u.
We define a morphism of pB,Aq-bimodules v : E2 bB E Ñ E1 bB E by
v11 : E
2
2 bB A
τ2b1ÝÝÝÑ E22 bB A
E2η1‚ÝÝÝÑ E2E1E
_
1 E2bB A
σ‚
ÝÑ E1E2E
_
1 E2bB A
E1E2mult.ÝÝÝÝÝÝÑ E1E2bB A
v12 : E2E1 bB A
σb1
ÝÝÑ E1E2 bB A
v21 “ 0
v22 : E2E1 bB A
σb1
ÝÝÑ E1E2 bB A
E1η1‚ÝÝÝÑ E21E
_
1 E2 bB A
τ1‚ÝÝÑ E21E
_
1 E2 bB A
E21mult.ÝÝÝÝÑ E21 bB A
Note that the morphism v corresponds, by adjunction, to the morphism w : E_1 E2bBE Ñ E
defined as follows
w11 : E
_
1 E
2
2 bB A
E_1 τ2b1ÝÝÝÝÝÑ E_1 E
2
2 bB A
λE2b1ÝÝÝÝÑ E2E
_
1 E2 bB A
E2mult.ÝÝÝÝÑ E2 bB A
w12 : E
_
1 E2E1 bB A
E_1 σ‚ÝÝÝÑ E_1 E1E2 bB A
ε1‚ÝÝÑ E2 bB A, w21 “ 0
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w22 : E
_
1 E2E1 bB A
E_1 σb1ÝÝÝÝÑ E_1 E1E2 bB A
ρ1‚ÝÝÑ E1E
_
1 E2 bB A
E1mult.ÝÝÝÝÑ E1 bB A.
Lemma 5.3.4. The pair rE, vs gives E a structure of differential pA,Aq-bimodule via Lemma
5.3.2. Furthermore, there is an isomorphism of functors ΦE
„
Ñ pE bA ´qΦ : ∆σpB-diffq Ñ
A-diff.
Proof. The vanishing of dpvq11 and dpvq22 follows from dpτ1q “ id and dpτ2q “ id. The vanishing
of dpvq12 is clear. Finally, the vanishing of dpvq21 follows from the commutativity of the diagram
(5.3.3). Since dpvq “ 0, we have obtained a structure of differential pTBpE
_
1 E2q, Aq-bimodule
on E.
The object of ∆σpB-diffq corresponding to A via Lemma 5.3.2 is pA, uq. We have EpA, uq “
pE, vq, where E is the endofunctor defining the 2-representation on ∆σpB-diffq. Since pE, vq is
an object of ∆σpB-diffq, it follows that the action of TBpE
_
1 E2q on E factors through an action
of A. So, E has a structure of differential pA,Aq-bimodule and we have an isomorphism of
functors ΦE
„
Ñ pE bA ´qΦ : ∆σpB-diffq Ñ A-diff. 
Remark 5.3.5. The maps v and w are described graphically as:
We assume now that σ is invertible. We define τ an endomorphism of pB,Aq-bimodules of
E22 bB A ‘ E2E1 bB A‘ E1E2 bB A‘ E
2
1 bB A
(5.3.4) τ “
¨
˚˝˚τ2 b 1 0 0 00 0 σ´1 b 1 0
0 0 0 0
0 0 0 τ1 b 1
˛
‹‹‚.
Proposition 5.3.6. The pair pE, τq defines a 2-representation on A and Φ induces a isomor-
phism of 2-representations ∆σpB-diffq
„
Ñ p∆σBq-diff. If E2 is right finite, then E is right
finite.
Proof. The fact that τ defines an endomorphism of pA,Aq-bimodules of E2 satsifying the ap-
propriate relations follows from the fact that it agrees with the endomorphism of E2 defining
the 2-representation on ∆σpB-diffq. We deduce that pE, τq is a 2-representation on A and Φ is
a morphism of 2-representations.
Note that E is finitely generated and projective as a (non-differential) Aopp-module if E1 and
E2 are finitely generated and projective B
opp-modules. 
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5.3.4. Tensor product case. Let A1 and A2 be two differential algebras equiped with structures
of 2-representations pEi, τiq, i “ 1, 2.
Let B “ A1 b A2. It is endowed with commuting 2-representations pE1 b A2, τ1 b 1q and
pA1bE2, 1bτ2q: the isomorphism σ is induced by the swap map E2bE1
„
ÝÑ E1bE2, a2ba1 ÞÑ
a1 b a2. The tensor product identifies pA1-diffq b pA2-diffq with a full subcategory of B-diff.
Assume E1 is right finite. The map λ is an isomorphism. We put A1b©A2 “ ∆
1
λpBq. It is
the quotient of the tensor algebra TA1bA2pE
_
1 b E2q by the ideal generated by pτ2pqq ´ τ1ppqq
for p P pE_1 q
b2 and q P pE2q
b2. The underlying differential module is
A “
à
iě0
pE_1 q
i bHi E
i
2.
The multiplication is defined by`
pEi1q
_bHi E
i
2
˘
b
`
pEj1q
_bHj E
j
2
˘
Ñ pEi`j1 q
_bHi`j E
i`j
2 , pa1ba2qb pb1b b2q ÞÑ pa1b1qb pa2b2q.
This construction provides the differential 2-category of right finite 2-representations on dif-
ferential algebras with a monoidal structure.
5.4. Dual diagonal action.
5.4.1. Algebra. Let B be a differential algebra endowed with two 2-representations pF1, τ1q and
pE2, τ2q together with a closed morphism λ : F1E2 Ñ E2F1 such that the diagrams (4.2.1)
commute.
We define the differential algebra
A “ ∆λpBq “
à
iě0
pEi2F
i
1q{ppTr b 1qx´ p1b TrqxqxPEi2F i1, 1ďrăi.
Its multiplication is given by the maps µi,j “ µpi,iq,pj,jqE
i
2F
i
1E
j
2F
j
1 Ñ E
i`j
2 F
i`j
1 defined in §4.2.1.
Given M a differential A-module and given i ě 1, we have differential B-module maps
ςi : E
i
2F
i
1 bB M Ñ M . These make pM, pςiqiq into an object of ∆λpB-diffq and provides an
isomorphism of differential categories ∆λpBq-diff
„
Ñ ∆λpB-diffq.
Remark 5.4.1. As in Remark 4.4.3, we obtain a lax bi-2-representation on B by setting
Ei,j “ E
j
2F
i
1. We have an injective morphism of differential algebras ∆EpBq Ñ ∆λpBq.
Assume the morphisms (5.2.1) are isomorphisms for all i (this holds for example if λ is an
isomorphism). Then we have a canonical isomorphism ∆EpBq
„
Ñ ∆λpBq. The algebra ∆λpBq
is generated by B and E2F1.
The map λ extends (uniquely) to a morphism of algebras ∆1λpBq Ñ ∆λpBq that is the identity
on B. If λ is an isomorphism holds, then this map is an isomorphism ∆1λpBq
„
Ñ ∆λpBq.
5.4.2. Left dual. We assume now that E1 is right finite. Consider σ P Z HompE2E1, E1E2q
defined as in (4.4.1).
Let π : E2 bB AÑ E1 bB A be the closed morphism of pB,Aq-bimodules given as a compo-
sition
π : E2 bB A
E2η1ÝÝÝÑ E2E1E
_
1 bB A
σE_1ÝÝÝÑ E1E2E
_
1 bB A
E1multÝÝÝÝÑ E1 bB A.
We put E “ conepπq. Given i ě 1, we define a morphism of pB,Bq-bimodules ςi : E
i
2F
i
1E Ñ E
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ςi “
ˆ
E2mult ˝ λp1¨¨¨2i`1q
ři
r“1E2mult ˝ E
i
2F
i´1
1 ε1 ˝ λp1¨¨¨rqp2i¨¨¨i`rq
0 E1mult ˝ λp1¨¨¨2i`1q
˙
The following lemma is a consequence of Lemmas 4.3.5 and 4.3.7 applied to m “ A.
Lemma 5.4.2. The ςi’s define a left action of A on E, giving E a structure of differential
pA,Aq-bimodule.
Note that the isomorphism of differential categories ∆λpBq-diff
„
Ñ ∆λpB-diffq commutes with
E.
Assume now σ is an isomorphism. We define τ a pB,Aq-bimodule endomorphism of E2 as
in (5.3.4).
Theorem 4.4.15 has the following consequence.
Theorem 5.4.3. The data pE, τq defines a 2-representation on ∆λpBq.
Note that we have an isomorphism of 2-representations ∆λpBq-diff
„
Ñ ∆λpB-diffq.
Consider the p∆σpBq,∆λpBqq-bimodule ∆λpBq, where the right action is given by multipli-
cation and the left action by multiplication preceded by the morphism of algebras ∆σpBq “
∆1λpBq Ñ ∆λpBq. It follows from Proposition 4.4.16 that this bimodule induces a morphism of
2-representations from ∆λpBq to ∆σpBq.
5.5. Differential categories.
5.5.1. Bimodule 2-representations. All the definitions and constructions of §5.1–5.4 extend from
the setting of differential algebras to that of differential categories. We will describe this
explicitly.
We view the monoidal category U as a 2-category with one object ˚.
Definition 5.5.1. A bimodule 2-representation is the data of a 2-functor Υ : U Ñ Bimod.
It is right finite if Υpeq is right finite.
We say that Υ is a bimodule 2-representation on Υp˚q.
Bimodule 2-representations form a differential 2-category.
Let C be a differential category. There are equivalences of differential 2-categories between
‚ the 2-category of bimodule 2-representations Υ on C
‚ the 2-category with objects differential functorsM : CˆCoppˆU Ñ k-diff together with
– isomorphisms µm,n : Mpc,´, e
mq bC Mp´, c
1, enq
„
Ñ Mpc, c1, en`mq functorial in c
and c1, compatible with the canonical morphism EndpemqbEndpenq Ñ Endpen`mq
and satisfying µl,n`m ˝ pidbµm,nq “ µm`l,n ˝ pµl,m b idq
– an isomorphism µ0 : Mp´,´, e
0q
„
Ñ Id such that µm,0 “ mult ˝ pMpc,´, e
mq b µ0q
and µ0,m “ mult ˝ pµ0 bMp´, c, e
mqq
‚ the 2-category of pairs pE, τq where E is a pC, Cq-bimodule and τ P EndpE2q satisfies
(4.1.1).
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The category HomppC, E, τq, pC1, E 1, τ 1qq of 1-arrows in the third 2-category above has objects
pairs pP, ϕq where P is a pC1, Cq-bimodule and ϕ : P bC E
„
Ñ E 1 bC1 P
1 is a closed isomorphism
of pC1, Cq-bimodules satisfying (5.1.1). We leave it to the reader to describe 1-arrows in the
second 2-category above. In these 2-categories, the 2-arrows are morphisms of (non-differential)
bimodules or functors compatible with the additional structure.
The equivalences are given by
Υ ÞÑ pM : pc1, c2, e
nq ÞÑ Υpenqpc1, c2qq, M ÞÑ pE “Mp´,´, eq, τ “Mp´,´, τqq
E ÞÑ pΥ : en ÞÑ Enq.
We will use the terminology ”bimodule 2-representation” for either one of those three equivalent
structures.
Note that a 2-representation Υ : U Ñ EndpCq gives rise to a bimodule 2-representation M on
C given by Mpc1, c2, e
nq “ HomCpc2,Υ ˝ revpe
nqpc1qq (cf §2.2.3). Note also that a bimodule
2-representation M on a differential category C gives rise to a 2-representation Υ : U Ñ
EndpC-diffq given by Υpenq “Mp´,´, enq bC ´.
5.5.2. A bimodule lax bi-2-representation is a lax differential 2-functor Υ : U b U Ñ Bimod.
We say it is a bimodule lax bi-2-representation on Υp˚ b ˚q.
A bimodule lax bi-2-representation on C is the same as the data of
‚ pC, Cq-bimodules Ei,j for i, j ě 0
‚ morphisms of differential algebras Hi bHj Ñ EndpEi,jq
‚ morphisms µpi,jq,pi1,j1q : Ei,jEi1,j1 Ñ Ei`i1,j`j1 satisfying properties (1) and (2) of §4.2.1.
We define the differential category ∆EpCq as the additive category quotient of TCpE0,1E1,0q
by the ideal of maps generated by the kernels of the compositions
pE0,1E1,0q
ipc1, c2q
can
ÝÝÑ Ei,ipc1, c2q
can
ÝÝÑ Ei,ipc1, c2q{ppTr b 1qx´ p1b TrqxqxPEi,i, 1ďrăi.
Assume now C is a differential category endowed with two structures pF1, τ1q and pE2, τ2q of
bimodule 2-representations together with a closed morphism λ : F1E2 Ñ E2F1 such that the
diagrams (4.2.1) commute.
We define the differential category ∆1λpCq as the additive category quotient of TCpF1E2q by
the ideal of maps generated by the image of the composition
F 21E
2
2pc1, c2q
τ1E
2
2´F
2
1 τ2ÝÝÝÝÝÝÝÑ F 21E
2
2pc1, c2q
F1λE2ÝÝÝÝÑ pF1E2q
2pc1, c2q.
We have a differential category C1 “
À
iě0E
i
2F
i
1. Its objects are those of C and HomC1pc1, c2q “À
iě0E
i
2F
i
1pc1, c2q. The multiplication is induced by the maps µi,j. We define the differential
category ∆λpCq as the additive category quotient of
À
iě0E
i
2F
i
1 by the ideal of maps generated
by the images of Tr b 1´ 1b Tr : E
i
2F
i
1 Ñ E
i
2F
i
1 for 1 ď r ă i.
Assume now C is a differential category endowed with two structures pE1, τ1q and pE2, τ2q of
bimodule 2-representations, the first of which is right finite. Consider σ : E2E1 Ñ E1E2 closed
such that the diagrams (4.3.1) commute. We define λ : E_1 E2 Ñ E2E
_
1 as in (5.3.1).
‚ We put ∆σpCq “ ∆
1
λpCq. As in §5.3.3, we define a p∆σC, Cq-bimodule E and extend it
to a p∆σC,∆σCq-bimodule. Assume finally that σ is invertible. We construct in addition an
endomorphism τ of E2. We obtain a bimodule 2-representation on ∆σC and an isomorphism
60 ANDREW MANION AND RAPHAE¨L ROUQUIER
of 2-representations ∆σpC-diffq
„
Ñ ∆σpCq-diff. The 2-representation is right finite if E2 is right
finite.
As in §5.3.4, we have a monoidal structure on the differential 2-category of right finite bi-
module 2-representations.
‚ We drop now the assumption that σ is invertible. We define as in §5.4.2 a p∆λC,∆λCq-
bimodule E. Assume σ is invertible. We obtain an endomorphism τ of E2 and a bimodule
2-representation on ∆λC.
5.6. Pointed categories. Let V be a differential pointed category. A bimodule 2-represesentation
on V is the data of a strict monoidal differential pointed functor from the 2-category with one
object given by U‚ to Bimod‚. Note that a bimodule 2-representation on V gives rise to a
bimodule 2-representation on krVs.
A bimodule lax bi-2-representation is a lax differential pointed 2-functor Υ : U‚ ^ U‚ Ñ
Bimod‚. We say it is a bimodule lax bi-2-representation on Υp˚ ^ ˚q.
A bimodule lax bi-2-representation on V is the same as the data of
‚ pV,Vq-bimodules Ei,j for i, j ě 0
‚ morphisms of differential pointed algebras Hi ^Hj Ñ EndpEi,jq
‚ morphisms µpi,jq,pi1,j1q : Ei,jEi1,j1 Ñ Ei`i1,j`j1 satisfying properties (1) and (2) of §4.2.1.
We define the differential pointed category ∆EpVq as the quotient of TVpE0,1E1,0q by the
equivalence relation generated by f „ f 1 if pf, f 1q is in the equalizer of a composition
pE0,1E1,0q
ipc1, c2q
can
ÝÝÑ Ei,ipc1, c2q
can
ÝÝÑ Ei,ipc1, c2q{ppTr ^ 1qx „ p1^ TrqxqxPEi,i, 1ďrăi.
Consider a differential pointed category V endowed with two bimodule 2-representations
pF1, τ1q and pE2, τ2q and a closed morphism λ : F1E2 Ñ E2F1 such that the diagrams (4.2.1)
commute.
We define the differential pointed category ∆1λpVq as the quotient of TVpF1E2q by the equiv-
alence relation generated by
pF1λE2q ˝ pτ1E
2
2qpfq „ pF1λE2q ˝ pF
2
1 τ2qpfq for f P F
2
1E
2
2pc1, c2q and c1, c2 P V.
We define the differential pointed category ∆λpVq. We consider first the differential pointed
category with same objects as V and pointed set of maps v1 Ñ v2 given by
Ž
iě0E
i
2F
i
1pv1, v2q.
The category ∆λpVq is the quotient of that category by the equivalence relation generated by
pTr ^ 1qpfq „ p1^ Trqpfq for f P E
i
2F
i
1 and 1 ď r ă i.
Note that there is a canonical isomorphism of differential categories for ? P tH, 1u
kr∆?λpVqs
„
Ñ ∆?λpkrVsq
5.7. Douglas-Manolescu’s algebra-modules. Let us recall some aspects of Douglas-Manolescu’s
theory [DouMa].
Note that Douglas and Manolescu work in the differential graded setting, and we translate
their constructions to the differential setting.
Their nil-Coxeter 2-algebra [DouMa, §2.2] can be viewed as the same data as our monoidal
category U (cf [DouMa, Remark 2.4]). A bottom-algebra module [DouMa, §2.4] for the nil-
Coxeter 2-algebra is the same data as a lax bimodule 2-representation on a differential algebra
A, where a lax bimodule 2-representation on A is defined to be a lax 2-functor Υ : U Ñ Bimod
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with Υp1q the differential category with one object whose endomorphism ring is A. They also
consider top-algebra modules, where U above is replaced by Uopp. Using the isomorphism
U
„
Ñ Uopp (§4.1.1), a top-algebra module can be viewed as a bottom-algebra module, hence as
a lax bimodule 2-representation.
Douglas and Manolescu define a tensor product of a top algebra-module and a bottom
algebra-module [DouMa, Definition 2.11]. This corresponds to our construction of a differ-
ential algebra A as a tensor product b©. Note that they do not endow this tensor product with
any algebra-module structure.
6. Hecke 2-representations
6.1. Regular 2-representations.
6.1.1. Bimodules. Fix r, n ě 0. We define some bimodules L˘pr, nq and R˘pr, nq with under-
lying differential graded module Hr`n, following §3.1.3 and Proposition 3.1.6.
We endow L`pr, nq (resp. L´pr, nq) with a structure of differential graded pHr bHn, Hr`nq-
bimodule where
‚ Hr`n acts by right multiplication
‚ h P Hr acts by left multiplication by h (resp. by fnphq)
‚ h P Hn acts by left multiplication by fr ˝ ιnphq (resp. by h).
We endow R`pr, nq (resp. R´pr, nq) with a structure of differential graded pHr`n, Hr bHnq-
bimodule where
‚ Hr`n acts by left multiplication
‚ h P Hr acts by right multiplication by h (resp. by fnphq)
‚ h P Hn acts by right multiplication by fr ˝ ιnphq (resp. by h).
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Example 6.1.1. Elements of L˘pr, nq and R˘pr, nq can be represented by good strand diagrams
in a rectangle, as in the examples below.
The actions are obtained by concatenation of diagrams (note that a diagram that is not good
represents 0), as in the example below, where we first apply the reflection of the rectangle
swapping the top and the bottom, then rotate 90 degrees anticlockwise the diagram of h1:
These bimodules coincide with (the nil version of) the bimodules introduced in §3.1.3, after
restricting the action of Hr bHn to Hr:
L˘pr, nq “ L˘pI, Sq and R˘pr, nq “ L˘pS, Iq where S “ ts1, . . . , sr`n´1u and I “ ts1, . . . , sr´1u.
Given m ě 0, we denote by wm P Sm the longest element, i.e., wmpiq “ m´ i` 1. We have
two morphisms of differential graded F2-modules (cf Proposition 3.1.6)
t˘r`n,r “ t
˘
S,I : Hr`n Ñ Hrx
1
2
np2r ` n ´ 1qy
given by
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t`r`n,rpTwq “
#
Twrwr`nw if w P wr`nSr
0 otherwise
and t´r`n,rpTwq “
#
Twwr`nwr if w P Srwr`n
0 otherwise
Example 6.1.2. Let us describe some examples of t˘7,4pTwq:
It is immediate that there is an isomorphism of differential graded pHr`n, Hr bHnq-modules
HomHoppr`npL
˘pr, nq, Hr`nq
„
Ñ R˘pr, nq, f ÞÑ fp1q
and it follows from Proposition 3.1.6 that there is an isomorphism of differential graded pHr b
Hn, Hr`nq-modules
L¯pr, nq
„
Ñ HomHoppr pR
˘pr, nq, Hrqx
1
2
np2r ` n´ 1qy, h ÞÑ ph1 ÞÑ t˘n`r,rphh
1qq.
6.1.2. Twisted description. We describe now L`pr, nq as a twisted free pHr bHnq-module.
Consider E Ă t1, . . . , r ` nu with |E| “ r. Let wE P Sr`n be the permutation such that
wEpEq “ t1, . . . , ru and the restrictions of wE to E and to t1, . . . , r ` nuzE are increasing. If
E “ ti1 ă ¨ ¨ ¨ ă iru, then we have a reduced decomposition
wE “ psr ¨ ¨ ¨ sir´1qpsr´1 ¨ ¨ ¨ sir´1´1q ¨ ¨ ¨ ps2 ¨ ¨ ¨ si2´1qps1 ¨ ¨ ¨ si1´1q
and
L˜pwEq “
rž
b“1
`
pt1, . . . , ib ´ 1uzti1, . . . , ib´1uq ˆ tibu
˘
.
There is a bijection
β : Sr ˆSn ˆ tE Ă t1, . . . , r ` nu | |E| “ ru
„
Ñ Sr`n, pv, v
1, Eq ÞÑ vfrpv
1qwE
where frpv
1q P Sn`r is given by frpv
1qpiq “ i for i ď r and frpv
1qpr` iq “ r` v1piq for 1 ď i ď n.
We have ℓpβpv, v1, Eqq “ ℓpvq ` ℓpv1q ` ℓpwEq.
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Given pa, ibq P L˜pwEq, we define vpE, a, bq P Sr and v
1pE, a, bq P Sn as follows. Let b
1 P
t1, . . . , ru be minimal such that a ă ib1 . We define vpE, a, bq to be the cycle pb, b ´ 1, . . . , b
1q
and v1pE, a, bq to be the cycle pa´ b1 ` 1, a´ b1 ` 2, . . . , ib ´ bq. We have
wEsa,ib “ vpE, a, bqfrpv
1pE, a, bqqwpEYtauqztibu
and ℓpwEq ´ ℓpwpEYtauqztibuq “ ib ´ a.
Given m ě 1, we define a free differential pHr bHnq-module
Vm “
à
EĂt1,...,r`nu, |E|“r, ℓpwEq“m´1
pHr bHnqbE .
Given m1 ă m, we define fm1,m : Vm Ñ Vm1 as the morphism of pHr bHnq-modules given by
bE ÞÑ
ÿ
iPE, jPt1,...,r`nuzE
i´j“m´m1
pTvpE,j,iq b Tv1pE,j,iqqbpEYtjuqztiu.
We will show below (Lemma 6.1.3) that dpfm1,mq “
ř
mąm2ąm1 fm1m2 ˝fm2m. We denote by V
the differential pHrbHnq-module obtained as the corresponding twisted object r
À
Vm, pfm1mqs
(cf §2.1.3). We have V “
À
m Vm as a pHr bHnq-module and dV “
ř
m dVm `
ř
m,m1 fm1,m.
Lemma 6.1.3. The maps pfm1mq define a twisted object V “ r
À
Vm, pfm1mqs. There is an
isomorphism of differential pHr bHnq-modules
V
„
Ñ L`pr, nq, ph b h1qbE ÞÑ hfrpιnph
1qqTwE for h P Hr and h
1 P Hn.
Proof. The length property of the bijection β above shows that the map of the lemma is an
isomorphism of pHr bHnq-modules. Since
dpTwEq “
ÿ
iPE, jPt1,...,r`nuzE, jăi
TwEsi,j ,
it follows that the map of the lemma intertwines dV and the differential of L
`pr, nq. The lemma
follows. 
There is a dual version of Lemma 6.1.3. In particular, there is a decomposition of right
pHr bHnq-modules
R`pr, nq “
à
EĂt1,...,r`nu, |E|“r
Tw´1
E
pHr b frpHnqq
6.1.3. Actions. There is a ”left” 2-representation on U
Υ´ : U Ñ EndpUq, en ÞÑ en b´
and a ”right” 2-representation on U
Υ` : U
rev
ÝÝÑ
„
U rev
en ÞÑ´ben
ÝÝÝÝÝÝÑ EndpUq.
The bimodule 2-representation L˘ associated to Υ˘ is given by
L˘per, es, enq “ δs,r`nL
˘pr, nq
and it is left and right finite. Its right dual is isomorphic to the bimodule 2-representation R˘
given by
R˘pes, er, enq “ δs,r`nR
˘pr, nq
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while its left dual is isomorphic to R¯x´1
2
np2r`n´1qy (note that the action of U on the duals
is obtained from the natural action of U revopp by applying the isomorphism rev ˝ opp).
6.1.4. Gluing. Consider the morphism of functors
λ : R´p´1,´, eq b L
`p´,´2, eq Ñ L
`p´1,´, eq bR
´p´,´2, eq
where λpes, esq is given by the following morphism of differential graded pHs, Hsq-bimodules
R´pes,´, eq b L`p´, es, eq “ R´ps´ 1, 1q bHs´1 L
`ps´ 1, 1q

a b b
❴

L`pes,´, eq bR´p´, es, eq “ L`ps, 1q bHs`1 R
´ps, 1q ab f1pbq
Remark 6.1.4. An example of diagrammatic description of λ is given below:
The morphism
pR´p´,´, eqλL`p´,´, eqq ˝ pR´p´,´, eq2τ ´ τL`p´,´, eq2q :
R´p´,´, eq2L`p´,´, eq2 Ñ pR´p´,´, eqL`p´,´, eqq2x´1y
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is on pes, esq the morphism of differential graded pHs, Hsq-bimodules
R´ps´ 1, 1q bHs´1 R
´ps´ 2, 1q bHs´2 L
`ps´ 2, 1q bHs´1 L
`ps´ 1, 1q Ñ
R´ps´ 1, 1q bHs´1 L
`ps´ 1, 1q bHs R
´ps´ 1, 1q bHs´1 L
`ps´ 1, 1qx´1y
given by
1b 1b 1b 1 ÞÑ T1 b 1b 1b 1´ 1b 1b 1b Ts´1.
Given s ě 1, letMs “ R
´ps´1, 1qbHs´1L
`ps´1, 1q, a differential graded pHs, Hsq-bimodule.
When s ě 2, we define κ “ 1b 1b 1b Ts´1´ T1b 1b 1b 1 PMsbHs Ms. We put κ “ 0 when
s “ 1. We put M0 “ 0.
Lemma 6.1.5. There is a morphism of differential graded pHs, Hsq-bimodules Ms Ñ Hˆ
`
s given
by a b b ÞÑ acb for a, b P Hs. It induces an isomorphism of differential graded algebras and of
differential graded pHs, Hsq-bimodules THspMsq{pκq
„
Ñ Hˆ`s .
Proof. We have acTib “ aTi`1cb for i P t1, . . . , s ´ 2u. This shows the first statement of the
lemma.
We have now a morphism of differential graded algebras and of pHs, Hsq-bimodules f
1 :
THspMsq Ñ Hˆ
`
s induced by the morphism Ms Ñ Hˆ
`
s . We have
f 1pp1b 1q b p1b Ts´1qq “ c
2Ts´1 “ T1c
2 “ f 1ppT1 b 1q b p1b 1qq,
hence f 1pκq “ 0. So, f induces a morphism of algebras f : THspMsq{pκq Ñ Hˆ
`
s .
On the other hand, Hˆ`s is the free algebra generated byHs and c with the relations cTi “ Ti`1c
for i P t1, . . . , s ´ 2u and c2Ts´1 “ T1c
2 (Proposition 3.2.9). Since Ti`1 b 1 “ 1 b Ti in Ms for
i P t1, . . . , s´ 2u and p1b 1qb p1bTs´1q “ pT1b 1qb p1b 1q in MsbMs, we deduce that there
is a morphism of algebras g : Hˆ`s Ñ THspMsq{pκq, Ti ÞÑ Ti, c ÞÑ 1 b 1. The morphisms f and
g are inverse and we are done. 
LetH` be the differential graded pointed category with set of objects Zě0 and HomH`pm,nq “
δmnSˆ
`,nil
n . Lemma 6.1.5 has the following consequence.
Theorem 6.1.6. The construction of Lemma 6.1.5 induces an isomorphism of differential
graded pointed categories Θ : ∆1λpU
‚q
„
Ñ H`.
6.2. Nil Hecke category.
6.2.1. Definition. We now define a groupoid of n-periodic bijections.
Given I a subset of Z{n we denote by I˜ its inverse image in Z.
Let Sn be the category with objects the subsets of Z{n and where HomSnpI, Jq is the set of
n-periodic bijections σ : I˜
„
Ñ J˜ . The group nZ acts by translation on Hom-sets. Note that
Sˆn “ EndSnpZ{nq.
Given i, j P I˜ with i´ jRnZ, the element sij P Sˆn restricts to an n-periodic bijection I˜
„
Ñ I˜,
which we also denote by sij .
Let I be a subset of Z{n. There is a unique increasing bijection βI : t1, . . . , |I|u
„
Ñ I˜ X
t1, . . . , nu. We extend it to an increasing bijection Z
„
Ñ I˜ by βIpr ` d|I|q “ βIprq ` dn for
r P t1, . . . , |I|u and d P Z. There is an isomorphism of groups
FI : Sˆ|I|
„
Ñ EndSnpIq, σ ÞÑ βI ˝ σ ˝ β
´1
I .
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6.2.2. Length. Consider σ P HomSnpI, Jq. We define
Lpσq “ tpi, i1q P I˜2 | i ă i1, σpiq ą σpi1qu
and L˜pσq “ tpi, i1q P Lpσq | 1 ď i ď nu. The canonical map L˜pσq Ñ Lpσq{nZ is bijective. We
define ℓpσq “ |L˜pσq|.
Lemma 6.2.1. We have ℓpσ1 ˝σq ď ℓpσ1q`ℓpσq for all σ P HomSnpI, Jq and σ
1 P HomSnpJ,Kq.
Proof. We have
Lpσ1 ˝ σq “ tpi1, i2q P I˜
2 | i1 ă i2, σpi1q ą σpi2q, σ
1 ˝ σpi1q ą σ
1 ˝ σpi2qu\
tpi1, i2q P I˜
2 | i1 ă i2, σpi1q ă σpi2q, σ
1 ˝ σpi1q ą σ
1 ˝ σpi2qu
“ tpi1, i2q P Lpσq | σ
1˝σpi1q ą σ
1˝σpi2qu\pσ
´1ˆσ´1q
`
tpj1, j2q P Lpσ
1q | σ´1pj1q ă σ
´1pj2qu
˘
.
It follows that
ℓpσ1q` ℓpσq´ ℓpσ1 ˝σq “ 2|tpi1, i2q P I˜
2 | i1 ă i2, σpi1q ą σpi2q, σ
1 ˝σpi1q ă σ
1 ˝σpi2qu{nZ| ě 0.

Let σ P HomSnpI, Jq. We have ℓpσq “ 0 if and only if σ is an increasing bijection.
Given τ P HomSnpJ, Iq with ℓpτq “ 0, we have Lpτ ˝ σq “ Lpσq “ pτ ˆ τq
`
Lpσ ˝ τq
˘
, hence
ℓpτ ˝ σq “ ℓpσ ˝ τq “ ℓpσq.
Since Lpτ ˝ σq “ pβI ˆ βIqpLpF
´1
I pτ ˝ σqqq, we have ℓpσq “ ℓpF
´1
I pτ ˝ σqq. As a consequence,
we deduce the following result from Lemma 3.2.3.
Lemma 6.2.2. Let σ P HomSnpI, Jq. We have
ℓpσq “
ÿ
0ďi1ăi2ăn
i1,i2PI˜
ˇˇ
t
σpi2q ´ σpi1q
n
u
ˇˇ
.
The next lemma relates length and number of intersections of paths on a cylinder.
Lemma 6.2.3. Let σ P HomSnpI, Jq where I “ ti1 ` nZ, i2 ` nZu and J “ tj1 ` nZ, j2 ` nZu
with 1 ď i1 ‰ i2 ď n, 1 ď j1 ‰ j2 ď n and σpirq “ jr pmod nq for r P t1, 2u. Fix β :
ti1, i2, j1, j2u Ñ R increasing with |βpuq ´ βpvq| ă 1 for all u, v.
Consider γr : r0, 1s Ñ R continuous with γrp0q “ βpirq and γrp1q “ βpjrq `
σpirq´jr
n
for
r P t1, 2u. We have
ℓpσq ď |tt P r0, 1s | e2iπγ1ptq “ e2iπγ2ptqu|
with equality if, for all r P t1, 2u, the map γr is affine.
Proof. Without loss of generality, we can assume i1 ă i2. The lemma follows by applying
the intermediate value theorem to γ2ptq ´ γ1ptq and using Lemma 6.2.2, considering four cases
according to the signs of j2 ´ j1 and σpi2q ´ σpi1q. 
6.2.3. Filtration. Given I, J Ă Z{n, we define Hom
S
ě´r
n
pI, Jq “ tσ P HomSnpI, Jq | lpσq ď ru
for r P Zě0. It follows from Lemma 6.2.1 that this defines a structure of Zď0-filtered category
on Sn. We put Hn “ grS
‚
n, a pointed Zď0-graded category.
Note that a map σ of length 0 is invertible in Hn. Note also that FI induces an isomorphism
of graded pointed monoids Sˆnil|I|
„
Ñ EndHnpIq.
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6.2.4. Non-commutative degree. Let us consider the free abelian groups Rn “
À
aPZ{n Zαa and
Ln “
À
aPZ{n Zεa. We define a linear map ρ : Rn Ñ Ln by ρpαaq “ εa`1´εa and a representation
of the group Rn on Ln given by
αa ¨ εb “ pδa,b ` δa`1,bqεb.
Note that δ “
ř
aPZ{n αa P ker ρ and δ ¨ εb “ 2εb for all b.
We define a bilinear map
x´,´y : Rn ˆRn Ñ Ln, xα, α
1y “ α ¨ ρpα1q.
Let Γ1n “ Ln ˆRn. We define a group structure on Γ
1
n by
pl, αq ¨ pl1, α1q “ pl ` l1 ` xα, α1y, α` α1q.
Given I Ă Z{n, we put εI “
ř
aPI εa P Ln. Given i, j P Z, we put
αi,j “
ÿ
iďrăj
αr`nZ ´
ÿ
jďrăi
αr`nZ.
Note that αi,i`1 “ αi`nZ, αi`n,j`n “ αi,j and αi,j ` αj,k “ αi,k for all i, j, k P Z. Note also that
δ “ αi,i`n for all i P Z. Note finally that ρpαi,jq “ εj`nZ ´ εi`nZ.
Consider σ P HomSnpI, Jq. We put
JσK “
ÿ
iPI˜Xr1,ns
αi,σpiq P Rn.
Note that ρpJσKq “ εJ ´ εI and Jσ
1 ˝ σK “ Jσ1K` JσK for any σ1 P HomSnpJ,Kq.
We define
mpσq “ JσK ¨ εI P Ln and dmpσq “ p´mpσq, JσKq P Γ
1
n.
Lemma 6.2.4. Let w P W|I|, m P Z and let σ “ FIpwc
mq be the element of EndSnpIq corre-
sponding to wcm. We have ℓpσq “ ℓpwq, JσK “ m ¨ δ and mpσq “ 2mεI .
Proof. The first statement follows from the fact that FI preserves lengths (cf the discussion
before Lemma 6.2.2).
Note that Jsi,jK “ 0 for i, j P I˜ with i´ jRnZ, while JFIpcqK “ δ. We deduce that JσK “ m ¨ δ.
The last statement of the lemma is immediate. 
Lemma 6.2.5. Consider σ P HomSnpI, Jq and σ
1 P HomSnpJ,Kq. We have dmpσ
1 ˝ σq “
dmpσ1q ¨ dmpσq.
Proof. We have
mpσ1 ˝ σq “ Jσ1K ¨ εI ` JσKεI “ mpσ
1q `mpσq ` Jσ1K ¨ pεI ´ εJq,
hence
mpσ1q `mpσq ´mpσ1 ˝ σq “ Jσ1K ¨ ρpJσKq.
The lemma follows. 
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We put Γn “
1
2
Zˆ Γ1n. We endow Γn with a structure of Z-monoid by using the embedding
Z ãÑ 1
2
Z ãÑ Γn.
Given σ P HomSnpI, Jq, we put degpσq “ p´ℓpσq,´ dmpσqq P Γn.
Let D be a subset of t1, . . . , nuˆt˘1u that embeds in its projection on t1, . . . , nu. We denote
by ΓD the quotient of Γn by the subgroup generated by p0, εi`nZq ´ p
1
2
νi, 0q, where pi, νiq P D.
We identify 1
2
Z with the image of 1
2
Z ˆ 0 in ΓD. We define a partial order on ΓD by h ě g if
hg´1 is in 1
2
Zě0. We denote by degDpσq the image of degpσq in ΓD.
Given E a subset of t1, . . . , nu, we put E` “ tpi, 1q | i P Eu.
By Lemmas 6.2.1 and 6.2.5, we obtain a ΓD-filtration on Sn by defining
Hom
S
ěg
n
pI, Jq “ tσ P HomSnpI, Jq | degDpσq ě gu.
It follows from Lemma 6.2.5 that the pointed categoryHn is isomorphic to the graded pointed
category associated to the ΓD-filtration of Sn (after forgetting the ΓD-grading to Z).
Note that if D “ H, then ΓD “ Γn, degD “ deg and the Zď0 grading on Hn given by the
length can be recovered from the Γn-grading by using the quotient map Γn Ñ Γn{Γ
1
n “
1
2
Z.
This quotient map provides a Z-grading on the Γn-graded pointed category associated to the
Γn-filtration of Sn. This Z-graded pointed category is isomorphic to Hn.
Remark 6.2.6. The bilinear form Rn ˆRn Ñ Z obtained from x´,´y by composing with the
quotient map Ln ÞÑ Z, εi ÞÑ 1 is antisymmetric.
Let D “ t1, . . . , nu ˆ t`1u. The group ΓD is a central extension of Rn by Z using the
antisymmetric form above. It restricts to the antisymmetric form L of [LiOzTh1, §3.3.1].
6.2.5. Differential. Given σ P HomSnpI, Jq, let Dpσq be the set of pairs pi1, i2q P Lpσq such that
‚ i2 ´ i1 ă n or σpi1q ´ σpi2q ă n and
‚ given i P I˜ with i1 ă i ă i2, we have σpi1q ă σpiq or σpiq ă σpi2q.
We put D˜pσq “ Dpσq X L˜pσq. The diagonal action of nZ on Lpσq preserves Dpσq and we
have a canonical bijection D˜pσq
„
Ñ Dpσq{nZ.
Given pi1, i2q P Lpσq, we put σ
i1,i2 :“ σ ˝ si1,i2 .
We define a partial order on HomSnpI, Jq as the transitive closure of σ
1 ă σ if σ1 “ σi1,i2 for
some pi1, i2q P Dpσq.
When I “ J “ Z{n, this coincides with the extended Chevalley-Bruhat order on Sˆn by
Lemma 3.2.4 and given pi1, i2q P Lpσq, we have σ
i1,i2 ă σ (Lemma 3.2.3). The next lemma
shows that this holds for general maps in Sn.
Lemma 6.2.7. Let σ, σ1 P HomSnpI, Jq. Given τ P HomSnpJ, Iq with ℓpτq “ 0, we have σ
1 ă σ
if and only if τ ˝ σ1 ă τ ˝ σ if and only if σ1 ˝ τ ă σ ˝ τ .
Proof. Note that τ is an increasing bijection since ℓpτq “ 0. We have Dpτ ˝σq “ Dpσq and given
pi1, i2q P Dpσq, we have pτ ˝ σq
i1,i2 “ τ ˝ σi1,i2 . This shows the first equivalence. The second
equivalence follows from the fact that Dpσ ˝ τq “ pτ´1 ˆ τ´1qpDpσqq and given pi1, i2q P Dpσq,
we have pσ ˝ τqτ
´1pi1q,τ´1pi2q “ σi1,i2 ˝ τ . 
Lemma 6.2.8. Given σ P HomSnpI, Jq, there is a bijection
D˜pσq
„
Ñ tσ1 P HomSnpI, Jq | σ
1 ă σ, ℓpσ1q “ ℓpσq ´ 1u, pi1, i2q ÞÑ σ
i1,i2.
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Note that
tσ1 P HomSnpI, Jq | σ
1 ă σ, ℓpσ1q “ ℓpσq´1u “ tσ1 P HomSnpI, Jq | σ
1 ă σ, degpσ1q “ degpσq`1u.
Given pi1, i2q P Lpσq, we have pi1, i2q P Dpσq if and only if degDpσq “ degDpσ
i1,i2q ´ 1 for
some subset (equivalently, for any subset) D of t1, . . . , nu ˆ t˘1u that embeds in its projection
on t1, . . . , nu.
Proof. Let τ P HomSnpJ, Iq be an increasing bijection. We have Dpτ ˝ σq “ Dpσq and
tσ2 P EndSnpIq | σ
2 ă τ˝σ, ℓpσ2q “ ℓpτ˝σq´1u “ tτ˝σ1 | σ1 P HomSnpI, Jq, σ
1 ă σ, ℓpσ1q “ ℓpσq´1u
by Lemma 6.2.7. Since the first statement of the lemma holds for τ ˝ σ by Lemma 3.2.4, it
holds for σ.
The other statements follow from Lemmas 6.2.4 and 6.2.5. 
Lemma 6.2.9. Consider σ2 P HomSnpI, Jq and σ
1 P HomSnpJ,Kq and let σ “ σ
1σ2. Assume
ℓpσq “ ℓpσ1q ` ℓpσ2q.
Let pi1, i2q P DpσqzpDpσq X Dpσ
2qq. Let α2 “ σ2si1,i2 and α
2 “ pσ1qσ
2pi1q,σ2pi2q. We have
σ “ α1α2 and ℓpσq “ ℓpα1q ` ℓpα2q.
Proof. Assume first I “ J “ K. The lemma follows in that case from Lemmas 3.2.4 and 3.2.2.
Consider now the general case. There are increasing bijections τ : J Ñ I and τ 1 : K Ñ J .
We have Dpσq “ τ´1pDpτ 1στqq and Dpσ2q “ τ´1pDpσ2τqq (proof of Lemma 5.4.7). The lemma
follows now from the previous case applied to the decomposition τ 1στ “ pτ 1σ1qpσ2τq. 
Consider σ P HomHnpI, Jq non-zero. We put
dpσq “
ÿ
pi1,i2qPD˜pσq
σi1,i2 P HomF2rHnspI, Jq.
Proposition 6.2.10. The maps d equip the F2-linear Γn-graded category F2rHns with a dif-
ferential Γn-graded structure, hence equip Hn with a differential Γn-graded pointed structure.
Given I Ă Z{n, the morphism FI induces an isomorphism of differential Z-graded pointed
monoids
Sˆnil|I|
„
Ñ EndHnpIq.
Proof. Note that Lemma 6.2.8 shows that d is homogeneous of degree 1. The compatibility of
d with FI follows from Lemma 3.2.4.
Consider now σ P HomHnpI, Jq non-zero. There exists τ P HomHnpJ, Iq with ℓpτq “ 0. We
have dpτ ˝σq “ τ ˝ dpσq, hence d2pτ ˝σq “ τ ˝ d2pσq. The compatibility of FI with d shows that
d2pτ ˝ σq “ 0. Since τ is invertible, we deduce that d2pσq “ 0.
Consider finally σ1 P HomHnpJ,Kq and fix τ
1 P HomHnpK, Jq with ℓpτ
1q “ 0. We have
dpτ 1 ˝ σ1 ˝ σ ˝ τq “ τ 1 ˝ dpσ1 ˝ σq ˝ τ and it follows from the compatibility of FJ with d that
dpτ 1 ˝ σ1 ˝ σ ˝ τq “ FJ
`
dpF´1J pτ
1 ˝ σ1 ˝ σ ˝ τqq
˘
“ FJ
`
dpF´1J pτ
1 ˝ σ1q ˝ F´1J pσ ˝ τqq
˘
“ FJ
`
dpF´1J pτ
1 ˝ σ1qq ˝ F´1J pσ ˝ τq
˘
` FJ
`
F´1J pτ
1 ˝ σ1qq ˝ dpF´1J pσ ˝ τq
˘
“ dpτ 1 ˝ σ1q ˝ σ ˝ τ ` τ 1 ˝ σ1 ˝ dpσ ˝ τq.

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Example 6.2.11. Elements of L˜pσq correspond to intersections in a representing diagram.
Given pi1, i2q P L˜pσq, the element σ
i1,i2 correspond to the diagram obtained by smoothing
the intersection point corresponding to pi1, i2q. If pi1, i2qRD˜pσq, the element associated to the
diagram will vanish in Hn.
6.2.6. Change of n. Fix a positive integer n1 ď n and an increasing injection α : t1, . . . , n1u ãÑ
t1, . . . , nu. We extend α to an increasing injection Z Ñ Z by αpr ` dn1q “ αprq ` dn for
r P t1, . . . , n1u and d P Z.
Consider α : t1, . . . , n1u ãÑ t1, . . . , nu an increasing injection as in §6.2.1. We define two
injective morphisms of groups
Rα : Rn Ñ Rn1, αi`n1Z ÞÑ ααpiq,αpi`1q and Lα : Ln Ñ Ln1 , εi`n1Z ÞÑ εi`nZ
for 1 ď i ď n1. We have commutative diagrams
Rn1
ρ //
Rα

Ln1
Lα

Rn1 ˆ Ln1
¨ //
RαˆLα

Ln1
Lα

Rn1 ˆRn1
x´,´y
//
RαˆRα

Ln1
Lα

Rn ρ
// Ln Rn ˆ Ln ¨
// Ln Rn ˆRn
x´,´y
// Ln
As a consequence, we have two injective morphisms of groups
Γ1α “ Lα ˆRα : Γ
1
n1 Ñ Γ
1
n and Γα “ idˆLα ˆRα : Γn1 Ñ Γn,
the last of which induces an injective morphism of groups ΓD Ñ ΓpαˆidqpDq, for D be a subset
of t1, . . . , n1u ˆ t˘1u that embeds in its projection on t1, . . . , n1u.
We define now a fully faithful functor F “ Fα : Sn1 Ñ Sn. Given I a subset of Z{n
1, we define
F pIq to be the image of αpI˜Xr1, n1sq in Z{n. Given σ P HomSn1 pI, Jq, we put F pσq “ α˝σ˝α
´1.
Note that the isomorphism of group Sˆn1 “ EndSn1 pZ{n
1q
„
Ñ EndSnpF pZ{n
1qq induced by F
coincides with FF pZ{n1q defined in §6.2.1.
As a consequence, Fα induces a fully faithful graded functor Hn1 Ñ Hn.
Lemma 6.2.12. Given n1 ď n and α : t1, . . . , n1u ãÑ t1, . . . , nu an increasing injection, the
functor Fα induces a differential Γn-graded pointed functor Hn1 Ñ Hn.
Proof. Let σ P HomSnpI, Jq. We have LpFαpσqq “ pα ˆ αqpLpσqq, hence ℓpFαpσqq “ ℓpσq.
We have RαpJσKq “ JFαpσqK, hence Lαpmpσqq “ mpFαpσqq. We deduce that Γσpdegpσqq “
degpFαpσqq.
We have DpFαpσqq “ pαˆ αqpDpσqq and Fαpsi1,i2q “ sαpi1q,αpi2q for i1, i2 P I˜ with i1 ´ i2RnZ,
hence Fα is compatible with d. 
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6.3. Positive and finite variants.
6.3.1. Constructions. We define now positive and finite variants of the categories.
We define Sˆ``n to be the submonoid of Sˆn of elements σ such that σprq ě r for all r P Z.
Let ? P t`,``u. We define S?n to be the Γn-filtered subcategory of Sn with same objects
as Sn and with maps those σ P HomSnpI, Jq such that σprq ą 0 if ? “ ` (resp. σprq ě r if
? “ ``) for all r P I˜ X Zą0. We define H
?
n as the Γn-graded pointed subcategory of Hn with
same objects as Hn and non-zero maps those of S
?
n. Note that there is a canonical isomorphism
of Γn-graded pointed categories grS
?
n
„
Ñ H?n.
Note that the usual symmetric group Sn identifies with the subgroup of Sˆn of elements
σ such that σpt1, . . . , nuq “ t1, . . . , nu. The subalgebra of Hˆn generated by T1, . . . , Tn´1 is
isomorphic to Hn.
We denote by Sfn the Γn-filtered subcategory of Sn with same objects as Sn and with maps
those σ P HomSnpI, Jq such that σprq P t1, . . . , nu for all r P I˜ X t1, . . . , nu. We denote by H
f
n
the corresponding Γn-graded pointed subcategory of Hn. There is a canonical isomorphism of
Γn-graded pointed categories grS
f
n
„
Ñ Hfn.
We have also subcategories Sf``n “ S
f
n X S
``
n of Sn and H
f``
n “ H
f
n XH
``
n of Hn.
Lemma 6.3.1. Hfn, H
`
n , H
``
n and H
f``
n are differential Γn-graded pointed subcategories of
Hn.
Proof. Let σ P Hom
H
f
n
pI, Jq. There is τ P Hom
H
f
n
pJ, Iq with ℓpτq “ 0. We have dpτ ˝ σq “
τ ˝ dpσq. The isomorphism Hˆn
„
Ñ EndF2rHnspZ{nq given by Proposition 6.2.10 restricts to an
isomorphism of differential graded algebras Hn
„
Ñ End
F2rH
f
ns
pZ{nq. It follows that dpτ ˝ σq P
F2rH
f
ns, hence dpσq P F2rH
f
ns. So, F2rH
f
ns is a differential subcategory of F2rHns.
One shows similarly that F2rH
`
n s is a differential subcategory of F2rHns.
Let σ P Hom
H
``
n
pI, Jq. Let pi1, i2q P Dpσq and let σ
1 “ σi1,i2. Given i P I˜, we have
σ1piq “ σpiq if i R pi1 ` nZq Y pi2 ` nZq, while
σ1pi1q “ σpi2q ě i2 ą i1 and σ
1pi2q “ σpi1q ą σpi2q ě i2.
It follows that σ1 P Hom
H
``
n
pI, Jq, hence dpσq P F2rH
``
n s. 
We extend all previous constructions to the case n “ 0 by setting Sˆ0 “ Sˆ
``
0 “ S0 “ 1,
H0 “ Hˆ0 “ F2, S0 “ S
``
0 “ S
f
0 is the category with one object H and one map and H0 “
H
f
0 “ H
``
0 is its associated pointed category.
6.3.2. Lipshitz-Ozsva´th-Thurston’s strands algebras. Fix n ě 1. The strands algebra with n
places [LiOzTh1, Definition 3.2] is the differential algebra
Apnq “ End
addpF2rH
f``
n sq
p
à
IĂZ{n
Iq.
The groupG1pnq of [LiOzTh1, Definition 3.33] is an index 2 subgroup of Γr1,ns` and the extension
to Γr1,ns` of the G
1pnq-grading on Apnq [LiOzTh1, Definition 3.38] coincides with our Γr1,ns`-
grading.
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7. Strand algebras
7.1. 1-dimensional spaces.
7.1.1. Definitions. A manifold is defined to be a topological manifold with boundary with
finitely many connected components, all of which have the same dimension. A 1-dimensional
manifold is a finite disjoint union of copies of S1, R, Rě0 and r0, 1s.
Given a point x of a topological space X , we put Cpxq “ CXpxq “ limU π0pU ´ txuq, where
U runs over the set of open neighbourhoods of x. If X 1 is a subspace of X containing an open
neighbourhood of x, then we have a canonical bijection CX1pxq
„
Ñ CXpxq and we identify those
two sets.
We put T pXq “
š
xPX Cpxq and we denote by pt : T pXq Ñ X the canonical map.
Definition 7.1.1. We define a 1-dimensional space to be a topological space that is homeomor-
phic to the complement of a finite set of points in a 1-dimensional finite CW-complex, and that
has no connected component that is a point.
Given E a finite subset of S1 “ tz P C | ||z|| “ 1u, we put StpEq “
Ť
ePERě0e and St
˝pEq “
StpEq ´ t0u. These are 1-dimensional spaces. Given n ě 1, we put Stpnq “ Stpte2iπr{nu0ďrănq.
Let X be a 1-dimensional space. There is a finite subset E of X such that X ´ E is
homeomorphic to a finite disjoint union of copies of R.
Let x P X . If U is a small enough connected open neighbourhood of x, then there is a
homeorphisms U
„
Ñ Stpnxq, x ÞÑ 0 for some nx “ nx,X ě 1. In addition, we have a canonical
bijection Cpxq
„
Ñ π0pU ´ txuq and we identify those two sets of cardinality nx.
We define the boundary BX “ tx P X | nx “ 1u. We put Xexc “ tx P X|nx ě 3u.
Definition 7.1.2. We say X is non-singular if Xexc “ H. Note that X´Xexc is a non-singular
1-dimensional space.
A 1-dimensional space is non-singular if and only if it is a 1-dimensional manifold.
Definition 7.1.3. We say that an open neighbourhood U of x P X is small if it is homeomorphic
to Stpnxq, if |U ´ U | “ nx and if nx1 “ 2 for all x
1 P U ´ txu.
Note that every point of a 1-dimensional space admits a small open neighbourhood.
7.1.2. Morphisms. Let X 1 be a 1-dimensional space and let f : X Ñ X 1 be a continuous map.
Let X 1f be the set of points x
1 P X 1 such that there is no open neighbourhood U of x1 with the
property that f|f´1pUq : f
´1pUq Ñ U is a homeomorphism. Let Xf “ f
´1pX 1fq.
Lemma 7.1.4. The following conditions are equivalent:
(1) there is a finite subset E1 of X such that fpX´E1q is open in X
1 and f|X´E1 : X´E1 Ñ
fpX ´ E1q is a homeomorphism
(2) Xf is finite
(3) there is a finite subset E2 of X such that f|X´E2 : X ´E2 Ñ fpX ´E2q is a homeomor-
phism
(4) given x P X, there is a finite subset Ex of X ´ txu such that f|X´Ex is injective
(5) there is a finite subset E3 of X such that f|X´E3 is injective.
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Proof. The implication p1q ñ p2q follows from the fact that Xf Ă f
´1pfpE1qq. For the impli-
cation p2q ñ p3q, take E2 “ Xf . For p3q ñ p4q, take Ex “ pX ´ txuq X pf
´1pfpxqq Y E2q. The
implication p4q ñ p5q is immediate.
Let us show that p5q ñ p1q. Note first that an injective continuous map RÑ R is open and
a homeomorphism onto its image. It follows that the implication holds when X and X 1 are
homeomorphic to R and E3 “ H.
Consider now the general case. There is a finite subset E1 of X containing E3 such that
X ´ E1 and X
1 ´ fpE1q are homeomorphic to a finite disjoint union of copies of R. By the
discussion above, the restriction of f to a connected component of X ´ E1 is open and a
homeomorphism onto its image, so the same holds for f|X´E1.

Definition 7.1.5. We say that f is a morphism of 1-dimensional spaces if it satisfies any of
the equivalent conditions of Lemma 7.1.4.
Note that
‚ a composition of morphisms of 1-dimensional spaces is a morphism of 1-dimensional
spaces
‚ a morphism of 1-dimensional spaces is invertible if and only if it is a homeomorphism.
Definition 7.1.6. We define a 1-dimensional subspace of X to be a subspace Y with only
finitely many connected components, none of which are points.
Let us record some basic facts on subspaces.
Lemma 7.1.7. (1) The image of a morphism of 1-dimensional spaces is a 1-dimensional
subspace.
(2) If Y is a 1-dimensional subspace of X, then Y is a 1-dimensional space and the inclusion
map Y ãÑ X is a morphism of 1-dimensional spaces.
(3) Let f : X Ñ X 1 be a morphism of 1-dimensional spaces and Y 1 be a 1-dimensional
subspace of X 1. Let F be the set of connected components of f´1pY 1q that are points.
Then F is finite, Y “ f´1pY 1q ´ F is a 1-dimensional subspace of X and f|Y : Y Ñ Y
1
is a morphism of 1-dimensional spaces.
We now provide a description of the local structure of morphisms of 1-dimensional spaces.
Lemma 7.1.8. Let f : X Ñ X 1 be a morphism of 1-dimensional spaces and let x1 P X 1. Let
r “ |f´1px1q|. There exists
‚ a small open neighbourhood U of x1 and a homeomorphism a : Stpnx1q
„
Ñ U with ap0q “
x1,
‚ a family of disjoint subsets I0, I1, . . . , Ir of te
2iπd{nx1 u0ďdănx1 with Il ‰ H for 1 ď l ď r
and a homeomorphism b : St˝pI0q \ StpI1q \ ¨ ¨ ¨ \ StpIrq
„
Ñ f´1pUq
such that f|f´1pUq “ a ˝ g ˝ b
´1 where g : St˝pI0q \ StpI1q \ ¨ ¨ ¨ \ StpIrq Ñ Stpnx1q is the map
whose restriction to St˝pI0q and StpIlq is the inclusion map.
In particular, the canonical map, still denoted by f : T pXq Ñ T pX 1q is injective and
fpXexcq Ă X
1
exc.
Proof. Let E be a finite subset of X such that f´1pfpEqq “ E, fpX ´ Eq is open in X 1 and
f|X´E : X ´ E Ñ fpX ´ Eq is a homeomorphism. Let U be a small open neighbourhood
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of x1 such that U ´ tx1u Ă X 1 ´ fpEq. Note that fpXq X pU ´ tx1uq is open in X 1 and
f|f´1pU´tx1uq : f
´1pU ´ tx1uq Ñ fpXq X pU ´ tx1uq is a homeomorphism.
Let L be a connected component of U ´ tx1u. Note that fpf´1pLqq is an open 1-dimensional
subspace of L and L is homeomorphic to R. By shrinking U , we can assume that f´1pLq “ H
or fpf´1pLqq “ L. So, we can assume that given L a connected component of U ´ tx1u with
f´1pLq ‰ H, the map f|f´1pLq : f
´1pLq Ñ L is a homeomorphism.
Since U is small, there is a homeomorphism a : Stpnx1q
„
Ñ U, 0 ÞÑ x1. Let tx1, . . . , xru “
f´1px1q and define
Il “ te
2iπd{nx1 |0 ď d ă nx1, xl P f´1papRą0e2iπd{nx1 qqu
for l P t1, . . . , ru. Define
I0 “ te
2iπd{nx1 |0 ď d ă nx1, f
´1papRą0e
2iπd{nx1 qq ‰ H, f´1px1q X f´1papRą0e2iπd{nx1 qq “ Hu.
Note that a restricts to a homeomorphism Stp
Ť
0ďlďr Irq
„
Ñ fpf´1pUqq.
The composition a ˝ g takes values in fpf´1pUqq. Its restriction to St˝pI0q defines a homeo-
morphism St˝pI0q
„
Ñ apSt˝pI0qq. Since f|f´1papSt˝pI0qqq : f
´1papSt˝pI0qqq Ñ apSt
˝pI0qq is a home-
omorphism, we have a homeomorphism b0 “ pf|f´1papSt˝pI0qqqq
´1 ˝ pa ˝ gq|St˝pI0q : St
˝pI0q
„
Ñ
f´1papSt˝pI0qqq.
Consider now l P t1, . . . , ru. We construct as above a homeomorphism b1l : St
˝pIlq
„
Ñ
f´1papSt˝pIlqqq such that pa ˝ gq|St˝pIlq “ f ˝ b
1
l. The homeomorphism b
1
l extends uniquely
to a homeomorphism bl : StpIlq Ñ f
´1papStpIlqqq. We define b “ b0 \ b1 \ ¨ ¨ ¨ \ br. We have
f|f´1pUq “ a ˝ g ˝ b
´1. 
Example 7.1.9. Here is an example of map g as in Lemma 7.1.8:
The next two results follow immediately from Lemma 7.1.8.
Lemma 7.1.10. Let Y be a 1-dimensional subspace of X and let y P Y . Let I “ te2iπd{ny,Xu0ďdăny,Y .
There is an open neighbourhood U of y in X and a homeomorphism Stpny,Xq
„
Ñ U, 0 ÞÑ y whose
restriction to StpIq is a homeomorphism StpIq
„
Ñ U X Y . We have a commutative diagram
Stpny,Xq
„ // U
StpIq
?
OO
„
// U X Y
?
OO
Lemma 7.1.11. Let f : X Ñ X 1 be a surjective morphism of 1-dimensional spaces. It induces
a bijection T pXq
„
Ñ T pX 1q.
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7.1.3. Quotients. Let X˜ be a 1-dimensional space and „ be an equivalence relation on X˜.
Definition 7.1.12. We say that „ is a finite relation if the set of points that are not alone in
their equivalence class is finite.
Assume „ is a finite relation. Let q : X˜ Ñ X “ X˜{„ be the quotient map. Note that X is
a 1-dimensional space with
Xexc “ qpX˜excq Y tx P X| |q
´1pxq| ą 2u Y tx P X | |q´1pxq| “ 2, q´1pxqĆBX˜u
and q is a morphism of 1-dimensional spaces.
Given x P X , the quotient map induces a bijection q :
š
x˜Pq´1pxq Cpx˜q
„
Ñ Cpxq.
Quotients have a universal property. In particular, we have the following result.
Lemma 7.1.13. Let f : X Ñ X 1 be a morphism of 1-dimensional spaces. Define an equivalence
relation on X by x1 „ x2 if fpx1q “ fpx2q. This defines a finite relation on X and f factors
uniquely as a composition f “ f¯ ˝ q where f¯ : X{„ Ñ X 1 is a morphism of 1-dimensional
spaces and q : X Ñ X{„ is the quotient map.
The next lemma shows that 1-dimensional spaces X can be viewed (non uniquely) as 1-
dimensional manifolds with a finite relation.
Lemma 7.1.14. Given X a 1-dimensional space, there is a 1-dimensional manifold Xˆ with a
finite relation „ and an isomorphism f : Xˆ{„
„
Ñ X such that fpXˆfq “ Xexc.
Proof. Fix, for every x P Xexc, a small open neighbourhood Ux of x and a homeomorphism
fx : Ux
„
Ñ StpExq, where Ex is a finite subset of S
1. We choose now an equivalence relation on
Ex whose classes have cardinality at most 2. Note that fx induces a bijection between Cpxq
and Ex, hence the equivalence relation can be viewed on Cpxq.
Define Uˆx “
š
E1PEx{„
StpE 1q. The map fx provides an open embedding
Ux ´ txu
„
Ñ St˝pExq
„
Ñ
ž
E1PEx{„
St˝pE 1q ãÑ Uˆx.
We put
Xˆ “ pX ´Xexcq
ž
p
š
xPXexc
pUx´txuqq
` ž
xPXexc
Uˆx
˘
.
Note that Xˆ is a 1-dimensional manifold. Let q : Xˆ Ñ X be the canonical map: it identifies
X with the quotient of Xˆ by the equivalence relation given by xˆ1 „ xˆ2 if qpxˆ1q “ qpxˆ2q. Up to
isomorphism, Xˆ depends only on the choice of an equivalence relation on Cpxq for x P Xexc. 
7.1.4. Paths.
Lemma 7.1.15. Let E be a finite subset of X and γ be a path in X such that for all con-
nected components I of r0, 1szγ´1pEq, the restriction of γ to I¯ is nullhomotopic. Then γ is
nullhomotopic.
Proof. Given e P E, let Ue be a connected and simply connected open neighborhood of e.
Choose Ue small enough so that Ue X Ue1 “ H for e ‰ e
1. Let U “
Ť
ePE Ue. Let V be an open
subset of XzE containing XzU .
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Let C be the set of connected components I of r0, 1szγ´1pEq such that I¯ is not contained in
γ´1pUq nor in γ´1pV q. By Lebesgue’s number Lemma, that set is finite. Since the restriction
of γ to I¯ is nullhomotopic for I P C, it follows that γ is homotopic to a path γ1 that is constant
on I¯ for I P C and that coincides with γ on r0, 1s ´
Ť
IPC I. Let I
1 be a connected component
of r0, 1szγ´1pEq with I 1RC. We have I¯ X γ´1pEq ‰ H, hence I¯ Ă γ´1pUq. We deduce that
γ1pr0, 1sq Ă U , hence γ1 is nullhomotopic. 
Lemma 7.1.16. Let E be a finite subset of X and γ a path in X. Let B be the set of connected
components I of r0, 1szγ´1pEq such that γ|I¯ is not nullhomotopic. Then B is finite and there
are paths γ1 and γ2 homotopic to γ such that
‚ γ and γ1 coincide on
Ť
IPB I¯ and γ
1pr0, 1sz
Ť
IPB I¯q Ă E
‚ γ2´1pEq is finite.
Proof. Let U be an open covering of X by connected and simply connected subsets, each of
which contain at most one element of E. By Lebesgue’s number Lemma, there are only finitely
many I P π0pr0, 1szγ
´1pEqq such that I¯ is not contained in an element of γ´1pUq. So, B is
finite.
We can write γ as a finite composition of its restrictions to I¯ for I P B interlaced with finitely
many paths that satisfy the assumptions of Lemma 7.1.15. Thanks to that lemma, we obtain
a path γ1 satisfying the requirements of the lemma. By shrinking the intervals on which γ1 is
constant to points, we obtain a path γ2 as desired. 
Definition 7.1.17. We say that a path γ in a 1-dimensional space X is minimal if there is
a finite covering of r0, 1s by open subsets such that the restriction of γ to any of those open
subsets is injective.
Given a continuous map f : X Ñ X 1 and a path γ : r0, 1s Ñ X , we will usually denote by
fpγq the path f ˝ γ.
We denote by rγs the homotopy class of a path γ. Note that we always consider homotopies
relative to the endpoints. We denote by ΠpXq the fundamental groupoid of X .
Given x0, x1 P X such that there is a unique homotopy class of paths from x0 to x1 in X , we
denote by rx0 Ñ x1s that homotopy class.
The following lemma is classical for 1-dimensional finite CW-complexes.
Lemma 7.1.18. Let X be a 1-dimensional space. A homotopy class of paths in X contains a
minimal path if and only if it is not an identity.
Given γ, γ1 two homotopic minimal paths in X, there is a homeomorphism φ : r0, 1s
„
Ñ r0, 1s
with φp0q “ 0 and φp1q “ 1 such that γ1 “ γ ˝ φ.
Proof. Let γ1, γ2 be two minimal paths in X with γ1p1q “ γ2p0q. The path γ2 ˝ γ1 is minimal
if and only if there are t1, t2 P p0, 1q such that γ1ppt1, 1qq X γ2pp0, t2qq “ H. If γ2 ˝ γ1 is not
minimal, then there are unique elements t1 P r0, 1q and t2 P p0, 1s such that pγ2q|r0,t2s ˝ pγ1q|rt1,1s
is homotopic to a constant path and pγ2q|rt2,1s ˝ pγ1q|r0,t1s is minimal (if t2 ‰ 1 or t1 ‰ 0).
We deduce by induction that a composition of minimal paths is homotopic to a minimal path
or to a constant path.
Let γ be a path in X . If X is homeomorphic to an interval of R, then γ is homotopic to a
minimal path or a constant path. In general there is a finite subset E of X such that given U
a connected component of XzE, the space U¯ is homeomorphic to an interval of R. By Lemma
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7.1.16 there is a path γ1 homotopic to γ and such that γ1´1pEq is finite. So, γ1 is a composition
of paths contained in subspaces of X that are homeomorphic to intervals of R. Consequently,
γ1 is a composition of minimal paths. It follows that γ1, hence γ, is homotopic to a minimal or
constant path.
Let γ be a path homotopic to a constant path. The image γ¯ of γ in X¯ “ X{pXexc Y
tγp0q, γp1quq is homotopic to a constant path. Since X¯ is homotopy equivalent to a wedge of
circles, its fundamental group is free and γ¯ cannot be a minimal path. It follows that γ is not
minimal.
Let γ be a minimal path. Let t0 “ t0 ă t1 ă . . . ă tn “ 1u “ t0, 1u Y γ
´1pXexcq. Note
that γppti, ti`1qq is contained in a connected component Ui of XzXexc and it is a connected
component if γptiq, γpti`1q P Xexc. If U¯i is homeomorphic to an interval of R, then Ui ‰ Ui`1
and Ui ‰ Ui´1. Otherwise, U¯i is homeomorphic to S
1 and if Ui “ Ui`1, then the paths γ|Ui and
γ|Ui`1 have the same orientation.
Let γ1 be a minimal path homotopic to γ. We will show the existence of φ as in the lemma by
induction on n. Since γ ˝ γ1´1 is not minimal, there is ε ą 0 such that γ1pr0, εsq Ă U¯1. Consider
ε maximal with this property.
Assume γ1pεqRXexc. We have ε “ 1. Let ε
1 P pt0, t1s such that γpε
1q “ γ1pεq. The path γ|rε1,1s
is homotopic to the identity, hence n “ 1, ε1 “ 1 and γpt1q “ γ
1pεq.
If γ1pεq P Xexc, then γ
1pεq “ γpt1q as well. In both cases, the paths γ|r0,t1s and γ
1
|r0,εs are
injective and have the same image. So, there is a homeomorphism ψ : r0, εs
„
Ñ r0, t1s such that
γ1ptq “ γpψptqq for t P r0, εs and the existence of ψ follows by induction.

Definition 7.1.19. Let ζ be a non-identity homotopy class of paths in a 1-dimensional space
X. We define the support supppζq of ζ to be the subspace γpr0, 1sq of X, where γ is a minimal
path in ζ.
Lemma 7.1.18 ensures that the support is well defined. Note that supppζq “
Ş
γ γpr0, 1sq,
where γ runs over paths with rγs “ ζ .
Since a minimal path r0, 1s Ñ X is a morphism of 1-dimensional manifolds, it follows that
the support of ζ is a compact connected 1-dimensional subspace of X .
We define the support of the identity homotopy class idx at a point x to be txu.
Lemma 7.1.20. Let f : X Ñ X 1 be a morphism of 1-dimensional spaces and let γ, γ1 be two
paths in X.
‚ γ is minimal if and only if fpγq is minimal. In particular, suppprfpγqsq “ fpsuppprγqsq.
‚ If fpγq “ fpγ1q, then γ “ γ1 or γ and γ1 are constant paths at two distinct points of X
having the same image under f .
‚ If rfpγqs “ rfpγ1qs, then rγs “ rγ1s or rγs “ idx1 and rγ
1s “ idx2 for some x1 ‰ x2 P X
with fpx1q “ fpx2q.
Proof. A minimal path is a locally injective path. Since every point of X has an open neigh-
bourhood on which f is injective (cf Lemma 7.1.8), the image by f of a minimal path is a
minimal path.
Consider the set Ω “ tt P r0, 1s | γptq ‰ γ1ptqu, an open subset of r0, 1s. Let I be a connected
component of Ω. If I “ r0, 1s, then γ and γ1 are constant paths at distinct points of X with
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the same image under f . Otherwise, let s P I ´ I. There is an open neighbourhood U of
γpsq “ γ1psq such that f|U is injective. There is t P I such that γptq and γ
1ptq are in U , hence
γptq “ γ1ptq, a contradiction. This shows the second assertion of the lemma.
Assume γ and γ1 are minimal. Since fpγq and fpγ1q are minimal and homotopic, it follows
from Lemma 7.1.18 that there is φ : r0, 1s
„
Ñ r0, 1s with φp0q “ 0 and φp1q “ 1 such that
fpγ1q “ fpγq ˝φ “ fpγ ˝φq. It follows from the previous assertion of the lemma that γ1 “ γ ˝φ.
Assume now γ is minimal. Since fpγq is minimal, it follows that rfpγ1qs is not the identity,
hence rγ1s is not the identity. We deduce that the third assertion of the lemma holds when rγs
and rγ1s are not both identities. The case where they are both identities is clear. 
7.1.5. Tangential multiplicity. Let X be a 1-dimensional space. Let x P X and U be a small
open neighborhood of x.
Let c P Cpxq and Uc be the connected component of U ´ txu corresponding to c. Given γ a
path in X , let I`c pγq (resp. I
´
c pγq) be the set of elements t P r0, 1s such that γptq “ x and there
is ε ą 0 with t` ε ă 1 and γppt, t` εqq Ă Uc (resp. t ´ ε ą 0 and γppt´ ε, tqq Ă Uc).
When γ is minimal, the set I˘c pγq is finite and it follows from Lemma 7.1.18 that its cardinality
depends only on the homotopy class rγs. We put m˘c prγsq “ |I
˘
c pγq| P Zě0 for γ minimal and
mcprγsq “ m
`
c prγsq ´m
´
c prγsq. Similarly, whether or not 0 P I
`
c depends only on the homotopy
class rγs (for γ minimal).
Lemma 7.1.21. Let γ be a path in X such that γ´1pxq has finitely many connected components,
none of which contain 0 or 1 in the closure of their interior.
We have Bpγ´1pxqq “
Ť
cPCpxqpI
`
c pγqYI
´
c pγqq and |I
`
c pγq|´|I
´
c pγq| “ mcprγsq for all c P Cpxq.
Proof. The first statement is clear. Let us now prove the second statement. That statement is
clear if γpp0, 1qq X pXexc Y txuq “ H.
The left side of the equality is additive under compositions of paths, and so is the right side
by Lemma 7.1.22 below.
Assume now γ´1pXexcYtxuq is finite. The path γ is a (finite) composition of paths mapping
p0, 1q into the complement of Xexc Y txu, hence the statement holds for γ.
Consider now the general case. The proof of Lemma 7.1.16 for E “ XexcYtxu produces a path
γ1 homotopic to γ such that γ1´1pEq is finite and such that |I`c pγq|´|I
´
c pγq| “ |I
`
c pγ
1q|´|I´c pγ
1q|.
Since the statement holds for γ1, it follows that it holds for γ. 
Let ζ be the homotopy class of a minimal path γ. Let x “ ζp0q. There is a unique c P Cpxq
such that 0 P Icpγq
` and we define ζp0`q “ tcu. Similarly, we define ζp1´q “ tc1u, where
c1 P Cpζp1qq is unique such that 1 P Icpγq
´.
When ζ is the homotopy class of a constant path we put ζp0`q “ Cpζp0qq and ζp1´q “
Cpζp1qq and m˘c pζq “ mcpζq “ 0.
Given a category C, we denote by H0pCq the abelian group generated by maps in C modulo
the relation f ` g “ f ˝ g for any two composable maps f and g. We denote by JfK the class
in H0pCq of a map f of C. Note that if f is an identity map, then JfK “ 0.
Note that H0 is left adjoint to the functor sending an abelian group to the category with one
object with endomorphism monoid that abelian group.
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Let RpXq “ H0pΠpXqq. Note that RpXq is generated by the set I of homotopy classes of
paths γ such that γ is injective. It follows from the description of the composition of two
minimal paths in §7.1.4 that RpXq has a presentation with generating set the non-identity
homotopy classes of paths and relations rγ ˝ γ1s “ rγs ` rγ1s if γ, γ1 and γ ˝ γ1 are minimal and
rγs ` rγ´1s “ 0 for γ minimal. Note finally that every element of RpXq is a linear combination
of non-identity homotopy classes of paths such that the intersection between the supports of
two distinct homotopy classes is finite.
Lemma 7.1.22. Given x P X, the map mc induces a morphism of groups RpXq Ñ Z.
Proof. Consider γ and γ1 two injective composable paths such that γ ˝ γ1 is injective. We have
m˘c prγγ
1sq “ m˘c prγsq `m
˘
c prγ
1sq.
Consider now γ a minimal path. We have m˘c prγsq “ m
¯
c prγ
´1sq, hence mcprγsq`mcprγ
´1sq “
0 “ mcprγ
´1 ˝ γsq. The lemma follows. 
The next lemma shows how to realize RpXq as a subgroup of the group of maps U Ñ Z,
where U is a dense subset of X .
Lemma 7.1.23. Let U be a dense subset of X ´ pBX Y Xexcq. Given x P U , fix a group
morphism lx : Z
Cpxq Ñ Z that does not factor through the sum map.
The morphism plx ˝ pmcqcPCpxqqxPU : RpXq Ñ Z
U is injective.
Proof. Let L be a non-empty finite subset of I such that supppζq X supppζ 1q is finite for any
two distinct elements ζ and ζ 1 in L. Let r “
ř
ζPL aζJζK where aζ P Z ´ t0u for ζ P L.
Let ζ0 P L. There is x P supppζ0q X U with xRtζ0p0q, ζ0p1qu and xR
Ť
ζPL´tζ0u
supppζq. Let
c P Cpxq and ιpcq be the other element of Cpxq. We have mcpζ0q “ ´mιpcqpζ0q “ ˘1, while
mcpζ
1q “ mιpcqpζ
1q “ 0 for ζ 1 P L´tζ0u. It follows thatmcprq “ ´mιpcqprq “ ˘aγ . Consequently,`
lx ˝ pmc, mιpcqq
˘
prq “ ˘lxpaγ ,´aγq ‰ 0. Since every non-zero element of RpXq is of the form r
as above, the lemma follows. 
Let f : X Ñ X 1 be a morphism of 1-dimensional spaces. The next lemma follows from the
injectivity statement of Lemma 7.1.8.
Lemma 7.1.24. Given x P X, c P CpXq and ζ a homotopy class of paths in X, we have
m˘
fpcqpfpζqq “ m
˘
c pζq and mfpcqpfpζqq “ mcpζq.
Note that f induces a morphism of groups f : RpXq Ñ RpX 1q.
Lemma 7.1.25. Let H be the subgroup of RpX 1q generated by classes rγs with supppγq Ă
X 1 ´ fpXq.
The composition RpXq
f
ÝÑ RpX 1q
can
ÝÝÑ RpX 1q{H is injective.
Proof. Let U 1 “ X 1 ´ pX 1f Y X
1
exc Y BX
1q, a dense subset of X 1. Note that U “ f´1pU 1q is a
dense subset of X ´ pXexc Y BXq. Given x
1 P U 1, fix a morphism lx1 : Z
Cpx1q Ñ Z that does not
factor through the sum map. Given x P U , let lx “ lx1 ˝ f : Z
Cpxq Ñ Z. Lemma 7.1.23 shows
that plx ˝ pmcqcPCpxqqxPU : RpXq Ñ Z
U is injective. This map is equal to the composition
RpXq
f
ÝÑ RpX 1q
plx1˝pmc1 qc1PCpx1qqx1PU 1
ÝÝÝÝÝÝÝÝÝÝÝÝÝÑ ZU
1 f˚
ÝÑ ZU
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since m˘fpcqpfpζqq “ m
˘
c pζq and mfpcqpfpζqq “ mcpζq for all x P X , c P CpXq and all homotopy
classes of paths ζ in X (Lemma 7.1.24). Since H is contained in the kernel of the composition
RpX 1q
plx1˝pmc1 qc1PCpx1qqx1PU 1
ÝÝÝÝÝÝÝÝÝÝÝÝÝÑ ZU
1 f˚
ÝÑ ZU ,
it follows that the composite map of the lemma is injective. 
7.2. Curves.
7.2.1. Definitions. We consider now partially oriented 1-dimensional spaces. We build the
theory so that the unoriented part is a manifold, and morphisms are injective on the unoriented
part.
Definition 7.2.1. We define a curve to be a 1-dimensional space Z endowed with
‚ an open subset Zo containing Zexc
‚ an orientation of Zo ´ Zexc and
‚ a fixed-point free involution ι of CZpzq for every z P Zexc
satisfying the following conditions:
‚ BZ “ H
‚ Z ´ Zo has finitely many connected components, none of which are points
‚ given z P Zexc, given U a small open neighbourhood of z in Zo, and given L P π0pU´tzuq,
then LY ιpLq Y tzu has an orientation extending the given orientations on L and ιpLq.
We put Zu “ Z ´Zo. Note that BZu “ ZuXZo. Given z P Z ´Zexc, we have |Cpzq| “ 2 and
we define ι as the unique non-trivial automorphism of Cpzq.
We denote by Zopp the opposite curve to Z all of whose data coincides with that of Z, except
for Zo ´ Zexc, whose orientation is reversed.
Fix n ě 1. The 1-dimensional space Z “ Stp2nq (cf §7.1.1) can be endowed with a structure
of curve by giving Reiπr{n the orientation of R for 0 ď r ă n and setting Zo “ Z. The
involution ι is defined by ιpRą0e
iπr{nq “ Ră0e
iπr{n.
7.2.2. Morphisms and subcurves.
Definition 7.2.2. A morphism of curves f : Z Ñ Z 1 is a morphism of 1-dimensional spaces
such that
‚ fpZuq Ă Z
1
u
‚ f|f´1pZ 1o´Z 1excq is orientation-preserving
‚ given z P f´1pZ 1excq, the canonical map Cpfq : CZpzq Ñ CZ 1pfpzqq is ι-equivariant.
Note that a composition of morphisms of curves is a morphism of curves. Let f : Z Ñ Z 1 be
a morphism of curves. We have the following statements.
Properties 7.2.3.
‚ f is invertible if and only if it is a homeomorphism and fpZoq Ă Z
1
o.
‚ fpZexcq Ă Z
1
exc and Cpfq : CZpzq Ñ CZ 1pfpzqq is ι-equivariant for all z P Z.
‚ f restricts to a homeomorphism from f´1pZ 1 ´ Z 1excq to the open subset fpZq X pZ
1 ´
Z 1excq “ fpZ ´ Zexcq X pZ
1 ´ Z 1excq of Z
1, since Zf Ă f
´1pZ 1excq. In particular, the
restriction of f to Zu is a homeomorphism Zu
„
Ñ fpZuq.
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‚ If Z 1 is non-singular, then f is an open embedding.
We say that f is strict if fpZuq is closed in Z
1
u and fpZoq Ă Z
1
o. Note that this implies that
fpZuq is also open in Z
1
u.
Let Z be a curve.
Definition 7.2.4. A subcurve of Z is a 1-dimensional subspace X of Z such that given z P X,
the image of CXpzq in CZpzq is ι-stable.
If X is a subcurve of Z, then X is a curve with Xo “ X X Zo, Xexc Ă Zexc and ι is defined
on CXpzq as the restriction of ι on CZpzq, for z P Xexc. Note that Xu is open in Zu.
Equivalently, a subspace X of Z is a subcurve if it is a curve, Xo “ X XZo and the inclusion
map X Ñ Z is a morphism of curves.
We define an equivalence relation on connected components of Z ´ Zexc: it is the relation
generated by T „ T 1 if there is z P Zexc X T X T 1, U a small open neighbourhood of z and
L P π0pU ´ tzuq such that L Ă T and ιpLq Ă T
1.
Let E be the set of equivalence classes of connected components of Z ´ Zexc. Given E P E ,
let ZE “
Ť
TPE T . The subspaces ZE of Z are called the components of Z.
A curve has only finitely many components, each of which is a closed subcurve.
If Z is non-singular, then its components are its connected components.
The local structure of a curve is described as follows. Let z P Z. There is an open neigh-
bourhood U of z that is a subcurve of Z and an isomorphism of curves U
„
Ñ X, z ÞÑ 0, where
X Ă C is one of the following:
‚ R viewed as an unoriented manifold, if z P Zu ´ BZu
‚ R where Rě0 is unoriented and Ră0 has either of its two orientations, if z P BZu
‚ R viewed as an oriented manifold, if z P Zo ´ Zexc
‚ Stpnzq if z P Zexc.
Remark 7.2.5. Let Z be a closed subspace of RN for some N ą 0. Assume there is a finite
subset E of Z such that Z ´ E is a 1-dimensional submanifold of RN with no boundary and
such that given e P E, there is n1e ą 1 and a finite family tje,iu1ďiďn1e of smooth embeddings
je,i : p´1, 1q Ñ R
N such that
‚ je,ip0q “ e,
‚ je,ipp´1, 0q Y p0, 1qq Ă Z ´ teu,
‚ je,ipp´1, 1qq X je,i1pp´1, 1qq “ teu for i ‰ i
1
‚ Rdje,i
dt
p0q ‰ R
dje,i1
dt
p0q for i ‰ i1 and
‚
Ť
i je,ip´1, 1q is an open neighborhood of e in Z.
Let us choose in addition an open subset Zo of Z containing E and an orientation of the 1-
dimensional manifold Zo´E. We assume that Z´Zo has finitely many connected components,
none of which are points. We assume furthermore that given e P E and i P t1, . . . , n1eu, the
orientation of j´1e,i pZo ´ teuq extends to an orientation of j
´1
e,i pZoq.
Given e P E, we denote by ι the involution of Cpeq that swaps je,ipp´1, 0qq and je,ipp0, 1qq for
1 ď i ď n1e. Note that Zexc “ E and ne “ 2n
1
e for e P E. This defines a structure of curve on Z
that does not depend on the choice of the maps je,i.
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We leave it to the reader to check that any curve is isomorphic to a curve obtained by such
a construction.
7.2.3. Quotients. Let pZ˜, Z˜o, ι˜q be a curve.
Definition 7.2.6. A finite relation on Z˜ is an equivalence relation „ such that the set of points
that are not alone in their equivalence class is finite and contained in Z˜o.
Consider a finite relation „ on Z˜. We define a curve structure on the 1-dimensional space
Z “ Z˜{„.
Let q : Z˜ Ñ Z be the quotient map. We have Zexc “ qpZ˜excqYtz P Z| |q
´1pzq| ą 1u (cf §7.1.3).
Let Zo “ qpZ˜oq. The map q|Z˜o´q´1pZexcq : Z˜o ´ q
´1pZexcq Ñ Zo ´ Zexc is a homeomorphism and
we provide Zo´Zexc with the orientation coming from Z˜o´ q
´1pZexcq. Let z P Zexc. We define
ι on Cpzq to make the canonical bijection
š
z˜Pq´1pzqCpz˜q
„
Ñ Cpzq ι-equivariant. This makes q
into a strict morphism of curves.
Lemma 7.2.7. Let f : Z Ñ Z 1 be a morphism of curves.
Define an equivalence relation on Z by z1 „ z2 if fpz1q “ fpz2q. This is a finite relation
on Z and f factors as a composition of morphisms of curves Z
f1ÝÑ Z{„
f2ÝÑ Z 1 where f1 is the
quotient map and f2 is injective.
Proof. We have Zf Ă f
´1pZ 1oq Ă Zo. It follows that „ is a finite relation on Z and the lemma
follows from Lemma 7.1.13. 
We define the category of non-singular curves with a finite relation as the category with
objects pairs pZ,„q where Z is a non-singular curve and „ is a finite relation on Z, and where
HomppZ,„q, pZ 1,„1qq is the set of morphisms of curves f : Z Ñ Z 1 such that if z1 „ z2, then
fpz1q „
1 fpz2q.
The next proposition shows that curves can be viewed as non-singular curves with a finite
relation.
Proposition 7.2.8. The quotient construction defines an equivalence from the category of non-
singular curves with a finite relation to the category of curves.
Proof. Let pZ˜,„q and pZ˜ 1,„1q be two non-singular curves with finite relations and let q : Z˜ Ñ
Z “ Z˜{„ and q1 : Z˜ 1 Ñ Z 1 “ Z˜ 1{„1 be the quotient maps.
A morphism of curves f : Z˜ Ñ Z˜ 1 such that z1 „ z2 implies fpz1q „
1 fpz2q induces a
morphism of curves Z Ñ Z 1. So, the quotient functor induces indeed a functor as claimed.
Consider f 1 : Z˜ Ñ Z˜ 1 such that z1 „ z2 implies f
1pz1q „
1 f 1pz2q. If q
1 ˝ f “ q1 ˝ f 1, then f and
f 1 coincide outside a finite set of points, hence f “ f 1. So, the quotient functor is faithful.
Consider now a morphism of curves g : Z Ñ Z 1. Let E 1 be the finite subset of Z˜ 1 of points that
are not alone in their equivalence class and E “ q´1pg´1pq1pE 1qqq. Consider the composition of
continuous maps
f : Z˜ ´ E
q
ÝÑ Z ´ qpEq
g
ÝÑ Z 1 ´ q1pE 1q
pq1
|Z˜1´E1
q´1
ÝÝÝÝÝÝÝÑ Z˜ 1 ´ E 1.
Given z P E, the ι-equivariance of Cpgq : CZpqpzqq Ñ CZ 1pgpqpzqqq ensures that f extends to
a continous map at z. So, f extends (uniquely) to a continous map Z˜ Ñ Z˜ 1, and that map is
a morphism of 1-dimensional spaces.
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We have Z˜u Ă Z˜ ´ E and fpZ˜uq Ă Z˜
1
u. Since g|g´1pZ˜ 1oq´E is orientation-preserving, it follows
that f|f´1pZ˜ 1o´E1q is orientation-preserving. So, f : Z˜ Ñ Z˜
1 is a morphism of curves and it is
compatible with the relations. This shows that the quotient functor is fully faithful.
Let now Z be a curve. Let z P Zexc and Uz Ă Zo be a small open neighbourhood of z. Fix an
isomorphism of curves fz : Uz
„
Ñ Stpnzq, z ÞÑ 0. The equivalence relation on π0pUz´tzuq whose
equivalence classes are the orbits of ι defines via fz the equivalence relation on te
iπr{2nzu0ďră2nz
given by ζ „ ζ 1 if and only if ζ 1 “ ζ˘1.
The proof of Lemma 7.1.14 provides us a non-singular curve Zˆ with a finite relation. Indeed,
with the notations of the proof of Lemma 7.1.14, we have Uˆz “
š
0ďrănz
Reiπr{nz . Note that
Zˆo is the subspace of Zˆ obtained by adding to Zo ´ Zexc the point 0 of Re
iπr{nz for each
r P t0, . . . , nz ´ 1u and each z P Zexc.
This gives Zˆ a structure of non-singular curve. As in the proof of Lemma 7.1.14, we obtain
a finite relation on Zˆ and an isomorphism of curves Z
„
Ñ Zˆ{ „. This shows that the quotient
functor is essentially surjective. 
Definition 7.2.9. Given Z a curve, the non-singular cover of Z is a non-singular curve Zˆ,
together with a finite relation „ and an isomorphism Zˆ{„
„
Ñ Z.
Note that Zexc “ Zq where q : Zˆ Ñ Z is the canonical map. Proposition 7.2.8 shows that
non-singular covers exist and are unique up to a unique isomorphism. The following proposition
makes this more precise.
Proposition 7.2.10. The functor sending a curve Z to its non-singular cover is right adjoint
to the embedding of the category of non-singular curves in the category of curves.
Proof. Let Z 1 be a non-singular curve. We have a map h : HompZ 1, Zˆq Ñ HompZ 1, Zq, g ÞÑ q˝g.
Since Zq is finite, it follows that h is injective.
Consider now a morphism of curves f : Z 1 Ñ Z. We factor f as Z 1
f1ÝÑ Z 1{ „
f2ÝÑ Z as in
Lemma 7.2.7. By Proposition 7.2.8, there is a morphism fˆ : Z 1 Ñ Zˆ such that q ˝ fˆ “ f , hence
hpfˆq “ f . So h is surjective. 
Example 7.2.11. Let us provide some examples of curves and non-singular covers. The dotted
lines link the points in the same equivalence class. The grey part corresponds to Zu.
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7.2.4. Chord diagrams as singular curves. We describe here the relation between singular curves
and chord (or arc) diagrams.
We define a chord diagram to be to be a triple pZ, a, µq where
‚ Z is a closed oriented 1-dimensional manifold (i.e., a finite disjoint union of copies of
S1 and r0, 1s)
‚ a “ pa1, . . . , a2kq is a collection of distinct points of Z˚
‚ µ : aÑ t1, . . . , ku is a 2-to-1 map.
A chord diagram gives rise to a smooth oriented curve Z˜ “ Z˚ with the following relation:
given z ‰ z1, we have z „ z1 if there is j such that µ´1pjq “ tz, z1u. We obtain an oriented
curve Z “ Z˜{ „.
Up to suitable isomorphism, this defines a bijection from chord diagrams to oriented singular
curves with nz P t2, 4u for all z.
Convention 7.2.12. We will use the above bijection composed with the reversal of all orien-
tations when identifying chord diagrams with certain singular curves. This orientation reversal
is related to the usual direction reversal between arrows in a quiver and morphisms in the
corresponding path category, and to the time-reversal of graphs mentioned in Example 7.3.8
below.
When Z is a union of intervals, we recover the notion of (possibly degenerate) arc diagram
due to Zarev [Za, Definition 2.1] (compare Example 7.2.11 and [Za, Figures 3 and 4]).
The chord diagrams such that the singular curve Z is connected and k ą 0 correspond to
the chord diagrams of [AnChePeReiSu].
Zarev’s definition generalizes that of pointed matched circles due to Lipshitz, Ozsva´th and
Thurston [LiOzTh1, §3.2]: they correspond to the case where Z is a single interval (Z˚ is
obtained from the circle considered in [LiOzTh1] by removing its basepoint).
7.2.5. Sutured surfaces and topological field theories. We define a sutured surface to be a quadru-
ple pF,Λ, S`, S´q where F is a compact oriented surface, Λ Ă BF is a compact 0-manifold, and
S` and S´ are unions of components of BF ´Λ such that Λ Ă S`X S´ (this is [Za, Definition
1.2] without the topological restrictions). A sutured surface is representable by a chord diagram
(as we define it) if and only if each component of F (not BF ) intersects S` and S´ nontrivially.
Let pZ, a, µq be a chord diagram. We define a sutured surface pF,Λ, S`, S´q:
‚ the oriented surface F is obtained from
š
ipZiˆr0, 1sq by adding 1-handles at µ
´1pjqˆt0u
for all j
‚ Λ “ BZ ˆ 1
2
‚ S` “
`
Z ˆ t1u
˘
Y
`
BZ ˆ p1
2
, 1s
˘
‚ S´ is obtained from surgery (corresponding to the handle addition) on
`
Z ˆ t0u
˘
Y`
BZ ˆ r0, 1
2
q
˘
.
When Z is a union of intervals, this is Zarev’s construction [Za, §2.1].
Example 7.2.13. In the table below, the first row depicts some chord diagrams. The second
and third rows show the corresponding sutured surfaces; the second row applies the above
construction directly, and the third row gives an alternate perspective. The fourth row shows
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the sutured surfaces as open-closed cobordisms (with empty source and with target colored in
orange); this interpretation is discussed in §7.2.5.
Under the strands algebra construction of §8.1, the first and second columns give rise to
simple 2-representations of U , categorifying the vector representation and its dual. Tensor
powers of the algebra of the first column give algebras very similar to the one considered by
Tian [Ti]; in fact, Tian’s algebras were an important early clue in the development of the present
work. Tensor powers of the algebra of the second column will be studied from the Heegaard
Floer perspective by the first-named author in work in preparation.
The algebra of the third column is the n “ 3 case of a family of algebras considered in
[ManMarWi, LePo]. For general n, these are isomorphic to the algebras Bpnq “ ‘nk“0Bpn, kq
used by Ozsva´th and Szabo´ in their theory of bordered knot Floer homology [OsSz2, OsSz3,
OsSz4] (their notation is slightly different). The middle summand of the algebra of the fourth
column is the undeformed version of a curved A8-algebra used by Lipshitz-Ozsva´th-Thurston
(in preparation) to define bordered HF´ for 3-manifolds with torus boundary. The middle
summand of the algebra of the fifth column is the well-known ”torus algebra” from bordered
Floer homology. The fifth and sixth columns together illustrate our perspective on cornered
Floer homology; following Zarev’s ideas, we view the cornered Floer gluing theorem as recover-
ing the algebra of two matched intervals glued end-to-end, rather than as the invariants of two
matched intervals with distinguished endpoints being glued to form a pointed matched circle.
The first, fifth, and sixth columns give algebras that are among Zarev’s strands algebras
ApZq, although the first diagram is degenerate (equivalently, its sutured surface has closed
circles in S´). The second, third, and fourth columns do not satisfy the restrictions that
Zarev imposes. As far as we are aware, our strands categories below give the first detailed
description of strands algebras associated to general chord diagrams with circles as well as
intervals; less formal descriptions have appeared previously, cf. [Au2, Proposition 11]. As
indicated by Lipshitz-Ozsva´th-Thurston’s work in preparation, curved A8-deformations of the
algebras appear necessary in the general setting when defining modules and bimodules for 3-
manifolds with boundary, although in special cases like Ozsva´th-Szabo´’s bordered knot Floer
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homology (third column) this complication should be avoidable.
A sutured surface can be viewed as a morphism in the 2d open-closed cobordism category with
empty source; if pF,Λ, S`, S´q is a sutured surface, the corresponding open-closed cobordism
has target given by S` and non-gluing boundary given by S´. See the bottom row of the figure
in Example 7.2.13; the targets of these open-closed cobordisms are shown in orange and the
non-gluing boundary is shown in black.
Let us consider how the end-to-end gluings of chord diagrams covered by our results in §8 can
be viewed in terms of open-closed cobordisms. When gluing two distinct intervals of a chord
diagram end-to-end, the corresponding sutured surface gets glued as in the top-left picture
below: the two intervals marked in blue are glued together to form the top-middle picture.
However, we can also consider the top-middle picture as arising from the top-right picture; in
this latter case the gluing is an instance of composition (with an open pair of pants) in the
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open-closed cobordism category. Similarly, when self-gluing the two endpoints of an interval of
a chord diagram, the sutured surface gets glued as in the bottom-left picture below, producing
the bottom-middle picture; we can also think of the bottom-middle picture as arising from the
bottom-right picture, which is another instance of composition in the open-closed category.
One could try to view our constructions as giving part of the structure of an open-closed 2d
TQFT valued in a category whose objects are dg 2-categories and whose morphisms are certain
dg 2-functors. In particular, this hypothetical open-closed TQFT would assign a dg 2-category
of 2-representations of U to an interval. To an open-closed cobordism with empty source, the
open-closed TQFT would assign an object of the dg 2-category of the target, encoding the data
of a lax multi-2-action of U for the interval components of the target. Our approach doesn’t
quite realize that. We associate 2-representations of U to chord diagrams or singular curves
rather than directly to surfaces.
One can also consider the extent to which such a theory would extend to a point. Things
are considerably simpler for the decategorified version of the theory, where one sees many
relationships with other work on 3d TQFTs; this will be addressed in more detail in a follow-
up paper [Man].
7.3. Paths.
7.3.1. Admissible paths. Let Z be a curve.
Definition 7.3.1. An oriented path γ in Z is defined to be a path whose restriction to γ´1pZo´
Zexcq is compatible (non strictly) with the orientation.
Let us note some basics facts about oriented paths.
Properties 7.3.2. Let γ be a non-constant oriented path in Z.
(1) We have γpr0, 1sq X Zo “ suppprγsq X Zo and γpr0, 1sq X Zu is contained in the union of
the connected components of Zu that have a non-empty intersection with suppprγsq.
(2) If γ is homotopic to a constant path, then it is contained in Zu (as γpr0, 1sq is con-
tractible).
(3) There are unique real numbers 0 “ t0 ă t1 ă ¨ ¨ ¨ ă tr “ 1 such that
– given 0 ď i ă r, there are tj, ku “ ti, i`1u with the property that γprtj , tj`1sq Ď Zu
(if j ă r) and γprtk, tk`1sq Ď Z¯o (if k ă r) (cf Lemma 7.1.16 for E “ Zu X Z¯o).
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– given 0 ă i ă r and ε ą 0 such that γprti, ti`εsq Ă ZuXZ¯o, we have γprti, ti`1sqĘZ¯o
– given 0 ă i ă r and ε ą 0 such that γprti´ε, tisq Ă ZuXZ¯o, we have γprti´1, tisqĘZ¯o.
The sequence rγ|rt0,t1ss, . . . , rγ|rtr´1,trss depends only on rγs.
(4) Consider homotopy classes of oriented paths ζ1, ζ2 and ζ3 with rγs “ ζ3 ˝ ζ2 ˝ ζ1. If
supppζ2q is contained in Zo but not in Zu, then there are 0 ď t1 ď t2 ď 1 such that
rγ|r0,t1ss “ ζ1, rγ|rt1,t2ss “ ζ2 and rγ|rt2,1ss “ ζ3.
Lemma 7.3.3. Let γ be a path in Z. The following conditions are equivalent:
(i) γ lifts to a path in the non-singular cover of Z
(ii) given z P Zexc, given a small open neighbourhood U of z in Zo and given K a connected
component of γ´1pzq, the set of L P π0pU ´ tzuq with K X γ´1pLq ‰ H is contained in
an orbit of ι.
Proof. Let Zˆ be the non-singular cover of Z and q : Zˆ Ñ Z be the quotient map.
Assume (i). Consider z, U , K as in the lemma and let γˆ be a lift of γ. Consider Li P
π0pU ´ tzuq with K X γ´1pLiq ‰ H for i P t1, 2u. We have γˆpKq Ă q´1pLiq. Consequently,
we have q´1pL1q X q´1pL2q ‰ H. If L1 and L2 are not in the same ι-orbit, then q´1pL1q and
q´1pL2q are in distinct connected components of q´1pUq, a contradiction. So, (ii) holds.
Assume (ii). Since lifts of non-identity paths are unique if they exist (Lemma 7.1.20), it is
enough to show the existence of lifts locally on Z. This is clear for a small open neighbourhood
of a point of Z ´ Zexc. Consider now z P Zexc and a small open neighbourhood U of z in Zo.
Let K be a connected component of γ´1pzq and let W be the connected component of γ´1pUq
containing K. There is L P π0pU ´ tzuq such that γpW q Ă LY tzu Y ιpLq. Since q splits over
LY tzu Y ιpLq, it follows that the restriction of γ to W lifts to Zˆ. 
Definition 7.3.4. We say that a path γ in Z is smooth if it satisfies the equivalent conditions
of Lemma 7.3.3.
We say that a path γ in Z is admissible if it is oriented and smooth.
We say that a homotopy class of paths is smooth (resp. admissible, resp. oriented) if it
contains a smooth (resp. an admissible, resp. an oriented) path.
Let us note some basic properties of smooth and admissible paths and classes.
Properties 7.3.5.
(1) A path is smooth if and only if its inverse is smooth.
(2) A smooth path is contained in a component of Z.
(3) Every admissible path γ is homotopic to a minimal admissible path via a homotopy
involving only admissible paths contained in the support of γ (cf Lemma 7.1.18).
(4) A minimal path in a smooth (resp. admissible) homotopy class is smooth (resp. admis-
sible).
(5) An oriented path is admissible if and only if its homotopy class is admissible (Lemma
7.1.16 provides a minimal oriented path γmin homotopic to a given oriented path γ
with the property that γ is admissible if γmin is admissible, hence we obtain the desired
equivalence by (4) above).
(6) Given two oriented homotopy classes of paths α and β with α ˝ β admissible, then α
and β are admissible (cf (5) above).
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Definition 7.3.6. Given two smooth non-identity homotopy classes of paths ζ1 and ζ2 contained
in the same component of Z, there is a unique ε P t˘1u such that there is a minimal smooth
path γ in Z with the property that ζ1 and ζ
ε
2 are equal to the classes of restrictions of γ. We say
that ζ1 and ζ2 have the same orientation (resp. opposite orientation) if ε “ 1 (resp. ε “ ´1).
Note that Zopp and Z have the same smooth paths. Note also that the notion of ”opposite
orientation” does not depend on the orientation of Z.
Remark 7.3.7. Assume X Ă RN is obtained by the construction of Remark 7.2.5. A homotopy
class of paths in X is smooth if and only if it contains a path γ such that the composition
r0, 1s
γ
ÝÑ X ãÑ RN is a smooth immersion.
Example 7.3.8. We give below some examples of paths. The top and bottom paths are
admissible, while the middle one is not. The left and middle columns describe the path in the
singular curve, while the right column describes the lifted path (if it exists) in the non-singular
cover.
In the middle and right columns, and throughout the paper, we depict paths γ using their
time-reversed graphs, so that γp0q is on the right and γp1q is on the left.
7.3.2. Pointed category of admissible paths. We now define a category associated with admis-
sible paths.
Definition 7.3.9. We define S‚pZ, 1q to be the pointed category with object set Z, with
HomS‚pZ,1qpx, yq “ t0u \ tadmissible homotopy classes of paths xÑ yu
and
αβ “
#
α ˝ β if α ˝ β is admissible
0 otherwise.
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Remark 7.3.10. Consider ΠopZq the category with objects the points of Z and arrows the
oriented homotopy classes of paths, a subcategory of ΠpZq. We define a Zě0-filtration on ΠopZq
by defining a class ζ to have degree ď d if it is the product of d`1 admissible homotopy classes
of paths. The category S‚pZ, 1q is isomorphic to the degree 0 part of grΠopZq.
Note finally that if Z is non-singular, then S‚pZ, 1q is the pointed category associated to
ΠopZq.
We put SpZ, 1q “ F2rS
‚pZ, 1qs.
Example 7.3.11. We describe below some examples of products in S‚pZ, 1q. Here Z is the
third singular curve of example 7.2.11 and the paths are drawn in the smooth cover.
7.3.3. Central extension. Let LpZq “ p
À
cPT pZq Zecq{p
À
cPT pZq Zpec`eιpcqqq. We define a bilinear
map x´,´y : RpZq ˆRpZq Ñ LpZq by
xα, βy “
1
2
ÿ
cPT pZq
pmιpcq ´mcqpαq ¨ pmc `mιpcqqpβqec.
Note that pmc ` mιpcqqpβq “ 0 for all but finitely many c’s, hence the sum above is finite.
More precisely, let ζ be a non-identity homotopy class of paths in Z. We have ζp0`q ‰ ζp1´q
and
(7.3.1) pmc `mιpcqqpζq “
$’&
’%
1 if c P ζp0`q Y ιpζp0`qq and cRζp1´q Y ιpζp1´qq
´1 if c P ζp1´q Y ιpζp1´qq and cRζp0`q Y ιpζp0`qq
0 otherwise.
If ζ is admissible and non-identity, then ζp1´q ‰ ζp0`q, hence
xα, JζKy “ pmιpζp0`q ´mζp0`qqpαqeζp0`q ´ pmιpζp1´q ´mζp1´qqpαqeζp1´q.
We define a group Γ1pZq, a central extension of RpZq by LpZq. The set of elements of Γ1pZq
is LpZq ˆRpZq and the multiplication is given by
pm,αqpn, βq “ pm` n` xα, βy, α` βq.
We put ΓpZq “ p
À
ΩPπ0pZq
1
2
ZeΩq ˆ Γ
1pZq.
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Note that LpZq, Γ1pZq and ΓpZq depend only on the 1-dimensional space underlying Z and
on ι.
Let D be a subset of T pZq such that D X ιpDq “ H. We denote by ΓDpZq the quotient of
ΓpZq by the central subgroup generated by tec ´
1
2
eΩu, where c P D and Ω is the connected
component of Z containing c. The canonical map
À
ΩPπ0pZq
1
2
ZeΩ Ñ ΓDpZq is injective and we
identify p1
2
Zqπ0pZq with its image.
We put a partial order on ΓDpZq by setting g1 ě g2 if g1g
´1
2 P p
1
2
Zě0q
π0pZq.
We define Γ¯DpZq to be the quotient of ΓDpZq by the central subgroup generated by
1
2
eΩ´
1
2
eΩ1
for Ω,Ω1 P π0pZq.
The image of p1
2
Zě0q
π0pZq in Γ¯DpZq is
1
2
Z (where 1
2
eΩ ÞÑ
1
2
). Let r P 1
2
Z. We still denote by
r the image of r in Γ¯DpZq. Given x P Γ¯DpZq, we put x` r “ x ¨ r “ r ¨ x.
We define a partial order on Γ¯DpZq by setting g1 ě g2 if g1g
´1
2 P
1
2
Zě0.
Given z P Zo, we denote by Cpzq
` the set of c P Cpzq such that there is an oriented path γ
in Z with m`c pγq “ 1. Note that Cpzq “ Cpzq
`
š
ιpCpzq`q. Note also that given ζ an oriented
homotopy class of paths in Z, we have
(7.3.2) mcpζqec `mιpcqpζqeιpcq “ pm
`
c pζq `m
´
ιpcqpζqqec for z P Zo and c P Cpzq
`.
Given E a subset of Zo, we put E
` “
š
zPE Cpzq
`.
Remark 7.3.12. Fix an orientation of each component of Z (forgetting about the already
given orientation of Zoq and define Z
` Ă T pZq to be the set of pairs pz, cq such that there is
an oriented path γ in Z (for the given new orientation) with m`c pγq “ 1.
There is a quotient map LpZq Ñ Zπ0pZq given by ec ÞÑ eΩ for all s P Ω and pz, cq P Z
`.
Let us show that the bilinear form RpZq ˆRpZq Ñ Zπ0pZq obtained by composing x´,´y with
this quotient map is antisymmetric. Let γ and γ1 be two injective oriented paths in Z (for the
given new orientation). If the supports of γ and γ1 are disjoint, then xJγK, Jγ1Ky “ 0. We have
xJγK, JγKy “ ´eγp0`q ´ eγp1´q. If γpr0, 1sq X γ
1pr0, 1sq “ tγp1qu, then
xJγK, Jγ1Ky “ ´eγ1p0`q and xJγK, Jγ
1Ky “ ´eγp1´q.
We deduce the antisymmetry statement.
7.3.4. Functoriality. Let f : Z Ñ Z 1 be a morphism of curves.
Lemma 7.3.13. Let ζ be a homotopy class of paths in Z. The class fpζq is smooth if and only
if ζ is smooth. If ζ is admissible, then fpζq is admissible.
Proof. Given γ an oriented path in Z, the path fpγq is oriented. It is smooth if and only fpγq
is smooth. This shows that if ζ is a smooth (resp. admissible) homotopy class of paths in Z,
then fpζq is smooth (resp. admissible).
Consider now ζ a homotopy class of paths in Z such that fpζq is smooth. Given γ a minimal
path in ζ , then fpγq is minimal (Lemma 7.1.20). Since fpζq is smooth, it follows that fpγq is
smooth (Properties 7.3.5(4)), hence γ is smooth and finally ζ is smooth. 
It follows from the previous lemma that the morphism f induces a functor f : S‚pZ, 1q Ñ
S‚pZ 1, 1q. We have constructed a functor S‚p´, 1q from the category of curves to the category
of pointed categories.
Let us state a version of Lemma 7.1.20 for morphisms of curves.
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Lemma 7.3.14. Let γ, γ1 be two admissible paths in Z. If rfpγqs “ rfpγ1qs ‰ id, then rγs “ rγ1s.
The functor f : S‚pZ, 1q Ñ S‚pZ 1, 1q is faithful.
Note that f induces an injective morphism of groups f : LpZq Ñ LpZ 1q and a map f :
π0pZq Ñ π0pZ
1q.
The next lemma is an immediate consequence of Lemma 7.1.24.
Lemma 7.3.15. Given α, β P RpZq, we have xfpαq, fpβqy “ fpxα, βyq.
It follows from Lemmas 7.3.15 and 7.1.25 that we have a morphism of groups f : ΓpZq Ñ
ΓpZ 1q, pr, pm,αqq ÞÑ pfprq, pfpmq, fpαqq which restricts to an injective morphism of groups
Γ1pZq Ñ Γ1pZ 1q.
Let D be a subset of T pZq such that given z P ptpDq, the composition D X pt´1pzq Ñ
Cpzq Ñ Cpzq{ι is bijective. The morphism f : ΓpZq Ñ ΓpZ 1q induces a morphism f : ΓDpZq Ñ
ΓfpDqpZ
1q. Let g, h P ΓDpZq. If g ă h, then fpgq ă fphq. If f : π0pZq Ñ π0pZ
1q is injective and
fpgq ă fphq, then g ă h.
Finally, the morphism f : ΓDpZq Ñ ΓfpDqpZ
1q induces a morphism f : Γ¯DpZq Ñ Γ¯fpDqpZ
1q.
Given g, h P Γ¯DpZq, we have g ă h if and only if fpgq ă fphq.
Let Z1, . . . , Zr be the connected components of Z. There are isomorphisms of groups RpZ1qˆ
¨ ¨ ¨ ˆ RpZrq
„
Ñ RpZq and LpZ1q ˆ ¨ ¨ ¨ ˆ LpZrq
„
Ñ LpZq given by the inclusions Zi ãÑ Z. They
induce an isomorphism of groups
(7.3.3) ΓpZ1q ˆ ¨ ¨ ¨ ˆ ΓpZrq
„
Ñ ΓpZq.
The inclusions Zi ãÑ Z induce pointed functors S
‚pZi, 1q Ñ S
‚pZ, 1q and give rise to an
isomorphism of pointed categories
(7.3.4) S‚pZ1, 1q _ ¨ ¨ ¨ _ S
‚pZr, 1q
„
Ñ S‚pZ, 1q.
7.3.5. Pullback. Let f : Z Ñ Z 1 be a morphism of curves. We define a non-multiplicative
“functor” f# : addpSpZ 1, 1qq Ñ addpSpZ, 1qq. It commutes with coproducts but is not a functor,
i.e., it is not compatible with composition for a general f . We put f#pz1q “
š
zPf´1pz1q z. Given
ζ 1 P HomS‚pZ 1,1qpz
1
1, z
1
2q non-zero, we define f
#pζ 1q to be
‚ id if ζ 1 “ id
‚ 0 if ζ 1 does not lift to an admissible class of paths in Z
‚ the composition ž
zPf´1pz11q
z
projection
ÝÝÝÝÝÝÑ z1
ζ
ÝÑ z2
inclusion
ÝÝÝÝÝÑ
ž
zPf´1pz12q
z
where ζ : z1 Ñ z2 is the unique lift of ζ
1, otherwise (cf Lemma 7.3.14).
We denote by f´1pζ 1q the set of admissible lifts of ζ 1. We have f#pζ 1q “
ř
ζPf´1pζ1q ζ .
Given ζ 11 P HomS‚pZ 1,1qpz
1
1, z
1
2q and ζ
1
2 P HomS‚pZ 1,1qpz
1
2, z
1
3q such that f
#pζ 11q ‰ 0 and f
#pζ 12q ‰
0, we have f#pζ 12qf
#pζ 11q “ f
#pζ 12ζ
1
1q (cf Lemma 7.3.13).
Given f 1 : Z 1 Ñ Z2 a morphism of curves, we have pf 1fq# “ f#f 1#.
Lemma 7.3.16. Let γ1 be a smooth path in Z 1. Consider the following assertions:
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(1) γ1 lifts to a smooth path in Z
(2) γ1pr0, 1sq Ă fpZq.
(3) rγ1s lifts to a smooth homotopy class in Z
(4) suppprγ1sq Ă fpZq.
We have p1q ô p2q ñ p3q ô p4q.
Assume f is strict. Then p3q ñ p2q. Furthermore, if γ1 is admissible and it lifts to a smooth
path in Z, then that path is admissible.
Proof. The implications p1q ñ p2q, p1q ñ p3q ñ p4q are clear. We can assume that γ1 is not
constant, for otherwise the other implications are trivial.
Assume p2q. Let fˆ : Zˆ Ñ Zˆ 1 be the map between non-singular covers corresponding to f .
Since γ1 is smooth, it lifts uniquely to a path γˆ1 on Zˆ 1 and γˆ1pr0, 1sq Ă fˆpZˆq. Since fˆ is an open
embedding, it follows that γˆ1 is the image of a path of Zˆ. Its image in Z is a smooth path that
lifts γ1, hence p1q holds.
Assume p4q. Let γ10 be a minimal smooth path homotopic to γ
1 (cf Properties 7.3.5(4)). We
have γ10pr0, 1sq “ suppprγ
1sq Ă fpZq, hence γ10 lifts to a smooth path in Z. So p3q holds.
Assume p3q and f is strict. Note that γ1pr0, 1sq X Z 1o “ suppprγ
1sq X Z 1o and γ
1pr0, 1sq X Z 1u is
contained in the union of the connected components of Z 1u that have a non-empty intersection
with suppprγ1sq (Properties 7.3.2(1)). Since fpZuq is open and closed in Z
1
u, it follows that
γ1pr0, 1sq Ă fpZq, so p2q holds.
Assume γ1 is admissible and lifts to Z. Since f is strict, it follows that the lift is oriented. 
Since quotient maps are strict, we have the following consequence of Lemma 7.3.16.
Lemma 7.3.17. Assume f is the quotient map of Z by a finite relation. Every non-constant
admissible path in Z 1 lifts uniquely to a path in Z and that lift is admissible.
Proposition 7.3.18. If f is strict, then f# : addpSpZ 1, 1qq Ñ addpSpZ, 1qq is a functor.
Proof. We need to check that f# is compatible with composition. This is clear if Z and Z 1 are
non-singular. In general, consider two maps ζ 11 and ζ
1
2 in SpZ
1, 1q such that f#pζ 12 ˝ ζ
1
1q ‰ 0.
Let fˆ : Zˆ Ñ Zˆ 1 be the map corresponding to f between non-singular covers q : Zˆ Ñ Z and
q1 : Zˆ 1 Ñ Z 1.
We have
q#f#pζ 12 ˝ ζ
1
1q “ fˆ
#q1#pζ 12 ˝ ζ
1
1q “ fˆ
#
`
q1#pζ 12q ˝ q
1#pζ 11q
˘
“
`
fˆ#q1#pζ 12q
˘
˝
`
fˆ#q1#pζ 11q
˘
“ q#f#pζ 12q ˝ q
#f#pζ 11q,
hence f#pζ 11q ‰ 0 and f
#pζ 12q ‰ 0 since q
#f#pζ 12 ˝ ζ
1
1q ‰ 0 by Lemma 7.3.17. It follows that
f#pζ 12 ˝ ζ
1
1q “ f
#pζ 12q ˝ f
#pζ 11q. 
The construction Z ÞÑ addpSpZ, 1qq and f ÞÑ f# defines a contravariant functor from the
category of curves with strict morphisms to the category of F2-linear categories.
Lemma 7.3.17 and Proposition 7.3.18 have the following consequence.
Proposition 7.3.19. Let Z be a curve with an admissible relation „ and let q : Z Ñ Z{„ be
the quotient map. The functor q# : addpSpZ{„, 1qq Ñ addpSpZ, 1qq is faithful.
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Note that Proposition 7.3.19 provides an identification of SpZ{„, 1q with a (non-full) sub-
category of addpSpZ, 1qq.
Example 7.3.20. We describe the image by the map f# of two paths, the first of which is the
constant path at the singular point of Zexc (we draw the lifts in the non-singular cover).
7.3.6. One strand bordered algebras. Consider an chord diagram pZ, a, µq as in §7.2.4 with as-
sociated singular curve Z. Proposition 7.3.19 shows the category SpZ, 1q has a full subcategory
corresponding to Zarev’s algebra ApZ, 1q [Za, Definition 2.6] (this will be explained for the
more general algebras SpZ, iq in §7.4.11):
ApZ, 1q
„
Ñ EndaddpSpZ,1qqp
à
zPZexc
zq.
‚ Consider the chord diagram pR, t1, 2, 3, 4u, µ :
1, 3 ÞÑ 1
2, 4 ÞÑ 2
q.
The associated singular curve Z is the quotient of oriented R by the relation whose non
trivial equivalence classes are 1 “ t1, 3u and 2 “ t2, 4u.
The full pointed subcategory of SpZ, 1q with object set t1, 2u is generated by α, α1 : 1 Ñ 2
and β : 2Ñ 1 with relations βα “ α1β “ 0. This corresponds to the well-known ”torus-algebra”
in bordered Floer homology.
‚ Consider the chord diagram pS1, t1, i,´1,´iu, µ :
˘1 ÞÑ 1
˘i ÞÑ 2
q.
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The associated singular curve Z is the quotient of oriented S1 by the relation whose non
trivial equivalence classes are 1 “ t˘1u and 2 “ t˘iu.
The full pointed subcategory of SpZ, 1q with object set t1, 2u is generated by α, α1 : 1 Ñ 2
and β, β 1 : 2 Ñ 1 with relations βα “ α1β “ αβ 1 “ β 1α1 “ 0. A curved A8-deformation of this
subcategory appears in a work in preparation of Lipshitz, Ozsva´th and Thurston [LiOzTh2].
We have
EndSpZ,1qp1q “ tidu\tpβ
1αβα1qnuně1\tpβ
1αβα1qnβ 1αuně0\tβα
1pβ 1αβα1qnquně0\tpβα
1β 1αqnquně1
EndSpZ,1qp2q “ tidu\tpα
1β 1αβqnuně1\tpα
1β 1αβqnα1β 1uně0\tαβpα
1β 1αβqnquně0\tpαβα
1β 1qnquně1
HomSpZ,1qp1, 2q “ tα
1pβ 1αβα1qnuně0\tαβα
1pβ 1αβα1qnuně0\tα
1β 1αpβα1β 1αqnquně0\tαpβα
1β 1αqnquně0
HomSpZ,1qp2, 1q “ tpβ
1αβα1qnβ 1uně0\tpβ
1αβα1qnβ 1αβ 1uně0\tpβα
1β 1αqnqβuně0\tpβα
1β 1αqnqβα1β 1uně0
7.3.7. Intersection multiplicity. Let γ and γ1 be two paths in Z. We consider the number of
intersection points between the graphs of γ and γ1
ipγ, γ1q “ |tt P r0, 1s | γptq “ γ1ptqu| P Zě0 Y t8u.
Note that ipγ1 ˝ γ2, γ
1
1 ˝ γ
1
2q “ ipγ1, γ
1
1q ` ipγ2, γ
1
2q ´ δγ1p0q“γ11p0q.
Given ζ and ζ 1 two admissible homotopy classes of paths in Z, we put
ipζ, ζ 1q “ min
γ,γ1
ipγ, γ1q,
where γ (resp. γ1) runs over admissible paths in rζs (resp. in rζ 1s). Note that ipζ1ζ2, ζ
1
1ζ
1
2q ď
ipζ1, ζ
1
1q ` ipζ2, ζ
1
2q ´ δζ1p0q“ζ11p0q.
The next lemma relates the intersection multiplicity with a constant path and tangential
multiplicities.
Lemma 7.3.21. Let γ0 be a minimal admissible path in Z and let z P Z. We have
iprγ0s, idzq “ min
γ admiss.
rγs“rγ0s
ipγ, idzq “ ipγ0, idzq “
1
2
` ÿ
cPCpzq
pm`c prγ0sq `m
´
c prγ0sqq ` δγ0p0q“z ` δγ0p1q“z
˘
.
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If z P Zo, then we have
iprγ0s, idzq “
1
2
` ÿ
cPCpzq`
pmcprγ0sq ´mιpcqprγ0sqq ` δγ0p0q“z ` δγ0p1q“z
˘
.
Proof. Note that
iprγ0s, idzq ď min
γ admiss.
rγs“rγ0s
ipγ, idzq ď ipγ0, idzq.
The third equality of the lemma follows from Lemma 7.1.21.
When Z “ S1 unoriented, the lemma follows from Lemma 6.2.3.
When Z is a connected non-singular curve, there is an injective morphism of curves f : Z Ñ
S1. We have iprγ0s, idzq ě ipfprγ0sq, idfpzqq “ ipfpγ0q, idfpzqq “ ipγ0, idzq, hence the first two
equalities of the lemma hold for Z. It follows that they hold for any non-singular curve.
Consider now a general Z and let q : Zˆ Ñ Z be the non-singular cover. Let γˆ0 be the lift of
γ0 to Zˆ. We have
ipγ0, idzq “
ÿ
zˆPf´1pzq
ipγˆ0, idzˆq “
ÿ
zˆPf´1pzq
prγˆ0s, idzˆq ď iprγ0s, idzq.
We deduce that the first two equalities of the lemma hold.
The last equality of the lemma follows from (7.3.2). 
Let us now state some basic properties of intersection counts.
Lemma 7.3.22. Let ζ1 and ζ2 be two admissible homotopy classes of paths in Z. Assume
ζ1ptq ‰ ζ2ptq for t P t0, 1u.
(1) We have ipζ1, ζ2q ă 8.
(2) There are minimal or identity admissible paths γ1 in ζ1 and γ2 in ζ2 such that ipζ1, ζ2q “
ipγ1, γ2q.
(3) Given f : Z 1 Ñ Z a morphism of curves such that ζ1 and ζ2 are images of admissible
homotopy classes of paths in Z 1, we have ipζ1, ζ2q “
ř
ζ1
i
Pf´1pζiq
ipζ 11, ζ
1
2q.
Proof. ‚ Assume ζ1 or ζ2 is an identity. In that case, (1) and (2) follow from Lemma 7.3.21
and (3) follows from Lemmas 7.1.24 and 7.3.21.
From now on, we assume that neither ζ1 nor ζ2 is an identity.
‚ Let f : Z Ñ Z 1 be an injective morphism of curves and assume fpζ1q and fpζ2q satisfy
(1) and (2). We have ipfpζ1q, fpζ2qq ď ipζ1, ζ2q. There are minimal admissible paths γ
1
i in
fpζiq for i P t1, 2u such that ipfpζ1q, fpζ2qq “ ipγ
1
1, γ
1
2q. There are admissible paths γi of Z
such that γ1i “ fpγiq for i P t1, 2u. It follows that ipζ1, ζ2q ě ipγ
1
1, γ
1
2q “ ipγ1, γ2q, hence
ipfpζ1q, fpζ2qq “ ipζ1, ζ2q. We deduce also that (1) and (2) hold for ζ1 and ζ2.
‚ Assume Z “ S1 unoriented. The assertions (1) and (2) follow from Lemma 6.2.3.
‚ Assume Z is non-singular and connected. There is an injective map f : Z Ñ S1. It follows
that Z satisfies (1) and (2). This shows that (1) and (2) hold for a general non-singular curve.
‚ Let Z 1 be an arbitrary curve and let f : Z Ñ Z 1 be the non-singular cover of Z 1. Assume
fpζ1ptqq ‰ fpζ2ptqq for t P t0, 1u. Since all admissible paths in Z
1 lift to Z, it follows that
ipζ1, ζ2q ď ipfpζ1q, fpζ2qq.
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Consider two minimal admissible paths γ1 and γ2 in ζ1 and ζ2 such that ipγ1, γ2q “ ipζ1, ζ2q.
We assume that given ρ1, ρ2 : r0, 1s
„
Ñ r0, 1s any two homeomorphisms fixing 0 and 1 and
such that ipγ1 ˝ ρ1, γ2 ˝ ρ2q “ ipζ1, ζ2q, we have ipfpγ1q, fpγ2qq ď ipfpγ1 ˝ ρ1q, fpγ2 ˝ ρ2qq.
Let t0 P p0, 1q such that γ1pt0q ‰ γ2pt0q but fpγ1pt0qq “ fpγ2pt0qq. There is a small open
neighbourhood U of z1 “ fpγ1pt0qq homeomorphic to Stpnz1q and with U X fpZfq “ tz
1u and
there are 0 ď t1 ă t0 ă t2 ď 1 such that fpγ1qprt1, t2sq Ă U and fpγ2qprt1, t2sq Ă U . The
paths pγ1q|rt1,t2s and pγ2q|rt1,t2s are contained in disjoint connected components of f
´1pUq, hence
fpγ1qprt1, t2sq X fpγ2qprt1, t2sq “ tz
1u. So, by reparametrizing fpγ1q and fpγ2q in the interval
rt1, t2s, we can assume they do not have a common value in that interval. This contradicts the
minimality of ipfpγ1q, fpγ2qq. It follows that
ipζ1, ζ2q “ ipγ1, γ2q “ ipfpγ1q, fpγ2qq ě ipfpζ1q, fpζ2qq,
hence ipζ1, ζ2q “ ipfpζ1q, fpζ2qq. This shows that (1) and (2) hold for fpγ1q and fpγ2q. We
deduce that (1) and (2) hold in full generality. It follows also that (3) holds when f is injective.
‚ Consider now a morphism of curves f : Z Ñ Z 1. Consider the map fˆ : Zˆ Ñ Zˆ 1 between
non-singular covers corresponding to f . Let ζˆi be the lift of ζi to Zˆ. Since fˆ is injective, it follows
that ipfˆpζˆ1q, fˆpζˆ2qq “ ipζˆ1, ζˆ2q. The study above shows that ipfˆpζˆ1q, fˆpζˆ2qq “ ipfpζ1q, fpζ2qq and
ipζˆ1, ζˆ2q “ ipζ1, ζ2q. It follows that ipfpζ1q, fpζ2qq “ ipζ1, ζ2q. This completes the proof of the
lemma. 
We provide now an upper bound for intersections involving a composition of paths.
Lemma 7.3.23. Consider ζ, ζ1 and ζ2 three homotopy classes of admissible paths in Z. Assume
ζ is not an identity, ζ2p1q “ ζ1p0q, ζp0q ‰ ζ2p0q and ζp1q ‰ ζ1p1q. We have
ipζ, ζ1 ˝ ζ2q ď minpm
`
ζp0`qpζ2q ` ipζ, ζ1q, m
´
ζp1´qpζ1q ` ipζ, ζ2qq.
Proof. Let ζ 1 and ζ2 be homotopy classes of admissible paths such that ζ “ ζ 1 ˝ ζ2. We have
ipζ, ζ1 ˝ ζ2q ď ipζ
1, ζ1q ` ipζ
2, ζ2q.
Let γ be a minimal path in ζ and let t P p0, 1q. We have mζp0q`pζ2q “ ipγ|r0,ts, ζ2q for t small
enough. Since iprγrt,1s, ζ1q ď ipζ, ζ1q, it follows that
ipζ, ζ1 ˝ ζ2q ď ipζ, ζ1q `mζp0q`pζ2q.
The second inequality follows from the first one by replacing Z by Zopp. 
Recall that we denote by ΠpZq the fundamental groupoid of Z. Consider ζ1, ζ2 two admissible
homotopy classes of paths in Z with ζ1ptq ‰ ζ2ptq for t P t0, 1u.
Let Ipζ1, ζ2q be the set of non-identity classes ζ P HomΠpZqpζ1p0q, ζ2p0qq such that
(i) ζ , ζ2 ˝ ζ and ζ ˝ ζ
´1
1 are smooth
(ii) ζ and ζ¯ :“ ζ2 ˝ ζ ˝ ζ
´1
1 have opposite orientations (cf Definition 7.3.6).
Note that there are bijections
inv : Ipζ1, ζ2q
„
Ñ Ipζ2, ζ1q, ζ ÞÑ ζ
´1 and Ipζ1, ζ2q
„
Ñ Ipζ´11 , ζ
´1
2 q, ζ ÞÑ ζ¯ .
If Z is non-singular, then the condition (i) in the definition of Ipζ1, ζ2q is automatically
satisfied.
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Let f : Z Ñ Z 1 be a morphism of curves. If fpζ1ptqq ‰ fpζ2ptqq for t P t0, 1u, then the
map f induces an injection Ipζ1, ζ2q ãÑ Ipfpζ1q, fpζ2qq with image f
`
HomΠpZqpζ1p0q, ζ2p0qq
˘
X
Ipfpζ1q, fpζ2qq.
The next lemma is immediate.
Lemma 7.3.24. Let q : Zˆ Ñ Z be the non-singular cover of Z. The map q induces a bijectionž
ζˆiPq´1pζiq
Ipζˆ1, ζˆ2q
„
Ñ Ipζ1, ζ2q.
Lemma 7.3.25. If ζ P Ipζ1, ζ2q, then supppζq Ă supppζ1q Y supppζ2q.
Proof. Consider three non-identity homotopy classes of paths ζ , ζ1 and ζ2 in R with ζp0q “
ζ1p0q ‰ ζp1q “ ζ2p0q. If ζ and ζ2 ˝ ζ ˝ ζ
´1
1 have opposite orientations, then supppζq Ă supppζ1qY
supppζ2q. We deduce that the lemma holds for Z “ S
1 by using the universal cover of Z. As a
consequence, the lemma holds when Z is connected and smooth by embedding it in S1, hence
it holds for Z smooth. Lemma 7.3.24 shows that the lemma holds for any Z, since it holds for
the non-singular cover of Z. 
Example 7.3.26. In the two examples below, we describe the set Ipζ1, ζ2q. In the second
example, ζ2 is the identity at the singular point.
7.4. Strands.
7.4.1. Braids. Let Z be a curve. Let I and J be two finite subsets of Z.
Definition 7.4.1. A parametrized braid I Ñ J is a family ϑ “ pϑsqsPI where ϑs is an admissible
path in Z with ϑsp0q “ s and such that s ÞÑ ϑsp1q defines a bijection χpϑq : I
„
Ñ J . A braid
I Ñ J is a homotopy class of parametrized braids, i.e., a family of admissible homotopy classes
of paths.
Definition 7.4.2. We define the pre-strand category P‚pZq “ SpS‚pZ, 1qq (cf §2.4).
The objects of this pointed category are the finite subsets of Z and HomP‚pZqpI, Jq is the
set of braids I Ñ J , together with a 0-element. Given θ : I Ñ J and θ1 : J Ñ K two braids,
we have θ1 ˝ θ “ pθ1θsp1q ˝ θsqsPI if θ
1
θsp1q
˝ θs is admissible for all s P I, and we have θ
1 ˝ θ “ 0
otherwise. If θ1 ˝ θ ‰ 0, we have χpθ1 ˝ θq “ χpθ1q ˝ χpθq.
We put PpZq “ F2rP
‚pZqs.
Note that there is a decomposition P‚pZq “
Ž
ně0P
‚pZ, nq, where P‚pZ, nq is the full sub-
category of P‚pZq with objects subsets with n elements. We have P‚pZ, 1q “ S‚pZ, 1q.
Given M a subset of Z, we denote by P‚M pZq the full subcategory of P
‚pZq with objects the
finite subsets of M .
Given θ : I Ñ J a braid and I 1 a subset of I, we denote by θ|I 1 the braid pθsqsPI 1.
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Let f : Z Ñ Z 1 be a morphism of curves. We denote by P‚f pZq the full subcategory of P
‚pZq
with objects those finite subsets I of Z such that |fpIq| “ |I|.
The next proposition follows immediately from Lemma 7.3.14 and §2.4.
Proposition 7.4.3. The functor f : S‚pZ, 1q Ñ S‚pZ 1, 1q defines a faithful pointed functor
f : P‚f pZq Ñ P
‚pZ 1q, I ÞÑ fpIq, θ ÞÑ pfpθsqqfpsq.
In particular if f : Z Ñ Z 1 is injective then we have a faithful pointed functor f : P‚pZq Ñ
P‚pZ 1q.
We define a non-multiplicative f# : addpPpZ 1qq Ñ addpPpZqq that commutes with coprod-
uct. Given I 1 a finite subset of Z 1, we put
f#pI 1q “
ž
p:I 1ÑZ, fp“idI1
ppI 1q.
Consider now θ1 P HomP‚pZ 1qpI
1, J 1q non-zero. Given s1 P I 1, we have a decomposition f#pθ1s1q “ř
sPf´1ps1q f
#pθ1s1qs along the decomposition f
#ps1q “
À
sPf´1ps1q s (cf §7.3.4). Given p : I
1 Ñ Z
with fp “ idI 1, we put f
#
p pθ
1q “
`
f#pθ1fpsqqs
˘
sPppI 1q
, a map in PpZq with source ppI 1q.
We define
f#pθ1q “
ÿ
p:I 1ÑZ, fp“idI1
f#p pθ
1q.
Note that f#pθ1q “
ř
θPf´1pθ1q θ, where f
´1pθ1q is the set of braids in Z lifting θ.
Given f 1 : Z 1 Ñ Z2 a morphism of curves, we have pf 1fq# “ f#f 1#.
The next two propositions are immediate consequences of Propositions 7.3.18 and 7.3.19 (cf
§2.4).
Proposition 7.4.4. If f is strict, then f# defines a functor addpPpZ 1qq Ñ addpPfpZqq com-
muting with coproducts.
Proposition 7.4.5. Let Z be a curve with a finite admissible relation „ and let q : Z Ñ Z{„
be the quotient map. The functor q# : addpPpZ{„qq Ñ addpPqpZqq is faithful and every map
in P‚pZ{„q is in the image of the functor q : P‚q pZq Ñ P
‚pZ{„q.
Note that the construction Z ÞÑ addpPpZqq and f ÞÑ f# defines a contravariant functor from
the category of curves with strict morphisms to the category of F2-linear categories.
Let Z1, . . . , Zr be the connected components of Z. The isomorphism (7.3.4) induces an
isomorphism of pointed categories
(7.4.1) P‚pZ1q ^ ¨ ¨ ¨ ^ P
‚pZrq
„
Ñ P‚pZq.
Note that the inverse functor sends a braid θ : I Ñ J in Z to pθ1, . . . , θrq, where θi be the
restriction of θ to I X Zi.
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Example 7.4.6. We describe below an example of product in P‚pZq.
7.4.2. Degree. Consider θ : I Ñ J a braid. We put
ipθq “
1
2
ÿ
ΩPπ0pZq
ÿ
s‰s1PIXΩ
ipθs, θs1qeΩ P pZě0q
π0pZq
We define JθK “
ř
sPIJθsK P RpZq and
mpθq “
ÿ
sPI
ÿ
cPθsp0`qYιpθsp0`qq
mcpJθKqec P LpZq.
Finally, we define deg1pθq P ΓpZq by
deg1pθq “ pipθq, p´mpθq, JθKqq.
Given D Ă T pZq with D X ιpDq “ H, we denote by degDpθq the image of deg
1pθq in ΓDpZq.
Note that if D1 Ă D, then degDpθq is the image of degD1pθq P ΓD1pZq in ΓDpZq.
We put degpθq “ degZ`excpθq and we denote by degpθq (resp. degDpθq) the image of degpθq
(resp. degDpθq) in Γ¯Z`excpZq (resp. Γ¯DpZq).
Lemma 7.4.7. Let θ : I Ñ J be a braid in Z. Let E be a subset of ts P I XZo | θs “ idsu and
let θ¯ “ pθsqsPI´E. We have degE`pθq “ degE`pθ¯q.
Proof. Note that JθK “ Jθ¯K. Let s P E. We haveÿ
cPCpsq
mcpJθKqec “
ÿ
cPCpsq`
ÿ
s1PI, s1‰s
pmc ´mιpcqqpJθs1Kqec
ecÑ1ÝÝÝÑ 2
ÿ
s1PI, s1‰s
ipids, θs1q
by Lemma 7.3.21. The lemma follows. 
Remark 7.4.8. Note that ipθq “
ř
I 1ĂI, |I 1|“2 ipθ|I 1q.
The next lemma shows that the failure of multiplicativity of deg and i coincide up to terms
involving points in Zexc.
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Lemma 7.4.9. Let θ : I Ñ J and θ1 : I 1 Ñ I be two braids such that θ ˝ θ1 is a braid. The
element degpθq ¨ degpθ1q ¨ degpθ ˝ θ1q´1 of ΓZ`excpZq is in
À
Ω
1
2
ZeΩ and it is equal to
ipθq ` ipθ1q ´ ipθ ˝ θ1q
´
1
2
ÿ
Ω, s1PI 1XZexcXΩ
θ1
s1
“id, θs1‰id
c1PCps1q`zθs1p0`q
pmc1 ´mιpc1qqpJθ
1KqeΩ ´
1
2
ÿ
Ω, s1PI 1XΩ
θ1
s1
‰id, θθ1
s1
p1q“id
cPCpθ1
s1
p1qq`zιpθ1
s1
p1´qq
θ1
s1
p1qPZexc
pmc ´mιpcqqpJθKqeΩ.
and is also equal to
1
2
ÿ
Ω,ps11,s
1
2qPpI
1XΩq2
ps11,s
1
2qREYE
1
`
ipθs1 , θs2q ` ipθ
1
s11
, θ1s12
q ´ ipθs1 ˝ θ
1
s11
, θs2 ˝ θ
1
s12
q
˘
eΩ`
`
ÿ
Ω, ps11,s
1
2qPEXΩ
`
ipθs1 , θs2q `m
`
θs1 p0`q
pθ1s12q ´ ipθs1 , θs2 ˝ θ
1
s12
q
˘
eΩ`
`
ÿ
Ω, ps11,s
1
2qPE
1XΩ
`
ipθ1s11 , θ
1
s12
q `m´
θ1
s1
1
p1´qpθs2q ´ ipθ
1
s11
, θs2 ˝ θ
1
s12
q
˘
eΩ
where
‚ given ps11, s
1
2q P I
12, we put si “ θ
1
s1i
p1q
‚ E is the set of pairs ps11, s
1
2q P I
1 ˆ I 1 with s11 P Zexc, θ
1
s11
“ id, θs11 ‰ id, θ
1
s12
‰ id
‚ E 1 is the set of pairs ps11, s
1
2q P I
1 ˆ I 1 with s1 P Zexc, θ
1
s11
‰ id, θs1 “ id and θs2 ‰ id.
Proof. Given s1 P I 1 and s “ θ1s1p1q, the class θs ˝ θ
1
s1 is admissible, hence θsp0`q Y ιpθsp0`qq “
θ1s1p1´q Y ιpθ
1
s1p1´qq unless s P Zexc and one of θs and θs1 is the identity, but not the other.
Given c P T pZq, we put
vc “ pmc ´mιpcqqpJθKqec “ mcpJθKqec `mιpcqpJθKqeιpcq “ vιpcq.
Let
a “
ÿ
s1PI 1XZexc
θ1
s1
“id, θs1‰id
c1PCps1qzpθs1 p0`qYιpθs1 p0`qq
mc1pJθ
1Kqec1 “
ÿ
s1PI 1XZexc
θ1
s1
“id, θs1‰id
c1PCps1q`zθs1p0`q
pmc1 ´mιpc1qqpJθ
1Kqec1.
We have
mpθ ˝ θ1q ´mpθq ´mpθ1q “
“
ÿ
s1PI 1
c1Ppθ˝θ1qs1 p0`qYιppθ˝θ
1qs1p0`qq
mc1pJθKqec1 ´
ÿ
sPI
cPθsp0`qYιpθsp0`qq
mcpJθKqec ´ a
“
ÿ
s1PI 1
θ1
s1
‰id
vθ1
s1
p0`q ´
ÿ
s1PI 1
θ1
s1
‰id
θθ1
s1
p1q‰id
vθ1
s1
p1´q ´
1
2
ÿ
s1PI 1
θ1
s1
‰id
θθ1
s1
p1q“id
cPCpθ1
s1
p1qq
vc ´ a
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Using (7.3.1), we find
xJθK, Jθ1Ky “ ´
1
2
ÿ
s1PI 1
c1Pθ1
s1
p0`qYιpθ1
s1
p0`qq
vc1 `
1
2
ÿ
s1PI 1
cPθ1
s1
p1´qYιpθ1
s1
p1´qq
vc
“ ´
ÿ
s1PI 1
θ1
s1
‰id
vθ1
s1
p0`q `
ÿ
s1PI 1
θ1
s1
‰id
vθ1
s1
p1´q.
We deduce that
xJθK, Jθ1Ky `mpθ ˝ θ1q ´mpθq ´mpθ1q “ ´
ÿ
s1PI 1
θ1
s1
‰id
θθ1
s1
p1q“id
cPCpθ1
s1
p1qq`zιpθ1
s1
p1´qq
θ1
s1
p1qPZexc
pmc ´mιpcqqpJθKqec ´ a
and the first equality of the lemma follows.
Consider s11 ‰ s
1
2 in I
1.
If s11 P Zexc, θ
1
s11
“ ids11 and θs1 ‰ ids1 , it follows from Lemma 7.3.21 thatÿ
s12PI
1
θ1
s1
2
‰id
ipids11, θ
1
s12
q “
1
2
ÿ
s12PI
1
θ1
s1
2
‰id
s1
2
c1PCps11q
`
pmc1 ´mιpc1qqpθ
1
s12
q “
1
2
ÿ
c1PCps11q
`
pmc1 ´mιpc1qqpJθ
1Kq.
Similarly, if s1 P Zexc, θ
1
s11
‰ id and θs1 “ id, we haveÿ
s12PI
1
θs2‰id
ipids1 , θs2q “
1
2
ÿ
cPCps1q`
pmc ´mιpcqqpJθKq.
The second equality of the lemma follows. 
Example 7.4.10. The left (respectively second) side of the diagram below shows a typical
instance where the left (respectively right) sum of Lemma 7.4.9 is nonzero.
Remark 7.4.11. Let θ : I Ñ J and θ1 : I 1 Ñ I be two braids such that θ ˝ θ1 is a braid. By
Lemma 7.3.23, the terms ipθs1 , θs2q` ipθ
1
s11
, θ1s12
q´ ipθs1 ˝ θ
1
s11
, θs2 ˝ θ
1
s12
q, ipθs1 , θs2q`m
`
θs1 p0`q
pθ1s12
q´
ipθs1 , θs2 ˝θ
1
s12
q and ipθ1s11
, θ1s12
q`m´
θ1
s1
1
p1´qpθs2q´ ipθ
1
s11
, θs2 ˝θ
1
s12
q in Lemma 7.4.9 are all non-negative.
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We deduce that the following assertions are equivalent:
‚ degpθq ¨ degpθ1q “ degpθ ˝ θ1q
‚ degpθ|Eq ¨ degpθ
1
|E1q “ degpθ|E ˝ θ
1
|E1q for any two-element subset E
1 Ă I 1, where E “
χpθ1qpE 1q.
If given s P I 1 with θ1s “ id or θχpθ1qpsq “ id, we have sRZexc, then degpθq ¨degpθ
1q “ degpθ ˝ θ1q
if and only if ipθθ1sp1q, θθ1s1p1qq ` ipθ
1
s, θ
1
s1q “ ippθ ˝ θ
1qs, pθ ˝ θ
1qs1q for all s ‰ s
1 in I 1.
Lemma 7.4.12. Let f : Z Ñ Z 1 be a morphism of curves. Let I and J be two finite subsets
of Z such that |fpIq| “ |fpJq| “ |I| “ |J |. Let θ : I Ñ J be a braid in Z. Let E “ ts P
I X Zf | θs “ idsu.
We have fpdegf´1pfpEqq`pθqq “ degfpEq`pfpθqq.
Proof. Assume first E “ H. Given s P I with θs “ ids, we have a bijection Cpsq
„
Ñ Cpfpsqq. It
follows that
fpmpθqq “
ÿ
sPI
θs‰ids
ÿ
cPθsp0`qYιpθsp0`qq
mcpJθKqfpecq `
ÿ
sPI
θs“ids
ÿ
cPCpsq
mcpJθKqfpecq
“
ÿ
s1PfpIq
fpθqs1‰ids1
ÿ
c1Pfpθqs1 p0`qYιpfpθqs1 p0`qq
mc1pJfpθqKqec1 `
ÿ
s1PfpIq
fpθqs1“ids1
ÿ
c1PCps1q
mc1pJfpθqKqec1
“ mpfpθqq
by Lemma 7.1.24.
Given s1 P fpIq such that fpθqs1 “ ids1, we have s
1RZ 1f . We deduce that ipθs, θtq “ ipfpθqfpsq, fpθqfptqq
for all s ‰ t P I by Lemma 7.3.22. So fpipθqq “ ipfpθqq. We deduce that the lemma holds for
θ.
Consider now the case where E ‰ H. Let θ¯ “ pθsqsPI´E. We have degE`pθq “ degE`pθ¯q
by Lemma 7.4.7; taking quotients, we obtain degf´1pfpEqq`pθq “ degf´1pfpEqq`pθ¯q. Since fpθ¯q “
pfpθqtqtPfpIq´fpEq, it follows again from Lemma 7.4.7 that degfpEq`pfpθqq “ degfpEq`pfpθ¯qq.
Since the lemma holds for θ¯, we deduce that the lemma holds for θ. 
As a consequence of Lemma 7.4.12, we have the following result.
Proposition 7.4.13. Let f : Z Ñ Z 1 be a morphism of curves and let θ1 be a non-zero map in
P‚pZ 1q. Then f#pθ1q is a sum of maps θ such that fpdegZ`
f
pθqq “ degfpZf q`pθ
1q.
Let Z1, . . . , Zr be the connected components of Z. The isomorphism (7.4.1) is compatible
with the degree function in the following sense. Given θ : I Ñ J a braid in Z, let θi be the
restriction of θ to I X Zi. The image of pdegpθ1q, . . . , degpθrqq in ΓpZq by the map of (7.3.3) is
degpθq.
Let I and J be two finite subsets of Z and let θ : I Ñ J be a braid in Z. We define
Lpθq “
ž
i1‰i2PI
Ipθi1 , θi2q.
Note that ζ ÞÑ ζ´1 induces a fixed-point free involution inv on Lpθq.
Let ζ P Lpθq. Put i1 “ ζp0q and i2 “ ζp1q. We define θ
ζ by pθζqi “ θi if i P I ´ ti1, i2u,
pθζqi1 “ θi2 ˝ ζ “ ζ¯ ˝ θi1 and pθ
ζqi2 “ θi1 ˝ ζ
´1 “ ζ¯´1 ˝ θi2 . Note that θ
ζ´1 “ θζ .
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Let Dpθq be the set of classes ζ in Lpθq such that
(a) given a class of smooth paths ζ 1 : ζp0q Ñ ζp1q such that ζ ˝ ζ 1´1 and ζ 1´1 ˝ ζ are
smooth and have the same orientation as ζ and ζ 1, and given a class of smooth paths
ζ2 : ζ¯p0q Ñ ζ¯p1q such that ζ¯ ˝ζ2´1 and ζ2´1˝ ζ¯ are smooth and have the same orientation
as ζ¯ and ζ2, then ζ 1 “ ζ or ζ2 “ ζ¯.
(b) given ζ 1 and ζ2 in Lpθq with ζ “ ζ 1 ˝ ζ2, then ζ 1 and ζ2 have opposite orientations.
Remark 7.4.14. Condition (a) above is automatically satisfied if the component of the support
of ζ is not isomorphic to S1.
The subset Dpθq of Lpθq is stable under the involution inv.
The next lemma restricts the cases where condition (b) above needs to be checked.
Lemma 7.4.15. Let ζ, ζ 1, ζ2 P Lpθq such that ζ “ ζ 1 ˝ ζ2. If ζ 1p0q P Zo and θζ1p0q “ id, then ζ
1
and ζ2 have opposite orientations.
Proof. Let z “ ζ 1p0q “ ζ2p1q. We have ζ 1 P Ipidz, θζp1qq. Since ζ¯
1 “ θζp1q ˝ ζ
1 is smooth and has
opposite orientation to ζ 1, it follows that ζ 1p0`q P ιpCpzq`q. Similarly, ζ2p1´q P ιpCpzq`q. We
deduce that ζ 1 and ζ2 have opposite orientations. 
Lemma 7.4.16. Let I 1 be a subset of I such that I ´ I 1 Ă Zo and θi “ id for i P I ´ I
1.
We have Dpθ|I 1q Ă Dpθq.
Proof. We have Lpθ|I 1q Ă Lpθq and Lemma 7.4.15 shows that Dpθ|I 1q Ă Dpθq. 
Example 7.4.17. In the picture below, the left side shows a valid braid θ, for which the
conclusion of Lemma 7.4.15 holds. For contrast, the right side shows a braid θ that is disallowed
since θi2 is not oriented, and the conclusion of Lemma 7.4.15 fails.
7.4.3. Strands on S1. Let Z “ S1, viewed as an unoriented manifold. Fix a family a “
ta1, . . . , anu of cyclically ordered points on S
1, i.e., aj “ e
iej for some real numbers e1 ă ¨ ¨ ¨ ă en
with en ´ e1 ă 2π.
Fix r1, r P t1, . . . , nu. There is a bijection
Fr1,r : r
1 ´ r ` nZ
„
Ñ HomΠpS1qpar, ar1q :
it sends l to the homotopy class of paths going in the positive direction and winding t l
n
u times
around S1, if l ě 0, and to the homotopy class of paths going in the negative direction and
winding t´l
n
u times around S1, otherwise.
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We put
Fr “
ÿ
r1
Fr1,r : Z
„
Ñ
ž
r1
HomΠpS1qpar, ar1q.
Given r, r1 P t1, . . . , nu and l, l1 P Z with r1´ r “ l pmod nq, we have Frpl` l
1q “ Fr1pl
1q ˝Frplq.
Note also that given j P t1, . . . nu and j1 P Z, we have
supppFjpj
1 ´ jqq “
$’&
’%
S1 if |j1 ´ j| ě n
teiu | ej ď u ď ej2 ` 2πδj1ąn if j
1 ´ j P t0, . . . , n´ 1u
teiu | ej2 ´ 2πδj1ď0 ď u ď ej if j ´ j
1 P t0, . . . , n´ 1u
where j2 P t1, . . . , nu and j2 ´ j1 P nZ.
We denote by ~S1 the oriented curve S1. Fix z “ eix P S1 with x ă e1 and en ´ x ă 2π and
Ω a connected open neighbourhood of z in S1 containing no ai. Let I “ S
1 ´ tzu unoriented
and ~I “ S1 ´ tzu oriented. We define 9S1 to be the curve S1 with p 9S1qo “ Ω with its standard
orientation.
Proposition 7.4.18. There is an isomorphism of pointed categories F : pSnq`
„
Ñ P‚
a
pS1q given
by F pJq “ tajujPJ˜Xr1,ns and F pσqaj “ Fjpσpjq ´ jq for σ a map of Sn.
It restricts to isomorphisms of pointed categories
pS`n q`
„
Ñ P‚
a
p 9S1q, pS``n q`
„
Ñ P‚
a
p~S1q, pSfnq`
„
Ñ P‚
a
pIq and pSf``n q`
„
Ñ P‚
a
p~Iq.
Proof. Consider J, J 1 Ă Z{n. We have an injective map f : HomSnpJ, J
1q Ñ ZJ , σ ÞÑ pσpjq ´
jqqb, where j P t1, . . . , nu and b “ j ` nZ. The image of that map is the set of those c P Z
J
such that tcb ` bub “ J
1 and we obtain a bijection
HomSnpJ, J
1q
„
Ñ Hom
P‚
a
p~S1qptajujPJ˜Xr1,ns, taj1uj1PJ˜ 1Xr1,nsq
σ ÞÑ
`
Fj1,jpfpσqj`nZq
˘
jPJ˜Xr1,ns, j1PJ˜ 1Xr1,ns, σpjq´j1PnZ
.
We deduce that F induces a bijection on pointed Hom-sets. Consider now σ : J Ñ J 1 and
σ1 : J 1 Ñ J2 two maps in Sn. Given j P J˜ X r1, ns, we have
F pσ1σqaj “ Fjpσ
1σpjq ´ jq “ Fjpσ
1pσpjqq ´ σpjq ` σpjq ´ jq “ Fσpjqpσ
1qaσpjq ˝ Fjpσqaj .
We deduce that F is a functor and the first statement of the proposition follows.
Consider now σ P HomSnpJ, J
1q.
The map F pσq is in P‚
a
p 9S1q if and only if σpjq ě 0 for all j P r1, ns X J˜ , hence if and only if
σ is in S`n .
The map F pσq is in P‚
a
p~S1q if and only if σpjq ´ j ě 0 for all j P J˜ , hence if and only if σ is
in S``n .
The map F pσq is in P‚
a
pIq if and only if σpjq P r1, ns for all j P J˜ X r1, ns, hence if and only
if σ is in Sfn .
The proposition follows. 
There are morphisms of groups FR : Rn Ñ RpS
1q, αj`nZ ÞÑ JFjp1qK and FL : Ln Ñ
LpS1q, εj`nZ ÞÑ ecj , where j P t1, . . . , nu, cj “ paj, aje
iuq P Cpajq and u P Rą0 is small
enough.
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Lemma 7.4.19. Given α, β P Rn, we have FLpxα, βyq “ xFRpαq, FRpβqy and there is an
injective morphism of groups FΓ : Γn Ñ ΓpS
1q, pr, pl, αqq ÞÑ pr, pFLplq, FRpαqqq.
Let D be a subset of t1, . . . , nu ˆ t˘1u that embeds in its projection on t1, . . . , nu. Define
B : D Ñ T pS1q by Bppi, νiqq “ ci if νi “ 1 and Bppi, νiqq “ ιpciq otherwise. The morphism FΓ
induces an injective morphism of groups FD : ΓD Ñ ΓBpDqpS
1q. We have u ă u1 if and only if
FDpuq ă FDpu
1q.
Let σ be a map in Sn. We have FRpJσKq “ JF pσqK, mpF pσqq “ FLpmpσqq, ipF pσqq “ ℓpσq
and degpF pσqq “ FΓpdegpσqq.
Proof. Let r, j P t1, . . . , nu and let j1 P Z. We have
mcrpJFjpj
1 ´ jqKq “ |ti P r ` nZ | j ď i ă j1u| ´ |ti P r ` nZ | j ą i ě j1u|
and
mιpcrqpJFjpj
1 ´ jqKq “ ´|ti P r ` nZ | j ă i ď j1u| ` |ti P r ` nZ | j ě i ą j1u|
In particular, mcrpJFjp1qKq “ δr,j and mιpcrqpJFjp1qKq “ ´δr,j`1. This shows that FR is
injective. This shows also that given i P t1, . . . , nu, we have
xJFip1qK, JFjp1qKy “ pδi,j`1 ` δi,jqFLpεj`1`nZq ´ pδi,j ` δi`1,jqFLpεj`nZq “ FLpxαi`nZ, αj`nZyq.
This shows the first equality and this shows that FR induces an injective morphism of groups
FΓ.
Taking quotients, we obtain an injective morphisms of groups FD : ΓD Ñ ΓBpDqpS
1q compat-
ible with the order.
Consider σ P HomSnpI, Jq. Given d P Z, we have JFrpdqK “ FRpαr,r`dq, hence FRpJσKq “
JF pσqK.
We have
mpF pσqq “
ÿ
r,jPI˜Xr1.ns
pmcr ´mιpcrqqpJFjpσpjq ´ jqKqecr
and
mpσq “
ÿ
r,jPI˜Xr1,ns
αj,σpjq ¨ εr`nZ.
Since
αj,σpjq ¨ εr`nZ “ pmcr ´mιpcrqqpF pσqqεr`nZ,
it follows that mpF pσqq “ FLpmpσqq.
Consider i1, i2 P I˜ with 0 ď i1 ă i2 ă n. We have ipF pσqai1 , F pσqai2 q “ ipγ1, γ2q for some
minimal paths γl in F pσqail by Lemma 7.3.22. Lemma 6.2.3 shows that ipF pσqai1 , F pσqai2 q “ˇˇ
tσpi2q´σpi1q
n
u
ˇˇ
. Lemma 6.2.2 shows now that ipF pσqq “ ℓpσq. 
Given i1, i2 P Z with i2Ri1 ` nZ, we put λpi1, i2q “ Fi11pi2 ´ i1q, where i
1
1 P r1, ns X pi1 ` nZq.
Lemma 7.4.20. Let σ be a map in Sn. Given pi1, i2q in Lpσq (resp. Dpσq), the class λpi1, i2q
is in LpF pσqq (resp. DpF pσqq) and F pσqλpi1,i2q “ F pσi1,i2q. Furthermore, λ induces bijections
Lpσq{nZ
„
Ñ LpF pσqq{inv and Dpσq{nZ
„
Ñ DpF pσqq{inv.
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Proof. Note first that, given i11 and i
1
2 two distinct elements of t1, . . . , nu, then λ induces a
bijection `
pi11 ` nZq ˆ pi
1
2 ` nZq
˘
{nZ
„
Ñ HomΠpS1qpai11 , ai12q.
Consider σ P HomSnpI, Jq and i1, i2 P I˜ with i2Ri1 ` nZ. Note that λpi1, i2q “ λpi2, i1q
´1 for
any i1, i2.
Let ζr “ F pσqair and ζ “ λpi1, i2q. We have ζ¯ “ λpσpi1q, σpi2qq. So, ζ P LpF pσqq if and only
if i1 ´ i2 and σpi1q ´ σpi2q have opposite signs. On the other hand, pi1, i2q P Lpσq if and only
if i1 ă i2 and σpi2q ă σpi1q. This shows that λpLpσqq Ă LpF pσqq and λ induces a bijection
Lpσq{nZ
„
Ñ LpF pσqq{inv.
Consider pi1, i2q P Lpσq. Let r “ t
i2´i1
n
u and s “ tσpi1q´σpi2q
n
u. We have r ą 0 if and
only if supppλpi1, i2 ´ rnqq Ĺ supppλpi1, i2qq and s ą 0 if and only if supppλpi1, i2 ` snqq Ĺ
supppλpi1, i2qq. There is i such that pi1, iq and pi, i2q are in Lpσq if and only if there are ζ
1 and
ζ2 with the same orientations in LpF pσqq such that λpi1, i2q “ ζ
2 ˝ ζ 1. We have i2 ´ i1 ą n
if and only if there is ζ 1 such that ζ , ζ 1 and ζ ˝ ζ 1´1 have the same orientation. We have
σpi1q´σpi2q ą n if and only if there is ζ
2 such that ζ¯, ζ2 and ζ¯ ˝ζ2´1 have the same orientation.
We deduce that pi1, i2q P Dpσq if and only if λpi1, i2q P DpF pσqq.
Assume now pi1, i2q P Lpσq. Let i
1
r P r1, ns X pir ` nZq for r P t1, 2u. We have
pF pσqλpi1,i2qqai1
1
“ Fi12pσpi2q ´ i2q ˝ Fi11pi2 ´ i1q “ Fi11pσpi2q ´ i1q “ pF pσ
i1,i2qqai1 .
Similarly, pF pσqλpi1,i2qqai1
2
“ pF pσi1,i2qqai2 . It follows that F pσq
λpi1,i2q “ F pσi1,i2q. This completes
the proof of the lemma. 
7.4.4. Strand category. Let Z be a curve.
We have a positivity result in the setting of Lemma 7.4.9.
Lemma 7.4.21. Let θ and θ1 be two braids such that θ˝θ1 is a braid. We have degpθq¨degpθ1q ě
degpθ ˝ θ1q.
Given D a subset of T pZq containing Z`exc and such that D X ιpDq “ H, the following
assertions are equivalent:
‚ degpθq ¨ degpθ1q “ degpθ ˝ θ1q
‚ degpθq ¨ degpθ1q and degpθ ˝ θ1q have the same image in ΓDpZq
‚ degpθq ¨ degpθ1q and degpθ ˝ θ1q have the same image in Γ¯DpZq.
Proof. Assume Z “ S1 unoriented. Let a be a family as in §7.4.3. Assume a contains θsprq and
θ1sprq for r P t0, 1u and all s. Proposition 7.4.18 and Lemma 7.4.19 show that the inequality
follows from the corresponding inequality for maps in Sn, which is given by Lemmas 6.2.1 and
6.2.5.
Given Z a non-singular connected curve, there is an injective morphism of curves Z Ñ S1,
and the lemma follows from Proposition 7.4.3 and Lemma 7.4.12. We deduce that the inequality
holds for any non-singular curve Z.
Consider now a general curve Z and let q : Zˆ Ñ Z be the non-singular cover. Since the functor
q# : addpPpZqq Ñ addpPpZˆqq is compatible with degrees (Proposition 7.4.13), if follows that
the inequality holds for Z.
The equivalence of the three assertions follows from the fact that an element of p1
2
Zě0q
π0pZq Ă
ΓZ`excpZq is zero if and only if its image in
1
2
Zě0 Ă Γ¯DpZq is zero. 
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By Lemma 7.4.21, the degree function gives a ΓZ`excpZq-filtration on the category P
‚pZq.
Definition 7.4.22. We define the strand category S‚pZq as the ΓZ`excpZq-graded pointed cate-
gory associated with the filtered pointed category P‚pZq (cf §2.3.3).
The category S‚pZq has the same objects and the same maps as the category P‚pZq. It is a
pointed category with objects the finite subsets of Z and with HomS‚pZqpI, Jq the set of braids
I Ñ J , together with a 0-element.
The product of two braids θ : I Ñ J with θ1 : J Ñ K is defined as follows:
θ1 ¨ θ “
#
θ1 ˝ θ if degpθ1 ˝ θq “ degpθ1q ¨ degpθq
0 otherwise.
Note that the strand category decomposes as a disjoint union S‚pZq “
š
ně0 S
‚pZ, nq, where
S‚pZ, nq is the full subcategory with objects subsets with n elements.
It follows from Lemma 7.4.21 that given D a subset of T pZq containing Z`exc and such that
DXιpDq “ H, the structure of ΓDpZq-graded (resp. Γ¯DpZq-graded) category on SpZq obtained
from the quotient morphism f : ΓZ`excpZq Ñ ΓDpZq (resp. f : ΓZ`excpZq Ñ Γ¯DpZq) is the same
as the graded category obtained from the structure of ΓDpZq-filtered (resp. Γ¯DpZq-filtered)
category on P‚pZq that is deduced from the structure of ΓZ`excpZq-filtered category via f .
Remark 7.4.23. We leave to the reader to check the following alternate definition of the
product in the strand category.
We have θ1 ¨ θ ‰ 0 if and only if there are parametrized braids ϑ, ϑ1 with θ “ rϑs and θ1 “ rϑ1s
and there are α : I 1 Ñ I and α1 : K Ñ K 1 two parametrized braids with I 1, K 1 Ă ZzZexc
such that ipαq “ ipα1q “ 0, α1ϑ1˝ϑ˝αsp1q ˝ ϑ
1
ϑ˝αsp1q
˝ ϑαsp1q ˝ αs is admissible for all s P I and
ipα1 ˝ θ1 ˝ θ ˝ αq “ ipα1 ˝ θ1q ` ipθ ˝ αq.
Let SpZq “ F2rS
‚pZqs, a ΓZ`excpZq-graded F2-linear category.
Let f : Z Ñ Z 1 be a morphism of curves.
Let S‚f pZq be the full subcategory of S
‚pZq with objects those finite subsets I of Z such that
|fpIq| “ |I|. We deduce from Proposition 7.4.3 and Lemma 7.4.12 a faithful ΓZ 1`excpZ
1q-graded
pointed functor f : S‚f pZq Ñ S
‚pZ 1q. Here, the ΓZ 1`excpZ
1q-grading on S‚f pZq comes from the
Γf´1pZ 1excq`pZq-grading via the morphism Γpfq.
Assume f is strict. Propositions 7.4.4 and 7.4.13 provide an additive F2-linear ΓZ 1`excpZ
1q-
graded functor f# : addpSpZ 1qq Ñ addpSf pZqq, where the ΓZ 1`excpZ
1q-grading on Sf pZq is de-
duced from the Γf´1pZ 1excq`pZq-grading via the morphism Γpfq.
If f is a quotient morphism, it follows from Proposition 7.4.5 that f# is faithful.
Given M a subset of Z, we denote by S‚MpZq the full subcategory of S
‚pZq whose objects
are the finite subsets of M . We denote by S‚M,fpZq the full subcategory of S
‚
f pZq with objects
subsets contained in M .
We put A‚pZq “ S‚ZexcpZq.
Let Z1, . . . , Zr be the connected components of Z. The isomorphism (7.4.1) induces an
isomorphism of ΓZ`excpZq-graded pointed categories
(7.4.2) S‚pZ1q ^ ¨ ¨ ¨ ^ S
‚pZrq
„
Ñ S‚pZq
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where the grading on the left hand term is deduced from the the
`śr
i“1 ΓpZiq`excpZiq
˘
-grading
via (7.3.3) and an isomorphism of F2-linear categories
(7.4.3) SpZ1q b ¨ ¨ ¨ b SpZrq
„
Ñ SpZq.
Example 7.4.24. In the example below the first row is the product in P‚pZq, while the second
row is the product in S‚pZq.
7.4.5. Generation. We equip Z with a metric. Given ξ a path in Z, we denote by |ξ| its length.
Given ζ a homotopy class of paths in Z, we put |ζ | “ |ξ|, where ξ is a minimal path in ζ . Given
θ : I Ñ J a braid in Z, we put |θ| “
ř
sPI |θs|.
Let M be a finite subset of Z.
Lemma 7.4.25. Let θ P HomS‚
M
pZqpI, Jq and θ
1 P HomS‚
M
pZqpI
1, Iq such that θ ˝ θ1 is a braid.
Let I0 be a finite subset of MzpI Y I
1 Y Jq.
If |θ| ` |θ1| “ |θ ˝ θ1|, then pθ b idI0q ¨ pθ
1 b idI0q “ pθ ¨ θ
1qb idI0.
Proof. Let s1 P I 1. Since |θθ1ps1q| ` |θ
1
s1| “ |θθ1ps1q ˝ θ
1
s1 |, it follows that ipθθ1ps1q, idiq ` ipθ
1
s1 , idiq “
ipθθ1ps1q ˝ θ
1
s1, idiq for all i P I0. As a consequence,
ippθ ˝ θ1qb idI0q ´ ipθ b idI0q ´ ipθ
1 b idI0q “ ipθ ˝ θ
1q ´ ipθq ´ ipθ1q.
The lemma follows now from Lemma 7.4.9. 
Let θ P HomS‚
M
pZqpI, Jq be a non-zero braid.
Let I0 “ ti P I | θi “ idiu. Let i P IzI0. There is a (unique) decomposition θi “ β
i ¨ αi in
S‚pZ, 1q with
‚ αip1q PMzI0
‚ |θi| “ |α
i| ` |βi|
‚ given a minimal path ξ in αi, we have ξpp0, 1qq XM Ă I0.
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We define a quiver Γpθq with vertex set IzI0. There is an arrow iÑ i
1 if αip1q “ i1.
Note that there is at most one arrow with a given source (that arrow can be a loop).
Lemma 7.4.26. Let I 1 be a non-empty finite subset of IzI0 such that
‚ if there is an arrow iÑ i1 in Γpθq with i P I 1, then i1 P I 1
‚ given i ‰ i1 P I 1, we have αip1q ‰ αi
1
p1q.
There is a (unique) decomposition θ “ θu ¨ u in S‚M pZq, where |θ| “ |θ
u| ` |u| and
ui “
#
αi if i P I 1
idi otherwise.
Proof. Note that the second assumption on I 1 show that the full subquiver of Γpθq with vertex
set I 1 is a disjoint union of oriented lines and oriented circles.
Let i1 ‰ i2 P I. If i1, i2 P IzI
1, then upi1q ‰ upi2q. Assume now i1 P I
1 and i2 P IzI
1.
Since i1 Ñ i2 is not an arrow of the quiver, we have upi1q ‰ i2, hence upi1q ‰ upi2q. Finally if
i1, i2 P I
1, then upi1q ‰ upi2q. We have shown that u is a braid.
Note that there is a (unique) decomposition θ “ θu ˝u with |θ| “ |θu| ` |u|. In order to show
that θu ¨ u ‰ 0, we can replace θ by θ|IzI0 and M by MzI0, thanks to Lemma 7.4.25. So, we
assume now that I0 “ H.
Let q : Z˜ Ñ Z be a non-singular cover of Z. Let M˜ “ q´1pMq. Let θ˜ : I˜ Ñ J˜ be the unique
lift of θ to Z˜. We have a decomposition θ˜i “ β˜
i ¨ α˜i for i P I˜ and qpα˜iq “ αqpiq.
Let I˜ 1 “ q´1pI 1q X I˜. Note that q induces a morphism of quivers Γpθ˜q Ñ Γpθq, hence I˜ 1
satisfies the assumptions of the lemma and we have a decomposition θ˜ “ θ˜u˜ ˝ u˜. Since qpu˜q “ u,
it follows that if the lemma holds for θ˜, then it holds for θ.
We assume now that Z is non-singular. If the lemma holds for connected components of Z,
it will hold for Z, hence it is enough to prove the lemma for Z connected. Assume now Z is
connected. There is an injective morphism of curves f : Z Ñ S1, where S1 is unoriented. It
the lemma holds for S1, it holds for Z.
We assume finally that Z “ S1 unoriented. Let i1 ‰ i2 P I
1 such that ipui1, ui2q ‰ 0. Note
that ui1 and ui2 have opposite directions and ipui1, ui2q “ 1. Furthermore, θir has the same
direction as uir , hence ipθi1 , θi2q “ ippθ
uqi1 , pθ
uqi2q ` 1. Given i1 ‰ i2 P I with i1RI
1, we have
ipui1 , ui2q “ 0. It follows from Remark 7.4.11 that θ
u ¨ u ‰ 0. This completes the proof of the
lemma. 
Note that the length of a map in S‚M pZq takes value in a finitely generated submonoid of
Rě0. So, a repeated application of the previous lemma provides a decomposition of any map θ
of S‚M pZq as a product θ “ un ¨ ¨ ¨u1, where ui is a map u as in the lemma.
7.4.6. Decomposition at a point. Let z0 P Zo with z0RM .
Given ζ a homotopy class of admissible paths in Z with ζ ‰ idz0 , we put µpζq “ ipζ, idz0q.
Assume µpζq ě 1. There is a unique decomposition ζ “ ζr´ ¨ ζr in S‚pZ, 1q such that
ζrp1q “ z0 and µpζ
rq “ 1.
Given θ P HomS‚
M
pZqpI, Jq, we put µpθq “
ř
sPI µpθsq. Given θ
1 P HomS‚
M
pZqpI
1, Iq with
θ ¨ θ1 ‰ 0, we have µpθ ¨ θ1q “ µpθq ` µpθ1q.
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Lemma 7.4.27. Let θ P HomS‚
M
pZqpI, Jq with µpθq ě 2.
There exists a decomposition θ “ r1pθq¨rpθq in SMpZq with µprpθqq “ 1 and with the following
property.
Let s P I such that µprpθqsq “ 1. Given s
1 P I such that µpθs1q ě 1 and supppθ
r
s1q Ă supppθ
r
sq,
then s1 “ s.
Proof. We prove the lemma by induction on |θ|. Assume there is a set I 1 satisfying the as-
sumptions of Lemma 7.4.26 and such that µpuq “ 0. By induction, there is a decomposition
θu “ r1pθuq ¨ rpθuq as in the lemma. Now rpθq “ rpθuq ¨ u and r1pθq “ r1pθuq satisfy the
requirements of the lemma.
Assume now that given any set I 1 satisfying the assumptions of Lemma 7.4.26, we have
µpuq ě 1.
Let s P I with µpθsq ě 1 such that given s
1 P I with µpθs1q ě 1, we have supppθ
r
sq Ă supppθ
r
s1q.
Given s1 P Iztsu, we have µpαs
1
q “ 0 (notations of §7.4.5).
Let I 1 be the set of s1 P I such that there is a sequence s0 “ s, s1, . . . , sr “ s
1 of elements of
I such that si Ñ si`1 is an arrow of Γpθq for 0 ď i ă r. Assume there exist s1, . . . , sd in I
1zts0u
such that sd “ s1 and si Ñ si`1 is an arrow of Γpθq for 1 ď i ă d. Then I
2 “ ts1, . . . , sdu
satisfies the assumptions of Lemma 7.4.26. On the other hand, we have µpαs
1
q “ 0 for s1 P I2,
hence we get a contradiction. It follows that I 1 is a cycle or a line and it satisfies the assumptions
of Lemma 7.4.26. The braids r1pθq “ θu and rpθq “ u of Lemma 7.4.26. satisfy the requirements
of the lemma. 
7.4.7. Differential. Let us start with a description of ipθq in terms of Lpθq, using our previous
analysis of S1.
Let f : Z Ñ Z 1 be a morphism of curves. Given θ P HomP‚
f
pZqpI, Jq, the map f induces an
injection f : Lpθq ãÑ Lpfpθqq by the discussion above Lemma 7.3.24.
Lemma 7.4.28. Given θ1 P fpHomP‚
f
pZqpI, Jqq, the map f induces a bijection
Ť
θPf´1pθ1q Lpθq
„
Ñ
Lpθ1q. It restricts to a bijection
Ť
θPf´1pθ1qDpθq
„
Ñ Dpθ1q.
Proof. Assume first f is a non-singular cover of Z 1.
Let ζ 1 P Lpθ1q. There are i11 ‰ i
1
2 P fpIq such that ζ
1 P Ipθ1i1i
, θ1i12
q. By Lemma 7.3.24, there
are elements ζr P f
´1pθ1irq and ζ P Ipζ1, ζ2q such ζ
1 “ fpζq. We define θ P f´1pθ1q by setting
θζrp0q “ ζr and by setting θi to be any lift of θ
1
fpiq for all fpiq R ti
1
1, i
1
2u. This shows the surjectivity
part of the first statement of the lemma.
Consider now θ and θˆ maps in P‚f pZq such that fpθq “ fpθˆq “ θ
1. Let ζ P Lpθq and ζˆ P Lpθˆq
such that fpζq “ fpζˆq “ ζ 1. There are i11 ‰ i
1
2 P fpIq such that ζ
1 P Ipθ1i11
, θ1i12
q. We have
θˆζˆptq, θζptq P f
´1pθ1i1rq for t P t0, 1u. It follows from Lemma 7.3.24 that ζ “ ζˆ. So, the first
statement of the lemma holds.
Assume now f is an open embedding. The injectivity of the first map of the lemma is clear,
while the surjectivity follows from Lemma 7.3.25.
We deduce the first part of the lemma for Z and Z 1 non-singular and the general case follows
now by taking non-singular covers of Z and Z 1 and the lift of f .
Let us prove now the second statement of the lemma about Dpθq.
Consider θ P f´1pθ1q and ζ P Lpθq. It is clear that if fpζq P Dpθ1q, then ζ P Dpθq.
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Assume now ζ P Dpθq. Fix i1 ‰ i2 P I so that ζ P Ipθi1 , θi2q.
Let ζ 1, ζ2 P Lpθ1q such that fpζq “ ζ 1 ˝ ζ2. Let z “ ζ 1p0q “ ζ2p1q. If |f´1pθ1zq| ą 1, then z P Zo
and θ1z “ id, hence ζ
1 and ζ2 have opposite orientations by Lemma 7.4.15. Assume now θ1z has
a unique lift. Let ζˆ 1 and ζˆ2 be the unique lifts of ζ 1 and ζ2 (first part of the lemma). By unicity
of lifts, we have ζ “ ζˆ 1 ˝ ζˆ2. We have ζˆ 1, ζˆ2 P Lpθq, hence ζˆ 1 and ζˆ2 have opposite orientations.
It follows that ζ 1 and ζ2 have opposite orientations as well.
Consider now ζ 1 : fpi1q Ñ fpi2q a smooth homotopy class of paths such that fpζq ˝ ζ
1´1 and
ζ 1´1 ˝ fpζq are smooth and have the same orientation as fpζq and ζ 1. Let ζˆ 1 be the unique lift
of ζ 1. Since fpζq ˝ ζ 1´1 is smooth, it follows that ζˆ 1p0q “ i1 and ζ ˝ ζˆ
1´1 is smooth and has the
same orientation as ζ . Similarly, ζˆ 1p1q “ i2 and ζˆ
1´1 ˝ ζ is smooth and has the same orientation
as ζ . A similar statement holds for ζ replaced by ζ¯. We deduce that fpζq P Dpθ1q. 
Remark 7.4.29. The picture below shows what would go wrong in Lemma 7.4.28 if we allowed
unoriented points in Zexc. In the proof, we need ζˆ
1 and ζˆ2 to be in Lpθq, which would not be
true if this example were valid.
Proposition 7.4.30. Let θ P HomP‚pZqpI, Jq. We have ipθq “
ř
ΩPπ0pZq
|pLpθq XΩq{inv|eΩ. In
particular, Lpθq is finite.
Proof. The statement is true for Z “ S1 unoriented by Lemmas 3.2.3, 7.4.19 and 7.4.20. It
follows from Lemmas 7.4.28 and 7.3.22 that it holds for any connected non-singular Z, by
embedding it in S1. So, the lemma holds for any non-singular Z. By realizing an arbitrary
Z as a quotient of its non-singular cover, we deduce from Lemmas 7.4.28 and 7.3.22 that the
lemma holds for any Z. 
Given f : Z Ñ Z 1 a morphism of curves, given θ P HomP‚
f
pZqpI, Jq and given ζ P Lpθq, we
have fpθζq “ fpθqfpζq.
Lemma 7.4.31. Given θ P HomP‚pZqpI, Jq and ζ P Lpθq, we have θ
ζ P HomP‚pZqpI, Jq. We
have ζ P Dpθq if and only if degDpθ
ζq “ degDpθq ´ 1 for some (or equivalently, any) finite
subset D of T pZq such that D X ιpDq “ H.
Proof. Let us shows the first statement. We can assume θζ
ζp0q ‰ id.
Assume θζ
ζp0q has the same orientation as ζ
´1. We have θζp1q “ θ
ζ
ζp0q ˝ ζ
´1. If γ and γ1 are
minimal paths in θζ
ζp0q and ζ
´1, then γ ˝ γ1 is a minimal path in θζp1q. Since γ ˝ γ
1 is admissible,
it follows that γ is admissible, hence θζ
ζp0q is admissible.
Otherwise, θζζp0q has the same orientation as ζ¯
´1 and θζp0q “ ζ¯
´1 ˝ θζζp0q, hence we deduce as
above that θζζp0q is admissible.
Similarly, θζζp1q is admissible and we deduce that θ
ζ is a braid.
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Let us prove the second part of the lemma. When Z “ S1 unoriented, this holds by Lemmas
7.4.20, 6.2.8 and 7.4.19 and Proposition 7.4.18. We deduce that the lemma holds when Z is
a connected non-singular curve, by embedding Z in S1. So, it holds when Z is a non-singular
curve (since supppζq is contained in a connected component of Z).
Consider now a general Z and the non-singular cover q : Zˆ Ñ Z. There is a braid θˆ in
Zˆ with qpθˆq “ θ (Lemma 7.4.5) and there is ζˆ P Lpθˆq such that ζ “ qpζˆq (Lemma 7.4.28).
The considerations above show that θˆζˆ is a braid in Zˆ, hence θζ “ qpθˆζˆq is a braid in Z. The
statement on degrees follows from Lemmas 7.4.28 and 7.4.12. 
Given θ P HomS‚pZqpI, Jq, we put
dpθq “
ÿ
ζPDpθq{inv
θζ P HomSpZqpI, Jq.
Note that the set Dpθq is finite by Proposition 7.4.30.
Theorem 7.4.32. The map d equips SpZq with a structure of differential F2-linear category
and S‚pZq with a structure of differential pointed catgory.
Let f : Z Ñ Z 1 be a morphism of curves.
‚ The functor f : S‚f pZq Ñ S
‚pZ 1q is a faithful pointed functor and its restriction to
S‚tzPZ | |f´1fpzq|“1upZq is a differential pointed functor.
‚ If f is strict, then f# : addpSpZ 1qq Ñ addpSf pZqq is a differential functor commuting with
coproducts.
‚ If f is a quotient morphism, then f# is faithful and every map in S‚pZ 1q is in the image
by f of a map of S‚f pZq.
Proof. Lemma 7.4.28 shows that dpf#pθ1qq “ f#pdpθ1qq for any θ1 and that dpfpθqq “ fpdpθqq
if |f´1fpθq| “ 1.
Assume Z “ S1 (unoriented) and consider a finite subset a of Z as in §7.4.3. We use the
notations of that section. It follows from Lemma 7.4.19 that the isomorphism F of Proposition
7.4.18 induces an isomorphism of F2-linear categories F : F2rHns
„
Ñ SapZq. It follows now
from Lemma 7.4.20 that this isomorphism commutes with d. In particular, d is a differential
on SapZq. Since this holds for any finite subset a of Z, we deduce that d is a differential on
SpZq.
Consider now a non-singular connected Z and an injective morphism of curves f : Z ãÑ S1.
Since f induces a faithful F2-linear functor SpZq Ñ SpS
1q commuting with d, we deduce that
d is a differential on SpZq.
The decomposition (7.4.3) is compatible with d, hence d is a differential on SpZq for any
non-singular Z.
Consider now a general Z and q : Zˆ Ñ Z its non-singular cover. Since the additive F2-linear
functor q# commutes with d, it follows that d is a differential on SpZq.
The last statement of the theorem follows from Lemma 7.3.17. 
There is an isomorphism of differential pointed categories
(7.4.4) S‚pZoppq
„
Ñ S‚pZqopp, I ÞÑ I, θ ÞÑ pθ´1s qs.
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Note that the construction Z ÞÑ addpSpZqq and f ÞÑ f# defines a contravariant functor from
the category of curves with strict morphisms to the category of differential categories.
7.4.8. Strands on non-singular curves. We consider as in §7.4.3 a family a “ ta1, . . . , anu of
points on S1 and z P S1 ´ a such that a1, . . . , an, z is cyclically ordered.
The next proposition follows immediately from Proposition 7.4.18 and Lemmas 7.4.19 and
7.4.20.
Proposition 7.4.33. The functor F induces an isomorphism of differential pointed categories
Hn Ñ S
‚
a
pS1q. It restricts to isomorphisms of differential pointed categories
H`n Ñ S
‚
a
p 9S1q, H``n Ñ S
‚
a
p~S1q, Hfn Ñ S
‚
a
pIq and Hf``n Ñ S
‚
a
p~Iq.
Consider Z “ Rą0 as an unoriented curve. We denote by S
‚
bpRą0q the full subcategory
of S‚pRą0q with objects the subsets of the form t1, . . . , nu for some n P Zě0. We define a
monoidal structure on the differential pointed category S‚bpRą0q by t1, . . . , nu b t1, . . . , mu “
t1, . . . , n`mu and θ2 “ θ b θ1 is defined by θ2i “ θi if i ď n and θ
2
i “ θ
1
i´n otherwise.
The next theorem follows immediately from Proposition 7.4.33.
Theorem 7.4.34. There is an isomorphism of differential pointed monoidal categories U‚
„
Ñ
S‚bpRą0q defined by e ÞÑ t1u and τ maps to the non-zero and non-identity element of EndS‚pRą0qpt1, 2uq.
7.4.9. Products and divisibility.
Lemma 7.4.35. Consider braids θ2 : I Ñ J and θ1 : J Ñ K and assume θ “ θ1 ¨θ2 is non-zero.
Let ζ P DpθqzpDpθq XDpθ2qq. Assume ζ and ζ´1 are oriented.
Define α2 : I Ñ J by
α2s “
$’&
’%
θ2ζp1q ˝ ζ if s “ ζp0q
θ2ζp0q ˝ ζ
´1 if s “ ζp1q
θ2s otherwise.
Let ζ 1 “ θ2ζp1q ˝ ζ ˝ pθ
2
ζp0qq
´1 and α1 “ pθ1qζ
1
. Then α2 and α1 are braids and θ “ α1 ¨ α2.
Proof. Since ζ and ζ´1 are oriented, it follows that α2s is oriented for all s. Also, it follows from
Lemma 7.4.31 that α1 is a braid.
Consider first the case where Z “ S1 unoriented. In that case, the lemma follows from
Proposition 7.4.33 and Lemmas 7.4.20 and 6.2.9.
Assume now Z is smooth and connected. There is an injective morphism of curves f : Z Ñ
S1, where S1 is unoriented. Since the lemma holds for S1, we deduce that it holds for Z.
When Z is only assumed to be smooth, the lemma follows from the case of the connected
component containing ζ .
Consider now the general case. Let f : Z˜ Ñ Z be a smooth cover. Let θ˜ be a braid lifting θ.
There are unique braids θ˜1 and θ˜2 in Z˜ with θ˜ “ θ˜1 ¨ θ˜2 and fpθ˜1q “ θ1, fpθ˜2q “ θ2. There is a
unique ζ˜ P Dpθ˜q with fpζ˜q “ ζ (Lemma 7.4.28). We have ζ˜RDpθ˜2q (Lemma 7.4.28). Since the
lemma holds for Z˜, we deduce it holds for Z. 
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7.4.10. Subcurves. Let Z be a curve.
Let S and T be two finite subsets of Z. Let S1 be a subset of S and S2 “ SzS1. Let T1 be a
subset of T and T2 “ T zT1. Let Φi P HomS‚pZqpSi, Tiq. We define Φ “ Φ1bΦ2 P HomS‚pZqpS, T q
by Φs “ pΦiqs when s P Si. This gives an injective map of pointed sets
HomS‚pZqpS1, T1q ^ HomS‚pZqpS2, T2q ãÑ HomS‚pZqpS, T q.
Note that this is not compatible with composition in general. We obtain an isomorphism of
pointed sets ł
T 11ĂT
|T 11|“|S1|
`
HomS‚pZqpS1, T
1
1q ^ HomS‚pZqpS2, T zT
1
1q
˘ „
Ñ HomS‚pZqpS, T q.
We have corresponding morphisms of F2-modules between Hom-spaces in SpZq. Note these
are not compatible with the differential.
Assume S2 “ T2. The map Φ1 ÞÑ Φ1 b idS2 defines a canonical embedding of pointed sets
(not compatible with the differential nor the multiplication in general)
HomS‚pZqpS1, T1q ãÑ HomS‚pZqpS1 \ S2, T1 \ S2q.
Given Z1 and Z2 two disjoint closed subcurves of Z, we obtain a faithful differential pointed
functor
S‚pZ1q ^ S
‚pZ2q Ñ S
‚pZq, pS1, S2q ÞÑ S1 \ S2.
Let Z1, . . . , Zr be the connected components of Z. The construction above induces an iso-
morphism of differential pointed categories (cf (7.4.2))
(7.4.5) S‚pZ1q ^ ¨ ¨ ¨ ^ S
‚pZrq
„
Ñ S‚pZq, pS1, . . . , Srq ÞÑ S1 \ ¨ ¨ ¨ \ Sr.
Let us record a case where the tensor product construction b is compatible with composition
and the differential in the following immediate lemma.
Lemma 7.4.36. Let M be a subset of Z and let Z 1 be a subcurve of Z. Assume that given an
admissible homotopy class of paths ζ in Z with endpoints in M , there is an admissible path γ
in ζ contained in Z ´ Z 1. There is a faithful functor of differential pointed categories
S‚MpZq ^ S
‚pZ 1q Ñ S‚MYZ 1pZq
pS, T q ÞÑ S \ T
pα, βq ÞÑ α b β “ pα b idq ¨ pidbβq “ pidbβq ¨ pα b idq.
7.4.11. Bordered Heegaard-Floer algebras. We consider a chord diagram pZ, a, µq as in §7.2.4.
Let Z1, . . . , Zl be the connected components of Z. Let ni “ |aX Zi| and let q : Z˜ Ñ Z be the
quotient map.
The isomorphism (7.4.5) associated with the decomposition Z˜ “ Z˚1
š
¨ ¨ ¨
š
Z˚l together with
the strands algebra description of §6.3.2 and the isomorphism of Proposition 7.4.33 induce an
isomorphism of differential algebras
Apn1q b ¨ ¨ ¨ bApnlq
„
Ñ EndaddpSpZ˜qqp
à
IĂa
Iq.
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The differential algebra ApZq associated to Z is a differential non-unital subalgebra of
Apn1q b ¨ ¨ ¨ b Apnlq (cf [Za, Definition 2.6] and [LiOzTh1, Definition 3.16] for the original
setting where l “ 1). There is a unique isomorphism of differential algebras
ApZq
„
Ñ EndaddpSpZqq
` à
SĂqpaq
S
˘
making the following diagram commutative
ApZq
„ //
 _

EndaddpSpZqq
`À
SĂqpaq S
˘
 _
q#

Apn1q b ¨ ¨ ¨ bApnlq „
// EndaddpSpZ˜qqp
À
IĂa Iq
8. 2-representations on strand algebras
8.1. Action on ends of curves.
8.1.1. Definition. Let ξ : Rą0 Ñ Z be an injective morphism of curves, where Rą0 is viewed
as an unoriented curve. Let M a subset of ZzξpRě1q.
We say that ξ is terminal for pZ,Mq if the following two conditions hold:
‚ given an admissible homotopy class of paths ζ in Z with endpoints in M , there is an
admissible path γ in ζ contained in ZzξpRě1q
‚ there is no admissible path in Zztξp1qu from a point of M to ξp2q.
Note that ξ is terminal for pZ,Mq if and only if ξ is terminal for pZpξq, Zpξq XMq, where
Zpξq is the component of Z containing ξpRą0q.
We say that ξ is outgoing for Z if ξpRě1q is closed in Z. Note that if ξ is outgoing for Z then
it is terminal for pZ,Mq for any M Ă ZzξpRě1q.
Remark 8.1.1. Assume ξ is not outgoing for Z and let z0 P Z such that ξpRě1qzξpRě1q “ tz0u.
Note that ξ is outgoing for Zztz0u. The map ξ is terminal for pZ,Mq if and only if z0RM and
the inclusion induces an isomorphism HomA‚pZztz0u,1qpm, zq
„
Ñ HomA‚pZ,1qpm, zq for all m P M
and z PM Y tξp1qu.
We assume now that ξ is terminal for pZ,Mq. Thanks to Lemma 7.4.36, we have a differential
pointed functor
L‚ “ L‚ξ : S
‚
MpZq ˆ S
‚
MpZq
opp ˆ U‚ Ñ diff
L‚pT, S, enq “ HomS‚pZqpS, T \ tξp1q, . . . , ξpnquq
L‚pβ, α, σqpfq “ pβ b ξpσqq ¨ f ¨ α P L‚pT 1, S 1, nq
for α P HomS‚pZqpS
1, Sq, β P HomS‚pZqpT, T
1q, σ P EndU‚pe
nq, and f P L‚pT, S, nq. We have
used the strands realization of U‚ given by Theorem 7.4.34.
We put L‚pT, Sq “ L‚pT, S, eq. As usual, we put Lξ “ F2rL
‚
ξs.
The naturality in the next lemma is immediate as in Lemma 7.4.36.
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Lemma 8.1.2. Given S ĂM and n ě 0, there is an isomorphism of functors S‚MpZq Ñ Sets
‚
(forgetting the differential)ł
S1ĂS
|S1|“n
HomS‚pZqpS
1, tξp1q, . . . , ξpnquq ^ HomS‚pZqpSzS
1,´q
„
Ñ L‚p´, S, enq
pα, βq ÞÑ α b β.
Lemma 8.1.2 shows that there is an isomorphism of functors, functorial in S and T
L‚pT,´, enq ^ L‚p´, S, emq
„
Ñ L‚pT, S, en`mq
pα, βq ÞÑ pα b ξprrÑ n ` rs1ďrďmqq ¨ β.
The functor E “ Eξ “ L
‚p´,´q gives a bimodule 2-representation on S‚M pZq. The endo-
morphism τ of L‚p´,´, e2q is given by the non-identity non-zero braid t1, 2u Ñ t1, 2u.
We have obtained the following proposition.
Proposition 8.1.3. The bimodule E and the endomorphism τ define a bimodule 2-representation
on S‚MpZq and on SM pZq.
Lemma 8.1.2 shows that Lξp´,´q is left finite.
Remark 8.1.4. Proposition 8.1.3 generalizes and make more precise a result of Douglas and
Manolescu [DouMa, §5.2].
Let pZ, a, µq be a chord diagram where Z “ r0, 1s. Let Z˜ 1 “ p0,8q, viewed as a curve with
Z˜ 1o “ Z˜ “ p0, 1q (with its usual orientation). We extend the equivalence relation from Z˜ to Z˜
1
by having all points of r1,8q alone in their class. Let Z 1 “ Z˜ 1{ „. We have Z 1o “ Zo. Let
M “ Z 1exc be the image of a in Z
1. Let ξ : Rą0 Ñ Z
1, x ÞÑ x ` 1. Note that ξ is outgoing for
Z 1.
The lax 2-representation underlying the 2-representation on SMpZq “ SMpZ
1q provided by
Proposition 8.1.3 is the ”bottom algebra module” constructed by Douglas and Manolescu, via
the identification of §5.7.
Example 8.1.5. The left picture below gives an example where ξ is terminal for pZ,Mq but
not outgoing for Z. The right picture is an example where ξ is outgoing for Z.
The picture below consider the case of a curve quotient of the disjoint union of an interval
and a circle, with an outgoing ξ at an end of the interval. The middle picture describes an
element of L‚ξp´,´, e
2q. The rightmost picture provides a different graphical representation of
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that element: the interval ξpRě1q has been moved to the bottom horizontal line.
The next remark discusses the dependence of L‚ξ on ξ.
Remark 8.1.6. Assume ξ is terminal for pZ,Mq. Consider f : Z
„
Ñ Z an isomorphism of
curves fixing M . Note that f ˝ ξ is terminal for pZ,Mq and the map f induces an isomorphism
L‚ξ
„
Ñ L‚f˝ξ.
Consider now another injective morphism of curves ξ1 : Rą0 Ñ Z such that ξ
1 is terminal
for pZ,Mq. Assume there is a connected open subset U of Zu containing ξpRą0q and ξ1pRą0q
and assume the canonical orientations on ξpRą0q and ξ
1pRą0q extend to an orientation of U .
There is an isomorphism of curves f : Z
„
Ñ Z fixing ZzU such that ξ1 “ f ˝ ξ. It induces an
isomorphism L‚ξ
„
Ñ L‚ξ1, and that isomorphism does not depend on the choice of f .
8.1.2. Approximation. Assume ξ´1pMq has no maximum. Fix an increasing sequencem0, m1, . . .
of points of p0, 1q with ξpmiq PM for all i and with limimi ą t for all t P ξ
´1pMq.
Fix n ě 0 and define the braid βr : tmr, . . . , mr`n´1u Ñ t1, . . . , nu of Rą0 by pβrqmr`i “
rmr`i Ñ i` 1s.
Let S and T be two finite subsets of M . Consider r such that mr ą ξ
´1ptq for all t P
T X ξpRą0q. There is an isomorphism
HomS‚pZqpS, T \ ξptmr, . . . , mr`n´1uqq
„
Ñ L‚pT, S, enq, α ÞÑ pidT bξpβrqq ¨ α.
It follows that there are isomorphisms functorial in S and T
(8.1.1) colimrÑ8HomS‚
M
pZqpS, T \ ξptmr, . . . , mr`n´1uqq
„
Ñ L‚pT, S, enq.
Here, the colimit is taken over the invertible maps ξpθrq, where θr : tmr, . . . , mr`n´1u Ñ
tmr`1, . . . , mr`nu is the braid in Rą0 given by pθrqms “ rms Ñ ms`1s.
We deduce that T ÞÑ pS ÞÑ L‚pT, S, enqq is isomorphic to the functor
S‚MpZq Ñ S
‚
MpZq-diff, T ÞÑ colimrÑ8 T \ ξptmr, . . . , mr`n´1uq.
8.1.3. 2-representations and morphisms of curves. Let f : Z Ñ Z 1 be a morphism of curves.
Assume ξ is terminal for pZ,Mq and f ˝ ξ is terminal for pZ 1, fpMqq.
Assume that |f´1pfpzqq| “ 1 for all z PM . Let Mf be the pS
‚
MpZq,S
‚
fpMqpZ
1qq-bimodule cor-
responding to f , i.e. given byMfpS, S
1q “ HomS‚pZ 1qpS
1, fpSqq. There is a morphism of functors
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Eξ ^S‚
M
pZq Mf Ñ Mf ^S‚
fpMq
pZ 1q Ef˝ξ defined as making the following diagram commutative
HomS‚pZqp´, T \ tξp1quq ^ HomS‚pZ 1qpS
1, fp´qq

β^α1 ÞÑfpβq¨α1
// HomS‚pZ 1qpS
1, fpT q \ tf ˝ ξp1quq
HomS‚pZ 1qp´, fpT qq ^ HomS‚pZ 1qpS
1,´\ tf ˝ ξp1quq
„
β1^α1 ÞÑpβ1bidf˝ξp1qq¨α
1
22❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞
The following lemma is a consequence of (8.1.1).
Lemma 8.1.7. If ξ´1pMq has no maximum, then the construction above gives an isomorphism
Eξ ^S‚
M
pZq Mf
„
ÑMf ^S‚
fpMq
pZ 1q Ef˝ξ,
and f provides a morphism of bimodule 2-representations L‚f˝ξ Ñ L
‚
ξ .
We consider now an arbitraryM but we assume that f is strict. LetMf# be the pSfpMqpZ
1q,SMpZqq-
bimodule corresponding to f#, i.e. given byMf#pS
1, Sq “
À
p:S1ÑZ, f˝p“idS1
HomSM pZqpS, ppS
1qq.
There is a morphism of functors Ef˝ξ bSfpMqpZ 1q Mf# Ñ Mf# bSM pZq Eξ defined as making
the following diagram commutativeà
p:´ÑZ
f˝p“id
HomSpZ 1qp´, T
1 \ tf ˝ ξp1quq b HomSpZqpS, pp´qq

β1^αÞÑf#pβ1q¨α
//
à
p:T 1ÑZ
f˝p“idT 1
HomSpZqpS, ppT
1q \ tξp1quq
à
p:T 1ÑZ
f˝p“idT 1
HomSpZqp´, ppT
1qq b HomSpZqpS,´\ tξp1quq
„
β^αÞÑpβbidtξp1quq¨α
33❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
The following lemma is a consequence of (8.1.1).
Lemma 8.1.8. If ξ´1pMq has no maximum, then the construction above gives an isomorphism
Ef˝ξ bSfpMqpZ 1q Mf#
„
ÑMf# bSM pZq Eξ,
and f# provides a morphism of bimodule 2-representations Lξ Ñ Lf˝ξ.
8.1.4. Twisted object description. We explain how to obtain a version of Lemma 8.1.2 with a
differential.
We say that a homotopy class of path in Zpξq is positive if it has the same orientation as
ξpr1Ñ 2sq.
Fix a finite subset S of M and n ě 0.
Let S2 be a subset of S with n elements, let s1 P SzS2 and s2 P S2. Let ζ : s2 Ñ s1 be a
positive smooth homotopy class of paths in Z. We put S 1 “ pS2zts2uq \ ts1u.
We define a map
gS2,ζ : HomS‚pZqpS
2, tξp1q, . . . , ξpnquq Ñ HomS‚pZqpS
1, tξp1q, . . . ξpnquq ^ HomS‚pZqpSzS
1, SzS2q.
We put
gS2,ζpαq “ pα|S1zts1u b pαs2 ˝ ζ
´1qq ^ pidSzpS2\ts1uq bζq
if
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‚ αs2 ˝ ζ
´1 is smooth
‚ and given s P S2zts2u and ζ 1 : s Ñ s1 and ζ2 : s2 Ñ s smooth positive with ζ “ ζ 1 ˝ ζ2
and with αs2 ˝ ζ
2´1 smooth, then αs2 ˝ ζ
2´1 ˝ α´1s is negative.
We put gS2,ζpαq “ 0 otherwise.
Remark 8.1.9. Note that if αs2 ˝ ζ
´1 is smooth, then the support of ζ is contained in Zpξq.
Given α non-zero, if ζ is positive, then both αs2 ˝ζ
´1 and ζ are oriented, since αs2 is oriented.
We obtain a map fS2,ζ : α ^ β ÞÑ pid^βq ˝ gS2,ζpαq
HomS‚pZqpS
2, tξp1q, . . . , ξpnquq^HompSzS2,´q Ñ HomS‚pZqpS
1, tξp1q, . . . ξpnquq^HomS‚pZqpSzS
1,´q.
Let rpS2q be the number of pairs ps2, sq P S2 ˆ pSzS2q such that there exists a positive path
s2 Ñ s.
We define now
Vr “
à
S1ĂS, |S1|“n
rpS1q“r
HompS 1, tξp1q, . . . , ξpnquq b HomSpZqpSzS
1,´q P SM pZq-diff .
Given r1 ă r2, define fr1,r2 “
ř
S2,ζ fS2,ζ, where
‚ S2 is a subset of S with |S2| “ n and rpS2q “ r2
‚ ζ is a positive admissible homotopy class of paths in Z with ζp0q P S2 and ζp1q P SzS2
such that supppζq X S2 “ ts2u and rppS2ztζp0quq \ tζp1quq “ r1.
Let V “ VnpSq “
À
r Vr and let dV “
ř
r dVr `
ř
r1,r2 fr1,r2 . We will show below (Proposition
8.1.10) that d2V “ 0, i.e. V is the object of SMpZq-diff corresponding to the twisted object
r
À
Vr, pfr1,r2qs.
Proposition 8.1.10. Given S Ă M and n ě 0, then d2VnpSq “ 0 and the map of Lemma 8.1.2
defines an isomorphism of functors SMpZq Ñ k-diff
VnpSq
„
Ñ Lp´, S, enq.
Proof. By Remark 8.1.1, we can assume ξ is outgoing for Z. We will show that
(8.1.2) the isomorphism of Lemma 8.1.2 is compatible with the differentials.
The proposition will follow immediately from (8.1.2).
Let S2 be a subset of S with n elements, and let T be a finite subset of M . Let a :
HomS‚pZqpS
2, tξp1q, . . . ξpnquq ^HomS‚pZqpSzS
2, T q Ñ L‚pT, S, enq be the map of Lemma 8.1.2.
Let α P HomS‚pZqpS
2, tξp1q, . . . ξpnquq and β P HomS‚pZqpSzS
2, T q. Let θ “ α b β “ apα ^ βq.
The statement (8.1.2) will follow from the following property:
(8.1.3) apdpα b βqq “ dpθq.
We have
apdpαb βqq “ dpαqb β ` α b dpβq `
ÿ
ζ
appidbβq ¨ gS2,ζpαqq
where ζ runs over positive admissible homotopy classes of paths starting in S2 and ending in
SzS2.
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We have
Dpθq{inv “
`
Dpαq{inv
˘
\
`
Dpβq{inv
˘
\
ž
ps1,s2qPS2ˆpSzS2q
Ipαs1, βs2q XDpθq.
Fix ps1, s2q P S
2 ˆ pSzS2q. Let S 1 “ pS2zts1uq \ ts2u. Let ζ be a smooth path s1 Ñ s2. Let
u1 “ idSzpS1\ts1uq bζ . Write gS2,ζpαq “ v^u with u : SzS
1 Ñ SzS2 and v : S 1 Ñ tξp1q, . . . , ξpnqu.
We take u “ 0 and v “ 0 if gS2,ζpαq “ 0. If gS2,ζpαq ‰ 0, then u “ u
1.
Assume pβ ¨ uq ‰ 0. Then αs1 ˝ ζ
´1 and βs2 ˝ ζ are smooth, and ζ and ζ¯ have opposite
orientations, since ζ¯ is negative (it starts in ξpZě1q and ends in M). It follows that ζ P Lpθq.
Assume ζ P Lpθq. Since ζ¯ is negative, it follows that ζ is positive, then pθζqs “ θs for
sRts1, s2u, while pθ
ζqs1 “ βs2 ˝ ζ and pθ
ζqs2 “ αs1 ˝ ζ
´1. We deduce that pβ ¨ uq b v “ θζ if
β ¨ u ‰ 0. So, the assertion (8.1.3) is a consequence of the following:
(8.1.4) given ζ P Lpθq positive, we have β ¨ u ‰ 0 if and only if ζ P Dpθq.
We will prove that statement by reduction to the non-singular case. Let f : Zˆ Ñ Z be
a non-singular cover. The morphism ξ : Rą0 Ñ Z lifts uniquely to a morphism of curves
ξˆ : Rą0 Ñ Zˆ. Let Mˆ “ f
´1pMq and let αˆ : Sˆ2 Ñ tξˆp1q, . . . ξˆpnqu and ζˆ be the unique lifts of α
and ζ to Zˆ. There exists subsets Sˆ, Tˆ of Mˆ and a lift βˆ : SˆzSˆ2 Ñ Tˆ of β such that ζˆ P Lpθˆq,
where θˆ “ αˆ b βˆ (Lemma 7.4.28). We have ζ P Dpθq if and only if ζˆ P Dpθˆq (Lemma 7.4.28).
Write gSˆ2,ζˆpαˆq “ vˆ ^ uˆ as above. We have fpuˆq “ u and fpvˆq “ v. We have gS2,ζpαq ‰ 0 if
and only if gSˆ2,ζˆpαˆq ‰ 0. Finally, β ¨u ‰ 0 if and only if βˆ ¨ uˆ ‰ 0. This completes the reduction
of (8.1.4) to the case of Zˆ.
So, we now prove (8.1.4) assuming Z is smooth. Note that Zpξq is isomorphic (as a 1-
dimensional space) to an interval of R. We consider ζ : s1 Ñ s2 in Lpθq positive with s1 P S
2
and s2 P SzS
2.
Remark 7.4.11 shows that β ¨ u1 ‰ 0 if and only if ipβs, βs2 ˝ ζq “ ipβs, βs2q ` ipids, ζq for all
s P SzpS 1 \ ts1uq. That equality is always satisfied unless there are ζ
2 : s1 Ñ s and ζ
1 : sÑ s2
positive. In that case, ζ¯2 is negative and the equality is satisfied if and only if ζ¯ 1 is positive.
We have u ‰ 0 if and only if given ζ2 : s1 Ñ s and ζ
1 : sÑ s2 positive with s P S
1zts2u, then
ζ¯2 “ αs2 ˝ ζ
2 ˝ α´1s1 is positive.
We deduce that ζ P Dpθq if and only if β ¨ u ‰ 0. The proposition follows. 
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Example 8.1.11. The picture below gives two examples of description of the map gS2,ζ.
8.1.5. Right action. Consider now ξ1 : Ră0 Ñ Z an injective morphism of curves, where Ră0
is unoriented. Identifying pRă0q
opp with Rą0 by x ÞÑ ´x, we obtain a morphism of curves
ξ : Rą0 Ñ Z
opp. Let M be a subset of Zzξ1pRď´1q.
We say that ξ1 is initial for pZ,Mq if ξ is terminal for pZopp,Mq and that ξ1 is incoming for
Z if ξ1pRď´1q is closed in Z.
Assume ξ1 is initial for pZ,Mq. As in the left action case, we define a differential functor
R‚ “ R‚ξ1 : C ˆ C
opp ˆ U Ñ k-diff
R‚pS, T, enq “ HompT \ tξ1p´1q, . . . , ξ1p´nqu, Sq
R‚pβ, α, σqpfq “ β ¨ f ¨ pα b ξ1pσrevoppqq P R‚pS 1, T 1, nq
for α P HomS‚pZqpT
1, T q, β P HomS‚pZqpS, S
1q and σ P EndU‚pe
nq, and f P R‚pS, T, nq.
We put R‚ξpS, T q “ R
‚
ξpS, T, eq and Rξ “ F2rR
‚
ξs.
Recall that the isomorphism (7.4.4) of differential categories S‚MpZq
„
Ñ S‚M pZ
oppqopp. This
isomorphism provides an isomorphism R‚ξ1pS, T, e
nq
„
Ñ L‚ξpT, S, e
nq functorial in S, T and en.
In particular, R‚ provides a ”right” 2-representation on S‚MpZq and all results of §8.1.1–8.1.4
have counterparts for R‚.
Given S ĂM and n ě 0, there is an isomorphism of functorsł
S1ĂS
|S1|“n
HomS‚pZqptξ
1p´1q, . . . , ξ1p´nqu, S 1q ^ HomS‚pZqp´, SzS
1q
„
Ñ R‚pS,´, enq.
There is an isomorphism of functors, functorial in S and T
R‚pT,´, enq ^R‚p´, S, emq
„
Ñ R‚pT, S, en`mq
pα, βq ÞÑ α ¨ pβ b ξ1pr´m´ r Ñ ´rs1ďrďnqq.
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Assume there is a decreasing sequence m0, m´1, . . . of points of ξ
1´1pMq with limimi ă t for
all t P ξ1´1pMq.
We obtain as in (8.1.1) isomorphisms functorial in S and T
(8.1.5) colimrÑ8HomS‚
M
pZqpT \ ξ
1ptm´r, . . . , m´r´n`1uq, Sq
„
Ñ R‚pS, T, enq.
Let us finally consider functoriality as in §8.1.3. Let f : Z Ñ Z 1 a morphism of curves and
assume f ˝ ξ1 is initial for pZ 1, fpMqq.
The functor f : S‚f,MpZq Ñ S
‚
fpMqpZ
1q induces a morphism of bimodule 2-representations
R‚f˝ξ1 Ñ R
‚
ξ1, when |f
´1pfpzqq| “ 1 for all z PM .
If f is strict, then the functor f# : addpSfpMqpZ
1qq Ñ addpSMpZqq induces a morphism of
bimodule 2-representations Rξ1 Ñ Rf˝ξ1.
Remark 8.1.12. As in Remark 8.1.4, we recover the construction of ”top algebra module” of
Douglas and Manolescu by taking the underlying lax 2-representation of Rξ1.
Example 8.1.13. As in Example 8.1.5, we use an alternative graphical description for R‚ξ1.
This is illustrated in the example of R‚ξ1p´,´, e
2q below.
8.1.6. Duality. Let Z 1 “ R be the smooth curve with Z 1o “ p´
1
2
, 1
2
q, with its standard orienta-
tion. Consider a morphism of curves ξ˜ : Z 1 Ñ Z such that ξ˜pZ 1q is a component of Z.
Fix an increasing homeomorphism α : Rą0
„
Ñ Rą 1
2
fixing the positive integers and define
α1 : Ră0
„
Ñ Ră´ 1
2
by α1ptq “ ´αp´tq. Let ξ` “ ξ˜ ˝ α : Rą0 Ñ Z and ξ
´ “ ξ˜ ˝ α1 : Ră0 Ñ Z.
These are injective morphisms of curves, ξ` is outgoing for Z and ξ´ is incoming for Z.
Given n ě 0, we denote by θpnq P HomS‚pZ 1qpt´n, . . . ,´1u, t1, . . . , nuq the braid given by
θpnq´i “ r´iÑ is.
Let T and T 1 two finite subsets of Z and I Ă Zě1 finite. Assume that ξ˜p´Iq Ă T and that
given x P R with x ă i for all i P ´I, we have ξ˜pxqRT . Assume also that ξ˜pIq Ă T 1 and that
given x P R with x ą i for all i P I, we have ξ˜pxqRT 1.
We consider the pointed map
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κI : HomS‚pZqpT, T
1q Ñ HomS‚pZqpT zpT X ξ˜p´Iqq, T
1zpT 1 X ξ˜pIqqq
θ ÞÑ
#
pθtqtPT zξ˜p´Iq if χpθqpξ˜p´iqq “ ξ˜piq for i P I
0 otherwise.
We put κn “ κt1,...,nu. Note that κn “ κtnu ˝ ¨ ¨ ¨ ˝ κt2u ˝ κt1u.
Let f : Z Ñ Z¯ be a morphism of curves such that f ˝ ξ˜ is a homeomorphism from Z 1 to a
component of Z¯. Put ˜¯ξ “ f ˝ ξ˜. Denote by κ¯n the map defined as above for Z replaced by Z¯.
Let T and T 1 be two finite subsets of Z such that |fpT q| “ |T | and |fpT 1q| “ |T 1|. Put
T˚ “ T zpT X ξ˜pt´n, . . . ,´1uq and T˚ 1 “ T 1zpT 1 X ξ˜pt´n, . . . ,´1uq. There is a commutative
diagram
(8.1.6) HomS‚pZqpT, T
1q
κn //
f

HomS‚pZqpT˚ , T˚
1q
f

HomS‚pZ¯qpfpT q, fpT
1qq
κn
// HomS‚pZ¯qpfpT˚ q, fpT˚
1qq
Similarly, if f is strict and U and U 1 are two finite subsets of Z¯, there is a commutative
diagram
(8.1.7)
HomSpZ¯qpU, U
1q
κn //
f#

HomSpZ¯qpUzpU X
˜¯ξpt´n, . . . ,´1uqq, U 1zpU 1 X ˜¯ξpt1, . . . , nuqq
f#
À
T,T 1 HomSpZqpT, T
1q
κn
//
À
T,T 1 HomSpZqpT˚ , T˚
1q
where T (resp. T 1) runs over finite subsets of Z such that fpT q “ U (resp. fpU 1q “ T 1).
Lemma 8.1.14. The map κn commutes with differentials.
Proof. Assume first ξ˜ is a homeomorphism and Zo “ H. Let T and T
1 be two finite subsets
of R with same cardinality m. Let a : t1, . . . , mu
„
Ñ T and a1 : t1, . . . , mu
„
Ñ T 1 be the
increasing bijections. There is an isomorphism of differential modules (Proposition 7.4.33)
φ : HomSpZqpT, T
1q
„
Ñ Hm: given θ P HomS‚pZqpT, T
1q non-zero and given i P t1, . . . , mu, we put
φpθqpiq “ a1´1pθapiqp1qq.
Assume in addition that t´n, . . . ,´1u Ă T and T zt´n, . . . ,´1u Ă p´1,8q and t1, . . . , nu Ă
T 1 and T 1zt1, . . . , nu Ă p´8, 1q. There is a commutative diagram
HomSpZqpT, T
1q
κn //
φ „

HomSpZqpT zt´n, . . . ,´1u, T
1zt1, . . . , nuq
φ„

Hm
t´m,m´n
// Hm´n
The lemma follows now from §6.1.1.
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Assume now Z is smooth. If Zpξ`q is unoriented, then the lemma holds by the discussion
above, using §7.4.10. In general, we consider the morphism of curves f : Z Ñ Z¯ that is an
isomorphism outside Zpξ`q and the identity on Zpξ`q, with fpZpξ`qqo “ H. The vertical maps
of the commutative diagram (8.1.6) are injective, hence the lemma holds for Z since it holds
for Z¯.
Consider now a general Z. Let f : Zˆ Ñ Z be a non-singular cover. The vertical maps of
the commutative diagram (8.1.7) are injective, hence the lemma holds for Z since it holds for
Zˆ. 
Let M be a subset of Zzξ˜
`
p´8,´1s Y r1,8q
˘
.
Given S a finite subset of M , the pointed map
L‚ξ`pT, S, e
nq ^R‚ξ´pS, T
1, enq Ñ HomS‚pZqpT
1, T q, pθ1, θq ÞÑ κnpθ
1 ¨ θq
induces an F2-linear map
κˆpT, Sq : Lξ`pT, S, e
nq Ñ HomSpZqopp-diffpRξ´pS,´, e
nq,Homp´, T qq
θ1 ÞÑ
`
pθ P R‚ξ´pS, T
1, enqq ÞÑ κnpθ
1 ¨ θq
˘
.
Proposition 8.1.15. The map κˆ induces an isomorphism of differential pointed bimodules
Lξ`p´2,´1, e
nq
„
Ñ Rξ´p´1,´2, e
nq_.
Proof. Lemma 8.1.14 shows that κˆ commutes with differentials.
Let S be a finite subset of M of cardinality n.
Assume ξ˜ is a homeomorphism and Zo “ H. There is a commutative diagram (see the proof
of Lemma 8.1.14 with pT, T 1q “ pS, ξ`pt1, . . . , nuq and pT, T 1q “ pξ´pt´n, . . . ,´1uq, Sq)
HomSpZqpS, ξ
`pt1, . . . , nuq
κˆ //
φ „

HomSpZqpξ
´pt´n, . . . ,´1u, Sq˚
„ pφ˚q´1

Hn
tˆ´
S,H
// H˚n
The bottom horizontal map is bijective by Corollary 3.1.2, hence κˆpH, Sq is bijective.
Assume now Zpξ`q is smooth unoriented. The map κˆpH, Sq is the same for Z and for Zpξ`q,
so κˆpH, Sq is still bijective.
Assume Zpξ`q is smooth. There is a morphism of curves f : Z Ñ Z¯ that is an isomorphism
outside Zpξ`q and the identity on Zpξ`q with fpZpξ`qqo “ H. The map κˆpH, Sq is the same
for Z and for Z¯, so κˆpH, Sq is still bijective.
Consider now a general Z and let f : Zˆ Ñ Z be a non-singular cover. Let
˜ˆ
ξ : Z 1 Ñ Zˆ be
the morphism of curves such that ξ˜ “ f˝
˜ˆ
ξ. The functors f and f# are inverse bijections between
HomSpZqpS, ξ
`pt1, . . . , nuq and
À
S1 HomSpZˆqpS
1,
˜ˆ
ξpt1, . . . , nuq (resp. HomSpZqpξ
´pt´n, . . . ,´1u, Sq
and
À
S1 HomSpZˆqp
˜ˆ
ξpt´n, . . . ,´1u, S 1q), where S 1 runs over n-elements subsets of Zˆ such that
fpS 1q “ S. Furthermore, κˆpH, Sq is compatible with these bijections (see the proof of Lemma
8.1.14). It follows that κˆpH, Sq is bijective.
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We consider now two arbitrary subsets S and T ofM . The canonical isomorphisms of Lemma
8.1.2 and of §8.1.5 fit in a commutative diagram of F2-modulesÀ
S1 Lξ`pH, S
1, enq b HomSpZqpSzS
1, T q
„ //
ř
S1 κˆpH,S
1qbid

Lξ`pT, S, e
nq
κˆpT,Sq
À
S1 Rξ´pS
1,H, enq˚ b HomSpZqpSzS
1, T q „
// HompRξ´pS,´, e
nq,Homp´, T qq
where S 1 runs over n elements subsets of S. The discussion above shows that the left vertical
arrow is an isomorphism, hence κˆpT, Sq is an isomorphism. 
Given x1, x2 P r´1, 1s, the homotopy class ξ˜prx1 Ñ x2sq is admissible if x1 ď x2 or x1 ď ´
1
2
or x2 ě
1
2
. Given x P r´1, 1s and ζ an admissible class of paths in Z with ζp1q “ ξ˜pxq and
ξ˜prxÑ 1sq ¨ ζ ‰ 0, there is a unique y P r´1, 1s such that ζ “ ξ˜pry Ñ xsq.
Let us describe now the unit of the adjunction when n “ 1.
Lemma 8.1.16. The unit of the adjunction pLξ`p´,´q b ´, Rξ´p´,´q b ´q is given by the
morphism of bimodules whose evaluation at pT, Sq is
HomSpZqpS, T q Ñ Rξ´pT,´q b Lξ`p´, Sq
γ ÞÑ
ÿ
xPξ˜´1pSq
pγ|Sztξ˜pxqu b ξ˜pr´1Ñ xsqq b pidSztξ˜pxqu bξ˜prxÑ 1sqq.
Proof. The counit of the adjunction is ε “ κ1 ˝ mult. Let γ P R
‚
ξ´pT, Sq. Let η be the map
defined in the lemma. We have
ηpidT q “
ÿ
xPξ˜´1pT q
pξ˜pr´1Ñ xsqb idT ztξ˜pxquq b pξ˜prxÑ 1sqb idT ztξ˜pxquq,
hence
pidbεq ˝ pη b idqpγq “
ÿ
xPξ˜´1pT q
pξ˜pr´1Ñ xsq b idT ztξ˜pxquq ¨ κ1
`
pξ˜prxÑ 1sqb idT ztξ˜pxquq ¨ γ
˘
Let x be the unique element of ξ˜´1pχpγqpξ´p´1qqq. We have γξ´p´1q “ ξ˜pr´1 Ñ xsq and
κ1
`
pξ˜prxÑ 1sqb idT ztξ˜pxquq ¨ γ
˘
“ γ|S, hence
pidbεq ˝ pη b idqpγq “ pγξ´p´1q b idT ztχpγqpξ´p´1qquq b γ|S
We deduce that
mult ˝ pidbεq ˝ pη b idqpγq “ γ
and the lemma follows. 
Remark 8.1.17. There is a bifunctorial injective map
R‚ξ´pT,´q^L
‚
ξ`p´, Sq Ñ HompS\tξ
´p´1qu, T \tξ`p1quq, β^α ÞÑ pβb idξ`p1qq ¨pαb idξ´p´1qq.
The composition of the unit given by Lemma 8.1.16 with this map is the following map
HompS, T q Ñ HompS \ tξ´p´1qu, T \ tξ`p1quq, γ ÞÑ pγ b idξ`p1qq ¨ dpξ˜pr´1Ñ 1sqb idSq.
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Example 8.1.18. The first picture below provides an example of description of the unit of
adjunction as in Lemma 8.1.16.
The second picture describes a calculation of an image by the counit.
8.1.7. Actions for the line. We consider the unoriented curve R. Let M “ t˘p1´ 1
n
qunPZą0.
Consider S, T two finite subsets of R with |S| “ |T | “ n. Let fS : S
„
Ñ t1, . . . , nu and
fT : T
„
Ñ t1, . . . , nu be the unique increasing bijections. We define
φpS, T q : HomS‚pRqpS, T q
„
Ñ H‚n “ EndU‚pe
nq, θ ÞÑ TfT ˝χpθq˝f´1S
.
We define a functor Φ : S‚MpRq Ñ U
‚. We put ΦpSq “ e|S| and Φpfq “ φpS, T qpfq for
f P HomS‚pRqpS, T q.
The next proposition follows from Proposition 7.4.33.
HIGHER REPRESENTATIONS AND CORNERED HEEGAARD FLOER HOMOLOGY 129
Proposition 8.1.19. The functor Φ : S‚MpRq Ñ U
‚ is an equivalence of differential pointed
categories.
Consider ξ` : Rą0 Ñ R and ξ´ : Ră0 Ñ R the inclusion maps.
We define ϕ˘ : Lξ˘p´,´, e
nq
„
Ñ L˘p´,´, enq ˝ pΦ^ Φq by
ϕ˘pT, Sq “ φpS, T\ξ˘pt˘1, . . . ,˘nuqq : HomS‚pRqpS, T\ξ˘pt˘1, . . . ,˘nuqq
„
Ñ δ|S|“n`|T |L
˘p|T |, nq.
Similarly, we define ϕ1˘ : Rξ˘p´,´, e
nq
„
Ñ R˘p´,´, enq ˝ pΦ^ Φq by
ϕ1˘pT, Sq “ φpT\ξ˘pt˘1, . . . ,˘nuq, Sq : HomS‚pRqpT\ξ˘pt˘1, . . . ,˘nuq, Sq
„
Ñ δ|S|“n`|T |R
˘p|T |, nq.
Proposition 8.1.20. Together with ϕ˘ (resp. ϕ
1
˘), the functor Φ induces equivalences of
bimodule 2-representations between Lξ˘ and L
˘ (resp. Rξ˘ and R
˘).
8.2. Gluing.
8.2.1. Construction. Consider two injective morphisms of curves ξ`1 : Rą0 Ñ Z and ξ
´
2 :
Ră0 Ñ Z where Ră0 and Rą0 are unoriented. We assume that ξ
`
1 is outgoing for Z, that ξ
´
2 is
incoming for Z and that ξ`1 pRą0qX ξ
´
2 pRă0q “ H. We write r instead of ξ
`
1 prq and ´r instead
of ξ´2 p´rq, for r P Zą0.
Let M be a subset of Zzpξ`1 pRě1q \ ξ
´
2 pRď´1qq.
Fix an oriented diffeomorphism Rą0
„
Ñ Ră´1 and let i` : Rą0 Ñ R be its composition with
the inclusion map. Similarly, fix an oriented diffeomorphism Ră0
„
Ñ Rą1 and let i´ : Ră0 Ñ R
be its composition with the inclusion map.
Consider m,n ě 0. Let Em,n be the pS
‚
MpZq,S
‚
MpZqq-bimodule given by
Em,npT, Sq “ HomS‚pZqpS \ p´n,´1q, T \ p1, mqq.
Note that E0,1 “ R
‚
ξ´2
and E1,0 “ L
‚
ξ`1
, but Em,n is not isomorphic to pR
‚
ξ´2
qnpL‚
ξ`1
qm in general.
There is an action of H‚m ^H
‚
n on Em,n given by
pTa ^ Tbq ¨ σ “ pidT bpri ÞÑ apiqs1ďiďmq ¨ σ ¨ pidS bp´i ÞÑ b
´1pn` 1´ iq ´ n ´ 1q1ďiďnq
for σ P HomS‚pZqpS \ p´n,´1q, T \ p1, mqq, a P Sm and b P Sn.
There is a map ˚ : Em,nEm1,n1 Ñ Em`m1,n`n1 given by
α ^ β ÞÑ α ˚ β “ pα b priÑ i`msq1ďiďm1q ¨ pβ b pr´n
1 ´ iÑ ´isq1ďiďnq.
This map is compatible with the action of pH‚m ^ H
‚
nq ^ pH
‚
m1 ^ H
‚
n1q via the canonical
embeddings H‚mH
‚
m1 Ñ H
‚
m`m1 and H
‚
nH
‚
n1 Ñ H
‚
n`n1. We have pα ˚ βq ˚ γ “ α ˚ pβ ˚ γq.
So, we have defined a bimodule lax bi-2-representation on S‚M pZq.
Let Zξ “ Z \Rą0\Ră0 R, where the gluing is done along the maps ξ
`
1 \ ξ
´
2 : Rą0\Ră0 Ñ Z
and i` \ i´ : Rą0 \ Ră0 Ñ R. Note that Zξ is a 1-dimensional space and it comes with
an injective open morphism of 1-dimensional spaces ξ : R Ñ Zξ. We endow R with a curve
structure by setting Ru “ Rď´1\Rě1 and by endowing p´1, 1q with its usual orientation. We
extend the curve structure on Z by endowing ξpRq with the curve structure of R. Note that
pZξqu “ Zu.
Given ε, ε1 P t`,´u and a P Rε, b P Rε1, we put raÑ bs “ ξpriεpaq, iε1pbqsq.
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We consider the differential pointed category TS‚
M
pZqpR
‚
ξ´2
L‚
ξ`1
q with objects those of S‚MpZq
and with
Hom
S˜‚
M
pZqpS, T q “
ł
iě0
R‚
ξ´2
pT,´iq ^ L
‚
ξ`1
p´i,´i´1q ^ ¨ ¨ ¨ ^R
‚
ξ´2
p´2,´1q ^ L
‚
ξ`1
p´1, Sq.
We define a differential pointed functor Ξ˜ : TS‚
M
pZqpR
‚
ξ´2
L‚
ξ`1
q Ñ S‚MpZξq. It is the identity on
objects and defined on maps by
βi ^ αi ^ ¨ ¨ ¨ ^ β1 ^ α1 ÞÑ pβi ¨ pidbr1Ñ ´1sq ¨ αiq ¨ ¨ ¨ ¨ ¨ pβ1 ¨ pidbr1Ñ ´1sq ¨ α1q :
S
α1ÝÑ U1 \ tξ
`
1 p1qu
idU1 br1Ñ´1sÝÝÝÝÝÝÝÝÑ U1 \ tξ
´
2 p´1qu
β1ÝÑ V1
α2ÝÑ ¨ ¨ ¨ Ñ T.
Theorem 8.2.1. The functor Ξ˜ factors through ∆ES
‚
MpZq and induces an isomorphism of
differential pointed categories Ξ : ∆ES
‚
MpZq
„
Ñ S‚MpZξq.
The sections §8.2.2-8.2.4 below are devoted to the proof of Theorem 8.2.1.
Example 8.2.2. We give below an illustration of the gluing data.
Example 8.2.3. The pictures below give two examples of description of Ξ˜. The first picture
corresponds to the gluing of two intervals to form an interval. The second picture corresponds
to the self-gluing of an interval to form a circle.
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8.2.2. Bimodules. If HomSpZξq‚pt´1u, t1uq ‰ 0, then there is κ
1 P HomSpZξq‚pt´1u, t1uq such
that HomSpZξq‚pt´1u, t1uq “ tκ
n ¨ κ1uně0, where κ “ κ
1 ¨ r1Ñ ´1s.
When HomSpZξq‚pt´1u, t1uq “ 0, we put κ “ id1.
We define a partial order on the component Z 1 of Z containing 1. We define s ă s1 if there
exists an admissible path ζ : s1 Ñ 1 in Z 1 whose support does not contain s.
We consider the map µ of §7.4.6 for the curve Zξ and its point z0 “ 0.
Given n ě 0, we put Gn “ En,n.
Lemma 8.2.4. Let α P Gn ´ t0u.
Given i P p1, n´ 1q, the following assertions are equivalent
(1) αpi´ n´ 1q ą αpi´ nq
(2) Lpα|ti´n´1,i´nuq ‰ H
(3) ri´ n´ 1Ñ i´ ns P Dpαq
(4) α P GnTi
(5) αTi “ 0.
There exists i P p1, n´ 1q such that α P GnTi if and only if Lpα|p´n,´1qq ‰ H.
Proof. The equivalence between (1) and (2) follows from Lemma 7.4.20.
Assume (2). We deduce that ri´ n ´ 1 Ñ i ´ ns P Lpαq, hence ri´ n ´ 1 Ñ i´ ns P Dpαq.
So (3) holds.
Assume (3). Writing α “ α ¨ 1, we deduce from Lemma 7.4.35 that (4) holds.
The implication (4)ñ(5) is immediate.
Asssume (5). We have α|ti´n´1,i´nu ¨ pri´n´1Ñ i´nsb ri´nÑ i´n´1sq “ 0 by Remark
7.4.11. Lemma 7.4.9 shows that ipα|ti´n´1,i´nuq ‰ 0, hence (2) holds.
Assume now Lpα|p´n,´1qq ‰ H. It follows from Lemma 7.4.20 that there is i P p1, n´ 1q with
αpi´ n ´ 1q ą αpi´ nq, hence α P GnTi. This shows the last statement of the lemma. 
There is a map νn : R
‚
ξ´2
p´,´, enqL‚
ξ`1
p´,´, enq Ñ Gn given by
Homp´ \ p´n,´1q, T q ^ HompS,´\ p1, nqq Ñ HompS \ p´n,´1q, T \ p1, nqq
β ^ α ÞÑ pβ b idp1,nqq ¨ pα b idp´n,´1qq
We have
νn
`
pβ ¨ Tbq ^ pTa ¨ αq
˘
“ Ta ¨ νnpβ ^ αq ¨ ιnpTbq
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for a, b P Sn.
The multiplication map on E defines a map µn : pR
‚
ξ´2
L‚
ξ`1
qn “ pE0,1E1,0q
n Ñ En,n “ Gn,
hence gives a morphism T ˚pR‚
ξ´2
L‚
ξ`1
q Ñ G “
Ž
ně0Gn compatible with multiplication.
We define pS‚M pZq,S
‚
MpZqq-subbimodules An, Bn, Cn, Dn, En and Fn of Gn. Let σ P
GnpT, Sq.
We have
‚ σ P An if σp´iq P T \ p1, n´ iq for 1 ď i ď n
‚ σ P Bn if there exists 1 ď j ď i ď n with σp´iq “ n´ j ` 1
‚ σ P Cn if it is in the image of µn
‚ σ P Dn if σp´iq P T for 1 ď i ď n
‚ σ P En if σ P An and Lpσ|p´n,´1qq “ H.
‚ σ P Fn if σ P An and Lpσ|σ´1p1,nqq “ H.
We put A “
Ž
ně0An, B “
Ž
ně0Bn, etc.
Note that Gn “ An _Bn.
We have Cn, Dn, En, Fn Ă An.
Lemma 8.2.5. We have an isomorphism νn : R
‚
ξ´2
p´,´, enqL‚
ξ`1
p´,´, enq
„
Ñ Dn.
In particular, we have an isomorphism µ1 : R
‚
ξ´2
„
Ñ D1 “ A1 “ C1 and Cn “ C
˚n
1 “ A
˚n
1 .
Proof. Let β^α P Homp´\p´n,´1q, T q^HompS,´\p1, nqq. We have β^α “ β 1^α1 where
β 1 “ β|p´n,´1q b id and α
1 “ pβ|´ b idp1,nqq ¨α. If νnpβ
1^α1q “ 0, then β 1 “ α1 “ 0 (cf beginning
of §7.4.10). Now νn has an inverse given by σ ÞÑ pidbσ|p´n,´1qq ^ σ|S. 
Remark 8.2.6. Consider ξ¯`1 : Rą0 Ñ Z
opp, x ÞÑ ξ´2 p´xq and ξ¯
´
2 : Ră0 Ñ Z
opp, x ÞÑ ξ`1 p´xq.
There is an isomorphism pZoppqξ¯
„
Ñ pZξq
opp that is the identity on Z and x ÞÑ ´x on R. This
provides an isomorphism pS‚pZξqq
opp „Ñ S‚pZopp
ξ¯
q. It induces isomorphisms
HomS‚pZqpS \ p´n,´1q, T \ p1, nqq
„
Ñ HomS‚pZoppqpT \ p´n,´1q, S \ p1, nqq.
This restricts to isomorphisms between An (resp. Bn, Dn, En, Fn) for Z and An (resp. Bn,
Dn, Fn, En) for Z
opp.
Lemma 8.2.7. ‚ Bn and Dn are stable under the action of H
‚
n ^ pH
‚
nq
opp.
‚ En is stable under the action of H
‚
n and Fn is stable under the action of pH
‚
nq
opp.
‚ A and C are stable under multiplication
‚ Given α P B and β P G, we have α ˚ β P B and β ˚ α P B.
Proof. Let σ P Bn and r P t1, . . . , n´ 1u. Assume σTr ‰ 0.
If there is 1 ď j ď i ď n with σp´iq “ n ´ j ` 1 and i ‰ n ` 1´ r, then σTr P Bn.
Assume now σp´iq P T\p1, n´iq for all i ‰ n`1´r. We deduce that Lpσ|t´pn`1´rq,´pn´rquq ‰
H, hence σTr “ 0 (cf Lemma 8.2.4), a contradiction.
Using Remark 8.2.6, we deduce that Trσ P Bn.
The other assertions of the lemma are immediate. 
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8.2.3. Gluing map. We define a morphism of pS‚M pZq,S
‚
MpZqq-bimodules q : GÑ IdS‚M pZξq:
HomS‚pZqpS \ p´n,´1q, T \ p1, nqq Ñ HomS‚pZξqpS, T q.
Let α P An. We put T1 “ αpSq X T and I1 “ αpSq X p1, nq. We define inductively Tm Ă T
and Im Ă p1, n ´ m ` 1q for 1 ă m ď n ` 1 by Tm “ Tm´1 \ pαp´n ` Im´1 ´ 1q X T q and
Im “ αp´n` Im´1 ´ 1q X p1, nq.
Note that ´n` Im´1 ´ 1 Ă p´n,´m` 1q, hence Im Ă p1, n´m` 1q since α P An.
Note that Tn`1 “ T and In`1 “ H.
Define
βm “ idTm b
`ò
rPIm
pα´n`r´1 ¨ rr Ñ ´n` r ´ 1sq
˘
: Tm \ Im Ñ Tm`1 \ Im`1
for 1 ď m ď n. We define qpαq “ βn ¨ βn´1 ¨ ¨ ¨β1 ¨ α|S
qpαq : S
α|S
ÝÝÑ T1 \ I1
β1
ÝÑ T2 \ I2 Ñ ¨ ¨ ¨ Ñ Tn \ In
βn
ÝÑ T.
We put qpαq “ 0 if α P Bn.
Assume now qpαq ‰ 0, hence α P An. Let S
1 “ S X α´1pT q and T 1 “ T X αpSq. Let
S2 “ S ´ S 1 and T 2 “ T ´ T 1.
Given s P S 1, we have qpαqs “ αs.
Note in particular that S 1 “ ts P S | µpqpαqsq “ 0u.
Let s P S2, t “ qpαqpsq and i “ α´1ptq. Put ds “ µpqpαqsq ´ 1 ě 0. We have
qpαqs “ αi ¨ r1Ñ is ¨ κ
ds ¨ rαpsq Ñ 1s ¨ αs.
Given a decomposition qpαqs “ ξ ¨ r1 Ñ ´1s ¨ κ
ds ¨ ξ1 with ξ1 P HomS‚pZqptsu, t1uq and
ξ P HomS‚pZqpt´1u, ttuq, we have αi “ ξ ¨ riÑ ´1s and αs “ r1Ñ αpsqs ¨ ξ
1.
The next lemma is immediate.
Lemma 8.2.8. The map q defines a morphism of pS‚M pZq,S
‚
MpZqq-bimodules G Ñ IdS‚M pZξq
and qpα ˚ α1q “ qpαq ¨ qpα1q.
Given h P H‚n and α P Gn, we have qphαq “ qpαhq.
Lemma 8.2.9. The restrictions of q to E and to F are injective.
Proof. Let α : S \ p´n,´1q Ñ T \ p1, nq be a non-zero element of Fn. Let s P S
2. Given
1 ď m ď n, we put impsq “ β
m´1 ˝ ¨ ¨ ¨ ˝ β1 ˝ αpsq. We put ds “ mintm|im`1psq P Tm`1u.
Let s, s1 be two distinct elements of S and let θ “ βn|βn´1˝¨¨¨˝β1˝αpts,s1uq ¨ ¨ ¨β
1
|αpts,s1uq ¨ α|ts,s1u.
‚ If s, s1 P S 1, then θ “ α|ts,s1u ‰ 0.
‚ Assume s P S 1 and s1 P S2. We have θ “ θ1 ¨ α|ts,s1u where
θ1 “ pidαpsq bpα´n`id
s1
ps1q´1 ¨ r1Ñ ´n` ids1 ps
1q ´ 1s ¨ κds1´1 ¨ ri1ps
1q Ñ 1sqq.
We have
ipθ1 ˝ α|ts,s1uq “ ipαs, αs1q ` ipαs, α´n`id
s1
ps1q´1q ` ds1 ´ 1 “ ipα|ts,s1uq ` ipθ
1q.
Ir follows that θ ‰ 0.
‚ Assume finally s, s1 P S2 and ds1 ě ds. We have θ “ θ
1 ¨ θ2 ¨ θ3 ¨ α|ts,s1u where
θ1 “ pα´n`id
s1
ps1q´1 ¨ r1Ñ ´n ` ids1 ps
1q ´ 1s ¨ κds1´ds ¨ rids`1ps
1q Ñ 1sqb idinpsq
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θ2 “ r´n` idsps
1q ` 1Ñ ids`1ps
1qsb pαn´idspsq`1 ¨ r´nÑ n´ idspsq ` 1sq
θ3 “ ppr1Ñ ´n` idsps
1q ` 1s ¨ κds´1 ¨ ri1ps
1q Ñ 1sqb pr1Ñ ´ns ¨ κds´1 ¨ ri1psq Ñ 1sqq.
We have
ipθ1 ˝ θ2 ˝ θ3 ˝α|ts,s1uq “ ipαids psq, αids1 ps
1qq` ds1 ´ ds` ipαs, αs1q “ ipθ
1q` ipθ2q` ipθ3q` ipα|ts,s1uq.
It follows that θ ‰ 0.
It follows from Remark 7.4.11 that qpαq ‰ 0.
Define S 1 and S2 as above. Let r “ |S2|. We have αpS2q “ pn´r`1, nq and α´1piq ă α´1pi1q
for i ă i1 in pn´ r ` 1, nq.
Given i ă i1 in p´n,´1q with αpiq, αpi1q P p1, nq, we have αpiq ă αpi1q.
Consider now α˜ : S \ p´n,´1q Ñ T \ p1, nq another non-zero element of Fn and assume
qpαq “ qpα˜q ‰ 0. We have S X α˜´1pT q “ S 1 and T X α˜pSq “ T 1. The discussion above shows
that αpsq “ α˜psq for s P S2. Note also that αs “ α˜s for s P S
1. As a consequence, α “ α˜ if
µpqpαqq “ 0.
Let s P S2, t “ qpαqpsq, t˜ “ qpα˜qpsq, i “ α´1ptq and i˜ “ α˜´1ptq. Since qpαqs “ qpα˜qs, it
follows that t˜ “ t, µpqpαqsq “ µpqpα˜qsq, rαpsq Ñ 1s ¨ αs “ rα˜psq Ñ 1s ¨ α˜s, and αi ¨ r´1 Ñ is “
α˜i˜ ¨ r´1Ñ i˜s. We deduce that α˜s “ αs for s P S
2.
We proceed now by induction on µpqpαqq to show that qpαq determines α, for α P F .
Assume there is s P S2 such that µpqpαqsq “ 1. Let j “ αpsq P p1, nq and i “ ´n` j´ 1. We
have t “ αpiq “ qpαqpsq P T . Define α1 : Sztsu\p´n`1,´1q Ñ T zttu\p1, n´1q an element of
Fn´1 as follows. Given s
1 P Sztsu, we put α1s1 “ αs1 if αps
1q ă j, α1s1 “ rαps
1q Ñ αps1q´ 1s ¨αs1 if
αps1q ą j. Given i1 P p´i` 1,´1q, we put α1i1 “ αi1. Given i
1 P p´n` 1,´iq, we put α1i1 “ αi1´1.
This defines an element of Fn´1. Furthermore, qpα
1q “ qpαq|Sztsu.
We define similarly i˜, j˜, t˜ and α˜1 starting with α˜ and s. We have j˜ “ j and t˜ “ t, hence also
i˜ “ i. We have qpα1q “ qpα˜1q, hence α1 “ α˜1 by induction. Since αs “ α˜s and αi “ α˜i, it follows
that α “ α˜.
Assume µpqpαqsq ě 2 for all s P S
2. We have α´1pp1, n´ rqq “ ti1 ă ¨ ¨ ¨ ă in´ru Ă p´n,´1q.
Note that α´id “ r´id Ñ ds for 1 ď d ď n ´ r. Let ϕ : p´r,´1q Ñ p´n,´1qzα
´1pp1, n ´ rqq
be the unique increasing bijection. We define α1 : S \ p´r,´1q Ñ T \ p1, rq and element of
Fr as follows. We put α
1
s “ αs for s P S
1, α1s “ rαpsq Ñ αpsq ´ n ` rs ¨ αs for s P S
2 and
αi “ αϕpiq ¨ riÑ ϕpiqs for i P p´r,´1q.
Let s P S2, t “ qpαqpsq and i “ α´1ptq. We have
qpα1qs “ αi ¨ r1Ñ is ¨ rαpsq Ñ 1s ¨ αs.
Define α˜1 similarly, starting with α˜ instead of α. We have qpα1q “ qpα˜1q. By induction, we
deduce that α1 “ α˜1, hence α “ α˜.
This completes the proof that the restriction of q to F is injective.
We deduce that the restriction of q to E is injective using Remark 8.2.6 
Lemma 8.2.10. The restrictions of q to E X C and to F X C are surjective.
Proof. Let θ P HomS‚
M
pZξqpI, Jq. Let n “ µpθq. We show by induction on n that there exists
α P Fn X Cn such that qpαq “ θ.
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Assume n “ 1. Let s P I such that µpθsq “ 1. There is a decomposition θs “ θ
r´
s ¨ θ
r
s as in
§7.4.6. We define α P HomS‚
M
pZqpI \ t´1u, J \ t1uq by αs1 “ θs1 for s
1 ‰ s, αs “ r0 Ñ 1s ¨ θ
r
s
and α´1 “ θ
r´
s ¨ r´1Ñ 0s. We have α P A1 “ F1 X C1 and qpαq “ θ.
Assume now n ą 1. Consider a decomposition θ “ r1pθq ¨ rpθq as in Lemma 7.4.27. There
exists α P A1 and β P Fn´1XCn´1 such that qpαq “ rpθq and qpβq “ r
1pθq. Let γ “ β ˚ α P Cn.
We have qpγq “ θ.
Let s “ γ´1pnq “ α´1p1q. We have µprpθqsq “ 1. Let i P p1, n ´ 1q and s
1 “ γ´1piq. If
s1 P p´n,´1q, then Ipγ|ts1,suq “ H. Assume s
1Rp´n,´1q. We have θrs1 “ ri Ñ 0s ¨ γs1. Since
supppθrsq Ă supppθ
r
s1q, it follows that Ipγ|ts1,suq “ H. Since β P Fn´1, we deduce that γ P Fn.
The case of E X C follows from that of F X C applied to Zopp, cf Remark 8.2.6. 
8.2.4. Equivalence relation. We define an equivalence relation „ on G as the transitive, sym-
metric and reflexive closure of the relation Tiσ „ σTi for σ P Gn and 1 ď i ă n and σ „ 0 if
σ P Bn.
Lemma 8.2.11. Let α P Gn. There exists σ P En and σ
1 P Fn such that α „ σ „ σ
1.
Proof. If α P Bn, then α „ 0 and we are done. Assume now α P An. We proceed by induction
on Mpαq “ 1
2
|Lpα|p´n,´1qq| and then on Npαq “ n ´maxti | r´n ` i´ 1 Ñ ´n ` is P Lpαqu if
Mpαq ‰ 0 to show that there exists σ P En with α „ σ.
If Mpαq “ 0, then α P En and we are done. Assume now Mpαq ą 0. By Lemma 8.2.4, there
are i P p1, n´1q and β P Gn such that α “ βTi, and we choose i maximal with this property, so
that Npαq “ n ´ i. We have α „ Tiβ. If Tiβ P Bn then we are done. We assume now TiβRBn.
We have Lpβ|p´n,´1qq “ Lpα|p´n,´1qqztr´n` i´ 1Ñ ´n ` is, r´n` iÑ ´n` i´ 1su.
If β´1pti, i ` 1uqĆp´n,´1q, then LpTiβ|p´n,´1qq “ Lpβ|p´n,´1qq, hence MpTiβq ă Mpαq. By
induction, there is σ P En with Tiβ „ σ, hence α „ σ.
Assume now there are j, k P p1, nq with βp´n ` j ´ 1q “ i and βp´n ` k ´ 1q “ i ` 1.
Since Tiβ ‰ 0, we have j ă k. Since β P An, we have j ą i and k ą i ` 1. We have
MpTiβq ď Mpβq ` 1 “ Mpαq. On the other hand, rj Ñ ks P LpTiβq (cf Lemma 7.4.20), hence
NpTiβq ă Npαq. We conclude by induction.
The case of Fn follows by applying Remark 8.2.6. 
Lemma 8.2.12. Let α, β P Gn. We have qpαq “ qpβq if and only if α „ β.
Proof. Lemma 8.2.8 shows that if α „ β, then qpαq “ qpβq. Assume now qpαq “ qpβq. There are
α1, β 1 P En with α
1 „ α and β 1 „ β (Lemma 8.2.11) and we have qpα1q “ qpαq “ qpβq “ qpβ 1q.
It follows now from Lemma 8.2.9 that α1 “ β 1, hence α „ β. 
Proof of Theorem 8.2.1. The canonical surjective map T ˚pR‚
ξ´2
L‚
ξ`1
q Ñ Id∆EpS‚M pZqq factors through
a surjective map C Ñ Id∆EpS‚M pZqq. Its equalizer is given by the equivalence relation „,
so it induces an isomorphism C{ „
„
Ñ Id∆EpS‚M pZqq. On the other hand, the canonical map
T ˚pR‚
ξ´2
L‚
ξ`1
q Ñ IdS‚
M
pZξq factors through the map q, and the restriction of q to C is surjective
(Lemma 8.2.10). Lemma 8.2.12 completes the proof of the theorem. 
8.2.5. Complement. We provide here a more direct description of the equivalence relation „
on C.
Corollary 8.2.13. We have E Ă C and F Ă C.
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We define an equivalence relation „1 on C as the relation generated by α1 ˚ pT1αq ˚ α
2 „1
α1 ˚ pαT1q ˚ α
2 for α1, α2 P C and α P D2.
Lemma 8.2.14. Let σ P Gn and i P t1, . . . , n ´ 1u
If σTi P Cnzt0u, then Tiσ P Cn and σTi „
1 Tiσ.
If Tiσ P Cnzt0u, then σTi P Cn and σTi „
1 Tiσ.
Proof. Put σ1 “ σTi and assume σ
1 P Cnzt0u. There are γ P Cn´i´1, β P C2 and α P Ci´1 such
that σ1 “ α ˚ β ˚ γ.
Lemma 8.2.4 shows that r´n ` i ´ 1 Ñ ´n ` is P Dpσ1q. We have σ1|t´n`i´1,´n`iu “ pα ˚
βq|p´i´1,´iq ˝ pr´n ` i ´ 1 Ñ ´i ´ 1s b r´n ` i Ñ ´isq. It follows from Lemma 8.2.4 that
r´i´ 1Ñ ´is P Dpα ˚ βq. Since r´i´ 1Ñ ´is P Lppα ˚ βq|p´i´1,´iqq, it follows that βp´1q ‰ 1,
hence β P D2.
‚ Assume r´1 Ñ ´2s P Dpβq. We have β “ β 1T1 for some β
1 P G2 by Lemma 8.2.4. Since
β P D2, we have β
1 P D2 Ă A2. We deduce that β
1 P E2, hence T1β
1 P E2 Ă C2 (Corollary
8.2.13). So, σTi “ α ˚ pβ
1T1q ˚ γ „
1 α ˚ pT1β
1q ˚ γ “ Tiσ.
‚ Assume now r´1Ñ ´2sRDpβq, i.e., β P E2. We have T1β, βT1 P D2 Ă A2 and T1β Ă E2 Ă
C2 (Corollary 8.2.13).
˛ Assume T1β “ 0. There is β
2 P G2 such that β “ T1β
2 (Lemma 8.2.4). Since β P E2XD2,
we have β2 P E2 X D2 Ă C2, hence also β
2 P F2. As a consequence, β
2T1 P F2 Ă C2. We
deduce that α ˚ β „1 α ˚ pβ2T1q. We have Lpα|βpp´2,´1qqq ‰ H and Lppβ
2T1q|p´2,´1qq ‰ H, hence
pα ˚ pβ2T1qq|p´2,´1q “ 0 and α ˚ pβ
2T1q “ 0. We have σTi “ α ˚ pT1β
2q ˚ γ „1 α ˚ pβ2T1q ˚ γ “ 0.
Since TiσTi “ 0 and σTi ‰ 0, it follows that LppσTiq|pσTiq´1pti,i`1uqq ‰ H, by applying Lemma
8.2.4 to Zopp. Since σTi P An, we deduce that Lpσ|σ´1pti,i`1uqq ‰ H, hence Tiσ “ 0 „
1 σTi (using
Lemma 8.2.4 for Zopp again).
˛ Assume now T1β ‰ 0. It follows that β P F2, hence βT1 P F2 Ă C2.
There are α1, . . . , αi´1 P C1 with α “ α
i´1 ˚ ¨ ¨ ¨ ˚ α1. Let si “ βp´iq for i P t1, 2u. Consider
j ě 1 minimum such that Lppαj ˚ ¨ ¨ ¨ ˚ α1q|ts1,s2uq ‰ H.
Define u1 “ αj b prlÑ l ` 1sq1ďlďj`1 and u
2 “ pαj´1 ˚ ¨ ¨ ¨α1 ˚ βqb r´j ´ 2Ñ ´1s.
Let ζ “ u2´2 ˝ r´1 Ñ ´2s ˝ pu
2
´1q
´1. Define I and J to be the domain and codomain of u2,
intersected with M . Note that ζp0q, ζp1q PM . Let v1 “ pu1qζ “ pαjqζ b prlÑ l` 1sq1ďlďj`1 and
define v2 : I \ p´j ´ 2,´1q Ñ J \ p1, 2q \ t´1u \ p1, j ` 1q by
v2s “
$’&
’%
u2´2 ˝ r´1Ñ ´2s if s “ ´1
u2´1 ˝ r´2Ñ ´1s if s “ ´2
u2s otherwise.
Lemma 7.4.35 shows that v1 and v2 are braids and αj ˚ ¨ ¨ ¨ ˚ α1 ˚ β “ u1 ¨ u2 “ v1 ¨ v2. We have
v2 “ pαj´1 ˚ ¨ ¨ ¨α1 ˚ pβT1qq b r´j ´ 2 ÞÑ ´1s and we deduce that α ˚ β “ α
1 ˚ pβT1q, where
α1 “ αi´1˚¨ ¨ ¨˚αj`1˚pαjqζ ˚αj´1 ¨ ¨ ¨˚α1 P Ci´1. We have σTi “ α
1˚pβT1q˚γ „
1 α1˚pT1βq˚γ “ Tiσ.
This completes the proof of the first statement of the lemma.
The second statement of the lemma follows from the first one applied to Zopp thanks to
Remark 8.2.6. 
Proposition 8.2.15. Let α, β P Cn. We have α „
1 β if and only if α „ β.
Proof. It is clear that α „1 β implies α „ β. The converse follows from Lemma 8.2.14. 
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Corollary 8.2.16. We have C{ „1“ G{ „.
Proof. The surjectivity of C{ „1Ñ G{ „ is given by Lemma 8.2.10. The injectivity follows from
Lemmas 8.2.12 and 8.2.15. 
8.3. Diagonal Action.
8.3.1. Isomorphism Theorem. Let Z 1 “ R be the smooth curve with Z 1o “ p´
1
2
, 1
2
q with its
standard orientation. Fix an increasing homeomorphism α : Rą0
„
Ñ Rą 1
2
fixing the positive
integers and define α1 : Ră0
„
Ñ Ră´ 1
2
by α1ptq “ ´αp´tq.
Assume Zpξ`1 q ‰ Zpξ
´
2 q and assume there is a morphism ξ˜1 : Z
1 Ñ Z with image Zpξ`1 q
and such that ξ`1 “ ξ˜1 ˝ α. Put ξ
´
1 “ ξ˜1 ˝ α
1 : Ră0 Ñ Z and denote by ξ
´ the composition
Ră0
ξ´1ÝÑ Z ãÑ Zξ1 .
Proposition 8.1.15 gives an isomorphism of differential pointed bimodules κˆ1 : Lξ`1 p´2,´1q
„
Ñ
Rξ´1
p´1,´2q
_.
Since there is no admissible path from ξ´2 p´1q to ξ
`
1 p1q in Z, we have An “ Dn “ Gn (with
the notations of §8.2.2), hence we have an isomorphism (Lemma 8.2.5)
νn : R
‚
ξ´2
pT,´, enq^L‚
ξ`1
p´, S, enq
„
Ñ HomS‚pZqpS\tξ
´
2 p´nq, . . . , ξ
´
2 p´1qu, T\tξ
`
1 p1q, . . . , ξ
`
1 pnquq.
Consider
λ : L‚
ξ`1
pT,´qR‚
ξ´2
p´, Sq Ñ R‚
ξ´2
pT,´qL‚
ξ`1
p´, Sq
α ^ β ÞÑ ν´11 pα ¨ βq “ ppα ¨ βqξ´2 p´1q b idT ztχpα˝βqpξ
´
2 p´1qqu
q ^ pα ¨ βq|S.
There is an isomorphism of differential pointed categories (cf Remark 5.4.1)
∆ES
‚
MpZq
„
Ñ ∆λS
‚
MpZq.
Composing its inverse with Ξ, we deduce from Theorem 8.2.1 an isomorphism of differential
pointed categories
Ξ1 : ∆λS
‚
M pZq
„
Ñ S‚M pZξq.
Theorem 8.3.1. The isomorphism Ξ1 provides an isomorphism of 2-representations, where
∆λS
‚
MpZq is equiped with the diagonal action and S
‚
M pZξq with the action of Rξ´.
The remainder of §8.3 is devoted to the proof of Theorem 8.3.1.
8.3.2. Setting. Let σ : Rξ´2 pT,´qbRξ
´
1
p´, Sq Ñ Rξ´1 pT,´qbRξ
´
2
p´, Sq be defined as in (4.4.1).
Lemma 8.3.2. The morphism σ is invertible. Given α P R‚
ξ´2
pT, Uq and β P R‚
ξ´1
pU, Sq, we
have
σpαb βq “ δα|U ¨β‰0
`
idbpαχpβqpξ´1 p´1qq ¨ βξ
´
1 p´1q
q
˘
b
`
αξ´2 p´1q
b pα|Uztχpβqpξ´1 p´1qqu ¨ β|Sq
˘
.
Given α1 P R‚
ξ´1
pT, U 1q and β 1 P R‚
ξ´2
pU 1, Sq, we have
σ´1pα1 b β 1q “ δα1
|U 1
¨β1‰0
`
idbpα1
χpβ1qpξ´2 p´1qq
¨ β 1
ξ´2 p´1q
q
˘
b
`
α1
ξ´1 p´1q
b pα1
|U 1zχpβ1qpξ´2 p´1qq
˝ β 1|Sq
˘
.
138 ANDREW MANION AND RAPHAE¨L ROUQUIER
Proof. We have
σ “ pRξ´1 ˝multq ˝ pRξ
´
1
bRξ´2 b εLξ`
1
,R
ξ
´
1
q ˝ pRξ´1 b λbRξ
´
1
q ˝ pηL
ξ
`
1
,R
ξ
´
1
b idq.
We have α “ pidbαξ´2 p´1qq¨pα|U b idq, hence αbβ “ pidbαξ
´
2 p´1q
qbpα|U ¨βq. As a consequence,
it is enough to prove the first statement of the lemma assuming that α|U “ idU . In that case,
the composition above is given by
α b β ÞÑ
ÿ
xPξ˜´11 pT q
pidT ztξ˜1pxqu bξ˜1pr´1Ñ xsqq b pidT ztξ˜1pxqu bξ˜1prxÑ 1sqq b α b β
ÞÑ
ÿ
xPξ˜´11 pT q
pidT ztξ˜1pxqu bξ˜1pr´1Ñ xsqq b pαξ´2 p´1q b idq b pidbξ˜1prxÑ 1sqq b β
ÞÑ pidbβξ´1 p´1qq b pαξ
´
2 p´1q
b idq b β|S
ÞÑ pidbβξ´1 p´1qq b pαξ
´
2 p´1q
b β|Sq.
It is immediate to check that the formula for σ´1 does produce an inverse. 
Consider the map ρ : Lξ`1 pT,´q bRξ
´
1
p´, Sq Ñ Rξ´1 pT,´q b L
´
ξ1
p´, Sq defined in §4.4.2.
Lemma 8.3.3. Given α P L‚
ξ`1
pT, Uq and β P R‚
ξ´1
pU, Sq, we have
ρpα b βq “ δ1
`
α|Uzχpαq´1pξ`1 p1qq
¨ pβξ´1 p´1q b idq
˘
b
`
pαχpαq´1pξ`1 p1qq b idq ¨ β|S
˘
where δ1 “ 1 if χpα˝βqpξ
´
1 p´1qq ‰ ξ
`
1 p1q and pidχpβqpξ´1 p´1qq bαχpαq´1pξ
`
1 p1qq
q¨pβξ´1 p´1qbidχpαq´1pξ
`
1 p1qq
q ‰
0 and δ1 “ 0 otherwise.
Proof. Assume first α|Uztχpαq´1pξ`1 p1qqu “ id and β|S “ id. We have
ρpα b βq “ ε1Rξ´1 Lξ
`
1
˝ Lξ`1 τLξ
`
1
pα b β b η1pidSqq
“ ε1Rξ´1 Lξ
`
1
ˆ ÿ
xPξ˜´11 pSq
α b τ
´
pβξ´1 p´1q b idq b
`
idbξ˜1pr´1Ñ xsq
˘¯
b
`
ξ˜1prxÑ 1sqb id
˘˙
“ ε1Rξ´1 Lξ
`
1
ˆÿ
xPI
α b
`
idbξ˜1pr´1Ñ xsq
˘
b pβξ´1 p´1q b idq b
`
ξ˜1prxÑ 1sqb id
˘˙
“ δ1pβξ´1 p´1q b idq b pαχpαq´1pξ
`
1 p1qq
b idq
where I “ tx P ξ˜´11 pSq | pξ˜1pr´1Ñ xsqb pβξ´1 p´1q ˝ rξ
´
1 p´2q Ñ ξ
´
1 p´1qsq ¨ τ ‰ 0u.
Since ρ is a morphism of pSMpZq,SMpZqq-bimodules, the general result follows using the
decompositions α “ pα|Uztχpαq´1pξ`1 p1qqu b idξ
`
1 p1q
q ¨ pidbαχpαq´1pξ`1 p1qqq and β “ pidbβξ
´
1 p´1q
q ¨
pβ|S b idξ´1 p´1qq. 
8.3.3. Diagonal bimodule. Recall that we have a p∆λSM pZq,∆λSMpZqq-bimodule E. Its restric-
tion to a pSMpZq,∆λSMpZqq-bimodule is the cone of π : Rξ´2 bSM pZq Id∆λSM pZq Ñ Rξ
´
1
bSM pZq
Id∆λSM pZq.
The pSM pZq,SMpZξqq-bimodule E
1 “ E ˝ p1 b Ξ1´1q is the cone of the map u defined as
follows.
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Given α P R‚
ξ´2
pT, Uq with α|U “ id and given β P HomS‚pZξqpS, Uq, we have
upαbβq “
ÿ
xPξ˜´11 pT q
`
idbξ˜1pr´1Ñ xsq
˘
b
´`
αξ´2 p´1q
¨ rξ`1 p1q Ñ ξ
´
2 p´1qs ¨ ξ˜1prxÑ 1sq
˘
b id
¯
¨β.
We construct now an isomorphism between E 1 and the restriction ofRξ´ to a pSM pZq,SMpZξqq-
bimodule.
We define two morphisms of pointed sets
f1 : R
‚
ξ´1
pT,´q ^ HomS‚pZξqpS,´q Ñ R
‚
ξ´pT, Sq
pα : U \ tξ´1 p´1qu Ñ T q ^ pβ : S Ñ Uq ÞÑ α ¨ pβ b idξ´1 p´1qq “ pα|U ¨ βqb αξ
´
1 p´1q
and
f2 : R
‚
ξ´2
pT,´q ^ HomS‚pZξqpS,´q Ñ R
‚
ξ´pT, Sq
pα : U \ tξ´2 p´1qu Ñ T q ^ pβ : S Ñ Uq ÞÑ α ¨ pβ b rξ
´
1 p´1q Ñ ξ
´
2 p´1qsq
“ pα|U ¨ βqb pαξ´2 p´1q ¨ rξ
´
1 p´1q Ñ ξ
´
2 p´1qsq.
Note that we have an isomorphism of pointed sets
f2 _ f1 :
`
R‚
ξ´2
pT,´q ^ HomS‚pZξqpS,´q
˘
_
`
pR‚
ξ´1
pT,´q ^ HomS‚pZξqpS,´q
˘ „
Ñ R‚ξ´pT, Sq.
Lemma 8.3.4. We have dpf1q “ 0 and dpf2q “ f1 ˝ u. There is an isomorphism of differential
modules
pf2, f1q : E
1pT, Sq
„
Ñ Rξ´pT, Sq
functorial in T P SMpZq and S P SMpZξq.
Proof. It is immediate that dpf1q “ 0. For the second equality, consider α P R
‚
ξ´2
pT, Uq and
β P HomS‚pZξqpS, Uq. Since αb β “ pidbαξ´2 p´1qqb pα|U ¨ βq, we can assume that α|U “ id. We
have
dpf2qpαb βq “ α ¨
`
dpβ b rξ´1 p´1q Ñ ξ
´
2 p´1qsq ` dpβqb rξ
´
1 p´1q Ñ ξ
´
2 p´1qs
˘
.
We have
dpβ b rξ´1 p´1q Ñ ξ
´
2 p´1qsq “ d
`
pidbrξ´1 p´1q Ñ ξ
´
2 p´1qsq ¨ pβ b idξ´1 p´1qq
˘
“ pidbrξ`1 p1q Ñ ξ
´
2 p´1qsq ¨ dpidU brξ
´
1 p´1q Ñ ξ
`
1 p1qsq ¨ pβ b idξ´1 p´1qq
` pidbrξ´1 p´1q Ñ ξ
´
2 p´1qsq ¨ pdpβqb idξ´1 p´1qq
“ pidU brξ
`
1 p1q Ñ ξ
´
2 p´1qsq
ÿ
xPξ˜´11 pUq
`
idbξ˜1prxÑ 1sqb ξ˜1pr´1Ñ xsq
˘
¨ pβ b idξ´1 p´1qq ` dpβqb rξ
´
1 p´1q Ñ ξ
´
2 p´1qs
hence
dpf2qpαbβq “ α ¨
ÿ
xPξ˜´11 pUq
´
idb
`
rξ`1 p1q Ñ ξ
´
2 p´1qs ¨ ξ˜1prxÑ 1sq
˘
b ξ˜1pr´1Ñ xsq
¯
¨ pβb idξ´1 p´1qq
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“
ÿ
xPξ˜´11 pUq
´
idbξ˜1pr´1Ñ xsqb
`
αξ´2 p´1q
¨ rξ`1 p1q Ñ ξ
´
2 p´1qs ¨ ξ˜1prxÑ 1sq
˘¯
¨ pβ b idξ´1 p´1qq
“ f1 ˝ upα b βq.
The lemma follows. 
8.3.4. Matching of extended action. Recall that E 1 is the restriction of the pSM pZξq,SMpZξqq-
bimodule E ˝ pΞ1´1 b Ξ1´1q.
We show here that the previous isomorphism is functorial in T P SMpZξq. Consider the
diagram
(8.3.1) Rξ´2 pT,´q b Lξ
`
1
p´, Uq b EpU, Sq
w //
Ξbpf2,f1q

EpT, Sq
pf2,f1q

HomSpZξqpT, Uq bRξ´pU, Sq action
// Rξ´pT, Sq
where w “
ˆ
w11 w12
0 w22
˙
(cf §5.4.2) with
w11 “ pRξ´2 pmult ˝ ΞHomqq ˝ pτLξ
`
1
Homq ˝ pRξ´2 λHomq
w12 “ Rξ´2 εHom
w22 “ pRξ´1 pmult ˝ ΞHomqq ˝ pσLξ
`
1
Homq ˝ pRξ´2 ρHomq.
Lemma 8.3.5. The diagram (8.3.1) is commutative.
Proof. Note first that all the maps of the diagram are functorial with respect to S P SMpZξq.
‚ Let γ P Rξ´2 pU, Sq, β P Lξ
`
1
pV, Uq and α P Rξ´2 pT, V q. We will show that
(8.3.2) action ˝ pΞ b f2qpα b β b γq “ f2 ˝ Rξ´2 pmult ˝ Ξq ˝ τLξ
`
1
˝ Rξ´2 λpαb β b γq.
Since γ “ pidbγξ´2 p´1qq ¨ γ|S and since action ˝ pΞb f2q and f2 ˝Rξ
´
2
pmult ˝ Ξq ˝ τLξ`1 ˝Rξ
´
2
λ
are morphisms of SMpZq
opp-modules, we can assume γ|S “ id. We have αbβ “ pidbαξ´2 p´1qqb
pα|V b idξ`1 p1q ¨βq, hence we can assume α|V “ id. We can also assume that β b γ ‰ 0.
We have
action ˝ pΞb f2qpα b β b γq “
`
idV bpαξ´2 p´1q ¨ rξ
`
1 p1q Ñ ξ
´
2 p´1qsq
˘
¨ β
¨
`
idS bpγξ´2 p´1q ¨ rξ
´
1 p´1q Ñ ξ
´
2 p´1qsq
˘
“ δ1β|Szχpβq´1pξ`1 p1qq b pαξ
´
2 p´1q
¨ rξ`1 p1q Ñ ξ
´
2 p´1qs ¨ βχpβq´1pξ`1 p1qqq
b
`
pβ ˝ γqξ´2 p´1q ¨ rξ
´
1 p´1q Ñ ξ
´
2 p´1qs
˘
where δ1 “ δipα
ξ
´
2
p´1q
,pβ˝γq
ξ
´
2
p´1q
q“0. On the other hand, we have
f2 ˝ Rξ´2 pmult ˝ Ξq ˝ τLξ
`
1
˝Rξ´2 λpα b β b γq “
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“ f2 ˝ Rξ´2 pmult ˝ Ξq ˝ τLξ
`
1
´
α b
`
pβχpγqpξ´2 p´1qq ¨ γξ
´
2 p´1q
qb id
˘
b β|S
¯
“ δ1f2 ˝ Rξ´2 pmult ˝ Ξq
´`
idbpβχpγqpξ´2 p´1qq ¨ γξ
´
2 p´1q
q
˘
b pidbαξ´2 p´1qq b β|S
¯
“ δ1f2
ˆ`
idbpβχpγqpξ´2 p´1qq ¨ γξ
´
2 p´1q
q
˘
b
´`
idbpαξ´2 p´1q ¨ rξ
`
1 p1q Ñ ξ
´
2 p´1qsq
˘
¨ β|S
¯˙
“ δ1
`
pβχpγqpξ´2 p´1qq ¨ γξ
´
2 p´1q
q ¨ rξ´1 p´1q Ñ ξ
´
2 p´1qs
˘
b
´`
idbpαξ´2 p´1q ¨ rξ
`
1 p1q Ñ ξ
´
2 p´1qsq
˘
¨ β|S
¯
“ action ˝ pΞb f2qpα b β b γq.
We deduce that (8.3.2) holds.
‚ Let γ P Rξ´1 pU, Sq, β P Lξ
`
1
pV, Uq and α P Rξ´2 pT, V q. We will show that
(8.3.3) action˝ pΞbf1qpαbβbγq “
`
f1 ˝Rξ´1 pmult ˝Ξq ˝σLξ
`
1
˝Rξ´2 ρ`f2 ˝Rξ
´
2
ε
˘
pαbβbγq.
As before, we can assume γ|S “ id, α|V “ id and β b γ ‰ 0. We put u1 “ χpγqpξ
´
1 p´1qq and
u2 “ χpβq
´1pξ`1 p1qq.
We have
action ˝ pΞb f1qpα b β b γq “
`
idV bpαξ´2 p´1q ¨ rξ
`
1 p1q Ñ ξ
´
2 p´1qsq
˘
¨ β ¨
`
idS bγξ´1 p´1q
˘
“
#
δ2pαξ´2 p´1q ¨ rξ
´
1 p1q Ñ ξ
´
2 p´1qsqb β|S if u1 “ u2
δ3pαξ´2 p´1q ¨ rξ
`
1 p1q Ñ ξ
´
2 p´1qs ¨ βu2qb pβu1 ˝ γξ´1 p´1qqb β|Sztu2u otherwise
where
‚ δ2 “ 1 if γξ´1 p´1qp1´q “ ιpβu2p0`qq and δ2 “ 0 otherwise
‚ δ3 “ 1 if β|U ¨ pidS bγξ´1 p´1qq ‰ 0 and δ3 “ 0 otherwise.
We have
f2 ˝ Rξ´2 εpαb β b γq “ δ2f2pα b β|Sq “ δ2pαξ
´
2 p´1q
¨ rξ´1 p1q Ñ ξ
´
2 p´1qsqb β|S.
We have
f1 ˝ Rξ´1 pmult ˝ Ξq ˝ σLξ
`
1
˝ Rξ´2 ρpα b β b γq “
“ δ13f1 ˝Rξ´1 pmult ˝ Ξq ˝ σLξ
`
1
´
αb
`
β|Uztu2u ¨ pγξ´1 p´1q b idq
˘
bpβu2 b idq
¯
“ δ13δ
2
3f1 ˝ Rξ´1 pmult ˝ Ξq ˝ σLξ
`
1
´
αb
`
β|Sztu2u b pβu1 ˝ γξ´1 p´1qq
˘
bpβu2 b idq
¯
“ δ13δ
2
3f1 ˝ Rξ´1 pmult ˝ Ξq
´`
pβu1 ˝ γξ´1 p´1qqb id
˘
b pαξ´2 p´1q b β|Sztu2uq b pβu2 b idq
¯
“ δ13δ
2
3pβu1 ˝ γξ´1 p´1qqb pαξ
´
2 p´1q
¨ rξ`1 p1q Ñ ξ
´
2 p´1qs ¨ βu2qb β|Sztu2u
where
‚ δ13 “ 1 if u1 ‰ u2 and pidu1 bβu2q ¨ pγξ´1 p´1q b idu2q ‰ 0 and δ
1
3 “ 0 otherwise
‚ δ23 “ 1 if β|Uztu2u ¨ pidSztu2u bγξ´1 p´1qq ‰ 0 and δ
2
3 “ 0 otherwise.
Since δ3 “ δ
1
3δ
2
3 , we deduce that (8.3.3) holds and the lemma follows. 
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8.3.5. Action of τ . The action of τ on EpT,´q bEp´, Sq corresponds to an endomorphism of
R2
ξ´2
‘Rξ´2 Rξ
´
1
‘Rξ´1 Rξ
´
2
‘R2
ξ´1
given in (5.3.4).
Lemma 8.3.6. We have τ ˝ ppf2, f1q b pf2, f1qq “ ppf2, f1q b pf2, f1qq ˝ τ .
Proof. Consider αi P R
‚
ξ´i
pT, Uq and βi P R
‚
ξ´i
pU, Sq. In order to prove that the equality of
the lemma holds when applied to ppα2, α1q b pβ2, β1qq, we can assume that pαiq|T “ id and
pβiq|S “ id, since the morphisms involved in the equality commute with the right action of
SMpZq.
We have
τ ˝ pfi b fjqpαi b βjq “
“ τ
´`
pαiqξ´i p´1q ¨ rξ
´
1 p´1q Ñ ξ
´
i p´1qsb id
˘
b
`
idbpβjqξ´j p´1q ¨ rξ
´
1 p´1q Ñ ξ
´
j p´1qs
˘¯
“ di,j
`
pβjqξ´j p´1q ¨ rξ
´
1 p´1q Ñ ξ
´
j p´1qsb id
˘
b
`
idbpαiqξ´i p´1q ¨ rξ
´
1 p´1q Ñ ξ
´
i p´1qs
˘
where d2,1 “ 0, d1,2 “ 1 and di,i “ 1 if
`
pαiqξ´i p´1q ¨ rξ
´
i p´2q Ñ ξ
´
i p´1qs b pβiqξ´i p´1q
˘
¨ τ ‰ 0
and di,i “ 0 otherwise. We deduce that the lemma holds when applied to ppα2, α1q b pβ2, β1qq,
hence it holds in general. 
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Terms
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52
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28
2-representation on a differential pointed
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Z-monoid, 7
V-modules, 5
admissible path, 89
bimodule 2-representation, 58, 60
bimodule lax bi-2-representation, 59, 60
bounded map, 9
braid, 99
chord diagram, 85
closed element, 5
components of a curve, 82
cone, 6
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differential G-graded pointed strctures, 11
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differential category, 5
differential module, 5
differential pointed category, 11
differential pointed set, 10
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idempotent complete category, 5
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incoming morphism, 123
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lax bi-2-representation, 29, 53
left dual 2-representation, 28, 53
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nil Hecke algebra, 16
non-singular 1-dimensional space, 73
non-singular cover, 84
opposite 2-representation, 28, 52
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outgoing morphism, 117
parametrized braid, 99
right dual 2-representation, 28
right finite bimodule, 7, 8
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small open neighbourhood, 73
smooth path, 89
strict morphism of curves, 82
strictly perfect module, 6
strongly pretriangulated category, 6
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support of a path, 78
sutured surface, 85
tensor product 2-representation, 51
terminal morphism, 117
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