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Abstract
A real square matrix A is called a Q-matrix if the linear complementarity
problem LCP (A, q) has a solution for all q ∈ Rn. This means that for every
vector q there exists a vector x such that x ≥ 0, y = Ax + q ≥ 0 and xT y = 0.
A well known result of Karamardian states that if the problems LCP (A, 0)
and LCP (A, d) for some d ∈ Rn, d > 0 have only the zero solution, then A
is a Q-matrix. By relaxing the condition on d and imposing a condition on
the solution vector x in the two problems as above, the authors introduce a
new class of matrices called Karamardian matrices, requiring that these two
modified problems have only zero as a solution. In this article, a systematic
treatment of Karamardian matrices is undertaken. Among other things, it is
shown how Karamardian matrices have properties that are analogous to those
of Q-matrices. A subclass of a recently introduced notion of P#-matrices is
shown to possess the Karamardian property, and for this reason we undertake
a thorough study of P#-matrices and make some fundamental contributions.
AMS Subject Classification (2010): 15A09, 90C33
Keywords: Linear complementarity problem; P -matrix; Q-matrix; Z-matrix;
group inverse; range monotonicity; nonnegativity.
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1 Introduction and Motivation
Let Rn×n denote the set of all real matrices of order n×n. Rn×1 will be denoted by
R
n. We say that a vector x = (x1, x2, ..., xn)
T ∈ Rn is nonnegative and denote it by
x ≥ 0 if, and only if, xi ≥ 0 for all i ∈ {1, 2, ..., n}. A vector x is said to be positive
if, and only if, xi > 0 for all i ∈ {1, 2, ..., n}. We denote it by x > 0. A real matrix
A is called nonnegative if all its entries are nonnegative and this will be denoted by
A ≥ 0. By A > 0, we mean that all the entries of A are positive.
Let us recall the central notion of this article. Given A ∈ Rn×n, and q ∈ Rn, the
linear complementarity problem, denoted by LCP(A, q) is to find x ∈ Rn such that
x ≥ 0, y = Ax+ q ≥ 0 and xT y = 0.
An LCP is a special instance of a variational inequality problem and arises in a wide
range of applications, including in linear programming and bimatrix games. We
refer the reader to the excellent book [3] for more details.
Recall that a real square matrix A is said to be a P -matrix, if all its principal
minors are positive. It follows at once, that A is a P -matrix if, and only if, A−1
(exists and) is a P -matrix. It is well known that A is a P -matrix if, and only if, A
does not reverse the sign of any nonzero vector, viz., the following implication holds
[5]:
xi(Ax)i ≤ 0 for all i = 1, 2, . . . , n =⇒ x = 0.
Perhaps the most important characterization for a P -matrix is in terms of the linear
complementarity problem: A is a P -matrix if, and only if, the linear complementarity
problem LCP(A, q) has a unique solution for all q ∈ Rn. A related class of matrices
is recalled, next: A is called a Q-matrix if LCP(A, q) has a solution for all q ∈ Rn.
Clearly, any P -matrix is a Q-matrix. Note, however that the converse is not true.
The square matrix all of whose entries equals 1 is an example of a Q-matrix which
is not a P -matrix. One way to prove that such a matrix is indeed a Q-matrix, is to
use a special case of a result of Karamardian [11], which is stated below. This is the
most frequently used result to prove that a given matrix is a Q-matrix. It is also
important to under score the fact that this motivates the class of matrices that are
primarily studied in this article (see Definition 3.1).
Theorem 1.1. Suppose that LCP(A, 0) and LCP(A, d) have a unique solution, for
some d > 0. Then LCP(A, q) has a solution for all q ∈ Rn.
Before we discuss a special class of Q-matrices, we would like to state a result that
is used in some of the numerical examples. It is the statement that a nonnegative
matrix A is a Q-matrix if, and only if, the diagonal entries of A are positive. Let
us now turn our focus on a class of matrices for which every Q-matrix is also a
P -matrix. A matrix A is called a Z-matrix if its off-diagonal entries are nonpositive.
A reformulation of this notion, useful in many proofs to follow, is the following: A
is a Z-matrix if, and only if,
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x ≥ 0, y ≥ 0 and xT y = 0 =⇒ (Ax)T y ≤ 0.
Let A be a Z-matrix. If A can be written as A = sI −B, where B is a nonnegative
matrix and s ≥ ρ(B), then A is called as an M -matrix. An M -matrix A (with the
representation as above), is nonsingular if s > ρ(B) and singular if s = ρ(B). It
is known that a nonsingular M -matrix A has the property that all the entries of
A−1 are nonnegative, i.e., A is inverse nonnegative. In this connection, the following
result is quite well known:
Theorem 1.2. ([2]) let A be a Z-matrix. Then the following statements are equiv-
alent:
(a) A is a P -matrix.
(b) A is a Q-matrix.
(c) A is an invertible M -matrix.
(d) A is monotone.
To motivate the next part of this introductory section, we need the concept of
generalized inverses. For A ∈ Rn×n, let R(A) and N(A) denote the range space
and the null space of the matrix A. Given A ∈ Rn×n, consider the following three
equations for X ∈ Rn×n : A satisfying AXA = A,XAX = X and AX = XA. Such
an X need not exist; however if it exists, then it is unique, is called the group inverse
of A and is denoted by A#. The following are two well known characterizations for
A# to exist: the ranks of A and A2 are the same; R(A) andN(A) are complementary
subspaces of Rn. For the matrix A =
(
0 1
0 0
)
, A# does not exist, whereas if
A is the n × n matrix each of whose entries equals 1, then one may verify that
A# = 1
n2
A. The following properties of the group inverse may be frequently used
in some of the proofs: x ∈ R(A) if, and only if, x = AA#x; R(A) = R(A#) and
N(A) = N(A#). There is a much more famous and most widely used generalized
inverse, viz., the Moore-Penrose inverse. Recall that for any A ∈ Rm×n there exists
a unique X ∈ Rn×m satisfying the equations: AXA = A,XAX = X, (AX)T = AX
and (XA)T = XA. Such a matrix X is called the Moore-Penrose inverse of A and is
denoted by A†. While the group inverse does not exist for all (square) matrices, the
Moore-Penrose inverse exists for every matrix. For those square matrices for which
the group inverse exists, it is not necessary that the group inverse and the Moore-
Penrose inverse coincide. There is a special class of matrices for which this holds,
however. Let us recall that a matrix A is called range-symmetric if R(A) = R(AT ).
It is well known that for such matrices one has A# = A†. The following properties
of the two generalized inverses above may be useful later. AA† is the orthogonal
projection on R(A) (while A†A is the orthogonal projection in R(AT )); I − AA† is
the orthogonal projection on N(AT ) (while I − A†A is the orthogonal projection
on N(A)); AA# = A#A is a projection on R(A) (while I − AA# is a projection
on N(A)), possibly nonorthogonal. In particular, all these are idempotent matrices.
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We refer the reader to [1] for a proof of the statements above and for more details
on generalized inverses.
A real square matrix A is called inverse positive, if A is invertible and all the
entries of A−1 are nonnegative. A possibly rectangular matrix A is referred to as
monotone if Ax ≥ 0 implies x ≥ 0. It is easy to prove that a square matrix A is
monotone if, and only if, A is inverse positive. It is useful to observe that if A is
inverse positive, then A−1x ≥ 0, whenever x ≥ 0. It is also known from [12] that, a
rectangular matrix A is monotone if, and only if, A has a nonnegative left-inverse.
There are several notions that have been proposed as extensions of monotonicity. Let
us recall the one that is pertinent to the discussion here. A square matrix A is called
range monotone if one has the following implication: Ax ≥ 0, x ∈ R(A) implies
x ≥ 0. It is easy to see that this implication is an extension of the monotonicity
notion, above. It is known that A is range monotone if, and only if, A# exists and is
nonnegative on R(A). This means that, if A is range monotone, x ≥ 0 and x ∈ R(A),
then A#x ≥ 0. It is now clear that this condition generalizes the corresponding
condition for inverse positive matrices, stated earlier. For more details, we refer to
[2].
In connection with singular M -matrices, the notion of “property c” was intro-
duced in [13]. We recall this next. A matrix T is said to be semi-convergent if
lim
n→∞
T n exists. Note that the said limit exists if, and only if, lim
n→∞
‖T n‖ exists, for
any matrix norm. AnM -matrix A is said to have “property c” if it can be written as
A = sI −B, where s > 0, B ≥ 0 and B/s is semi-convergent [13]. Any non-singular
M -matrix has “property c.” This is due to the fact that such a matrix A could
be written as A = sI − B, where B ≥ 0 with s > ρ(B) so that B/s converges to
the zero matrix. The matrix A =
(
1 −1
−1 1
)
is an example of a (non invertible)
M -matrix with “property c” for the fact that one has A = sI −B, where for s > 1,
B =
(
s− 1 1
1 s− 1
)
≥ 0 and B/s is semi-convergent. The matrix A =
(
0 −1
0 0
)
is
not an M -matrix with “property c.” This is due to the reason that, if A = sI − B
with s > 0 and B ≥ 0, then B/s =
(
1 1/s
0 1
)
, so that (B/s)n =
(
1 n/s
0 1
)
, which
is not semi-convergent.
A rather distinguished class of M -matrices with “property c” called singular ir-
reducible M -matrices are discussed next. A matrix A ∈ Rn×n is said to be reducible
if it is permutationally similar to a matrix of the form
(
B 0
C D
)
, where B and D
are square matrices, or if n = 1 and A = 0. Otherwise, A is said to be irreducible.
Singular irreducible M -matrices have been shown to have many applications in nu-
merical methods for systems of linear equations. A prominent theorem that connects
singular irreducible M -matrices and M -matrices with “property c” is the following:
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Theorem 1.3. ([2, Theorem 4.16]) Let A be a singular irreducible M -matrix of
order n. Then
(a) A has rank n− 1.
(b) There exists a vector x > 0 such that Ax = 0.
(c) A has “property c”.
(d) Every principal supmatrix of A other than A itself is a non-singular M -matrix.
(e) A is almost monotone, i.e., Ax ≥ 0 =⇒ Ax = 0.
In this article, we introduce a new class of matrices in the context of the linear
complementarity problem, called Karamardian matrices. Since these matrices also
arise from what are called P#-matrices (which were introduced and studied briefly
in earlier works) we first undertake a detailed study of P#-matrices. Our endeavour
is to demonstrate that these matrix classes possess a variety of positivity properties
and also to show how they are related to a number of matrix positivity classes.
Let us present an outline of the contents of this article. In the next section, we re-
visit the notion of P#-matrices and consider many of the fundamental aspects of this
class. Conditions for a rank one matrix to be a P#-matrix are considered (Lemma
2.5). Various comparisons are made with P -matrices and P0-matrices, to show how
P#-matrices are similar or different from these classes. These appear in Remark
2.7, Example 2.9 and Remark 2.8. We outline two procedures for constructing P#-
matrices; one starting from singular irreducible M -matrices (Proposition 2.12) and
another beginning from P -matrices themselves (Proposition 2.14), both as leading
principal sub blocks. In Section 3, the notion of a Karamardian matrix is intro-
duced and some of their basic properties and results for matrices belonging to this
class are presented. We show how these matrices can be thought of as analogues
of Q-matrices. A nice result that shows how Karamardian matrices arise from P#-
matrices is given in Theorem 3.4. Strictly semimonotone matrices are shown to be
Karamardian in 3.10. Rank one Karamardian matrices are studied in Theorem 3.17,
a class of strictly copositive matrices is shown to be Karamardian in Theorem 3.23,
while range monotone matrices are studied in Theorem 3.25 and the symmetric case
in Theorem 3.30. A complete classification of all 2×2 matrices is given in subsection
3.2. Theorems 3.43 and 3.44 provide a summary of all the results in the subsection.
2 P#-Matrices
Recently, a certain extension of P -matrices called P#-matrices was proposed in [15]
(as an analogue of what are called P†-matrices). Only a brief study was undertaken
there. A further consideration was made in [9], where relationships with certain
generalizations ofM -matrices were proved (see Theorem 2.10 to follow, for instance).
As P#-matrices serve as examples for Karamardian matrices (the central objects of
study), we now make a detailed study of P#-matrices. Let us first recall its definition.
Definition 2.1. ([15, Definition 5.1]) A ∈ Rn×n is said to be a P#-matrix, if the
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following implication holds:
x ∈ R(A), xi(Ax)i ≤ 0 for all i = 1, 2, . . . , n =⇒ x = 0.
Using the Hadamard entrywise product, one could write the implication above
as
x ∈ R(A), x ∗Ax ≤ 0 =⇒ x = 0.
Recall that ∗ is defined by: if u, v ∈ Rn, then u ∗ v := (u1v1, u2v2, . . . , unvn)T . Note
if A is a nonsingular matrix, then A is a P -matrix if and only if A is a P#-matrix.
However, clearly a singular P#-matrix may not be a P -matrix, shown next.
Example 2.2. Let A ∈ Rn×n be the square matrix with all entries equal to 1. If
x ∈ R(A), then one has x = αe, where e is the all ones vector, for some α ∈ R. This
means that Ax = nαe and so, if xi(Ax)i ≤ 0 for all i = 1, 2, . . . , n, then one has
x = 0. This shows that A is a P#-matrix. Such a matrix, being non-invertible, is
not a P -matrix.
The example above is part of a subclass of P#-matrices, as we show in the
following theorem.
Theorem 2.3. Let A be such that A2 = αA, for some α > 0 (we may refer to such
matrices as generalized idempotent). Then A is a P#-matrix.
Proof. Let x ∈ R(A) so that x = Ay for some y. Then Ax = A2y = αAy = αx. It
now follows that if xi(Ax)i ≤ 0, then xi(Ax)i = αx2i and hence x = 0, showing that
A is a P#-matrix.
Remark 2.4. Since an idempotent matrix is generalized idempotent, it follows that
for any A ∈ Rm×n, all the matrices AA†, A†A, I−AA† and I−A†A are P#-matrices.
Also, if A ∈ Rn×n is group invertible, then the matrices AA# and I −AA# are P#-
matrices. So is the case for the Householder matrix A = I − uuT , where u ∈ Rn
satisfies the condition that ‖ u ‖= 1. More generally, if A = I−uvT , where u, v ∈ Rn
are such that vTu = 1, then one may show that A is a P#-matrix. Let us consider
rank one matrices, separately in the next result. All the statements made here are
in stark contrast to the case of P -matrices, due to the fact that the only generalized
idempotent P -matrices are positive multiples of the identity matrix.
Lemma 2.5. Let u, v(6= 0) ∈ Rn and let A = uvT . Then A is a P#-matrix if and
only if vTu > 0.
Proof. The necessity part follows from the fact that A is generalized idempotent.
Conversely, suppose that a rank one matrix A = uvT is a P#-matrix. Note that
u ∈ R(A) and so Au = vTu.u so that, if vTu ≤ 0, then ui(Au)i ≤ 0 for all i. This
implies that u = 0, a contradiction. Hence vTu > 0.
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Remark 2.6. Before proceeding further, let us note that, analogous to the case of
P -matrices, it is known that A is a P#-matrix if, and only if, A
# (exists and) is a
P#-matrix ([15, Theorem 5.1] and [9, Theorem 2.11]). We will use this result in the
sequel. Also, if A is a P#-matrix, then for every q, it follows that there exists at
most one vector x satisfying: x ≥ 0, x ∈ R(A), y = Ax + q ≥ 0 and xT y = 0 ([9,
Theorem 2.11]).
Remark 2.7. Another extension of a P -matrix is the notion of a P0-matrix, which
is quite well-studied in the literature. Recall that A is called a P0-matrix, if all
its principal minors are nonnegative. Apparently, there does not seem to be any
nice relationship between P0-matrices and P#-matrices. Consider the matrix M3
in [7]: A =

0 −1 −20 1 2
1 1 1

 . Clearly, A is not a P0-matrix. However, A is a P#-
matrix: Let x ∈ R(A) so that x = (α,−α, β)T for some α, β ∈ R. Then one has
Ax = (α − 2β,−α + 2β, β)T . Thus, if xi(Ax)i ≤ 0, for i = 1, 2, 3, then α = β = 0,
proving that x = 0. One may generalize this example. Let a ∈ Rn be such that
a1 = 0, a2 < 0 and a3 = 2a2, and let E ∈ R(n−2)×n, n ≥ 3 be the all ones matrix.
Define A =

 a
T
−aT
E

 ∈ Rn×n. Then the determinant of the 2×2 principal supmatrix
obtained after deleting the first row, the first column and the last n − 3 rows and
columns of A is a2 < 0 and so A is not a P0-matrix, while it may be shown to be
a P#-matrix. We omit the details. On the other hand, an example of a P0-matrix
which is not a P#-matrix is B =

1 1 01 1 0
0 1 0

 (matrix M1 in [7]). Clearly, B is a
P0-matrix. However, since the vector x = (0, 0, 1)
T belongs to N(B) ∩ R(B), it
follows that B# does not exist and so B is not a P#-matrix.
The matrix A above also serves to demonstrate that the transpose of a P#-matrix
need not be a P#-matrix, unlike the case of P0 or P -matrices. Let C =

 0 0 1−1 1 1
−2 2 1

,
which is the transpose of the P#-matrix A above. If x
0 = (2, 1, 0)T , then x0 ∈ R(C)
and Cx0 = (0,−1,−2)T . Clearly, the sign of x0 is reversed by C and so it is not a
P#-matrix.
Remark 2.8. Here is another observation. A well known result (Theorem 3.4.2,
[3]) states that A is a P0-matrix if, and only if, A + ǫI is a P -matrix for all ǫ > 0.
It is interesting to observe that an analogous statement for P#-matrices does not
hold. For the matrix A of Remark 2.7, if for instance, 0 < ǫ ≤ 14 , then the trailing
2× 2 principal supmatrix of A+ ǫI has a negative determinant. If B is as given in
Remark 2.7, since it is a P0-matrix, one has that B + ǫI is a P -matrix for all ǫ > 0.
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Nevertheless, one has the following: Let A be a P#-matrix. Then for every ǫ > 0,
the matrix A + ǫI is invertible. For, let (A + ǫI)x = 0, so that Ax = −ǫx. Thus
x ∈ R(A) and xi(Ax)i = −ǫxi2 ≤ 0 for each i. Since A has P#-property, it follows
that x = 0, showing that A+ǫI is invertible. Let us explore this idea a little further.
Suppose that A has the property that −1 is not an eigenvalue. Then the Cayley
transform C(A) of A is defined by C(A) := (I +A)−1(I −A). It is shown (Theorem
3.1, [4]) that if A is (even a complex) P -matrix, then F = C(A) is well defined and
that both the matrices I + F and I − F are P -matrices. In particular, if A is a
real P -matrix, then for all ǫ > 0, it follows (by replacing A by the matrix 1
ǫ
A) that
I +Gǫ and I −Gǫ are P -matrices, where Gǫ := (ǫI + A)−1(ǫI − A). However, this
statement is false for P#-matrices. Again, for the matrix A of Remark 2.7, while Gǫ
is well defined, observe that, if 0 < ǫ ≤ 14 , then one has I + Gǫ = 2ǫ(A + ǫI)−1 =
2
(1 + ǫ)2

ǫ
2 + 2ǫ− 1 2 −ǫ− 1
ǫ− 1 ǫ2 + ǫ+ 2 −ǫ− 1
2ǫ −2ǫ ǫ2 + ǫ

 . This is not a P#-matrix, as it is not a
P -matrix, due to the fact that (the diagonal entry) ǫ2 + 2ǫ− 1 < 0 for 0 < ǫ ≤ 14 .
Example 2.9. From the definition, it is clear that all the diagonal entries of a
P0-matrix are nonnegative. This however, is not true for a P#-matrix. Let A =(
2 1
−2 −1
)
so that (A has a negative diagonal entry and) A = uvT , with u =
(1,−1)T and v = (2, 1)T . Since vTu > 0, it follows that A is a P#-matrix. It is
interesting to observe that since A is a generalized idempotent matrix which is not a
P0-matrix, it follows that the earlier discussion on such matrices being P#-matrices
brings in a certain exclusivity for matrices that are endowed with such a property.
The same example above serves to illustrate the fact that adding a diagonal
matrix with positive diagonal entries, to a P#-matrix, does not result in a P#-matrix,
whereas this property is known to be true for both P0 as well as P -matrices. Note
that for all ǫ > 0, the matrix A + ǫI =
(
2 + ǫ 1
−2 −1 + ǫ
)
is invertible. However,
for ǫ < 1, it is not a P#-matrix, since it is not a P -matrix.
Let us also observe that while any principal supmatrix of a P0-matrix or a P -
matrix inherits such a property, a principal supmatrix of a P#-matrix need not be
a P#-matrix ([9, Remark 2.7]).
In what follows, we identify another rather distinguished class of P#-matrices.
Before that, however, we need a certain perspective, which is provided next. Re-
cently, a study was undertaken in [9], where the following result deriving necessary
conditions for a Z-matrix to be a P#-matrix was proved. It is useful to observe that
this extends certain items of Theorem 1.2 and brings in a connection to the linear
complementarity problem (providing a statement stronger than what was mentioned
earlier).
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Theorem 2.10. ([9, Theorem 3.1]) Let A be a Z-matrix. Consider the following
statements:
(a) A is a P#-matrix.
(b) A is an M -matrix with “property c.”
(c) A is range monotone.
(d) A# exists and A#x ≥ 0 whenever x ∈ Rn+ ∩R(A).
(e) Ax ≤ 0 and x ∈ Rn+ ∩R(A) =⇒ x = 0.
Then (a) =⇒ (b)⇐⇒ (c)⇐⇒ (d) =⇒ (e).
Remark 2.11. The question of whether a general Z-matrix is a P#-matrix, if it
is an M -matrix with “property c,” (posed in [9]) remains open. However, for Z-
matrices of order 2 × 2 and 3 × 3, a proof was supplied to show that M -matrices
with “property c” are P#-matrices.
Let us close this remark observing that there are singular reducible M -matrices
that are not P#-matrices, reinforcing the fact (mentioned earlier) that symmetric sin-
gular irreducibleM -matrices form a special class of P#-matrices. Let A =
(
0 −1
0 0
)
.
Then A# does not exist and so A is not a P#-matrix. Note that if B =
(
1 1
0 1
)
,
then B ≥ 0, ρ(B) = 1 and A = ρ(B)I −B, so that A is an M -matrix.
Here is a result to construct P#-matrices, starting from symmetric singular irre-
ducible M -matrices.
Proposition 2.12. Let A ∈ Rn×n be a symmetric singular irreducible M -matrix.
Let u ∈ R(A) satisfy α = uTA#u > 0. Let B be defined by
B =
(
A u
uT α
)
.
Then B is a P#-matrix.
Proof. It is clear that B is a symmetric Z-matrix. Proving that B is a P#-matrix
will be achieved by showing that B is strictly range semimonotone. The conclusion
would then follow from the comments made in Remark 2.11.
Let 0 ≤ x = (w, γ)T ∈ R(B) so that w = Az + βu for some z ∈ Rn and β ∈ R. Let
u = Av for some v ∈ Rn. Then A(z + βv) ≥ 0 and γ = uT z + αβ ≥ 0. Since A
is a singular irreducible M -matrix and w ∈ R(A), by item (e) of Theorem 1.3, one
has A(z + βv) = 0. Thus w = 0. If 0 ≥ x ∗ Bx = (0, αγ2)T , then αγ2 ≤ 0. This
is possible only if γ = 0 since α > 0. Thus we have x = 0, proving the strict range
semimonotonicity of B.
Example 2.13. To illustrate the above procedure consider the matrix A =
(
1 −1
−1 1
)
.
Let B be built from A such that A is the leading principal diagonal block of B (among
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other things) so that B =

 1 −1 1−1 1 −1
1 −1 1

 . Let x ∈ R(B) so that x = β(1,−1, 1)T
for some real number β. Then one may verify that Bx = 3x and so 0 ≥ xi(Bx)i for
i = 1, 2, 3, imply that x = 0, proving that B is a P#-matrix.
Let us look at another example, this time starting with a 3 × 3 matrix. Let
A =

 2 −1 −1−1 2 −1
−1 −1 2

 . Define B =


2 −1 −1 2
−1 2 −1 −1
−1 −1 2 −1
2 −1 −1 2

 . If x ∈ R(B), then x =
(−(β + γ), β, γ,−(β + γ))T for some real numbers β and γ. If 0 ≥ xi(Bx)i for
i = 1, 2, 3, 4, then it follows that β+γ = 0. Using this in one of the other inequalities,
we get β = γ = 0, showing that x = 0, thereby proving that B is a P#-matrix.
The question of dropping symmetry in Proposition 2.12 is still open.
We describe another process by which one may construct a P#-matrix whose
leading principal minor is a symmetric Z-matrix which is also a P -matrix (i.e., a
symmetric invertible M -matrix). We shall need the result that if A is an irreducible
invertibleM -matrix, then A−1 > 0 (meaning that all the entries of A−1 are positive)
[2].
Proposition 2.14. Let A ∈ Rn×n be a symmetric irreducible invertible M -matrix.
Define B =
(
A u
uT α,
)
where u is any nonzero nonpositive vector and α = uTA−1u.
Then B is a P#-matrix.
Proof. First, note that, since A−1 > 0, it follows that α > 0. Also, α − uTA−1u is
the Schur complement of A in B, which is zero here. Hence the matrix B is singular.
Again, we must show that x ≥ 0, x ∈ R(B) and x ∗Bx ≤ 0 =⇒ x = 0.
So, let x ≥ 0 and x ∈ R(B). Then x = (w, γ)T , where w = Az+βu and γ = uT z+αβ
for some vector z and real β. If we set v = A−1u ≤ 0, (so that u = Av), it follows
that γ = vTw. Since x ≥ 0, one has w ≥ 0 and γ ≥ 0. Thus 0 ≥ vTw = γ ≥ 0 and
so γ = 0. We have
x ∗Bx = ((w, 0) ∗ (Aw, uTw))T
and so 0 ≥ x ∗Bx =⇒ 0 ≥ w ∗Aw. Since A is a P -matrix, we have w = 0, showing
that B is a P#-matrix.
Example 2.15. Here is a numerical illustration of the method above: Let A =(
1 −1
−1 2
)
and let u = −(1, 1)T . Let α = uTA−1u = 5. If B =

 1 −1 −1−1 2 −1
−1 −1 5

 ,
constructed by the procedure above, then B is a P#-matrix. Here is a direct verifi-
cation, that turns out to be quite simple for the present example. If x ∈ R(B), then
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x = (β, γ,−3β − 2γ)T , for scalars β, γ. The requirement that x ≥ 0 immediately
implies that x = 0, proving that B is a P#-matrix.
Remark 2.16. The procedure described in Proposition 2.14, seems applicable to
matrices that are not necessarily symmetric, too. A general proof for the non-
symmetric case appears elusive. Let A =
(
1 −1
−2 3
)
, then A = 3I − C, where
C =
(
2 1
2 0
)
, so that ρ(C) = 1 +
√
3 < 3. Thus A is a non-symmetric irre-
ducible invertible M -matrix. Let u = −(1, 1)T . Let α = uTA−1u = 7. If B =
 1 −1 −1−2 3 −1
−1 −1 7

, then R(B) = span{(a, b,−(5a + 2b))T : a, b ∈ R}. If x ∈ R(B),
then x = (γ, δ,−(5γ+2δ))T for γ, δ ∈ R. Then Bx = (6γ+ δ, 3γ+5δ,−36γ−15δ)T .
xi(Bx)i ≤ 0 for all i gives γ(6γ+δ) ≤ 0, δ(3γ+5δ) ≤ 0 and (5γ+2δ)(36γ+15δ) ≤ 0.
It is easy to see that γ = 0 if, and only if, δ = 0. If γ, δ are both positive then from
the first inequality, we have 6γ ≤ −δ < 0. Similarly, if γ, δ are both negative, then
6γ ≥ −δ > 0. We get a contradiction in both the cases. Also if γ > 0 and δ < 0,
we have from the first two inequalities, 3γ ≥ −5δ ≥ 30γ, which is not possible since
γ > 0. If γ < 0 and δ > 0, we have 3γ ≤ −5δ ≤ 30γ, which is again not possible
since γ < 0. Hence γ = δ = 0 and so x = 0. Thus B is a P#-matrix.
The procedure seems to be applicable for reducible matrices, too. Let A =(
1 −1
0 2
)
. Then A is a reducible non-symmetric invertible M -matrix. Let u =
(−1,−1)T so that α = 2. It is easy to check that B =

 1 −1 −10 2 −1
−1 −1 2

 is a P#-
matrix.
We conclude this section with two more examples of P#-matrices, which also
will be useful in later discussions.
Example 2.17. Let A =

1 1 10 1 1
0 0 0

. Then A# =

1 −1 −10 1 1
0 0 0

 . By Remark 2.6,
showing A is P# is sufficient to show that A
# is P#. For x ∈ R(A), x = (α, β, 0)T for
some α, β ∈ R. Then Ax = (α+ β, β, 0)T . So xi(Ax)i ≤ 0 for all i gives α = β = 0
and hence x = 0. Thus A is a P#-matrix.
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3 Karamardian Matrices
We are now in a position to introduce a new class of matrices. As was mentioned
earlier, the motivation comes from Theorem 1.1, which gives a sufficient condition for
a matrix to be a Q-matrix. We need the following notation: For a given matrix A ∈
R
n×n, a nonempty set K ⊆ Rn+, and for a given q ∈ K, the problem LCP(A,K, q) is
to determine if there exists x ∈ Rn such that x ∈ K, y := Ax+ q ≥ 0 with xT y = 0.
Note that the usual complementarity problem is denoted using two arguments, viz.,
a matrix A and a vector q whereas, the problem above makes use of three arguments,
a matrix A, the subset K and a vector q. We shall be interested in a specific choice
for K as described below.
Definition 3.1. Let A ∈ Rn×n. Then A is said to be a Karamardian matrix, if it
satisfies the following two conditions:
(a) K = Rn+ ∩R(A) 6= {0}.
(b) The problems LCP(A,K, 0) and LCP(A,K, d) for some 0 6= d ∈ K have a unique
solution, namely zero.
Let us paraphrase the definition above. A is said to be Karamardian if K =
R
n
+ ∩ R(A) 6= {0} and for some nonzero d ≥ 0 with d ∈ R(A), the problems
LCP(A,K, td) have zero as the only solution for t = 0, 1. Observe that zero is
always a solution to these two problems.
We may sometimes refer to LCP(A,K, 0) as the homogeneous problem and to
LCP(A,K, d) as the non-homogeneous problem.
At this point, a clarification is in order. For S ⊆ Rn, recall that the dual of S
denoted by S∗, is defined by
S∗ := {y ∈ Rn : xT y ≥ 0 for all x ∈ S}.
Given a real square matrix A, q ∈ Rn and S ⊆ Rn, one defines a general comple-
mentarity problem by: Find x ∈ Rn such that
x ∈ S, y = Ax+ q ∈ S∗ and xT y = 0.
For K = Rn+ ∩ R(A), it is well known that K∗ = Rn+ + N(AT ). So, if x ∈ K, and
y = Ax + q ∈ K∗, then one has y = u + v, where u ∈ Rn+ and v ∈ N(AT ). Thus
0 = xT y = xT (u+v) = xTu+xT v. Note that since R(A) and N(AT ) are orthogonal
complementary subspaces, the second term is zero. Thus the two inner products
xT y and xTu are the same. This means that, requiring the vector y = Ax + q to
be in Rn+ is equivalent to demanding for it to be in R
n
+ + N(A
T ). To conclude,
Definition 3.1 indeed talks about a complementarity problem.
3.1 Fundamental Results
Let us begin this subsection with the following remark.
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Remark 3.2. A positive matrix is a Q-matrix and one way of proving it is by
using Theorem 1.1. It is easily seen that a positive matrix is Karamardian, too (see
Theorem 3.11). On the other hand, whereas a nonnegative matrix is a Q-matrix if
and only if all its diagonal entries are positive, this turns out not to be the case for
Karamardian matrices, as shown later.
Remark 3.3. Consider the matrix A =
(
−1 0
0 1
)
. Let x ≥ 0 and Ax ≥ 0.
Then x1 = 0. Also, x
TAx = x22 and so if, x
TAx = 0, then x2 = 0, proving
that LCP(A,K, 0) has zero as the only solution. A similar argument applies for
LCP(A,K, q), where q = (0, 1)T . Thus A is a Karamardian matrix. We leave it
to the reader to verify that A is not a Q-matrix. Thus, interestingly an invertible
Karamardian matrix is not necessarily a Q-matrix.
It must be emphasized that the concept of Karamardian matrices (for which one
of the motivation was Theorem 1.1), was studied in [16], with a different nomencla-
ture and a distinct other purpose. Let us explain this. Let A ∈ Rn×n. Then A is
called a presumably rank deficient Q-matrix of type II, if for some 0 6= d ≥ 0, the
problems LCP(AT , 0) and LCP(AT , d) have precisely one solution in R(A), namely
the zero solution. In other words, A is a presumably rank deficient Q-matrix of
type II if, and only if, AT is Karamardian. The objective of the work in [16] was
to study relationships of these matrices with nonnegativity of the Moore-Penrose
inverse or the group inverse, as the case may be. One of the aims of the present
work is to undertake a systematic study of Karamardian matrices, as a modified
notion of the class of rank deficient Q-matrices, studied earlier. Our endeavour is to
prove that Karamardian matrices possess many properties that may be considered
as analogous to those that are satisfied by the class of Q-matrices. In the first result,
we identify a class of matrices that are Karamardian. One may observe that the
proof follows from (item (b) [9, Theorem 2.11] mentioned in) Remark 2.6. However,
for the sake of completeness, we include a proof. It is useful to keep the following
result for Q-matrices in mind: Any P -matrix is a Q-matrix and that the inverse
of an invertible Q-matrix is also a Q-matrix. We shall obtain a verbatim analogue
of this statement for Karamardian matrices (Corollary 3.5), which states that any
P -matrix is Karamardian. We start with the more general class of P#-matrices,
first.
Theorem 3.4. Let A be a P#-matrix with K 6= {0}. Then A and A# are Kara-
mardian matrices.
Proof. For any arbitrary 0 6= d ∈ K, consider the two problems: LCP (A,K, td), for
t = 0, 1. We show that the two problems have a unique solution, viz., zero. Let vt
1
and vt
2 be two solutions. Then vt
j ∈ K, ytj = Avtj + td ≥ 0 and (vtj)T ytj = 0 for
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j = 1, 2. Define vt = vt
1 − vt2. Then vt ∈ R(A). Note
(vt)i(Avt)i = (vt
1 − vt2)i(Avt1 −Avt2)i
= (vt
1 − vt2)i(Avt1 −Avt2 + td− td)i
= (vt
1 − vt2)i(Avt1 + td−Avt2 − td)i
= (vt
1 − vt2)i(yt1 − yt2)i
= −(vt2)i(yt1)i − (vt1)i(yt2)i
≤ 0,
where we have used the fact that (vt
j)T yt
j = 0 and vt
j, yt
j ≥ 0 for j = 1, 2. Since A
is a P#-matrix, one has vt = 0, i.e., vt
1 = vt
2. Hence A is Karamardian.
To show A# is Karamardian, it suffices to observe that Rn+ ∩ R(A#) = Rn+ ∩
R(A) 6= {0} and so, since A is a P#-matrix, it follows that (A# exists and) A# is
also a P#-matrix.
Corollary 3.5. Let A be a P -matrix. Then A and A−1 are Karamardian matrices.
Proof. Since A is a P -matrix, by [3, Corollary 3.3.5], it follows that there exists
x > 0 such that Ax > 0 and so K 6= {0}. By the theorem above, the conclusion
follows.
Remark 3.6. Note that inverse of a Karmardian matrix need not be Karamardian.
For example, consider the matrix
A =
(
1 2
2 1
)
Note that A is a positive matrix and hence Karamardian. However, note that
A−1 = −1
3
(
1 −2
−2 1
)
=
(
−1/3 2/3
2/3 −1/3
)
which is not Karamardian (see Theorem 3.41).
Example 3.7. Consider the 3× 3 matrix A of Example 2.17 and its group inverse.
A is a nonnegative matrix and so Rn+ ∩ R(A) = Rn+ ∩ R(A#) has nonzero vectors.
By Theorem 3.4, it now follows that these matrices are Karamardian.
Remark 3.8. The converse of Theorem 3.4 is not true. Consider the matrix of
Remark 3.3. Since the matrix A is invertible, it is a P#-matrix if, and only if, it is a
P -matrix, which it is not. This is due to the fact the diagonal entries of a P -matrix
must be positive.
The same matrix A also serves to illustrate the fact that a Karamardian Z-matrix
need not be a P#-matrix, whereas a Z-matrix which is also a Q-matrix, must be a
P -matrix.
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A useful fact about Karamardian matrices is that they are preserved under per-
mutation similarities, shown next.
Theorem 3.9. Suppose A is a Karamardian matrix. Then PAP T is Karamardian
where P is any permutation matrix.
Proof. Suppose A is Karamardian. Then K = Rn+ ∩R(A) 6= {0}, LCP(A,K, 0) has
only the trivial solution, and there exists a 0 6= d ∈ K such that LCP(A,K, d) has
only the trivial solution. Let P be any permutation matrix.
Note that since Rn+ ∩ R(A) 6= {0}, there exists an x ∈ Rn such that Ax = y
where 0 6= y ≥ 0. Now let z = Px. Notice that PAP T z = PAx = Py is a
nonzero nonnegative vector in R(PAP T ). Thus, Rn+ ∩ R(PAP T ) 6= {0}. Let K2 =
R
n
+ ∩R(PAP T ) 6= {0} in the remainder of the proof.
Next suppose that LCP(PAP T ,K2, 0) has a nontrivial solution. Then there is
an x ∈ R(PAP T ) where 0 6= x ≥ 0 such that PAP Tx ≥ 0 and xTPAP Tx = 0.
Let y = P Tx. Note 0 6= y ≥ 0. Also, note that PAy ≥ 0 and yTAy = 0. That
is, Ay ≥ 0 and yTAy = 0. Also, note that since x ∈ R(PAP T ), there exists a
z such that PAP T z = x. Thus, AP T z = P Tx = y. It follows that y ∈ R(A).
But this is a contradiction since LCP(A,K, 0) has only the trivial solution. Thus,
LCP(PAP T ,K2, 0) has only the trivial solution.
Finally suppose that for all nonzero q ∈ K2, LCP(PAP T ,K2, q) has a nontrivial
solution. Choose an arbitrary nonzero q ∈ K2. Then there exists a nonzero x ∈ K2
such that PAP Tx + q ≥ 0 and xT (PAP Tx + q) = 0. Now let y = P Tx. Note
0 6= y ≥ 0. Also, notice that since x ∈ R(PAP T ), PAP T z = x for some vector
z ∈ Rn. Thus, AP T z = P Tx = y and hence y ∈ R(A). Now, since PAP Tx+ q ≥ 0
and xT (PAP Tx + q) = 0, it follows that PAy + q ≥ 0 and xT (PAy + q) = 0.
Thus, Ay + P T q ≥ 0 and xTPP T (PAy + q) = 0. That is, Ay + P T q ≥ 0 and
yT (Ay + P T q) = 0. Note since q ∈ R(PAP T ), it follows that P T q ∈ R(A). Thus,
LCP(A,K,P T q) has a nontrivial solution. Since this holds for any arbitrarily chosen
q ∈ K2, this is a contradiction since there exists a vector d ∈ Rn+ ∩ R(A) for which
LCP(A,K, d) has only the trivial solution.
Next we make some connections between Karamardian matrices and (strictly)
semimonotone matrices. For some recent results we refer to the work [17]. A
(strictly) semimonotone matrix is a matrix A ∈ Rn×n such that for every x ∈ Rn
such that 0 6= x ≥ 0 there exists an index k such that xk > 0 and (Ax)k ≥ 0 (resp.
(Ax)k > 0). A well-known result in this regard is the statement: A matrix A is
(strictly) semimonotone if and only if LCP (A, q) has a unique solution for all q > 0
(q ≥ 0) (see [3]).
Semimonotone and strictly semimonotone matrices have another characerization
in terms of semipositive and weakly semipositive matrices. Recall that a matrix A is
semipositive, denoted by A ∈ S, if there exists an x > 0 such that Ax > 0. A matrix
A is called weakly semipositive, denoted by A ∈ S0, if there exists a 0 6= x ≥ 0 such
that Ax ≥ 0. For more details on semipositive and weakly semipositive matrices, see
[2, 6, 10]. It has been shown (see [3]) that a matrix A is (strictly) semimonotone if
and only if A and all its principal submatrices are weakly semipositive (semipositive).
Theorem 3.10. Every strictly semimonotone matrix is Karamardian.
Proof. Suppose A is a strictly semimonotone matrix. Then A is semipositive and
hence must have a positive vector in its column space. Also, note that LCP(A, q) has
a unique solution for every q ≥ 0. Hence, LCP(A,K, 0) has a unique solution and
LCP(A,K, d) has a unique solution for every 0 6= d ∈ K. Thus, A is Karamardian.
Note that any positive matrix is strictly semimonotone and this allows us to
easily get the following result.
Corollary 3.11. If A ∈ Rn×n is a positive matrix, then A is Karamardian.
Remark 3.12. It may or may not be the case that a semimonotone matrix (either
singular or nonsingular) is Karamardian. For example, the matrices A =
(
0 −1
0 1
)
and B =
(
0 1
0 1
)
are both singular semimonotone matrices (which are not strictly
semimonotone). It can be shown that A is not Karamardian while B is Karamar-
dian. Also, the matrices C =
(
0 1
1 0
)
and D =
(
0 1
−1 1
)
are both nonsingular
semimonotone matrices (which are not strictly semimonotone). It can be shown
that C is not Karamardian while D is Karamardian.
In the case of nonsingular semimonotone matrices, we have the following result.
Theorem 3.13. Suppose A is semimonotone but not strictly semimonotone and
suppose that A is nonsingular. If LCP(A, 0) has only the trivial solution, then A is
Karamardian.
Proof. Suppose A is semimonotone but not strictly semimonotone, and suppose
that A is nonsingular and that LCP(A, 0) has only the trivial solution. Since A
is semimonotone, LCP(A, q) has only the unique solution for every q > 0. Thus,
since each of these vectors is in the column space of A (as A is nonsingular), A is
Karamardian.
Let us now prove a result regarding almost semimonotone matrices. A matrix
A is said to be almost semimonotone if all proper principal submatrices of A are
semimonotone but A is not semimonotone. It has been shown (see [17]) that if A is
almost semimonotone, then A−1 exists and A−1 ≤ 0, which allows us to prove the
following result.
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Theorem 3.14. If A ∈ Rn×n is almost semimonotone, then A is not Karamardian.
Proof. Suppose A ∈ Rn×n is almost semimonotone. Then A−1 exists and A−1 ≤ 0.
Thus, for any 0 6= q ≥ 0, it follows that there exists a 0 6= x ≥ 0 such that Ax = −q.
Thus, Ax+ q = 0 and hence 0 6= x ≥ 0 is a nontrivial solution to LCP(A, q). Thus,
A is not Karamardian.
Let us now show that nonsingular matrices of size at least 2× 2 with a negative
row are Karamardian.
Theorem 3.15. Every invertible matrix (of size at least 2× 2) with a negative row
is Karamardian.
Proof. Observe that ifA is an invertible matrix with a negative row, then LCP(A,K, 0)
has only the trivial solution. Next, suppose that the ith row of A is negative. Choose
a nonnegative vector d whose ith entry is 0. Then LCP(A,K, d) has only the trivial
solution.
Corollary 3.16. Every invertible negative matrix of size at least 2× 2 is Karamar-
dian.
Let us now turn our attention to matrices of rank one. We have the following
characterization.
Theorem 3.17. Let A = uvT , for non-zero u, v ∈ Rn. Then A is Karamardian if,
and only if, u is unisigned and uT v > 0.
Proof. Necessity: Suppose that A = uvT is Karamardian. In the first place, there
exists d (6= 0) ∈ K such that LCP(A,K, d) has zero as the only solution. Hence
d = αu ≥ 0 for some α ∈ R, showing that u is unisigned. Next, let x be a solution
of LCP (A,K, 0). Then x ∈ R(A), x ≥ 0, Ax ≥ 0 and xTAx = 0. Thus x = βu ≥ 0
for some β ∈ R and so one has 0 ≤ Ax = (uT v)βu. This implies that uT v ≥ 0. If
uT v = 0, then Au = 0. Choose x = u, if u ≥ 0 and x = −u, if u ≤ 0, ensuring that
x ∈ R(A) and that x ≥ 0. As Ax = 0, it follows that LCP(A,K, 0) has a nonzero
solution, contradicting that A is Karamardian. Hence uT v > 0.
Sufficiency: Suppose u is unisigned and uT v > 0. Then K 6= {0} and so by Lemma
2.5, it follows that A is a P#-matrix. By Theorem 3.4, it now follows that A is
Karamardian.
In connection with the comments made in Remark 3.2 (and in the context of the
fact that a nonnegative matrix is a Q-matrix if, and only if, all its diagonal entries
are positive), we have the following theorem.
Theorem 3.18. Let A be a nonnegative and nonsingular matrix. If A has at least
one zero diagonal entry, then A is not Karamardian.
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Proof. Let A ∈ Rn×n. Without loss of generality, assume that a11 = 0. Then A can
be written in the form
A =
(
0 uT
v B
)
where u, v ∈ Rn−1 and B ∈ R(n−1)×(n−1). If x = (1, 0, 0, . . . , 0), then 0 6= x ≥ 0,
Ax = (0, v) ≥ 0, and xTAx = 0, showing that LCP(A, 0) has a nontrivial solution.
Thus, A is not Karamardian.
Corollary 3.19. Suppose A ≥ 0 and nonsingular. If A is Karamardian, then all
the diagonal entries of A are positive.
Remark 3.20. The above corollary does not hold for singular matrices. Consider
the matrix
A =


0 0 1 0
0 0 1 1
0 0 0 1
0 0 1 0


Note that A is singular and A ≥ 0 with all zero diagonal entries. We will show that
A is Karamardian. First, note that A has a nonzero nonnegative vector in its range
space. Next we show that LCP(A,K, 0) has only the trivial solution. Let x ∈ K.
Then x is in the form
x =


α
α+ β
β
α


Next, note that Ax =


β
β + α
α
β

. Thus, xTAx = 3αβ+(α+β)2 and hence xTAx = 0
if and only if α = β = 0. Thus, the only solution to LCP(A,K, 0) is the trivial one.
Next, we show that LCP(A,K, d) has a nontrivial solution for some 0 6= d ∈ K. Let
d =


1
4
3
1

. Note that d ∈ R(A) since d =


1
4
3
1

 =


1
1
0
1

 + 3


0
1
1
0

 . Next, note that
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for x =


α
α+ β
β
α

 ∈ R(A),
Ax+ d =


β + 1
β + α+ 4
α+ 3
β + 1


which is always positive. Hence, xT (Ax+ d) = 0 if and only if x = 0.
Before we proceed to identify other classes of Karamardian matrices, let us give
two examples of matrices that are not Karamardian.
Example 3.21. Let A be a singular irreducibleM -matrix. Let x ≥ 0 with x ∈ R(A).
Then 0 ≤ x = Ay and so by item (e) of Theorem 1.3, one has x = Ay = 0. This
shows that K = {0} and so A is not a Karamardian matrix. It is pertinent to point
that, nevertheless, there is a procedure to construct a Karamardian matrix via (the
group inverses of) a direct sum of a singular M -matrix and an invertible M -matrix
(see Corollary 3.27).
Example 3.22. Let A =
(
E E
E 0
)
∈ R2n×2n, where E ∈ Rn×n is the all ones
matrix. A is not Karamardian since
(
0
e1
)
is a nonzero solution of LCP (A,K, 0).
Here ei denotes the ith standard basis vector of Rn.
Let us recall that a matrix A is said to be copositive (strictly copositive) on a
subset S ⊆ Rn, if xTAx ≥ 0 (xTAx > 0) for all x ∈ S (0 6= x ∈ S). A is said to be
copositive (strictly copositive), if S = Rn+. One of the first results for a Q-matrix is
that a strictly copositive matrix is a Q-matrix ([3, Theorem 3.8.5]). The next result
is an analogue for a Karamardian matrix.
Theorem 3.23. Let K 6= {0}. If A is strictly copositive on K, then A is Karamar-
dian.
Proof. Let x ≥ 0, x ∈ R(A), y = Ax ≥ 0 and xT y = 0. If x 6= 0, then xT y = xTAx >
0, a contradiction. Thus x = 0. This shows that LCP(A,K, 0) has zero as the only
solution.
Next let 0 6= w ∈ K. Let r ≥ 0, r ∈ R(A), s = Ar + w ≥ 0 and rT s = 0. Then
0 = rT s = rT (Ar + w) = rTAr + rTw.
If r 6= 0, then rTAr ≤ 0, a contradiction to the strict copositivity of A on K. Hence
r = 0, showing that LCP(A,K,w) has zero as the only solution.
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The next example illustrates Theorem 3.23.
Example 3.24. Let A =

 1 −1 0−1 1 0
0 0 1

 . Note that since A has a nonnegative
column, it is trivial that K 6= {0}. If x ∈ R(A), then x = (α,−α, β)T for some
α, β ∈ R. So, if x ∈ K, then x = (0, 0, β)T , with β ≥ 0. xTAx = β2 ≥ 0 and
is strictly positive if x 6= 0. Hence A is strictly copositive on K and so it is a
Karamardian matrix.
Let us recall that if a Z-matrix is monotone, then it is a Q-matrix. Also, an
invertible Q-matrix A has the property that A−1 is a Q-matrix. Thus the inverse of a
monotone Z-matrix is a Q-matrix. We have the following analogue for Karamardian
matrices.
Theorem 3.25. Let A be a range monotone Z-matrix with K 6= {0}. Then A# is
Karamardian.
Proof. Let x be a solution of LCP (A#,K, 0). Then x ∈ K, A#x ≥ 0 and xTA#x =
0. Since A is a Z-matrix, one has 0 ≥ xTAA#x = xTx = 0 and so x = 0. Thus
LCP (A,K, 0) has a unique solution. Let u be a solution of LCP (A#,K, d) for some
d ∈ K. Then u ∈ K, v = A#u+ d ≥ 0 and uT v = 0. Since d ∈ R(A), A#u ∈ R(A),
we have v ∈ R(A) and hence v ∈ K. Since A is range monotone, u ∈ R(A), u ≥ 0
implies A#u ≥ 0. Now,
0 = uT v = uT (A#u+ d) = uTA#u+ uTd.
But, since u,A#u and d are nonnegative vectors, one has uTA#u = uTd = 0. Finally,
since A is a Z-matrix (and u = AA#u, since u ∈ R(A)) one has 0 ≥ uTAA#u = uTu,
showing that u = 0.
Let us give an example of a matrix illustrating Theorem 3.25. A distinguished
class of matrices for which Theorem 3.25 is applicable, is identified in Corollary 3.27.
Example 3.26. Let A =

1 −1 00 1 −1
0 0 0

. Then A is a Z-matrix. Also, K =
R(A) ∩ Rn+ 6= {0}, since A has a nonnegative column, for instance. It is easy
to see that A is range monotone. It now follows from Theorem 3.25 that A# is
Karamardian.
Corollary 3.27. Let B be an M -matrix with “property c,” C be an invertible M -
matrix and let A = B ⊕ C =
(
B 0
0 C
)
. Then A# is Karamardian.
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Proof. First, we show that K 6= {0}. Since C is an invertible M -matrix, there exists
z > 0 such that Cz > 0. Thus the vector
(
0
Cz
)
∈ K. Note that, as B,C ∈ Z, A is
also a Z-matrix. Next, we show that A is range monotone, i.e., x ∈ R(A), Ax ≥ 0
implies x ≥ 0. Let x =
(
u
v
)
∈ R(A) such that Ax =
(
B 0
0 C
)(
u
v
)
=
(
Bu
Cv
)
≥ 0,
so that Bu ≥ 0 and Cv ≥ 0. Note that u ∈ R(B) and v ∈ R(C). Showing u ≥ 0
and v ≥ 0 will prove the range monotonicity of A. Since B is an M -matrix with
“property c,” we have that B# exists and B# ≥ 0 on R(B). Thus, since Bu ≥ 0,
B#Bu ≥ 0. Note that since u ∈ R(B), one has u = B#Bu ≥ 0. Since C is an
invertible M -matrix, we have C−1 ≥ 0. Thus Cv ≥ 0 implies that v ≥ 0, proving
that A is range monotone. By Theorem 3.25, A# is Karamardian.
In view of Corollary 3.27, one might think of Karamardian matrices, within
the class of Z-matrices, as being sandwiched between the classes of invertible M -
matrices and M -matrices with “property c.” Here is an illustrative example for
Corollary 3.27.
Example 3.28. Let B =
(
0 −1
0 1
)
and C =
(
1 −1
−1 2
)
. C is an invertible M -
matrix. Note that B = I −D, where D =
(
1 1
0 0
)
≥ 0. It follows that Dk = D ≥ 0
for any positive integer k so that D is semi-convergent and that ρ(D) = 1. Thus,
B is an M -matrix with “property c.” One has A# =


0 −1 0 0
0 1 0 0
0 0 2 1
0 0 1 1

. Let 0 ≤
x ∈ R(A#). Then x1 = 0. Also, if A#x ≥ 0, then x2 = 0, while the condition that
xTA#x = 0 yields 2x3
2 + 2x3x4 + x4
2 = 0. Since x3, x4 ≥ 0, we have x3 = x4 = 0.
Thus x = 0 is the only solution of LCP (A#,K, 0). Similarly, it can be shown that
LCP (A#,K, d), where d = (0, 0, 0, 1)T , has zero as its only solution. Hence A# is
Karamardian.
Example 3.29. In this example we show that the conclusion in Corollary 3.27 does
not hold if both B and C are M -matrices, even if both possess “property c.” Let
B = C =
(
0 −1
0 1
)
. As shown earlier, B = C is an M -matrix with “property c.”
One has A# = A and K = {0}.
In the next result, we show how one can strengthen the conclusion of Theorem
3.25, in the presence of an additional assumption on A. This result also improves
Theorem 2.18 of [16].
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Theorem 3.30. Let A be a symmetric and range monotone Z-matrix. If K 6= {0},
then A and A# are Karamardian.
Proof. The fact that A# is a Karamardian matrix is the result of Theorem 3.25
(even without the symmetry assumption). We show that A is Karamardian.
Let 0 6= p ≥ 0 with p ∈ R(A) (since K 6= {0}, this choice is valid). Set A#p = q.
Then q ∈ R(A), and due to the range monotonicity of A, one also has q ≥ 0. We
show that the homogeneous problem and the problem corresponding to the vector
q, have zero as the only solution in R(A). Let ut ∈ R(A) satisfy the conditions
ut ≥ 0, vt = Aut + tq ≥ 0 and uTt vt = 0 for t = 0, 1.
By the Z-property of A, we have
0 ≥ (Aut)T vt = ‖ Aut ‖2 + t(Aut)T q.
Now,
(Aut)
T q = uTt Aq = u
T
t p,
since A is symmetric, ut, p are nonnegative vectors and p = AA
#p. Thus Aut = 0
so that ut ∈ R(A) ∩N(A) = {0}, completing the proof.
Here is an example that illustrates Theorem 3.30.
Example 3.31. Let A =

 1 −1 0−1 1 0
0 0 3

. Then A is a symmetric Z-matrix. Also
if x ∈ R(A), then x = (α,−α, β)T for some α, β ∈ R. So, if x ∈ R(A) and Ax ≥ 0,
then (2α,−2α, 3β)T ≥ 0 so that x ≥ 0. Thus A is range monotone. Also since A has
a nonnegative column, K 6= {0}. Hence by Theorem 3.25, A# = 1
4


1 −1 0
−1 1 0
0 0
4
3


is a Karamardian matrix. Since A# also satisfies the conditions of Theorem 3.25,
(A#)# = A is Karamardian.
Motivated by Proposition 2.12 and Proposition 2.14, let us present a procedure
by which one could construct a Karamardian matrix of any order, starting from an
invertible Karamardian matrix.
Proposition 3.32. Let A ∈ Rn×n be an invertible Karamardian matrix. Let u ∈ Rn
satisfy the conditions u ≥ 0, uTA−1 ≥ 0 and α := uTA−1u > 0. Then the matrix
B ∈ R(n+1)×(n+1) defined by B =
(
A u
uT α
)
is a Karamardian matrix.
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Proof. First, observe that since α > 0, the last column of B is nonnegative. This
means that R(B) ∩ Rn+1+ 6= {0}. Let x ∈ R(B) be such that x ≥ 0, Bx ≥ 0 and
xTBx = 0. We must show that x = 0. Now, there exists z ∈ Rn and β ∈ R such
that x := (w, γ)T = (Az + βu, uT z + αβ)T . It then follows that γ = uTA−1w.
Also, since x ≥ 0, one has γ ≥ 0. Set (y, δ)T = Bx = (Aw + γu, uTw + αγ)T ,
so that one has δ = uTA−1y. Again, since Bx ≥ 0, one has δ ≥ 0. We have
0 = xTBx = wTAw + γu + γ(uTw + αγ). Both the terms on the right hand side
are nonnegative. So, if γ > 0, then one has uTw + αγ = 0 and so uTw = −αγ < 0,
a contradiction due to the fact that u ≥ 0 and w ≥ 0. Thus γ = 0 which, in turn
yields wTAw = 0. Since w ≥ 0, Aw ≥ 0 and A is (an invertible) Karamardian
(matrix), it must be true that w = 0, proving that the homogeneous problem has
zero as the only solution.
The second part has a similar argument and is given for the sake of completeness.
Note that as A is Karamardian, there exists 0 6= d ≥ 0, such that zero is the only
vector v that satisfies the conditions v ≥ 0, p = Av + d ≥ 0 and pT v = 0. Define
q = (d, λ)T , where λ = uTA−1d ≥ 0 (using the assumption that uTA−1 ≥ 0 and
d ≥ 0). Then q ∈ R(B) ∩Rn+1+ . Let r ∈ R(B), r ≥ 0, s = Br+ q ≥ 0 and rT s = 0.
There exist b ∈ Rn and µ ∈ R, for which r := (g, δ)T = (Ab+µu, uT b+µα)T so that
Br+ q = (Ag+ δu+ d, uT g+αδ+λ)T . Both these are nonnegative vectors and also
0 = gT (Ag+ δu+ d) + δ(uT g+αδ+ λ). Again, both the terms are nonnegative and
so if δ > 0, then one has uT g = −λ−αδ < 0, a contradiction since both u and g are
nonnegative vectors. Hence δ = 0 and so one has gT (Ag + d) = 0. Since g ≥ 0 and
Ag + d ≥ 0, by the first sentence, it follows that g = 0. This completes the proof
that B is Karamardian.
The next example illustrates the construction above. A careful observation of
the proof of Proposition 3.32 tells us that the assumption that uTA−1 ≥ 0 is used
only when we required uTA−1d ≥ 0. Here d is a nonnegative vector that guarantees
the Karamardian property of A. So, the procedure could be applied to any situation
where this inequality holds (instead of the stronger requirement that uTA−1 ≥ 0).
We exploit this in the numerical example given next.
Example 3.33. Let A =
(
−1 0
0 1
)
, the invertible Karamardian matrix of Remark
3.3. From the discussion there, we note that d = (0, 1)T and so one has uTA−1d ≥ 0.
Let u = (1, 2)T so that α := uTA−1u = 3. Define B :=

−1 0 10 1 2
1 2 3

, using the
construction of Proposition 3.32. Let us verify that B is a Karamardian matrix,
independently. First, note that B has a nonnegative column and so R(B) ∩ R3+ 6=
{0}. Let x ∈ R(B) be such that x ≥ 0, Bx ≥ 0 and xTBx = 0. We need
to show that x = 0. One has x = (y, β)T , where β = uTA−1y. By denoting
y = (y1, y2)
T , the nonnegativity constraints and the complementarity constraint
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yield (−y1 + 2y2)(−2y1 + 8y2) = 0, i.e., y1 = 2y2 or y1 = 4y2. In both the cases,
substituting in y1(−2y1 + 2y2) = 0, we get y1 = y2 = 0 and hence x = 0.
Let us turn to the non-homogeneous problem. Note that, (again, as was men-
tioned earlier in Remark 3.3), d = (0, 1)T serves as a nonnegative vector in R(A)
for which LCP(A,K, d) has zero as the only solution in R(A). Using this d, we con-
struct the q required for the present problem as q = (d, λ)T , where λ = uTA−1d = 2.
Thus q = (0, 1, 2)T and it belongs to R(B) ∩ R3+. Let z ∈ R(B) be such that z ≥ 0,
Bz + q ≥ 0 and zT (Bz + q) = 0. Then z = (r, γ)T , where γ = uTA−1r. If we set
r = (r1, r2)
T , then the nonnegativity and the complementarity constraints give us
(−r1 + 2r2)(−2r1 + 8r2 + 2) = 0. r1 = 4r2 + 1 gives −2r1 + 2r2 ≤ 0. This is a
contradiction as Bz+ q ≥ 0. Hence r1 = 2r2, in which case, by an argument similar
to the above, we have r1 = r2 = 0. Thus z = 0. Hence B is Karamardian.
3.2 The case of 2× 2 matrices : Complete classification
In this section, we obtain the complete description of all 2×2 Karamardian matrices.
First, we look at the singular case. Note that if A = uvT , then tr(A) = uT v and so
we can restate Theorem 3.17, as follows:
Theorem 3.34. Let A ∈ Rn×n be a rank 1 matrix. Then A is Karamardian if and
only if A has a nonnegative nonzero vector in its column space and tr(A) > 0.
This result enables us to characterize the 2× 2 singular Karmardian matrices as
follows.
Theorem 3.35. (1) The matrix
A =
(
0 0
c d
)
is Karamardian if and only if d > 0. Also,
A =
(
a b
0 0
)
is Karamardian if and only if a > 0.
(2) The matrix
A =
(
a 0
b 0
)
is Karamardian if and only if a > 0 and b ≥ 0. Also,
A =
(
0 b
0 d
)
is Karamardian if and only if b ≥ 0 and d > 0.
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(3) Suppose
A =
(
a b
c d
)
where a, b, c, d 6= 0 and det(A) = 0. Then A is Karamardian if and only if
tr(A) > 0 and one of the columns of A is positive.
Now we wish to characterize the nonsingular 2×2 Karamardian matrices. First,
we consider the case when A is a diagonal matrix.
Theorem 3.36. Let A = diag(d1, d2). Then A is not Karamardian if and only if
either (1) both d1 < 0 and d2 < 0, or (2) A is singular with tr(A) ≤ 0.
Proof. Let A = diag(d1, d2). If A is singular, then from Theorem 3.35, we must have
tr(A) ≤ 0, and so (2) holds. Now suppose that A is nonsingular. Then d1, d2 6= 0.
We will prove that if (1) does not hold, then A is Karamardian. First, suppose
d1 < 0 and d2 > 0. Then LCP(A, 0) has only the trivial solution and LCP(A, q)
where q = (0, 1) has only the trivial solution, so that A is Karamardian. The case
when d1 > 0 and d2 < 0 is similar. If d1, d2 > 0, then LCP(A, 0) clearly has only
the trivial solution and so does LCP(A, q) for any q > 0, and so A is Karamardian.
To prove the converse, suppose that either (1) both d1 < 0 and d2 < 0, or (2) A is
singular with tr(A) ≤ 0. If (2) holds, then by Theorem 3.35, one concludes that A is
not Karamardian. If (1) holds, then notice that LCP(A, q) has a nontrivial solution
for every 0 6= q ≥ 0 given by x =
(
− q1
d1
, − q2
d2
)
, and thus A is not Karamardian.
Corollary 3.37. Let A = diag(d1, d2) where d1, d2 6= 0 (so that A is nonsingular).
Then A is Karamardian if and only if d1 ≥ 0 or d2 ≥ 0.
Theorem 3.38. For any b, c ∈ R, the matrix
A =
(
0 b
c 0
)
is not Karamardian.
Proof. Note that the result in the singular case follows from Theorem 3.34. Now
suppose b, c 6= 0. We will consider the following cases: (1) b, c > 0, (2) b > 0 and
c < 0, and (3) b, c < 0 (the case where b < 0, c > 0 follows from Theorem 3.9). First,
consider the case where b, c < 0. Then LCP(A, q) has a nontrivial solution for each
0 6= q ≥ 0 given by x = (− q2
c
,− q1
b
)
. Finally, if either b > 0 and c < 0 or if b, c > 0,
it may be shown that x = (0, 1) is (a nontrivial) solution to LCP (A, 0).
Now we consider the case where A is a nonsingular triangular matrix.
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Theorem 3.39. Let A =
(
a b
0 d
)
or A =
(
d 0
b a
)
be nonsingular. Then A is not
Karamardian if and only if a, d < 0, and b ≥ 0.
Proof. We will show the result for the case where A =
(
a b
0 d
)
. The case where
A =
(
d 0
b a
)
follows from Theorem 3.9. Suppose a, d < 0, and b ≥ 0. We will
show that LCP(A, q) has a nontrivial solution for each 0 6= q ≥ 0. In the case where
q1 6= 0, notice that x =
(
− q1
a
0
)
is a nontrivial solution to LCP(A, q) since in this
case Ax + q =
(
0
q2
)
≥ 0 and xT (Ax + q) = 0. In the case where q1 = 0, we have
that q2 6= 0. Note that x =
(
0
− q2
d
)
is a nontrivial solution to LCP(A, q) since in
this case Ax + q =
(
− bq2
d
0
)
. Since LCP(A, q) has a nontrivial solution for each
0 6= q ≥ 0, it follows that A is not Karamardian.
To prove the converse, suppose
A =
(
a b
0 d
)
is nonsingular and not Karamardian. Then a 6= 0 and d 6= 0. Now, it is easy to
verify that LCP(A, 0) has only the trivial solution. Thus, it must be the case that
LCP(A, q) has a nontrivial solution for each 0 6= q ≥ 0. There are three cases to
consider.
Case (i): q = (q1, 0) where q1 > 0. Let x be a nontrivial solution to LCP(A, q)
and let y = Ax+ q. Note that y2 = dx2 and hence it must be the case that x2 = 0
since d 6= 0. Thus, x1 6= 0 and 0 = y1 = ax1 + q1. Hence, x1 = − q1a > 0 and hence
a < 0.
Case (ii): q = (0, q2) where q2 > 0. Let x be a nontrivial solution to LCP(A, q)
and let y = Ax+ q. Note that if x2 = 0, then x1 6= 0 and y1 = ax1 6= 0 since a 6= 0,
a contradiction. Thus, x2 6= 0. Hence 0 = y2 = dx2 + q2. Thus, x2 = − q2d > 0 and
hence d < 0. If x1 6= 0, then 0 = y1 = ax1 + bx2 and thus x1 = − bx2a and hence
b ≥ 0, since a < 0. If x1 = 0, then y1 = bx2 ≥ 0 and hence b ≥ 0. Thus, in either
case, b ≥ 0.
Case (iii): q = (q1, q2) > 0. Let x be a nontrivial solution to LCP(A, q) and
let y = Ax + q. Note that, since a < 0, a nontrivial solution in this case is x =
(−q1
a
, 0)T .
We also have the following.
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Theorem 3.40. Let A =
(
0 b
c d
)
or A =
(
d c
b 0
)
where b, c, d 6= 0. Then A is not
Karamardian if and only if either (1) c > 0 or (2) b, c < 0 and d > 0.
Proof. First, we will show that if either (1) c > 0 or (2) b, c < 0 and d > 0, then
A is not Karamardian. In the case where c > 0, note that x = (1, 0) is a nontrivial
solution to LCP(A, 0) and hence A is not Karamardian. Now suppose b, c < 0 and
d > 0. Then A is almost semimonotone (see [17, Proposition 3.6]) and therefore by
Theorem 3.14, A is not Karamardian.
For the converse, we will prove the contrapositive. Suppose it is not the case that
either (1) c > 0, or (2) b, c < 0 and d > 0. Then we have the following cases: (1)
b, c, d < 0, (2) c, d < 0, b > 0, and (3) c < 0, b, d > 0. In the two cases where c, d < 0,
A is Karamardian by Theorem 3.15. Thus, suppose that c < 0 and b, d > 0. Then
A is semimonotone so by Theorem 3.13 we only have to show that LCP(A, 0) has a
unique solution. Suppose that 0 6= x ≥ 0 is a nontrivial solution to LCP(A, 0). Note
Ax = (bx2, cx1 + dx2). If x2 = 0, then (Ax)2 = cx1 which forces x1 = 0, so suppose
not. Then x2 6= 0 and so (Ax)2 = cx1 + dx2 = 0. Thus, x1 = −dcx2 6= 0. Thus,
(Ax)1 = bx2 = 0, a contradiction. Thus, LCP(A, 0) has only the trivial solution. It
follows that A is Karamardian.
The following theorem classifies 2 × 2 matrices with exactly 2 negative and 2
positive entries.
Theorem 3.41. Let a, b, c, d > 0.
(1) If A is in the form
A =
(
−a b
c −d
)
then A is not Karamardian.
(2) If A is in the form
A =
(
a −b
−c d
)
.
then A is not Karamardian if and only if detA ≤ 0.
(3) If A is in the form A =
(
−a b
−c d
)
or A =
(
a −b
c −d
)
, then A is Karamardian
if and only if A is nonsingular or tr(A) > 0.
Proof. First, we will show (1). Consider any 0 6= q ≥ 0. Note that if q1 > 0, then
x =
(
q1
a
, 0
)
is a nontrivial solution to LCP(A, q). If q2 > 0, then x =
(
0, q2
d
)
is a
nontrivial solution to LCP(A, q). Thus, A is not Karamardian.
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Next, we show (2). First, note that if det(A) > 0, then A is a P -matrix and thus
Karamardian. Now suppose that det(A) ≤ 0. The singular case follows from Theo-
rem 3.35. In the case where detA < 0, note that A is almost semimonotone since
all proper principal submatrices of A are semimonotone but A is not semimonotone
(see [17, Proposition 3.6]). Thus, by Theorem 3.14, A is not Karamardian.
Finally, we prove (3). First note that if A is singular, then A is Karamardian
if and only if tr(A) > 0 from Theorem 3.35. Now suppose A is nonsingular. We
will show that A is Karamardian in the case where A =
(
−a b
−c d
)
. Suppose that
0 6= x ≥ 0 is a nontrivial solution to LCP(A, 0). If x2 = 0, then x1 6= 0 and so
(Ax)1 = −ax1 = 0, a contradiction. Thus, x2 6= 0. Then 0 = (Ax)2 = −cx1 + dx2,
which implies that x1 =
d
c
x2 6= 0. Thus, 0 = (Ax)1 = −ax1 + bx2 and so x1 = bax2.
It follows that (−ad+ bc)x2 = 0. Since x2 6= 0, −ad+ bc = 0, a contradiction since
detA 6= 0. Thus, LCP(A, 0) has only the trivial solution.
Next we show that LCP(A, q) has only the trivial solution for some 0 6= q ≥ 0.
First, suppose that detA > 0. For q =
(
1
0
)
, we claim that LCP(A, q) has only
the trivial solution. Suppose this is not the case and let 0 6= x ≥ 0 be a solution to
LCP(A, q). Let x1 = 0 so that x2 6= 0. Then 0 = (Ax + q)2 = dx2, a contradiction.
Thus, x1 6= 0. If x2 = 0, then (Ax + q)2 = −cx1 < 0, a contradiction. Thus,
x2 6= 0 as well. Thus, it follows that 0 = (Ax + q)1 = −ax1 + bx2 + 1 and 0 =
(Ax + q)2 = −cx1 + dx2. Multiplying the first equation by c, and using the second
equation, yields −adx2 + bcx2 + c = 0. Thus, (bc − ad)x2 + c = 0, a contradiction
since detA = bc− ad > 0 and c > 0. Thus, LCP(A, q) has only the trivial solution.
Now, we consider the case where detA < 0. For q =
(
0
1
)
, we claim that
LCP(A, q) has only the trivial solution. Suppose that this is not the case and so
let 0 6= x ≥ 0 be a solution to LCP(A, q). Let x2 = 0 so that x1 6= 0. Then,
one has 0 = (Ax + q)1 = −ax1, a contradiction. Thus, x2 6= 0. If x1 = 0,
then 0 = (Ax + q)2 = dx2 + 1, again a contradiction. Thus, x1, x2 6= 0. Thus,
0 = (Ax+q)1 = −ax1+bx2 and 0 = (Ax+q)2 = −cx1+dx2+1 and so ax1 = bx2 and
−acx1+adx2+a = 0. It follows that −bcx2+adx2+a = 0 and so (ad−bc)x2+a = 0,
a contradiction since ad− bc = − detA > 0 and a > 0.
Next, let A =
(
a −b
c −d
)
. The proof that A is Karamardian follows from the
previous part and Theorem 3.9.
Theorem 3.42. Suppose that A ∈ R2×2 has exactly 3 positive entries and 1 negative
entry. That is, suppose
A =
(
a b
c −d
)
or A =
(
−a b
c d
)
or A =
(
a −b
c d
)
or A =
(
a b
−c d
)
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where a, b, c, d > 0. Then A is Karamardian.
Proof. First, we will show the result in the case where
A =
(
a b
c −d
)
.
The proof for the second matrix follows from Theorem 3.9. Note that for the given
A, clearly LCP (A, 0) has only the trivial solution. Next, note that LCP (A, q) where
q = (1, 0) has only the trivial solution. To see this, note that if y = Ax + q, then
y1 > 0 and hence x1 = 0. Then y2 = −dx2. Since y2 ≥ 0, we need x2 = 0.
If A assumes the third or the fourth forms, then the conclusion that A is a
Karamardian matrix follows from the fact that A is a P -matrix.
From the fact that P -matrices as well as nonsingular matrices with a negative
row are Karamardian and from the earlier results, we obtain the following.
Theorem 3.43. Suppose A is nonsingular and
A =
(
a b
c d
)
where a, b, c, d 6= 0. Then A is not Karamardian if and only if one of the following
conditions holds:
(1) a, d < 0 and b, c > 0
(2) a, d > 0 and b, c < 0 and det(A) < 0
Combining all of the previous results gives the following concluding theorem.
Theorem 3.44. Suppose A is the matrix
A =
(
a b
c d
)
Then A is not Karamardian if and only if one of the following holds:
(1) A is singular and does not have a nonzero nonnegative vector in its column
space.
(2) A is singular with tr(A) ≤ 0.
(3) a, d < 0 and b, c ≥ 0
(4) a, d > 0 and b, c < 0 and detA < 0.
(5) a, d = 0
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(6) a = 0 and c > 0
(7) d = 0 and b > 0
(8) a = 0 and c, b < 0 and d > 0
(9) d = 0 and b, c < 0 and a > 0
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