Abstract In this paper, performance of a turbo-coded OFDM system is analyzed and simulated in a power line communication channel. Since the power line communication system typically operates in a hostile environment, turbo code has been employed to enhance reliability of transmitted data. The performance is evaluated in terms of bit error probability. As turbo decoding algorithms, MAP (maximum a posteriori), Max-Log-MAP, and SOVA (soft decision viterbi output) algorithms are chosen and their performances are compared. From simulation results, it is demonstrated that Max-Log-MAP algorithm is promising in terms of performance and complexity. It is shown that performance is improved 3dB by increasing the number of iterations, 2 to 8, and interleaver length of a turbo encoder, 100 to 5000. The results in this paper can be applied to OFDM-based high-speed power line communication systems. 
Introduction
Power lines originally are designed for delivering power not data. Recently, there is a growing interest on data transmission over a PLC (power line carrier) channel.
Undoubtedly, the PLC has considerable potential in many applications such as remote metering, distribution automation, demand-side management, and internet access through home networking. Primary attractions of the PLC are universal presence of electric wiring and ease of access through standardized wall-outlets [1] . However, power lines are heavily affected by interference from various sources and attenuation during transmission exhibits unpredictable variations.
Compared to other communication methods, the PLC systems have the following advantages; 1) wide coverage, scalability of bit rate and bandwidth in that a sufficient subcarrier bandwidth increases robustness to Doppler spread of a channel. In an OFDM scheme, DFT (Discrete Fourier Transform) is used to multiplex blocks of data symbols over subchannels which are spectrally overlapping yet orthogonal in time [11] . The OFDM has been adopted as a standard for DAB (digital audio broadcasting), WLAN (wireless local area network), and ADSL (asynchronous digital subscriber line).
In this paper, performance of a turbo-coded OFDM system is analyzed and simulated in a power line communication channel. As a modulation scheme, 64-QAM is employed because OFDM/64-QAM is a very strong candidate for high-speed and spectrally-efficient power line communication systems. The performance is evaluated in terms of bit error probability [12] . And, the concepts and principles of turbo code are introduced, and decoding algorithms are described to help readers understand turbo encoding/decoding procedures [14] [15] .
The simulation results for bit error probability are presented with the following varying parameters: 1) the number of iterations used in the decoding process, 2) interleaver length employed in the turbo encoder, and 3) channel impairment factors of the PLC channel. Finally, the comparative results are shown for the optimal and suboptimal approaches used in the turbo decoding process. For turbo decoding algorithms, the optimal MAP, the suboptimal Max-Log-MAP, and the suboptimal SOVA algorithms are taken into account.
The paper is organized as follows: In Section 2, OFDM/QAM system, PLC channel model, and turbo coding are described. In Section 3, bit error probability for the OFDM/64-QAM system with turbo coding is derived. In section 4, optimal and suboptimal turbo decoding algorithms are described. Simulation results are presented in Section 5, and conclusions are drawn in Section 6.
System Model

OFDM System Model
In an OFDM system with turbo coding as shown in m -QAM constellation [13] .
Then, the output of turbo encoder is serial-to-parallel converted. The OFDM scheme allows spectral overlap of adjacent subcarriers using orthogonal property, which results in high spectral efficiency. The subcarrier frequencies are selected to be spaced at symbol rate. The OFDM modulation and demodulation is efficiently done using FFT and IFFT algorithms. The IFFT output is converted into analog modulating waveform using D/A (digital-to-analog) converter, and then transmitted.
At the receiver, the recovered baseband signal is sampled and converted to digital form. The FFT is performed to determine phase and amplitude of each subcarrier. For each subcarrier, the transmitted data is estimated through signal point closest to the point corresponding to the received subcarrier. The output of parallel-to-serial converter is decoded in the turbo decoder to estimate transmitted m-bit data sequence.
[ Fig. 1 ] Block diagram of a turbo-coded OFDM/QAM system.
PLC Channel Model
Power line can provide reasonably universal channels with a simple and standard interface in the form of a wall -socket plug. However, it has disadvantages such as limited bandwidth, high noise levels, varying levels of impedance, attenuation, and noise, etc. Typically, many kinds of loads connected to the power line may act as noise sources. A high and fluctuating noise levels and fluctuating impedance and transmission loss in the power line may incur a considerable problem.
[ Fig. 2 ] PLC channel model.
Since the power line is arranged in the power distribution circuits, the transmission loss is inevitable.
There have been many kinds of channel models for the PLC channel [1] . However, any model cannot completely 
where M is the number of echoes in the channel, τ i and μ i denote the ith echo delay and attenuation, respectively. In frequency domain, transfer function is given by
Since the attenuation coefficient is a function of cable length and frequency, the ith component can be represented as 
where the coefficients c 0 , c 1 , and ε is constant for a specific cable type.
Turbo Code
To enhance reliability of information bits, many channel coding schemes such as block and convolutional codes have been proposed [8] . In order to achieve higher coding gains, their concatenated coding scheme has been proposed [9] . In a concatenated coding scheme, probability of error decreases exponentially while decoding complexity increases algebraically. In applications requiring higher coding gain such as deep space communications, the concatenated code has attracted much attention as a powerful coding scheme.
The turbo code is a kind of concatenated code which consists of two or more constituent codes. Typically, two recursive systematic convolutional codes are used as the constituent codes [10] . In the turbo decoder shown in Fig. 3. (b) , the first thing to do is to compute metric. After that, the metric is used in the decoder 1 and decoder 2. The separate two decoders matched to the constituent encoders share soft reliability information in an iterative fashion. This soft reliability information (also called extrinsic information) is used as a priori information in the next decoding stage.
Then, the performance of this iterative decoder becomes very close to that of ML (maximum likelihood) decoder with far less complexity. The soft outputs are derived from a modified Viterbi decoder, but the optimal softoutput decoder is symbol-by-symbol APP (a posteriori probability) decoder whose outputs are the a posteriori probabilities of the decoded bits.
Performance Analysis
The OFDM system can be interpreted as a frequency multiplexing method for transmitting K symbols simultaneously using K subcarriers. The symbol sequence is divided into blocks of K symbols. Then, the transmitted signal is given by
where f c is carrier frequency, f k is frequency of the k-th subcarrier, T= T s +T g is sum of symbol duration ( T s ) and guard interval ( T g ), and K is the number of subcarriers. At the receiver front-end, the received signal is given by
where h k is frequency response of the PLC channel at frequency f c + kf k
. After sampling and taking FFT, the output signal of FFT algorithm is given by
where n k is IFFT output of sampled noise. The bit error probability of 64-QAM with Gray mapping in an AWGN channel is given by [16] 
where
For turbo-coded codewords, codeword error probability is upper-bounded by
where N is block length of turbo codeword, 
where p( d|i) is the probability that an input codeword with Hamming weight i produces a codeword with Hamming weight d . The average upper bounds for word and bit error probabilities are, respectively, given by (12) where d min is a minimum distance between codewords. To apply for the PLC channel, the turbo decoder should be modified to incorporate the PLC channel characteristics. For the turbo-coded case, the bit error probability is evaluated through simulations using (12).
Turbo Decoding Algorithms
The turbo decoding algorithm depends on the available information on channel state in the decoder. The optimum decoding algorithms are based on MAP probability. The MAP algorithm has not been less popular than Viterbi algorithm because it achieves slightly better performance with higher complexity [17] . Recently, as a decoding algorithm of concatenated coding scheme, it is gathering spotlights with the increased attentions of turbo code. In a usual concatenated code, some kind of soft information is exchanged between the constituent codes.
In a concatenated code proposed by Forney, the optimum output of inner decoder becomes in the form of APP distribution [10] . In order to approach the required APP, many suboptimal algorithms have been considered.
One of them is SOVA algorithm that is a kind of modified Viterbi algorithm compared to the original Viterbi algorithm. To make implementation easier, the Max-Log-Map algorithm has also been proposed. Since the optimal MAP decoding algorithm is very complex, so some suboptimal algorithms with less complexity have been proposed. In this paper, the Max-Log-MAP and the SOVA algorithms are considered as the suboptimal approaches.
MAP Algorithm
In the MAP algorithm, all the possible paths in the trellis are considered to optimally determine the reliability of information data. The MAP algorithm is computed through modified BCJR algorithm. Empirical evidences suggest that this decoding algorithm performs remarkably well and converges to the optimal decoding solution. 
where S k is state of the first encoder at time K , and α k (•) and β k (•) are forward and backward recursion parameters, respectively.
The forward and backward recursion relations of the MAP are, respectively, given by
The initial conditions are α 0 (S 0 )= 0 for S 0 = 0 and β N (S N )= 1 for S N = 0 . The branch transition probability of MAP decoder is given by , are used to compute a log likelihood ratio of a posteriori
probabilities. This likelihood ratio is then employed to produce a priori probabilities in the following MAP decoder after which a new likelihood ratio is evaluated.
This procedure is repeated many times until the bit error probability converges to some low value.
Max-Log-MAP Algorithm
In the Max-Log-MAP algorithm, the data decision 
SOVA Algorithm
In the SOVA algorithm, two paths are considered, but the competing path may not be the best competing path.
Usually, the competing path determines reliability of soft information and survives to merge with ML (maximum likelihood) path. In the conventional Viterbi algorithm, the path with the largest metric is selected as a survivor by maximizing, over all the possible paths, the value given
In the hard decision, the Max-Log-MAP and SOVA algorithms work with the same metric. However, in the soft decision, these two algorithms operate differently.
The SOVA algorithm computes only one competing path at every decoding step. For each information bit, it considers only a survivor of Viterbi algorithm.
Simulation Results
In this section, we present some simulation results. The harmonic noise is a periodic noise pulse that occur with a frequency other than multiples of the net voltage.
The harmonic noise can be represented by
where A k is amplitude of the kth harmonic noise 
)dt is tail integral of standard Gaussian density. For computation of erfc( x) , the Q -function (Gaussian tail integral) is used with the form given by
In Bit Error Probability Fig. 7 ] Bit error probability vs. SNR for various kinds of noise types.
In Fig. 7 , for the optimal MAP decoding algorithm, bit error probability vs. SNR is compared for various kinds of noise types. The simulation examples are shown for the number of iterations = 2 and interleaver length of turbo encoder = 1000. The impact of impulse noise on BER performance is more critical than that of harmonic noise.
From this figure, it is found that many kinds of noises substantially influence the performance of the PLC system.
Conclusions
The 
