Hyperspectral imaging combines high spectral and spatial resolution in one modality. This imaging technique is a promising tool for objective medical diagnostics. However, to be attractive in a clinical setting the technique needs to be fast and accurate.
INTRODUCTION
Hyperspectral imaging has recently been adopted for diagnostic imaging of human skin. [1] [2] [3] The amount of collected data is an obstacle for fast hyperspectral data processing. With typical files being in the order of several gigabytes, processing time is prohibitive for advanced analysis. Time is a crucial parameter for the technique to be clinically relevant. Processing should preferably obey an external real-time deadline limit defined by the capture speed of the hyperspectral camera. Commodity graphics cards are well known to satisfy heavy computing requirements. 4, 5 Such graphics cards can potentially boost processing speed due to the inherent parallelizability of hyperspectral data processing.
Using hyperspectral imaging to estimate the abundances of various materials (blood, melanin, water) present in human skin is valuable for diagnostic purposes. Spectral unmixing 6 is often used to obtain abundance maps of materials present in hyperspectral images of e.g. landscapes.
Applying the same methods to analyze hyperspectral images of skin is challenging due to the scattering and layered nature of human skin. One aim of this study is to find a way to apply the technique to hyperspectral images of human skin.
Forward light transport models may be used to describe the light transport through layered media such as human skin. Such models have previously been used to extract the optical properties of tissue through iteration of the input parameters and comparison with skin reflectance spectra obtained through light spectroscopy.
7-9 Monte Carlo models 10 or the diffusion approximation 8, 11, 12 may be used to solve the light transport problem. This family of light transport models have to our knowledge not been applied on hyperspectral images in real-time during data collection. This paper presents a deterministic hyperspectral inversion approach based on diffusion theory and spectral unmixing. This method is suitable for GPU implementation. It fulfills the real-time requirements of the hyperspectral camera and delivers optical properties well within reasonable waiting times.
MATERIALS AND METHODS

Optical modelling
Skin model
The skin model used in this study is a two-layered model previously described by Spott et al., 8 Randeberg et al. 13, 14 and Svaasand et al. 11 In short, it consists of two planar layers. The first layer is an epidermal layer of known thickness containing melanin and a small amount of blood. The blood in the epidermal layer is added to correct for the depth variations of the papillae. The second layer is a semi-infinite dermal layer containing blood and other chromophores evenly distributed throughout the layer.
The absorption spectra for melanin and other chromophores are shown in figure 1. The absorption spectra are multiplied by their volume fractions and summed to yield the total, wavelength-dependent dermal absorption coefficient. The epidermal melanin amount is denoted by the melanin absorption at 694 nm (µ a,m,694 ). The blood absorption may be characterized by the blood volume fraction and ratio of oxygenated blood to total blood volume.
Light scattering in collagen is modelled by expressions given by Saidi et al., 17 scaled to fit adult skin. 18 The light scattering in blood is assumed to follow an expression compiled by Spott et Figure 2 : Illustration of the two-layered skin model applied to a three-layered situation. The two-layered skin model approximates the properties of multiple, inhomogeneous layers to a single, homogeneous and semi-infinite (s.i.) layer where the derived properties are distributed evenly throughout the layer. Different parts of the diffuse reflectance spectrum represents different penetration depths. The chromophores taken into account at the different parts are listed above the example spectrum. Typical depths assumed in the three-layer model is shown to the right. Typical mean optical penetration depths through dermis are estimated to around 200 µm for 530-590 nm and above 500 µm for 700-800 nm.
Inverse model
The diffusion model is applied to find the wavelength-dependent diffuse reflectance. By comparing the calculated reflectance against a measured reflectance, the skin parameters may be found iteratively. The iteration strategy is designed with GPU implementation in mind.
The number of layers is kept down to two layers in order to keep the number of parameters at play down to a minimum and simplify the reflectance expression. To emulate the behavior of a presumably more accurate three-layered skin model, the two-layered inverse diffusion model is applied on separate, more or less uniform parts of the spectrum to yield the mean properties down to some penetration depth. This is illustrated in figure  2 and has earlier been done by Randeberg et al. 14 This approach is also similar to work done by Tseng et al.
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and Saager et al. 23 The two chosen wavelength intervals are 500-590 nm and 690-830 nm.
The unknown parameters within the chosen skin model, as applied to a given wavelength interval, are
• Melanin absorption in epidermis
• Blood volume fraction (BVF) in dermis
• Oxygen saturation of the blood in dermis
• Additional chromophores The thickness of the epidermis is assumed to be 100 microns. Thickness variations are assumed to propagate into the melanin absorption value. The scattering coefficients for each individual are assumed to vary unsignificantly and to be dependent only on variations in scattering due to red blood cells.
The basic inversion strategy is outlined in figure 3 . The dermal absorption coefficient is inverted and unmixed after the melanin in epidermis somehow is determined.
The melanin extraction method is outlined in figure 4 . A low melanin absorption of 100 m −1 is assumed as a starting value. The wavelength-dependent dermal absorption coefficient is then derived and fitted using blood and melanin. Subsequently, the blood parameters are fixed and melanin removed from the total absorption coefficient in dermis. The epidermal absorption coefficient is then derived. Melanin is then fitted to the epidermal absorption curve. The entire method is repeated in two iterations to avoid under-compensation. This is done at the wavelength interval 730-830 nm to reduce crosstalk between the chromophore absorption curves. An estimate of the blood volume fraction is obtained and is also used to derive the scattering expression in the subsequent derivations.
The wavelength-dependent dermal absorption coefficient is then found by iteration, effectively separating scattering and absorption effects. A linear relation between the chromophore absorption coefficients and the total dermal absorption is assumed. The chromophore contributions to the dermal absorption spectrum can then be found using a spectral unmixing algorithm.
The endmembers (i.e. characteristic spectra) for this unmixing procedure are known a priori and only abundance estimation is desired for the spectral unmixing part. A sequential coordinate-wise algorithm for non-negative least squares (SCA)
24 is used to unmix the absorption spectra. This algorithm has no proven convergence guarantees, but is reportedly fast and suitable for a memory-effective GPU parallelization.
The unmixing of the dermal absorption coefficient takes the earlier listed chromophores into account at the separate wavelength intervals. In addition is melanin included to rectify potential melanin underestimation in epidermis, and the constant baseline absorption is allowed to vary freely.
Experimental
Hyperspectral images of skin were collected using a push-broom HySpex VNIR-1600 camera 25 with a selfdeveloped autofocus system. The hyperspectral images had a size of 1600 pixels (samples) × 160 wavelengths (bands) × a varying number of lines. Hyperspectral data lines were scanned in a speed of 30 ms per line of data, which was also chosen to be the real-time deadline limit for the processing.
The GPU kernels were designed for a computer with an Intel Core i7 CPU (8 cores), 6 GB RAM and an NVIDIA GeForce GTX 670 GPU. Linux was used as the operating system. Hyperspectral images were denoised using the Maximum Noise Fraction (MNF) transform. 26 Noise was estimated by the shift difference between neighboring columns. The first ten bands were included in the inverse MNF transform.
The images were converted to reflectance and corrected for uneven illumination across the field of view using a Spectralon reflectance target (SRT-50-050 Reflectance Target, 12.7 x 12.7 cm, ACAL Bfi Nordic AB, Uppsala).
1 Spectral variations in the specified intensity of the reflectance standard were taken into account in the conversion.
Real-time implementation
The inversion model is to be implemented for use in hyperspectral images and to meet a soft real-time requirement. To decrease calculation times, the analytical expression for the two-layered diffusion model with an isotropic source function is used. Using a more complex source function will increase the computational overload, as will an increase in the number of layers. The algorithm is always iterated with respect to one optical parameter (dermal absorption or epidermal absorption) at each wavelength. The iteration speed is boosted by inputting the analytical derivative of the reflectance into the Newton-Rhapson's method (15 iterations).
An NVIDIA GPU is employed using CUDA to parallelize the inversion algorithm for wavelengths and pixels in the hyperspectral image. The inversion routine is embedded in a hyperspectral streaming framework developed by FFI. 27 One line of data consisting of 1600 pixels and 160 wavelengths is inverted at a time.
GPU parallelization
GPU hardware can be employed as a SIMD vector processor, requiring the same sequence of instructions to be applied to multiple data for maximum parallelization to occur. 28 The parallelized threads are required to be independent. Whenever threads are accessing data in the memory in parallel, the neighboring threads should access neighboring values in the data arrays (coalesced memory access).
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The inversion algorithm was designed with this in mind. The basic building blocks of the inversion algorithm are the inversion of the epidermal absorption, the inversion of the dermal absorption and spectral unmixing using SCA. These operations are implemented as separate GPU kernels, along with helper kernels for the calculation of optical properties.
The inversion of an absorption coefficient requires the calculation of the diffuse reflectance and its derivative for a given number of iterations. This can be done independently of wavelength and pixel. Spectral unmixing requires access to the spectrum in the individual pixels, and can be parallelized independently across pixels. The kernels are optimized to reuse calculations and minimize global memory access. BIL interleave is used for the hyperspectral images to ensure coalesced memory reading and writing.
RESULTS
Timing results
The timing results for the CUDA kernels as applied on a 1600 samples × 160 bands hyperspectral data line are shown in figure 5 . The final results are delivered within 3.5 ms. A nearly equivalent implementation on a CPU would use more than one minute for the same amount of data. Melanin content Dermal properties Figure 5 : Total computational times for the inversion of one hyperspectral line of data. Three wavelength intervals were used in the unmixing of the dermal absorption, the line of data had 1600 samples × 160 bands of data.
Hyperspectral image inversion results
Inversion results and an RGB image from a hyperspectral image of a healed wound is shown in figure 6 . The hyperspectral image was collected from the leg of a 53 year old female as a part of an experimental trial on chronic ulcers. 1 The study was carried out in accordance with the Helsinki declaration and the experimental protocol was approved by the Regional Committee for Medical and Health Research Ethics (REK). The patient suffered from diabetes. The image was subsetted in order to ignore non-skin high SNR regions and to invert only the parts of the image correctly being in focus and out of shadow. Individual spectrum fits are shown in figure  7 .
DISCUSSION
The aim of this paper is to present a proof of concept for a real-time inversion method for hyperspectral images of skin. The method has been applied to a wound-related image as an example.
Timing
The inverse chain outputs the final results well within the deadline limit, meeting the fast computing requirement and leaving GPU time for other, future processing operations. CUDA has no real-time guarantees, but it can be safe to assume that no other application will be able to disturb the GPU processing times significantly as long as the computer is left for processing operations only.
Hyperspectral inversion
The inversion images in figure 6 show a correct characterization of the blood volume fraction. The blood volume fractions extracted from blue-green and red-near infrared (NIR) wavelength ranges show vessels localized at different depths.
The oxygenation determined from the red-NIR wavelength range is almost unaffected by the melanin content and is within the ranges expected of a large penetration depth.
14 The oxygenation extracted from a more shallow penetration depth is supposed to be lower, due to differences in vascularization in the deeper and more superficial layers.
14 This is correctly characterized for the lower wavelength range. The oxygenation results, high for the longer wavelengths and low for the shorter wavelengths, is in accordance with results found by Tseng et al.
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The oxygenation map at the blue-green wavelength range for the healed wound shows a high oxygenation in several spots. The RGB image shows slight whiteness and the impression of a rather rough surface in these regions. It can be surmised that the scattering assumption is off due to formation of scar tissue, resulting in a too high oxygenation. On the other hand, the RGB image also displays erythema in these spots. The high oxygenation may also be due to slight irritation in the superficial skin layers.
The melanin contents seem to be characterized correctly. The healed wound displays post-inflammatory hyperpigmentation, resulting in a peak in melanin content. The low melanin regions are in correspondence with melanin values reported for North European skin (300-500 m −1 ) in literature.
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The skin areas chosen to test the algorithms are complex scenes that show substantial variations in optical properties. The diffusion model is put to hard tests in these images as some of the absorption values are far beyond the range of validity. The highest, true melanin contents are likely too high for the diffusion approximation to be valid. This is reflected in the ability of the diffusion model to fit the measured spectrum. The fit (not shown) displays characteristics of using a too low melanin estimate at the shorter wavelengths, despite the fact that the melanin estimate apparently is correct for the longer wavelengths. This propagates into a too high oxygenation estimate and artifacts in the abundance images in the highly pigmented regions. The lower melanin regions fare better.
The method shows potential for future optical diagnostics.
CONCLUSION
An inversion approach for hyperspectral images has been developed using GPU parallelization, displaying realtime performance. The inversion of the hyperspectral images show promising results. Future work will involve taking spatial information into account in the unmixing algorithms, and strive to account for variation in scattering properties.
