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(Separate Form 2) 
論文の要旨  
 
本 論 文 で は 、 空 間 点 パ タ ー ン を グ ラ フ ィ カ ル に 分 類 す る 方 法 と し て AG-curve
（ AGglomerative-curve ） を 提 案 し た 。 こ れ は 凝 集 型 階 層 的 ク ラ ス タ ー 分 析
（Agglomerative Hierarchical Clustering Algorithm）を応用した方法である（以降は
AHC 手法と呼ぶ）。  
本論文は、  
・AG-curve を用いた空間点パターンの分類方法の提案  
・空間点パターンの分類に適した AHC 手法の探索  
・既存のグラフィカルな分類方法に対する AG-curve の優位性の検証  















るグラフである。本論文で取り上げた近接グラフは、第 1 近隣木、第 k 近隣木、相互最近
隣対（Reciprocal nearest neighbor pair）、MST（Minimum Spanning Tree）である。領
域内に強度λで一様ランダムに配置された点過程に対する辺長の分布を対象とした。多次




は近接グラフ（Proximity graph）に基づくものと、2 次特性（Second-order characteristics）
に基づくものに分けられる。前者として G 関数、F 関数、J 関数を、後者として K 関数、




定する内容である。ここでは分類対象として 3 種類の現実の点パターンを用いた。  
提案手法である AG-curve は AHC 手法の併合距離とクラスター数の間の関係を示して
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点パターンの分類に適した AHC 手法を探索した。AG-curve には単調性が期待されている
ので、その基礎となる AHC 手法にも単調性が期待されている。したがって探索する AHC
手法の候補として、単調性が保証されている、最短距離法・最長距離法・群平均法の 3 手
法を選択した。結果として最短距離法が選択された。最短距離法（single-linkage）を用
いた AG-curve を AGsi-curve と呼ぶ。本論文の残りの部分では、AGsi-curve に的を絞っ
て議論を進めた。  
 次に AGsi-curve の分類特性を、既存の手法である G 関数および K 関数と比較した。そ
れらに対する優位性を示すために計算機実験を活用した。最後に、AGsi-curve は MST の
辺長の経験分布関数と等価であることを示した。補足として MST の辺長の経験分布関数
を  関数とし、この  関数を用いた空間点パターンの分類事例を示した。  
明らかにされた「AGsi-curve と MST の辺長との関係」を深く研究するため、CSR 点過




分布 U とし、Watanabe（2008）の近似分布の順序統計量を用いた場合を AGsi-curve の
近似分布 L とする。これらの近似分布を多次元で導出した。AGsi-curve の近似分布 U の
導出においては MST の辺長に関する Roberts（1968）の近似分布の順序統計量を用いた。
また、AGsi-curve の近似分布 L の導出のためには MST の辺長に関する Watanabe（2008）
の近似分布の順序統計量を用いた。  
導出した近似分布 U と近似分布 L の特性を明らかにするため、近似分布の期待値の強度
依存性に着目し、モンテカルロ法により推定した厳密分布の期待値と比較した。次に
AGsi-curve の近似分布の導出に用いた、MST の辺長の近似分布である Roberts（1968）
と Watanabe（2008）についても、期待値の強度依存性に着目し、モンテカルロ法により
推定した厳密分布の期待値と比較した。最後に、明らかにされた AGsi-curve の近似分布







(Separate Form 3) 
博士論文審査結果の要旨  
 
本学位論文の審査は、2018 年 1 月 18 日に５名の審査員によって行われた。  
 空間点パターンをランダム型・規則型・凝集型の 3 種類にグラフィカルに分類する方法
として、これまで G 関数、K 関数をはじめとする様々な方法が提案されてきた。本論文で
は新たな分類方法として、凝集型階層的クラスター分析法を応用した AG-curve を提案し、





対する AGsi-curve の優位性が示されている。具体的には、既存の方法では分類できない 2
種類の点パターンを分類できることや、境界効果に対するロバスト性などである。また、
AGsi-curve の数理的性質は Minimum Spanning Tree の辺長の順序統計量を用いて説明でき






なった。AGsi-curve の境界効果は、その基礎を成す Minimum Spanning Tree の辺長の境界
効果によるものであることを示したのち、先行研究を発展させ、簡易的なモデル化と計算
機実験を用いて、Minimum Spanning Tree の辺長の境界効果を定量的に評価した。 
本論文の貢献は、凝集型階層的クラスター分析法に基づいて空間点パターンをグラフィ
カルに分類する方法として AGsi-curve を提案し、その数理的性質を明らかにしたことであ
る。既存の G 関数を用いた場合では区別できない点パターンの区別ができることやλ（強
度）が大きい場合に K 関数より規則型とランダム型の分類が明瞭にできること、境界効果
に対して頑健であるなどの優位性があることなどは重要な結果である。分類だけでなく、
ランダム性の検定のために用いるように拡張できる可能性がある等、空間点パターンに関
する諸問題を解決するために用いることができるものと考える。 
公開論文発表会において、出願者は研究内容を分かり易く説明し、「最短距離法を選択
した理由」「境界効果と境界補正」などの質問に対する回答も適切であった。本論文の結果
は統計科学的に有用であると考えられ、学位論文としてふさわしいものとして、審査委員
全員一致で合格と判定した。  
