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Abstract - Cette communication présente un nouveau concept 
de dispositif d’assistance à la mobilité pour les personnes 
présentant une incapacité visuelle (PPIV), son implantation dans 
un simulateur, et son évaluation préliminaire. Ce système, 
ACCESSPACE, permet de représenter l’essentiel (gist) de 
l’agencement spatial des alentours immédiats de l’utilisateur, sur 
une tablette à stimulation tactile. En combinant des données 
cartographiques, GPS et visuelles, ce système effectue un bi-
partitionnement de l’espace (en zones accessibles ou non) et 
transmet cette information sous forme d’une carte égocentrée 
augmentée, évoluant en temps réel avec les mouvements de 
l’utilisateur. L’évaluation préliminaire du simulateur 
d’ACCESSPACE confirme sa pertinence pour la mobilité en 
intérieur, notamment dans les musées.  
Keywords – Accessibilité, carte tactile dynamique, déficience 
visuelle, navigation autonome. 
I.  INTRODUCTION  
De très nombreuses tâches de notre vie quotidienne 
reposent essentiellement sur la vision, de sorte que la cécité 
(partielle ou totale) pose un problème majeur dans les 
interactions des PPIV avec leur environnement. Parmi ces 
tâches, se déplacer de manière autonome et en sécurité est une 
action très complexe, faisant intervenir une multitude de 
processus cognitifs et physiques nécessitant l’intégration 
d’une grande quantité d’informations multi-sensorielles. 
De nombreuses solutions ont été développées pour aider les 
PPIV à regagner une partie de l’autonomie perdue en raison de 
leur déficience. Parmi celles-ci, l’on distingue : les cartes 
statiques et les aides technologiques. 
1)  Les cartes statiques, telles que les cartes 
thermoformées, procurent une représentation allocentrique 
statique et en relief d’une portion délimitée de l’espace. Ces 
cartes sont communément employées par les PPIV lors des 
ateliers d’Orientation et de Mobilité car elles permettent de se 
faire une idée de l’organisation de l’espace alentour 
(agencement des rues, des pièces d’un bâtiment, etc.). 
Cependant, elles présentent plusieurs inconvénients: 
l’information présentée est statique (donc limitée à une zone 
donnée) et l’affichage ne suivra pas les déplacements de 
l’utilisateur à l’instar d’un GPS. L’utilisateur aura donc des 
difficultés à savoir où il se trouve sur la carte, ainsi que vers 
où il doit aller pour atteindre sa destination. De plus, ces cartes 
ont une échelle fixe, et ne permettent donc pas de varier 
l’échelle à un endroit particulier pour obtenir des informations 
plus précises (comme à un carrefour complexe, par exemple). 
2)  Les aides technologiques à la mobilité, telles que la 
canne blanche, permettent de localiser et d’éviter les obstacles 
sur le chemin à une distance de 1 à 2 mètres. Des équivalents 
électroniques ont également été développés, tels que la canne 
blanche électronique [1], ou encore des dispositifs de 
substitution sensorielle (SSD : sensory substitution devices) 
qui permettent aux PPIV de percevoir en temps réel certains 
éléments importants de leur environnement (e.g. les obstacles 
suspendus) par le biais d’une modalité de substitution, comme 
le toucher. Ces derniers présentent l’avantage de permettre  la 
détection des éléments en temps réel, permettant leur 
utilisation dans de nombreux lieux, et une adaptation de  leur 
affichage en fonction des déplacements et des spécificités de 
la tâche que les PPIV cherchent à effectuer. Enfin, des aides 
électroniques basées sur le GPS [2] existent afin de guider ces 
personnes vers leur destination, par des indications sonores ou 
tactiles [3].  
Cependant, malgré leur grande utilité, la plupart des 
dispositifs d’assistance électronique ne donnent pas (ou peu) 
d’informations nécessaires à la compréhension de 
l’agencement de l’espace environnant, comme par exemple la 
disposition des rues dans un quartier, des pièces dans un 
bâtiment, ou encore des chemins empruntables aux alentours. 
Pouvoir élaborer une représentation mentale holistique de leur 
environnement permettrait aux PPIV de se déplacer de 
manière autonome et indépendante, ce qui améliorerait leur 
qualité de vie et leur intégration dans la société. Il est donc 
nécessaire d’élaborer une nouvelle génération de dispositifs 
d’assistance à la mobilité des PPIV, alliant les capacités 
d’affichage égocentré dynamique des systèmes électroniques 
avec l’affichage allocentriques de la topographie environnante 
des cartes en relief [4]. 
Aussi, cette communication propose une description 
fonctionnelle, une mise en œuvre (sous forme d’un simulateur) 
et l’évaluation préliminaire d’un système permettant 
l’affichage égocentré et allocentré, tactile et dynamique d’une 
carte géographique augmentée, alliant les avantages des cartes 
en relief, la géolocalisation et la réponse en temps réel des 
dispositifs électroniques. Un tel système constitue une réponse 
à un besoin sociétal croissant, sachant que l’OMS 
(Organisation Mondiale de la Santé) recense 285 millions de 
PPIV, dont près de 39 millions d’aveugles dans le monde, et 
qu’elle estime que ce nombre va continuer d’augmenter avec 
le vieillissement de la population [4].  
Cette communication est organisée comme suit : la section 
II présente quelques dispositifs actuels d’aide à la navigation, 
et met en évidence leurs limites. La section III identifie les 
deux concepts de base qui sous-tendent la conception d’une 
aide à la navigation idéale; et propose les spécifications 
fonctionnelles d’ACCESSPACE. La section IV présente une 
mise en œuvre de notre aide à la navigation grâce à un 
simulateur connecté à une tablette à retour haptique, ainsi que 
les résultats préliminaires de son évaluation expérimentale par 
des PPIV. La section V conclut en présentant l’état actuel du 
projet ACCESSPACE. 
II.  LES AIDES A LA NAVIGATION ACTUELLES 
Depuis la démocratisation du GPS, de nombreux dispositifs 
électroniques d’aide au déplacement des PPIV ont été créés. 
Les lunettes intelligentes [5], [6] sont le premier dispositif 
visuo-tactile à la fois égocentré et allocentré (cf. Fig. 1). Les 
images acquises via deux caméras attachées aux branches des 
lunettes sont traduites en une représentation tactile minimale, 
affichée sur une surface à stimulation tactile. Cependant, la 
technologie à mémoire de formes (SMA, Shape Alloy 
Memory) utilisée par cette interface ne permet pas de créer de 
grandes surfaces tactiles, ou d’augmenter la 
résolution spatiale. En effet, il n’existe pas de système de 
dissipation de chaleur suffisamment efficace pour refroidir un 
grand nombre d’éléments tactiles SMA dans un petit volume. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Lunettes Intelligentes (URN et Sorbonne). 
 
 
Le prototype du projet européen FP7 (ICT) HaptiMap 
(Haptic, Audio and Visual Interfaces for Maps and Location 
Based Services) [3] fournit une assistance audio à la 
navigation, sous forme de sons avertissant de la présence 
d’obstacles et en indiquant les points stratégiques pour la 
continuation du trajet. Les YAH maps (You-Are -Here maps) 
[7] offrent l’affichage dynamiques des cartes. Le projet 
NAVIG [8], [9] propose un environnement virtuel avec une 
description de l’espace environnant pendant une tâche de 
mobilité avec un retour auditif. Dans l’application ISAS (In 
Situ Audio Services) [10] le rendu audio des bases de données 
géographiques a été communiqué à travers un smartphone. 
Tous ces systèmes utilisent un casque ou au moins un 
écouteur, or les caractéristiques d’ergonomie indispensables 
exigent que les retours audio soient minimisés, car 
actuellement les PPIV utilisent l’écholocalisation et les sons 
ambiants pour s’orienter dans l’espace ; aussi les informations 
vitales ou importantes ne doivent pas être transmises par ce 
canal perceptuel [11]. 
Le prototype du projet européen Sound of Vision, H2020 
[12], fournit une représentation audio-tactile des obstacles 
proches. Le système ALVU (Array of Lidars and Vibrotactile 
Units) [13], [14] constitue un complément à une canne et 
introduit la reconnaissance de certains objets. 
Parmi les systèmes commerciaux on peut citer le système  
MNB (Mission Navigation Belt) et OPSkin de d’Elitac [15]. 
Ces systèmes intègrent des vibreurs dans des textiles (ceinture 
intelligente, veste intelligente, etc.) qui indiquent au porteur, la 
direction suivre. EVA vision (Extended Visual Assistant) [16] 
propose son système éponyme qui consiste en une application 
smartphone ainsi qu’une paire de lunettes EVA. L’application 
utilise des caméras intégrées dans une paire de lunettes pour 
reconnaître des objets, ou lire un texte. Les informations sont 
transmises à l’utilisateur via des haut-parleurs à conduction 
osseuse et qui ne gênent donc pas l’audition, mais ont une 
influence sur l’équilibre. Les instructions de l’usager sont 
captées via un micro à l’avant des lunettes, ce qui en fait un 
dispositif mains-libres. Enfin, EVA vision propose aussi un 
système d’aide à la navigation, via retour audio, en indiquant 
l’itinéraire à suivre, sans relever les obstacles présents. Le 
système TAG (TActile Glasses for obstacle avoidance) [17] 
aide à la navigation dans un espace proche. C’est un système 
comportant une paire de lunettes surmontée d’un capteur 
infrarouge, ainsi que d’une carte Arduino commandant un 
moteur à vibration, placé sur une branche des lunettes. Ce 
système repère l’obstacle le plus proche et génère une 
vibration dont l’intensité et la fréquence dépendent de la 
distance et de la taille de l’obstacle. Néanmoins, il faut noter 
que l’utilisation de capteurs infrarouges proscrit l’utilisation 
des TAG en extérieur. 
Bien que de nombreux dispositifs existent, ils se focalisent 
majoritairement sur la mobilité immédiate des PPIV, en leur 
indiquant soit le chemin à suivre étape par étape, soit la 
position relative des obstacles les plus proches afin de 
permettre leur évitement [18]. Même si ces informations sont 
nécessaires pour permettre aux PPIV de se déplacer en 
sécurité, elles ne permettent qu’un apprentissage très limité et 
 
qu’une représentation mentale partielle de l’espace parcouru 
quotidiennement. Or, cet apprentissage est nécessaire pour 
garantir l’autonomie de la personne en lui permettant de 
choisir librement le chemin qu’elle désire emprunter parmi 
tous les chemins possibles. 
III. ACCESSPACE : MODELE THEORIQUE ET DESCRIPTION 
FONCTIONNELLE 
De nombreuses recherches actuelles semblent soutenir 
l’idée que les PPIV sont capables d’apprendre et d’utiliser 
ensuite une représentation mentale de la topographie de leur 
environnement, même si celle-ci leur est fournie par une autre 
modalité sensorielle que la vision, pourvu qu’elles acquièrent 
les informations minimales nécessaires pour cette tâche [19]. 
Outre la position des obstacles à venir, fournir des 
informations sur la topographie de l’environnement ainsi que 
sur la direction à suivre pour atteindre leur destination est 
nécessaire pour réaliser un système d’assistance à la 
navigation soutenant les différents processus cognitifs qui 
sous-tendent la mobilité [20]. Ces informations leur 
permettront de planifier, emprunter et corriger leur trajectoire 
de manière autonome. 
La conception de notre dispositif a été guidée par l’idée 
d’une représentation de l’espace en deux parties : les zones 
empruntables (couloirs, routes…) et non-empruntables 
(obstacles, murs, bâtiments…) – ou le bi-partitionnement de 
l’espace – serait le meilleur compromis entre les limites de la 
mémoire humaine et la nécessité de présenter l’information 
minimale suffisante pour la compréhension de l’agencement 
de l’espace environnant [21] : le « gist » (cf. Fig. 2). Ces deux 
concepts de bi-partitionnement de l’espace et de gist tactile 
sont à la base de notre système d’assistance à la navigation qui 
permettra une meilleure intégration de l’espace par les PPIV. 
 
 
 
 
 
 
 
 
 
Fig. 2 Espace visible (gauche) et sa représentation par gist tactile. 
 
Basé sur ces concepts, notre prototype du système 
ACCESSPACE présentera les caractéristiques fonctionnelles 
suivantes : (1) il fournira une carte tactile augmentée des 
alentours du porteur ; (2) cet affichage sera égocentré et 
allocentré à la fois, (3) il suivra les mouvements et 
déplacements de l’utilisateur en temps réel, (4) cet affichage 
se basera sur l’intégration de trois sources d’information : des 
données cartographiques (de l’intérieur d’un bâtiment, ou d’un 
quartier), des données GPS (pour la navigation en extérieur), 
et des données visuelles acquises par un système de vision 
artificielle (pour l’intérieur et l’extérieur). 
     Le système de vision permettra de pallier l’absence ou 
l’imprécision des données GPS dans certaines situations [22] 
en faisant correspondre les mouvements de l’utilisateur à des 
changements de position sur la carte tactile qui lui est fournie. 
Cette tâche sera assurée par un algorithme d’odométrie 
visuelle basée sur l’analyse du flux optique (ORB-SLAM2, 
[23]) et d’un système de géolocalisation bio-inspirée, basée 
sur notre modèle de localisation hippocampique [24], qui 
fonctionne par détection et mise en correspondance de 
caractéristiques visuelles saillantes de l’environnement, 
automatiquement stockées dans une carte « cognitive », 
constituée d’un graphe caractérisant la topologie de 
l’environnement. Cette carte est construite et mise à jour lors 
des déplacements de l’utilisateur. Ce modèle utilise comme 
source visuelle des caméras (grand angle), fixées dans les 
branches d’une paire de lunettes, à l’instar des Lunettes 
Intelligentes (cf. Fig 1). 
De plus, l’utilisation d’un affichage 2D de type 
cartographique présente l’avantage d’être un format connu des 
PPIV, et donne la possibilité de se servir de ce dispositif pour 
afficher d’autres types d’informations graphiques, comme des 
transcriptions tactiles de certaines œuvres d’art, quand celui-ci 
est utilisé pour naviguer à l’intérieur d’un musée. La 
combinaison de ces deux fonctions ferait de notre dispositif un 
atout pour les musées, et sa versatilité favoriserait son 
adoption par les PPIV.  
IV. REALISATION D’UN SIMULATEUR 
Notre première mise en œuvre de ce système est un 
prototype simplifié simulant les concepts de bi-
partitionnement et de gist, mais ne faisant pour l’instant usage 
que de données cartographiques. Ce simulateur permet de 
déplacer un avatar dans un environnement virtuel en ayant 
pour seul retour une carte tactile présentant le gist de la 
disposition de l’espace autour de l’avatar de manière 
égocentrée (cf. Fig. 3). 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3 Carte allocentrée de l’intérieur d’un bâtiment et de l’espace perçu (carré 
bleu  dans la figure de gauche), et représentation du gist de l’espace perçu avec 
l’origine du référentiel de l’avatar correspondant au triangle rouge (droite). Ce 
triangle rouge est l’ancrage du référentiel anatomique (donc cérébral) de 
l’homme. La présence de ce triangle met en correspondance ce référentiel avec 
le référentiel de la carte.  
Plus précisément, à partir d’une carte géographique ou 
d’un plan d’intérieur d’un bâtiment, une carte simplifiée 
représentant l’espace avoisinant est automatiquement générée. 
Cet affichage est subdivisé en zones non-navigables 
 
 
(représentées visuellement par une alternance de blanc et noir) 
et zones navigables (représentées en blanc pour les zones 
directement visibles par l’utilisateur, et gris pour les zones 
masquées par des obstacles) (cf. Fig. 3, partie de droite).   
La transcription de cette représentation visuelle en 
stimulation tactile est assurée par une tablette à retour haptique 
permettant de générer des textures tactiles artificielles : la 
tablette STIMTAC (développée par l’université de Lille 1, cf. 
Fig. 4). Au vu des principes du fonctionnement de cette 
tablette, le ressenti des zones navigables visibles (blanc) et 
cachées (gris) sera relativement similaire, mais très différent 
de celui des obstacles (alternance de blanc et noir) qui 
généreront une texture rugueuse ralentissant fortement le doigt 
de l’utilisateur lorsqu’il le passera sur ces obstacles. 
 
 
 
 
 
 
 
 
Fig. 4. Prototype de la tablette à stimulation tactile STIMTAC (Univ. Lille 1). 
L’origine du référentiel attaché à la portion de l’espace 
représentée est indiquée sur la tablette avec un point 
spécifique (non montré sur la Fig. 4, mais représenté sous 
forme d’un triangle rouge sur la Fig. 3 droite). La taille de 
cette portion est limitée à une zone de quelques mètres devant 
l’utilisateur, correspondant à une partie du champ visuel dans 
laquelle se trouveront les obstacles les plus imminents. Cette 
fenêtre suit les mouvements et rotations (de la tête) de 
l’utilisateur, à l’instar des variations de notre perception 
visuelle. Cet affichage dynamique « en temps réel » égocentré 
permet de mettre en lien les mouvements de l’usager et les 
variations perceptives qu’elles engendrent, point crucial pour 
l’émergence d’une perception externalisée de l’espace [25]. 
 Les premières évaluations psychophysiques de ce 
dispositif auprès de PPIV sont encourageantes, mais ont fait 
ressortir les limites de l’interface tactile utilisée. En effet, le 
signal est difficilement perceptible par les utilisateurs, leur 
demandant une grande concentration pour localiser les 
frontières des « objets » indiqués, ce qui rend la détection 
rapide d’obstacles impossible. Une interface alternative 
devrait permettre de pallier les faiblesses de la STIMTAC est 
en cours d’étude, basée sur un système de retour de force 
dynamique à 2 dimensions. 
V. CONCLUSION 
Cette communication a présenté le cadre théorique et les 
spécificités fonctionnelles d’un dispositif d’assistance à la 
navigation, basé sur une représentation des obstacles et de la 
topographie de l’espace proche par le biais de cartes tactiles 
2D simplifiées. Cette représentation se fonde sur un bi-
partitionnement de l’espace (zones navigables ou non), 
représentée de manière minimaliste (gist) sur une interface 2D 
tactile. Le format de représentation tactile choisi repose sur un 
compromis entre l’information minimale nécessaire à 
l’émergence d’une compréhension de l’agencement de 
l’espace et les limites de l’empan mnésique humain. 
En alliant les points forts des cartes en relief statiques et des 
algorithmes de suivi existants, le système ACCESSPACE 
permettra aux PPIV de se déplacer en sécurité, tout en 
percevant et intégrant l’organisation spatiale de leur 
environnement proche. Par conséquent, le système conçu 
pallie bien les inconvénients des aides à la mobilité classiques, 
et complètera parfaitement la canne blanche (y compris 
électronique). 
La réalisation du prototype matériel du système 
ACCESSPACE a débuté ; son simulateur génère une 
représentation de l’espace proche à partir d’une simple carte 
géographique classique et pourra intégrer les données 
numériques des futurs bâtiments intelligents. Nos premières 
évaluations du dispositif sont prometteuses, mais l’intégration 
de données GPS et visuelles, ainsi que l’utilisation d’un autre 
type d’interface tactile permettra d’en faire une aide à la 
navigation efficace qui devrait répondre aux attentes des 
PPIV. 
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