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INTRODUCTION
Traditionally, direct and indirect chemical kinetic measurements have been distinguished. In direct measurements, the reaction conditions are selected in such a way that the measured signal depends mainly on the rate parameters of a single reaction step, thus a rate coefficient can be determined from it directly. In the indirect measurements, the experimental results depend on the rate parameters of several elementary reactions and these data can be interpreted via simulations using a detailed reaction mechanism. These studies are also called bulk measurements. In combustion chemistry, examples for the indirect studies are ignition time and laminar flame velocity measurements. In some cases, direct and indirect measurements cannot be distinguished clearly. For example, in several shock tube measurements, the aim is the determination of the rate parameters of a single elementary reaction, but the evaluation is based on a small reaction mechanism and the results also depend on the assumed rate parameters of the other reaction steps.
Determination of the rate parameters of detailed reaction mechanisms is usually based on direct kinetic measurements. If direct measurements are not available, the rate coefficients are estimated by theoretical calculations or analogies. Comprehensive data evaluations based on direct measurements have been published by Baulch et al. [1] [2] [3] . For many gas-phase elementary reactions, the rate coefficients have been measured by several groups and at a given temperature, the rate coefficients typically have an uncertainty of ±10% to ±30%, even for the best-known reactions. Miller et al. [4] pointed to the fact that repeated direct measurements of the rate parameters of important reactions, even performed independently by several groups, did not decrease the uncertainty of the rate coefficients below a certain limit. The struggle for the determination of precise rate constants was demonstrated by Miller et al. using the reaction H + O 2 = OH + O as an example. Their review also discussed the case of the reaction H + O 2 + M = HO 2 + M. The uncertainty of the rate coefficients of these reactions was estimated to be about 30% and 50%, respectively.
When the rate parameters determined in direct measurements are used in a detailed reaction mechanism, the kinetic model usually does not reproduce well the results of indirect measurements. This is due to the relatively large uncertainty of the rate coefficients. In almost all mechanisms suggested in the literature, some of the rate parameters have been tuned to reproduce the indirect experimental data. A more systematic approach was proposed by Frenklach and his coworkers, who suggested fitting of the A factors of the most important reaction steps to the results of selected indirect measurements.
The first articles on the topic of mechanism optimization were written by Miller and Frenklach [5, 6] in the early 1980s. The basic method was described in 1992 in the article of Frenklach et al. [7] . This method was used for the creation of the GRI mechanisms, which describe the combustion of methane and NO x formation during methane combustion. The first versions of the GRI mechanism (such as GRIMech 1.2 [8] and GRI-Mech 2.11 [9] ) were replaced in 1999 with GRI-Mech 3.0 [10] , which is the latest version. GRI-Mech 3.0 served as an example of data collaboration studies in the papers of Frenklach et al. [11] [12] [13] [14] [15] [16] [17] [18] . Another series of mechanism optimization papers were published by Wang et al. They optimized combustion mechanisms of other fuels, such as propane [19] , H 2 /CO mixtures [20] , ethylene [21] , and n-heptane [22] . The Wang et al. articles dealt with the improvement of the optimization methodology [23] and investigated the relation of mechanism optimization and uncertainty analysis of combustion simulations [21, 22, 24] .
The mechanism optimization methodology of the authors above can be summarized as follows: A starting mechanism is parameterized on the basis of data evaluations. Then, 12-80 indirect measurement data (called "optimization targets") are selected. These data included laminar flame velocity, time to ignition, and concentration measurements in flames and flow reactors. Using local sensitivity analysis, the important reactions at the experimental conditions are identified. The A factors of the important reactions (and certain enthalpies of formation and third-body efficiencies) are called active parameters by these authors. The uncertainty limits of the A factors are determined on the basis of the f uncertainty parameters of the data evaluations, and the active parameters are optimized within the uncertainty limits to achieve the best agreement with the targets.
A drawback of this method was that the optimized A factors tended to move to the edges of the uncertainty interval. To overcome this problem, in the recent works of Frenklach et al. [18] and Sheen and Wang [22] , the objective function was extended in such a way that deviation from the evaluated A factor (determined on the basis of direct measurements) was also penalized. This approach resulted in optimized A factors closer to the evaluated values. In the latest works of Frenklach et al. and Wang et al., the uncertainties of both the determined parameters and the simulation results are investigated [18, 21, 24] .
Note that a similar idea of optimizing physical parameters using many measured or theoretically calculated data has been used for the determination of enthalpies of formation in the Active Thermochemical Table approach of Ruscic et al. [25, 26] and in the NEAT method of Császár and Furtenbach [27] .
Scire et al. [28] proposed a method for the derivation of the rate coefficients by fitting parameters of a complex reaction mechanism to experimental data. They suggested importance-sampled Monte Carlo calculations, in which the parameter values were distributed according to their uncertainties. The method provided not only optimized rate coefficients but also rigorous error estimates.
The methodology used in this paper shows similarities with the works cited above, with several differences. In our work, experimental results of direct measurements are taken into account directly and not via an evaluated value based on the direct measurements. The original indirect measurement data are used instead of a "target value" deduced from a series of indirect measurements at given conditions. The joint uncertainty domain of all Arrhenius parameters is determined here and not only the uncertainty limits of the A factors. Also, all Arrhenius parameters and other influential rate parameters of the important reactions are optimized, not just the A factors. Our approach is demonstrated by the determination of the Arrhenius parameters of reactions (R1): H + O 2 = OH + O and (R2): H + O 2 + M = HO 2 + M (low-pressure limit, M = N 2 ) and the third-body efficiency m of Ar relative to N 2 in reaction (R2).
DETERMINATION OF RATE PARAMETERS USING BOTH DIRECT AND INDIRECT MEASUREMENTS
At any temperature, direct measurements define the range of uncertainty that contains the "true" value of the rate coefficient. Using several direct measurements at different temperatures, the uncertainty band of the rate coefficient as a function of temperature can be determined. In a similar way, high-level theoretical methods can also determine the range of uncertainty of the rate coefficients. Unfortunately, this uncertainty band is rather wide and reproduction of the results of indirect measurements requires much better known rate coefficients. On the other hand, indirect measurements alone cannot be used for the determination of the rate parameters. Reproduction of the result of an indirect measurement requires simulations with a detailed reaction mechanism. In this mechanism, usually the rate parameters of 2-10 reactions are critical. Also, the result of an indirect experiment (e.g., time-to-ignition or laminar flame velocity) usually does not belong to a single temperature, but to a range of temperatures; therefore, the temperature dependencies of the rate coefficients have to be taken into account. If only the direct measurements are used for the determination of the uncertainty band of the rate coefficients, then a great part of the experimental data available in the literature are not taken into account.
These features of the direct and indirect measurements suggest an algorithm, in which the rate parameters are looked for in their uncertainty range, ensuring that the determined parameters are physically meaningful. All experimental data belonging to a group of reactions are taken into account. The background of the approach is that all indirect measurements can be interpreted on the basis of the same complex mechanism.
Determination of the rate parameters of elementary reactions using both direct and indirect measurements may be based on the following algorithm:
i. Simultaneous selection of the parameters to be determined and the set of indirect measurements. Large amount of experimental data of indirect measurements are collected and simulated using a complex reaction mechanism. A sensitivity analysis is carried out with respect to the measured signals. Simulated indirect measurement data are identified, which are very sensitive to the rate parameters of a small group of reactions and insensitive to all other parameters. The rate parameters of these reactions can be determined by using the corresponding indirect measurements as fitting targets. ii. Collection of the direct measurements. Experimental data belonging to the direct measurements for the determination of the rate coefficients of the selected reactions are collected. In the past few decades, the articles list the values of the measured rate coefficients as a function of temperature, pressure, bath gas, and maybe other reaction conditions. Using the original measured signal for parameter estimation would be better, but such data are generally not available at present. iii. Estimation of the probability density function and the uncertainty domain of the Arrhenius parameters. The k min and k max values of the rate coefficients at several temperatures in the range of interest are determined from the results of direct measurements. Then, using the method of Nagy and Turányi [29] , the corresponding approximate pdf of the Arrhenius parameters and k min (T ) and k max (T ) curves are constructed. The pdf is truncated by setting its value to zero at those Arrhenius parameter combinations where the corresponding k(T ) curve falls outside the range of k min (T ) and k max (T ). The range of uncertainty of other rate parameters to be optimized should also be determined from direct measurements or from theoretical considerations. iv. Determination of the optimal set of parameters and the joint covariance matrix of all optimized parameters. An objective function that measures the agreement between the experimental and the simulated results is defined. Using an appropriate global optimization method, the optimal parameter set is determined, and the covariance matrix of the parameters is estimated. The aim is the determination of the "real" physical values of the rate parameters, not just a set of parameters that reproduce well the actually selected indirect measurements. However, it is natural that adding more experimental data slightly changes the estimation of the optimal parameter set and its uncertainty. The recommended rate parameters in the chemical kinetic databases are based on direct measurements or theoretical calculations related to individual reactions; therefore, the databases assign a separate uncertainty limit for the parameters of each reaction step. This approach means that the uncertainty limits belonging to a rate coefficient are independent of the assumed rate coefficient values of the other reaction steps. While the determination of the rate parameters via simultaneous consideration of both direct and indirect measurements can reduce the uncertainty of the parameters, it inherently introduces correlation among the parameters. Instead of using an independent uncertainty measure for each parameter, the covariance matrix of the parameters can be used for a more accurate uncertainty analysis study of models based on detailed chemical kinetic mechanisms.
ESTIMATION OF THE UNCERTAINTY DOMAIN OF THE ARRHENIUS PARAMETERS
Collections of evaluated data in atmospheric and combustion chemistry characterize the uncertainty of the rate coefficient at a given temperature by uncertainty parameter f . Nagy and Turányi in a recent article [29] provided a detailed discussion of the meaning of this parameter in the various databases. In combustion chemistry, the uncertainty factor f at temperature T is defined in the following way:
where k 0 is the recommended value of the rate coefficient and values below k min and above k max are considered to be very improbable. Assuming that the minimum and maximum values of the rate coefficients correspond to m f × σ deviations from the recommended values on a logarithmic scale, the uncertainty factor f can be converted [32] to the standard deviation of the logarithm of the rate coefficient at a given temperature T using the equation
The usual assumptions are 3σ deviations [30] [31] [32] [33] [34] [35] [36] or 2σ deviations [21, 22] ; therefore, m f = 3 or 2, respectively. Note that assuming 3σ deviations instead of 2σ deviations means that smaller variance of ln k is assumed to the same k min and k max limits. In this work, 3σ deviations (m f = 3) are assumed.
The temperature dependence of the rate coefficient k can be described by the modified Arrhenius equation, k = A {T } n exp(−E/RT). The operator {} results in the dimensionless value of a physical quantity at known units. By introducing transformed parameters κ(T ) = ln{k(T )}, α = ln{A}, and ε = E/R, the linearized form of the modified Arrhenius equation is
The following relation can be deduced [29] between the variance of κ and the elements of the covariance matrix of α, n, and ε:
If the variance of κ is known for at least six temperatures, the six parameters of the covariance matrix 
The last constraint comes from the fact that the correlation matrix is per definitionem positive semidefinite. It is recommended to use uncertainty data at more than six temperatures for the determination of the covariance matrix. Note that Hébrard et al. [37] recommended an expression similar to Eq. (4) for the traditional (two-parameter) Arrhenius equation to characterize the temperature dependence of the uncertainty of the rate coefficients. The uncertainty parameter f can be obtained from data evaluations. Unfortunately, for many reactions, this parameter is declared to be temperature independent, which is equivalent to the (physically not realistic) statement that only the Arrhenius parameter A has uncertainty and parameters n and E are known with infinite precision [29] . For other reactions, an approximate temperature dependence of parameter f is defined. However, based on an evaluation of the available experimental data and theoretical results, it is possible to define k min (T ) and k max (T ) limits to the rate coefficient of an elementary reaction. This allows the estimation of function f (T ) using Eq. (1) and the determination of the uncertainty domain of the transformed Arrhenius parameters α, n, and ε using Eqs. (4) and (5) . If experimental information is not available, in most cases, a wider domain of uncertainty can be found using the rate theories of chemical reactions.
DETERMINATION OF THE OPTIMAL SET OF PARAMETERS
Experimental information about a set of reactions includes the results of both direct and indirect measurements. The preceding section described the determination of the domain of uncertainty of the rate parameters on the basis of the results of direct measurements. All parameter values within this domain are possible on the basis of the results of direct measurements. However, some parameter values provide simulation results that are in better accordance with the results of indirect measurements. Also, using only the results of the indirect measurements means that a great part of the available experimental data is not used. Therefore, to find the optimal set of parameters, both types of experimental data should be taken into account. This optimal parameter set belongs to the minimum of an objective function, which characterizes the deviation between model results and experimental data. The optimal parameter set depends on the selection of the objective function; therefore, much attention has to be paid to the definition of this function.
Definition of the Objective Function
The following objective function is used in our calculations:
where
is the vector of parameters. Parameter vector p includes the Arrhenius parameters of the selected reactions, and it may contain other rate parameters such as branching ratios, thirdbody efficiencies, parameters describing the pressure dependence (e.g., Troe or SRI parameters), and thermodynamic data.
The published results of direct measurements include rate coefficients k measured at given conditions (e.g., temperature, pressure, and bath gas). In the case of indirect measurements, the results are data such as ignition delay times and/or laminar flame velocities. In Eq. (6) , N is the number of measurement series (direct and indirect together) and N i is the number of data points in the ith measurement series. Value y exp ij is the j th data point in the ith measurement series. The corresponding modeled value y mod ij (p) for parameter set p can be obtained by calculating the rate coefficient at the given temperature (and pressure, bath gas, etc.) or by carrying out a simulation with combustion kinetic codes using an appropriate detailed mechanism. The objective function is the sum of the partial objective functions E i (p), which belong to the various measurement series.
The form of the objective function includes automatic weighting according to the number of data points and the standard deviation of the data. Normalization with the number of data points (N i ) is necessary to prevent bias toward data series with a large number of points, and considering the experimental standard deviation σ (Y exp ij ) is necessary to prevent bias toward measured data points with large errors.
Additional individual weighing w i of the ith measurement series can also be taken into account according to the consideration of the user. Users of the method might want to emphasize some measurements or decrease the weight of others. Also, these numbers can be used to set the equal weighting of some types of measurements, e.g., setting equal influence of flame velocity and ignition time measurements despite the different number of experimental data series available. In our current calculations, all data series were weighted equally (w i = 1).
The objective function can be transformed into a simpler form by introducing a single index k, which runs through all data points of all measurement series. A new unified weight μ k = w k /N k is used for each data point, which further simplifies the objective function:
This equation can be condensed by introducing matrixvector notation: 
The Fitting Procedure
The optimization procedure starts from the initial values, p (0) , of the parameters, and it is carried out in an iterative manner. We denote p (i) the best parameter set after the ith optimization cycle. The initial covariance matrix is (0) p , which determines the uncertainty domain and the initial Gaussian pdf of the parameters. Counter n c monitors the convergence of the solution and its initial value is zero.
1. In the ith iteration step, based on the (i−1)th approximate Gaussian pdf of the parameters, s parameter sets are generated within the (i−1)th uncertainty domain defined by the pdf. This Gaussian pdf is centered on parameter set p (i−1) , and it is fully determined by the (i−1)th reduced covariance matrix,˜ (i − 1) p . The reduced covariance matrix is calculated from the (i−1)th covariance matrix
by dividing it with s 2n c / n p , where n p is the number of fitted parameters. Increasing n c by one implies the contraction of the characteristic volume (i.e., the product of the standard deviations) of the sampling Gaussian distribution by a factor of s.
The objective function value E(p j ) is calculated
for each p j parameter set, and the one with the smallest E(p j ) value is selected. 3. If the objective function belonging to the selected parameter set is larger than E(p (i−1) ), then the counter n c is increased by one (the searching volume is decreased) and p (i) is set equal to p
(the previously found best parameter set is kept).
In the opposite case, p (i) is set to the selected set (a better parameter set was found) and the counter n c is reduced by one (the searching volume is increased). 4. The covariance matrix
is estimated as described in the next section. 5. If the characteristic sampling range in each dimension is reduced by a factor 10 5 , then the fitting procedure is terminated. This is equivalent to when value s n c n p becomes larger than 10 5 , that is n c becomes larger than 5n p × log s 10. Otherwise, the procedure is repeated from step 1.
Determination of the Covariance Matrix of the Parameters
Calculation of the covariance matrix of the parameters is needed for two reasons. In each step, the fitting procedure is looking for the optimum value of the parameters in a domain that is determined by the current estimated covariance matrix of the parameters. At the end of model optimization, the covariance matrix calculated at the optimum parameter set is an important result, because it characterizes the uncertainty of the determined parameters.
Differentiation of the objective function (8) with respect to the parameters yields
Here J is the Jacobian, that is, the derivative matrix of Y mod with respect to p:
Optimal values of the model parameters are those that provide the global minimum of the objective function within their physically reasonable uncertainty domain. The local minima of the objective function can be found by equaling its derivative E (p) with zero and solving it for p:
Rearranging this equation gives
It can be simplified by introducing notation
Solving the nonlinear equation (16) 
The coefficient matrix A has value A o in the local minimum p o , and Eq. (16) can be used to estimate the scatter of the parameters around p o based on the scatter of experimental results:
Multiplying Eq. (17) with A o gives
Combining Eqs. (18) and (19) gives
The error of Y mod (p) can be related to the error of parameters with the help of Jacobian
where p = p − p o is the deviation of parameter set p from the optimal set. Substituting Eq. (22) into Eq. (21) and solving it for p gives
Introducing the notation B o = (A o J o ) −1 A o , the covariance matrix of the parameters ( p ) can be given in a compact form 
The diagonal elements of the covariance matrix p of the fitted parameters calculated by Eq. (25) are upper estimates for the variance of the parameters σ 2 (p i ). It takes into account the systematic discrepancies between the model and the measurement and also the scatter of experimental data. Equation (25) 
Sheen and Wang [24] recently suggested a model optimization procedure based on the method of uncertainty minimization by polynomial chaos expansions. Their definition for the objective function and the method of calculation of the covariance matrix (see Eqs. (5) and (7) in [24] ) uses similar but less general equations than those we derived here. For example, the handling of the weighting of the experimental data is more refined in the above equations. Another reason for the difference is that Sheen and Wang do not directly take into account the systematic deviation between the simulated and experimental values. Instead, they filter out those measurements (using Eq. (8) in [24] ) that might induce large systematic error.
Temperature Dependence of the Uncertainty Parameter f and the Correlation of the Optimized Rate Coefficients
In the fitting procedure, the parameters to be optimized are the Arrhenius parameters and possibly other parameters used at the simulation of gas kinetic systems, such as thermodynamic data, third-body efficiencies, and parameters of pressure dependence. However, the collections of evaluated data do not contain information about the uncertainty of the Arrhenius parameters, but characterize the uncertainty of the rate coefficients using uncertainty parameter f (see Eq. (1)), which can be transformed to the standard deviation of the rate coefficient (see Eq. (2)). The chemical kinetics data collections have never dealt with the correlations between the values of the rate coefficients. Our final result for the uncertainty of the rate parameters, as deduced from the set of experimental data processed, is summarized in matrix p (see Eq. (25)). Below, equations are derived to make comparable the content of matrix p to the traditional uncertainty measures of chemical kinetics.
The linearized Arrhenius equation (3) has the following simpler form:
where κ i (T ) = ln {k i (T )}, p i := (α i , n i , ε i ) T , and := (1, ln {T } , − T −1 ) T . Covariances cov(κ i ,κ j ) at temperature T can be calculated in the following way:
Here p i ,p j denotes a block of matrix p that contains the covariances of the Arrhenius parameters of reactions i and j . Equation (28) provides the variance σ
This variance can be transformed to the uncertainty parameter f using Eq. (2). Thus, the f (T ) function obtained has a statistical background and can be deduced from experimental data in a transparent way.
The correlation of the logarithm of two rate coefficients (r κ i ,κ j (T )) can be calculated by dividing their covariance with the product of their standard deviations at temperature T :
Encoding the Procedure
The PrIMe database [38] contains XML data files that define kinetic experiments. Also, a utility program is provided with the database that allows encoding PrIMe data files from own measured or literature data. Our parameter optimization calculations were carried out using code Optima, which is a homemade MATLAB [39] code. The graphical user interface of Optima assists the selection of the parameters to be optimized, the PrIMe data files to be taken into account, and the control parameters. The ignition times were calculated with program Senkin [40] , called from the Optima code. The process of optimization can be monitored using several diagnostic screens. In the end, the program creates one figure for each data set that shows the agreement between the measured and the calculated values. Also, the temperature dependence of the optimized rate coefficients and their uncertainty limits are displayed in Arrhenius plots.
APPLICATION OF THE METHOD FOR TWO IMPORTANT REACTIONS OF THE HYDROGEN/OXYGEN SYSTEM
The oxidation of hydrogen is one of the most important combustion processes. Hydrogen is one of the possible carbon-free fuels, an alternative to fossil fuels. Combustion of hydrogen is used in jet propulsion. The hydrogen combustion mechanism is the core of all wet CO and high-temperature hydrocarbon combustion mechanisms. New and updated hydrogen combustion mechanisms are still being published, such as the mechanisms of Li et al. [41] ,Ó Conaire et al. [42] , Konnov [43] , and Hong et al. [44] . These mechanisms describe the indirect measurements with similar accuracy, but different Arrhenius parameters are assigned to the important reaction steps. This shows that the accurate description of the combustion of hydrogen is still an open issue.
In all hydrogen combustion and in many hydrocarbon oxidation systems reactions (R1): H + O 2 = OH + O and (R2): H + O 2 + M = HO 2 + M (low-pressure limit) are among the most important reactions. In accordance with their high importance, these elementary reactions have been widely studied. The rate parameters used by several authors are listed in Tables I and II . These rate coefficients are still not known with sufficient accuracy, and owing to the high sensitivity of the model results to the rate parameters of these reactions, small errors in their rate coefficients are amplified and cause high deviations in the simulation results. One of the aims of this article is to provide newly estimated values of the rate parameters of these reactions on the basis of a large number of measurement data. 
Selection of the Indirect and Direct Experiments
The articles ofÓ Conaire et al. [42] and Konnov [43] suggested updated hydrogen combustion mechanisms, discussed the information about the rate parameters of the most important reaction steps, and presented a large number of indirect measurements that were used for the "validation" of the mechanism. Some of these experimental data have already been present in the PrIMe database [38] . All indirect experiments discussed in the articles ofÓ Conaire et al. [42] and Konnov [43] were encoded in PrIMe format. A utility program was written [45] that carries out the simulations using either the Chemkin-II [46] or the Cantera [47] simulation codes. During the simulations, the hydrogen submechanism of the National University of Ireland Galway (NUIG) natural gas mechanism (NGM) III [48, 49] was used. Local sensitivity analysis was performed to determine the most influential rate coefficients at each experimental condition. Experimental data were looked for where the simulation result corresponding to an experimentally measured quantity (e.g., ignition delay time or laminar flame velocity) is highly sensitive to the rate coefficient of the two reactions above, and the sensitivity coefficients belonging to the other rate coefficients are much smaller. All of these data happened to belong to ignition delay time experiments. In the case of the laminar flame velocity measurements and flow reactor experiments, the rate coefficients of several reactions (and not only these two) always had comparably high sensitivity. In some cases, only a part of the experimental data points was used in a data series, because at different conditions, other rate coefficients also had a large influence. Table IV ), which contained 20,500 data points belonging to H 2 O concentrationtime profiles measured at six conditions. The supplementary data belonging to the article of Hong et al. [50] contain their determined rate coefficient of reaction (R1) at the previously mentioned 6 and further 14 conditions as a function of pressure, temperature, and mixture composition. These data were also used in our calculations. Selection of the direct measurements to be considered in our studies was based on the reviews of O Conaire et al. [42] , Konnov [43] , and Hong et al. [44, 50] . For reaction (R1), nine series of direct measurements (745 rate coefficient values) were selected. The details are given in Table V . For reaction (R2), 10 series of direct measurements (258 rate coefficient values) were used (see Table VI ). The results of these direct experiments were also encoded in PrIMe-type XML format. For each series of experiments, these data files contained the literature reference, the experimental details and the values of the measured rate coefficient as data points, and the corresponding temperature and pressure values. In all direct measurements series but one, the rate coefficient for either reaction (R1) or (R2) was determined at various temperatures and pressures. In the measurements of Pirraglia et al. [51] (listed in Table VI), the determined "apparent" pseudo-firstorder rate coefficient of H-atom decay depended mainly on k 2 but also on the value of k 1 . Pirraglia et al. derived k 2 values from their measurements based on an independently determined k 1 value. At the evaluation of the objective function, we used their expression for the calculation of the apparent rate coefficient using our Arrhenius parameters for both reactions (R1) and (R2). Our analysis was independent of the rate parameters of (R1) that they used in their original publication, and their data were used for the simultaneous determination of the Arrhenius parameters of both reactions.
For reaction (R2), the third-body efficiencies were identical to those used in the basic mechanism [48, 49] . The only exception is the third-body efficiency for argon, which was one of the parameters to be optimized.
The objective function in Eq. (6) assumes the knowledge of the standard deviation of the experimental data.
This standard deviation includes both the systematic error and the random scatter. The random scatter of the data was estimated by the root-mean-square deviation of the data points from their moving average on ln k (1/T ) and ln τ (1/T ) Arrhenius-type plots. This random scatter was typically a few percent for about half of the direct measurements and above 10% for other direct measurements and also for most of the ignition delay times. The total (systematic and random) standard deviation was assumed to be at least 10% for all direct measurements, except for the data of Hong et al. [50] ; as in this case, the authors estimated 7% on the basis of a detailed error analysis. The assumed 1σ values of the measurements are given in Tables III, V , and VI, respectively. The standard deviation of the H 2 O profiles of Hong et al. [50] was estimated to be 15-25 ppm by applying a similar procedure on water concentration vs. time plots (see Table IV ).
Determination of the Initial Uncertainty Domain of the Parameters
For reaction (R1): H + O 2 = OH + O, Baulch et al. [3] defined the uncertainty parameter as "0.1 at 800 K rising to 0.2 at 3500 K," whereas Konnov [43] assumed temperature-independent f = 0.176. It is not possible to find an exact domain of uncertainty of the Arrhenius parameters on the basis of this information; therefore, a better defined f (T ) function had to be found. All rate parameters related to this elementary reaction were collected from the NIST Chemical Kinetics Database [52] and the latest evaluation of Baulch et al. [3] . Only the primary information sources were considered (experimental determination of the rate coefficient and highlevel theoretical calculations), whereas the evaluations and rate parameters used in previous modeling studies were not used. The primary information sources were analyzed one by one, and the presumably outdated results were also neglected. For all the remaining data (about 90 sets of rate parameters), the rate coefficients as a function of temperature were charted on an Arrhenius plot (see Fig. 1 ). It is clear that the experimentally determined rate coefficients cover a band. The middle line of the band coincides well with the Baulch evaluation [3] , which was considered as k 0 (T ). Also, it is possible to draw limiting k min (T ) and k max (T ) functions, positioned symmetrically below and above k 0 (T ). Points f (T ) were defined at every 100 K (see Fig. 4 later in the paper). Using Eqs. (2), (4), and (5), the following elements of the covariance matrix of the Arrhenius parameters were determined: σ α = 4.622, σ n = 0.581, σ ε = 675.7, r αn = −0.999852, r αε = 0.98788, and r nε = −0.99041. Using these equations again, the self-consistent f (T ) function can be calculated from the elements of the covariance matrix (see the corresponding solid line in Fig. 4 later in the paper). The uncertainty parameter f changes between 0.21 and 0.33 in the temperature range of 800-2700 K. This uncertainty will be used as the initial uncertainty domain in our parameter optimization calculations, and the optimal values of the parameters will be sought within this domain. This uncertainty is somewhat higher than the one defined by Baulch et al. [3] (f = 0.1-0.2) and Konnov [43] (f = 0.176). Defining a wider range of uncertainty does not distort the final results (the optimized parameters); it only slightly increases the required computer time.
A similar procedure was used for reaction (R2): H + O 2 + M = HO 2 + M (low-pressure limit). Here, the problem is that the measured rate coefficient depends on the bath gas used. Most of the experimental data belonged to either nitrogen or argon bath gases. Application of other bath gases was rare. Two Arrhenius plots, one for nitrogen and one for argon, were created for the temperature dependence of the rate coefficient (see Figs. 2 and 3, respectively) . Again, all primary data entries of the NIST Chemical Kinetics Database [52] and Baulch et al. [3] were used. In the next step, the few data belonging to obsolete measurements were deleted. Baulch et al. [3] recommend different Arrhenius parameters for nitrogen and argon bath gases. The ratio of the two rate coefficients depends on temperature and changes in the range of 0.48-0.53. We selected the rate expression for nitrogen as a reference, and the rate coefficient for argon bulk gas was obtained by using a temperature-independent third-body effi- Figs. 2 and 3 correspond to the Baulch et al. [3] recommendations for nitrogen by assuming third-body efficiency m = 1 for nitrogen and m = 0.5 for argon. Limiting k min (T ) and k max (T ) functions, positioned symmetrically below and above k 0 (T ), were derived for the nitrogen measurements, and the same limits were applicable for argon. Points f (T ) were defined at every 100 K (see Fig. 4 ). The following elements of the covariance matrix of the Arrhenius parameters were determined: σ α = 1.787, σ n = 0.267, σ ε = 134.6, r αn = −0.999864, r αε = 0.92117, r nε = −0.91462. Also, Figure 4 Uncertainty parameter f values obtained from the k min (T ) and k max (T ) values at every 100 K temperature: Blue circles and red squares belong to reactions (R1) and (R2), respectively. The lines were calculated from the fitted covariance matrices: Solid blue line and red dashed line belong to reactions (R1) and (R2), respectively.
we considered the case when the Arrhenius expression includes parameters A and n only and E is zero. Using the appropriate truncated forms of Eqs. (4) and (5), as derived by Nagy and Turányi [29] , the initial domain of uncertainty of parameters α and n was calculated and the following values were obtained: σ α = 1.4288, σ n = 0.2226, and r αn = −0.99514.
These covariance matrices are common for bath gases nitrogen and argon. Figure 4 shows the selfconsistent f (T ) function calculated from the elements of the covariance matrix of α and n (see the corresponding dashed line in Fig. 4) . The uncertainty parameter f changes between 0.18 and 0.40 in the range of temperature 298-2000 K. This is again slightly more than the uncertainty defined by Baulch et al. [3] (f = 0.1-0.2) and Konnov [43] (f = 0.079).
No statistical information is available for the thirdbody efficiency of Ar relative to N 2 in reaction (R2). In accordance with the Baulch et al. [3] recommendation, we assumed the value of m having a normal distribution, with an expected value of 0.5 and with s standard deviation of 0.1.
The Optimized Arrhenius Parameters and Their Uncertainty
At the determination of the optimized rate parameters, the hydrogen submechanism of the NUIG NGM III [48, 49] was used. The optimization algorithm described in a previous section with 50 samples of parameter sets (s = 50) per cycle was applied to determine the transformed Arrhenius parameters and the third-body efficiency of argon. Note that the selection of the initial Arrhenius parameters and the size of the initial uncertainty domain (provided that it is sufficiently large) are not critical for the final result of the optimization.
First, the twice three Arrhenius parameters of the two reactions and the third-body efficiency of argon were fitted. As Table II shows, Baulch et al. [3] , Konnov [43] , and Hong et al. [44] described the temperature dependence of reaction (R2) with Arrhenius parameters A and n only. In the second series of calculations, three Arrhenius parameters were fitted for reaction (R1) and two Arrhenius parameters (A and n) and the third-body efficiency of argon for reaction (R2). At the optimal parameter set, the value of the objective function was almost identical to the previous case; therefore, we concluded that the two-parameter Arrhenius expression describes the temperature dependence of the rate coefficient of reaction (R2) well.
In the calculations above, the direct measurements did not include those of Hong et al. [50] (see the last row of Table V), but the H 2 O profiles (six data series) measured by these authors [50] were considered as indirect measurement data (see Table IV ). All calculations were repeated in such a way that the measurements of Hong et al. [50] were considered as direct measurements only (20 data points). The two calculations provided similar optimized rate parameters, but the former calculation (based on measured H 2 O profiles) indicated much smaller uncertainty of the rate parameters. We accepted the results obtained in the latter calculations. The reason for this is that the uncertainty in the measurements of Hong et al. [50] comes not only from the statistical error in the measured H 2 O profiles but also from other conditions of the experiment (e.g., determination of the temperature). Therefore, the error analysis published by Hong et al. [50] seems to be a better starting point for our calculation of the uncertainty domain of the rate parameters. Thus, all further results refer to the utilization of all direct measurements as given in Table V , and the H 2 O profiles (Table IV) were disregarded in these optimization studies.
Tables I and II for reactions (R1) and (R2), respectively, show the optimized Arrhenius parameters, the uncertainty of rate coefficients, and the temperature range of validity as given in the evaluations of Baulch et al. [3] , Li et al. [41] ,Ó Conaire et al. [42] , Konnov [43] , and Hong et al. [44] . The rows of these tables also provide the optimized parameters for these reactions. The temperature range indicated for the parameters optimized in this work corresponds to the temperature range of the direct and indirect measurements, which is about 950-3550 K for reaction (R1) and 300-1850 K for reaction (R1). The optimized third-body efficiency (Ar relative to N 2 ) in reaction (R2) is m = 0.494. The determined standard deviations are σ (ln A 1 ) = 1.03, σ (n 1 ) = 0.118, σ (E 1 /R) = 232 K, σ (ln A 2 ) = 0.577, σ (n 2 ) = 0.0832, and σ (m) = 0.00961. Tables VII and VIII give the covariance and correlation matrices, respectively, of all optimized parameters. The elements of the covariance and correlation matrices have to be defined with five significant figures to ensure the calculation of the f (T ) function and correlation r κ i ,κ j (T ) with an accuracy of two significant figures. There is a strong correlation between the Arrhenius parameters for each reaction. Also, the simulated ignition delay times and the results of the Pirraglia et al. [51] measurements depend on the rate parameters of both reactions; therefore, correlation was also found between all the investigated rate parameters of reactions (R1) and (R2). The covariance matrix of the fitted parameters allows the calculation of the covariance matrix of parameters ln k 1 and ln k 2 at any temperature. Using this temperature-dependent matrix, the uncertainty parameters f and the correlation coefficients as a function of temperature can be calculated by using Eqs. (2) and (29). Figure 5 shows the Arrhenius plots of the initial and optimized rate parameters and their uncertainty limits for reaction (R1). The optimized values coincide well with the Baulch et al. recommendation, but the uncertainty limits are much smaller. Figure 6 presents a similar Arrhenius plot for reaction (R2). Here, the temperature dependence of the optimized rate coefficient deviates more from that of the Baulch et al. recommendation, but the new value and its uncertainty limits are well within the uncertainty limits determined from the direct measurements. Figures 7 and 8 show uncertainty functions f (T ) for reactions (R1) and (R2), respectively. The uncertainties belonging to the optimized rate parameters are much lower than the uncertainties reported by Baulch et al. [3] . The low uncertainty comes from taking into account both the direct and indirect measurements. Figure 9 shows the temperature dependence of the correlation coefficient between the logarithms of the optimized rate coefficients of reactions (R1) and (R2). By increasing the rate coefficients of reactions (R1) and (R2), the calculated ignition delay time decreases and increases, respectively. Therefore, the simultaneous increase of both rate coefficients may keep the ignition delay time constant. This is the reason for the high positive correlation between the logarithms of the two rate coefficients. The correlation is usually around 0.8, whereas it is slightly smaller at 1050-1150 K. It is in accordance with that the uncertainty of the determined rate coefficients of both reactions is The "initial uncertainty" belongs to the k min (T ) and k max (T ) functions (black line), and the "optimized" belongs to the optimized rate parameters (blue line). small in this region, which makes them less correlated (see the lower panel of Fig. 9 ).
All calculations were repeated using the very recent mechanism of Hong et al. [44] . In these calculations also the Arrhenius parameters of reactions (R1) and (R2), and third-body efficiency m were optimized using the same set of experimental data. The determined Arrhenius parameters were slightly different, but the rate coefficients calculated at various temperatures were very similar. For example at 1000 K, k 1 (NUIG) = 5.00 × 10 10 cm 3 mol (6) can be used as a single figure to characterize how well a mechanism reproduces the measurements. First, the objective function was evaluated using the original hydrogen submechanism of the NUIG NGM III [48, 49] and the Hong et al. hydrogen mechanism [44] . Without optimization, the NUIG mechanism described the experimental data better than the Hong et al. mechanism, since the objective function values were 189 and 371, respectively. Thereafter, the reaction steps corresponding to reactions (R1) and (R2) were replaced with those of the recommendations of Baulch et al. [3] . In the case of (R2), the high-pressure-limit Arrhenius parameters in the NUIG mechanism were used also for the Hong et al. mechanism. This modification significantly increased the overall error for NUIG NGM III, but slightly decreased it for the Hong et al. mechanism (358 and 338, respectively). After optimizing the six rate parameters, both mechanisms performed significantly better and had almost the same error (106 and 109, respectively). It is interesting to investigate how the mechanisms describe the direct and indirect measurements separately. The original NUIG NGM is in good accordance with the direct measurements; therefore, the optimization was not able to decrease the value of the objective function significantly (lowering from 40 to 33). The original Hong et al. mechanism predicted the direct measurements less accurately, but its error decreased significantly as a result of the optimization (from 100 to 33). Figure 10 presents the correlations of the partial objective functions (see Eq. (6)) of the indirect experiments obtained with the NUIG [48, 49] and the Hong et al. mechanisms [44] . When the original mechanisms are tested, these values show poor correlation (correlation coefficient r E = 0.37; see the black squares and the fitted black dotted line), indicating that these mechanisms were developed independently. The intercept and the slope of the fitted line are 15.2 and 0.70, respectively, showing a systematic deviation. Inclusion of the Baulch et al. [3] recommended values for reactions (R1) and (R2) enhanced the correlation (slope s = 0.87, correlation coefficient r E = 0.98; red circles and red dashed line), but a large overall error remained. After the optimization, both mechanisms performed very well and all deviations from the experimental data became similar (slope s = 0.98, correlation coefficient [3] recommended values for reactions (R1) and (R2) enhanced the correlation (red circles and red dashed line), but a large overall error remained. After the optimization, deviations from the experimental data decreased and became similar for both mechanisms (blue triangles and solid blue line). The insert shows the values of the partial objective function for the optimized mechanism only. The labeling of the outlying points is in accordance with Table III. r E = 0.98; blue triangles and blue solid line). This means that the other rate parameters used in these mechanisms do not have high influence on the simulation results at the conditions of the indirect experiments used. This is not surprising, as these experiments had been selected in such a way to be sensitive to the rate parameters of these two reactions only. The good correlation is an a posteriori justification of our procedure aiming at the determination of the rate parameters of these two reactions. Therefore, the optimized rate parameters can be considered as new recommended values for reactions (R1) and (R2). A possible continuation of this work is to take into account other bath gases and a more refined handling of multicomponent bath gases [71] . The optimized mechanisms, however, are not new optimized mechanisms since other hydrogen oxidation experiments have not been taken into account. Using all available measurements and optimizing all relevant rate parameters of the hydrogen combustion mechanism are needed to obtain fully optimized mechanisms.
CONCLUSIONS
The determination of the rate parameters of elementary reactions in gas kinetics is primarily based on direct kinetic measurements. However, these values have a relatively high uncertainty, which causes high uncertainty in the simulation results of combustion models [21, 22, [32] [33] [34] [35] [36] . Repeated, direct measurements of important reactions, even made independently by several groups, did not decrease the uncertainty of the rate coefficients below a certain limit [4] .
The uncertainty of the rate coefficients can be reduced further efficiently if indirect measurements are also taken into account. Pursuing this idea, a new methodology is devised that has several advantageous features. Arrhenius parameters A, n, and E of selected reactions and possibly other critical rate parameters (like third-body coefficient, m) can be fitted to give a good reproduction of both direct and indirect measurements. This way, the information content of many experimental data of different types is utilized.
The method was used to get new recommended values with smaller uncertainty for the rate parameters of reactions (R1) Table VII ) provides a very detailed description of the joint uncertainty of these parameters.
This approach can be used for two types of problems: the utilization of the results of indirect measurements [72] and the optimization of whole mechanisms. Experimental data are frequently interpreted in such a way that the low uncertainty rate parameters are fixed at their literature value, and parameters having high uncertainty are fitted to the measured values even if the low uncertainty parameters have high sensitivity at the experimental conditions. The methodology described here suggests an alternative approach, when all parameters having high sensitivity are fitted to all experimental data, available from own measurements or from the literature. These data can be results of direct measurements (usually measured rate coefficients are reported) or of indirect measurements (such as timeto-ignition or laminar flame velocity). Our approach can also be used for the optimization of whole reaction mechanisms, provided that a large amount of experimental data are available. 
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