Many studies have shown that irregularities on the retinal vascular structure may be used to diagnose several pathologies such as diabetes, hypertension, stroke or heart diseases. Since these alterations affect differently arteries and veins, a precise characterization of both types of vessels is a key issue in the development of automatic diagnosis systems. This paper proposes a simple methodology to classify the vessels automatically based on a pre-segmentation and a local clustering strategy. The vessels are classified locally in overlapping areas centered on the optic disc and the results of each area are combined to make the final decision. The accuracy of the proposed methodology was proven using 20 images manually labeled by experts. The results of the tests showed high sensitivity and specificity.
Introduction
Several diseases cause changes in the retinal vessel tree that affect very differently veins and arteries [1, 2] . Narrowing or dilation of arteries or veins, changes in the route of vessels and neovascularization are early signs of some retinopathies. According to [3] some studies associate the wider retinal venular caliber with hyperglycemia, diabetes and metabolic syndrome whereas retinal arteriolar narrowing was considered an early sign of hypertensive retinopathy. Therefore, there has been growing interest in labeling the retinal vascular tree in order to develop automatic tools for diagnosis. Even though the segmentation of the vessel tree is solved [4, 5] , the distinction between veins and arteries is an open task. There are no algorithms that tackle it accurately because secondary vessels present homogeneous color, texture, and shape. Moreover, these features vary intra-and inter-patients. On one hand, there is a high color variation throughout the image due to inhomogeneous light reflections at the acquisition process. On the other hand, some biological characteristics, such as skin pigmentation, produce different retina color patterns. [6] .
The techniques found in the literature can be classified into two categories: tracking-based and color-based methods. The former are semiautomatic since the medical experts have to label a few vessels and the system spreads the classification along the tree by means of a vessel tracking algorithm and the characterization of bifurcations and crossovers [7, 8, 9] . Their main advantage is the ability to classify the vessel tree completely. However, the performance depends highly on the quality of the segmentation and most of them needs user interaction to correct the missclassifications of the significant points. The latter are automatic and they are based on color features since arteries are lighter than veins in the retinal images [10, 11, 12, 13] .
One of the first automatic methods was a Bayesian pixel classifier proposed by Simó and de Ves in 1999 [10] that distinguishes between background, fovea, veins and arteries. This method provides a good segmentation of the main vessels but it does not classify the little branches.
Li et al. [11] used a piecewise Gaussian model to describe the intensity distribution of line segments parallel to the vessel diameter. They use two Gaussian functions to represent the vessel darkness and the vessel central reflex. They apply a supervised minimum distance classifier to these two dimensions to identify veins and arteries. The basis of their methodology is that the central reflex is more apparent in arteries than veins. However, the central reflex can only be observed in high-resolution images so their method cannot be applied to images with a low-resolution.
Grisan and Ruggeri [12] solved the luminosity and contrast problems by means of the normalization of the retinal image and the division of the image into different regions. They identify the position of the optic disc and the cardinal axes that divide the retina into four quadrants. After that, they classify the vessels found in each quadrant separately using a fuzzy clustering algorithm. This algorithm is applicable as long as there are at least one artery and one vein in each quadrant. For this reason, even though the method obtains good results, 19.16% of the vessels were misclassified or unclassified.
H.F. Jelinek et al. [13] tested different algorithms to characterize the retinal vessels in the vicinity of the optic disc. First, they detect the optic disc using a combination of Butterworth filtering, canny edge detection and morphological filters. The segmentation of the blood vessels is performed by tracking using a 2D non-linear least squares fitting. Finally, they train several classifiers with the de-tected vessel segments. Nevertheless, even the best classifiers produce high error rates (30%). This paper proposes a simple methodology to classify the retinal vessels automatically. It exploits the characteristics of the retinal images to deal with the luminosity problem. This approach is based on the method proposed by Grisan and Ruggeri [12] since it classifies subsets of detected vessels in order to reduce the effect of uneven luminosity. This strategy is based on partitioning the retinal image into overlapping areas and classifying the vessels found in each zone independently of the rest of vessels.
The retinal vascular tree is divided into two trunks, inferior and superior which, in turn, are divided into two main branches, temporal and nasal. According to this, we partition the retina into four quadrants centered on the optic disc so each quadrant is irrigated by at least a main vessel. Next we rotate the coordinate axes through an angle several times, from 0
• to 180
• , and we classify together the vessels that belong to the rotated quadrant using a clustering algorithm. This method minimizes the influence of the luminosity variability in the classification because it classifies together only close vessels. Moreover, it classifies more vessels than other methods.
The remainder of this paper is organized as follows. In the next section we present the formal description of the proposed technique. In section 3, we show the results of the proposed methodology and a comparison with a manual vessel classification. Finally, the conclusions and an outlook on future research directions are presented in section 4.
Methodology
The classification methodology consists of four steps as Fig. 1 shows. First, the vascular tree structure is detected using a segmentation algorithm that has been validated in daily medical practice. Then, we extract the profiles, this is, the vessel point sets where the feature vectors are obtained. After that, we analyze the feature vectors in order to distinguish veins and arteries and we select the best ones. Finally, each detected vessel is classified into artery and vein using a clustering algorithm.
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Vessel Labeling Figure 1 . Stages of the proposed methodology.
Vessel Segmentation
The first stage in the classification process is the location of the blood vessels within the image. For this purpose, we follow the methodology proposed in [14] . This methodology is based on a crease extraction algorithm and a vessel tracking paradigm in a region defined by two concentric circumferences around the optic disc. Once the vessels are located, a specialized deformable model is adjusted to the vessel boundaries. The segmentation results can be seen in the Fig. 2 . For each vessel, we obtain a parallelogram defined by a set of vessel contour points and a crest point set which approximates the vessel central line (Fig. 3, left) . 
Profile Extraction
In this step, we obtain a set of segments perpendicular to each detected vessel. These segments are the so-called profiles. The luminosity and color features of these profiles are used for the vessel classification. To this end, we first determine the contour points that lie on the right edge or on the left edge. As a result, we obtain two point sets, R = {r i , r i ∈ right edge of vessel} and L = {l i , l i ∈ left edge of vessel} (Fig. 3, left) . Then, we find the best fit line for each set of points by the least square method and we compute the line that is perpendicular to the right edge and intersects with the left edge. The profile is the line segment that is limited by both edges. Finally, we get the set of all points in the profile, P R ij , by means of the middle point algorithm (Fig. 3, right) . The number of profiles traced in each vessel, t, depends on the size of each parallelogram. Thus, the result of this step is the profile set, P R, for all detected vessels.
where n is the number of detected vessels, t the number of the profiles in the i-th vessel and m is the number of points in the profile P R ij . The black points represent the crest set whereas the white points are the vessel contour points. Right: several profiles extracted from the left figure.
Selection of Feature Vectors
The selection of a suitable feature set is the most important task in the clustering process. We have analyzed the RGB and HSL color spaces as well as the gray level in order to identify the most discriminant features [11, 12, 13] . In general, the blue component in the RGB model and as well as the saturation (S) and lightness (L) in the HSL model are not appropriate for the classification due to their little contrast as shown in Fig. 4 . Therefore, the feature vectors are made up of the remaining color components. Specifically, we consider five types of feature vectors based on the R component, the G component, the union of the R and G components, the hue (H) component and the gray level. In each case, there is a feature vector per profile point formed by the corresponding value or values. According to Grisan and Ruggeri [12] , we have analyzed another feature vector that consists of two components, the mean of the H component and the variance of the R component in the profile. Moreover, to minimize the effect of outliers in the profile luminosity, we have considered the mean and the median of all profile points in each color component. In these cases, there is one single feature vector per profile.
Next equations summarize the feature vectors, V , used in the vessel classification, where V k represents a vector per profile point and V ij represents a vector per profile:
where X(p k ) stands for the value of component X in the point p k with X ∈ {R, G, H, Gray level}, µ(H(P R ij )) is the mean value of the component H in the profile P R ij , σ 2 (R(P R ij )) is the variance of the component R in the profile P R ij , µ(X(P R ij )) is the mean value of the component X in the profile P R ij andx(X(P R ij )) is the median value of the component X in the profile P R ij .
Vessel Labeling
An unsupervised clustering algorithm classifies the vessels into two clusters, arteries and veins, since the uneven intraimage contrast and luminosity makes difficult the use of a supervised algorithm. We have chosen the k-means algorithm [15] due to its simplicity, computational efficiency and absence of parameter tuning. The centroids of each class are initialized to the minimum and the maximum of the k-means input set, respectively, since there are only two classes whose cluster centers should be as far as possible. Thus, the initialization to the minimum and maximum values is the best initialization in this case.
The proposed methodology is based on dividing the image into overlapping areas in order to minimize the influence of the uneven luminosity. First, the retina fundus image is divided in four quadrants and then the coordinate axes are rotated several times, between 0
• and 180 • , obtaining different overlapping areas as Fig. 5 shows. Next, the k-means algorithm is applied to the feature vectors V found in each overlapping area. In consequence, a vessel can be classified several times in different areas, i.e., with different neighbor vessels. Finally, we combine the local classification results to make the final decision. Hence, this combination reduces the influence of outliers, i.e., very dark or bright vessels in a quadrant.
Since the k-means algorithm needs samples of each class to work correctly, this method is applicable as long as there are at least a vein and an artery in a quadrant. Thus, we demand, at least, three detected vessels in each quadrant to apply the k-means. This value was empirically set in the training phase. Also, we have experimentally concluded that 20
• is an appropriate rotation angle. This value is small enough to decrease the number of unclassified vessels and, at the same time, it does not increase the complexity of the algorithm with redundant classifications.
The k-means computes the cluster centers for both artery and vein classes in each quadrant. Then , the feature vectors are classified in the quadrant using the Euclidean distance. The empirical probability of a vessel v i to be vein Figure 5 . Division of the retinal images by rotation of the coordinates axes.
where n a the number of feature vectors that were classified as artery and n v is the number of feature vectors that were classified as vein. The final vessel probabilities P v and P a are the means of the vessel probabilities P v l and P a l in all the quadrants where the vessel was found. The vessel is classified in the class with the highest probability. If the probability values P v and P a are the same, we do not classify the vessel. As a consequence, our algorithm is able to classify more vessels than other methods because it labels all detected vessels except in two rare cases, this is, when the vein and artery probabilities coincide or when there are less than three vessels in all the areas where the vessel is found.
Results
We have used a set of 27 images captured from a Cannon CR6-45NM non-mydriatic retinal camera in order to develop and validate our methodology. All the images are centered in the optic disc and have a resolution of 768×576 pixels. The blood vessels have been manually classified by medical experts. We have randomly selected 7 images to develop and train the algorithm and the remaining 20 as the validation set. The classification results achieved by our algorithm on the validation set were compared to the manual labeling. The classification result for a sample image is shown in Fig. 6 .
The classification task was performed in a radius of 2.5 times the optic disc radius because the experts consider the vessel diameter becomes too small in higher radii and Figure 6 . Result of classification on a sample image; white vessels were classified as arteries and black ones as veins.
makes difficult a correct classification. Even the medical experts need to perform a vessel tracking from the optic disc in order to classify correctly the small vessels. In the proposed radius, the experts have labeled less vessels than the system, in particular, 202 vessels. For this reason, only the classification of these 202 vessels was evaluated. Table  1 summarizes the sensitivity and specificity of veins and arteries (Sens v , Sens a , Spec v , Spec a ), the number of unclassified vessels and the error committed with the different feature vectors. The best classification was obtained with the mean of the green component of the RGB color space. With this feature we label correctly the 88% of the vessels.
We have also validated the results with a public dataset, the VICAVR [16] , that includes the vessel type ground truth. This dataset contains 58 retinal images centered on the optic disc that have been labeled manually by two experts. Table 2 shows the agreements between both experts as well as each expert and the proposed methodology. We have used the mean of the green component as the feature vector for the classification. The results show that the error rate is lower than 17% in the worst case. Nevertheless, if we only take into account the vessels that both experts have classified into the same category, the error rate falls to 12.99%, similar to the error rate obtained in the test set. Table 3 shows the results obtained with our methodology and other techniques found in the literature. These results were obtained with different and smaller datasets. In order to prove the superiority of our method, we apply the best technique, this is, the methodology proposed by Grisan and Ruggeri [12] , to the VICAVR dataset. Without the normalization step, the percentage of correctly classified vessels are 75.35% and 72.29% for experts 1 and 2, respectively. It is clear that an image normalization will improve, not only the results of their methodology, but also our results. 
Conclusion
We have developed a new methodology to classify the retinal vessels into veins and arteries. The proposed algorithm exploits the vascular tree structure to classify the vessels locally avoiding the influence of the inhomogeneous luminosity. We have combined the k-means clustering algorithm with different feature vectors and we have obtained that the mean of the green component of RGB color space is the most discriminant feature. For a validation set of 20 images, we have classified correctly the 88% of the vessels. We have improved the percentage of vessels correctly classified regarding other techniques in the literature. The most important enhancement is that the number of unclassified vessels was considerably reduced. Moreover, the proposed method was tested with 58 manually labeled retinal images from the VICAVR dataset and the percentage of correctly classified vessels remains almost constant. These results were achieved with a simple algorithm and without a pre-processing step, so the algorithm can be applied in real time.
Several future research directions could be of interest. On one hand, this method can be combined with tracking algorithms to classify the vessels in different analysis radii and using the results in each radius to ensure the category of the vessel. On the other hand, the development of a good normalization algorithm can improve the gap between the luminosity in arteries and veins and, this way, can increase the accuracy of the results.
