Abstract-Combinatorial Optimization Problems (COPs) appear in various types of industrial applications. Finding an optimum solution for COPs with large scale of data, constraints and variables is NP-hard. This paper proposed a generic Bee Colony Optimization (BCO) framework for COPs that mimics the foraging process and waggle dance performed by bees. The framework is designed and organized such that it is able to deal with different COPs and any enhancement on the framework will be applicable across all COPs. Besides mimicking the natural metaphor in a bee colony, the framework is enriched with elitism, local optimization and adaptive pruning. The BCO framework is tested on benchmark problems from Traveling Salesman Problem (TSP) and Quadratic Assignment Problem (QAP). The results show that out of 229 benchmark problem instances, 203 or 88.65% of them record an average of deviation percentage from known optimum with less then 1%.
I. INTRODUCTION
Bees are highly organized social insects. The survival of the entire colony depends on each bee. Bees adapt a systematic task segregation among them to ensure a continued existence of its colony. They perform various tasks such as foraging, reproduction, taking care of young, patrolling, housekeeping and constructing hive. Of these, foraging is a major activity as bees have to ensure an undisrupted supply of food source to the colony.
The foraging behaviour of bees remains mysterious for years until von Frisch translated the language embedded in bee waggle dances [1] . Waggle dance operates as a communication tool among bees. Suppose a bee has found a rich food source. Upon its return to the hive, it starts to dance in a figureeight pattern. Via this informative dance, the bee has actually informed its hive mates about the direction and distance to the new food discovery.
In this paper, a generic Bee Colony Optimization (BCO) framework for Combinatorial Optimization Problems (COPs) is proposed. The BCO framework mimics the foraging process of bees where waggle dance is modeled to guide them in exploring and exploiting the search space. The framework is designed such that it employs permutation of numbers as its encoding scheme. It contains abstract and domain independent classes as shown in Fig. 1 . The advantages of such design are two-fold. It allows the integration of different COPs via the abstract classes and any enhancement on the domain independent classes will instantly be applicable to all COPs being tested.
Besides mimicking the natural metaphor of the bees foraging process, the BCO framework is enriched with a local optimization and a pruning strategy. The solutions generated by bees are further transformed by a local optimization method, which is domain dependent. Allowing each and every solution to undergo the local optimization creates an expensive overhead. Hence, an adaptive pruning strategy is proposed. Via the adaptive pruning strategy, which is problem and domain independent, the local optimization is selectively applied to a subset of solutions.
The organization of this paper is as follows. It starts by describing two COPs in details, namely Traveling Salesman Problem (TSP) and Quadratic Assignment Problem (QAP) in Section II. Section III describes the related works. This is followed by a description of the BCO framework in Section IV. Sections V, VI and VII describe the implementation of domain independent modules in the BCO framework, namely, the fragmentation state transition rule, local optimization, adaptive pruning strategy and waggle dance. Experiments and results will be presented in Section VIII. Finally, this paper ends with conclusions in Section IX.
II. COMBINATORIAL OPTIMIZATION PROBLEMS, COPS
Combinatorial Optimization Problems (COPs) appear in various types of industrial applications. Examples include finding an optimized scan chains route in integrated chips testing, parcels collection and delivery in logistics companies, job scheduling in manufacturing companies and facility-location planning in retail businesses. Finding an optimum solution for such COPs that are characterized by large scale of data, constraints and variables is NP-hard [2] .
Two instances of COPs will be described in this paper. They are TSP and QAP. In TSP, suppose a salesman is given a set of n cities associated with a traveling distance matrix from any city to any other cities, the salesman is required to make a Hamiltonian tour with minimum distances/costs. In QAP, if a planner is given a set of n facilities associated with a distance matrix from any location to any other locations and a flow matrix from any facility to any other facilities, the planner needs to come out with an assignment plan of n facilities to n locations with the minimum cost.
Both the TSP and QAP can be denoted by graph notations as follows:
• V is a set of n nodes (cities for TSP, facilities for QAP),
• E is a set of arcs or edges, E = {(r, s) : r, s ∈ V }. In TSP, E is associated with a distance matrix, which is defined as D = {d r,s } where d r,s denotes the distance between city r and city s. For all the combinations, if d r,s = d s,r , the problem is a symmetric TSP (STSP). Otherwise, it becomes an asymmetric TSP (ATSP). The objective function of a TSP is to determine a permutation π of set V that minimizes the total round trip distance as shown in Eq. (1).
In QAP, E is associated with D = {d i,j } and F = {f r,s }, where D and F are n × n matrices that represent distance between locations i and j and flow between facilities r and s (i.e. flow of products, peoples, information etc) respectively. The objective function of a QAP is hence to determine a permutation π of set V that minimizes the following:
III. RELATED WORKS Various techniques have been used to solve TSP and QAP. Often, these techniques are classified into two broad categories: exact and approximation algorithms. Exact algorithms are methods which utilize mathematical models as the core problem solving process. Branch and Bound and Integer Programming are among the examples in this category. Conversely, approximation algorithms employ heuristics and iterative improvements as their core problem solving process. Among the examples in this category range from Ant Colony Optimization (ACO), Genetic Algorithm (GA), Tabu Search (TS), Iterated Local Search (ILS), to Particle Swarm Optimization (PSO). The major advantage of the approximation algorithms is that they are able to find sub-optimal solutions within reasonable time and resources. This is attractive to decision makers when their priority is to obtain reasonably good solutions in a short period of time. For further details on techniques that have been applied to solve TSP and QAP, publications such as [3] - [6] can be referred. Table I lists two existing approaches each for TSP and QAP respectively, that will be used in our comparison study in Section VIII. Lučić & Teodorović proposed a Bee System (BS) to solve TSP [7] . The BS algorithm is inspired by the bee foraging behaviour where the waggle dance is the main characteristic to mimic. In their model, bees construct partial tours in every iteration and interaction among bees is implemented via memory and waggle dance. To enhance the performance of the BS algorithm, local search methods are incorporated. The BS algorithm was tested on benchmark instances and the results showed satisfactory outcome. Another hybridization technique for TSP, the ACO algorithm with GA (ACO+GA) [8] , was proposed by Zhao et al. The ACO algorithm is used to construct solutions that comprised initial population whereas the GA plays its role to simulate the interaction mechanism among ants. A greedy crossover operator that utilizes adjacency information, distances and pheromone trails between cities was also proposed.
For QAP, two approaches are highlighted, namely the Population-based ILS (ES-MN) by Stützle [9] and ILS+evo. perturbation (NIFLS) by Ramkumar et al. [10] . The ES-MN is an iterated local search strategy that incorporates the replacement and selection methods in evolutionary algorithms (e.g. memetic algorithm). In each iteration, a subset of solutions in the current population will be replaced by newly generated solutions. It also uses a more efficient local search implementation especially for asymmetric QAP instances where a transformation is employed to change the asymmetric instances into symmetric ones. The ES-MN approach is one of the state-ofthe-art algorithms for QAP.
Ramkumar et al. proposed a method that incorporates the idea of iterated self-improvement with evolutionary-based perturbation tool (NIFLS) for QAP [10] . Various recombination crossover and mutation methods were tested. The results showed that it is superior when the method is composed by the proposed crossover with sliding mutation and a local search technique.
In the subsequent section, a description on the BCO framework that can be applied on different COPs will be presented.
IV. THE GENERIC BEE COLONY OPTIMIZATION FRAMEWORK
This section first discusses the encoding scheme of the framework (Section IV-A). This is followed by a detailed discussion on the framework (Sections IV-B and IV-C). The discussion is aided by a conceptual class diagram ( Fig. 1) and an algorithm listing (Algorithm 1).
A. Encoding Scheme
Permutation without repetition is employed as the encoding scheme in the BCO framework. Each of the generated solution is encoded as a string of numbers where each number has a singular occurrence. Take a string s = (5, 3, 2, 4, 1) as an example. Each number represents a single node, that is a city in TSP or a facility in QAP. For TSP, s denotes that the first city to be visited is city 5, followed by city 3 and so forth. In order to complete the tour, city 1 will be visited before going back to the start city. For QAP, s denotes that facility 5 is assigned to location 1, facility 3 is assigned to location 2 and so forth. The total tour length and cost for TSP and QAP can be obtained by applying the Eq. (1) and (2) as explained in Section II. Fig. 1 shows the conceptual class diagram of the generic BCO framework that works on different COPs. The framework consists of abstract classes (middle pane of the diagram) and domain independent classes (right pane of the diagram) where the BeeColonyOptimization class appears as the base class. Three abstract classes are defined, namely, Domain class, LocalOptimizer class and Initializer class. The Domain class is composed of the LocalOptimizer and Initializer. All the three abstract classes contain only the definitions of common attributes and operations which are utilized by the BeeColonyOptimization class (as shown in Listings 1, 2 and 3). Listing 1 shows three abstract operations, namely readInput(), getDistance() and calcSolCost(). Listings 2 and 3 show one abstract operation for each, namely initialize() and localSearch() respectively. The major functionality of these abstract classes is to interact with domain dependent classes which are shown in the left pane of the conceptual class diagram.
B. The Framework
The BeeColonyOptimization class is composed of five domain independent classes, namely AdaptiveFBPS, ProfitLookupTab, Results, Bee and EliteSolutions. Besides the composition classes and the abstract classes, it also utilizes the Parameters class and WaggleDance class to generate feasible solutions for the problem being solved. One of the advantages of such framework design is its flexibility when dealing with different types of COPs. If TSP is being solved, the codes that handle domain specific tasks should be provided to the framework. The domain specific tasks for TSP are as follows. Reading in TSP data/input files, returning the heuristic distance between two cities, calculating the tour length of a solution path, initializing a set of feasible solutions with an initialization technique (e.g. the Nearest Neighbourhood heuristic, random initialization etc) and optimizing solution with a local search approach (e.g. the Fixed-radius Near Neighbour (FRNN) 2-opt, the naive 2-opt etc). Similarly, if QAP is being solved, the implementation of all the five abstract operations in Listings 1, 2 and 3 that is related to QAP will need to be supplied to the framework. Hence, the supply of classes implementation that is associated to a particular domain is done via a mix-and-match strategy.
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Another advantage of such design is that it is easy to modify the BCO framework. As the BeeColonyOptimization base class and all other classes are domain independent, any enhancement on the framework will be applicable to all COPs being solved. For example, if scout bees were to be added to the BCO framework in order to increase randomness of the entire system, the effect will take place across all COPs being solved (e.g. TSP and QAP).
C. The Algorithm
The outline of the BCO algorithm is shown in Algorithm 1. In the algorithm, a group of bees, N Bee is created during the initial stage. During the first iteration, as no dance is observed, bees are initialized with a solution (permutation of numbers as described in Section IV-A) via an initialization procedure. The implementation of such initialization procedure is domain dependent and it corresponds to the initialize() function in Algorithm 1 and Listing 2. In this paper, the Nearest Neighbourhood heuristic (NN) and the state transition heuristic as described in [11] are employed.
For subsequent iterations, foraging process is initiated (see Section V). Bees are allowed to explore and exploit the search space to construct a feasible solution for a problem being solved (e.g. TSP or QAP). A bee will decide if it needs to follow a dance before leaving the hive (see Section VII). After it completes a solution, the Adaptive Frequency-based Pruning Strategy (AFBPS) will check if it needs a transformation by a local search method. The AFBPS and the local search techniques are further explained in Section VI.
The bee will start performing waggle dance if the cost of the resulting solution is better than its own personal best cost. Also, if the cost of the resulting solution is better than the global best cost, the global best cost will be replaced. When this occurs, the elitism process is invoked where the resulting solution is added to the waggle dance collection list, ES. The principle of the elitism is to let an outperforming bee to continue to dance so that more bees are recruited towards the profitable food source. The bee will only stop dancing and recruiting when a new bee manages to find a better food source. In the BCO algorithm, this is done as follows. Once a dance is added to the collection list, ES , the current global best solution will always be in the list until it is replaced by a new one. This elitism strategy corresponds to the addEliteDance() method in Algorithm 1.
When all bees have successfully found a solution, it is considered as a complete bee cycle. After a number of iterations, the BCO algorithm might encounter a situation where no bee is performing waggle dance (trapped in local optima). To overcome this problem, a reseting policy is defined, which is explained in Section VII.
All the steps as shown in Algorithm 1 will be repeated until a set of stopping criteria are fulfilled. Examples of the stopping criteria can be a maximum number of iterations (i.e. BC Max ) or a maximum amount of time for the algorithm execution.
V. FRAGMENTATION STATE TRANSITION RULE
The Fragmentation State Transition Rule (FSTR) in the BCO algorithm works as follows. It corresponds to the function of forageByFragTransRule() in Algorithm 1 and the FSTR class in Fig. 1 . During the phase where a bee constructs a solution for the problem being solved, it has to repeatedly add a few nodes (fragments of nodes) at a time. Recall that the encoding scheme used in the algorithm is a string of numbers without repetition (see Section IV-A). Hence, a bee will add a fragment of numbers at a particular time until a complete solution is generated. This method is inspired by the Nearest Fragment (NF) operator demonstrated together with the Genetic Algorithm in solving TSP and microarray gene ordering [12] . The NF operator suggests that a chromosome is randomly sliced into multiple fragments. The first and the last element of each fragment are connection points. In the reconnection process of these fragments, the NN heuristic is applied.
The following example explains the working mechanism of the FSTR. Before a bee leaves its hive for the foraging process, it will be equipped with a set moves that is either obtained from its dance observation or from the path that it explored in previous iterations. This set of moves is named as preferred path, θ. The functionality of θ is to guide a bee in its foraging process. In this example, we assume that the bee randomly observes a dance performed by one of its hive mates and it is a string of alphabets (instead of numbers), i.e. θ = {A, B, C, D, E, F, G, H, I, J}. To start the FSTR, the content of θ will be cloned and assigned to , ← θ. At this moment, the content of and θ is identical. then undergoes a slicing operation at any position so that multiple fragments of nodes are produced. The slicing strategies can be variable-length or fixed-length fragmentation. The example in this section assumes that will undergo a variable-length fragmentation. If is randomly sliced at the positions three and eight, three different fragments are generated, At the beginning, solution S = {}. The bee will randomly choose any of these three fragments from as part of S. Assuming that the second fragment is selected, then S = {D, E, F, G, H}. The bee is now assumed to stop at node H. It will decide which fragment to connect next to node H in the subsequent transition. In order to connect one of the remaining two fragments next to node H, nodes A, C, I and J will act as connection points. Nodes A and C are the first and the last node of the fragment "A, B, C" in . Nodes I and J are the first and the last node of the fragment "I, J" in . A state transition rule is defined to aid the bee in selecting the next node to connect. The state transition probability, P ij,n , determines the likelihood to move from node i to node j after n transitions. It is a function of two factors (as shown in Eq. (3)): heuristic distance between two nodes and arc fitness presents on the connecting edge.
d ij in Eq. (3) represents the heuristic distance between node i and node j whereas ρ ij,n is the arc fitness from node i to node j after n transitions. A i,n is a set of not-yetselected nodes that can be reached from node i at transition n. α is a binary variable that turns on or off the arc fitness influence in the algorithm. β controls the significance level of heuristic distance. ρ ij,n is defined in Eq. (4) with the following constraints, ∀j ∈ A i,n , 0 ≤ λ ≤ 1:
where λ denotes the probability of following a node in θ. G i,n is a set that contains one node which the bee prefers to move to from node i at transition n as recommended by θ. In the BCO algorithm, only the forward adjacent node of node i in θ is considered. Let θ(m) denotes the m-th element in θ. If the current node is θ(y) after n transitions, then G θ(y),n = {θ(y + 1)}. For further details on Eq. (3) and (4), please refer to [11] . At transition n = 1 where the bee stops at node H, A i,n = {A, C, I, J} and
will be assigned to the edges of (H, A), (H, C), (H, I) and (H, J) as shown in Fig. 2 . Each of the ρ HA,1 , ρ HC,1 and ρ HJ,1 will be rewarded 1−λ 3 and ρ HI,1 will be rewarded λ.
Fig. 2. Values assignment to the edges of (H, A), (H, C), (H, I) and (H, J).
Eq. (3) will then be used to decide the probability value to travel from node H to each of the node in A H, 1 . Assuming that node C is chosen, the fragment of "A, B, C" will be linked next to node H in a reverse order. The resulting tour after such linkage is S = {D, E, F, G, H, C, B, A}. If node A is chosen, the reverse connection is needless and thus producing S = {D, E, F, G, H, A, B, C}. As nodes A, B and C are now part of the resulting solution, they are marked as selected nodes. The process continues until all the nodes have been added.
Connecting a fragment of nodes rather than connecting a node at a time is the main idea of the FSTR. The advantages of the FSTR are two-fold. Firstly, the FSTR reduces the neighbourhood size in the solution building phase. Thus, it leads to lower computational cost. Secondly, instead of always picking the nearest node in its fragment reconnection process, which is a greedy approach, other nodes will still be selected probabilistically under the influence of Eq. (3) and (4).
VI. A LOCAL SEARCH METHOD AND AN ADAPTIVE PRUNING STRATEGY
After a bee has built a complete solution, the solution will be locally optimized by a local search method. The implementation of the local search method depends on the domain being solved. It corresponds to the localSearch() function in Algorithm 1 and Listing 3. In this paper, we incorporate the Fixed-radius Near Neighbour (FRNN) 2-opt as the local search method for TSP. The details of FRNN 2-opt method can be found in [11] , [13] . For QAP, a naive 2-opt method is implemented such that an exhaustive compare and swap strategy is applied. Consider the cardinality of a generated solution S, |S| = 5 and let S(m) denotes the m-th element in S. The compare and swap procedure will work on the following The proposed BCO framework supports the integration of other local search methods which are domain specific. More advance local search techniques such as LIN-KER heuristic [14] for TSP and application of "don't look bit" [9] in the naive 2-opt for QAP can be incorporated into the BCO framework as long as they are implemented according to the abstract class definition shown in Listing 3.
Allowing each and every solution generated by bees, S i , to undergo the local search procedure will lead to long computational time. Hence, a pruning strategy, namely the Frequencybased Pruning Strategy (FBPS) is proposed [11] . This strategy is based on the accumulated frequency of the smallest building blocks for every S i . The number of occurrences of each smallest building block (two-element building block) for S i is accumulated in a |S| × |S| frequency matrix, H % = {h i,j }. Matrix elements that are greater than or equal to the hot spots inclusion threshold (h i,j ≥ q%) will be marked as hot spots. If the dissimilarity of a solution S i , ΔS i is greater than or equal to a predefined value, (ΔS i ≥ κ%) when compared to the identified hot spots, the solution will then be prohibited to undergo the local search procedure. In [11] , the q and κ are tuned empirically through a set of experiments on the domain of TSP. For this, a tuning experiment on a TSP benchmark problem instance (LIN318) obtained from the TSPLIB (see Section VIII-A) was conducted. Once the q and κ is determined, this set of values was statically applied throughout the entire algorithm execution and the rest of the TSP benchmark problems with different dimensions. This static tuning approach has a limitation whereby it assumes the q and κ are problem independepent. This might not be the case if different values of q and κ are needed for different problems with different dimensions.
In this paper, since a generic BCO framework is proposed to support the integration of different COPs, an adaptive configuration of these two parameters for the FBPS is proposed. By incorporating a problem and domain independent approach into the BCO framework, the tedious work of tuning q and κ whenever a new domain (e.g. QAP) is integrated will be avoided. The adaptive FBPS discussed in this section corresponds to the prune() function in Algorithm 1 and AdaptiveFBPS class in Fig. 1 .
The adaptive computation of q and κ works as follows. Assume that each of the solution generated by bees S i is of size n. Thus, the size of H % = {h i,j } will be n×n. The mean and standard deviation of all non-diagonal entries (entries with i = j) in the H % are computed according to Eq. (5) and (6) . In this case, as H % will always be a square matrix, the mean and standard deviation computations will be based on a total of n 2 − n entries. The hot spots inclusion threshold, q is configured at q = μ H % + σ H % after a series of tuning experiments (e.g.
This implies that any entry in the matrix with h i,j ≥ μ H % + σ H % will be considered as a hot spot. Intuitively, these hot spots are frequent building blocks in most of the solutions generated by the bees.
On the other hand, κ is a moving average of ΔS i generated by the last m bees (e.g. m = 50) at a particular moment during the algorithm execution. It is defined as in Eq. (7):
VII. WAGGLE DANCE This section describes the waggle dance module in the BCO framework. It corresponds to the functions of observeAndSelectDance() and performsWaggleDance() in Algorithm 1 and classes of ProfitLookupTab, EliteSolutions and WaggleDance in Fig. 1 . Before a bee leaves its hive, it determines if it needs to observe and follow a dance shown by previous dancers (bees) with a probability of P f ollow . P f ollow is adjusted dynamically according to the profitability score of the bee and the colony, based on the lookup table in Table II. This table is adopted from [15] . In the extreme case where P f ollow is zero, the bee will keep to its own path. Pf i denotes the profitability score of bee i as defined in Eq. (8) . Pf colony denotes the bee colony's average profitability as in Eq. (9) and is updated after each bee completes the construction of a solution.
After a local search procedure, a dance will be performed by the bee to other hive mates according to the policy as follows. Only bees that has better cost compared to its own previous best cost are allowed to dance. Thus, bees in the BCO algorithm are equipped with the ability to remember their "PersonalBestCost" (as shown in Algorithm 1) obtained during the algorithm execution.
If a bee dances, the waggle dance will last for a certain duration. The dance duration of bee i, D i is computed by a linear function (see Eq. (10)). This equation shows that if a bee has a higher Pf i , it will dance longer. K is a user defined scaling factor that controls the magnitude of the dance duration.
When a dance expires, it will be discarded. After many iterations, this might create a situation where no bee is performing waggle dance, due to the failure of bees to get better solutions. This situation should be avoided as waggle dance is an important communication tool among bees. Thus, a memory adjustment policy is used to avoid such situation (corresponds to the adjust() function in Algorithm 1). The aim of having this self-regulated mechanism in the BCO algorithm is to maintain a balance and stable situation such that waggle dances are performed constantly. The policy suggests that when no bee dances for ϕ consecutive cycles (e.g. ten consecutive iterations), the PersonalBestCost of each bee in the population will be adjusted.
VIII. EXPERIMENTS AND RESULTS
This section presents some experimental results in this study. It first describes the source of benchmark problems and the platform where the experiments of this study are conducted (see Section VIII-A). This is followed by numerical results and a comparison study in Section VIII-B.
A. Benchmark Problems and Experiment Platform
The performance of the BCO algorithm was investigated on TSP and QAP. A set of benchmark problems was taken from TSPLIB 1 (95 instances) and QAPLIB 2 (134 instances). The dimension of the TSP problem instances ranges from 14 to 2392 whereas for QAP, it ranges from 12 and 256.
The BCO algorithm is developed using JAVA with the NetBeans IDE 6.5 as the development tool. All experiments were run sequentially on a 2.66GHz quad-core machine with 3GB RAM.
Two key performance indicators are used in this paper: deviation percentage from known optimum, δ (measured in %) and computational time to obtain the best result of n replications, t Best (measured in seconds). If the optimal cost of a problem instance is δ opt and the cost of a resulting solution generated by the BCO algorithm is δ sol , then δ = δ sol −δopt δopt × 100%.
B. Results
For each problem instance, the BCO algorithm will be executed for five replications. With this, δ Best , δ Avg , δ W orst are determined and they indicate the deviation percentage from known optimum for the best, average and worst case scenarios. Tables III and IV summarize the average performance of the BCO algorithm on a set of TSP and QAP benchmark problem instances. The results was obtained with the following parameter configuration: N Bee = 50, α = 1, β = 10, λ = 0.95, K = 100 and BC Max = 10000. We applied the fixed-length fragmentation strategy in the FSTR (Section V) and the adaptive strategy in the FBPS (Section VI).
In Table III , it is noticed that the average δ Avg on 95 problem instances with dimension of [14, 2392] . For the first cluster, the BCO algorithm is able to obtain an average of 0.0195% from known optimum. Also, on average, it is able to obtain the best result within 63 seconds for each problem instance. For QAP (refer Table IV ), the 134 benchmark problem instances are grouped according to different series of the problem. For example, BUR, CHR, ELS and etc. Each series has different dimensions. For the BUR series, out of eight instances, the BCO algorithm is able to obtain the optimum result for all the instances within 11 seconds. Out of 15 series, the BCO algorithm is able to obtain an average δ Avg < 1% except for the CHR series. Fig. 3 illustrates the distribution of δ Avg for all the benchmark problem instances that have been employed in this study. Out of a total of 229 instances (TSP = 95 instances, QAP = 134 instances), 203 or 88.65% of them are with δ Avg ≤ 1%. Also 181 or 79.04% of the instances are with δ Avg ≤ 0.5%. For QAP, a total of 20 instances are with δ Avg ≥ 1%. We envision that if the BCO framework is enhanced with more bee related features, δ Avg for instances that fall in this category would drop. A more efficient local search method (which is domain dependent) in the BCO framework would help too. 
IX. CONCLUSIONS
A generic BCO framework that mimics the foraging process and waggle dance in bee colony has been proposed to tackle COPs (e.g. TSP and QAP). The framework supports different domains and it is not limited to only TSP and QAP. Besides mimicking the natural metaphor in a bee colony, the framework is enriched with elitism, local optimization and adaptive pruning. This framework was tested on a set of benchmark problems. The results show that out of 229 benchmark problem instances, 88.65% of them record an average of deviation percentage from known optimum with less then 1%.
For future works, we would like to add in more case studies where different COPs are integrated (e.g. Job Shop Scheduling Problem, Sequential Ordering Problem etc). We will also incorporate other bee related features such as including scout bees in order to make the framework more comprehensive. Any enhancement on the domain independent classes of the framework will instantly be applicable to all the COPs being solved. To further improve the computation efficiency, we will also study how the algorithm can be parallelized to make use of the computation resources available on the increasingly prevalent multi-core desktop platform.
