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We consider the possible phases of microcavity polaritons tuned near a bipolariton Feshbach res-
onance. We show that, as well as the regular polariton superfluid phase, a “molecular” superfluid
exists, with (quasi-)long-range order only for pairs of polaritons. We describe the experimental
signatures of this state. Using variational approaches we find the phase diagram (critical tempera-
ture, density and exciton-photon detuning). Unlike ultracold atoms, the molecular superfluid is not
inherently unstable, and our phase diagram suggests it is attainable in current experiments.
The wealth of physics explored with ultracold atomic
gases [1] relies on the ability to tune parameters such as
the interaction strength. A crucial tool to achieve this
is the Feshbach resonance mechanism [2]: By using a
magnetic field one may vary the detuning ν between two
channels (hyperfine states) of the atoms; a closed channel
(bound molecule) and open (scattering) channel. When
ν is large and positive, the closed channel is far above
open channel atoms, the formation of molecules is en-
ergetically suppressed and atoms scatter with a weakly
attractive effective interaction. When ν is large and neg-
ative, atoms are paired into molecules and the effective
interaction is weakly repulsive. Near resonance (ν ≃ 0),
the interaction is very large. This enables tunable pairing
and regimes of strong correlations, allowing many inter-
esting possibilities both at few- and many-body level.
Ultracold atom experiments are however intrinsically
metastable, not true minima of the free energy. Three-
body collisions must be avoided to prevent relaxation
to, e.g., a solid phase. Also, Feshbach molecular states
are highly rovibrationally excited states and can relax
to lower states. Exploring regimes of strong interactions
while suppressing such relaxation processes is inherently
challenging. For fermionic atoms, Pauli exclusion sup-
presses scattering rates, so strongly interacting regimes
can be accessed. In this case there is a smooth crossover
between a Bardeen-Cooper-Schrieffer (BCS) condensate
of weakly attractive fermions and a Bose-Einstein con-
densate (BEC) of repulsive molecules [3, 4].
The situation for bosons near a Feshbach resonance
differs substantially: Unlike fermions, both a conden-
sate of molecules and a condensate of unpaired bosons
can exist. As discussed below this means that a “molec-
ular” superfluid phase with no off-diagonal long-range
order (ODLRO) for atoms can arise, with a further
symmetry breaking phase transition between “atomic”
and “molecular” superfluids. Bosonic mixtures have at-
tracted considerable theoretical interest [5–21]. However,
experiments have been limited by stability issues: The
molecular superfluid phase generally requires high densi-
ties [13, 15], where three body losses are significant [22].
There have been suggestions to use optical lattices [8]
to reach the strongly interacting regime while avoiding
high densities, but to date, molecular pairing phases of
bosonic atoms remain elusive.
Microcavity polaritons [23, 24], the quasiparticles re-
sulting from strong coupling between cavity photons and
quantum well excitons, do not suffer the metastability
problems of cold atoms and so present a more promis-
ing venue to study bosonic pairing phases. Microcavity
polaritons have been observed to form a BEC [25, 26],
and, as recently discussed [27, 28], interactions between
polaritons with opposite polarizations can support either
a bound state (bipolariton) or a scattering resonance de-
pending on the exciton-photon detuning. Several signa-
tures of this physics have been seen [29–31], including re-
cent direct observations of the scattering resonance vs de-
tuning [32, 33]. Polaritons are expected not to suffer from
the issues of three body inelastic losses [13, 15, 22] which
plague cold bosonic atoms: Unlike ultracold atoms, a
polariton BEC is not a metastable state, rather it is
the minimum free energy state as long as the polariton
population is conserved. In addition, there is no deeply
bound molecular state below the bipolariton. Polaritons
do have a finite lifetime, however recent experiments have
demonstrated a 5–10 fold increase in lifetime [34], lead-
ing to a system very close to thermal equilibrium. A full
non-equilibrium treatment of spin dynamics and relax-
ation is beyond the scope of this work. However, unlike
cold atoms, such losses are not intrinsically linked to the
resonance physics, and so they can be addressed and im-
proved independently. Thus, polaritons may form a more
promising venue to study pairing phases.
In this Letter we explore the phase diagram of collec-
tive paired phases arising from a bipolariton resonance
in microcavities. By using the cavity-exciton detuning to
tune the interactions [27, 28], we reveal a phase transition
between atomic (i.e. polariton) and molecular (i.e. bipo-
lariton) BEC phases. We show that temperatures and
detunings required for typical materials such as GaAs
are attainable and we discuss experimental signatures for
detecting such phases.
Model — In the model we consider, bipolaritons
play the roˆle of closed channel molecules, while the
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FIG. 1. (Color online) (a) Cartoon of one- and two-particle
energy scales, showing how the cavity(C)–exciton(X) detun-
ing δ determines the inter-channel detuning ν. (b) Lower (LP)
and upper (UP) polariton dispersions (solid [magenta] lines),
along with the C (X) dispersion (dashed [red (blue)] lines) for
δ = 2 meV. (c) Dependence of the rescaled polariton mass
at zero momentum mLP (k = 0)/mX (left [black]) and of the
inter-channel detuning ν (right [red]) on δ. Plots are for GaAs
parameters (ΩR = 4.4 meV, |Eb| = 2 meV [27], photon mass
mC = 10
−4mX , exciton mass mX = 0.4me).
two (polarized) LP modes are the open channel modes.
The inter-channel detuning is (see Fig. 1), with Eb
the biexciton binding energy and 2ωLPk = ω
C
k + ω
X
k −√
(ωC
k
− ωX
k
)2 +Ω2R, where both the exciton and cavity
photon dispersions are quadratic, ωC,Xk = ω
C,X
0 +
k2
2mC,X
.
In fact, as discussed later and in [35], the bipolariton
bound state is almost identical to a biexciton. However,
it possesses a non-zero photon component and for this
reason we refer to it as a bipolariton. Even a small pho-
ton content has important consequences in breaking the
degeneracy between dark and bright excitonic states [35].
The inter-channel detuning ν can be controlled by vary-
ing the cavity-exciton detuning δ = ωC0 −ωX0 (see Fig. 1).
A resonant enhancement of the interactions occurs near
the bare resonance ν ≃ 0.
We derive the many-body properties of resonantly
coupled polaritons by considering a two-channel model,
which includes both LPs in the right- and left-circular
polarization basis, ψˆ↑,↓ and bipolariton ψˆm fields. One
could, alternatively, work with a single-channel model
with no explicit bipolariton field, at the expense of need-
ing a finite range attractive potential U↑↓(r) supporting
a resonant bound state [36]. Such an approach unneces-
sarily complicates the derivation of many-body physics,
while a single-channel model with a contact potential
cannot describe deeply bound bipolariton states.
The effective two-channel polariton model has been de-
rived starting from a model describing coupled exciton,
biexction and photon fields and rotating to the LP ψˆ↑,↓
and bipolariton ψˆm fields (see the scheme in Fig. 1 (a)).
This yields the following grand-canonical Hamiltonian
written in momentum space, ψˆσ(r) =
∑
k e
ik·raˆkσ/
√A
(where k is the in-plane [2D] momentum, A the system
area, and ~ = 1 throughout):
Hˆ =
∑
σ=↑,↓,m
∑
k
aˆ†
kσ (ǫkσ − µσ) aˆkσ
+
1
A
∑
σσ′
∑
k,k′,q
Uσσ
′
kk′q
2
aˆ†kσaˆ
†
k′σ′ aˆk′−q
2
σ′ aˆk+q
2
σ
+
1√A
∑
k,Q
gkQ
2
(
aˆ†
k+Q
2
↑
aˆ†
−k+Q
2
↓
aˆQm + h.c.
)
. (1)
Here ǫk↑,↓ = ω
LP
k − ωLP0 is the full LP dispersion (see
Fig. 1 (b)). The coupling gkQ between open and closed
channels, and the closed channel (bipolariton) dispersion
can be derived by including the exciton-photon coupling
in the exciton T -matrix, following [27] (see [35] for de-
tails). Because mC ≪ mX , coupling to photons only
weakly renormalizes the scattering resonance properties,
hence, the bipolariton and biexciton dispersions almost
coincide, so that ǫkm =
k2
2mm
with mm ≃ 2mX . In
the absence of a magnetic field, the ↑ and ↓ popula-
tions are equal and the effective chemical potentials are
µ↑ = µ↓ = µ and µm = 2µ−ν, with ν as discussed above.
The case with µ↑ 6= µ↓ will be the subject of future study.
To account for the varying excitonic fraction along the
LP dispersion, the interaction terms include the Hopfield
coefficient, 2c2k = 1 + (ω
C
k − ωXk )/
√
(ωCk − ωXk )2 +Ω2R.
One finds that gkQ = ck+Q
2
c
−k+Q
2
√
∆X/mX where
∆X ≃ 4|Eb| [27] is the excitonic resonance width [36].
The equivalent polaritonic energy scale ∆LPkQ = mg
2
kQ
is given in terms of the LP mass at zero momentum
m = mLP (k = 0) = [c
2
0/mX + (1 − c20)/mC ]−1 (see
Fig. 1 (c)). Similarly, the polariton interaction strengths
also depend on the Hopfield coefficients [37], Uσσ
′
kk′q =
U˜σσ
′
kk′q/m = ckck′ck′− q2 ck+
q
2
U˜σσ
′
X /mX , where U˜
σσ′ and
U˜σσ
′
X are dimensionless constants. Note that the param-
eters U↑↑ = U↓↓, 2U↑↓, and Umm are the background
(i.e., far from resonance) interaction strengths. Near res-
onance, the physical interaction also includes effects of
the hybridization gkQ. To estimate experimentally rele-
vant parameters we consider GaAs microcavities (as in
Fig. 1), for which ΩR = 4.4 meV, |Eb| = 2 meV [27],
mC = 10
−4mX , mX = 0.4me, the resonance ν = 0 is
at δ = 3.84 meV, and U˜↑↑X = U˜
↓↓
X = 6 and we take
U˜↑↓ = 0 [27]. Because mC ≪ mX , the LP fluid is much
more weakly interacting than the excitonic fluid, i.e.,
U˜σσ
′ ≪ U˜σσ′X , except when δ ≫ ΩR and the LP becomes
pure exciton. As widely discussed for atoms [6, 13, 15],
repulsive closed-channel interactions, U˜mmX > 0, are re-
quired for stability. Biexciton interactions are indeed re-
pulsive, as discussed in the context of biexciton conden-
sation see e.g. [38], and we take U˜mmX = 4.
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FIG. 2. (Color online) T = 0 phase diagram for a GaAs
microcavity, plotting cavity-exciton detuning δ vs. chemi-
cal potential µ (left) or total density n (right). The normal
phase N is white, MSF shaded light- and AMSF is dark-grey.
First (thick [red]) and second (thinner [blue]) order lines are
separated by tricritical points ([blue] circles), while critical
end-points are (red) diamonds. Horizontal dot-dashed lines
connect the same chemical potential first-order boundaries in
the phase separated (PS) region. Dashed lines are the mean-
field boundaries neglecting quantum fluctuations.
Zero temperature — Figure 2 shows the T = 0 phase
diagram for the GaAs parameters specified above. The
axes are the detuning δ and either the chemical poten-
tial µ or the total density, n =
∑
k〈aˆ†k↑aˆk↑ + aˆ†k↓aˆk↓ +
2aˆ†kmaˆkm〉/A. Details of the calculation appear below.
Varying δ changes both the inter-channel detuning ν and
the LP dispersion ωLPk . Three phases exist [39]: The nor-
mal phase (N), ψ↑ = ψ↓ = ψm = 0 (where ψσ = 〈ψˆσ〉 =
〈aˆkσ〉δk,0/
√A) and two condensed phases arising from
the spontaneous symmetry breaking of the U(1) × U(1)
global symmetry, ψˆ↑,↓ 7→ eiφ↑,↓ ψˆ↑,↓, ψˆm 7→ ei(φ↑+φ↓)ψˆm.
Condensation of atoms, ψ↑ = ψ↓ 6= 0, guarantees that
of molecules, ψm 6= 0 (but not vice-versa). We denote
this phase as an atomic and molecular superfluid phase
(AMSF): Here, the U(1)×U(1) symmetry is completely
broken. The third phase is characterized by the absence
of atomic ODLRO but where molecules do condense, the
MSF phase [8–12]. The MSF phase has a residual U(1)
symmetry (rotations with φ↑ + φ↓ = const.).
For δ . 1.6 meV, Fig. 2 shows a second order N-
AMSF transition, as expected when bipolaritons are ir-
relevant. As δ increases, ν decreases and the bare reso-
nance occurs at δ = 3.84 meV. The MSF phase appears
at slightly higher δ ≃ 4.0 meV. This is because near
the resonance — between the lower two tricritical points
(solid [blue] circles) — the the N-AMSF phase transition
becomes first order, leading to phase separation (right
panel of Fig. 2), a dramatic signature of the resonance
effects. Phase separation occurs either between N and
AMSF below the critical end-point (solid [red] diamond
at δ ≃ 4.0 meV), or above, between MSF and AMSF.
Above the second tricritical point, there is a second order
N-MSF transition at 2µ = ν, which is then followed by a
second order MSF-AMSF transition. This MSF-AMSF
transition occurs when the renormalized bipolariton en-
ergy (due to the interaction U˜mmX ) reaches the polariton
energy, as discussed in [13]. At even higher detunings, the
MSF-AMSF transition becomes first order again, driven
by the changing polariton dispersion, (see [35]).
As well as clear signatures in the form of the phase
diagram, the different collective paired phases can be ex-
perimentally identified via spatial correlation functions.
In particular, at T = 0, the AMSF phase is character-
ized by ODLRO of both unpaired polaritons and bipo-
laritons. At T 6= 0, as the system is 2D, this evolves
into off-diagonal quasi long-range order (ODqLRO), i.e.,
power-law decay of the correlation functions g
(1)
↑,↓(r) =
〈ψˆ†↑,↓(r)ψˆ↑,↓(0)〉 and g(1)m (r) = 〈ψˆ†↑(r)ψˆ†↓(r)ψˆ↓(0)ψˆ↑(0)〉.
In contrast, the MSF phase is characterized by the ab-
sence of any order for unpaired polaritons, but the power-
law decay of g
(1)
m (r): The observation of such pair corre-
lations without polariton correlations would provide un-
ambiguous evidence for an MSF phase. An experimental
scheme to measure g
(1)
m is given in [35].
To derive the T = 0 phase diagram we employ
a variational approach, by considering a normalized
Bogoliubov–Nozie`res ground state [40] including atomic
and molecular condensates, as well as pairing terms:
|ψ〉 = N exp
(√
A
∑
σ=↑,↓,m
ψσaˆ
†
0σ
+
∑
k
∑
γ=a,b,m
tanh θkγ bˆ
†
kγ bˆ
†
−kγ
)
|0〉 .
The operators bˆkγ are related to aˆkσ by:(
aˆ†k↑
aˆ†k↓
)
=
1√
2
(
1 1
−1 1
)(
bˆ†ka
bˆ†kb
)
aˆ†km = bˆ
†
km .
Note that σ =↑, ↓,m, while γ = a, b,m. This transforma-
tion produces the most general (↑↔↓ symmetric) varia-
tional ground state including pairing. Minimizing the en-
ergy 〈Hˆ〉 over the variational parameters ψ↑ = ψ↓ = ψ0,
ψm, and θkγ we find that θkγ has the functional form
tanh 2θkγ = αγ/(ǫkγ + βγ), with βγ > 0, |αγ | ≤ βγ , and
ǫka,b = ω
LP
k − ωLP0 . The energy can thus be numeri-
cally minimized in terms of eight variational parameters
αγ , βγ , and ψσ, making it easy to determine first order
phase boundaries, as well as to find cases where the global
minimum energy is not an extremum (zero derivative),
but instead occurs at |αγ | = βγ .
As U˜σσ
′ ≪ U˜σσ′X ∼ 1 fluctuation corrections to
mean field (MF) theory should be small. At the same
time, as bipolaritons have a much larger mass than
LPs, bipolariton fluctuations give a non-negligible shift.
The dashed lines and empty symbols in Fig. 2 show
the MF predictions. Fluctuations do shift the phase
boundaries, but the phase diagram topology qualita-
tively matches MF predictions [12], except for the TCP
1at large detuning where the MSF-AMSF transition be-
comes first order again (see [35]). At MF level the
two tricritical points are at (µ, ν) = (0,∆LP00 /(4U¯)) and
(−∆LP00 /(2W¯ ),−∆LP00 [W¯−1+(8U¯)−1]) where U¯ = U˜↑↑+
U˜↑↓ and W¯ = [U˜mm(U˜↑↑ + U˜↑↓)]1/2.
Finite temperature — We have shown that, in GaAs,
a polariton MSF phase can be found at T = 0 for
δ & 4.0 meV. However, to see if such a phase is readily
accessible, we must determine its critical temperature.
Since the closed channel mass is mM ≃ 2mX , the critical
temperature is expected to be much lower than corre-
sponding LP condensation temperatures.
In order to extend our results to finite temperature,
we use variational mean-field theory (VMFT) [12, 41],
based on the inequality [42] F = −kBT ln tr e−Hˆ/kBT ≤
FvMF = FMF + 〈Hˆ − HˆMF〉MF. In a similar spirit to the
T = 0 calculation, HˆMF is chosen to allow the same one-
and two-point correlation functions and its variational
parameters are used to minimize FvMF:
HˆMF =
∑
γ
{
−
√
Aψγ (αγ + βγ)
(
bˆ†0γ + bˆ0γ
)
+
1
2
∑
k
(
bˆ†kγ bˆ−kγ
)(
ǫkγ + βγ αγ
αγ ǫkγ + βγ
)(
bˆkγ
bˆ†−kγ
)}
,
where ψa = 0 and ψb =
√
2ψ0. As before, the functional
form of the matrix elements above is the optimal form.
We evaluate FMF and averages 〈. . .〉MF by standard Bo-
goliubov diagonalization [43]. This yields the free energy
FvMF as a function of the same eight parameters αγ ,
βγ , and ψ0, ψm, again allowing numerical minimization.
Note that the T = 0 limit of this approach reproduces
the results presented above.
For 2D Bose gases the actual T 6= 0 transition to a
superfluid phase is of the Berezinskii-Kosterlitz-Thouless
(BKT) type [43]. Instead, VMFT predicts a first or-
der transition. The N-AMSF and MSF-AMSF transi-
tions can be very weakly first order due to the small po-
lariton mass [35]. Despite the absence of true ODLRO,
the quasi-condensate density plays a similar role to the
mean-field order parameter [44, 45]. This allows Hartree-
Fock [43, 46] or equivalent approaches (such as VMFT) to
reproduce the equation of state of the system outside of
the critical region. As such, the location of phase bound-
aries predicted by VMFT should be accurate, and we
have verified this for the homonuclear weakly interacting
2D Bose gas by comparison to the Monte-Carlo results
of [45]. In the 3D homonuclear case, other approaches
such as applications of the Nozie`res-Schmitt-Rink ap-
proximation [47] have been considered, predicting only
second order transitions [15].
Figure 3 shows the phase diagram both vs δ at fixed
T (top panels) and vs T at fixed δ (bottom panels). The
main new features introduced by non-zero temperature
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FIG. 3. (Color online) Finite temperature phase diagrams
with the same notation, color scheme and GaAs parameters
as in Fig. 2. The critical end-point of Fig. 2 is now replaced
by a triple point ([purple] square). Temperature is fixed to
T = 4 K (kBT = 0.34 meV) in the top panels, while detuning
is δ = 10 meV in the bottom ones.
are the existence of a non-zero critical density for the nor-
mal state and the extension to arbitrarily large detuning
of the phase separated region as discussed above. Be-
cause the N-MSF transition is now first order, the critical
end-point at T = 0 is replaced by a triple point. At yet
higher temperatures, the triple point moves to higher δ
and eventually merges with the tricritical point (see [35]).
In the phase diagram vs temperature at δ = 10 meV,
one sees that the MSF phase survives up to T ∼ 14.2 K
(1.28 meV). For ZnO [48] the MSF phase can survives to
higher temperatures and lower detunings [35].
Conclusions To conclude, we argue that microcavity
polaritons are an ideal system to explore collective pair-
ing phases of bosons. In particular, in addition to the
standard polariton superfluid phase, where both polari-
tons and bipolaritons are characterized by off-diagonal
quasi long-range order, we highlight a new phase which
displays molecular superfluidity (MSF), i.e., order for
bipolaritons but not for polaritons. This phase covers an
increasing region of the phase diagram at either larger
cavity-exciton detunings or lower temperatures. While
for the GaAs parameters considered here we predict the
MSF phase to survive up to T ∼ 14 K at a cavity-exciton
detuning δ = 10 meV, this temperature can be higher for
materials with larger Rabi splitting, such as ZnO.
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Supplemental Material for “Collective pairing of resonantly coupled microcavity
polaritons”
I. MODEL PARAMETERS
Our manuscript calculates the phase diagram of the
polariton system using the two-channel model, given in
Eq. (1) of the manuscript. This model describes the in-
teracting lower polariton (LP) fields in the two circular
polarization states ψˆ↑,↓(r) = [ψˆx(r) ± iψˆy(r)]/
√
2 (x, y
are the linear polarization components) and the bipolari-
ton ψˆm(r) field. Such a model is the low-energy effective
theory of a more complicated model of interacting ex-
citons strongly coupled to photons. Most properties of
the bipolariton field in our model are the same as those
of pure biexcitons, although the bipolariton does contain
a small photon component. This small photon compo-
nent provides crucial distinctions from a pure biexciton
state. In particular, the photon component ensures that
optically active states are the lowest in energy.
To clarify these points, we give here a short account
of the derivation of the effective polariton and bipo-
lariton parameters appearing in the two-channel model,
such as the effective interaction strengths Uσσ
′
kk′q (where
σ, σ′ =↑, ↓,m) and the Feshbach resonance coupling gkQ,
the inter-channel detuning ν, the bipolariton mass mm,
and their dependence on the exciton-photon detuning
δ = ωC0 − ωX0 , where ωC,Xk are the photon and exciton
energies. Changing the detuning δ changes the LP com-
position, and hence affects the polariton dispersion, its
scattering properties, and the overlap with the biexci-
ton states. Many of these results are also reported in
the manuscript, for completeness we include all relevant
formulae here.
The LP dispersion ωLPk has the form 2ω
LP
k = ω
C
k +
ωXk −
√
(ωCk − ωXk )2 +Ω2R, as given in (and shown in Fig.
1 of) the manuscript. The non-quadratic form of this
dispersion results from the varying composition of the LP,
as determined by the Hopfield coefficients, 2c2k, 2s
2
k = 1±
(ωCk − ωXk )/
√
(ωCk − ωXk )2 +Ω2R, which give the exciton
and photon fraction of the lower polariton at a given
momentum k.
In order to derive the appropriate dimensionless pa-
rameters characterizing the interaction strengths, it is
necessary to identify an effective mass of the LP. This
corresponds to the expansion at small k, ωLPk − ωLP0 ≃
k2/2m, where m = mLP (k = 0). This polariton mass is
given by
m
mX
=
1
c20 + s
2
0mX/mC
, (1)
where the Hopfield coefficients at k = 0 take a simple
form:
c20, s
2
0 =
1
2
[
1± δ√
δ2 +Ω2R
]
. (2)
We will discuss what changes would occur if this
quadratic approximation of the LP dispersion were used
in calculating the phase diagram; in particular, in
Sec. III, we will compare these results with those ob-
tained in the manuscript by making use of the full LP
dispersion.
From the LP dispersion, we can also express the detun-
ing between closed and open channels (the inter-channel
detuning), ν = −|Eb| − 2[ωLP0 − ωX0 ], in terms of the
exciton-photon detuning δ:
ν = −|Eb| − δ +
√
δ2 +Ω2R . (3)
A plot of the dependence of ν and m/mX on the detun-
ing δ for typical GaAs parameters can be found in the
manuscript Fig. 1(c).
The background polariton interaction strengths U↑↑ =
U↓↓, 2U↑↓ can be written in terms of the correspond-
ing excitonic interaction strengths. They depend on the
polariton or exciton mass used to define dimensionless
interaction constants U˜σσ
′
and U˜σσ
′
X , as well as on the
excitonic fraction, i.e., the Hopfield coefficient ck, which
introduces a non-trivial dependence of the polariton in-
teraction strengths on the momentum (~ = 1):
Uσσ
′
kk′q =
U˜σσ
′
kk′q
m
= ckck′ck′− q
2
ck+q
2
U˜σσ
′
X
mX
, (4)
where σ, σ′ run over ↑, ↓ only here. The background bipo-
lariton interaction Umm does not involve the polariton
Hopfield coefficients because, as we will see below, the
bipolariton is strongly excitonic regardless of momentum.
The hybridization (coupling) gkQ between pairs of
LPs in opposite polarizations and bipolaritons, as well
as the bipolariton mass mm, can be estimated from
the expression for the LP-LP scattering T -matrix,
tLPLP (E,k,k
′,Q). The bipolariton appears as a scat-
tering resonance in this T -matrix, and its mass de-
pends on the dispersion of that resonance. The T -
matrix can be evaluated starting from the T -matrix for
two excitons in opposite polarizations, tXX(E,k,k
′,Q),
scattering from momenta (k + Q/2,−k + Q/2) to mo-
menta (k′ +Q/2,−k′ +Q/2). Assuming that the exci-
ton scattering is dominated by the biexciton resonance,
one can assume the following simplified expression for
tXX(E,k,k
′,Q):
tXX(E,k,k
′,Q) ≃ 4π
mX
∆X
E − ωXX − Q22(2mX)
. (5)
We then include the exciton-photon coupling to evaluate
tLPLP (E,k,k
′,Q). Using the results of Ref. [27], one has
that
tLPLP (E,k,k
′,Q) =
c
k+Q
2
c−k+Q
2
c
k′+Q
2
c−k′+Q
2
t−1XX(E,k,k
′,Q)−D(E,Q) , (6)
where
D(E,Q) =
∑
p
[
c2pc
2
−p+Q
E − ωLPp − ωLP−p+Q
− 1
E − 2ωXp
+
2c2ps
2
−p+Q
E − ωLPp − ωUP−p+Q
+
s2ps
2
−p+Q
E − ωUPp − ωUP−p+Q
]
, (7)
and where the dispersion of the upper polariton (UP) is
2ωUPk = ω
C
k +ω
X
k +
√
(ωCk − ωXk )2 +Ω2R. The propagator
D(E,Q) is generally a smooth function of the energy E,
except at isolated points. For zero center of mass mo-
mentum, Q = 0, these isolated points, where it diverges
logarithmically, occur near the 2-particle band-edge en-
ergies (i.e., E ∼ 2ωLP0 , E ∼ ωLP0 +ωUP0 , and E ∼ 2ωUP0 ).
Because mC ≪ mX , the ratio between polariton and ex-
citon mass m/mX also generally satisfies m/mX ≪ 1,
unless at very large detuning δ ≫ ΩR (see manuscript
Fig. 1(c)). The existence of this small parameter sup-
presses the renormalization term D(E,Q). In general it
causes only a small shift of the resonance energy away
from ωXX +
Q2
2(2mX )
, thus giving:
tLPLP (E,k,k
′,Q) ≃ 4π
m
gkQgk′Qm
E − ωXX − Q22(2mX )
, (8)
gkQ = ck+Q
2
c
−k+Q
2
√
∆X/mX . (9)
The Feshbach coupling gkQ is related to the resonance
width ∆LPkQ by ∆
LP
kQ = mg
2
kQ [36], so that
∆LPkQ = c
2
k+Q
2
c2
−k+Q
2
∆X
m
mX
. (10)
We have verified that, for the system parameters relevant
for current experiments in GaAs (see later section “GaAs
parameters”), the above approximation,
g2kQ ≃ c2k+Q
2
c2
−k+Q
2
∆X/mX , (11)
is accurate up to δ . 33 meV, and 0.1 meV away
from the resonance (i.e., ν = 0 which corresponds to
δ = 3.84 meV), with an error below 5%, in the limit
k→ 0 and Q→ 0.
Thus we have seen that most properties of bipolaritons
are the same as those of pure biexcitons. However, even
when the photon fraction is very small, the photon com-
ponent has crucial effects. Firstly, given the small ratio,
mC/mX = 10
−4, even a 1% photon fraction reduces the
polariton mass m by two orders of magnitude compared
AP
D
APD
AP
D
APD
Adjustable delay
θ
φ
A
B
S. Fig. 1. Schematic optical detection setup for measuring
time-dependent pair correlations g
(1)
m (0, t).
to the bare excitonic mass. As such, a 99% excitonic po-
lariton system can behave quite distinctly from a pure ex-
citonic system [48, 49]. In addition to the change of mass
(relevant for when later we will make use of the quadratic
approximation of the LP dispersion) there is another sig-
nificant effect on excitons when including a small mixing
with photons. In GaAs, excitons can have angular mo-
mentum Jz = ±2,±1. These states are almost degener-
ate, with a weak (typically a few µeV [50]) electron-hole
exchange term favoring the “dark” Jz = ±2 states [51].
Photons couple only to the optically active “bright” state
Jz = ±1 thus lower the energy of these states. If the Rabi
splitting is typically 103 times larger than the exchange
splitting, i.e. a few meV rather than a few µeV, then
only 0.1% photon fraction is required to overcome the
exchange splitting. Thus, while the ground state of a
pure excitonic system is expected to be dark, the ground
state of 99.9% excitonic system is likely bright [48, 49].
Such photon induced splitting of bright and dark states
can also be important for the bipolariton, even when the
bipolariton mass and energy are very similar to those of
the biexciton.
II. DETECTION OF PAIRING CORRELATIONS
In the manuscript we discussed the distinct signa-
tures for detecting the MSF and AMSF phases. The
clearest signature is that the MSF phase would show
pair coherence, but no polariton coherence. Exper-
iments to determine whether polariton coherence ex-
ists, by measuring g
(1)
σ (r, t) = 〈ψˆ†σ(r, t)ψˆσ(0, 0)〉 are
routine and can be extracted from interference fringe
visibility maps between two images of the condensate.
Measuring such correlations clearly distinguishes the
AMSF phase from the MSF or Normal phase. How-
ever, to unambiguously distinguish between the normal
and the MSF phases it is necessary instead to measure
the following molecular first order correlation function
g
(1)
m (r, t) = 〈ψˆ†↑(r, t)ψˆ†↓(r, t)ψˆ↓(0, 0)ψˆ↑(0, 0)〉. In this sec-
tion we present one possible scheme to measure g
(1)
m (0, t);
a similar setup with spatial resolution could be used to
measure g
(1)
m (r, t). Other possible schemes to measure
these quantities are possible, our aim here is to illustrate
the possibility of such measurements.
Supplemental Figure 1 shows a possible experimen-
tal scheme that measures the pair correlations g
(1)
m (0, t).
The scheme is based on cross-correlation measurements
between a pair of balanced homodyne detectors, which
separately measure two-time correlations of the differ-
ent polarization states. Light from the sample is split
on an initial beamsplitter and filtered into the two cir-
cular polarization components, ↑ and ↓. This light is
then sent through a variable delay interferometer, with
an adjustable phase shift φ for ↑ polarization (θ for ↓ po-
larization). The same delay is used for both the ↑ and
↓ branches of the apparatus. The light is then measured
via a balanced homodyne scheme, so that at A the output
is:
IA =
1
2
〈[ψˆ†↑(t)− ie−iφψˆ†↑(t′)][ψˆ↑(t) + ieiφψˆ↑(t′)]〉
− 1
2
〈[−iψˆ†↑(t) + e−iφψˆ†↑(t′)][iψˆ↑(t) + eiφψˆ↑(t′)]〉
= ieiφ〈ψˆ†↑(t)ψˆ↑(t′)〉+ h.c. ,
where t′ = t+τ , τ is the adjustable delay, and φ the phase
shift. This signal on its own averages to zero in the MSF
phase as there is no single polariton phase coherence. A
similar form applies for the lower branch of the interfer-
ometer B with ↑7→↓ and φ 7→ θ. When calculating the
cross correlation Iout = 〈IA × IB〉, one therefore obtains
a signal:
Iout =− ei(φ+θ)〈ψˆ†↑(t)ψˆ↑(t′)ψˆ†↓(t)ψˆ↓(t′)〉
+ ei(φ−θ)〈ψˆ†↑(t)ψˆ↑(t′)ψˆ†↓(t′)ψˆ↓(t)〉
+ ei(θ−φ)〈ψˆ†↑(t′)ψˆ↑(t)ψˆ†↓(t)ψˆ↓(t′)〉
− e−i(φ+θ)〈ψˆ†↑(t′)ψˆ↑(t)ψˆ†↓(t′)ψˆ↓(t)〉 . (12)
In the absence of a symmetry breaking magnetic field,
correlations should be invariant under the replacement
↑↔↓ and so the middle two lines involve the same ex-
pectation. Choosing φ− θ = π/2 then means these mid-
dle two lines vanish. Choosing also φ + θ = π, so that
φ = 3π/4, θ = π/4, the first and last lines have the same
prefactor giving:
Iout = 〈ψˆ†↑(t)ψˆ↑(t′)ψˆ†↓(t)ψˆ↓(t′)〉
+ 〈ψˆ†↑(t′)ψˆ↑(t)ψˆ†↓(t′)ψˆ↓(t)〉 . (13)
In the steady state, this implies that Iout ∝ g(1)m (0, τ) +
g
(1)
m (0,−τ), and as the coherent part of the two-time cor-
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relation function should be symmetric in τ , such a scheme
allows measurement of the pair coherence.
III. COMPARING THE CASE OF FULL LP
DISPERSION WITH THE QUADRATIC
APPROXIMATION LIMIT
In the manuscript we always use the full LP disper-
sion ωLPk . It is however instructive to compare this to
the quadratic approximation ωLPk − ωLP0 ≃ k2/2m dis-
cussed above. This approximation corresponds to assum-
ing that the occupation of the low-momentum polariton
states dominates all relevant expectations values, and so
in this limit it is consistent to also replace all Hopfield
factors with ck, sk → c0, s0.
Approximating the LP dispersion by its low-
momentum expansion is expected to be accurate in the
limit when fluctuations beyond mean-field are small: The
mean-field results do not depend on the polariton disper-
sion at all, since they involve only the k = 0 fields. As dis-
cussed in the manuscript, in the photonic limit the small
polariton mass m ≪ mX suppresses fluctuations, how-
ever at large δ, fluctuations are significant, and the full
dispersion yields different predictions. Nonetheless, all
the qualitative features of the phase diagrams obtained
by using the full LP dispersion can be explained also by
considering the quadratic approximation.
We plot in S. Fig. 2 the comparison between the
phase diagram at T = 0 in the quadratic approxima-
tion, and with the full dispersion. The basic topology
is qualitatively the same, with the difference that in the
quadratic approximation the MSF-AMSF phase separa-
tion re-emerges only at very large δ compared with the
case of the full LP dispersion. This can also be seen
more clearly in S. Fig. 3 which shows the results of the
quadratic approximation, but choosing a “heavier” cav-
ity photon mass, mC = 10
−3mX . This demonstrates
that this feature is not dependent on the non-quadratic
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dispersion, but arises whenever the polariton density of
states becomes very large, as occurs at large detunings.
This in turn leads to a fluctuation dominated regime,
which can drive the phase boundary first order. Since
the full LP dispersion becomes strongly excitonic at large
momentum, this generally increases the polariton density
of states as compared to the quadratic approximation,
enhancing such an effect.
In a similar way, other apparent differences between
the quadratic approximation and the full dispersion cases
arising at finite temperature can also be shown to be re-
produced in the quadratic approximation with heavier
photons. For example, the phase diagram at δ = 10K
shown in Fig. 3 of the manuscript, and S. Fig. 6 appears
to behave differently at low temperature. The behavior
of the full dispersion is however closely replicated by the
quadratic approximation if one takes mC/mX = 10
−2,
as shown in S. Fig. 4. This confirms the statement that
while the full dispersion introduces important quantita-
tive changes, no qualitatively new behavior occurs due to
the full dispersion.
The use of the quadratic approximation has the advan-
tage to allowing significantly faster determination of the
phase boundaries in our variational approach. The vari-
ational approach requires finding the free energy for each
value of the variational parameters, and this requires es-
timating the integrals
∫
dk〈a†kσakσ′〉 and
∫
dk〈akσakσ′〉.
Within the quadratic approximation, these integrals are
almost all analytic. This significant speedup allows a
more comprehensive study of the three dimensional phase
diagram (temperature T , detuning δ versus either density
n or detuning µ), for which the full dispersion would be
prohibitively computationally expensive. As such, the re-
mainder of this supplemental material presents a compre-
hensive set of phase diagrams calculated in the quadratic
approximation.
IV. QUADRATIC APPROXIMATION:
EVOLUTION OF PHASE DIAGRAM WITH
TEMPERATURE AND DETUNING
In the manuscript we presented several cuts through
the three-dimensional phase diagram as a function of
temperature, detuning and density (or chemical poten-
tial) for parameters relevant to GaAs. These cuts illus-
trate the main features that can be seen, namely the
sequence of N-MSF-AMSF transitions and the direct N-
AMSF transition; the existence of a first order transition
and the associated phase separation (PS) near resonance
at all temperatures, and the temperature dependence of
the various phase boundaries. In this section we provide
further cuts to illustrate more fully how the shape of
the phase diagram evolves with changing detuning and
temperature. Below we first present further figures il-
lustrating the behavior for the system parameters which
are relevant for GaAs microcavities. Then we compare
the form of the phase diagram for GaAs parameters with
that for ZnO parameters.
A. GaAs parameters
For GaAs, we fix the photon mass to mC = 10
−4mX ,
the exciton mass mX = 0.4me, the Rabi splitting ΩR =
4.4 meV, the biexciton binding energy |Eb| = 2 meV,
and the excitonic resonance width ∆X = 4|Eb| [27]. Ad-
ditionally, U˜↑↑X = U˜
↓↓
X = 6 [27] and we also fix U˜
↑↓
X = 0
and U˜mmX = 4. Additional cuts through the phase dia-
gram to those provided in the manuscript are here given
in S. Figs. 5 and 6. These show cuts at various fixed
temperatures (S. Fig. 5) or fixed detunings (S. Fig. 6).
The zero temperature phase diagram (see manuscript
Fig. 2) is characterized by phase boundaries that are
mostly second order, with a limited region in detuning
near the resonance where the transition either between
MSF-AMSF or N-AMSF is first order, thus implying
phase separation (PS) for a range of densities. How-
ever, as S. Fig. 5 and S. Fig. 6 clearly show, at any
non-zero temperature, all phase boundaries that were
second order at zero temperature, evolve at finite temper-
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S. Fig. 5. Finite temperature phase diagrams for GaAs pa-
rameters in the low-momentum quadratic approximation for
the LP dispersion plotted as a function of detuning δ for three
different fixed temperatures (T = 0.58 K, T = 1.16 K, and
T = 2.32 K). Notation and color scheme are the same as
those in the manuscript Fig. 3. For the last panel, corre-
sponding to T = 2.32 K, we also show the behavior of the
N-PS-AMSF weakly first order boundary at low density and
for negative detuning δ (please note the log-scale in density).
As also discussed below, the behavior of the N-PS-AMSF first
order transition for large and negative detunings δ follows the
BKT scaling T ∼ n/m, where m is the LP mass. Thus, at
fixed temperature, it exists a small, but finite, critical den-
sity for the N-PS-AMSF transition which is around 4 order
of magnitudes smaller than the critical density for the N-PS-
MSF transition at positive and large detunings (which follows
T ∼ n/mm).
ature to weakly first order — as calculated within vari-
ational mean-field theory (VMFT). This is because, as
discussed in the manuscript, at finite temperature, the
real phase transitions are of the Berezinskii-Kosterlitz-
Thouless type, involving a jump in the superfluid den-
sity, and VMFT approximates this by a weakly first or-
der transition. The size of the jump depends on the mass
of the condensing boson, and so the N-AMSF or MSF-
AMSF transitions (determined by the polariton mass)
show a very small jump. This density jump at the MSF-
AMSF is just visible in the cut at T = 2.32 K in S. Fig. 5,
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and is more pronounced in the manuscript Fig. 3 top
panel where T = 4 K. In the lower temperature cuts
in S. Fig. 5 the jump is hardly visible. In contrast the
jump at the N-MSF transition controlled by the biexci-
ton mass mm = 2mX , and is hence much larger, and so
is clearly visible at all temperature in S. Fig. 5. Note
also that, at large and negative detuning, the N-AMSF
transition follows the BKT scaling T ∼ n/m, where m
is the LP mass, while at large and positive detuning, the
N-MSF transition follows T ∼ n/mm and it depends on
the biexciton massmm = 2mX . In particular, the AMSF
region at large and negative detuning extends down up
to a critical finite density (at finite temperature), as it
is clearly shown in the low-density magnification of the
bottom panel (T = 2.32 K) of S. Fig. 5.
Since all phase boundaries are (at least weakly) first
order, there are no true tricritical points, however the
cuts at T = 0.58 K and T = 1.16 K show a remnant of
the T = 0 tricritical points (where the N-AMSF transi-
tion changes order near δ ≃ 3 meV, and where the MSF-
AMSF transition changes order near δ ≃ 7 meV). At such
points the finite temperature transition switches from be-
ing very weakly first order (controlled by the polariton
mass) to being strongly first order, due to the resonance.
As the temperature increases, while the lower “tricriti-
cal point” does not change substantially, the triple point
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S. Fig. 7. Location of the triple points as a function of tem-
perature for GaAs and ZnO parameters in the low-momentum
quadratic approximation for the LP dispersion — note that
at T = 0 the triple points (squares) evolves into a critical
end-point (diamond). Left panel: required detuning. Right
panel: equivalent excitonic fraction.
approaches the upper “tricritical point”, so that, for
T ≃ 2.32 K, the “tricritical point” and triple point have
merged, as seen in the bottom panel of the S. Fig. 5.
The cuts at fixed δ in S. Fig. 6 show the same evolution
that we have just described at fixed T . The size of jump
in density at the AMSF-MSF transition is determined
by whether the detuning is above or below the T = 0
tricritical point. At δ = 6.5 meV (which, at T = 0,
is in between the critical end-point and the upper tri-
critical point), there is a first order transition between
MSF-AMSF even at zero temperature. The panel at
δ = 8.3 meV is very close to (and slightly above) the
T = 0 upper tricritical point, so the MSF-AMSF tran-
sition is second order at zero temperature and evolves
to strongly first order at higher temperatures. Finally,
for δ = 10 meV, the zero temperature transition is sec-
ond order and becomes (weakly) first order at non-zero
temperature.
B. Evolution of triple point
The finite temperature phase diagrams presented
above indicate that the MSF region shrinks on either
reducing the detuning δ or on increasing the tempera-
ture T . This behavior can be quantified by evaluating
the location of the triple point at which N, MSF and
AMSF phases all meet. In order for an MSF phase to
be possible, one must have a lower temperature, or a
larger δ than that of the triple point. Supplemental Fig-
ure 7 shows the evolution of the detuning of the triple
point vs temperature — note that at T = 0 the triple
points (squares) evolves into a critical end-point (dia-
mond). We show results both for GaAs parameters as
discussed above, as well as for ZnO parameters discussed
below. One may use the Hopfield coefficient c20 to trans-
late a detuning into an excitonic fraction; this is shown in
the right panel of S. Fig. 7. It is clear from this figure that
while the MSF phase can be reached for the commonly
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rameters in the low-momentum quadratic approximation for
the LP dispersion, as discussed below, for a temperature
T = 11.6 K. Note that a logarithmic scale has been used
for density in the right hand panel.
used microcavities made of GaAs, it requires relatively
low temperatures, and high excitonic fractions. In ZnO,
however, the conditions are significantly more favorable.
It should however be noted that comparing Fig. 3 of the
manuscript to the δ = 10 meV panel in S. Fig 6 shows
that the quadratic approximation may significantly un-
derestimate the critical temperature. This suggests ex-
perimental parameters may be even more favorable than
S. Fig. 7 indicates.
C. ZnO parameters
For ZnO, while the photon and exciton masses are sim-
ilar to those of GaAs, mC = 10
−4mX and mX = 0.2me
(for the exciton mass see the Supplementary Informa-
tion of Ref. [48]), the most important change is the sig-
nificant increase of biexciton binding energy to |Eb| =
18 meV [52] (also the exciton binding energy increases
from 10 meV for GaAs to around 85 meV, depending
on the well width). The Rabi-Splitting for ZnO also
is typically larger than for GaAs, reaching values up to
200 − 300 meV [48]. However, for the observation of
the MSF phase, it is in fact advantageous to consider a
smaller Rabi splitting than the largest values that have
been achieved [48, 49], and we fix ΩR = 20 meV. Reduc-
ing the Rabi splitting is easy to achieve, by using a longer
microcavity, with a higher mode volume. We hence
choose a reasonable value where the MSF phase occurs
at easily attainable detunings and temperatures. Sup-
plemental Figure 8 shows a characteristic phase diagram
of ZnO at a relatively high temperature of T = 11.6 K,
showing that the MSF phase can in this case be seen for
high temperatures and detunings comparable to the Rabi
splitting.
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