In this contribution we present the results from the simulation of an AlGaN/GaN heterostructure diode by means of a Monte Carlo tool where thermal effects have been included. Two techniques are investigated: (i) a thermal resistance method (TRM), and (ii) an advanced electro-thermal model (ETM) including the solution of the steady-state heat diffusion equation. Initially, a systematic study at constant temperature is performed in order to calibrate the electronic model. Once this task is performed, the electro-thermal methods are coupled with the Monte Carlo electronic simulations. For the TRM, several values of thermal resistances are employed, and for the ETM method, the dependence on the thermal-conductivity, thickness and die length is analyzed. It is found that the TRM with well-calibrated values of thermal resistances provides a similar behavior to ETM simulations under the hypothesis of constant thermal conductivity. Our results are validated with experimental measurements finding the best agreement when the ETM is used with a temperature-dependent thermal conductivity.
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Introduction
The development of AlGaN/GaN technology, thanks to its outstanding electronic properties and improved maturity of device manufacturing, has made in the last few years a significant inroad in high-power and high-frequency applications with respect to other semiconductor competitors such as GaAs [1] [2] [3] . Several electronic properties of this material system, such as high electron velocities (2.5 × 10 7 cm s −1 peak, 1.5 × 10 7 cm s −1 saturation), high sheet carrier density (∼10 13 cm −2 ) without doping, high band-gap (∼3.49 eV) or high breakdown electric field (3.3 MV cm −1 ) [4] , makes it a good candidate for high power and competitive high frequency systems at high temperature. In particular, AlGaN/ GaN high electron mobility transistors (HEMTs) are exceptional devices for multiple commercial and military applications [5] .
In spite of the strong potentiality of AlGaN/GaN based devices and the good thermal conductivity of GaN [6] , excessive overheating is still an important challenge for their reliability and wide practical use because of the significant degradation of the main figures of merit [7] . This work focuses on developing an electro-thermal simulator able to analyze the thermal effects that are essential for the correct modelling of GaN-based devices [6, [8] [9] [10] [11] [12] . The aim is to expand the capabilities of our home-made semi-classical Monte Carlo (MC), which proved to be a very powerful tool to investigate electron transport and optimize the static, dynamic and noise operation of semiconductor devices [13] , by including self-heating effects through (i) a thermal resistance method (TRM) and (ii) an advanced electro-thermal model (ETM). We will validate the tool and analyze its potentiality by the comparison of simulations with experimental direct current (dc) measurements of an un-gated Al 0.27 Ga 0.73 N/GaN heterostructure. Once validated, forthcoming studies will consider the analysis of more complex devices as HEMTs.
The paper is organized as follows. In section 2 the MC simulator and the geometry under analysis are presented. Also, this section includes a systematic isothermal study of the influence of several physical parameters of the heterolayer that provides the initial electronic calibration of the tool. Afterwards, in section 3 we introduce the two self-consistent thermal algorithms mentioned above. The difference between both models and the influence of dimensions and thermal conductivity of the substrate are analyzed in detail in section 4, with focus on the spatial distribution of temperature. The role of the temperature-dependence of thermal conductivity is also analyzed. Finally, conclusions are given in section 5.
Monte Carlo method, device details and isothermal simulations

Electron transport method and device structure
Amongst other electron transport models, such as the energybalance [12] , drift-diffusion [14] or hydrodynamic [15] , MC algorithms have been extensively used to study transport in plenty of semiconductor devices. Even if the MC technique requires a higher computational effort, its main advantage is that it can provide an accurate description of the electron transport in real short-gate transistors, where non-stationary effects and ballistic effects can arise. In fact, this paper could be considered as a preliminary work for the confirmation of the validity of the ETM and TRM models and the calibration of their parameters in order to be subsequently used in the simulation of transistors.
In addition to the foregoing, the MC method could also be applicable to electronic as well as light-emitting devices and lasers, where non-equilibrium charge transport and selfheating effects may also be important [16] . In this paper we use an in-house ensemble MC tool self-consistently coupled with a two-dimensional (2D) Poisson solver [17] that allows for an accurate electric current modeling of different kinds of devices [18] [19] [20] . Semiconductors are modeled by three nonparabolic spherical valleys for the conduction band, whose main parameters can be found in [20, 21] . Apart from phonons, piezoelectric [22] and dislocations [23] scatterings are also included in the model as they have a significant influence over the GaN mobility. Figure 1 shows the geometry of the Al 0.27 Ga 0.73 N/GaN diode under analysis, fabricated at IEMN. The structure has a 22 nm thick un-doped Al 0.27 Ga 0.73 N barrier layer grown on top of a 1.5 μm thick un-doped GaN buffer. The substrate is a 300 μm thick layer of Si. The length between the contact terminals is 2 μm and the width of the structure is 140 μm. The measured experimental values in equilibrium of the sheet electron density, n s , and the mobility, μ, of the epilayer are 8 × 10 12 cm −2 and 1000
, respectively at 300 K. The experimental measurement of the I-V curve of the diode is shown in figure 2 . The measured contact resistance is R C = 0.4 Ω · mm. To study the dc response with the numerical tool a systematic set of simulations of two domains, sketched in figure 1, will be performed: (i) the electronic domain and (ii) thermal domain.
To optimize the computation time this section contains simulations only of the electronic domain (and considered as isothermal) to calibrate the electron transport and to reproduce the experimental measured n s and μ. The real top electrodes are implemented in the simulations as vertical contacts, with the proper injection and potential profiles across the heterolayer. To use this approach, an initial simulation at equilibrium and with the contacts located at the top (as in a real device) is carried out with the aim to obtain the potential and concentration profiles that would appear along the vertical layers [24] . To correctly simulate the AlGaN/GaN heterolayer we incorporate the influence of spontaneous and piezoelectric surface polarization charges P [25] [26] [27] [28] . In addition, a surface charge density σ is included at the top of the AlGaN layer, which appears as a result of polarization charges partially compensated by charge trapped at surface states. Both type of charges lead to an enhanced electron accumulation n s in the channel satisfying, when the applied voltage is zero, the neutrality condition P + σ + n s = 0. The surface roughness scattering (SRS) is taken into account by implementing diffusive (instead of specular) reflections of electrons at the heterojunction, whose intensity is controlled by the percentage of diffusive reflections (PDR) with respect to the total number. We are using phonon populations at thermal equilibrium with electrons throughout the simulation domain [8] , thus the Bose-Einstein distribution is used always for the electron-phonon scattering rate [29] . Indeed, if self-heating is included, the influence of hot-phonons is found to have relatively little impact [30] . Figure 2 summarizes the effect of P and σ, PDR and temperature on the I-V curve. We plot also the experimental values for comparison. Note that all the plots are in function of the experimental bias, which is calculated from our intrinsic MC bias, V MC , as usual by taking V = V MC + 2R C × I MC , with I MC the MC current density. First, at 300 K and without roughness scattering (PDR = 0%), in figure 2(a) we investigate three different sets of values for P and σ providing, at equilibrium, sheet carrier densities of n s = 10 × 10 12 , respectively. In all cases the increase of mobility in the GaN channel with respect to that found in bulk material comes from the action of (i) the Pauli exclusion principle (accounted for in our simulations by the rejection of scattering events [31] ) and (ii) the screening of ionized impurity and dislocation scatterings, having an important influence in the GaN channel carrier dynamics due to the highly degenerated electron accumulation. Our models overestimate the experimental value of the mobility, which is attributed to the absence of SRS in these simulations, which we include in the results of figure 2(b), where PDR is swept from 0% up to 10% (n s = 8 × 10 12 cm −2 and T = 300 K).
Isothermal results and analysis
Again, as expected, the current level decreases as PDR increases. Concerning the mobility, in figure 2(c), a very strong dependence on PDR appears for low values, while beyond 2% the decrease in the mobility is softer. We have also checked the effect of increasing the density of dislocations from 0. ).
temperature, figure 2(d) show results from 300 K to 500 K. If we look at the simulated curve for T = 300 K it shows a good agreement with the measurements at low bias, while for voltages above 4-5 V the difference is remarkable. Contrarily, for high voltages the measured current is close to the one obtained from simulations but at higher temperatures, 400 K (V = 5.5 V) and 500 K (V = 8.5 V). These facts demonstrate that our isothermal simulations are not capable of reproducing the whole experimental I-V curve. For this sake it is necessary to implement a self-consistent thermal model providing different lattice temperatures for each bias point (the previous results show that when increasing the bias from 0 to 8.5 V the temperature should change from 300 K to 500 K).
Self-consistent thermal algorithms
From now on we include thermal effects in our computational models, first to replicate the experimental I-V curve and second to provide design strategies to reduce their negative consequences. Two different self-consistent techniques will be incorporated into our MC simulator: (i) a thermal resistance method (TRM), and (ii) an electro-thermal model (ETM), where the steady-state heat diffusion equation (HDE) will be solved. We want to remark that in both models the temperature is updated during the simulation time and the scattering probabilities in each mesh are re-calculated accordingly. In addition, other parameters used in the MC code are also updated: injection thermal and rate, and Fermi distribution.
Thermal resistance method (TRM)
The first approach employs a thermal resistance R th to calculate a bias dependent temperature which is uniform in the whole electrical domain [21] . For this purpose, at each bias point V MC , we simulate the device at a constant lattice temperature, T latt, during a given number of time steps N T and then the average current density I MC is evaluated. At this point, T latt is updated according to the expression
latt MC MC th
The simulation is then performed at the new T latt during the next N T steps, where T latt is updated again. This method allows us to adapt in a self-consistent way the lattice temperature to the total dissipated power within the device. We have chosen an updating time of N T = 5000 time steps of 1 fs each. This time is a trade-off between a large N T that allows for a reduction of the stochastic fluctuations in the calculation of the electron current and a small one that produces an excessive computation time due to the frequent number of temperature updates. The values of R th will be of the order of 10 −2 K · m W −1 , well in the range of typical values for
HEMTs [32] .
Electro-thermal model (ETM)
A more sophisticated approach is to self-consistently couple our MC tool with the solution of the steady-state HDE [33] [34] [35] :
where T(r) and G(r) are the temperature and the dissipated power density, respectively, at position r and k(r,T) the temperature-dependent and inhomogeneous thermal conductivity. With our MC approach, only a steady state solution can be achieved, because typically the thermal relaxation time is much longer (several orders of magnitude) than the electronic one, which, from a computational point of view, makes unaffordable the analysis of thermal transients (in the range of ns to μs) using the time step necessary to ensure a correct electronic description (about fs) [9, 33] . That is why the time dependence is ignored on the thermal equations, and just dc results are provided. Two cases will be analyzed: (i) a simple one where thermal conductivity is assumed to be temperatureindependent: k(T) = k(T 0 ), and (ii) a second and more realistic one including a temperature-dependent thermal conductivity. In this second case equation (2) can be linearized through the Kirchhoff variable transformation [33] [34] [35] :
where T 0 is a reference temperature and θ the transformed or apparent temperature. In both cases, equation (2) yields to a linear Poisson-like equation: where Ƹ will be T or θ according to the previous hypothesis. Equation (4) will be discretized employing a straightforward finite difference technique and solved by the LU factorization method [36] . In the second case, the real temperature T can be calculated just by applying the inverse transform. In this approximation the thermal domain of the simulated devices is bigger than the electronic intrinsic region (yellow domain in figure1(a)). We impose adiabatic conditions at the top and side borders of our thermal device and Dirichlet boundary conditions to T or θ at the bottom heat sink. In the surface between two regions of different materials, γ, thanks to the Kirchhoff transformation, the Neumann boundary condition is invariant, so we can write for Ƹ :
1 0 n 2 0 n where r n stands for a vector normal to γ. However, the continuity of T across γ is not invariant under the Kirchhoff transformation and θ is not uniquely defined [34] . The problem can be solved just assuming a thermal conductivity with the same functional dependence on T for all regions, i.e.
with C i a characteristic constant for each material. Such an assumption makes the apparent temperature continuous. Radiation and convection losses are neglected.
The last key point is the coupling of both domains, electronic and thermal. We calculate the steady-state solution by an iterative procedure as follows. Firstly the dynamics of the particles in the electronic domain is simulated with the MC algorithm during an initial transient of 10 ps (enough to reach a steady-state) and at room temperature. Next, the power density distribution G(r) is averaged and computed every 20 ps to update the position dependent temperature in the thermal domain via the solution of equation (4) . The new temperature distribution is then used to run the subsequent MC iteration, where all inelastic scattering mechanisms, energy emission and absorption events, are recorded to calculate again G(r). Enough iterations of the HDE-MC solver are done in order to reach a convergence of the electro-thermal solution. Although this model provides an acceptable approximation, it does not replicate the real operation conditions because the temperature is kept constant along the whole device. For this reason, a more complex physical model will be explored in the next section.
Results and discussion
Electro-thermal model (ETM)
The ETM allows calculating a local temperature map and identifying hot spots inside the device. It is important to remark that while the source of the heating (corresponding to the net phonon emission) is only provided by the electronic domain, equation (4) to calculate the temperature distribution is solved in the complete thermal domain taking into account the heat flow all along the device. We have chosen a structure of reference with L 1 = 200 μm. The thermal conductivities of the different materials are reported in table 1. For the substrate we consider as reference a Si layer with a thickness of L 2 = 300 μm. A heat-sink at room temperature is located at the bottom of the structure. Figure 4(a) shows the isothermal (at room temperature) I-V curve and the ones obtained at different stages of the MC simulation when the lattice temperature is updated according to equation (4) . For low bias, up to 4 V, the current converges to their thermally self-consistent value in the second iteration of the solution of the HDE. For higher potentials, and for this particular case, it is necessary to perform at least four iterations, at which the current does not differ visibly from the previous one, thus indicating the convergence of the algorithm.
Overall, the two self-consistent techniques, the TRM with R th-2 and the ETM provide almost the same results. In particular, if we focus on a bias of 5 V (corresponding to V MC = 4 V), both methods give the same value of the current density, ∼1170 A m −1 , and dissipated power generated by phonons, ∼4.6 kW m −1 . However, the value has been obtained under different conditions: while the lattice temperature is constant (T ∼ 365 K) for the TRM, for the ETM, it changes with position, as shown in the map of the electronic domain plotted in figure 4(b) . A detailed inspection shows that the maximum, minimum and average temperatures are T max = 369 K, T min = 358 K and T av = 365 K, respectively. We want to highlight that T av is almost the same as the T latt obtained from the TRM, as shown in the inset of figure 4(a) , which presents also the bias dependence of the peak temperature. Figure 4 (c) displays the lattice temperature in the complete thermal domain. As can be observed, the temperature decreases from the very top along about 50 μm below the . The experimental results are also included. The background colors represent for each bias point the lattice temperature according to the equation (1) in the case of R th-2 . [34] electronic domain. Thereafter, is persists close to the temperature of the sink (T = 300 K) in the rest of the thermal domain. Using as a reference the structure presented in figure 1 (a) with L 1 = 200 μm, L 2 = 300 μm and Si-substrate (k s ), we have made a systematic analysis to evaluate the influence of (i) k s , (ii) L 2 and (iii) L 1 in the results. Symbols of figure 5(a) show the I-V curves calculated with the ETM. We point out that the microscopic dissipated power generated by the phonons inside the device coincides with the product I MC × V MC . In addition, in the inset of figure 5(a) we plot the average temperature difference with respect to the reference diode, ΔT av , as a function of the dissipated power. By a linear fitting we observe that, although k s , L 2 and L 1 are modified in a factor ∼2, the parameter that has the strongest impact on the temperature is k s , then L 1 , and finally L 2 . The calculated slopes are −5.2, 3.4 and −2.3 K · m kW −1 respectively. Concerning the dependence on k s (see table 1), higher current is achieved for the SiC-substrate than for Si due to its better thermal conductivity and therefore a lower self-heating in the structure. Regarding L 2 , when decreasing it from 300 μm down to 150 μm, the power generated by the phonons is dissipated more efficiently because the heat sink is closer to the electronic domain. Finally, related to L 1 , if it is reduced down to 100 μm, the current decreases due to a stronger and more uniform self-heating. This analysis leads to the following recommendations, when possible, for fabrication purpose: (i) employ high thermal conductivity substrates, (ii) reduce the substrate depth and (iii) design a long enough die to guarantee low temperature in the contact areas. We have checked that values of L 1 smaller than 100 μm result in very high temperatures >700 K at V MC ∼ 10 V. Also, we can extract, figure 5(b) , an equivalent thermal resistance from the ETM simulations by a linear fitting of T av with respect to the intrinsic dissipated power (I MC × V MC ). In figure 5 (a) we can appreciate that employing such estimated value for the thermal resistance within the TRM (lines) model provides the same I-V curves as the simulations with the ETM (symbols) one. Therefore, the feedback between both models can be used to speed-up the optimization of the device thermal properties as the TRM approach is faster and requires less memory resource. Up to this point, we have considered a temperature-independent thermal conductivity for all the materials, which is not completely realistic, since it is well known that thermal conductivity depends on temperature as
There is a significant discrepancy in the reported values for the thermal conductivity of GaN: A = 4400 W · K 0.4 · cm −1 and α = 1.4 are used in [38] and in [6] two different models are proposed: A = 15 W · K −0.57 · cm [37] . It is very important to remark that we must use the same functional relation (same value of α) for all the materials in order to fulfill the temperature continuity when using the Kirchhoff transformation [34] . Therefore, the value of α was set for all semiconductors to 1.3 because it provides the best compromise for fitting the whole experimental ensemble of data and it is also the parameter corresponding to the most relevant layer (Si) for the solution of the heat flow equation, so that:
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Results shown in figure 6 (a) in comparison with the simulation with temperature-independent thermal conductivities indicate that the current decreases and reproduces very satisfactorily the experimental saturation region at high voltages. Also it can be noted from the inset of figure 6(a) that for the temperature-dependent thermal conductivity models is not possible to define a constant thermal resistance because T av is non-linear with the dissipated power. Therefore, to carry a TRM is not straightforward and the ETM scheme is required. Within this temperature-dependent thermal conductivity higher temperatures are reached inside the device as a result of the decrease of thermal conductivity with increasing temperature. To show this effect figure 6(b) presents, at V MC = 10 V, the vertical profile of the temperature in the middle of the diode (x-length = 1 μm) for the simulation with constant conductivity and for the temperature-dependent thermal conductivity model. Near the heat-sink both approaches provide almost the same temperature, but around 20 μm underneath the interface substrate-GaN the temperature starts to increase significantly, being even more abrupt for the temperature-dependent model. The difference in the temperature between the two models can be observed in a better way in the inset of figure 6(b) , where only the electronic domain is presented (300 nm from the top of the whole device). Note that also on the right axis we plot the carrier concentration to help identify where the two-dimensional electron gas (2DEG) is located.
Conclusions
In this paper we have analyzed self-heating effects in an ungated AlGaN/GaN heterostructure. First of all we have validated and calibrated our MC tool with experimental values through isothermal simulations by varying the polarization charges, surface states and surface roughness. It has been found that the values of n s and mobility in the simulation are in good accordance with the experimental ones, but the isothermal simulations are not capable of reproducing the whole experimental dc behavior. To include heating phenomena in our computational models, two self-consistent techniques have been implemented in our MC simulator: a thermal resistance method and an electro-thermal model where the steady-state heat diffusion equation is solved. The results confirm that both thermal models show much better agreement with the experimental I-V curve than isothermal simulations. However, while within the thermal resistance model Figure 6 . (a) I-V curves for the reference diode using the temperature-dependent thermal conductivity model. The experimental measurements and the calculations with constant thermal conductivity are also included for the sake of comparison. The inset shows the T av versus dissipated power for the structure of reference and the temperature-dependent thermal conductivity model. (b) Profile of temperature along a vertical section (x-length = 1 μm) for constant conductivity and the temperature-dependent model using equation (6) at V MC = 10 V. Inset: zoom of the electrical domain (shadowed region) with carrier concentration on right axis (for the temperature-dependent thermal conductivity model).
the values of thermal resistance are given externally and just a global value of the lattice temperature is calculated, the electro-thermal model provides a local temperature map and is able to identify hot spots inside the device, which can be very useful in the analysis of more complex devices such as HEMTs. Furthermore, with the electro-thermal model it is possible to evaluate the effect of thermal conductivities of materials, die length and die thickness on the local lattice temperature with the aim of reducing self-heating effects and assuring low temperature in the ohmic contact areas. When a thermal conductivity dependence on temperature is considered in the simulations, a good agreement is found between simulation results and experimental ones. However, with this approach it is not possible to estimate a constant equivalent R th as has been done when temperature-independent thermal conductivity approximation is used.
