Stemming from work by Buntine and Weigend (1991) and MacKay (1992), there is a growing interest in Bayesian analysis of neural network models. Although conceptually simple, this problem is computationally involved. We suggest a very efficient Markov chain Monte Carlo scheme for inference and prediction with fixed-architecture feedforward neural networks. The scheme is then extended to the variable architecture case, providing a data-driven procedure to identify sensible architectures.
Introduction
Neural networks (NN) constitute the central theme of a huge amount of recent research. Introductions from the physical (Muller & Reinhardt, 1990) , computational (Beale & Jackson, 1990) , mathematical (Amari, 1993) , and statistical (Cheng and Titterington 1994; Stern 1996) points of view are available. Recently, Wang (1995) has suggested the importance of incorporating human knowledge in NN models to improve their performance. This naturally leads to efforst to model this knowledge through prior distributions over the parameters.
This article discusses these issues, exploring the potential of Bayesian ideas in the analysis of NN models. We propose methods to incorporate priors on the size of the hidden layer, in particular priors that could favor smaller-size networks. Buntine and Weigend (1991) and MacKay (1992 MacKay ( , 1995 have provided frameworks for implementing Bayesian inference based on gaussian approximations, and Neal (1993 Neal ( , 1996 has applied hybrid Monte Carlo methods. Ripley (1993) and Cheng and Titterington (1994) have dwelled on the power of these ideas, including interpretation and architecture selection. MacKay (1995) , Neal (1996) , and Bishop (1995) provide excellent recent reviews of and elaborations on Bayesian approaches to NNs.
We concentrate on approximation problems, though many of our suggestions can be translated to other areas. For those problems, NNs are viewed as highly nonlinear (semiparametric) approximators, with parameters typically estimated by least squares. Applications of interest for practitioners comprise nonlinear regression, stochastic optimization, and regression metamodels for simulation output. Our main focus is the computational aspects. Our contributions include an efficient, novel Markov chain Monte Carlo scheme and its extension to a scheme for handling a variable architecture model and combining NNs with more traditional models-in our case, linear regression. This scheme allows for identification of promising architectures and hence provides a step forward in the problem of NN architecture choice. In section 2, after introducing our basic model, we introduce and discuss our Markov chain Monte Carlo scheme. This leads us to study, in section 3, variable architecture models and their combination with linear regression. Several examples illustrate the discussion.
Posterior Analysis of Feed-Forward Neural Networks
Let (x 1 , x 2 , . . . , x p ) be explanatory variables for a response y, which, for now, we assume to be real valued. A feedforward neural network (FFNN) with activation function ψ, p input units, one hidden layer with M hidden nodes, and one output node is defined bŷ
β j ψ(x γ j + δ j ), (2.1) with β j ∈ R, γ j ∈ R p , M ∈ N. The terms δ j are designated biases and may be assimilated with the rest of the γ j vector if we consider an additional input with constant value one, say, x 0 = 1. Interest in these models stems from results, by Cybenko (1989) and others, suggesting them as universal approximators, for appropriate choices of functions ψ. In most of the article, we shall assume that they are logistic functions. We shall undertake Bayesian analyses of the above model.
The Model.
We view the above model as an implementation of a nonlinear regression of a response y on covariates x = (x 0 , x 1 , . . . , x p ):
To undertake Bayesian inference with this model, we shall use the following prior: , and σ −2 ∼ Gamma(s/2, sS/2). The particular choice of normal, gamma, and inverse Wishart distributions is for technical convenience. Similar hyperpriors are fairly common in Bayesian modeling (see, e.g., Lavine & West, 1992) . In general, posterior inference is reasonably robust with respect to the choice of hyperpriors (see, e.g., Berger, 1990) . However, if available prior information suggests different hyperpriors and hyperprior parameters, the model should be adjusted appropriately. MacKay (1995) and Neal (1996) emphasize the role of hyperparameters in NN models.
We use an informative prior probability model because of the meaning and interpretation of the parameters. For example, the β j 's should reflect the order of magnitude of the data y i . Typically positive and negative values for β j would be equally likely, calling for a symmetric prior around a β = 0 with a standard deviation reflecting the range of plausible values for y i . Similarly, a range of reasonable values for the logistic coefficients γ j will be determined by the meaning of the data y i being modeled, mainly to address smoothness issues. The Appendix describes our specific choices in the examples.
A Markov Chain Monte Carlo Method for FFNNs.
We assume we have data D = {(x 1 , y 1 ), . . . , (x N , y N )}. Let β = (β 1 , . . . , β M ) denote the network weights and γ = (γ 10 , γ 11 , . . . , γ 1p , . . . , γ M,0 , . . . , γ M,p ) the logistic slopes, and let ν combine all the hyperparameters, ν = (µ β , σ β , µ γ , S γ , σ ). Let θ = (β, γ, ν) be the full parameter vector.
For inference purposes, we are interested in computing the posterior distribution
and, specifically, the marginal posterior p(β, γ |D) = p(β, γ, ν|D)dν, perhaps summarized through moments and regions. Above, p(D|β, γ , ν) designates the likelihood. We shall be mainly interested, for predictive purposes, in the predictive distribution,
possibly summarized through moments or probability regions. Here p (y|β, γ, ν, x) is the conditional N( j β j ψ[x γ j ], σ 2 ) distribution of the response y given parameters (β, γ ) and covariate x. One possibility to undertake the computations would be to appeal to several normal approximations (see Buntine & Weigend, 1991; MacKay, 1992; Thodberg, 1996, for examples) . Assessment of these and other techniques for posterior inference problems may be seen in Robert (1994, chapter 9) . In the specific context of NN models, posterior inference for these schemes may be misled by local modes of the posterior distribution. Buntine and Weigend (1991) mitigate this by finding several modes and basing the analysis on weighted mixtures of the corresponding normal approximations. Of course, we return to the same problem since we are probably leaving out undiscovered local modes. An alternative view is argued by MacKay (1995) : inference from such schemes is best considered as approximate posterior inference in a submodel defined by constraining the parameters to a neighborhood of the particular local mode. Depending on the emphasis of the analysis, this might be reasonable, especially if in a final implementation our aim is to set the parameters at specific values. However, we prefer to propagate the uncertainty in the parameters, since this allows better predictions (see Raftery, Madigan, & Volinsky, 1996) .
To do this, we appeal to Markov chain Monte Carlo (MCMC) methods to implement posterior inference. The essential idea is to obtain by computer simulation a sample from the posterior and base inference on that sample by, for example, replacing posterior expectations with sample means over the simulated posterior sample. The difficulty resides in simulating a sample from the posterior p(θ|D). The rationale of MCMC is to consider a Markov chain {θ n } with state θ and having p(θ |D) as stationary distribution. Tierney (1994) describes various ways of defining such chains, including Metropolis, Gibbs, and independence chains. The strategy is to start with arbitrary values of θ, let the Markov chain run until it has practically reached convergence, say after T iterations, and use the next k observed values of the chain as an approximate posterior sample {θ 1 , . . . , θ k }. MacKay (1995) implements an MCMC method for neural networks based on BUGS (Spiegelhalter, Thomas, & Gilks, 1994) , a program for Bayesian Inference using the Gibbs sampler. Neal (1996) proposes using a hybrid Monte Carlo algorithm merging conventional Hastings-Metropolis chains with sampling techniques based on dynamic simulation. Both authors warn against the potential inefficiency of straightforward implementation of MCMC methods in Bayesian analysis of NN models. Also, Besag and Green (1993) , albeit in a different application context, dwell on the special care required when using MCMC in multimodal problems.
We introduce here a hybrid Markov chain Monte Carlo scheme. The method is hybrid in the sense that we sample from the posterior conditionals (steps 3 and 4 in our algorithm) when they are available, and use Metropolis steps otherwise (step 2). To fight potential inefficiencies due to multimodality, our method has two additional features. First, whenever possible, we integrate out some of the parameters (the weights β) by partial marginalization. Second, we update some of the parameters in blocks (specifically, resample jointly the weights β). These two features allow for fast and effective mixing over the various local modes in the posterior distribution. Combined with model augmentation to a variable architecture, as described in section 3, this leads to a practically useful MCMC scheme for NN analyses.
The key observation in our scheme is that given the currently imputed values of the γ 's, we actually have a standard hierarchical normal linear model (Lindley & Smith, 1971; Bernardo & Smith, 1994) . On one hand, this will allow us to sample easily from the posterior marginals of the weights β and hyperparameters, given the γ 's. On the other hand, this allows us to marginalize model represented in equations 2.2 and 2.3) with respect to β j , j = 1, . . . , M, to obtain the marginal likelihood p (D|γ, ν) . This computation will be instrumental in the Metropolis step (step ii) in our algorithm.
The following lemma provides the marginalised likelihood, where for the sake of simplified notation, we shall omit dependence on the hyperparameters. Bernardo and Smith (1994) . By Bayes' theorem, p(β|D, γ ) 
in the last equation, we obtain the expression for p(D|γ ).
Our hybrid, blocking, partially marginalized MCMC algorithm for inference and prediction with FFNNs is as follows:
1. Start with θ equal to some initial guess (for example, the prior means).
Until convergence is achieved, iterate through steps 2 through 4: 2. Given current values of ν only, (marginalizing over β) replace γ by Metropolis steps: For each Gelman, Roberts, and Gilks (1996) showed that acceptance rates of around 25% are optimal. In the examples, we found appropriate values for c by trying a few alternative choices until we achieved acceptance rates in this range.
3. Given current values of (γ , ν), generate new values for β by a draw from the complete conditional p (β|γ, ν, D) . This is a multivariate normal distribution with moments described in Lemma 2.1.
4.
Given current values of (β, γ ), replace the hyperparameters by a draw from the respective complete conditional posterior distributions:
is Wishart, and p(σ −2 |β, γ , y) is Gamma, as corresponds to a normal linear model. (See Bernardo & Smith, 1994) .
The proof of the convergence of this chain follows from arguments in Tierney (1994) . To judge convergence in practice, we rely on both sampled paths of parameters of interest and a convergence diagnostic proposed by Geweke (1992) , as illustrated in examples 3 and 4. Once we have an approximate posterior sample {θ 1 , . . . , θ k }, we may undertake various posterior and predictive tasks as usual. For example, predictive means
We illustrate some of these calculations in the examples below.
Example 1: Galaxy Data. We try to relate velocity (y i ) and radial position (x i1 ) of galaxy NGC7531 at 323 different locations (Buta, 1987) . For this example, we use only the first 80 observations. The data are shown in Figure  1 . Radial positions are centered and scaled to have zero mean and unit variance, and velocities have been shifted by a constant offset of 1400. A constant Figure 1 : Example 1. Estimated regression curvef (x) (left panel) and a few draws from the posterior distribution on the regression curve (right panel) induced by the posterior distribution p(θ |D) on the parameters. In both panels, the dots show the data points. covariate x i0 adds an intercept to the logistic regression terms ψ(x γ j ) of the NN model. For this problem, we fit an FFNN with three hidden nodes and moments described in the appendix. Note that we did not use a hierarchical model. Figure 2 shows some aspects of the posterior inference. The two panels show the estimated marginal posterior distributions for β 1 and γ 11 , showing multimodality of posteriors, a feature that hinders the use of other approximate integration methods based on normal approximations (see Bishop, 1995) . As discussed in section 2.3, an order constraint on the γ j was used to avoid nonidentifiability.
We also illustrate predictive inference. Figure 1a plots the fitted curvê f (x). In addition to estimating the nonlinear regression curve, the MCMC allows a complete probabilistic description of the involved uncertainties. Figure 1b , for example, visualizes the posterior distribution on the nonlinear regression curve induced by the posterior distribution p(θ |D). We will revisit this example (after Example 2) to illustrate issues of multimodality in neural networks.
Posterior Multimodality.
Multimodality issues have pervaded discussions of classic analysis of NN models (see Ripley, 1993) . They are also important issues to be considered when implementing Bayesian inference in NNs (MacKay, 1995) , since they affect the choice of the integration scheme and illuminate the discussion on model (architecture) selection. This issue of architecture choice has received relatively little attention in the literature.
Besides inherent multimodality due to the nonlinearity of FFNN, multiple modes can occur for at least two more reasons related to ambiguities in the parameterization. First, multiple modes occur because prior and likelihood, and hence the posterior, are invariant with respect to arbitrary relabeling of the nodes. This problem is easily avoided by introducing an arbitrary ordering of the nodes. For example, we could impose the constraint that the γ jp be ordered, that is, γ 1p ≤ γ 2p . . . ≤ γ Mp . We used this constraint in the examples. Note that the prior p(γ ) under the constraint is a factor M! larger than it would be under the same prior probabilty model without the constraint. The implementation of the Markov chain Monte Carlo scheme in section 2.2 may be simplified by the following observation. Define an alternative probing distributionγ j ∼ g j (·) by first generating a proposalγ j ∼ g j (γ j ) without regard to the order constraint. Ifγ j violates the order constraint, permute the indices appropriately to getγ , otherwisẽ γ =γ. Also, instead of scanning over j = 1, . . . , M when updating γ j , randomly choose j ∈ {1, . . . , M}. The resulting probing distribution on the constrained parameter space still defines a Metropolis step with a symmetric probing distribution. The implementation can be even further simplified by doing the reordering only before saving or printing the imputed values (γ 1 , . . . , γ M ). For the evaluation of equation 2.4 and the updating of other parameters, the ordering is irrelevant since the posterior is invariant under permutations of the indices. In this case the random scanning (i.e., randomly choosing the index of the next γ j to be updated) is not required.
Second, a more serious source of multimodality is the duplication of terms in the network and the inclusion of irrelevant nodes. Node duplication occurs when multiple hidden nodes with practically the same γ parameters are included. An irrelevant node is a hidden node j with practically zero hidden-to-output layer weight β j . We may see both as a manifestation of model mixing as follows. Denote with M 0 the fixed architecture model (see equation 2.2) with M * hidden nodes. Denote with M M the fixed architecture model (see equation 2.2) with M distinct hidden nodes and nonzero weights β j . Model M 0 contains M M , M = 1, . . . , M * as special cases by setting, for example, β i = 0 or γ i = γ M for i = M + 1, . . . , M * . While exact equality of γ 's or β j = 0 has zero posterior probability because of the continuous priors we have adopted over the parameters, approximate equality can have considerable posterior probability.
In fact, denote with p M (θ|D) the posterior distribution under model M M . The posterior distribution p(θ|D) in model M 0 can be rewritten as a mixture
. If the terms of this mixture are spiked and well enough separated, p(θ|D) exhibits local modes corresponding to the submodels, with additional multimodality entering through the different ways of nesting M M in M 0 (for example, nodes could be duplicated, or some of the weights β j could be set to zero). For demonstration, we generated data from an NN model with two distinct hidden modes.
Example 2: Simulated Data. We simulated y 1 , . . . , y N from equations 2.2 and 2.3 with M = 2, γ 1 = (γ 10 , γ 11 ) = (2, −1), γ 2 = (γ 20 , γ 21 ) = (1, 1.5), β = (20, 10), N = 100 and σ = 0.1, and estimated models M 3 and M 2 . The marginal posterior p(γ 21 |y), shown in Figure 3 , has at least three local modes. The first local mode (around -1) and the third mode (around 1.5) are due to model M 2 contained in M 3 by duplicating node 1 in node 2 (first mode) or by duplicating node 3 (third mode). Also, under M 3 , p(γ 21 |y) shows a local mode around 0. This is due to nesting model M 2 in M 3 by setting β 2 = 0.
Conditional on β 2 = 0 the conditional posterior for γ 21 would coincide with the prior (i.e., centered around the prior mean zero). Figure 4 shows some more aspects of the posterior inference in Example 1 relating to multimodality due to node duplication. The patterns are similar to the simulated data. However, even under model M 2 , we still see some multimodality, some of which could be due to model M 1 .
Example 1 (continued).
From a predictive point of view, node duplication is no issue. If the focus of the analysis is prediction-for example, fitting a nonlinear regression surface-one could ignore the possibility of node duplication. However, it is important to be aware of the implications for the particular estimation scheme: routine application of any numerical posterior integration scheme based on approximate posterior normality and unimodality would be hindered. This includes widely used algorithms like direct normal approximation, Laplace integration, importance sampling, and iterative gaussian quadrature. If used, inference will only be applicable to the local mode (i.e., the particular submodel) on which the normal approximation was based. Node duplication will accentuate the problem of posterior multiple modes, hence hinder the efficiency of MCMC methods, especially random walk 0.8 Metropolis schemes, which could easily get trapped in a particular local mode. This is of particular concern since most commonly used convergence diagnostics are based on analyzing the simulation output and could falsely diagnose practical convergence. As a consequence, we are interested in removing ambiguities in the pa- rameterization whenever possible. Often multimodality can be partly removed by picking a lower-order model, that is, when symptoms of node duplication are noticed in the posterior distribution, one could consider models with M < M * nodes, as shown in Figures 3 and 4 . This discussion leads us to issues of model (architecture) selection. We believe that a conceptually clear and straightforward approach is to include explicitly the number of hidden nodes M as a parameter in the model, that is, use variable architecture NN models. This is fairly natural, since, apart from simulated examples, we do not expect a "true" M for the NN model; hence we need to model uncertainty about it. There remains the problem of providing procedures for modeling it and a scheme for estimating the model. This is the topic of section 3.
Variable Architecture NN Models
Our considerations in section 2 lead us to contemplate M as another parameter, for two main reasons. First, random M with a prior distribution favoring smaller values reduces posterior multimodality, as discussed in section 2.3. Although in principle posterior multimodality does not prevent valid Bayesian inference, we consider it good Bayesian modeling to avoid parameterizations leading to posterior multimodality. Second, the marginalization over β j (see Lemma 2.1) requires the inversion of matrices of dimension related to M. Avoiding unnecessarily large M is critical to reduce computational effort.
We provide here a scheme for modeling and estimating uncertainty about M, therefore dropping the assumption of a fixed, known architecture. We actually allow the model to "select" the size of the hidden layer by including indicators d j , with d j = 1 if a node is included, and d j = 0 if a node is dropped. The extension of our algorithm to this case will allow the identification of architectures supported by the data.
We generalize the fixed architecture model in yet another direction, by including a linear regression term x λ to model level and linear effects efficiently. Typically this would tend to reduce the size of the network. We will always use d 1 = 1, assuming only problems that cannot be described by a linear model alone would be analyzed by an NN model. This corresponds to a model-building strategy based on blocks, where the linear part models linear aspects of the process of interest and the NN part models nonlinear aspects. Of course, the constraint d 1 = 1 is not required and could be removed if desired. We included it in our implementation for technical convenience to avoid a separate code for the special case M = 0. Neal (1996) suggests an alternative approach based on choosing a big enough number M * of hidden nodes, and an appropriate prior. Our model comprises M = M * as a special case, but for the aforementioned reasons, we favor the approach with random M.
The Model. The model we use is:
We include at most M * hidden nodes, allowing for architectures from one hidden node (when only d 1 = 1) to M * hidden nodes (when d i = 1, ∀i). Again, we recommend including an order constraint to avoid trivial posterior multimodality due to permutations of indices, γ 1p ≤ γ 2p · · · ≤ γ Mp . The prior we introduce over the indicators is: The prior over other network parameters is similar to that of the model in equations 2.2 and 2.3 with an additional prior for α:
Finally, we complete the model with the same hyperpriors on (µ β , µ γ , s β , S γ , σ 2 ) as we did with the fixed architecture model.
An MCMC Method for the Variable Architecture Case.
The computational scheme is a natural extension of that in section 2.2, yet another advantage of favoring an MCMC approach to NN modeling. The simulation scheme outlined for inference in the fixed architecture model requires only minor modifications to be used for the models in equations 3.1, 3.2, and 3.3. Conditional on currently imputed values for the indicators d j , the model reduces to the fixed-architecture one. Given other model parameters, the conditional posterior probabilities for d j = 0 and d j = 1 are easily computed.
Denote with M = M * j=1 d j the number of hidden nodes currently included in the model. By definition of the indices, we always have d j = 1, j = 1, . . . , M, and d j = 0, j = M + 1, . . . , M * . Before discussing details of the algorithm, we outline the updating scheme, which goes through the following steps, until convergence is judged. The notation x|y, z indicates that x is being updated using the current values of y and z, γ −jk denotes γ without (d 1 , . . . , d j−1 , d j+1 , . . . , d M+1 ) , and so forth. Updating details are discussed below.
In step 1, we marginalize over (λ, β) and include γ M+1 . Conditional on M and the hyperparameters, the conditional posterior on γ M+1 is just the N(µ γ , S γ ) prior. All other γ j 's (j = 1, . . . , M) are updated through Metropolis steps, similar to step (2) in section 2.2. Also, the comments in section 2.3 about resampling under the order constraint on the γ j in the fixed architecture model, apply equally for the variable architecture model. Randomly select j ∈ {1, . . . , M}, k ∈ {1, . . . , p}, and generate a proposalγ jk ∼ g(γ jk ), with g(γ jk ) described below. Ifγ jk violates the order constraint, permute the indices appropriately to getγ , otherwiseγ =γ, whereγ is the γ vector with γ jk replaced byγ jk . Compute
Use Lemma 2.1 to evaluate p(D|γ, ν). With probability a(γ ,γ ) replace γ by the new candidateγ . Otherwise, leave γ unchanged. For the probing distribution g(·), we use a normal N(γ jk , c 2 C γ,kk ) distribution, where C γ,kk is the kth element on the diagonal of C γ , and c is a fixed scaling factor. The specific choices for c used in our examples are reported in the appendix. Alternatively one could consider proposals changing all coordinates of γ j jointly, as we did in equation 2.4.
Step 2 refers to updating the number of hidden nodes. Again we marginalize over (β, λ). Denote with γ the list of regression parameters, including the (M + 1)st term:
To update d we use a Metropolis step with the following probing distribution g(γ ,d|γ, d) to generate a proposal (γ ,d). We include γ in the notation because the proposal might include a permutation of indices, which would affect the γ and the d vector. First, randomly select an index j ∈ {1, . . . , M+1}, with uniform probability 1/(M + 1) each. Then defined j by flipping d j , that is,d j = 1 − d j . Third, permute the indices to maintain the order constraint on γ jp and the constraint on the d j . The above three steps implicitly define g (γ ,d|γ, d) . Note that by definition of g, we have g(γ ,d|γ, d) = 1/(M+1) for all possible (γ ,d), where M = d j is the number of terms before generating the proposals. Also g(γ , d|γ ,d) = 1/(M + 1), whereM = d j is the number of terms in the proposal. Having generated the proposal, evaluate
With probability a (γ , d,γ ,d) , accept the proposal (γ ,d) as a new value for (γ , d); otherwise keep (γ , d) unchanged. Note that for a proposal withM = (M−1), we get p(γ |d, ν)/p(γ |d, ν) = 1/M when using an order constraint on γ 1p , . . . , γ Mp . This is because under the proposal (γ ,d) only γ j , j = 1, . . . , M− 1 are subject to the order constraint, as opposed to γ j , j = 1, . . . , M, under the current parameter vector. For the same reason, p(γ |d, ν)/p(γ |d, ν) =M if the proposal increases the number of hidden nodes by one.
Step 2 can be repeated several times. If this is done, it is important to note two more implementation details. First, if a d j is set to zero, then the corresponding γ j becomes γ M+1 , after reordering the indices and changing M, and is used for the next iteration. Second, if step 2 is repeated, say, T times, then step 1 needs to be modified to generate γ M+j for j = 1, . . . , T.
It is important to marginalize over β when updating the d. Conditioning on β would lead to a very slowly mixing Markov chain and render the scheme of little practical value. For example, when updating d M+1 , a move tod M+1 = 1, that is,M := M + 1, would only rarely be accepted when by chance the weight β M+1 which was previously sampled from the prior, happens to be "right." Compare with the discussion in Example 3 and Figure  5 . A further marginalization is possible by analytically integrating over µ γ . We used this in our implementation but consider it far less critical than the marginalization over β.
In step 3, we sample all β j and λ jointly.
Step 3 draws from the complete conditional posterior. The complete conditional posterior p(λ,
is a multivariate normal posterior distribution in a linear normal regression model, as described in Lemma 2.1.
Step 4 is unchanged from the fixed architecture case. Convergence of the algorithm follows from the arguments in Tierney (1994) .
We illustrate the variable architecture model with two examples. The first shows how our model may cope with a multivariate problem. The second is structurally complicated and suggests how our model may adapt to sharp edges. The flexibility of this model for coping with these features makes it very competitive with respect to other smoothing methods, including the model in equations 2.2 and 2.3. Example 3: Robot Arm. This test problem is analyzed in MacKay (1992) and reanalyzed in Neal (1993 Neal ( , 1996 . We have to learn a mapping from two real-valued inputs representing joint angles for a robot arm to two realvalued outputs that predict the resulting arm position, defined by
To accommodate the bivariate response, we generalize the model in equation 3.1 to
Following MacKay (1992) we replace the logistic activation function by tanh(·). To avoid nonidentifiability in the likelihood, we add a constraint γ j1 > 0. Without this constraint, one could change (β j , γ j ) to (−β j , −γ j ) without changing the likelihood. If the prior is symmetric around 0, the posterior distribution would remain invariant under such transformations. The prior model for (λ k , γ j , β jk ) remains the independent normal model (see equation 3.3) with hyperparameters as in the appendix. We used the same data set as MacKay (1992) . We split the data into a training data set (the first 200 observations) and a test data set (the last 200 observations). Figure 5 reports the mean squared predictive error for the test data set as a function of the number of iterations. After around 300 iterations, the mean squared error is already close to the asymptotic value 0.00545 (note the theoretical minimum 2σ 2 = 0.0050), indicating that short run lengths of several hundred iterations are sufficient for predictive purposes. However, to monitor convergence diagnostics on some selected parameters, we needed 20,000 iterations to achieve practical convergence. Details are reported in Table 1. The estimated marginal posterior probabilities p(M|D) for the number of hidden nodes are 0.22, 0.47, 0.27, and 0.04 for M = 6, 7, 8, and 9, respectively.
For the Markov chain Monte Carlo scheme to be of practical use, the marginalization over (β, λ) is crucial. This is illustrated in Figure 5 and the right column of Table 1 . Example 4: Reservoir Management. We apply the described methods to a case study coming from Rios Insua and Salewicz (1995) . The example concerns a reservoir operation problem, complicated by the existence of multiple objectives, uncertainty to the inflows, and the effect of time. The decisions to be made each month were the volumes of water to be released through turbines and spilled, based on maximizing a predictive expected utility. There was no analytic expression for this last one, so we could appeal to an optimization method based on function evaluations only, such as the Nelder Mead method.
Alternatively, we could evaluate the expected utility at a grid of controls, fit a surface, and optimize it. We illustrate this last approach, fitting an NN model. Figure 6 shows the data and the fitted surface. Note how the NN model fitted the sharp edge in front, a case in which many commonly used smoothing methods might fail. Figure 7 shows the marginal posterior on M. Table 2 reports convergence diagnostics.
In addition to the normal prior (see equation 3.3), we constrained the γ jk by |γ jk | < 10.0 to avoid numerical problems. Otherwise proposals for the γ vector could lead to degenerate design matrices in the regression problems required for the evaluation of p(γ |ν) (see Lemma 2.1).
Discussion
Neural network models are used to model nonlinear features in problems like approximation, regression, smoothing, forecasting, and classification. Although they are typically presented as black box models, allowing the incorporation of prior knowledge in those models enhances their perfor- mance. This begs naturally for a Bayesian approach to NN models. Among other advantages, this allows for the coherent incorporation of all uncertainties, including those relating to the hidden layer size. This approach, however, leads to difficult computational problems. Specifically, we have noted potential problems of normal approximationbased approaches due to multimodality. As an alternative, we have provided a powerful Markov chain Monte Carlo scheme that avoids those problems and permits routine Bayesian analysis of FFNN models. The scheme allows the consideration of variable architecture networks and consequently automates the choice of the network architecture. We have also shown that the scheme allows the combination with more conventional models such as linear regression.
In summary, we have provided a general framework for the Bayesian analysis of FFNN models. Future work will deal with a somewhat inverse problem: how FFNN models enhance the Bayesian tool kit. In particular, from a statistical modeling point of view, NNs are very close to mixture models. Many issues about posterior multimodality and computational strategies in NN modeling are of relevance in the wider class of mixture models (see Escobar & West, 1995; West, Müller & Escobar, 1994; West & Turner 1994) . For example, we could explore the potentiality of our framework when dealing with uncertainty in the number of components of a mixture model.
Appendix: Implementation, Initialization and Convergence Diagnostic
In the examples, we have used the following initialization and hyperparameters. The covariates were standardized to havex i = 0 and var(x i ) = 1.0 (except for the dummy intercept x 0i = 1). In Examples 1 and 2 we fixed the hyperparameters µ β , µ γ , σ β , and S γ at µ β = µ γ,j = 0, σ 2 β = 10000 and S γ = diag(25, 25). In Examples 3 and 4 we used initial values µ β = µ γ,j = 0, σ 2 β = 10, and S γ = diag(4, 10, 10). The sample variance σ 2 was fixed to σ 2 = 100 and 1.0 in Examples 1 and 2, respectively, and initialized as σ 2 = 0.0025 and σ 2 = 0.5 in Examples 3 and 4. The remaining hyperparameters in Examples 3 and 4 were chosen as a β = a γ,j = 0, A β = 1, A γ = diag(1, 1, 1), c b = 11, c γ = 13, C b = σ 2 and C γ = S γ . In Examples 3 and 4, we initialized α = 0.2 and used hyperparameters a α = b α = 1. The prior on M was truncated at M * = 20, and M was initialized with M = 3. For the scaling parameter c in the probing distribution forγ jk , we used c = 0.1 in Examples 3 and 4.
We simulated 10,000, 10,000, 20,000, and 40,000 iterations in Examples 1, 2, 3, and 4, respectively. The decision to terminate simulations was based on the convergence diagnostic proposed by Geweke (1992) . Compare with Tables 1 and 2 . The relatively long simulation lengths in the simple examples (1 and 2) were required to obtain sufficiently large Monte Carlo posterior samples for the posterior scatter plots. In Examples 1 and 2 we discarded the initial 100 iterations as burn-in and saved every tenth iteration thereafter to collect an approximate posterior Monte Carlo sample, used for the ergodic averages. In Examples 3 and 4 we discarded the first 1000 as burn-in and saved every tenth.
