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Abstract
Low temperature analysis of nonequilibrium systems requires finding the states with the
longest lifetime and that are most accessible from other states. We determine these dominant
states for a one-dimensional diffusive lattice gas subject to exclusion and with nearest neighbor
interaction. They do not correspond to lowest energy configurations even though the particle
current tends to zero as the temperature reaches zero. That is because the dynamical activity
that sets the effective time scale, also goes to zero with temperature. The result is a non-trivial
asymptotic phase diagram, which crucially depends on the interaction coupling and the relative
chemical potentials of the reservoirs.
1 Introduction
The characterization of a macroscopic system of fixed volume and in thermodynamic equilibrium
with a unique heat bath at a given temperature and chemical potential proceeds from the study of its
(grand-canonical) free energy functional. At low temperatures energy considerations dominate and
the phase diagram starts from identifying the ground states upon which small thermal excitations are
built and entropic considerations enter. For equilibrium circumstances then, following the important
work in equilibrium statistical mechanics around 1960-1990, a systematic low temperature analysis
has evolved into a constructive tool, establishing phase transitions and enabling characterizations of
low temperature phases; see [15, 8, 16, 3, 18, 9] for some few pioneering examples in the mathematical
physics literature.
In contrast, low temperature analysis for nonequilibrium systems is virtually non-existent, at least
from a global perspective. Much has of course to do with the lack of general principles and with the
great mathematical difficulties in treating spatially extensive processes under steady nonequilibrium
driving. Recent years have however seen various exactly solvable nonequilibrium processes very much
including some driven diffusive lattice gases [20, 13, 5, 6, 19], and various ideas have been launched
on the relevant large deviation theory for nonequilibria. In particular, a low temperature analysis
for stochastic processes is mathematically very close to what is done in Freidlin-Wentzel theory for
random perturbations of deterministic dynamics. One must simply add the nonequilibrium physics
and the relevant examples. That was part of the recent paper [14], where a scheme was put forward to
characterize the low temperature asymptotics of continuous time jump processes under the condition
of local detailed balance. The present paper starts from that same framework to characterize the
low temperature stationary condition of a one-dimensional boundary driven Kawasaki dynamics. It
is the natural finite temperature analogue and extension of the boundary driven symmetric exclusion
process. Particle reservoirs at the edges of a (large) lattice interval send particles to and receive
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particles from the system. In the bulk, particles are conserved and hop to nearest neighbor sites
following a heat bath dynamics. Because the particle reservoirs work at different chemical potentials,
a particle current can be maintained though the system. Very little is known about the stationary
distribution of the particle configurations and of course the usual Gibbs formalism no longer applies.
The low temperature Kawasaki dynamics has been investigated for various reasons, e.g. recently in
two dimensions in [1] for tunneling behavior, or for metastability [7, 11], for nucleation [2], in studies
of the spectral gap [4] etc. but all mostly at detailed balance, [12].
In the present paper we break detailed balance. We start by proving that, asymptotically for very low
temperatures and for positive versus negative chemical potentials at the edges, the dominant config-
urations are those that segregate particles and holes when there is even a small attractive potential
between the particles. Both the current and the dynamical activity go to zero exponentially fast
in the inverse temperature. That stands in contrast with the case for zero coupling (pure exclusion
dynamics) where the stationary distribution remains concentrated on all possible configurations and
a current does of course flow. We discuss the dominant low temperature attractors and analogous
results are exposed also for other parameter values.
The model and the main results will be presented more precisely in the next section. The discussion
of the results is continued in Section 3. In Section 4 we explain what we need from [14], in particular
the set-up of the low temperature asymptotics. Next, in Section 5 is contained the detailed proofs of
all results. One should realize here also that mathematical analysis is helpful especially as convincing
numerical simulations become very difficult for larger sizes of the system at very low temperatures. We
end in Section 6 with the proof for the boundary driven exclusion process, that there all configurations
are dominant in contrast with the case for weak interaction.
2 The Kawasaki model and main result
Consider the lattice interval IN = {1, 2, . . . , N} with each site i, j, . . . ∈ IN either occupied by one
particle or left vacant. The particles are treated as indistinguishable so that the configuration space is
GN = {0, 1}N . Configurations are denoted by x, y, z, . . . ∈ GN and x(i) ∈ {0, 1} stands for the number
of particles at site i.
We take a nearest neighbor interaction between the particles of the form
E(x) = −κ
N∑
i=1
x(i)x(i + 1), (1)
When the coupling κ > 0 the particles attract each other, κ > 0 makes the interaction repulsive and
κ = 0 will correspond to the simple exclusion process. Note that for κ 6= 0 the particle–hole symmetry
is (in general) broken.
The dynamics is composed of two parts, nearest neighbor hopping of particles in the bulk and creation
or annihilation at the boundaries of IN . We denote by x
i,j the configuration obtained from x by
interchanging the occupation at i and j:
xi,j(k) =


x(k) if k 6= i, k 6= j;
x(i) if k = j;
x(j) if k = i
The only allowed such exchanges are between nearest neighbors j = i± 1. Their rate is taken as
k(x→ xi,j) = exp
[
−
β
2
(
E(xi,j)− E(x)
)]
, |i− j| = 1 (2)
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Note that this particular choice of rates is rather arbitrary up to the natural (local detailed) condition
that
log
k(x→ xi,j)
k(xi,j → x)
= β
(
E(x) − E(xi,j)
)
is the entropy flux towards the environment due to the bulk occupation exchange x→ xi,j .
For the boundary sites i = 1, N we denote by xi the configuration obtained from x by flipping the
occupation:
xi(k) =
{
1− x(i) if k = i;
x(k) if k 6= i
The rates of birth and death of particles at i = 1, N is then written as
k(x→ xi) = e
βµi
2
(1−2x(i)) exp
[
−
β
2
(
E(xi)− E(x)
)]
(3)
so that the ratio
log
k(x→ xi)
k(xi → x)
= βµi
(
N (xi)−N (x)
)
+ β
(
E(x)− E(xi)
)
, i = 1, N (4)
equals the entropy flux to the left (i = 1) or right (i = N) particle reservoir imagined with chemical
potential µ1 respectively µN , and particle number N (x) :=
∑
j x(j); in particular, N (x) −N (x
i) =
2x(i) − 1. We repeat however that also here other choices than (3) give that same thermodynamic
interpretation but they would present another kinetics which, for nonequilibrium, does matter. For
instance, the rate for annihilation could be fixed at one, independent of temperature, which would
change the time scale at which the transition happens compared with (3), but by suitable changes
in the creation rates, that would remain fully compatible with (4) and its thermodynamic interpreta-
tion. Much more than in equilibrium therefore we expect non-universal behavior also at the critical
zero-temperature.
The above dynamics defines an irreducible Markov process Xt on GN with unique stationary
distribution ρ = ρN,β,µ1,µN ,κ. It is the boundary driven Kawasaki dynamics that is the main subject
of this paper. For κ = 0 the model is known as the boundary driven simple exclusion process for which
the matrix product representation gives full control of the β ↑ +∞ limit of the stationary regime,
[5, 6]. We will use it in Section 6. Another solvable case occurs when µ1 = µ = µN , for equal chemical
potentials. Then, the stationary regime is in fact an equilibrium regime with stationary distribution
given by the grand-canonical Gibbs distribution
ρeq(x) = ρN,β,µ1=µN=µ,κ(x) =
1
Z
exp
(
βµN (x) − βE(x)
)
It is easy to check that ρeq is a reversible distribution for the dynamics (2)–(3) when µ1 = µ = µN ,
as expressed in the (global) detailed balance relation
ρeq(x)
ρeq(y)
= exp[µβ
(
N (x) −N (y)
)
− β
(
E(x) − E(y)
)
] =
k(y → x)
k(x→ y)
2.1 Main result
For the boundary driven Kawasaki process defined above we investigate the large β behavior of
ρN,β,µ1,µN ,κ for various choices of the other parameters. We assume physically that the low temper-
ature variation of the chemical potentials of the reservoirs is zero; so that we can keep µ1,N ≡ µL,R
3
constant. Note that these are multiplied with β in (3) so that we effectively get to deal with either
births or deaths at the edges. Similarly, the interaction coupling κ is also thought to be temperature
independent.
A first interesting case concerns an attractive potential (κ > 0) when the left and right chemical po-
tentials have a different sign, say µ1 ≡ µL > κ > 0 > µR ≡ µN , |µR| > κ. It is tempting to think that
in the β ↑ +∞-limit, the distribution settles to be uniform over the ground states of the equilibrium
lattice gas with energy (1) and with boundary conditions x(1) = 1, x(N) = 0. Independent of the
question why energy alone would be decisive for nonequilibrium stationary distributions, that is in
fact not entirely correct (and entirely wrong for κ = 0). The dominant low temperature configurations
are of the form x = ηp,q := (1, 1, 1, . . . , 1, 0, 0 . . . , 0) with p ≥ 3 occupied sites followed by q ≥ 2 vacant
sites.
To give a precise sense to the low temperature asymptotics, we introduce the notation f(β) ≍ eβh
for limβ→∞
1
β log f(β) = h. The states x with ρ(x) ≍ 1 are called dominant.
Theorem 2.1. For N ≥ 5 and with µL > κ > 0 > µR, |µR| > κ,
ρ(x) ≍ 1 iff x = ηp,q (5)
for some p ≥ 3, q ≥ 2, p+ q = N . For all other x ∈ GN , ρ(x) ≍ e−βα, for some α > 0.
In the same case but for N < 5, there appears a unique dominant state: 11 for N = 2, 110 for
N = 3 and two dominant states 1100 and 1110 for N = 4.
We also give the results for the other parameter regimes without proofs. They will be summarized in
the phase diagram of the next section.
• Region I consists of the patches [κ > 0, µL > 0, µR > 0], [0 < −κ < µL < µR], [κ > −µR >
0, µL > 0] and [0 < −κ < µL < µR]. The fully occupied state (1, 1, . . . , 1, 1) is the unique
dominant state.
• Region II consists of two subsection, IIA [0 < µL < −κ < µR]) and IIB [0 < µR < −κ < µL].
The set of dominant states depends on whether N is odd or even.
– For odd N , the unique dominant state is (1, 0, 1, 0, . . . , 1, 0, 1) for both patches.
– For even N , the dominant states that are shared by both IIA and IIB are those which have
either an extra vacancy or an extra occupied site compared with the odd case (except for
two configurations, discussed below). Those which are shared for A and B are of the form
(1, 0, 1, 0, . . . , 1, 0, 0, 1, . . . , 0, 1) or (1, 0, 1, . . . , 0, 1, 1, 0, 1, . . . , 0, 1).
The difference between IIA and IIB is that (1, 0, 1, 0, . . . , 1, 0, 1, 1) is dominant for A but not
for B since its preferred successor is (1, 0, 1, 0, . . . , 1, 1, 0, 1) with rate (2) which yields the
maximal life-time (see section 4) when the parameters lie in A, and (1, 0, 1, 0, 1 . . . , 0, 1, 0)
(with rate (2)) when the parameters lie in B (here, the life-time is less than the life-time
of dominant states in B). Similarly, one can argue that the state (1, 1, 0, 1, 0 . . . , 1, 0, 1) is
not dominant for patch A whereas it is for B.
• Region III consists of the patches [0 < µL < µR < −κ] and [0 < µR < µL < −κ]. For odd
N the unique dominant state is (1, 0, 1, 0, . . . , 1, 0, 1). For N even the dominant states are all
states that have an extra vacancy compared with the odd case and where the occupied sites are
not neighboring, i.e., of the form; (1, 0, 1, . . . , 1, 0, 0, 1, . . . , 0, 1);
• Region IV consists of the lower left half where [µR, κ < 0, µL > 0]. Here, the dominant states
are all states where the occupied sites are not neighboring, i.e., of the form;
(1, 0, 0, . . . , 0, 1, 0, 0, . . . , 0, 1, 0, 0, . . . , 0, . . . , 0, 0, . . . , 0, 0),
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• Region V, where [−µR > κ > 0, µL > 0], the dominant states are given by Theorem 2.1;
Although we give only a proof for region V, determining the dominant states for the other regions
is less difficult since they appear to be rater trivial and expected. Furthermore, region V contains a
wide variety of possible dominant states which makes it by far the most interesting patch in the phase
diagram.
3 Discussion
The dynamics of low temperature lattice gases in in general dominated by domain wall movements;
see e.g. [17] and in particular the contribution by S.J. Cornell and more recently in [10] for zero-
temperature Kawasaki dynamics in two dimensions, or more generally in [13] also for (driven) nonequi-
librium models. That remains true for the boundary driven case of the present paper but there is
an additional element of transport. For the situation of Theorem 2.1 particles are created to the
left and they disappear towards the right. The dominant states are states with one “interface” and
low temperature motion can be pictured as a random walk of that interface on a time scale which
is exponentially long in β. The particle current then naturally also appears to go to zero with low
temperature, and is exponentially small. One could think that the system becomes more and more
equilibrium-like as the current gets smaller, but that is not the case. The reason is that the dynamical
activity, which is basically the rate of escape from the dominant states and which sets the time-scale,
also goes to zero exponentially fast at the same rate. The total result is a nonequilibrium behav-
ior, with dominant states that do not correspond to minima of the energy. Detailed aspects of low
temperature current and dynamical activity will appear in another paper, jointly with Karel Netocˇny´.
To visualize the full zero-temperature phase diagram we fix µL > 0, and we indicate the different
regions as a function of the interaction strength κ and the right chemical potential µR. The roman
numbers indicate patches of the diagram for which the parameters yield the same set of dominant
states:
✲
κ
✻
µR
I
IIB
IIA
III
IV
V
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
µL
−µL
FIG. 1. The dashed line shows the equilibrium condition (detailed balance) where µR = µL. The
line κ = 0 is treated in Section 6; there all bulk configurations remain supported.
Although Theorem 2.1 only applies to [µL > −µR > κ > 0] ⊂ [−µR > κ > 0, µL > 0], the
statements used to prove Theorem 2.1 are quite similar as to proving it for its complement in [−µR >
κ > 0, µL > 0].
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4 Low temperature asymptotics
The present section starts from general definitions and assumptions that are all verified in the case of
the driven Kawasaki dynamics of the previous section. Our notation will however refer more generally
to an irreducible continuous time Markov jump process on a finite state space K with transition rates
k(x, y;β) for x→ y that depend on a real parameter β (to be interpreted as inverse temperature as in
(2) and (3) for K = GN ). We also assume that k(x, y, β) > 0 iff k(y, x, β) > 0. The unique stationary
distribution is denoted by ρ = ρβ .
We follow the set-up of [14] in assuming the existence of the (logarithmic) limit
φ(x, y) := lim
β→∞
1
β
log k(x, y, β), x, y ∈ K
Thus, k(x, y, β) ≍ exp[βφ(x, y)]. Then, the escape rates have the asymptotics ξ(x) :=
∑
y k(x, y) ≍
e−βΓ(x) with Γ(x) = −maxy φ(x, y). The asymptotic life-time of a state x is thus e
βΓ(x) and
when the system makes a jump from x, the probability to jump to state y asymptotically goes
like p(x, y) := k(x, y)/ξ(x) ≍ e−βU(x,y), x 6= y where U(x, y) := −φ(x, y) − Γ(x) ≥ 0. We put
U(x, x) = +∞. For all x there is at least one state y 6= x for which U(x, y) = 0 — we call these states
preferred successors of x.
A useful low temperature representation of the stationary distribution is in terms of the Kirchoff
formula [14]. We make the state space K into a graph with its elements x as vertices and edges x ∼ y
for these pairs where k(x, y;β) > 0 (iff k(y, x;β) > 0) assuming that this does not depend on β > 0.
We denote by Tx the in-tree to x defined for any tree T on K by orienting every edge in T towards x.
In [14] a Kirchoff formula for the low temperature stationary distribution was obtained:
Proposition 4.1. For all x ∈ K,
ρβ(x) ≍ exp−β[Ψ(x)−max
y∈K
Ψ(y)] (6)
where
Ψ(x) := Γ(x) −Θ(x) (7)
for Θ(x) := minT U(Tx) and U(Tx) :=
∑
(y,z)∈Tx
U(y, z).
Naturally then, we call a state x dominant if (ρβ(x) ≍ 1 or) Ψ(x) ≥ Ψ(y) for all y ∈ K. If a state y
is not dominant, ρ(y) ≍ e−βα, α > 0. Note that two considerations combine; the first term in Ψ being
a measure of the life-time Γ(x) and the second term, U(Tx) relating to the accessibility from other
states. Under equilibrium conditions, these reduce to energy considerations only. Indeed, suppose
say k(x, y;β) = exp[βE(x) − β∆(x, y)]. Then Γ(x) = −E(x) + v(x) and U(y, z) = ∆(y, z)− v(y) for
v(z) := minu∆(z, u). Assuming detailed balance ∆(x, y) = ∆(y, x) we get Θ(x) = v(x) + C so that
then Ψ(x) = −E(x) up to a constant C.
A path D = (x1, . . . , xn) is an ordered sequence of oriented edges on the graph (K,∼) for which
we denote U(D) := U(x0, x1) + . . .+ U(xn−1, xn), growing with the number of edges not following a
preferred successor. Fixing the beginning x0 = x and end xn = y we write
U(x, y) = min
D
U(D)
over all paths from x to y. Any path realizing that minimum is called a ‘preferred path’.
A non-empty set A ⊂ K is called an attractor when
1. U(x, y) = 0 for all x 6= y ∈ A;
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2. U(x, y) > 0 for all x ∈ A and y ∈ K \A.
As an example, it is easy to see for the case of Theorem 1 that the pair {(1, 1, 1, 0, 0), (1, 1, 0, 1, 0)} is
an attractor for GN=5 with rates (3) and (2).
Proposition 4.2. Let A = ∪iAi ⊂ K collect all states that are elements of an attractor Ai. Then,
for all y ∈ K, U(y, x) = 0 for some x ∈ A.
Proof. Fix a vertex y ∈ K and consider the oriented subgraph Gy ⊂ G obtained by considering all
vertices and oriented edges in the set of paths D = (x1 = y, x2, x3 . . . , xn) that start in y and go along
consecutive preferred states (xi, xi+1) with U(xi, xi+1) = 0. We claim that some vertex of the graph
Gy is contained in A. The point is simply that some attractor must be contained in Gy. Since Gy is
a general oriented connected graph in which each vertex v has at least one outgoing edge (v, w), it
means quite generally that an arbitrary (but finite) oriented connected graph in which each vertex
has an outgoing edge (such as Gy) always contains an subgraph C in which all vertices in C can be
reached from any other vertex in C and where all edges touching C are incoming (and not outgoing).
That can however easily be shown by induction.
Suppose indeed such a given oriented graph B with the (attractor) subgraph C. Let us fix the vertex
set of B but add one oriented edge to it. We only need to consider the case where that edge (v, w)
is outgoing from C, i.e., v ∈ C, w /∈ C. Let us now add to C all edges (w,w2) in B and consider
C′ = C ∪ {(w,w2)}. If there is no outgoing edge from C′ we are finished. If not, it must be edges,
of the form (w2, w3), which we again add etcetera. Since the graph is finite, there is moment where
no new vertices wi appear in the construction and that so obtained maximal set makes an attractor.
Adding a vertex w to B with just one edge connecting to B should only be considered when that edge
is of the form (v, w) with v ∈ C. But then, the set C ∪ (v, w) makes an attractor.
The Proposition gives a clear picture of the accessibility of states. In the set K there are a number
of disjoint attractors and every vertex can get to one of these by a path of preferred successors. To
leave an attractor Ai means to “pay” U(v, w) > 0 over an edge (v, w) with v ∈ Ai, w /∈ Ai. Proving
Theorem 1 is therefore first characterizing the attractors in GN , and then to find the dominant states
by comparing lifetimes.
5 Proof of Theorem 1
Let K = GN with N ≥ 5. Denote a state x by x = (p0, q0, . . . , pn, qn),
∑n
i=0(pi + qi) = N , where the
pi stand for the number of consecutively occupied sites and the qi for the number of consecutively
vacant sites. A priori we could have p0 = 0 or qn = 0 but to make sense we require pi, qn−i > 0 for
all n ≥ i ≥ 1. We consider the following subset of states
P = {(p0, q0, . . . , pn, qn)|pi ≥ 3 for all i, qi ≥ 3 for all i < n, qn ≥ 2} (8)
and we let the set E of states that are obtained by first taking x ∈ P and then making just one
occupation switch of the form . . . 11100 . . .→ . . . 11010 . . . or . . . 000111 . . . to . . . 001011 . . ..
Lemma 5.1. Take x ∈ P. If U(x, y) = 0, then y ∈ E and U(y, z) = 0 implies z = x.
Proof. Take x ∈ P . Apart from a possible switch, the state x could also change via the annihilation
of a particle at the left boundary or the creation of a particle at the right boundary. But the rates of
the latter to occur have a factor eµRβ/2 or e−µLβ/2 so that the transition to a switched state is always
preferred for states in P .
Let now y ∈ E be that preferred successor to x:
y ≡ (p0, q0, . . . , pi, qi, [11 . . . 010 . . .0] , pi+2, . . . , 00) .
It is trivially checked that the preferred successor to y is again x.
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Corollary 5.2. Let x ∈ P. Then, the set containing x and all its preferred successors is an attractor
Ax that has empty intersection with any other Ay, similarly made from y ∈ P , y 6= x.
Proof. The fact that it is an attractor is immediate. But also, x 6= y ∈ P cannot be in the same
attractor since that would imply that U(x, y) = 0. We know however that all preferred paths from x
come back to x in two steps.
Next comes the opposite, that any attractor corresponds also with exactly one element in P .
Lemma 5.3. The number of attractors is exactly the cardinality of P.
Proof. It suffices to show that for any y /∈ P ∪ E there must be a path of consecutive preferred
successors from y to some x ∈ P .
Write y = (p0, q0, . . . , pn, qn). Clearly we can go via consecutive preferred successors to a state where
p0 6= 0 and q0 6= 0. In fact, it is easily checked that we can even obtain p0 ≥ 3 and qn ≥ 2 just
moving along preferred successors. For example, from y = (p0 = 2, q0, . . . , pn, qn) with otherwise
pi ≥ 3 and qi ≥ 3 except possibly for qn ≥ 2, there is a path along preferred successors to (3, q0 −
1, . . . , pn, qn). So we can as well assume from the start that p0 ≥ 3, qn ≥ 2. Imagine now as a
further possibility that y = (p0, q0, . . . , pn, qn) has exactly one j 6= 0 with 1 ≤ pj ≤ 2 (and all others
again verifying pi ≥ 3 and qi ≥ 3 except possibly for qn ≥ 2). Then, one can construct a path from
(p0, q0, p1, q1, . . . , pj−1, qj−1, pj, qj , . . . , pn, qn) to (p0, q0, . . . pj−1 + pj , qj−1 + qj , . . . pnqn) ∈ P along
preferred successors. The same applies of course to the situation when there is one qk ≤ 2, then
pk is added to pk+1, etc. Since we can thus treat all cases where there is one pi or qi which is not
appropriate to belong to P , we can work with induction on the number of “bad” intervals, i.e., those
which fail to have pi ≥ 3 or qi ≥ 3. One picks then the last bad interval to redo the joining of above,
and one ends with one bad interval less. The induction can therefore proceed.
We look back at the attractors Ax, x ∈ P of Corollary 5.2. We also consider now as in Proposition
1 for any tree on GN the in-tree Tx to x by orienting all edges toward x; there is then a unique path
D(z, . . . , x) from any vertex z 6= x to x along the tree. Suppose now z ∈ P . Since z spans the
attractor Az, there exists an edge (u, v) ∈ Tx which is pointing out of the attractor, i.e., u ∈ Az ,
v /∈ Az with the property
U(u, v) ≥ κ (9)
Furthermore, all states in the |P| attractors must be connected to x. But we have just seen that to
leave an attractor the cost is at least κ. Therefore, whenever x ∈ GN ,
U(Tx) =
∑
(u,v)∈Tx
U(u, v) ≥ (|P| − 1)κ (10)
Let us define the candidate dominant states, as in Theorem 1, D = {x ∈ GN |x ≡ ηp,q, p ≥ 3, q ≥
2} ⊂ P ⊂ GN where p+ q = N . In the notation of (8), ηp,q = (p, q).
Lemma 5.4. U(ηp,q , ηp+1,q−1) = U(ηp+1,q−1, ηp,q) = κ for q ≥ 3. Moreover, for x = (p0, q0, . . . , pn, qn) ∈
P\D,
U((p0, q0, . . . , pn, qn), (p0, q0, . . . , pn − 1, qn + 1)) = κ
and by iteration
U((p0, q0, . . . , pn, qn), (p0, q0, . . . , pn−1, q
′
n−1)) = (pn − 2)κ
where q′n−1 = qn−1 + pn + qn.
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Proof. Since ηp+1,q−1 /∈ Aηp,q , it follows from (9) that U(ηp,q, ηp+1,q−1) ≥ κ. It thus suffices to
make a path between the two states with total cost κ. We make it as follows, from ηp,q ≡ (p, q) to
ηp+1,q−1 ≡ (p+ 1, q − 1), as illustrated for p = 4, q = 3:
(1111000)→ (1110100)→ (1101100)→ (1011100)→ (0111100)→ (1111100)
Since all edges except the second one are along preferred successors the result follows. The rest of the
Lemma follows in the very same way.
Recall the minimum Θ over trees as defined following (7).
Proposition 5.5. For all x ∈ D, Θ(x) = (|P| − 1)κ.
Proof. We construct a path from any vertex in GN to x = (p, q) such that the collection of all edges
forms an in-tree Tx for which the minimum of U(Tx), Θ(x), is reached.
To connect the states in D\x with x, we use the construction of Lemma 5.4. The vertices in D can be
totally ordered as η3,N−3, . . . , ηN−2,2. The path from y = (3, N − 3) to x = (p, q) will pass along all
p′, q′, 3 < p′ < p, and similarly the path from (N−2, 2) to (p, q) passes through all the remaining states
in D. If we collect all the involved edges (y, z) so far, their sum equals
∑
(y,z) U(y, z) = (|D| − 1)κ.
The next step is to add all paths from vertices in P\D to x = ηp,q. Consider the set
Zx = {y ∈ P\D|y = (p, q0, p1, . . . , pn, qn)}
where p in y is fixed. Obviously, extra variation over p generates all of D, or ∪x∈DZx = P .
Take any such y ∈ Zx. From the constructions in Lemma 5.4 it follows that
U
(
D
(
(p, q0, . . . , pn, qn), . . . , (p, q0, . . . , pn−1, q
′
n−1)
))
= (pn − 2)κ
where q′n−1 = pn + qn + qn−1. Iterating this from right to left, we get a path to x with
U (D ((p, q0, . . . , pn, qn), . . . , x)) =
n∑
i=1
(pi − 2)κ
and note that all vertices on that path belong to Zx. There may be others left, so take then y′ ∈ Zx
with y′ not covered by that path. As before, we construct a path from y′ to x but we stop at the first
state z along that path that was also on the previous path. This procedure can now be repeated by
consecutive choices of other states in Zx, always ensuring that we avoid overlap. At the end, again a
set of edges (v, w) appears in which we have covered all Zx, and the total cost (in terms of sums over
U(v, w)) equals |Zx|κ. Let us now take z ∈ Zy, y 6= x, with y ∈ D. As above we make an oriented
graph with all edges pointing to y. Since y is already connected to x, we are done. As a consequence,
the total cost for connecting all of P to x ∈ D is
∑
y∈D |Zy|κ+ (|D| − 1)κ = (|P| − 1)κ.
Finally, there are states that have not been covered but surely they do not belong to P . By Proposition
4.2 it follows that for any such state y, there exists a vertex z ∈ P such that U(yi, zi) = 0. Since
any z ∈ P is connected via a path to x, we can extend the already defined paths in the graph to a
spanning tree. The conclusion then follows from the fact that (|P| − 1)κ is also a lower bound for
U(Tx) as was written in (10).
Denote by Tx = argminT U(Tx) the minimum over trees. Let x ∈ P , then all states in the
|P| attractors are connected to x via a unique path D in some Tx. That means that there is (at
least one) edge (v, w) ∈ D where the path leaves an attractor. Let BTx = {(v, w) ∈ Tx : ∃y ∈
P\x : v ∈ Ay , w /∈ Ay} be the set of all such edges in Tx. From the definition of Ay it follows that
any of these edges have the property U(v, w) ≥ κ, which represents the cost to leave the attractor
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along (v, w). Since there are |P| attractors, |BTx | ≥ |P| − 1. From Proposition 5.5 it follows that
BTx = {(v1, w1), . . . , (v|P|−1, w|P|−1)} for x ∈ D. This also shows that BTx is the set of edges such
that U(v, w) 6= 0 in Tx for x ∈ D and we claim that there are no other states than those in D that
share this property.
Lemma 5.6. For all y ∈ P\D, there exists an edge (v, w) ∈ Ty : U(v, w) ≥ κ and (v, w) /∈ BTy .
Proof. We show that given y ∈ P\D there is x ∈ P such that along any path D(x, . . . , y) an edge
(v, w) exists such that U(v, w) ≥ κ where both v, w are not in an attractor Ay .
Let y = (p, q0, p1, q1) where p in y is fixed and x = (p, q). It is easily checked that any path D
from x to y contains such edge (whereas the opposite is not true). Then it is certainly true for
y = (p, q0, . . . , pn, qn), n > 1. Variation over p generates all of P\D.
Lemma 5.7. For all y ∈ P\D and x ∈ D : Θ(y) > (|P| − 1)κ = Θ(x)
Proof. Let y ∈ P\D. Since |BTy | ≥ |P| − 1 and using Lemma 5.6,
Θ(y) = U(Ty) ≥
|P|−1∑
i
U(vi, wi) + U(v, w)
> (|P| − 1)κ = Θ(x).
which holds for any in-tree Ty.
Lemma 5.8. For all x ∈ G\D and for all trees T ,Θ(x) ≥ (|P| − 1)κ.
Proof. There are three cases,
1. For x /∈ E ∪ P , i.e. x lies not in an attractor. Then |BTx | ≥ |P| so that Θ(x) ≥ |P|κ.
2. For x ∈ P\D, the claim follows from Lemma 5.7.
3. For x ∈ E . Denote Ax the attractor in which x lies, then there exists a y ∈ P : y ∈ Ax. Since x
is a preferential successor to y (and vice-versa), Ty\(x, y) ∪ (y, x) extends to an in-tree Tx in x
such that
U(Tx) = U(Ty\(x, y)) + U(y, x)
= U(Ty).
Since U(Ty∈P) ≥ (|P| − 1)κ the claim is proved.
We can now finish the proof of Theorem 1. Since both Γ(x) and Θ(x) are constant on D, we have
that Ψ is constant on D, i.e., Ψ(x) = Ψ(y) for x, y ∈ D. On the other hand, the accessibility U(Tx) is
minimal for states in D, and states that lie in attractors spanned by states in D. Finally, the lifetime
Γ(x) is maximal for states in P . As D ⊂ P the states in D have maximal occupation: Ψ(x) > Ψ(y)
for all x ∈ D, y ∈ GN \ D. That concludes the proof.
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6 Zero coupling: boundary driven exclusion process
When κ = 0, the only interaction is that of on-site exclusion. That exclusion process enjoys a matrix
representation. In [6] it was shown that the probability of a configuration x = (x(1), x(2), . . . , x(N))
can be written as
ρ (x) =
〈W |X1 . . . Xn|V 〉
〈W |(D + E)N |V 〉
(11)
where the matrix Xi depends on the occupation x(i) of site i by
Xi = x(i)D + (1− x(i))E
and the matrices D and E satisfy the algebraic rules
DE − ED = D + E
〈W |(αE − γD) = 〈W | (12)
(σD − δE)|V 〉 = |V 〉.
In our model, α(β) = eβµL , γ(β) = e−βµL , σ(β) = e−βµR and δ(β) = eβµR where we of course insisted
on the physical dependence on the environment temperature and we fix µL > 0 > µR as we take β to
infinity, which is also the case for Theorem 2.1.
Theorem 6.1. For N ≥ 2 and with µL > 0 > µR,
ρ(x) ≍ 1 iff x(1) = 1, x(N) = 0 (13)
Proof. We can immediately put γ, δ = 0 in (12). The algebraic rules then become
DE − ED = D + E
〈W |α(β)E = 〈W | (14)
Dσ(β)|V 〉 = |V 〉.
The probability of a configuration x = (1, x(2), . . . , x(N − 1), 0) will in the required limit tend to the
limit of
ρ (x) =
〈W |D
∏p
i (D
NiEMi)E|V 〉
〈W |(D + E)N |V 〉
(15)
where the product is ordered from left to right and we have arranged the product of matrices in (11)
in consecutive blocks of product of D and E. First consider the case where p = 1:
〈W |D(DN1EM1)E|V 〉 = 〈W |
∑
k=1
akD
k +
∑
k=1
bkE
k +
∑
i,j≥1
ci,jE
iDj |V 〉
=
∑
k=1
ak
σ(β)k
+
∑
k=1
bk
α(β)k
+
∑
i,j≥1
ci,j
α(β)iσ(β)j
〈W |V 〉 (16)
where ai, bi and ci,j are the coefficients found when expanding D
N1EM1 using the first equation in
(14). In particular a1 = b1 > 0. Then the dominant contribution to (16) comes from the k = 1 term,
〈W |D(DN1EM1)E|V 〉 =
(
a1
(
1
α(β)
+
1
σ(β)
)
+O(e−2β)
)
〈W |V 〉 (17)
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From equation (57) in [6], when γ = δ = 0, it follows that
〈W |(D + E)N |V 〉
〈W |V 〉
=
Γ(N + 1α(β) +
1
σ(β) )
Γ( 1α(β) +
1
σ(β) )
(18)
where Γ(z) is the Gamma function which satisfies Γ(z + 1) = zΓ(z). Let w(β) = 1α(β) +
1
σ(β) , then
again to significant order,
log ρ (x) = log
(
a1
w(β)Γ(w(β))
Γ(N + w(β))
)
= log
(
a1
Γ(w(β) + 1)
Γ(N + w(β))
)
= log
(
a1
N−1∏
i=1
1
w(β) + i
)
= log(a1)−
N−1∑
i=1
log (w(β) + i) (19)
so that limβ→∞
1
β log ρ(x) = 0. Assume this is true for the ordered product of p such factors, that is
lim
β→∞
1
β
log ρ(x) = lim
β→∞
1
β
log
(
〈W |D
∏p
i (D
NiEMi)E|V 〉
〈W |(D + E)N |V 〉
)
= 0. (20)
For p+ 1 factors we then write
〈W |D
(
p∏
i=1
DNiEMi
)
(DNp+1EMp+1)E|V 〉 = 〈W |D
p∏
i=1
(DNiEMi)(DNp+1EMp+1+1)|V 〉
=
∑
k=1
ak〈W |D
(
p∏
i=1
DNiEMi
)
Dk|V 〉+
∑
k=1
bk〈W |D
(
p∏
i=1
DNiEMi
)
Ek|V 〉
+
∑
ℓ,j≥1
cℓ,j〈W |D
(
p∏
i=1
DNiEMi
)
EℓDj |V 〉
=
∑
k=1
ak
σ(β)k
〈W |D
(
p∏
i=1
DNiEMi
)
|V 〉+
∑
k=1
bk〈W |D
(
p∏
i=1
DNiEM
′
i
)
|V 〉
+
∑
ℓ,j≥1
cℓ,j
σ(β)j
〈W |D
(
p∏
i=1
DNiEM
′′
i
)
|V 〉 (21)
where M ′i = M
′′
i = Mi for i 6= p, M
′
p = Mp + k and M
′′
p = Mp + ℓ. The first and last term in (21)
are exponentially smaller than the second term due to the extra 1σ(β) in the denominator. For large
β one can therefore neglect both the first and last term. The surviving term is exactly the same as in
the nominator of (20). Hence (20) is true for any p > 0.
To show that configurations like in Theorem 6.1 are the only configurations such that ρ(x) ≍ 1,
consider for instance the following one x = (0, x(2), . . . , x(N − 1), 1). Its probability is
ρ(x) =
〈W |E
∏p
i (D
NiEMi)D|V 〉
〈W |(D + E)N |V 〉
(22)
again using the ordered product. To proceed by induction, we again consider first the case when
p = 1:
〈W |E(DN1EM1)D|V 〉 =
1
σ(β)α(β)
〈W |DN1EM1 |V 〉 (23)
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We insert the expansion DN1EM1 =
∑
k akD
k +
∑
k bkE
k +
∑
ℓ,j cℓ,jE
ℓDj in (23). This yields to
significant order (
a1
σ(β)α(β)
(
1
α(β)
+
1
σ(β)
)
+O(e−2β)
)
〈W |V 〉. (24)
Let w(β) = 1α(β) +
1
σ(β) , then again to significant order in β,
log ρ (x) = log
(
a1
w(β)
σ(β)α(β)
Γ(w(β))
Γ(N + w(β))
)
= log
(
a1
1
σ(β)α(β)
Γ(w(β) + 1)
Γ(N + w(β))
)
(25)
using the normalisation (18) for the first equality above. Hence,
lim
β→∞
1
β
log ρ (x) = lim
β→∞
1
β
log
(
a1
σ(β)α(β)
Γ(w(β) + 1)
Γ(N + w(β))
)
= µR − µL < 0. (26)
Assume that this holds for p products, that is
lim
β→∞
1
β
log ρ(x) = lim
β→∞
1
β
log
(
〈W |E
∏p
i (D
NiEMi)D|V 〉
〈W |(D + E)N |V 〉
)
< 0. (27)
Then for p+ 1 products
〈W |E
(
p∏
i=1
DNiEMi
)
(DNp+1EMp+1)D|V 〉 =
1
σ(β)α(β)
〈W |
p∏
i=1
(DNiEMi)(DNp+1EMp+1)|V 〉
=
∑
k=1
ak
σ(β)k+1α(β)
〈W |
(
p∏
i=1
DNiEMi
)
|V 〉+
∑
k=1
bk
σ(β)α(β)
〈W |
(
p∏
i=1
DNiEM
′
i
)
|V 〉
+
∑
ℓ,j≥1
cℓ,j
σ(β)j+1α(β)
〈W |
(
p∏
i=1
DNiEM
′′
i
)
|V 〉 (28)
All terms that appear in (28) decay exponentially to zero. The slowest decaying term is clearly the
second one so that for large β we can neglect both the first and last. The surviving term is exacly the
same as in the nominator of (27). Hence by induction this is true for all p. Note that the difference
with expression (21) is the 1σ(β)α(β) factor that makes (28) to decay exponentially.
It is very similar to show that the other remaning configurations (such as {0, x(1), . . . , x(N − 1), 0})
decay exponentially to zero as temperature goes to zero.
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