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On the Cauchy problem for
D2t −Dx
(
b(t)a(x)
)
Dx
Ferruccio Colombini ∗ and Tatsuo Nishitani†
Abstract
We consider the Cauchy problem for second order differential operators
with two independent variables P = D2t − Dx(b(t)a(x))Dx. Assuming
that b(t) is a nonnegative Cn,α function and a(x) is a nonnegative Gevrey
function of order 1 < s < 1+(n+α)/2 we prove that the Cauchy problem
for P is well-posed in the Gevrey class of any order s′ with 1 < s < s′ <
1 + (n+ α)/2.
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1 Introduction
We are concerned with the Cauchy problem for second order differential opera-
tors with two independent variables
(1.1) P = D2t −Dx
(
b(t)a(x)
)
Dx, Dt =
1
i
∂
∂t
, Dx =
1
i
∂
∂x
with a nonnegative b(t) ∈ Cn,α([0, T ]), with n ≥ 0 integer and 0 ≤ α ≤ 1 and a
nonnegative Gevrey function a(x) such that
(1.2)
{
Pu = 0 in (t, x) ∈ [0, T ′]× R,
Djtu(0, x) = uj(x) for j = 0, 1
where 0 < T ′ ≤ T . In the special case that a(x) is positive constant the well-
posedness in the Gevrey class of order 1 < s′ < 1 + (n + α)/2 is proved in
[2]. Moreover this result is optimal in the sense that there exists 0 ≤ b(t) ∈
Cn,α([0, T ]) such that the Cauchy problem for D2t − b(t)D2x is not well-posed in
the Gevrey class of order s′ > 1+(n+α)/2 (for more details see [2, Theorem 3]).
We denote by Gs(R) the set of functions which are uniformly Gevrey s on R,
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that is the function a(x) ∈ C∞(R) belongs to Gs(R) if there exist C > 0, A > 0
such that
|∂kxa(x)| ≤ CAkk!s, ∀x ∈ R, k = 0, 1, . . . .
Denote Gs0(R) = Gs(R) ∩ C∞0 (R). In this paper we prove
Theorem 1.1. Assume 0 ≤ b(t) ∈ Cn,α([0, T ]) and 0 ≤ a(x) ∈ Gs(R). As-
sume 1 < s < s′ < 1 + (n + α)/2 then the Cauchy problem (1.2) for P is
well-posed in Gs′(R). More precisely there exists θ0 > 0 such that for any
1 < s < s′ < 1 + (n + α)/2 and 0 < τ (≤ T ) there is µ > 0 such that for any
uj ∈ Gs′0 (R) with finite
∑1
j=0 ‖〈D〉1−jµ Op(eτ〈ξ〉
1/s′
µ )uj‖ and any 0 < τ ′ < τ
there exists a unique solution u ∈ C1([0, τ ′/θ0);Gs′0 (R)) to (1.2) with finite∑1
j=0 ‖〈D〉(1−j)/s
′
µ Op(e
(τ ′−θ0t)〈ξ〉
1/s′
µ )Djtu(t)‖.
For a more detailed statement, see Proposition 5.1 below. For case b(t) ∈
Cn,α with n = 0, 1 the result is a special case of a more general result [7,
The´ore`me 1.3].
Remark 1.1. From the Plancherel’s theorem one has for τ > 0
‖〈D〉ℓµOp(eτ〈ξ〉
κ
µ)v‖2 =
∞∑
n=0
(2τ)n
n!
‖〈D〉ℓµ〈D〉κn/2µ v‖2.
Corollary 1.1. Assume b(t) ∈ C∞([0, T ]) and 0 ≤ a(x) ∈ Gs(R) with 1 < s
which is constant for large |x|. Then the Cauchy problem for P is well-posed in
Gs′(R) for any s′ > s.
In [3] they constructed a nonnegative C∞ function b(t) such that the Cauchy
problem for D2t − b(t)D2x is not C∞ well-posed. Our proof of Theorem 1.1 is
based on the energy method. To explain the idea we consider the case a(x) ≡ 1.
After Fourier transform with respect to x it suffices to consider ∂2t + b(t)ξ
2. A
very naive idea to obtain energy estimates is to employ a weighted energy
E(u) = e−Λ(t,ξ)
{
|∂tuˆ(t, ξ)|2 + (b(t) + |ξ|−2δ)ξ2|uˆ(t, ξ)|2
}
with weight e−Λ where δ > 0 to be chosen suitably. In dE(u)/dt we have a term
e−Λ(t,ξ)b′(t)ξ2|uˆ(t, ξ)|2 which is the hardest term to manage because b′(t) may
change the sign although b(t) ≥ 0 is assumed. A way to cancel the term is to
choose Λ(t, ξ) so that
Λ(t, ξ) =
∫ t
0
|b′(s)|
b(s) + |ξ|−2δ ds
since dE(u)/dt supplies the term −e−Λ|b′(t)|ξ2|uˆ(t, ξ)|2 which obviously controls
e−Λb′(t)ξ2|uˆ(t, ξ)|2. For general D2t −Dxh(t, x)Dx this suggests to choose
Λ(t, x, ξ) =
∫ t
0
|∂th(s, x)|
h(s, x) + |ξ|−2δ ds
2
which, however, does not work as a symbol of pseudodifferential operator for
the lack of regularity in x (see however [8]). If h(t, x) = b(t)a(x), thanks to
this special form, the weight Λ(t, x, ξ) works as a symbol of pseudodifferential
operator with the metric g = (a(x)+|ξ|−2δ)−1dx2+|ξ|−2dξ2, which is equivalent
to the one defining the symbol class S1,δ on the set {a(x) = 0}. However, since
an expected weight is not Op(±Λ) but Op(e±Λ) we must provide a calculus
including Op(e±Λ). Moreover in order to obtain energy estimates in the Gevrey
class of order s′ we need to choose δ = 1 − 1/s′ which could be very close
to 1 and the larger δ gives worse commutators against Λ because ∂xΛ looses
the factor (a(x) + |ξ|−2δ)−1/2 on the symbol level, which is |ξ|δ if a(x) = 0.
To manage such commutators we take advantage of pseudodifferential calculus
with the metric g (see [8], [4]).
2 Metrics, symbols and weights
In this section we introduce a metric defining a class of symbols of pseudodif-
ferential operators and weights which we use throughout the paper. For Weyl-
Ho¨rmander calculus of pseudodifferential operators we refer to [5], [6]. We
denote
〈ξ〉µ = (µ−2 + |ξ|2)1/2
where 0 < µ≪ 1 is a small parameter. Assume that 0 ≤ a(x) ∈ Gs(R) and with
0 ≤ δ < 1 we set
φ(x, ξ) = a(x) + 〈ξ〉−2δµ .
Throughout the paper all constants are assumed to be independent of µ unless
otherwise stated.
Lemma 2.1. There exist A > 0, C > 0 such that
(2.1) |∂kx∂lξφ(x, ξ)|/φ ≤ CAk+l(k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+l〈ξ〉−l+δkµ
for any k, l ∈ N.
Proof. Since a(x) is nonnegative note that |∂jxa(x)| ≤ Ca1−j/2 ≤ Cφ1−j/2 ≤
Cφ〈ξ〉jδµ ≤ Cφ〈ξ〉jδµ for j = 0, 1, 2 and
(2.2) |∂jξ 〈ξ〉−2δµ | ≤ CAjj!〈ξ〉−2δµ 〈ξ〉−jµ ≤ CAjj!φ〈ξ〉−jµ
for any j ∈ N. Then for k+ l ≤ 2 the estimate (2.1) holds clearly. For any k ≥ 3
we have
k!s〈ξ〉2δµ ≤
(
22(s−1)
)k
(1 + ks−1〈ξ〉−δµ )kk!〈ξ〉δkµ
which proves with A1 = 2
2(s−1) that for k ≥ 3
|∂kxa(x)| ≤ CAkk!sφ〈ξ〉2δµ ≤ C(AA1)kk!(1 + ks−1〈ξ〉−δµ )kφ〈ξ〉δkµ .
This together with (2.2) proves the assertion for any k, l ∈ N.
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Assume 0 ≤ b(t) ∈ Cn,α([0, T ]) and consider
(2.3) Λ(t, x, ξ) =
∫ t
0
|b′(s)|φ(x, ξ)
b(s)φ(x, ξ) + 〈ξ〉−2δµ
ds.
Here recall [2, Lemma 1].
Lemma 2.2. Assume that f(t, η) ≥ 0 and f(t, η) ∈ Cn,α([0, T ]) for any η ∈ Ω.
Then one has ∫ t
0
|∂tf(s, η)|
f(s, η) + r
ds ≤ CNB1/(n+α)r−1/(n+α)
for (t, η) ∈ [0, T ]× Ω where B = supη∈Ω ‖f(t, η)‖Cn,α([0,T ]).
Denote N = n+α and assume 1 < s < s′ < 1+N/2. Define κ > 0 and κ˜ by
0 < κ =
1
s′
, κ˜ =
2δ
N
so that sκ < s′κ = 1 and we put
0 < δ = 1− κ < 1.
Lemma 2.3. We have κ˜ < κ and hence sκ˜ < sκ = s(1 − δ) < 1.
Proof. Since s′ < 1 +N/2 then δ = 1− 1/s′ < N/(2 +N). Thus we have
κ = 1− δ > 2
2 +N
=
2
N
N
2 +N
>
2δ
N
= κ˜
which proves the assertion.
Corollary 2.1. There is B such that
(2.4) Λ(t, x, ξ) ≤ B〈ξ〉κ˜µ.
Proof. Thanks to Lemma 2.2 the proof is clear.
Lemma 2.4. There are A > 0, C > 0 such that
∣∣∂kx∂lξΛ(t, x, ξ)| ≤ CAk+l(k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+lΛ〈ξ〉−l+δkµ
for any k, l ∈ N.
Proof. Note that with Φ = b(s)φ(x, ξ) + 〈ξ〉−2δµ one has
(2.5)
∣∣∂kx∂lξΦ−1∣∣ ≤ CAk+l(k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+lΦ−1〈ξ〉−l+δkµ .
Indeed we have
|∂kx∂lξΦ| ≤ CAk+l(k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+l
(
b(s)φ〈ξ〉−l+δkµ
+〈ξ〉−2δµ 〈ξ〉−lµ
) ≤ CAk+l(k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+lΦ〈ξ〉−l+δkµ .
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Then from Φ−1Φ = 1 one obtains the assertion for Φ−1 (see the proof of [9,
Lemma 4.1]. Therefore we see
∣∣∂kx∂lξ |b
′(s)|φ
Φ
∣∣ ≤ |b′(s)|CAk+l(k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+l φΦ 〈ξ〉−l+δkµ
= CAk+l(k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+l
|b′(s)|φ
Φ
〈ξ〉−l+δkµ
which proves the assertion.
Lemma 2.5. There are A > 0, C > 0 such that∣∣∂kx∂lξ∂tΛ(t, x, ξ)| ≤ CAk+l(k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+l∂tΛ(t, x, ξ)〈ξ〉−l+δkµ
for any k, l ∈ N.
Taking Lemma 2.4 into account we study eψ with ψ satisfying
∣∣∂kx∂lξψ(x, ξ)| ≤ Ck+l+1(k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+lλ(x, ξ)〈ξ〉−l+δkµ(2.6)
for any k, l ∈ N with some λ(x, ξ) > 0 and C > 0. Define ωij (i, j ∈ N) by
∂iξ∂
j
xe
ψ(x,ξ) = ωij(x, ξ)e
ψ(x,ξ).
Lemma 2.6. There exist B > 0, C > 0, A > 0 such that one has
|(ωij)(k)(l) | ≤ CAi+j+k+l〈ξ〉−(i+k)+δ(j+l)µ
×
i+j−1∑
p=0
(Bλ)i+j−p(k + l + p)!(1 + (k + l + p)s−1〈ξ〉−δµ )k+l+p
for any i, j, k, l ∈ N where (ωij)(k)(l) = ∂kξ ∂lxωij.
Proof. We first note that one can find C > 0, B > 0 such that for i+ j = 1
|∂l+jx ∂k+iξ ψ| ≤ Ck+l(k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+l(Bλ)〈ξ〉−(k+i)+δ(l+j)µ(2.7)
for any k, l ∈ N. Indeed from (2.6)
|∂l+jx ∂k+iξ ψ| ≤ Ck+l+1(k + l + 1)!(1 + (k + l+ 1)s−1〈ξ〉−δµ )k+l+1
×λ 〈ξ〉−(k+i)+δ(l+j)µ
≤ Ck+l+1Ck+l+11 (k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+lλ 〈ξ〉−(k+i)+δ(l+j)µ
with some C1 > 0. Thus replacing C by CC1 and choosing B = CC1 we get
(2.7). Assume that there exist C > 0, A1 > 0, A2 > 0 such that for i+ j ≤ n we
have for any k, l ∈ N
|(ωij)(k)(l) | ≤ CAi+j2 Ak+l1 〈ξ〉−(i+k)+δ(j+l)µ
×
i+j−1∑
p=0
(Bλ)i+j−p(k + l + p)!(1 + (k + l + p)s−1〈ξ〉−δµ )k+l+p.
(2.8)
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When i+ j = 1 the estimate (2.8) holds thanks to (2.7) for any k, l ∈ N because
ωij = ∂
i
ξ∂
j
xψ. When e1+ e2 = 1 we have ω
i+e1
j+e2
= ω
i(e1)
j(e2)
+ψ
(e1)
(e2)
ωij then it follows
that
|ωi+e1(k)j+e2(l) | =
∣∣∣ωi(k+e1)j(l+e2) +
∑(k
k′
)(
l
l′
)
ψ
(e1+k
′)
(e2+l′)
ω
i(k−k′)
j(l−l′)
∣∣∣
≤ CAk+l+11 Ai+j2 〈ξ〉−(i+k+e1)+δ(j+l+e2)µ
i+j−1∑
p=0
(Bλ)i+j−p
×(k + l + 1 + p)!(1 + (k + l + 1 + p)s−1〈ξ〉−δµ )k+l+1+p
+
∑(k
k′
)(
l
l′
)
(Bλ)Ck
′+l′+1(k′ + l′)!(1 + (k′ + l′)s−1〈ξ〉−δµ )k
′+l′
×〈ξ〉−(k′+e1)+δ(l′+e2)µ CAk+l−k
′−l′
1 A
i+j
2 〈ξ〉−(i+k−k
′)+δ(j+l−l′)
µ
×
i+j−1∑
p=0
(Bλ)i+j−p(k − k′ + l − l′ + p)!
×(1 + (k − k′ + l − l′ + p)s−1〈ξ〉−δµ )k−k!+l−l
′+p.
We denote the right-hand side by 〈ξ〉−(i+k+e1)+δ(j+l+e2)µ (I1 + I2) where
I1 = CA
k+l+1
1 A
i+j
2
i+j−1∑
p=0
∑
i+j=p
(Bλ)i+j−p
×(k + l + 1 + p)!(1 + (k + l + 1 + p)s−1〈ξ〉−δµ )k+l+1+p
and the remaining part called I2. We consider the sum over k
′, l′ in I2:
∑(k
k′
)(
l
l′
)
Ck
′+l′+1(k′ + l′)!(1 + (k′ + l′)s−1〈ξ〉−δµ )k
′+l′Ak+l−k
′−l′
1
×
α+β−1∑
p=0
(k − k′ + l − l′ + p)!(1 + (k − k′ + l − l′ + p)s−1〈ξ〉−δµ )k−k
′+l−l′+p
which is bounded by
CAk+l1
∑
k′,l′
Ck
′+l′A−k
′−l′
1 2
k′+l′(1 + (k′ + l′)s−1〈ξ〉−δµ )k
′+l′
×(1 + (k − k′ + l − l′ + p)s−1〈ξ〉−δµ )k−k
′+l−l′+p
(2.9)
because (
k
k′
)(
l
l′
)
(k′ + l′)!(k − k′ + l− l′ + p)! ≤ 2k′+l′(k + l+ p)!.
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Note that
(1 + (k′ + l′)s−1〈ξ〉−δµ )k
′+l′(1 + (k − k′ + l− l′ + p)s−1〈ξ〉−δµ )k−k
′+l−l′+p
≤ (1 + (k + l + p)s−1〈ξ〉−δµ )k
′+l′(1 + (k + l + p)s−1〈ξ〉−δµ )k−k
′+l−l′+p
≤ (1 + (k + l+ p)s−1〈ξ〉−δµ )k+l+p
then (2.9) is estimated by
CAk+l1 (1 + (k + l + p)
s−1〈ξ〉−δµ )k+l+p
k∑
k′=0
(
2C/A1
)k′ l∑
l′=0
(
2C/A1
)l′
≤ CAk+l+21 (A1 − 2C)−2(1 + (k + l + p)s−1〈ξ〉−δµ )k+l+p.
Thus we obtain
I2 ≤ C2Ai+j2 Ak+l+21 (A1 − 2C)−2
i+j−1∑
p=0
(Bλ)i+j+1−p
×(k + l+ p)!(1 + (k + l + p)s−1〈ξ〉−δµ )k+l+p,
I1 ≤ CAk+l+11 Ai+j2
i+j∑
p=1
(Bλ)i+j+1−p(k + l+ p)!
×(1 + (k + l + p)s−1〈ξ〉−δµ )k+l+p.
Therefore we have proved that
I1 + I2 ≤ CAi+j+12 Ak+l1
(
A1A
−1
2 + CA
2
1A
−1
2 (A1 − 2C)−2
)
×
i+j∑
p=0
(Bλ)i+j+1−p(k + l + p)!(1 + (k + l+ p)s−1〈ξ〉−δµ )k+l+p.
Choosing A1, A2 such that A1A
−1
2 +CA
2
1A
−1
2 (A1−2C)−2 ≤ 1 the estimate (2.8)
holds for i+ j = n+ 1.
Noting that
∑i+j−1
p=0 (Bλ)
i+j−p(k + l + p)!(1 + (k + l + p)s−1〈ξ〉−δµ )k+l+p is
bounded by
Ck+l1 Bλ (k + l)!(1 + (k + l)
s−1〈ξ〉−δµ )k+l
i+j−1∑
p=0
Cp1
(
Bλ
)i+j−1−p
(p+ ps〈ξ〉−δµ
)p
≤ Ck+l+i+j2 Bλ (k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+l
×(Bλ+ (i+ j − 1) + (i+ j − 1)s〈ξ〉−δµ )i+j−1
if i+ j ≥ 1 we have the following lemma (see [9, Lemma 5.1]):
Lemma 2.7. Assume that ψ satisfies (2.6). Then we have
(2.10) |∂iξ∂jxeψ| ≤ Ci+j2 (Bλ+ i+ j + (i+ j)s〈ξ〉−δµ )i+j〈ξ〉−i+δjµ eψ
7
and (i+ j ≥ 1)
|∂kξ ∂lx(ωij)| ≤ Ci+j+k+lBλ (Bλ+ (i + j − 1) + (i+ j − 1)s〈ξ〉−δµ )i+j−1
×(k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+l〈ξ〉−(i+k)+δ(j+l)µ .
(2.11)
We apply these results to ψ = ±Λ and ωij = T ij to obatain
Corollary 2.2. There exist A > 0, C > 0 such that
|∂kξ ∂lxe±Λ| ≤ CAk+l(〈ξ〉κ˜µ + k + l + (k + l)s〈ξ〉−δµ )k+l〈ξ〉−k+δlµ e±Λ(2.12)
and for any i, j (i+ j ≥ 1)
|∂kξ ∂lxT ij | ≤ CAk+l(k + l)!(1 + (k + l)s−1〈ξ〉−δµ )k+l
×〈ξ〉κ˜µ(〈ξ〉κ˜µ + (i+ j − 1) + (i+ j − 1)s〈ξ〉−δµ )i+j−1〈ξ〉−(i+k)+δ(j+l)µ .
(2.13)
We introduce some symbol classes [9, Definition 4.1] (see also [8]):
Definition 2.1. Let 0 ≤ δ < 1 and 1 < s. Let m(x, ξ;µ) be a positive function
with a small parameter µ > 0. We say that a(x, ξ;µ) ∈ C∞(R × R) belongs to
S
〈s〉
δ (m) if for any ε > 0 there exist C > 0, A > 0 independent of 0 < µ ≤ 1 such
that for all i, j ∈ N one has
∣∣∂jx∂iξa(x, ξ;µ)∣∣ ≤ C Ai+j ((i+ j)1+ε + (i+ j)s〈ξ〉−δµ )i+j〈ξ〉−i+jδµ m(x, ξ, µ) .
Definition 2.2. Let s > 1 and m(x, ξ, µ) be a positive function with a small
parameter µ > 0. We say that a(x, ξ, µ) ∈ C∞(R × R) belongs to S(s)0,0(m) if
there exist C > 0, A > 0 independent of µ such that one has
|∂jx∂iξa(x, ξ, µ)| ≤ CAi+j(i + j)s(i+j)m(x, ξ, µ)
for any i, j ∈ N.
We often write a(x, ξ) for a(x, ξ;µ) dropping µ. Now we introduce the metric
(see [4])
g(dx, dξ) = gx,ξ(dx, dξ) = φ(x, ξ)
−1dx2 + 〈ξ〉−2µ dξ2
and gδ(dx, dξ) = 〈ξ〉2δµ dx2+〈ξ〉−2µ dξ2. It is clear that g ≤ gδ and gδ is the metric
defining the class S1,δ for any fixed µ > 0.
Lemma 2.8. Assume 0 < δ < 1. Then the metric g is slowly varying and σ
temperate (uniformly in µ) and
(2.14) h2 = sup g/gσ = 〈ξ〉−2µ φ−1 ≤ 〈ξ〉2δ−2µ = 〈ξ〉−2(1−δ)µ ≤ 1
that is, g is an admissible metric.
Lemma 2.9. φ±1 are g continuous and σ, g temperate (uniformy in µ), that is
g-admissible weights.
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Proof. Proofs of the above two lemmas are found in [4].
Definition 2.3. We denote Sφ(m) = S(m, g) and Sδ(m) = S(m, gδ) for a g-
admissible and gδ-admissible (uniformly in µ) weightm(x, ξ, µ) > 0 respectively.
By a ∈ µcSφ(m) (resp. a ∈ µcSδ(m)) we mean that µ−ca ∈ Sφ(m) (resp.
µ−ca ∈ Sδ(m)) uniformly in small µ > 0.
Lemma 2.10. For any k, l ∈ N there is C > 0 such that
∣∣∂kx∂lξΛ(t, x, ξ)| ≤ CΛφ−k/2〈ξ〉−lµ .
Proof. Note that with Φ = b(s)φ(x, ξ) + 〈ξ〉−2δµ one has
(2.15)
∣∣∂kx∂lξΦ(s, x, ξ)−1∣∣ ≤ CklΦ(s, x, ξ)−1φ−k/2〈ξ〉−lµ .
Indeed we have
|∂kx∂lξΦ(s, x, ξ)| ≤ C
(
b(s)φ(x, ξ)φ−k/2〈ξ〉−lµ + 〈ξ〉−2δµ 〈ξ〉−lµ
)
≤ CΦ(s, x, ξ)φ−k/2〈ξ〉−lµ .
Then from Φ−1Φ = 1 one obtains the assertion for Φ−1. Therefore we see
(2.16)
∣∣∣∂kx∂lξ |b
′(s)|φ(x, ξ)
Φ(s, x, ξ)
∣∣∣ ≤ C |b′(s)|φ(x, ξ)
Φ(s, x, ξ)
φ−k/2〈ξ〉−lµ
which proves the assertion.
Lemma 2.11. For any k, l ∈ N there exist C > 0 such that
|∂kx∂lξφ(x, ξ)|/φ ≤ Cφ−k/2〈ξ〉−lµ
that is φ ∈ Sφ(φ).
Proof. Note that |∂xa(x)| ≤ C
√
a ≤ Cφ1/2 since a(x) ≥ 0 and for k ≥ 2
|∂kxa(x)| ≤ Ckφ1−k/2
since φ−1 ≥ c with some c > 0. Taking (2.2) into account the proof is clear.
Lemma 2.12. For any k, l ∈ N there is C > 0 such that
∣∣∂kx∂lξ∂tΛ(t, x, ξ)| ≤ C∂tΛ(t, x, ξ)φ−k/2〈ξ〉−lµ .
Lemma 2.13. For any i, j, k, l there exists C > 0 such that
(2.17) |∂kξ ∂lxT ij | ≤ C〈ξ〉κ˜(i+j)µ φ−(j+l)/2〈ξ〉−(i+k)µ
that is T ij ∈ Sφ(〈ξ〉κ˜(i+j)µ φ−j/2〈ξ〉−iµ ).
Since φ−1 ≤ 〈ξ〉2δµ we have Sφ(〈ξ〉mµ ) ⊂ Sδ(〈ξ〉mµ ).
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Lemma 2.14. We have Λ ∈ Sφ(〈ξ〉κ˜µ) ∩ S〈s〉δ (〈ξ〉κ˜µ) and ∂tΛ ∈ Sφ(
√
φ〈ξ〉δµ) ∩
S
〈s〉
δ (〈ξ〉δµ).
Proof. The first assertion follows from Lemmas 2.4, 2.10 and Corollary 2.1.
Noting
∂tΛ(t, x, ξ) = φ
1/2 |b′(t)|φ1/2
b(t)φ+ 〈ξ〉−2δµ
≤ φ1/2〈ξ〉δµ
the second assertion follows from Lemmas 2.5 and 2.12.
Lemma 2.15. We have e−Λ ∈ S〈s〉δ (1) ⊂ Sδ(1).
Proof. Thanks to Lemmas 2.4 and 2.7 one has
|∂iξ∂jxe−Λ| ≤ CAi+j(Λ + (i + j) + (i+ j)s〈ξ〉−δµ )i+j〈ξ〉−i+δjµ e−Λ.
Since Λ ≥ 0 one has Λi+je−Λ ≤ Ai+j1 (i+ j)i+j and hence the right-hand side is
bounded by
CAi+j((i+ j) + (i+ j)s〈ξ〉−δµ )i+j〈ξ〉−i+δjµ
which proves the assertion.
Lemma 2.16. Let c > 0 and 0 < κ < 1. Then for any 0 < c′ < c and s > 1,
δ > 0 one has e−c〈ξ〉
κ
µ ∈ S〈s〉δ (e−c
′〈ξ〉κµ).
Proof. Since |∂lξ〈ξ〉κµ| ≤ Cl+1l!〈ξ〉κµ〈ξ〉−lµ then from Lemma 2.7 there exists C1 >
0 such that
|∂lξe−c〈ξ〉
κ
µ | ≤ Cl+11 (〈ξ〉κµ + l)l〈ξ〉−lµ e−c〈ξ〉
κ
µ .
For any c′ < c there is A > 0 such that 〈ξ〉κlµ e−(c−c
′)〈ξ〉κµ ≤ Al+1l! and hence we
have
|∂lξe−c〈ξ〉
κ
µ | ≤ Cl+11 ll〈ξ〉−lµ e−c
′〈ξ〉κµ
which proves the assertion.
3 Composition of PDO’s acting in the Gevrey
classes
We recall several facts on compositions of pseudodifferential operators including
Op(e±Λ) whose proofs are given in Appendix. We denote by Op(a) the Weyl
quantization of a(x, ξ) (see [5]). Here we recall
δ = 1− κ, κ > κ˜, sκ < 1.
Proposition 3.1. Assume a(x) ∈ Gs0(R) which is constant for large |x|. Then
the operator b(x,D) = eτ〈D〉
κ
µa(x)e−τ〈D〉
κ
µ is a pseudodifferential operator with
symbol given by
b(x, ξ) = a(x)− iτ∂xa(x)∂ξ〈ξ〉κµ + q(x, ξ) + r(x, ξ)
with q(x, ξ) ∈ S〈s〉δ (〈ξ〉−2+2κµ ) and r(x, ξ) ∈ S(s)0,0(e−c〈ξ〉
1/s
µ ) with some c > 0 where
τ is a real parameter.
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Proposition 3.2. Assume b(x, ξ) ∈ S〈s〉δ (〈ξ〉mµ ). Then we have
(3.1)
(
be±Λ
)
#e∓Λ = b+ b± +R±
where b± ∈ S〈s〉δ
(〈ξ〉m−(κ−κ˜)µ ) and R± ∈ S(s¯)0,0(e−c〈ξ〉κ¯µ) with some c > 0, s¯ and κ¯
such that s¯κ˜ < 1 and κ¯ > κ˜.
Corollary 3.1. There is s˜ > 1 such that
e±Λ#e∓Λ − 1 ∈ S〈s˜〉δ (〈ξ〉−(κ−κ˜)µ ) ⊂ µκ−κ˜Sδ(1).
Corollary 3.2. Assume b(x, ξ) ∈ S〈s〉δ (〈ξ〉mµ ) then
(
be±Λ
)
#e∓Λ ∈ Sδ(〈ξ〉mµ ).
Proof. Since S
(s¯)
0,0(e
−c〈ξ〉κ¯µ) ⊂ Sδ(〈ξ〉kµ) for any k the proof is immediate.
Proposition 3.3. Assume b(x, ξ) ∈ S〈s〉δ (〈ξ〉mµ ) and a(x, ξ) ∈ S〈s〉δ (〈ξ〉dµ) then
(
be−Λ
)
#a =
∑
k+l<N
(−1)k
(2i)k+lk!l!
(
∂kx∂
l
ξ(be
−Λ)
)
∂lx∂
k
ξ a+ qNe
−Λ +RN ,
a#
(
be−Λ
)
=
∑
k+l<N
(−1)k
(2i)k+lk!l!
∂kx∂
l
ξa
(
∂lx∂
k
ξ (be
−Λ)
)
+ q˜Ne
−Λ + R˜N
with q, q˜ ∈ S〈s〉δ (〈ξ〉m+d−(κ−κ˜)Nµ ) and RN , R˜N ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) with some s¯ > 1,
κ¯ > 0 and c > 0 satisfying s¯κ˜ < 1 and κ¯ > κ˜.
Corollary 3.3. Assume b(x, ξ) ∈ S〈s〉δ (〈ξ〉mµ ) and a(x, ξ) ∈ S〈s〉δ (〈ξ〉dµ) then
(
be−Λ
)
#a = c e−Λ + r, a#
(
be−Λ
)
= c˜ e−Λ + r˜
with c, c˜ ∈ S〈s〉δ (〈ξ〉m+dµ ) and r, r˜ ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) with some s¯ > 1, κ¯ > 0 and
c > 0 satisfying s¯κ˜ < 1 and κ¯ > κ˜.
Proof. Write (
∂kx∂
l
ξ(be
−Λ)
)
∂lx∂
k
ξ a = ck,le
−Λ.
Then to prove the assertion it suffices to note ck,l ∈ S〈s〉δ (〈ξ〉m+dµ ) which can be
seen from Corollary 2.2 because κ > κ˜.
Proposition 3.4. Assume p ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) with s¯κ˜ < 1, κ¯ > κ˜ and c > 0.
Then
p#eΛ, eΛ#p ∈ S〈s∗〉δ
(
e−c〈ξ〉
κ∗
µ
)
with some s∗ > 1 and κ∗ > κ˜. In particular we have p#eΛ, eΛ#p ∈ Sδ(〈ξ〉lµ)
for amy l ∈ R.
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Corollary 3.4. Assume b(x, ξ) ∈ S〈s〉δ (〈ξ〉mµ ) and a(x, ξ) ∈ S〈s〉δ (〈ξ〉dµ) then(
be−Λ
)
#a#eΛ, eΛ#a#
(
be−Λ
) ∈ Sδ(〈ξ〉m+dµ ).
Proof. Thanks to Corollary 3.3 one can write
(
be−Λ)#a = c e−Λ + r with c ∈
S
〈s〉
δ (〈ξ〉m+dµ ) and r ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) where s¯κ˜ < 1, κ¯ > κ˜ and c > 0. Write
(
be−Λ
)
#a#eΛ =
(
c e−Λ
)
#eΛ + r#eΛ
then in virtue of Corollary 3.2 one has (c e−Λ)#eΛ ∈ Sδ(〈ξ〉m+dµ ). On the other
hand from Proposition 3.4 it follows that r#eΛ ∈ Sδ(〈ξ〉m+dµ ) and hence the
assertion.
Lemma 3.1. Assume p ∈ S〈s〉δ (〈ξ〉mµ ) then there is C > 0 such that
‖Op(pe−Λ)u‖ ≤ C‖〈D〉mµ Op(e−Λ)u‖.
Proof. From Corollary 3.1 it follows that
e−Λ#eΛ = 1−R, eΛ#e−Λ = 1− R˜
with R, R˜ ∈ µκ−κ˜Sδ(1). Choosing µ > 0 small the inverse (1 − Op(R))−1 and
(1−Op(R˜))−1 are well-defined as a bounded operator on L2. Thanks to [1] (see
also [6]) there exist K and K˜ ∈ S01,δ such that Op(K) = (1 − Op(R))−1 and
Op(K˜) = (1−Op(R˜))−1. Therefore one has
(3.2) Op(K)Op(e−Λ)Op(eΛ) = 1, Op(eΛ)Op(e−Λ)Op(K˜) = 1.
Remark that
(3.3) Op(eΛ)Op(K)Op(e−Λ) = 1, Op(e−Λ)Op(K˜)Op(eΛ) = 1.
Set (pe−Λ)#eΛ = q which belongs to Sδ(〈ξ〉mµ ) by Corollary 3.2. Note that
Op(pe−Λ) = Op(pe−Λ)Op(eΛ)Op(K)Op(e−Λ) = Op(q)Op(K)Op(e−Λ) and hence
‖Op(pe−Λ)u‖ = ‖Op(q)Op(K)〈D〉−mµ 〈D〉mµ Op(e−Λ)u‖ ≤ C‖〈D〉mµ Op(e−Λ)u‖
since q#K#〈ξ〉−mµ ∈ Sδ(1). This proves the assertion.
Corollary 3.5. For any k, l ∈ R there is C > 0 such that
‖Op(e−Λ)〈D〉k+lµ u‖/C ≤ ‖〈D〉kµOp(e−Λ)〈D〉lµu‖ ≤ C‖〈D〉k+lµ Op(e−Λ)u‖.
Proof. Using (3.3) write
〈D〉kµOp(e−Λ)〈D〉lµ = 〈D〉kµ
(
Op(e−Λ)〈D〉lµOp(eΛ)
)
Op(K)Op(e−Λ).
Thanks to Corollary 3.4 we see e−Λ#〈ξ〉lµ#eΛ ∈ Sδ(〈ξ〉lµ) and hence
〈ξ〉kµ#
(
e−Λ#〈ξ〉lµ#eΛ
)
#K ∈ Sδ(〈ξ〉k+lµ ).
This shows the second inequality. The first inequality follows from the second
one.
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Lemma 3.2. Assume R ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) with s¯κ˜ < 1, κ¯ > κ˜ and c > 0 and
p ∈ S〈s〉δ (〈ξ〉mµ ). Then for any k, l ∈ R there is C such that
‖〈D〉kµOp(R)Op(p)u‖ ≤ Cµ‖〈D〉lµOp(e−Λ)u‖.
Proof. We first show that for any k, l ∈ R we have
(3.4) ‖〈D〉kµOp(R)u‖ ≤ Cµ‖〈D〉lµOp(e−Λ)u‖.
Indeed using (3.3) we write Op(R) = Op(R)Op(eΛ)Op(K)Op(e−Λ). Thanks to
Proposition 3.4 it follows that R#eΛ ∈ Sδ(〈ξ〉l−k−1µ ) for any l ∈ R. Therefore
one has 〈ξ〉kµ#(R#eΛ) ∈ Sδ(〈ξ〉l−1µ ). Then 〈ξ〉kµ#(R#eΛ)#K ∈ Sδ(〈ξ〉l−1µ ) ⊂
µSδ(〈ξ〉lµ) for any l and hence (3.4). Therefore one has
‖〈D〉kµOp(R)Op(p)u‖ ≤ Cµ‖〈D〉l−mµ Op(e−Λ)Op(p)u‖.
From Corollary 3.3 one can write
〈ξ〉l−mµ #(e−Λ#p) = 〈ξ〉l−mµ #(qe−Λ) + 〈ξ〉l−mµ #r
where q ∈ S〈s〉δ (〈ξ〉mµ ) and r ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) with s¯κ˜ < 1 and κ¯ > κ˜. By Corollary
3.3 again it follows that 〈ξ〉l−mµ #(qe−Λ) = c e−Λ + R where c ∈ S〈s〉δ (〈ξ〉lµ) and
R ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) with possibly different s¯, κ¯ satisfying the same conditions.
Therefore we have
‖〈D〉l−mµ Op(qe−Λ)u‖ ≤ C‖〈D〉lµOp(e−Λ)u‖
thanks to Lemma 3.1. Applying (3.4) again one obtains
‖〈D〉l−mµ Op(r)u‖ ≤ Cµ‖〈D〉lµOp(e−Λ)u‖
and we conclude the assertion.
Lemma 3.3. Assume p ∈ S〈s〉δ (〈ξ〉m1µ ) and q ∈ S〈s〉δ (〈ξ〉m2µ ). Then for any k ∈ R
there exists C > 0 such that
‖〈D〉kµOp(qe−Λ)Op(p)u‖ ≤ C‖〈D〉k+m1+m2µ Op(e−Λ)u‖
≤ Cµ‖〈D〉k+m1+m2+1µ Op(e−Λ)u‖
Proof. Thanks to Corollary 3.3 one can write 〈ξ〉kµ#(qe−Λ) = c e−Λ + r where
c ∈ S〈s〉δ (〈ξ〉k+m2µ ) and r ∈ S(s¯1)0,0 (e−c〈ξ〉
κ¯1
µ with s¯1κ˜ < 1 and κ¯1 > κ˜. Thus we
have
〈ξ〉kµ#(qe−Λ)#p = (c e−Λ)#p+ r#p
and Corollary 3.3 proves that (c e−Λ)#p = c˜ e−Λ+R where c˜ ∈ S〈s〉δ (〈ξ〉k+m1+m2µ )
and R ∈ S(s¯2)0,0 (e−c〈ξ〉
κ¯2
µ ) with s¯2κ˜ < 1 and κ¯2 > κ˜. Since
‖Op(r)Op(p)u‖ ≤ C‖〈D〉k+m1+m2µ Op(e−Λ)u‖
in virtue of Lemma 3.2 the proof follows from Lemmas 3.1 and Lemma 3.2.
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Lemma 3.4. Assume p ∈ Sφ(m) ∩ S〈s〉δ (〈ξ〉lµ) where m is g-admissible, l ∈ R.
Then for any M ∈ N one can write
pe−Λ = (p+ p1 + p2)#e
−Λ + qe−Λ + r,
pe−Λ = e−Λ#(p+ p˜1 + p˜2) + q˜e
−Λ + r˜
with pj , p˜j ∈ Sφ(mφ−j/2〈ξ〉−j+jκ˜µ ) ∩ S〈s〉δ (〈ξ〉l−(κ−κ˜)jµ ) where p1, p˜1 are pure
imaginary and q, q˜ ∈ S〈s〉δ (〈ξ〉−Mµ ), r, r˜ ∈ S〈s¯〉0,0(e−c〈ξ〉
κ¯
µ) with some s¯ > 1, κ¯ > 0
and c > 0 such that s¯κ˜ < 1 and κ¯ > κ˜.
Proof. Thanks to Proposition 3.3 we can write pe−Λ = p#e−Λ+p1e
−Λ+p2e
−Λ+
qe−Λ+ r where q ∈ S〈s〉δ (〈ξ〉−Mµ ) choosing N such that −l+ (κ− κ˜)N ≥M and
r ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) with s¯κ˜ < 1 and κ¯ > κ˜. It follows from Lemma 2.13 that
pj ∈ Sφ(mφ−j/2〈ξ〉jκ˜−jµ ) ∩ S〈s〉δ (〈ξ〉l−(κ−κ˜)jµ ). Note that p1 is pure imaginary.
Repeating the same arguments we have p1e
−Λ = p1#e
−Λ + p˜2e
−Λ + q˜e−Λ + r˜
so that
pe−Λ = (p+ p1)#e
−Λ + p′2e
−Λ + q′e−Λ + r′
where p′2 ∈ Sφ(mφ−1〈ξ〉2κ˜−2µ ) ∩ S〈s〉δ (〈ξ〉l−2(κ−κ˜)µ ) and q′ ∈ S〈s〉δ (〈ξ〉−Mµ ) and
r′ ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) with possibly different s¯, κ¯, c > 0 such that s¯κ˜ < 1 and
κ¯ > κ˜. Repeating the same argument to p′2e
−Λ we conclude the assertion. The
second assertion can be proved similarly.
4 Energy estimates
Instead of P = D2t − b(t)Dxa(x)Dx we study
Pu = D2tu− b(t)〈D〉µa(x)〈D〉µu
which differs from P˜ only by a zero-th order term which is irrelevant in the
arguments proving Proposition 4.4. Assume 0 ≤ a(x) ∈ Gs0(R) and consider
P ♯ = Op(e(τ−θt)〈ξ〉
κ
µ)P Op(e−(τ−θt)〈ξ〉
κ
µ)
where τ > 0 is a fixed positive constant and θ > 0 is a positive parameter where
0 ≤ θt ≤ τ . Thanks to Proposition 3.1 we have
P ♯ = (Dt − iθ〈D〉κµ)2 − b(t)〈D〉µa(x)〈D〉µ
−b(t)〈D〉µOp(a1)〈D〉µ +R
= A2 − b(t)〈D〉µa〈D〉µ − b(t)〈D〉µOp(a1)〈D〉µ +R
(4.1)
with A = Dt − iθ〈D〉κµ where R = b(t)〈D〉µOp(q + r)〈D〉µ with q(x, ξ) ∈
S
〈s〉
δ (〈ξ〉−2+2κµ ) and r(x, ξ) ∈ S(s)0,0(e−c〈ξ〉
1/s
µ ) with some c > 0 and
a1(t, x, ξ) = (τ − θt)Dxa(x)∂ξ〈ξ〉κµ.
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In order to prove Theorem 1.1 we derive an apriori estimate for P ♯. We now
introduce the energy:
E(u) = ‖Op(e−Λ)Au‖2 + Re (b(t)a(·)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)
+‖〈D〉κµOp(e−Λ)u‖2
with Λ(t, x, ξ) defined by (2.3) where it is clear that
(4.2) E(u) ≥ ‖Op(e−Λ)Au‖2 + ‖〈D〉κµOp(e−Λ)u‖2.
It is easy to check that
d
dt
‖Op(e−Λ)Au‖2 = −2Re (Op(Λ′e−Λ)Au,Op(e−Λ)Au)
−2θRe (Op(e−Λ)〈D〉κµAu,Op(e−Λ)Au)
−2Im (Op(e−Λ)〈D〉µb(t)a〈D〉µu,Op(e−Λ)Au)
−2Im (Op(e−Λ)〈D〉µb(t)Op(a1)〈D〉µu,Op(e−Λ)Au)
+2Im (Op(e−Λ)Ru,Op(e−Λ)Au)− 2Im (Op(e−Λ)P ♯u,Op(e−Λ)Au)
(4.3)
where Λ′ = ∂tΛ. We have also
d
dt
‖〈D〉κµOp(e−Λ)u‖2 = −2Re (〈D〉κµOp(Λ′e−Λ)u, 〈D〉κµOp(e−Λ)u)
−2Im (〈D〉κµOp(e−Λ)Au, 〈D〉κµOp(e−Λ)u)
−2θRe (〈D〉κµOp(e−Λ)〈D〉κµu, 〈D〉κµOp(e−Λ)u).
(4.4)
On the other hand we have
d
dt
Re (b(t)aOp(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)
= Re (b′(t)a(·)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)
−2Re (b(t)a(·)Op(Λ′e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)
−2Im (b(t)a(·)Op(e−Λ)A〈D〉µu,Op(e−Λ)〈D〉µu)
−2θRe (b(t)a(·)Op(e−Λ)〈D〉1+κµ u,Op(e−Λ)〈D〉µu).
(4.5)
We denote
E1 = Re (b(t)a(·)Op(e−Λ)〈D〉1+κµ u,Op(e−Λ)〈D〉µu)
+ Re (〈D〉κµOp(e−Λ)〈D〉κµu, 〈D〉κµOp(e−Λ)u),
E2 = Re (Op(e−Λ)〈D〉κµAu,Op(e−Λ)Au)
and
H = Im{(Op(e−Λ)〈D〉µb(t)a〈D〉µu,Op(e−Λ)Au)
+ (b(t)aOp(e−Λ)A〈D〉µu,Op(e−Λ)〈D〉µu)
}
,
K = −2Re{(b(t)aOp(Λ′e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)
+ (〈D〉κµOp(Λ′e−Λ)u, 〈D〉κµOp(e−Λ)u)
}
+ Re (b′(t)aOp(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu).
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Then one can write
dE/dt = −2θE1 − 2θE2 − 2H+K
−2Re (Op(Λ′e−Λ)Au,Op(e−Λ)Au)
−2Im (〈D〉κµOp(e−Λ)Au, 〈D〉κµOp(e−Λ)u)
−2Im (Op(e−Λ)〈D〉µb(t)Op(a1)〈D〉µu,Op(e−Λ)Au)
+2Im (Op(e−Λ)Ru,Op(e−Λ)Au)− 2Im (Op(e−Λ)P ♯u,Op(e−Λ)Au).
(4.6)
In estimating dE/dt, a term which is bounded by
(4.7) Cµǫ
(‖〈D〉3κ/2µ Op(e−Λ)u‖2 + ‖〈D〉κ/2µ Op(e−Λ)Au‖2)
with some ǫ > 0 and C > 0 is irrelevant, choosing µ > 0 small (see Lemmas 4.2
and 4.6 below) then we write
A  B
if the inequality A ≤ B holds modulo terms bounded by (4.7). If A = B holds
modulo terms bounded by (4.7) we denote A ≃ B.
We start with estimating E1.
Lemma 4.1. We have
E1 ≃ Re
(
b(t)Op(φ〈ξ〉κµ)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu
)
≃ ‖Op(
√
b(t)
√
φ〈ξ〉κ/2µ )Op(e−Λ)〈D〉µu‖2.
Proof. Note that 〈ξ〉κµ ∈ Sφ(〈ξ〉κµ) ∩ S〈s〉δ (〈ξ〉κµ). From Proposition 3.3 taking N
large, one can write
e−Λ#〈ξ〉κµ = (〈ξ〉κµ + a1 + a2)e−Λ + qe−Λ + r, r ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ)
where aj ∈ Sφ(〈ξ〉κ−j+κ˜jµ φ−j/2) ∩ S〈s〉δ (〈ξ〉κ−(κ−κ˜)jµ ) by Proposition 3.3 and
Lemma 2.13 and q ∈ S〈s〉δ (〈ξ〉−Mµ ) where s¯κ˜ < 1, κ¯ > κ˜ and a1 is pure imaginary.
Thanks to Lemma 3.4 one can write
(〈ξ〉κµ + a1 + a2)e−Λ = (〈ξ〉κµ + A1 +A2)#e−Λ + q′e−Λ + r′
where q′ and r′ enjoy the same properties as q and r and hence
(4.8) e−Λ#〈ξ〉κµ = (〈ξ〉κµ +A1 +A2)#e−Λ + q˜e−Λ + r˜
where Aj ∈ Sφ(〈ξ〉κ+κ˜j−jµ φ−j/2) and that q˜ ∈ S〈s〉δ (〈ξ〉−Mµ ), r˜ ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ)
with possibly different s¯, κ¯ such that s¯κ˜ < 1 and κ¯ > κ˜. Note that A1 is pure
imaginary and then
(4.9) a#(〈ξ〉κµ +A1 +A2) = a〈ξ〉κµ + A˜1 + A˜2
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where A˜1 ∈ Sφ(〈ξ〉κ+κ˜−1µ
√
φ) is pure imaginary and A˜2 ∈ Sδ(〈ξ〉κ+2κ˜−2µ ) because
a ∈ Sφ(φ). Therefore from (4.8) and (4.9) one can write
a#e−Λ#〈ξ〉κµ = Q#e−Λ + a#(q˜e−Λ + r˜), r˜ ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ)
with s¯κ˜ < 1 and κ¯ > κ˜ where
ReQ− a(x)〈ξ〉κµ ∈ Sδ(〈ξ〉−2+κ+2κ˜µ ) ⊂ µ2(κ−κ˜)Sδ(〈ξ〉−2+3κµ )
since A˜1 is pure imaginary. Therefore taking Lemma 3.1 and Corollary 3.5 into
account one has
Re(aOp(e−Λ)〈D〉1+κµ u,Op(e−Λ)〈D〉µu)
≃ Re(Op(a〈ξ〉κµ)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu).
(4.10)
On the other hand, thanks to Lemmas 3.2 and 3.3 one has
|(aOp(q˜e−Λ + r˜)〈D〉µu,Op(e−Λ)〈D〉µu)| ≤ Cµ‖Op(e−Λ)u‖2
choosing M ≥ 2. From (4.8) one obtains
〈ξ〉2κµ #e−Λ#〈ξ〉κµ = (〈ξ〉3κµ + A˜1 + A˜2)#e−Λ + 〈ξ〉2κµ #(q˜e−Λ + r˜)
where A˜1 ∈ Sδ(〈ξ〉2κ+κ˜µ ) is pure imaginary and A˜2 ∈ Sδ(〈ξ〉κ+2κ˜µ ) ⊂ µ2(κ−κ˜)Sδ(〈ξ〉3κµ )
because κ+ δ = 1 and φ−j/2 ∈ Sφ(〈ξ〉jδµ ). Therefore
Re (〈D〉κµOp(e−Λ)〈D〉κµu, 〈D〉κµOp(e−Λ)u) ≃ ‖〈D〉3κ/2µ Op(e−Λ)u‖2.
Repeating the same arguments proving (4.8) one can write
e−Λ#〈ξ〉−1µ = (〈ξ〉−1µ +A1)#e−Λ + q˜e−Λ + r˜
where A1 ∈ Sφ(〈ξ〉κ˜−2µ φ−1/2) ⊂ Sδ(〈ξ〉κ˜−2+δµ ). Thus we have
‖〈D〉3κ/2µ Op(e−Λ)u‖ = ‖〈D〉3κ/2µ Op(e−Λ)〈D〉−1µ 〈D〉µu‖
≃ ‖〈D〉3κ/2−1µ Op(e−Λ)〈D〉µu‖ = Re (〈D〉3κ−2µ Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)
because 〈ξ〉3κ/2µ #A1 ∈ Sδ(〈ξ〉κ/2+κ˜−1µ ) ⊂ µκ−κ˜Sδ(〈ξ〉3κ/2−1µ ). Since 3κ − 2 =
−2δ + κ and a(x)〈ξ〉κµ + 〈ξ〉−2δ+κµ = (a(x) + 〈ξ〉−2δµ )〈ξ〉κµ = φ〈ξ〉κµ we have the
first assertion.
To prove the second assertion we note
(φ1/2〈ξ〉κ/2µ )#(φ1/2〈ξ〉κ/2µ )− φ〈ξ〉κµ ∈ Sφ(〈ξ〉−2+κµ ) ⊂ µ2κSδ(〈ξ〉−2+3κµ )
since φ1/2〈ξ〉κ/2µ ∈ Sφ(φ1/2〈ξ〉κ/2µ ) then using Corollary 3.5 we have
‖
√
b(t)Op(
√
φ〈ξ〉κ/2µ )Op(e−Λ)〈D〉µu‖2
≡ (b(t)Op(φ〈ξ〉κµ)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)
which proves the second assertion.
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Lemma 4.2. We have
E1 ≥ (1− Cµκ−κ˜)‖〈D〉3κ/2µ Op(e−Λ)u‖2.
Proof. Since 0 ≤ a(x)〈ξ〉κµ ∈ S(〈ξ〉κµ, dx2 + 〈ξ〉−2µ dξ2) then from the Fefferman-
Phong inequality it follows that
Re(Op(a〈ξ〉κµ)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)
≥ −C‖〈ξ〉κ/2−1µ Op(e−Λ)〈D〉µu‖2 ≥ −C′‖〈ξ〉κ/2µ Op(e−Λ)u‖2.
The rest of the proof is clear from Lemma 4.6.
Lemma 4.3. Assume that T ∈ Sφ(
√
φ〈ξ〉κ/2µ ) is real or pure imaginry. Then
there is C > 0 such that
‖b(t)Op(T )Op(e−Λ)〈D〉µu‖2  CE1.
Proof. Wemay assume that T is real. Note T¯#T = T 2+R withR ∈ Sφ(〈ξ〉−2+κµ ) ⊂
µ2κSδ(〈ξ〉−2+3κµ ) and by Corollary 3.5 one has
(Op(R)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu) ≃ 0.
Write Cφ〈ξ〉κµ − T 2 = Cq2 with q = 〈ξ〉κ/2µ
√
φ
√
1− C−1T 2〈ξ〉−κµ φ−1 where
q ∈ Sφ(〈ξ〉κ/2µ
√
φ) if we take a large C > 0. Since φ ∈ Sφ(φ) we have
q#q − q2 = r ∈ Sφ(〈ξ〉κ−2µ ) ⊂ µ2κSδ(〈ξ〉−2+3κµ )
and |(Op(r)Op(e−Λ)〈D〉µ,Op(e−Λ)〈D〉µ)| ≃ 0 by Corollary 3.5. The rest of the
proof is clear.
Proposition 4.1. There exists C > 0 such that
|H|  Cµκ−κ˜E1.
Proof. We first write
H = Im (b(t)Op(e−Λ)A〈D〉µu, [a,Op(e−Λ)]〈D〉µu)
+Im (b(t)[Op(e−Λ), 〈D〉µ]a〈D〉µu,Op(e−Λ)Au)
+Im (b(t)Op(e−Λ)a〈D〉µu, [〈D〉µ,Op(e−Λ)]Au)
= ImH1 + ImH2 + ImH3
because 〈D〉µA = A〈D〉µ. Then to prove the proposition it suffices to prove
there is C > 0 such that
(4.11) |ImHj |  Cµκ−κ˜E1
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with some C > 0 for j = 1, 2, 3. We first study
H1 = (b(t)Op(e−Λ)A〈D〉µu, [a,Op(e−Λ)]〈D〉µu).
From Proposition 3.3 and Lemma 3.4 one can write
(4.12) e−Λ#a− a#e−Λ = (B1 +B2)#e−Λ + qe−Λ + r
where q ∈ S〈s〉δ (〈ξ〉−Mµ ) and r ∈ S〈s¯〉0,0(e−c〈ξ〉
κ¯
µ) with s¯κ˜ < 1 and κ¯ > κ˜. Note that
Bj ∈ Sφ(φ1−j/2〈ξ〉κ˜j−jµ ) ∩ S〈s〉δ (1) since a ∈ Sφ(φ) ∩ S〈s〉δ (1). Note that
|(Op(e−Λ)A〈D〉µu,Op(B2)Op(e−Λ)〈D〉µu)|
≤ ‖〈D〉−1+κ/2µ Op(e−Λ)〈D〉µAu‖‖〈D〉1−κ/2µ Op(B2)Op(e−Λ)〈D〉µu‖ ≃ 0
by Corollary 3.5 because B2 ∈ Sφ(〈ξ〉2κ˜−2µ ) ⊂ µ2(κ−κ˜)Sδ(〈ξ〉2κ−2µ ). Noting that
〈ξ〉1−κ/2µ #B1 ∈ Sφ(
√
φ〈ξ〉κ˜−κ/2µ ) ⊂ µκ−κ˜Sφ(
√
φ〈ξ〉κ/2µ ) from Lemma 4.3 one has
‖b(t)〈D〉µOp(B1)Op(e−Λ)〈D〉µu‖2  Cµ2(κ−κ˜)E1
with some C > 0. Therefore (4.11) for j = 1 is proved. We turn to study
H2 = (b(t)[Op(e−Λ), 〈D〉µ]a〈D〉µu,Op(e−Λ)Au)
= (b(t)〈D〉−κ/2µ [Op(e−Λ), 〈D〉µ]a〈D〉µu, 〈D〉κ/2µ Op(e−Λ)Au)
where the right-hand side is estimated by
C‖〈D〉κ/2−ǫµ Op(e−Λ)Au‖2 + C‖b(t)〈D〉−κ/2+ǫµ [Op(e−Λ), 〈D〉µ]a〈D〉µu‖2
where ǫ = (κ − κ˜)/2. We now estimate ‖b(t)〈D〉−κ/2µ [Op(e−Λ), 〈D〉µ]a〈D〉µu‖.
Taking N large so that (κ − κ˜)N > M + 1 in Proposition 3.3 one can write
thanks to Lemma 3.4
(4.13) e−Λ#〈ξ〉µ − 〈ξ〉µ#e−Λ = (A1 +A2)#e−Λ + qe−Λ +R
where Aj ∈ Sφ(〈ξ〉κ˜j+1−jµ φ−j/2) ∩ S〈s〉δ (〈ξ〉1−(κ−κ˜)jµ ), q ∈ S〈s〉δ (〈ξ〉−Mµ ) and R ∈
S
〈s¯〉
0,0(e
−c〈ξ〉κ¯µ) with s¯κ˜ < 1, κ¯ > κ˜. It follows from Lemmas 3.2 and 3.3 that
‖〈D〉−κ/2+ǫµ Op(qe−Λ + R)a〈D〉µu‖ ≃ 0. From (4.12) one can write e−Λ#a =(
a+B1 +B2)#e
−Λ + qe−Λ + r then
(A1 +A2)#e
−Λ#a = (A˜1 + A˜2)#e
−Λ + (A1 +A2)#(qe
−Λ + r)
where A˜j ∈ Sφ(φ1−j/2〈ξ〉κ˜j+1−jµ ). It follows from Lemma 3.3 and Lemma 3.2
that
‖〈D〉−κ/2+ǫµ Op(A1 +A2)Op(qe−Λ + r)a〈D〉µu‖ ≃ 0.
Since 〈ξ〉−κ/2+ǫµ #A˜2 ∈ Sδ(〈ξ〉3κ˜/2µ ) ⊂ µ3ǫSδ(〈ξ〉3κ/2−1µ ) then from Corollary 3.5
we have
‖b(t)〈D〉−κ/2µ Op(A˜2)Op(e−Λ)〈D〉µu‖ ≃ 0.
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It remains to estimate ‖b(t)〈D〉−κ/2+ǫµ Op(A˜1)Op(e−Λ)〈D〉µu‖. Since 〈ξ〉−κ/2+ǫµ #A˜1 ∈
Sφ(φ
1/2〈ξ〉−κ˜/2µ ) ⊂ µǫSφ(φ1/2〈ξ〉κ/2µ ) we conclude (4.11) for j = 2 from Lemma
4.3. We finally consider ImH3. From (4.13) one can write
[Op(e−Λ), 〈D〉µ] = Op(A1 +A2)Op(e−Λ) + Op(qe−Λ +R).
Thanks to Lemmas 3.2 and 3.3 one has
|(Op(e−Λ)a〈D〉µu,Op(qe−Λ +R)Au)|
≤ ‖〈D〉−1µ Op(e−Λ)a〈D〉µu‖‖〈D〉µOp(qe−Λ +R)Au‖ ≃ 0.
Write
(b(t)Op(e−Λ)a〈D〉µu,Op(A1 +A2)Op(e−Λ)Au)
= (b(t)[Op(e−Λ), a]〈D〉µu,Op(A1 +A2)Op(e−Λ)Au)
+(b(t)aOp(e−Λ)〈D〉µu,Op(A1 +A2)Op(e−Λ)Au).
It is clear from Corollary 3.5 that
|b(t)aOp(e−Λ)〈D〉µu,Op(A2)Op(e−Λ)Au)|
≤ ‖b(t)〈D〉−κ/2µ Op(A¯2)aOp(e−Λ)〈D〉µu‖‖〈D〉κ/2µ Op(e−Λ)Au‖ ≃ 0
because 〈ξ〉−κ/2µ #A¯2#a ∈ Sδ(〈ξ〉κ˜−κ/2−1µ ) ⊂ µκ−κ˜Sδ(〈ξ〉3κ/2−1µ ). Note that
2(b(t)aOp(e−Λ)〈D〉µu,Op(A1)Op(e−Λ)Au)
≤ ‖b(t)〈D〉−κ/2+ǫµ Op(A¯1)aOp(e−Λ)〈D〉µu‖2 + ‖〈D〉−κ/2−ǫµ Op(e−Λ)Au‖2.
Since 〈ξ〉−κ/2+ǫµ A¯1#a ∈ Sφ(
√
φ〈ξ〉κ˜−κ/2+ǫµ ) ⊂ µǫSφ(
√
φ〈ξ〉κ/2µ ) one can conclude
from Lemma 4.3
(b(t)aOp(e−Λ)〈D〉µu,Op(A1 +A2)Op(e−Λ)Au)  Cµκ−κ˜E
with some C > 0. Using (4.12) we see that
∣∣([Op(e−Λ), a]〈D〉µu,Op(A1 +A2)Op(e−Λ)Au)∣∣ ≃ 0
in virtue of Lemmas 3.2 and 3.3 and Corollary 3.5. Thus we get (4.11) for
j = 3.
Proposition 4.2. We have
K  Cµ3κ/2−κ˜E1
with some C > 0.
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Since Λ′ = ∂tΛ ∈ Sφ(
√
φ〈ξ〉1−κµ ) ∩ S〈s〉δ (〈ξ〉1−κµ ) by Lemma 2.14 applying
Lemma 3.4 we get
(4.14) Λ′e−Λ = (Λ′ + λ1 + λ2)#e
−Λ + qe−Λ + r
with λj ∈ Sφ(φ−(j−1)/2〈ξ〉−(j−1)−κ+κ˜jµ ) ∩ S〈s〉δ (〈ξ〉1−κ−(κ−κ˜)jµ ), j = 1, 2 and q ∈
S
〈s〉
δ (〈ξ〉−Mµ ), r ∈ S〈s¯〉0,0(e−c〈ξ〉
κ¯
µ) with s¯κ˜ < 1, κ¯ > κ˜. Note that λ1 is pure
imaginary. Since a ∈ Sφ(φ) one can write
a#(Λ′ + λ1 + λ2) = aΛ
′ +Q1 +Q2
where Qj ∈ Sφ(φ(3−j)/2〈ξ〉−(j−1)−κ+κ˜jµ ) and Q1 is pure imaginary. Note that
(aOp(qe−Λ + r)〈D〉µu,Op(e−Λ)〈D〉µu) ≃ 0 by Lemmas 3.3 and 3.2 therefore
one has
Re (b(t)aOp(Λ′e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)
≃ (Op(b(t)aΛ′)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)
+ Re (Op(b(t)Q2)Op(e
−Λ)〈D〉µu,Op(e−Λ)〈D〉µu).
(4.15)
Using (4.14) one has (〈D〉κµOp(Λ′e−Λ)u, 〈D〉κµOp(e−Λ)u) ≃ (〈D〉2κ−1µ Op(Λ′ +
λ1 + λ2)Op(e
−Λ)u, 〈D〉µOp(e−Λ)u). By (4.13) we see
(〈D〉2κ−1µ Op(Λ′ + λ1 + λ2)Op(e−Λ)u, [〈D〉µ,Op(e−Λ)]u)
≃ (〈D〉2κ−1µ Op(Λ′ + λ1 + λ2)Op(e−Λ)u,Op(A1 +A2)Op(e−Λ)u) ≃ 0
since (A¯1+A¯2)#〈ξ〉2κ−1µ #(Λ′+λ1+λ2) ∈ Sφ(〈ξ〉κ+κ˜µ ) ⊂ µ2κ−κ˜Sδ(〈ξ〉3κµ ) because
Λ′ ∈ Sφ(
√
φ〈ξ〉δµ) by Lemma 2.14 and λj ∈ Sφ(φ−(j−1)/2〈ξ〉−κ+κ˜jµ ) and Aj ∈
Sφ(〈ξ〉κ˜j+1−jµ φ−j/2). Thus one has
(〈D〉κµOp(Λ′e−Λ)u, 〈D〉κµOp(e−Λ)u)
≃ (〈D〉2κ−1µ Op(Λ′ + λ1 + λ2)e−Λu,Op(e−Λ)〈D〉µu).
(4.16)
Repeating the same argument one has
(〈D〉2κ−1µ Op(Λ′ + λ1 + λ2)〈D〉−1µ [〈D〉µ,Op(e−Λ)]u,Op(e−Λ)〈D〉µu) ≃ 0
and hence
(〈D〉κµOp(Λ′e−Λ)u, 〈D〉κµOp(e−Λ)u)
≃ (〈D〉2κ−1µ Op(Λ′ + λ1 + λ2)〈D〉−1µ Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu).
Since 〈ξ〉2κ−1µ #(Λ′ + λ1 + λ2)#〈ξ〉−1µ − 〈ξ〉2κ−2µ Λ′ ∈ Sδ(〈ξ〉−2+κ+κ˜µ ) which is
contained in µ2κ−κ˜Sδ(〈ξ〉−2+3κµ ) we obtain
(〈D〉κµOp(Λ′e−Λ)u, 〈D〉κµOp(e−Λ)u)
≃ (Op(Λ′〈ξ〉2κ−2µ )Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu).
(4.17)
We now study the sum:
(Op(b(t)aΛ′)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)
+(Op(Λ′〈ξ〉2κ−2µ )Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu).
Noting
b(t)a(x)Λ′ + 〈ξ〉2κ−2µ Λ′ =
|b′(t)|φ (b(t)a(x) + 〈ξ〉−2δµ )
b(t)φ+ 〈ξ〉−2δµ
we write
∆ = 2
(
b(t)a(x)Λ′ + 〈ξ〉2κ−2µ Λ′
)− b′(t)a(x) = F
b(t)φ(x, ξ) + 〈ξ〉−2δµ
where
F = 2|b′(t)|φ (b(t)a(x) + 〈ξ〉−2δµ )− b′(t)a(x)b(t)φ − 〈ξ〉−2δµ b′(t)a(x)
= |b′(t)|φ (b(t)a(x) + 〈ξ〉−2δµ )
+
{
|b′(t)|b(t)a(x)φ + |b′(t)|φ 〈ξ〉−2δµ − b′(t)b(t)a(x)φ − b′(t)a(x)〈ξ〉−2δµ
}
≥ |b′(t)|φ (b(t)a(x) + 〈ξ〉−2δµ )
since φ ≥ a(x). Therefore there exists c > 0 such that
F
b(t)φ+ 〈ξ〉−2δµ
≥ |b
′(t)|φ (b(t)a(x) + 〈ξ〉−2δµ )
b(t)φ+ 〈ξ〉−2δµ
=
|b′(t)|φ (b(t)a(x) + 〈ξ〉−2δµ )
b(t)a(x) + (b(t) + 1)〈ξ〉−2δµ
≥ c |b′(t)|φ
because 0 ≤ b(t) ≤ C. On the other hand it is clear that F ≤ 3 |b′(t)|φ (b(t)φ +
〈ξ〉−2δµ ) for a(x) ≤ φ and hence
c |b′(t)|φ ≤ F
b(t)φ+ 〈ξ〉−2δµ
≤ 3 |b′(t)|φ.
Lemma 4.4. We have
( |b′(t)|−1φ−1F
b(t)φ+ 〈ξ〉−2δµ
)1/2
∈ Sφ(1)
uniformly in t with |b′(t)| 6= 0. That is, for any k, l there exists Ckl such that
∣∣∣∂kx∂lξ
( |b′(t)|−1φ−1F
b(t)φ+ 〈ξ〉−2δµ
)1/2∣∣∣ ≤ Cklφ−k/2〈ξ〉−lµ
for any t ∈ [0, T ] with b′(t) 6= 0.
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Proof. Assume b′(t) 6= 0. Set A = |b′(t)|−1 and B = b(t). We first note that
|∂kx∂lξ(Bφ + 〈ξ〉−2δµ )| ≤ Ckl(Bφ + 〈ξ〉−2δµ )φ−k/2〈ξ〉−lµ
because φ, 〈ξ〉−2δµ ∈ S(φ, g) from which it follows that
|∂kx∂lξ(Bφ+ 〈ξ〉−2δµ )−1| ≤ Ckl(Bφ+ 〈ξ〉−2δµ )−1φ−k/2〈ξ〉−lµ .
Since
Aφ−1F = 2(Ba(x) + 〈ξ〉−2δµ )−
b′(t)
|b′(t)|
(
Ba(x) + φ−1a〈ξ〉−2δµ
)
and a(x) ∈ S(φ, g) it is easy to see
|∂kx∂lξAφ−1F | ≤ Ckl(Bφ + 〈ξ〉−2δµ )φ−k/2〈ξ〉−lµ .
Therefore we conclude that
(4.18) |∂kx∂lξ
(
Aφ−1F/(Bφ+ 〈ξ〉−2δµ )
)| ≤ Cklφ−k/2〈ξ〉−lµ
where Ckl is independent of A and B. Since c ≤ Aφ−1F/(Bφ+ 〈ξ〉−2δµ ) ≤ 3 the
proof follows from (4.18).
Define Γ by
Γ =


|b′(t)|1/2φ1/2
( |b′(t)|−1φ−1F
b(t)φ + 〈ξ〉−2δµ
)1/2
if b′(t) 6= 0
0 if b′(t) = 0
then thanks to Lemma 4.4 we have Γ ∈ Sφ(
√
φ) uniformly in t. Since ∆ = Γ2
we can write
∆ = Γ#Γ+R
where R ∈ Sφ(〈ξ〉−2µ ) uniformly in t from which one has
(Op(∆)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu) ≥ −C‖〈D〉−1µ Op(e−Λ)〈D〉µu‖2
which proves
−2(Op(b(t)aΛ′ + 〈ξ〉2κ−2µ Λ′)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)
+Re (b′(t)aOp(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)  0.
(4.19)
We get back to estimate the second term on the right-hand side of (4.15)
which is estimated as
|(Op(b(t)Q2)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu)|
≤ C(‖b(t)〈D〉1−κ˜µ Op(Q2)Op(e−Λ)〈D〉µu‖2 + ‖〈D〉−1+κ˜µ Op(e−Λ)〈D〉µu‖2).
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Since 〈ξ〉1−κ˜µ #Q2 ∈ Sφ(
√
φ〈ξ〉−κ+κ˜µ ) ⊂ µ3κ/2−κ˜Sφ(
√
φ〈ξ〉κ/2µ ) then from Lemma
4.3 it follows that
(4.20) Re (Op(b(t)Q2)e
−Λ〈D〉µu, e−Λ〈D〉µu)  Cµ3κ/2−κ˜E1
with some C > 0. We end the proof of Proposition 4.2 combining (4.15), (4.17),
(4.19) and (4.20).
Lemma 4.5. There exists C > 0 such that
(Op(Λ′)Op(e−Λ)u,Op(e−Λ)u) ≥ −Cµκ‖Op(e−Λ)u‖2.
Proof. Recall Λ′ ∈ Sφ(φ1/2〈ξ〉δµ) by Lemma 2.14. Since h =
(
sup g/gσ
)1/2
=
φ−1/2〈ξ〉−1µ ≤ µκφ−1/2〈ξ〉−δµ by (2.14) then we see that µ−κΛ′ ∈ Sφ(1/h) hence
the sharp G˚arding inequality (see [5, Theorem 18.6.2]) proves the assertion.
Lemma 4.6. There exists C > 0 such that
Re(Op(Λ′e−Λ)Au,Op(e−Λ)Au) ≥ −Cµκ−κ˜‖Op(e−Λ)Au‖2,(4.21)
E2 ≥ (1 − Cµκ−κ˜) ‖〈D〉κ/2µ Op(e−Λ)Au‖2,(4.22)
Re(〈D〉κµOp(e−Λ)〈D〉κµu, 〈D〉κµOp(e−Λ)u)(4.23)
≥ (1− Cµκ−κ˜) ‖〈D〉3κ/2µ Op(e−Λ)u‖2.
Proof. From (4.14) one has
Λ′e−Λ = (Λ′ + λ)#e−Λ + qe−Λ + r, λ ∈ Sφ(〈ξ〉−κ+κ˜µ )
where q ∈ S〈s〉δ (〈ξ〉−Mµ ) and r ∈ S〈s¯〉0,0(e−c〈ξ〉
κ¯
µ) with s¯κ˜ < 1, κ¯ > κ˜. Noting
λ ∈ µκ−κ˜Sδ(1) then (4.21) follows from Lemma 4.5 and Lemmas 3.2 and 3.3.
We next consider E2 = Re (Op(e−Λ)〈D〉κµAu,Op(e−Λ)Au). From the same
arguments proving (4.13) one can write
e−Λ#〈ξ〉κµ = (〈ξ〉κµ +A1)#e−Λ + qe−Λ +R
whereA1 ∈ Sφ(〈ξ〉κ−1+κ˜µ φ−1/2) ⊂ Sδ(〈ξ〉κ˜µ) ⊂ µκ−κ˜Sδ(〈ξ〉κµ) and q ∈ S〈s〉δ (〈ξ〉−Mµ )
and R ∈ S〈s¯〉0,0(e−c〈ξ〉
κ¯
µ) with s¯κ˜ < 1, κ¯ > κ˜. Noting
Re (Op(〈ξ〉κµ +A1)Op(e−Λ)Au,Op(e−Λ)Au) ≥ (〈D〉κµOp(e−Λ)Au,Op(e−Λ)Au)
−∣∣Re (Op(A1)Op(e−Λ)Au,Op(e−Λ)Au)∣∣ ≥ (1− Cµκ−κ˜)‖〈D〉κ/2µ Op(e−Λ)Au‖2
and applying Lemmas 3.3 and 3.2 to Op(qe−Λ+ r) we conclude (4.22). The last
assertion is proved similarly.
Proposition 4.3. We have∣∣2Im (b(t)Op(e−Λ)〈D〉µOp(a1)〈D〉µu,Op(e−Λ)Au)∣∣  τ√c∗(E1 + E2)
where
(4.24) c∗ = 2 sup
t∈[0,T ]
b(t) sup
x∈R
∂2xa(x).
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Proof. Recalling (4.13) and taking Lemmas 3.2 and 3.3 into account we see
‖〈D〉−κ/2µ Op(e−Λ)〈D〉µOp(a1)〈D〉µu‖2
≃ ‖〈D〉−κ/2µ Op(〈ξ〉µ +A1 +A2)Op(e−Λ)Op(a1)〈D〉µu‖2.
because a1 = (τ − θt)Dxa∂ξ〈ξ〉κµ ∈ Sφ(φ1/2〈ξ〉κ−1µ ) ∩ S〈s〉δ (〈ξ〉κ−1µ ). From Propo-
sition 3.3 and Lemma 3.4 we have
(4.25) a1#e
−Λ − e−Λ#a1 = (b1 + b2)#e−Λ + qe−Λ +R
where bj ∈ Sφ(φ(1−j)/2〈ξ〉κ˜j+κ−1−jµ ) ∩ S〈s〉δ (〈ξ〉−(κ−κ˜)jµ ) and q ∈ S〈s〉δ (〈ξ〉−Mµ ),
R ∈ S〈s¯〉0,0(e−c〈ξ〉
κ¯
µ) with s¯κ˜ < 1, κ¯ > κ˜. Repeating the same arguments as before
we conclude that
‖〈D〉−κ/2µ Op(e−Λ)〈D〉µOp(a1)〈D〉µu‖2
≃ ‖〈D〉−κ/2µ Op(〈ξ〉µ +A1 +A2)Op(a1 + b1 + b2)Op(e−Λ)〈D〉µu‖2.
Since bj ∈ Sφ(φ(1−j)/2〈ξ〉κ˜j+κ−1−jµ ) and Aj ∈ Sφ(φ−j/2〈ξ〉κ˜j+1−jµ ) one has
〈ξ〉−κ/2µ #(〈ξ〉µ +A1 +A2)#(a1 + b1 + b2) = 〈ξ〉1−κ/2µ a1 +B
with B ∈ Sδ(〈ξ〉κ/2+κ˜−1µ ) ⊂ µκ−κ˜Sδ(〈ξ〉−1+3κ/2µ and ‖Op(B)Op(e−Λ)〈D〉µu‖2 ≃
0 in virtue of Corollary 3.5. Noticing 〈ξ〉1−κ/2µ a1 ∈ Sφ(
√
φ〈ξ〉κ/2µ ) and hence
(〈ξ〉1−κ/2µ a1)#(〈ξ〉1−κ/2µ a1)− 〈ξ〉2−κµ a21 ∈ Sφ(〈ξ〉κ−2µ ) we have
‖b(t)Op(〈ξ〉1−κ/2µ a1)Op(e−Λ)〈D〉µu‖2
≃ (Op(b(t)2〈ξ〉2−κµ a21)Op(e−Λ)〈D〉µu,Op(e−Λ)〈D〉µu).
Note that τ2c∗〈ξ〉κµa(x) ≥ b(t)〈ξ〉2−κµ a21 = b(t)〈ξ〉2−κµ ((τ − θt)∂xa(x)∂ξ〈ξ〉κµ)2
because |∂ξ〈ξ〉κµ| ≤ 〈ξ〉κ−1µ and c∗a(x) ≥ b(t)(∂xa(x))2 for (t, x) ∈ [0, T ] × R
by Glaeser’s inequality. Since 0 ≤ τ2c∗〈ξ〉κµφ − b(t)〈ξ〉2−κµ a21 ∈ S(〈ξ〉κµ, dx2 +
〈ξ〉−2µ dξ2) then from the Fefferman-Phong inequality it follows that
τ2c∗Re
(
b(t)Op(φ〈ξ〉κµ)w,w
) − (Op(b(t)2〈ξ〉2−κµ a21)w,w)
≥ −C‖〈ξ〉κ/2−1µ w‖2 ≃ 0
where w = Op(e−Λ)〈D〉µu. Thanks to Lemmas 4.1 and 4.6 one has
∣∣2Im (b(t)Op(e−Λ)〈D〉µa1〈D〉µu,Op(e−Λ)Au)∣∣
≤ (τ
√
c∗)−1‖b(t)〈D〉−κ/2µ Op(e−Λ)〈D〉µOp(a1)〈D〉µu‖2
+τ
√
c∗‖〈D〉κ/2µ Op(e−Λ)Au‖2  τ
√
c∗(E1 + E2)
which proves the assertion.
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We study R in (4.1). Recall R = b(t)〈D〉µOp(q + r)〈D〉µ. One has
|(Op(e−Λ)〈D〉µOp(q)〈D〉µu,Op(e−Λ)Au)|
≤ C‖〈D〉1−κ/2µ Op(e−Λ)Op(q)〈D〉µu‖‖〈D〉κ/2µ Op(e−Λ)Au‖.
From Corollary 3.3 one can write e−Λ#q = c e−Λ + r˜ with c ∈ S〈s〉δ (〈ξ〉−2+2κµ )
and r˜ ∈ S〈s¯〉0,0(e−c〈ξ〉
κ¯
µ) with s¯κ˜ < 1, κ¯ > κ˜. Recalling c ∈ µκ−κ˜Sδ(〈ξ〉3κ−2µ ) thanks
to Lemmas 3.2 and 3.3 one concludes that the right hand-side is ≃ 0. On the
other hand note that
|(Op(e−Λ)〈D〉µOp(r)〈D〉µu,Op(e−Λ)Au)|
≤ C‖〈D〉µOp(r)〈D〉µu‖‖Op(e−Λ)Au‖
since e−Λ ∈ Sδ(1) by Lemma 2.15. We apply Lemma 3.2 to conclude that the
right-hand side is ≃ 0. In conclusion we have
(4.26) |(Op(e−Λ)Op(R)u,Op(e−Λ)Au)| ≃ 0.
Finally we note that
−2Im (〈D〉κµOp(e−Λ)Au, 〈D〉κµOp(e−Λ)u)
≤ ‖〈D〉3κ/2µ Op(e−Λ)u‖2 + ‖〈ξ〉κ/2µ Op(e−Λ)Au‖2  E1 + E2
and
−2Im (Op(e−Λ)P ♯u,Op(e−Λ)Au) ≤ ‖Op(e−Λ)P ♯u‖2 + E
by (4.2). From (4.6) and Propositions 4.1, 4.2 and 4.3 and Lemma 4.6 we
conclude that
(4.27)
dE
dt
≤ −(2θ − τ
√
c∗ − 1− Cµǫ)(E1 + E2) + E + ‖Op(e−Λ)P ♯u‖2
with some ǫ > 0. We now fix θ0 and µ > 0 such that
(4.28) 2θ0 > T
√
c∗ + 1, 2θ0 − T
√
c∗ − 1− Cµǫ ≥ 0.
Then from (4.27) it follows that for 0 ≤ t ≤ τ/θ0
E(u; t) ≤ eTE(u; 0) + eT
∫ t
0
‖Op(e−Λ)P ♯u‖2ds.
Since Λ(0) = 0 and E(u; 0) ≤ ‖(Dt− θ0〈D〉κµ)u(0)‖2+C‖〈D〉µu(0)‖2 this shows
that
‖〈D〉κµOp(e−Λ)u(t)‖2 + ‖Op(e−Λ)Au(t)‖2 ≤ C
{
‖〈D〉µu(0)‖2 + ‖Dtu(0)‖2
}
+C
∫ t
0
‖Op(e−Λ)Op(e(τ−θ0s)〈ξ〉κµ)P Op(e−(τ−θ0s)〈ξ〉κµ)u(s)‖2ds.
Replacing u by Op(e(τ−θ0t)〈ξ〉
κ
µ)u we obtain
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Proposition 4.4. We have
‖〈D〉κµOp(e−Λ)Op(e(τ−θ0t)〈ξ〉
κ
µ)u(t)‖2 + ‖Op(e−Λ)Op(e(τ−θ0t)〈ξ〉κµ)Au(t)‖2
≤ C
{
‖〈D〉µOp(eτ〈ξ〉
κ
µ)u(0)‖2 + ‖Op(eτ〈ξ〉κµ)Dtu(0)‖2
}
+C
∫ t
0
‖Op(e−Λ)Op(e(τ−θ0s)〈ξ〉κµ)Pu(s)‖2ds
for 0 ≤ t ≤ τ/θ0.
Lemma 4.7. For any 0 < τ ′ < τ and s ∈ R there exists C > 0 such that
‖〈D〉sµe(τ
′−θ0t)〈D〉
κ
µu‖ ≤ C‖〈D〉sµOp(e−Λ)e(τ−θ0t)〈D〉
κ
µu‖
≤ C′‖〈D〉sµe(τ−θ0t)〈D〉
κ
µu‖
for 0 ≤ t ≤ τ ′/θ0.
Proof. Thanks to Lemma 2.16 we have e−(τ−τ
′)〈ξ〉κµ ∈ S〈s〉δ (e−c〈ξ〉
κ
µ) where 0 <
c < τ − τ ′. Denote
p = e−(τ−τ
′)〈ξ〉κµ#eΛ
then Proposition 3.4 shows that p ∈ Sδ(〈ξ〉lµ) for any l ∈ R. Repeating the
same arguments as in the proof of Lemma 3.1 we have Op(e−(τ−τ
′)〈ξ〉κµ) =
Op(p)Op(K)Op(e−Λ) since 1 = Op(eΛ)Op(K)Op(e−Λ) and hence
‖Op(e−(τ−τ ′)〈ξ〉κµ)u‖ = ‖Op(p)Op(K)Op(e−Λ)u‖ ≤ C‖Op(e−Λ)u‖
which proves the first inequality replacing u by Op(e(τ−θ0t)〈ξ〉
κ
µ)〈D〉sµu and tak-
ing Corollary 3.5 into account. On the other hand since e−Λ ∈ Sδ(1) by Lemma
2.15 the second inequality is clear from Corollary 3.5.
Thanks to Lemma 4.7 it follows from Proposition 4.4 that
Theorem 4.1. For any 0 < τ ′ < τ there exists C > 0 such that one has
1∑
j=0
‖〈D〉(1−j)κµ Op(e(τ
′−θ0t)〈ξ〉
κ
µ)Djtu(t)‖2 ≤ C
1∑
j=0
‖〈D〉1−jµ Op(eτ〈ξ〉
κ
µ)Djtu(0)‖2
+C
∫ t
0
‖Op(e(τ−θ0s)〈ξ〉κµ)Pu(s)‖2ds
for 0 ≤ t ≤ τ ′/θ0.
5 Proof of Theorem 1.1
We prove a detailed version of Theorem 1.1.
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Proposition 5.1. Assume 0 ≤ b(t) ∈ Cn,α([0, T ]) and 0 ≤ a(x) ∈ Gs(R). There
exists θ0 > 0 such that for any 1 < s < s
′ < 1+(n+α)/2 and 0 < τ (≤ T ) there
is µ > 0 such that for any uj ∈ Gs′0 (R) with finite
∑1
j=0 ‖〈D〉1−jµ Op(eτ〈ξ〉
κ
µ)uj‖2
and any 0 < τ ′ < τ there exist C > 0 and a unique u ∈ C1([0, τ ′/θ0];Gs′0 (R)),
solution to (1.2), such that
1∑
j=0
‖〈D〉(1−j)κµ Op(e(τ
′−θ0t)〈ξ〉
κ
µ)Djtu(t)‖2
≤ C
1∑
j=0
‖〈D〉1−jµ Op(eτ〈ξ〉
κ
µ)Djtu(0)‖2.
(5.1)
Moreover if ∪1j=0suppuj ⊂ {|x| ≤ R} then suppu(t, ·) ⊂ {|x| ≤ R+ cˆt}.
Proof. Take χ(x) ∈ Gs0(R) such that 0 ≤ χ(x) ≤ 1 and 1 in |x| ≤ 1 and 0 for
|x| ≥ 2. We define 0 ≤ aν(x) ∈ Gs0(R) by aν(x) = a(x)χ(νx). Then it is easy to
see that there are C > 0, A > 0 independent of 0 < ν ≤ 1 such that
|∂kxaν(x)| ≤ CAkk!s ∀x ∈ R, k = 0, 1, . . . .
Since C and A are independent of ν it can be seen that one can take θ0 and
µ verifying (4.28) which are independent of ν. Introducing a small positive
parameter ε > 0 we set
bε(t) = b(t) + ε, aν,ε(x) = aν(x) + ε
and consider Pν,ε = D
2
t − Dx(bε(t)aν,ε(x))Dx. Noting a′ν,ε(x) = a′ν(x), 0 ≤
aν(x) ≤ aν,ε(x) and b′ε(t) = b′(t), 0 ≤ b(t) ≤ bε(t) it is not difficult to examine
that Theorem 4.1 holds uniformly in 0 < ν ≤ 1 and 0 < ε ≤ ǫ0. Since Pν,ε
is strictly hyperbolic and bε(t)aν,ε(x) ≤ cˆ2 for (t, x) ∈ [0, T ] × R with cˆ > 0
independent of 0 < ε ≤ ε0 and 0 < ν ≤ 1 the Cauchy problem for Pν,ε{
Pν,εuν,ε = 0 in (t, x) ∈ [0, T ]× R,
Djtuν,ε(0, x) = uj(x) for j = 0, 1
with uj(x) ∈ Gs′0 (R) supported in |x| ≤ R has a unique solution uν,ε such that
suppuν,ε(t, ·) ⊂ {x | |x| ≤ R+ cˆt}.
From Theorem 4.1 we conclude that
sup
0≤t≤τ ′/θ0
1∑
j=0
‖〈D〉(1−j)κµ Op(e(τ
′−θ0t)〈ξ〉
κ
µ)Djtuν,ε(t)‖
is uniformly bounded in 0 < ε ≤ ε0 provided
∑1
j=0 ‖〈D〉1−jµ Op(eτ〈ξ〉
κ
µ)uj‖ is
finite. Therefore by the standard argument one can prove that there exists
uν ∈ C1([0, τ ′);Gs′0 (R)) satisfying{
D2t uν −Dx(b(t)aν(x))Dxuν = 0 in (t, x) ∈ [0, T ]× R,
Djtuν(0, x) = uj(x) for j = 0, 1
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and the energy estimate (5.1). Since Dx(b(t)aν(x))Dxuν = Dx(b(t)a(x))Dxuν
taking ν−1 > R+ cˆT then uν is a desired solution to the Cauchy problem (1.2).
It remains to prove the uniqueness. Let 0 < Tˆ < τ/θ0. Since P
∗ = P we
conclude from Proposition 5.1 that the Cauchy problem for P ∗ with reversed
time direction has a solution with finite propagation speed, that is there is µ > 0
such that for any φj(x) ∈ Gs′0 (R) with finite
∑1
j=0 ‖〈D〉1−jµ Op(e(τ+1)〈ξ〉
κ
µ)φj‖2
there exists a solution v ∈ C1([0, Tˆ ];Gs′0 (R)) to the adjoint Cauchy problem
{
P ∗v = 0 in (t, x) ∈ [0, Tˆ ]× R,
Djtv(Tˆ , x) = φj(x) for j = 0, 1
with finite propagation speed cˆ. Now assume that u ∈ C1([0, τ ′/θ0];Gs′0 (R)) is a
solution to (1.2) with uj(x) = 0 and T
′ = τ ′/θ0. Then following the Holmgren’s
arguments we have
0 =
∫ Tˆ
0
(Pu, v)dt = −i(Dtu(Tˆ ), φ0)− i(u(Tˆ ), φ1) +
∫ Tˆ
0
(u, P ∗v)dt
= −i(Dtu(Tˆ ), φ0)− i(u(Tˆ ), φ1).
Since φj are arbitraly we conclude that u(Tˆ ) = 0.
6 Appendix
In this section we give the proofs of Propositions 3.1, 3.2, 3.3 and 3.4, where
for the convenience of applications to operators of the form (1.1), the assertions
are stated in one dimensional space, while the dimension is irrelevant we prove
the statements in n dimensional space.
6.1 Composition (beψ)#e−ψ
Proposition 6.1. Assume ψ ∈ S〈s〉δ (〈ξ〉κ˜µ) and b ∈ S〈s〉δ (〈ξ〉mµ ) where 1 − δ > κ˜
and s(1− δ) < 1. Then we have
(beψ)#e−ψ = b+ b˜+R
where b˜ ∈ S〈s〉δ
(〈ξ〉m−(1−δ−κ˜)µ ) and R ∈ S(s¯)0,0(e−c〈ξ〉κ¯µ) with some s¯ > 1, κ¯ > 0,
c > 0 such that s¯κ˜ < 1 and κ¯ > κ˜.
Corollary 6.1. Assume ψ ∈ S〈s〉δ (〈ξ〉κ˜µ) where 1−δ > κ˜ and s(1−δ) < 1. Then
one has with some s˜ > 1
eψ#e−ψ − 1 ∈ S〈s˜〉δ (〈ξ〉−(1−δ−κ˜)µ ) ⊂ µ1−δ−κ˜Sδ(1).
Proof. We apply Proposition 6.1 with b = 1 to get eψ#e−ψ − 1 = r + R with
r ∈ S〈s〉δ
(〈ξ〉−(1−δ−κ˜)µ ) and R ∈ S(s¯)0,0(e−c〈ξ〉κ¯µ). We note that if R ∈ S(s¯)0,0(e−c〈ξ〉κ¯µ)
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with c > 0 then for any 0 < c′ < c and δ ≥ 0 one has R ∈ S〈s˜〉δ (e−c
′〈ξ〉κ¯µ) with
some s˜ > 1. Indeed since
e−c〈ξ〉
κ¯
µ ≤ 〈ξ〉−|α|µ 〈ξ〉−δ|α+β|µ 〈ξ〉(1+δ)|α+β|µ e−(c−c
′)〈ξ〉κ¯µe−c
′〈ξ〉κ¯µ
≤ CA|α+β|〈ξ〉−|α|µ 〈ξ〉−δ|α+β|µ |α+ β|(1+δ)(|α+β|)/κ¯e−c
′〈ξ〉κ¯µ
it follows that
|α+ β|s¯|α+β|e−c〈ξ〉κ¯µ ≤ CA|α+β|(|α+ β|s¯+(1+δ)/κ¯〈ξ〉−δµ )|α+β|〈ξ〉−|α|µ e−c′〈ξ〉κ¯µ
that is R ∈ S〈s˜〉δ (e−c
′〈ξ〉κ¯µ) with s˜ = s¯ + (1 + δ)/κ¯. Since S
〈s˜〉
δ (〈ξ〉−(1−δ−κ˜)µ ) ⊂
Sδ(〈ξ〉−(1−δ−κ˜)µ ) and 〈ξ〉−(1−δ−κ˜)µ ≤ µ1−δ−κ˜ we get the assertion.
Proof of Proposition 6.1: The idea of the proof is same as the proof of [9,
Theorem 5.1]. Consider
(beψ)#e−ψ =
∫
e−2iσ(Y,Z)b(X + Y )eψ(X+Y )−ψ(X+Z)dY dZ
= b+
∫
e−2iσ(Y,Z)b(X + Y )
(
eψ(X+Y )−ψ(X+Z) − 1)dY dZ
where Y = (y, η), Z = (z, ζ) and σ(Y, Z) = 〈η, z〉 − 〈y, ζ〉. After the change of
variables Z → Z + Y the integral on the right-hand side turns to
(6.1)
∫
e−2iσ(Y,Z)b(X + Y )(eψ(X+Y )−ψ(X+Y+Z) − 1)dY dZ.
For any small ε > 0 we choose χ(r) ∈ γ(1+ε)(R) which is 1 in |r| ≤ 1/4 and 0 for
|r| ≥ 1/2. Denoting χˆ = χ(〈η〉〈ξ〉−1µ )χ(〈ζ〉〈ξ〉−1µ ) and χ˜ = χ(|y|/6)χ(〈ξ〉δµ|z|/6)
we note that
|∂β(x,y,z)∂α(ξ,η,ζ)(χˆχ˜)| ≤ CA|α+β||α+ β|(1+ε)|α+β|〈ξ〉−|α|+δ|β|µ .
Write 1 = χ˜χˆ+ (1− χ˜)χˆ+ (1− χˆ) = χˆ0 + χˆ1 + (1− χˆ) and we first consider
(6.2)
∫
e−2iσ(Y,Z)b(X + Y )
(
eψ(X+Y )−ψ(X+Y+Z) − 1)χˆ0dY dZ.
Inserting the Taylor expansion
eψ(X+Y )−ψ(X+Y+Z) − 1 = −
∑
i
∫ 1
0
(
∂xiψ(X + Y + θZ)zi
+∂ξiψ(X + Y + θZ)ζi
)
eψ(X+Y )−ψ(X+Y+θZ)dθ
into (6.2) then after integration by parts we have∫
e−2iσ(Y,Z)b(X + Y )
(
eψ(X+Y )−ψ(X+Y+Z) − 1)χˆ0dY dZ
=
∫ 1
0
dθ
∫
e−2iσ(Y,Z)b˜(X,Y, Z)eψ(X+Y )−ψ(X+Y+θZ)dY dZ.
(6.3)
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Lemma 6.1. Notations being as above. We have
|∂β(x,y)∂α(ξ,η)b˜(X,Y, Z)| ≤ CA|α+β|(|α + β|1+ε + |α+ β|s〈ξ〉−δµ )|α+β|
×〈ξ〉κ˜µ(1 + 〈ξ〉κ˜µg1/2X (Z))〈ξ〉m−1+δµ 〈ξ〉−|α|+δ|β|µ .
Proof. Note that b˜ consists of terms such as
b˜1 = ∂
e
y∂
f
η
(
b(X + Y )∂eξ∂
f
xψ(X + Y + θZ)χˆ0
)
,
b˜2 = b(X + Y )∂
e
x∂
f
ξ ψ(X + Y + θZ)
× (∂eξ∂fxψ(X + Y )− ∂eξ∂fxψ(X + Y + θZ))χˆ0
where |e+ f | = 1. The assertion for b˜1 is easy. As for b˜2 write
∂βx∂
α
ξ
(
∂eξ∂
f
xψ(X + Y )− ∂eξ∂fxψ(X + Y + θZ)
)
=
∑
j
∫ 1
0
(
∂β+f+ejx ∂
α+e
ξ ψ(X + Y + sθZ)zj
+∂β+fx ∂
α+e+ej
ξ ψ(X + Y + sθZ)ζj
)
ds
then on the support of χˆ0 it is easy to see
|∂βx∂αξ
(
∂eξ∂
f
xψ(X + Y )− ∂eξ∂fxψ(X + Y + Z)
)|
≤ CA|α+β|+2(|α+ β|+ 2 + (|α+ β|+ 2)s〈ξ〉−δµ )|α+β|+2
×〈ξ〉κ˜µ
(〈ξ〉δ(|β+f |+1)−|α+e|µ |z|+ 〈ξ〉δ(|β+f |−(|α+e|+1)µ |ζ|)
≤ C1A|α+β|1 (|α+ β|+ |α+ β|s〈ξ〉−δµ )|α+β|〈ξ〉δ|β+f |−|α+e|µ 〈ξ〉κ˜µg1/2X (Z).
Thus we get the assertion for b˜2.
Lemma 6.2. Let Ψ(X,Y, Z) = ψ(X+Y )−ψ(X+Y +θZ) then on the support
of χˆ0 one has
|Ψ(X,Y, Z)| ≤ C〈ξ〉κ˜µg1/2X (Z)
and
|∂β(x,y)∂α(ξ,η)eΨ| ≤ CA|α+β|〈ξ〉−|α|+δ|β|µ
× (〈ξ〉κ˜µg1/2X (Z) + |α+ β|+ |α+ β|s〈ξ〉−δµ )|α+β|eΨ.
Proof. It suffices to repeat the proof of Lemma 2.7.
Introducing the following differential operators and symbols

L = 1 + 4−1〈ξ〉2µ|Dη|2 + 4−1〈ξ〉−2δµ |Dy|2,
M = 1 + 4−1〈ξ〉2δµ |Dζ |2 + 4−1〈ξ〉−2µ |Dz|2,
Φ = 1 + 〈ξ〉2µ|z|2 + 〈ξ〉−2δµ |ζ|2 = 1 + 〈ξ〉2(1−δ)µ gX(Z),
Θ = 1 + 〈ξ〉2δµ |y|2 + 〈ξ〉−2µ |η|2 = 1 + gX(Y )
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so that Φ−NLNe−2iσ(Y,Z) = e−2iσ(Y,Z) and Θ−ℓM ℓe−2iσ(Y,Z) = e−2iσ(Y,Z) we
make integration by parts in (6.1). Let F = b˜(X,Y, Z)eΨ where b˜ is given in
(6.3) and consider
(6.4) ∂βx∂
α
ξ
∫
e−2iσ(Y,Z)FdY dZ =
∫
e−2iσ(Y,Z)LNΦ−NM ℓΘ−ℓ(∂βx∂
α
ξ F )dY dZ.
Here we note that |∂α(ξ,η)∂βyΘ−ℓ| ≤ CA|α+β||α + β|!〈ξ〉−|α|+δ|β|µ Θ−ℓ. Applying
Lemmas 6.1 and 6.2 we can estimate
∣∣LNΦ−NM ℓΘ−ℓ(∂βx∂αξ F )∣∣ by
CℓA
2N+|α+β|
1 Φ
−NΘ−ℓ〈ξ〉−(1−δ−κ˜)µ (1 + 〈ξ〉κ˜µg1/2X (Z))
(〈ξ〉κ˜µg1/2X (Z)
+(2N + |α+ β|)1+ε + (2N + |α+ β|)s〈ξ〉−δµ )2N+|α+β|eΨ〈ξ〉m−|α|+δ|β|µ .
(6.5)
Here we recall the following easy lemma [9, Lemma 5.3].
Lemma 6.3. Let A ≥ 0, B ≥ 0. Then there exists C > 0 independent of
n,m ∈ N, A, B such that
(A+ (n+m)1+ε + (n+m)sB)n+m
≤ Cn+m(A+ n1+ε + nsB)n(A+m1+ε +msB)m.
From Lemma 6.3 the right-hand side of (6.5) can be estimated by
CℓA
2N+|α+β|
1 Φ
−NΘ−ℓ〈ξ〉−(1−δ−κ˜)µ (1 + 〈ξ〉κ˜µg1/2X (Z))
×(〈ξ〉κ˜µg1/2X (Z) + (2N)1+ε + (2N)s〈ξ〉−δµ )2N
×(〈ξ〉κ˜µg1/2X (Z) + |α+ β|1+ε + |α+ β|s〈ξ〉−δµ )|α+β|〈ξ〉m−|α|+δ|β|µ .
Writing
A2N1 Φ
−N
(〈ξ〉κ˜µg1/2X (Z) + (2N)1+ε + (2N)s〈ξ〉−δµ )2N
=
(A1〈ξ〉κ˜µg1/2X (Z)
Φ1/2
+
A1(2N)
1+ε
Φ1/2
+
A1(2N)
s〈ξ〉−δµ
Φ1/2
)2N(6.6)
we choose N = N(Z, ξ) so that 2N = c¯Φ1/2(1+ε) with a small c¯ > 0. Assuming
1 + ε < s without restrictions one has
Φs/2(1+ε)−1/2〈ξ〉−δµ = (1 + 〈ξ〉2(1−δ)µ gX(Z))s/2(1+ε)−1/2〈ξ〉−δµ
≤ C〈ξ〉(s/(1+ε)−1)(1−δ)−δµ ≤ C〈ξ〉s(1−δ)/(1+ε)−1µ ≤ Cµc
with some c > 0 on the support of χˆ0 because gX(Z) is bounded there and
s(1− δ) < 1. Then the right-hand side of (6.6) is bounded by
(
A1(µ
1−δ+κ˜ + c¯1+ε + µc)
)2N ≤ Ce−c1Φ1/2(1+ε)
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choosing c¯ and µ > 0 small such that A1(µ
1−δ+κ˜ + c¯1+ε + µc) < 1. Assuming
ε > 0 small so that 1− δ > (1 + ε)κ˜ then since g1/2X (Z) ≤ Cg1/2(1+ε)X (Z) on the
support of χˆ0 we have
(6.7) Φ1/2(1+ε) ≥ c〈ξ〉(1−δ)/(1+ε)µ g1/2X (Z) ≥ cµ−(1−δ)/(1+ε)〈ξ〉κ˜µg1/2X (Z).
Then one has
(〈ξ〉κ˜µg1/2X (Z) + |α+ β|1+ε + |α+ β|s〈ξ〉−δµ )|α+β|e−cΦ
1/2(1+ε)
≤ CA|α+β|(|α + β|1+ε + |α+ β|s〈ξ〉−δµ )|α+β|e−c
′Φ1/2(1+ε) .
Noting e−c
′Φ1/2(1+ε) ≤ CℓΦ−ℓ and Lemma 6.2 and (6.7) we have
|LNΦ−NM ℓΘ−ℓ(∂βx∂αξ F )| ≤ µκ˜CℓA|α+β|(|α + β|1+ε
+|α+ β|s〈ξ〉−δµ )|α+β|〈ξ〉−(1−δ−κ˜)µ 〈ξ〉m−|α|+δ|β|µ Θ−ℓΦ−ℓ.
(6.8)
Finally choosing ℓ > (n + 1)/2 and recalling
∫
Θ−ℓΦ−ℓdY dZ = C we conclude
that
∣∣∣∂βx∂αξ
∫
e−2iσ(Y,Z)Fχˆ0dY dZ
∣∣∣
≤ CA|α+β|(|α+ β|1+ε + |α+ β|s〈ξ〉−δµ )|α+β|〈ξ〉−(1−δ−κ˜)µ 〈ξ〉m−|α|+δ|β|µ .
(6.9)
Denoting F = b(X + Y )(eψ(X+Y )−ψ(X+Y+Z) − 1)χˆ1 we next consider
∂βx∂
α
ξ
∫
e−2iσ(Y,Z)FdY dZ
=
∫
e−2iσ(Y,Z)(〈ξ〉2δµ |Dη|2 + |Dζ |2)N (〈ξ〉2δµ |z|2 + |y|2)−N∂βx∂αξ FdY dZ.
(6.10)
Since |ψ(X+Y )|+|ψ(X+Y +Z)| is bounded by C〈ξ〉κ˜µ and C−1 ≤ 〈ξ + η〉µ/〈ξ〉µ,
〈ξ + ζ〉µ/〈ξ〉µ ≤ C with some C > 0 on the support of χˆ1 thanks to Lemma 6.2
it is not difficult to show
∣∣(〈ξ〉2δµ |Dη|2 + |Dζ |2)N∂βx∂αξ F ∣∣ ≤ CA2N+|α+β|〈ξ〉m−|α|+δ|β|µ
×(C〈ξ〉κ˜µ + |α+ β|1+ε + |α+ β|s〈ξ〉−δµ )|α+β|
×(C〈ξ〉κ˜µ + (2N)1+ε + (2N)s〈ξ〉−δµ )2N 〈ξ〉−2(1−δ)Nµ ec〈ξ〉
κ˜
µ .
Choose 2N = c1〈ξ〉(1−δ)/(1+ε)µ with small c1 > 0 so that
A2N 〈ξ〉−2(1−δ)Nµ
(
C〈ξ〉κ˜µ + (2N)1+ε + (2N)s〈ξ〉−δµ
)2N
=
(AC〈ξ〉κ˜µ
〈ξ〉1−δµ
+Ac1+ε1 +
Acs1〈ξ〉s(1−δ)/(1+ε)µ
〈ξ〉µ
)2N
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is bounded by Ce−c〈ξ〉
(1−δ)/(1+ε)
µ choosing µ small which is possible because κ˜ <
1− δ and s(1− δ) < 1. Note that 〈ξ〉κ˜|α+β|µ e−c〈ξ〉(1−δ)/(1+ε)µ is bounded by
CA|α+β|
(|α+ β|(1+ε)κ˜/(1−δ))|α+β|e−c′〈ξ〉(1−δ)/(1+ε)µ
≤ CA|α+β||α+ β|(1+ε)|α+β|e−c′〈ξ〉(1−δ)/(1+ε)µ
for κ˜/(1− δ) < 1 where 0 < c′ < c. Since |y|2 + 〈ξ〉2δµ |z|2 ≥ 1 if χˆ1 6= 0 then
〈ξ〉−2n+nδµ
∫
(|y|2 + 〈ξ〉2δµ |z|2)−N χˆ1dY dZ ≤ C.
Noting 〈ξ〉2n−nδµ e−c
′〈ξ〉(1−δ)/(1+ε)µ ≤ C we conclude that (6.10) is also bounded by
the right-hand side of (6.9): Therefor recalling χˆ = χˆ0 + χˆ1 we have
Lemma 6.4. Let χˆ = χ(〈η〉〈ξ〉−1µ )χ(〈ζ〉〈ξ〉−1µ ). Then for any ε > 0 there exist
C > 0, A > 0 such that we have
∣∣∣∂βx∂αξ
∫
e−2iσ(Y,Z)b(X + Y )(eψ(X+Y )−ψ(X+Y+Z) − 1)χˆdY dZ
∣∣∣
≤ CA|α+β|(|α + β|1+ε + |α+ β|s〈ξ〉−δµ
)|α+β|〈ξ〉−(1−δ−κ˜)µ 〈ξ〉m−|α|+δ|β|µ .
We turn to
∫
e−2iσ(Y,Z)b(X+Y )(eψ(X+Y )−ψ(X+Y+Z)−1)(1−χˆ)dY dZ. Mak-
ing the change of variables Z → Z−Y we come back to the original coordinates.
Denote χ(〈ξ〉−1µ 〈η〉)χ(〈ξ〉−1µ 〈ζ − η〉) = χ˜1 and write
1− χ˜1 = (1− χ˜1)χ(〈η〉−1〈ζ〉) + (1 − χ˜1)(1− χ(〈η〉−1〈ζ〉)) = χˆ2 + χˆ3.
Note that on the support of χˆ2 we have C〈η〉 ≥ 〈ζ〉 and C〈η〉 ≥ 〈ξ〉µ. Similarly
on the support of χˆ3 one has C〈ζ〉 ≥ 〈η〉 and C〈ζ〉 ≥ 〈ξ〉µ. Denoting F =
b(X + Y )(eψ(X+Y )−ψ(X+Z) − 1) we consider
∂βx∂
α
ξ
∫
e−2iσ(Y,Z)FχˆidY dZ =
∫
e−2iσ(Y,Z)〈η〉−2N2〈ζ〉−2N1
×〈Dz〉2N2〈Dy〉2N1〈y〉−2ℓ〈z〉−2ℓ〈Dζ〉2ℓ〈Dη〉2ℓ∂βx∂αξ FχˆidY dZ.
For case χˆ2 we choose N1 = ℓ, N2 = N . Since |ψ(X+Y )|+ |ψ(X+Z)| ≤ C〈η〉κ˜
on the support of χˆ2 it is not difficult to see that
|〈η〉−2N 〈ζ〉−2ℓ〈Dz〉2N 〈Dy〉2ℓ〈y〉−2ℓ〈z〉−2ℓ〈Dζ〉2ℓ〈Dη〉2ℓ∂βx∂αξ Fχˆ2|
is bounded by
CℓA
2N+|α+β|〈η〉−2N 〈ζ〉−2ℓ〈y〉−2ℓ〈z〉−2ℓ〈η〉|m|+2δℓ+6κ˜ℓ
×(C〈η〉κ˜+δ +N1+ε〈η〉δ +Ns)2N (C〈η〉κ˜+δ
+|α+ β|1+ε〈η〉δ + |α+ β|s)|α+β|eC〈η〉κ˜
(6.11)
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because
(C〈ω〉κ˜ + (2k)1+ε + (2k)s〈ω〉−δ)2k〈ω〉2δl
≤ (C〈ω〉κ˜+δ + (2k)1+ε〈ω〉δ + (2k)s)2k(6.12)
for any l, k ∈ N, l ≤ k and any ω, in particular ω = ξ + η, ω = ξ + ζ. Here
writing
A2N 〈η〉−2N (C〈η〉κ˜+δ + (2N)1+ǫ〈η〉δ + (2N)s)2N
=
(AC〈η〉κ˜+δ
〈η〉 +
A(2N)1+ε
〈η〉1−δ +
A(2N)s
〈η〉
)2N
we take 2N = c1〈η〉(1−δ)/(1+ε) with small c1 > 0 so that the right-hand side is
bounded by Ce−c〈η〉
(1−δ)/(1+ε)
with some c > 0 since s(1− δ) < 1. Since
〈η〉δ|α+β|e−c〈η〉(1−δ)/(1+ε)
≤ CA|α+β|1
(|α+ β|δ(1+ε)/(1−δ))|α+β|e−c1〈η〉(1−δ)/(1+ε) ,
〈η〉(κ˜+δ)|α+β|e−c〈η〉(1−δ)/(1+ε)
≤ CA|α+β|1
(|α+ β|(1+ε)(κ˜+δ)/(1−δ))|α+β|e−c1〈η〉(1−δ)/(1+ε)
(6.13)
(0 < c1 < c) and
(6.14)
(1 + ε)δ
1− δ + 1 + ε =
1 + ε
1− δ ,
(1 + ε)(κ˜+ δ)
1− δ <
1 + ε
1− δ
one sees that (6.11) is bounded by
CℓA
|α+β|
1 〈ζ〉−2ℓ〈y〉−2ℓ〈z〉−2ℓ(|α+ β|(1+ε)/(1−δ)
)|α+β|
e−c1〈η〉
(1−δ)/(1+ε)
.
For case χˆ3 choosing N1 = N and N2 = ℓ we can prove that∣∣〈η〉−2ℓ〈ζ〉−2N 〈Dz〉2ℓ〈Dy〉2N 〈y〉−2ℓ〈z〉−2ℓ〈Dζ〉2ℓ〈Dη〉2ℓ∂βx∂αξ Fχˆ3∣∣
is bounded by
CℓA
2N+|α+β|〈η〉−2ℓ〈ζ〉−2N 〈y〉−2ℓ〈z〉−2ℓ〈ζ〉|m|+2δℓ+6κ˜ℓ
×(C〈ζ〉κ˜+δ +N1+ε〈ζ〉δ +Ns)2N (C〈ζ〉κ˜+δ
+|α+ β|1+ε〈ζ〉δ + |α+ β|s)|α+β|eC〈ζ〉κ˜ .
Therefore repeating the same arguments, choosing 2N = c1〈ζ〉(1−δ)/(1+ε) now,
this is bounded by
CℓA
|α+β|
1 〈η〉−2ℓ〈y〉−2ℓ〈z〉−2ℓ(|α+ β|(1+ε)/(1−δ))|α+β|e−c1〈ζ〉
(1−δ)/(1+ε)
.
Thus recalling that 〈ξ〉µ ≤ C〈η〉, 〈ξ〉µ ≤ C〈ζ〉 on the support of χˆ2, χˆ3 we get
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Lemma 6.5. We have
∣∣∣∂βx∂αξ
∫
e−2iσ(Y,Z)b(X + Y )(eψ(X+Y )−ψ(X+Z) − 1)(1− χ˜1)dY dZ
∣∣∣
≤ CA|α+β|(|α+ β|(1+ε)/(1−δ))|α+β|e−c1〈ξ〉(1−δ)/(1+ε)µ .
We choose ε¯ > 0 such that 1 − δ > (1 + ε¯)κ˜ and set κ¯ = (1 − δ)/(1 + ε¯).
With s¯ = (1 + ε¯)/(1− δ) (s¯ > s) we finish the proof of Proposition 6.1.
6.2 Composition (beψ)#a
Proposition 6.2. Assume ψ ∈ S〈s〉δ (〈ξ〉κ˜µ) and a ∈ S〈s〉δ (〈ξ〉m2µ ), b ∈ S〈s〉δ (〈ξ〉m1µ )
where 1− δ > κ˜ and (1− δ)s < 1. Then for any p ∈ N we have
(beψ)#a =
∑
|α+β|<p
(−1)|β|
(2i)|α+β|α!β!
a
(β)
(α)(be
ψ)
(α)
(β) + rpe
ψ +Rp
where rp ∈ µκ˜pS〈s〉δ
(〈ξ〉m1+m2−(1−δ−κ˜)pµ ) and Rp ∈ S(s¯)0,0(e−c〈ξ〉κ¯µ) with some s¯ >
1, κ¯ and c > 0 satisfying s¯κ˜ < 1 and κ¯ > κ˜. For a#(beψ) similar assertion
holds, where (−1)|β| is replaced by (−1)|α|.
Proof of Proposition 6.2: Write
(beψ)#a =
∫
e−2iσ(Y,Z)b(X + Y )eψ(X+Y )a(X + Z)dY dZ
with Y = (y, η), Z = (z, ζ) and replace a(X + Z) by its Taylor expansion
∑
|α|<p
1
α!
∂αXa(X)Z
α +
∑
|α|=p
p
α!
∫ 1
0
(1− θ)p−1∂αXa(X + θZ)dθ · Zα
=
∑
|α|<p
1
α!
∂αXa(X)Z
α +Rp
where
Rp =
∑
|α|=p
p
α!
∫ 1
0
(1− θ)p−1∂αXa(X + θZ))dθ · Zα.
Here note that the first term on the left-hand side yeilds
∑
|α|<p
1
α!
∫
e−2iσ(Y,Z)b(X + Y )eψ(X+Y )∂αXa(X)Z
αdY dZ
=
∑
|µ+ν|<p
(−1)|ν|
(2i)|µ+ν|µ!ν!
(
∂µξ ∂
ν
x(b(X)e
ψ(X))
)
∂µx∂
ν
ξ a(X).
(6.15)
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Consider the remainder term
∫
e−2iσ(Y,Z)b(X + Y )eψ(X+Y )RpdY dZ = p
∑
|µ+ν|=p
Cµ,ν
∫ 1
0
(1 − θ)p−1
×
∫
e−2iσ(Y,Z)∂µη ∂
ν
y
(
b(X + Y )eψ(X+Y )
)
∂νξ ∂
µ
xa(X + θZ)dθdY dZ.
with Cµ,ν = (−1)|ν|/((2i)|µ+ν|µ!ν!). Denoting
F = ∂νy∂
µ
η
(
b(X + Y )eψ(X+Y )
)
∂νξ ∂
µ
xa(X + θZ)
and χˆ = χ(〈η〉〈ξ〉−1µ )χ(〈ζ〉〈ξ〉−1µ ), χ˜ = χ(〈ξ〉δµ|y|/6)χ(|z|/6) we write
∫
e−2iσ(Y,Z)FdY dZ
as
eψ(X)
( ∫
e−2iσ(Y,Z)Fe−ψ(X)
{
χ˜χˆ+ (1− χ˜)χˆ})dY dZ
+
∫
e−2iσ(Y,Z)F (1− χˆ)dY dZ.
Denote χˆ0 = χ˜χˆ as before.
Lemma 6.6. Let Ψ(X,Y ) = ψ(X + Y )− ψ(X) then on the support of χˆ0 one
has
|Ψ(X,Y )| ≤ C〈ξ〉κ˜µg1/2X (Y ).
Assume ai ∈ S〈s〉δ (mi), i = 1, 2 then
|∂β(x,z)∂α(ξ,ζ)
(
a1(X + Y )e
Ψ(X,Y )a2(X + Z)χˆ0
)| ≤ CA|α+β|〈ξ〉−|α|+δ|β|µ
×(〈ξ〉κ˜µg1/2X (Y ) + |α+ β|1+ε + |α+ β|s〈ξ〉−δµ )|α+β|m1m2eΨ.
Denoting
F˜ = Fe−ψ(X) = ∂νy∂
µ
η (b(X + Y )e
Ψ(X,Y ))∂νξ ∂
µ
xa(X + θZ)
and applying Lemma 6.6 we obatin
Corollary 6.2. One has
|∂β˜y ∂α˜η ∂β(x,z)∂α(ξ,ζ)F˜ χˆ0| ≤ CA|α+β+α˜+β˜|〈ξ〉δ|β+β˜|−|α+α˜|µ
×(〈ξ〉κ˜µ + |α˜+ β˜|1+ε + |α˜+ β˜|s〈ξ〉−δµ )|α˜+β˜|
×(〈ξ〉κ˜µg1/2X (Y ) + |α+ β|1+ε + |α+ β|s〈ξ〉−δµ )|α+β|
×(〈ξ〉κ˜µ + p1+ε + ps〈ξ〉−δµ )p(p1+ε + ps〈ξ〉−δµ )p〈ξ〉−(1−δ)pµ 〈ξ〉m1+m2µ eΨ.
Repeating similar arguments proving Lemma 6.4 one has
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Lemma 6.7. We have
∣∣∣∂βx∂αξ
∫
e−2iσ(Y,Z)Rpe
−ψ(X)χˆdY dZ
∣∣∣
≤ µκ˜pCpA|α+β|(|α+ β|1+ε + |α+ β|s〈ξ〉−δµ )|α+β|
×〈ξ〉m1+m2−(1−δ−κ˜)pµ 〈ξ〉−|α|+δ|β|µ .
Write
1− χˆ = (1− χˆ)χ(〈η〉−1〈ζ〉) + (1 − χˆ)(1− χ(〈η〉−1〈ζ〉)) = χˆ2 + χˆ3
and repeating similar arguments proving Lemma 6.5 we have
Lemma 6.8. There exist C > 0, A and c > 0 such that
∣∣∣∂βx∂αξ
∫
e−2iσ(Y,Z)Rp(1− χˆ)dY dZ
∣∣∣
≤ CA|α+β|(|α + β|(1+ε)/(1−δ))|α+β|e−c〈ξ〉(1−δ)/(1+ε)µ .
From (6.15) and Lemmas 6.7 and 6.8 we end the proof of Proposition 6.2.
6.3 Composition (pe−〈ξ〉
κ¯
µ)#eψ
Proposition 6.3. Assume ψ ∈ S〈s〉δ (〈ξ〉κ˜µ) where κ˜ < 1 − δ, s(1 − δ) < 1 and
p ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) with s¯κ˜ < 1 and κ¯ > κ˜, c > 0. Then we have p#eψ, eψ#p ∈
S
〈s∗〉
0,0 (e
−c〈ξ〉κ
∗
µ ) with some s∗ > 1, κ∗ > 0 and c > 0 such that s∗κ˜ < 1 and
κ∗ > κ˜.
Corollary 6.3. Assume ψ ∈ S〈s〉δ (〈ξ〉κ˜µ) and p ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) with s¯κ˜ < 1 and
κ¯ > κ˜, c > 0 then p#eψ, eψ#p ∈ Sδ(〈ξ〉lµ) for any l ∈ R.
Remark 6.1. As we observed in the proof of Corollary 6.3 if p ∈ S(s∗)0,0 (e−c〈ξ〉
κ∗
µ )
with some c > 0 then for any 0 < c′ < c and δ ≥ 0 one has p ∈ S〈s˜〉δ (e−c
′〈ξ〉κ
∗
µ )
with s˜ = s∗ + (1 + δ)/κ∗.
Proof of Proposition 6.3: Consider
p#e−ψ =
∫
e−2iσ(Y,Z)p(X + Y )eψ(X+Z)dY dZ
where Y = (y, η), Z = (z, ζ). Let χˆ be as before. Write
∫
e−2iσ(Y,Z)p(X + Y )eψ(X+Z){χˆ+ (1− χˆ)}dY dZ
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and consider
∂βx∂
α
ξ
∫
e−2iσ(Y,Z)p(X + Y )eψ(X+Z)χˆdY dZ
=
∫
e−2iσ(Y,Z)〈η〉−2ℓ〈ζ〉−2ℓ〈Dz〉2ℓ〈Dy〉2ℓ
×〈y〉−2ℓ〈z〉−2ℓ〈Dζ〉2ℓ〈Dη〉2ℓ∂βx∂αξ FχˆdY dZ
where F = p(X + Y )eψ(X+Z)χˆ. Since ψ ∈ S〈s〉δ (〈ξ〉κ˜µ) and p ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) it is
clear that
|∂αξ ∂βxψ| ≤ CA|α+β|〈ξ〉κ˜µ(|α+ β|1+ε + |α+ β|s〈ξ〉−δµ )|α+β|〈ξ〉δ|α+β|µ ,
|∂αξ ∂βxp| ≤ CA|α+β|(|α+ β|1+ε + |α+ β|s¯〈ξ〉−δµ )|α+β|〈ξ〉δ|α+β|µ e−c〈ξ〉
κ¯
µ.
Without restrictions we may assume s¯ ≥ s and therefore
|〈η〉−2ℓ〈ζ〉−2ℓ〈Dz〉2ℓ〈Dy〉2ℓ〈y〉−2ℓ〈z〉−2ℓ〈Dζ〉2ℓ〈Dη〉2ℓ∂βx∂αξ Fχˆ|
is bounded by
CℓA
8ℓ+|α+β|〈η〉−2ℓ〈ζ〉−2ℓ〈y〉−2ℓ〈z〉−2ℓ(〈ξ〉κ˜µ + (8ℓ+ |α+ β|)1+ε
+(8ℓ+ |α+ β|)s¯〈ξ〉−δµ )8ℓ+|α+β|〈ξ〉δ(8ℓ+|α+β|)µ e−c
′〈ξ〉κ¯µ+C〈ξ〉
κ˜
µ .
From Lemma 6.3 this can be estimated by
CℓA
|α+β|
1 〈η〉−2ℓ〈ζ〉−2ℓ〈y〉−2ℓ〈z〉−2ℓ〈ξ〉8(κ˜+δ)ℓµ
×(〈ξ〉κ˜+δµ + |α+ β|1+ε〈ξ〉δµ + |α+ β|s¯)|α+β|e−c′′〈ξ〉κ¯µ
with some c′′ > 0. Here we note that
(〈ξ〉κ˜+δµ + |α+ β|1+ε〈ξ〉δµ + |α+ β|s¯)|α+β|e−c′′〈ξ〉κ¯µ
≤ CA|α+β||α+ β|sˆ|α+β|e−c1〈ξ〉κ¯µ
where sˆ = max{(κ˜ + δ)/κ¯, 1 + ε+ δ/κ¯, s¯}. Since κ˜ < 1 − δ, κ¯ > κ˜ and s¯κ˜ < 1
assuming ε such that (1 + ε)κ˜ < 1 − δ it is clear that sˆκ˜ < 1. Choosing
ℓ > (n+ 1)/2 and recalling
∫
Θ−ℓΦ−ℓdY dZ = C we conclude
(6.16)
∣∣∣∂βx∂αξ
∫
e−2iσ(Y,Z)FχˆdY dZ
∣∣∣ ≤ CA|α+β||α+ β|sˆ|α+β|e−c′′〈ξ〉κ¯µ .
Denoting F = p(X + Y )eψ(X+Z) consider
∂βx∂
α
ξ
∫
e−2iσ(Y,Z)FχˆidY dZ =
∫
e−2iσ(Y,Z)〈η〉−2N2〈ζ〉−2N1
×〈Dz〉2N2〈Dy〉2N1〈y〉−2ℓ〈z〉−2ℓ〈Dζ〉2ℓ〈Dη〉2ℓ∂βx∂αξ FχˆidY dZ
(6.17)
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where χˆ1 = (1 − χˆ)χ(〈ζ〉〈η〉−1/4) and χˆ2 = (1 − χˆ)(1 − χ(〈ζ〉〈η〉−1/4)). Note
that there is C > 0 such that 〈ξ〉µ ≤ C〈η〉 and 〈ζ〉 ≤ C〈η〉 on the support of
χˆ1 and hence 〈ξ + ζ〉 ≤ C〈η〉 there. Similarly on the support of χˆ2 one has
〈ξ〉µ ≤ C〈ζ〉, 〈η〉 ≤ C〈ζ〉 and 〈ξ + ζ〉 ≤ C〈ζ〉.
For case χˆ1 we choose N1 = ℓ, N2 = N . Since |ψ(X + Z)| ≤ C〈η〉κ˜ on the
support of χˆ1 it is not difficult to see that∣∣〈η〉−2N 〈ζ〉−2ℓ〈Dz〉2N 〈Dy〉2ℓ〈y〉−2ℓ〈z〉−2ℓ〈Dζ〉2ℓ〈Dη〉2ℓ∂βx∂αξ Fχˆ1∣∣
is bounded by
CℓA
2N+|α+β|〈η〉−2N 〈ζ〉−2ℓ〈y〉−2ℓ〈z〉−2ℓ〈η〉|m|+2δℓ+4κ˜ℓ
×(Cµκ˜〈η〉κ˜+δ + (2N)1+ε〈η〉δ + (2N)s)2N
×(Cµκ˜〈η〉κ˜+δ + |α+ β|1+ε〈η〉δ + |α+ β|s¯)|α+β|eC〈η〉κ˜
(6.18)
since s¯ ≥ s. Here writing
A2N 〈η〉−2N (Cµκ˜〈η〉κ˜+δ + (2N)1+ε〈η〉δ + (2N)s)2N
=
(ACµκ˜〈η〉κ˜+δ
〈η〉 +
(2N)1+ε〈η〉δ
〈η〉 +
A(2N)s
〈η〉
)2N
we choose 2N = c1〈η〉(1−δ)/(1+ε) with small c1 > 0 then the right-hand side is
bounded by Ce−c〈η〉
(1−δ)/(1+ε)
because s(1 − δ) < 1 and κ˜ < 1 − δ. Thanks to
(6.13) and (6.14) it follows that (6.18) is bounded by
CℓA
|α+β|
1 〈ζ〉−2ℓ〈y〉−2ℓ〈z〉−2ℓ|α+ β|sˆ1|α+β|e−c1〈η〉
(1−δ)/(1+ε)
where sˆ1 = max{(1+ε)/(1− δ), s¯} and hence sˆ1κ˜ < 1 assuming (1+ε)κ˜ < 1− δ
which holds for small ε.
For case χˆ2 we choose N1 = N , N2 = ℓ in (6.17). Since p ∈ S(s¯)0,0(e−c〈ξ〉
κ¯
µ) it
follows that
∣∣〈η〉−2ℓ〈ζ〉−2N 〈Dz〉2ℓ〈Dy〉2N 〈y〉−2ℓ〈z〉−2ℓ〈Dζ〉2ℓ〈Dη〉2ℓ∂βx∂αξ Fχˆ2∣∣
is bounded by
CℓA
2N+|α+β|〈η〉−2ℓ〈ζ〉−2N 〈y〉−2ℓ〈z〉−2ℓ〈ζ〉|m|+2δℓ+2κ˜ℓ
×(2N)2s¯N (C〈ζ〉κ˜+δ + |α+ β|1+ε〈ζ〉δ + |α+ β|s¯)|α+β|eC〈ζ〉κ˜ .
(6.19)
Choose 2N = c1〈ζ〉1/s¯ then we have
〈ζ〉−2N (2N)2s¯N = (cs¯1)2N ≤ e−c〈ζ〉1/s¯
taking c1 > 0 small. Here recall that 1/s¯ > κ˜ by assumption. Noting
〈ζ〉(κ˜+δ)|α+β|e−c〈ζ〉1/s¯ ≤ (|α+ β|s¯(κ˜+δ))|α+β|e−c′〈ζ〉1/s¯
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it is easy to see that (6.19) is bounded by
CℓA
|α+β|
1 〈η〉−2ℓ〈y〉−2ℓ〈z〉−2ℓ|α+ β|sˆ2|α+β|e−c1〈ζ〉
1/s¯
where sˆ2 = max{s¯(κ˜ + δ), s¯δ + 1 + ε, s¯}. Since s¯κ˜ < 1 then (s¯δ + 1 + ε)κ˜ <
δ + (1 + ε)κ˜ < 1 for small ε > 0 and hence sˆ2κ˜ < 1. Setting{
s∗ = max
{
sˆ1, sˆ2, s
}
,
κ∗ = min
{
(1− δ)/(1 + ε), 1/s¯, κ¯}
where s∗κ˜ < 1 and κ∗ > κ˜ and recalling that 〈ξ〉µ ≤ C〈η〉, 〈ξ〉µ ≤ C〈ζ〉 on the
support of χˆ1 and χˆ2 one can show
(6.20)
∣∣∣∂βx∂αξ
∫
e−2iσ(Y,Z)F (1− χˆ)dY dZ
∣∣∣ ≤ CA|α+β||α+ β|s∗|α+β|e−c1〈ξ〉κ∗µ .
Therefore combining (6.16) and (6.20) we obtain Proposition 6.3.
6.4 Composition e〈D〉
κ
a(x)e−〈D〉
κ
Proposition 6.4. Assume 0 < κ < 1 and a(x) ∈ Gs0(Rn) with s > 1 and
κs < 1. Then the operator b(x,D) = e〈D〉
κ
µa(x)e−〈D〉
κ
µ is a pseudodifferential
operator with symbol given by
(6.21) b(x, ξ) = a(x) +
∑
|α|=1
Dαxa(x)
(
∂ξ〈ξ〉κµ
)α
+ q(x, ξ) + r(x, ξ)
with q ∈ S〈s〉δ (〈ξ〉−2+2κµ ) and r(x, ξ) ∈ S(s)0,0(e−c〈ξ〉
1/s
µ ) where δ = 1− κ.
Proof. Write φ(ξ) = 〈ξ〉κµ then
b(x, ξ) =
∫
e−2iσ(Y,Z)eφ(ξ+η)−φ(ξ+ζ)a(x+ y + z)dY dZ.
The change of variables y˜ = y + z, z˜ = z − y, η˜ = η − ζ, ζ˜ = ζ + η gives
b(x, ξ) = (2π)n
∫
e−iy˜η˜ eφ(ξ+
η˜
2 )−φ(ξ−
η˜
2 ) a(x+ y˜) dy˜dη˜.(6.22)
Insert the Taylor expansion of a(X + Y )
a(x+ y) =
∑
|α|≤1
1
α!
Dαxa(x)(iy)
α + 2
∑
|α|=2
(iy)α
α!
∫ 1
0
(1− θ)Dαxa(x+ θy)dθ
into (6.22) to get
b(x, ξ) =
∑
|α|≤1
1
α!
∫
e−iyηeφ(ξ+
η
2 )−φ(ξ−
η
2 )Dαxa(x)(iy)
αdydη
+2
∑
|α|=2
∫
e−iyηeφ(ξ+
η
2 )−φ(ξ−
η
2 )(iy)αdydη
∫ 1
0
(1− θ)Dαxa(x+ θy)dθ.
(6.23)
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Since e−iyη(iy)α = (−∂η)αe−iyη the first term on the right-hand side of (6.23)
is
(6.24) a(x) +
∑
|α|=1
∂αη e
φ(ξ+η2 )−φ(ξ−
η
2 )
∣∣∣
η=0
Dαxa(x)
which is the second term on the right-hand side of (6.21). Note that
∂αξ φ(ξ) ∈ S〈s〉δ (〈ξ〉−2+κµ ), |α| = 1
for any δ ≥ 0. After integration by parts, denotingHα(ξ, η) = ∂αη eφ(ξ+
η
2 )−φ(ξ−
η
2 )
the second term on the right-hand side of (6.23) yields, up to a multiplicative
constant,
R =
∫ ∑
|α|=2
e−iyηHα(ξ, η)dydη
∫ 1
0
(1− θ)Dαxa(x+ θy)dθ
=
∑
|α|=2
∫ ∫ 1
0
eixη(1− θ)Hα(ξ, θη)dηdθ
∫
e−iyηDαxa(y)dy.
Denote Eα(η) =
∫
e−iyηDαxa(y)dy then
Lemma 6.9. There exist c > 0, C > 0 such that |Eα(η)| ≤ C e−c〈η〉1/s.
Proof. Integration by parts gives
ηβEα(η) =
∫
e−iyη Dα+βx a(y) dy .
Then there exist constants A > 0, C > 0 such that |Eα(η)| ≤ CA|β||β|!s〈η〉−|β|.
Choose p = |β| such that p minimizes App!s〈η〉−p, that is p ∼ e−1A−1/s〈η〉1/s
so that App!s〈η〉−p . e−s−1A−1/s〈η〉1/s .
Note that Hα(ξ, η) is a linear combination of terms
∂β1ξ φ(ξ +
η
2
) · · · ∂βkξ φ(ξ +
η
2
)∂β˜1ξ φ(ξ −
η
2
) · · ·∂β˜lξ φ(ξ −
η
2
) eφ(ξ+
η
2 )−φ(ξ−
η
2 )
= K(ξ, η) eφ(ξ+
η
2 )−φ(ξ−
η
2 )
where
∑
βj = β,
∑
β˜j = β˜ and |βj | ≥ 1, |β˜j | ≥ 1, β + β˜ = α. Let χ(r) ∈
γ(1+ε)(R) such that χ(r) = 1 in |r| < 1 and 0 for r ≥ 2. Then we see
(6.25) |∂γξK(ξ, η)| ≤ CA|γ||γ|! 〈ξ〉2κ−2µ 〈ξ〉−|γ|µ
on the support of χˆ = χ(〈ξ〉−1µ 〈η〉). Writing Hα(ξ, η) = Cα(ξ, η)eφ(ξ+
η
2 )−φ(ξ−
η
2 )
we have
|∂γξ
(
Cα(ξ, η)χˆ
)| ≤ CAγ||γ|!(1+ε)〈ξ〉2κ−2µ 〈ξ〉−|γ|µ .
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On the other hand it is easy to check that
∣∣∂γξ (φ(ξ + η/2)− φ(ξ − η/2))∣∣ ≤ CA|γ||γ|!〈ξ〉κ−1µ |η|〈ξ〉−|γ|µ
on the support of χˆ and in particular
|φ(ξ + η/2)− φ(ξ − η/2)| ≤ C〈ξ〉κ−1µ |η| ≤ C
(〈ξ〉−1µ 〈η〉)1−κ〈η〉κ ≤ C′〈η〉κ.
Therefore from Lemma 2.7 we conclude
∣∣∂γξ (Hα(ξ, η)χˆ)∣∣ ≤ CA|γ|〈ξ〉2κ−2µ (〈ξ〉κ−1µ |η|+ |γ|1+ε)|γ|〈ξ〉−|γ|µ eC′〈η〉κ
on the support of χˆ. From this it follows that
∣∣∂γξ (Hα(ξ, η)χˆ)e−c〈η〉1/s∣∣
≤ CA|γ|〈ξ〉2κ−2µ
(|γ|1+ε + |γ|s〈ξ〉−δµ )|γ|〈ξ〉−|γ|µ e−c′〈η〉1/s .
(6.26)
Indeed since κ+ δ = 1 one has
(〈ξ〉κ−1µ |η|)|γ|e−c〈η〉1/s ≤ (〈ξ〉−δµ 〈η〉)|γ|e−c〈η〉1/s ≤ CA|γ|(〈ξ〉−δµ |γ|s)|γ|e−c′〈η〉1/s .
With Fα = (1− θ)Hα(ξ, θη)Eα(η) denote
R =
∑
|α|=3
∫ ∫ 1
0
eixηFαχˆdηdθ +
∑
|α|=3
∫ ∫ 1
0
eixηFα(1− χˆ)dηdθ = R′ +R′′.
Thanks to Lemma 6.9 and (6.26), taking |〈η〉βe−c〈η〉1/s | ≤ CA|β||β|s|β|e−c′〈η〉1/s
into account (0 < c′ < c) one has
∣∣∂γξ ∂βxR′∣∣ ≤ CA|β|
∑
|α|=3
∫ ∫
|∂γξH(ξ, θη)|β|s|β|e−c〈η〉
1/s |dηdθ
≤ C〈ξ〉2κ−2µ A|γ+β|(|γ|1+ε + |γ|s〈ξ〉−δµ )|γ|(〈ξ〉−δµ |β|s)|β|〈ξ〉−|γ|+δ|β|µ
≤ C〈ξ〉2κ−2µ A|γ+β|(|β + γ|1+ε + |β + γ|s〈ξ〉−δµ )|β+γ|〈ξ〉−|γ|+δ|β|µ
for any δ ≥ 0 that is R′ ∈ S〈s〉δ (〈ξ〉2κ−2µ ). On the other hand it is easy to check
that
∣∣∂γξ (H(ξ, θη)(1 − χˆ))e−c〈η〉1/s∣∣ ≤ CA|γ||γ|(1+ε)|γ|e−c〈η〉1/s
and hence |∂γξ ∂βxR′′| is bounded by CA|β+γ||β + γ|s|β+γ|e−c〈ξ〉
1/s
µ so that R′′ ∈
S
(s)
0,0(e
−c〈ξ〉1/sµ ). Therefore choosing q(x, ξ) = r + R′ and R = R′′ we end the
proof of Proposition 6.4.
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