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Abstract
Linear stability analysis has proven to be a useful tool in the analysis of
dominant coherent structures, such as the von Ka´rma´n vortex street and the
global spiral mode associated with the vortex breakdown of swirling jets. In
recent years, linear stability analysis has been applied successfully to turbu-
lent time-mean flows, instead of laminar base-flows, which requires turbulent
models that account for the interaction of the turbulent field with the co-
herent structures. To retain the stability equations of laminar flows, the
Boussinesq approximation with a spatially nonuniform but isotropic eddy
viscosity is typically employed. In this work we assess the applicability of
this concept to turbulent strongly swirling jets, a class of flows that is par-
ticularly unsuited for isotropic eddy viscosity models. Indeed we find that
unsteady RANS simulations only match with experiments with a Reynolds
stress model that accounts for an anisotropic eddy viscosity. However, linear
stability analysis of the mean flow is shown to accurately predict the global
mode growth rate and frequency if the employed isotropic eddy viscosity
represents a least-squares approximation of the anisotropic eddy viscosity.
Viscosities derived from the k −  model did not achieve a good prediction
of the mean flow nor did they allow for accurate stability calculations. We
conclude from this study that linear stability analysis can be accurate for
flows with strongly anisotropic turbulent viscosity and the capability of the
Boussinesq approximation in terms of URANS-based mean flow prediction
is not a prerequisite.
Keywords: Local linear stability analysis, eddy viscosity modeling,
coherent structures, PIV, URANS
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1. Introduction
Linear stability analysis (LSA) was originally derived to investigate the
growth of infinitesimal perturbations on stationary laminar base flows. Pre-
dictions based on the linear concept become inaccurate once the perturba-
tion reaches finite size and the nonlinear terms become relevant. However,
these nonlinear terms are less relevant than one would expect when consid-
ering simple dynamical systems. The wake of a circular cylinder [1, 2, 3], the
forced turbulent mixing layer [4, 5, 6] and the forced turbulent wake [7] are
examples of flows, where a periodic disturbance wave grows on an unstable
flow. The growth of the disturbance induces modifications of the mean flow
that increase, up to the point where the mean flow becomes neutrally stable
and perturbations stop growing and saturate [1]. The presence of the orga-
nized wave in turbulent flows leads to the formation of coherent Reynolds
stresses that interact nonlinearly with the instantaneous flow and lead to a
modification of the mean flow [7, 1]. Hence, a linear analysis of the mean
flow takes the nonlinear interaction between the coherent structure and the
flow implicitly into account.
The accuracy of mean flow LSA was demonstrated on a number of flow
configurations. Pier [8] investigated the capability of stability analysis to
predict the limit cycle frequency of the global mode in the cylinder wake.
He showed that predictions based on the base flow were only satisfactorily in
the vicinity of the critical Reynolds number and deteriorated with increasing
Reynolds number. Only the frequency predictions based on an analysis of
the time-mean flow matched the frequencies measured in a direct numerical
simulation. Other studies on wake flows also reported a very good agreement
between the global mode frequency predicted by linear stability analysis of
the time-mean flow and measured frequencies [3, 9, 1, 10, 11, 12, 13]. The
flow is found to be marginally stable, with the growth rate of the global
mode approximately equal to zero [3, 1, 13]. Turton et al. [14] give a
general demonstration that a very good approximation of the frequency and
a zero growth rate of the perturbation can be derived from an analysis of the
time mean field, if the perturbation is quasi-monochromatic. This scenario
applies to the global mode of swirling jets that feature a clear peak in the
temporal spectrum and further substantiates LSA of the time mean flow
(see e.g. fig. 3 in ref. [15]).
The global mode of swirling jets undergoing vortex breakdown was con-
sidered by Oberleithner et al. [15, 16]. These authors report a good agree-
ment between the spatial shape of the global mode derived from local linear
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stability analysis (LSA) of the time-mean flow and Proper Orthogonal De-
composition of the underlying measurement [15]. In addition, an excellent
agreement of the measured and predicted frequency of the global mode was
found [16]. The local LSA of the time-mean velocity field of a forced jet
is considered by Oberleithner et al. [17]. This work finds that the spatial
growth rate, phase velocity, phase and amplitude of the excited coherent
structures are accurately captured during the entire growth and most of the
decay phase. It should be noted that for all the mentioned studies, the dy-
namical system was represented by a single periodic structure (with higher
harmonics) and nonlinear wave-wave interactions were small. This is the
framework where mean flow LSA is trustworthy as the mean-coherent inter-
actions are the leading nonlinearities. Counter examples are subharmonic
resonance in the shear layer [18], the cavity flow [19], and forced oscillator
flows [20].
The obvious advantage of mean flow LSA is the application to turbu-
lent flows at high Reynolds numbers. A conceptual framework for LSA of
turbulent flows is given by the triple decomposition of Reynolds & Hus-
sain [21]. The velocity is decomposed into a time-mean, a coherent and a
purely stochastic part. The equations to be solved are the governing equa-
tions of the coherent fluctuations linearized around the mean flow. These
equations are not closed due to additional terms that represent the coherent-
turbulent interactions, which requires appropriate turbulence models. There
are currently two possibilities to approach the closure problem. Crouch et al.
[22] and Meliga et al. [23] based their analysis on the linearized Reynolds-
averaged Navier-Stokes equations (RANS), including a linearized turbulence
model. Another approach is to use the eddy viscosity concept to derive a
scalar representation of small scale turbulence from measured or simulated
data sets. The eddy viscosity is added to the molecular viscosity and LSA is
carried out based on an effective viscosity. This approach has been applied
successfully to the analysis of swirling wakes [24], swirling jets undergoing
vortex breakdown [15, 16], channel flows [25], airfoils [26] and turbulent
wakes [7].
In this work, we adopt the second approach, as it can be used to derive
an eddy viscosity from experimental and numerical data.
This study focuses on highly turbulent swirling jets undergoing vortex
breakdown. The turbulence structure is very complex in the near field of
these flows and constant eddy viscosity models or simple mixing length
models are known to suffer due to the strong anisotropy of the turbulent
stresses. On the other hand, these flows feature a clear dominant coherent
structure that arises from a global hydrodynamic instability[15]. This mode
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arises due to hydrodynamic feedback associated with the vortex breakdown
bubble. It takes the form of a single helix, setting the entire flow into a
precessing motion. This structure is frequently observed in swirl-stabilized
combustion where it is termed “precessing vortex core” [27, 28]. Its analysis
and prediction is ongoing research [28, 16]. The complex turbulent structures
and the clear coherent dynamics of these flows render them suitable as a
benchmark for turbulent LSA.
We assess in this study the ability of the k−  mixing length model and
a model based on a least-squares fit of the entire Reynolds stress tensor to
account for the turbulence structure of swirling jets. The eddy viscosity
is derived from measurements of two swirling jet configurations. The first
features a generic swirling jet, typical of fundamental studies and the sec-
ond configuration is similar to setups used in swirl stabilized combustion
research. The measurements of the first configuration are complemented by
unsteady RANS (URANS) simulations that provide a consistency check of
the results obtained from experiments. In detail, this study addresses the
following open questions:
• What is the best strategy for turbulence modeling in LSA to predict the
frequency and growth rate of the global mode in swirling jets undergoing
vortex breakdown?
• How do different modeling strategies change the predictions of local
LSA?
• Can URANS computations form a consistent basis for LSA? Is the
potential failure of the Boussinesq approximation for URANS-based
simulations a show stopper for the LSA?
The experimental and numerical setup used in this study is presented in sec-
tion 2 and section 3, respectively. Our data analysis strategy, with particular
emphasis on local LSA and the computation of the turbulent viscosity from
experimental data is outlined in section 4. The time-mean velocity and
eddy viscosity fields are introduced in section 5, together with a detailed
discussion of the stability analysis results. The section terminates with the
presentation of the URANS-based LSA results. A detailed comparison of the
URANS simulations with the PIV measurements is given in the appendix
appendix A.
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2. The experimental setup
2.1. The swirling jet facility
The swirling jet facility used for the experimental study is presented in
fig. 1. The swirling jet was generated by passing fluid from a pressurized air
supply via a mass flow controller past elven swirl vanes. These vanes can
be adjusted in angle simultaneously, allowing for the adjustment of different
swirl intensities. The swirling flow is then guided through a pipe, followed
by a nozzle and exits into the unconfined ambient. The nozzle exit diameter
is 51 mm. The Reynolds number of the jet is adjusted by the mass flow rate
of air coming from the pressurized air supply.
This study presents two swirling jet configurations. Both share the same
Reynolds number and the same swirl angle, but they differ by centerbodies
mounted onto the bottom plate of the swirler. The first has a total length
of 20% of the pipe and is indicated by the solid line in fig. 1. The top fifth
of this centerbody is filled with a honeycomb element to condition the flow
[29]. This configuration produces a generic swirling jet that is typical of fun-
damental studies on swirling jets [30, 31, 32, 33, 34, 15, 35, 36, 29]. Rukes
et al. [29] can be consulted for full details on the effect of the centerbody
on the flow. The centerbody of the second configuration extends the entire
length of the experimental setup and into the nozzle. This configuration is
related to combustion applications, where such a centerbody configuration
is often used in laboratory setups [27, 37, 28, 16].
Figure 1 introduces a Cartesian coordinate system. The origin of the coor-
dinate system is placed on the jet axis in the nozzle exit plane. The x-axis is
oriented in the flow direction, the y-axis in the cross flow direction and the
z-axis in the out-of-plane direction. Additionally, a polar coordinate system
is introduced with the same origin. The r-axis is aligned with the y-axis of
the Cartesian system at 0 degrees of revolution, θ is counted mathematically
positive and x points in the streamwise direction. In the Cartesian system,
the velocity vector v has the components vx, vy and vz. In the polar system,
the velocity components read vr, vθ and vx.
Figure 1 also introduces the boundaries of the computational domain that
was used for the URANS calculations. The computational domain included
the pipe, the nozzle and the unconfined flow domain, but not the swirler.
The inlet of the truncated domain is marked by the green lines in fig. 1.
More details on the computational setup are provided in section 3.
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Figure 1: The experimental facility. All dimensions are in millimeters and not drawn to
scale. The inlet boundary of the computational domain is indicated by the green lines.
Two different centerbodies are indicated by the solid and dotted black line.
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vbulk [m/s] Re S
C1 5.8 20000 0.73
C2 7.6 26000 0.73
Table 1: Experimental parameters.
2.2. Characteristic numbers
The swirling jets are characterized by the swirl number
S =
vθbulk
vrbulk
, (1)
with vθbulk the azimuthal bulk velocity and vrbulk the radial bulk velocity,
each derived at the inlet plane of the truncated domain, see fig. 1. Note that
these velocities were not measured, but derived theoretically from the mass
flow rate and the swirl angle. The Reynolds number is given as
Re =
vbulkD
ν
. (2)
vbulk denotes the axial bulk velocity in the nozzle exit plane, D the nozzle
diameter and ν the kinematic viscosity of air. The two configurations that
are considered in this study, together with their experimental parameters
are listed in table 1. Note that the centerbody of C2 extends into the nozzle
and blocks 25% of the nozzle area. Hence, the bulk velocity in the nozzle
exit plane is larger.
2.3. Data acquisition
Experimental data were recorded with a stereo PIV system, consisting of
two PCO 2000 cameras, with a resolution of 2048x2048 pixel and a Quantel
Twins BSL 200 laser, capable of emitting 170 mJ energy per pulse. Data
were acquired with this system at a rate of 6 Hz. The laser light sheet was
aligned with the x-y plane. The double images were processed using the
commercial software PIVview (PIVtec GmbH) using standard digital PIV
processing [38]. The data analysis employed iterative multigrid interrogation
with image deformation [39]. The final size of the interrogation was 32x32
pixel with an overlap of 50%. Errors in the laser sheet alignment were
minimized by the use of corrected mapping functions. The initial datum
calibration marks were back projected onto the measurement plane by an
optimized Tsai camera model [40].
The temporal dynamic of the global mode was assessed with a Laser Doppler
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Anemometer measurement in the case of C1. The measurement was taken
at x/D = 0.27, y/D = 0.1 and consisted of approximately 400000 samples.
The frequency of the global mode for C2 was determined from the time
resolved signal of eight pressure sensors (First Sensor HDO series, 10 mbar
range) that were distributed circumferentially around the nozzle lip.
3. The URANS setup
Immense efforts have been undertaken in the CFD community to develop
and improve turbulence models that are based on the turbulent viscosity
to close the Reynolds-averaged equations. We consider it worthwhile to
attempt a URANS based simulation to retrieve the turbulent viscosity from
the simulation and to use it in the LSA. We focus our attention here on
C1, because the shorter centerbody allows for the formation of a strongly
concentrated vortex core upstream of the nozzle [29], which provides a more
challenging benchmark for the ability of URANS computations.
3.1. Numerical methodology
All results discussed in this work were obtained with the open source
CFD package OpenFOAM (version 2.3.0) [41]. This software implements
the finite volume method for discretizing the incompressible Navier-Stokes
and continuity equations. Second order accurate schemes were used for the
temporal discretization and the discretization of terms involving the veloc-
ity. First-order upwind discretization was used for turbulence quantities.
The discretized equations were solved on hexahedral meshes. The URANS
simulations used the PISO-algorithm [42] for the pressure-velocity coupling.
The time step was chosen such that the Courant number, Co = δt|v|/δx,
had a value of 0.7 at most. δt denotes the time step and δx the local grid
size. This choice of the time step size ensured solver stability.
3.2. The computational domain
The simulation domain was designed to emulate the experimental setup
shown in fig. 1. To ease the meshing procedure, the swirler with its vanes
was omitted and the inflow was defined on a patch with the height of the
swirler and the diameter of the following pipe. The green lines in fig. 2 a)
illustrate the position of this patch. Figure 2 b) gives a detailed view of
the centerbody area. The honeycomb structure was not meshed explicitly,
rather the volume occupied by the honeycomb in the experimental setup
was modeled as an anisotropic porous medium. OpenFOAM allows for the
inclusion of arbitrary body forces via the fvOptions library. This was used to
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Figure 2: Presentation of the mesh for the swirling jet.
define a pressure loss in the y and z direction, without obstructing the flow
in the x-direction. In the numerical simulations the unconfined domain had
to be truncated at some radial and axial distance from the nozzle exit. A
domain size of 15D in diameter and 15D in streamwise direction was found
to be sufficient to render the simulation of the swirling jet in the near field of
the nozzle insensitive to the boundary conditions imposed on the boundaries
of the truncated domain. The mesh consisted in total of circa 1.2 million
hexahedral cells.
The boundary conditions were defined in the following way: The velocities
on the inlet boundary (fig. 1, fig. 2 a)) were obtained from a precursor
simulation on a coarser tetrahedral mesh. This mesh included the complete
swirler, with the swirl vanes set to the angle of the experiment. The bottom
plate of the swirler, the inner and outer wall of the centerbody, the pipe,
the nozzle and the end plate featured a no slip condition for the velocity.
The unconfined domain was modeled with a mixed type boundary condition
for the velocity. A zero gradient boundary condition was imposed on fluid
leaving the computational domain, whereas fluid entering the domain was
set to have a velocity of 0 m/s. The pressure was set to have a zero gradient
across the inlet boundary, normal to all solid surfaces and was set to ambient
pressure at the far field boundaries. The turbulence quantities were set
with a fixed value boundary condition at the inlet patch and a zero gradient
condition across the faces of the truncated unconfined domain. The behavior
at solid faces was modeled with appropriate wall functions.
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3.3. Choice of turbulence model for URANS
The prediction of a turbulent, highly swirling flow with such complex
phenomena as vortex breakdown and the associated global mode is chal-
lenging for any turbulence model, because of the inhomogeneous turbulence
structure and the inability of many turbulence models to account for rotation
and curvature effects [43]. The results reported on the ability of different
levels of turbulence modeling to predict these phenomena are not in unison.
Guo et al. [44] investigated a swirling jet undergoing vortex breakdown in
a sudden expansion using URANS with the standard k - model. These au-
thors achieve a very good prediction of the time-mean flow field, as well as
the frequency of the global mode. Wegner et al. [45] assess the performance
of URANS to predict the flow in a movable block swirler device based on
a comparison to LES and experiment. This study reports that simulations
based on the standard k - model showed the onset of the global mode in an
early stage of their simulations, but as the simulation went on, this structure
decayed and a steady state was reached. Moreover, Wegner et al. [45] used a
second-order Reynolds stress closure model. This model performed very well
in predicting the time-mean flow and the frequency of the global mode. The
work of [46] investigated the predictive performance of URANS based on
the k - model and a Reynolds stress model. Their benchmark were PIV and
LDA measurements of a swirl-stabilized combustor. These authors report
that the k - model is able to capture the unsteady flow patterns they inves-
tigated very well. The difference between the two- and six-equation model
is found to be a massive over-prediction of the eddy viscosity calculated by
the k - model.
The reasonable to good performance reported by [44] and [46] motivated
us to use k - models for the simulations in this work. However, the results
produced by these simulations were in qualitative disagreement with the ex-
periments. Neither the standard [47], realizable [48] and the renormalization
group [49] variant of the k - model, nor the k -ω-SST [50] model and a non-
linear version of the k - model [51] could reproduce vortex breakdown when
used in computations involving the full domain (fig. 2). Most of these mod-
els were able to reproduce vortex breakdown, if the computational domain
was reduced to the unconfined domain and measured time-mean velocity
profiles were prescribed on the nozzle exit plane. However, the extent of the
breakdown bubble, as well as the shear layer thicknesses were in significant
disagreement with the measurements. In addition, no time-periodic global
mode was evident from the simulation runs. The different performance in
the different setups and the observation that the setup of Guo et al. [44]
consisted of two pipes with an area jump and no nozzle, suggests that the
10
anisotropic turbulence produced by the nozzle is one of the reasons for the
poor performance of two-equation models in this study. Another contri-
bution may come from the formation of a concentrated vortex core in the
upstream part of the setup [29].
After two-equation models were found unsuitable for the simulation of
the swirling jet, we attempted simulations with a Reynolds stress model
following the observations of refs. [43, 45, 46]. The Reynolds stress model
of Launder et al. [52] was used for the simulations presented here. As
discussed in appendix A, a very convincing agreement between the simulated
and measured time-mean and dynamical quantities was achieved with this
model.
4. Data analysis
4.1. Triple decomposition
To study flows that feature a dominant coherent structure, it is conve-
nient to adopt the triple decomposition of the flow field, introduced by [21].
The velocity vector is decomposed into a mean, a coherent, and a purely
stochastic part,
v(x, t) = v(x) + v˜(x, t) + v′(x, t). (3)
The time average is defined as
v(x) = lim
T→∞
1
T
∫ T
0
v(x, t)dt. (4)
The coherent velocity component is obtained by subtracting the mean flow
from the phase-averaged flow
v˜(x, t) = 〈v(x, t)〉 − v(x), (5)
with the definition of the phase average reading
〈v(x, t)〉 = lim
N→∞
1
N
N−1∑
0
v(x, t+ nτ), (6)
where τ denotes the period of the wave. In the present study, the experi-
mental data set from which these quantities are to be extracted consists of
non time-resolved uncorrelated PIV snapshots taken at arbitrary time incre-
ments. Therefore, no direct phase averaging is possible. However, Proper
Orthogonal Decomposition allows for the a posteriori reconstruction of the
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phase-averaged flow. This method is only applicable, if two coupled POD
modes can be identified that span the subspace of the periodic structure
from which the phase information can be retrieved. This has been demon-
strated in the studies of [15, 28], where the POD was used to extract the
dominant coherent structures from swirling jet experiments. Holmes et al.
[53] can be consulted for a full account of the POD.
4.2. Linear stability equations for turbulent flows
The goal of this section is to derive the equations governing the stability
of a coherent wave imposed on a time-mean flow. The starting point of the
analysis are the incompressible Navier-Stokes and continuity equations
∂v
∂t
+ (v · ∇)v = −∇p+ 1
Re
∆v (7)
∇ · v = 0. (8)
Classically, the linearized form of these equations is used to determine the
growth of a disturbance on a laminar base flow that is a solution of the steady
Navier-Stokes equations. This analysis breaks down when the disturbance
grows to finite size and the nonlinear terms come into play.
To derive a system of equations that allows for the analysis of the fully
saturated, turbulent state, the analysis has to rely on the time-mean, rather
than the base flow [3, 1]. Similar to the Reynolds-averaging procedure,
the triple decomposition, eq. (3), is substituted into eq. (7). The resulting
system is then phase-averaged and thereafter time-averaged. The resulting
system of equations reads [21]
(v · ∇)v = −∇p− 1
Re
∆v−∇ · v′v′︸︷︷︸
τR
−∇ · v˜v˜︸︷︷︸
τC
(9)
∇ · v = ∇ · v˜ = ∇ · v′ = 0. (10)
Note that in addition to the usual Reynolds stresses τR, stresses induced by
the coherent fluctuation, τC , are present. The time-mean flow is a solution
of this steady forced equation, taking into account (nonlinear) modifications
by the coherent and incoherent fluctuations. By subtracting eq. (9) from
the phase-averaged version of eq. (7), one arrives at the dynamical equation
governing the evolution of an organized wave, growing on a nonlinearly
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corrected mean flow. This equation is given by
∂v˜
∂t
+ (v · ∇)v˜+ (v˜ · ∇)v = −∇p˜+ 1
Re
∆v˜+∇ ·
(
v˜v˜− v˜v˜
)
−∇ · (〈v′v′〉 − v′v′)︸ ︷︷ ︸
τ˜
.
(11)
Focusing on a linear analysis, the quadratic term v˜v˜ − v˜v˜ is neglected.
The term τ˜ represents the oscillation of the fine scale incoherent turbulence
during the passage of the organized wave. From the energy considerations of
Reynolds & Hussain [21], it is expected that τ˜ contributes at leading order
and is hence retained in the analysis. Unfortunately, τ˜ is not known a priori
and cannot be related to v˜. Hence, specifying τ˜ poses a closure problem for
the stability equations (11).
Following Reau & Tumin [6], closure is invoked by Boussinesq’s turbulent
viscosity hypothesis. The time-mean and phase-averaged fluctuations are
specified via
〈v′v′〉 = 2
3
〈k〉I− 2νpt
(∇+∇T) 〈v〉 (12)
and
v′v′ =
2
3
kI− 2νtt
(∇+∇T)v, (13)
with νt denoting the eddy viscosity, k the kinetic energy and I the identity
matrix. The superscripts t, p and T denote a time-averaged, phase-averaged
and a transposed quantity, respectively. By time-averaging eq. (12), equat-
ing it to eq. (13) and by using the identity 〈()〉 = (), Viola et al. show that
νtt = ν
p
t [24], and we can formally drop the superscripts. Equation (12) and
eq. (13) yield the additional stress τ˜
τ˜ =
2
3
〈k〉I− 2
3
kI− 2νt
(∇+∇T) 〈v〉+ 2νt (∇+∇T)v. (14)
We assume that phase and time-averaging changes the structure of the fine
scale turbulence, but not the amplitude of the fluctuations. Therefore, 〈k〉 =
k and eq. (14) reduces to
τ˜ = 2νt
(∇+∇T) v˜. (15)
By introducing eq. (15) into the governing dynamic equations (11), the eddy
viscosity is lumped with the molecular viscosity into an effective viscosity
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νeff = ν + νt and the final form of the stability equations reads
∂v˜
∂t
+ (v · ∇)v˜+ (v˜ · ∇)v = −∇p˜+∇ · [Re−1eff (∇+∇T) v˜] (16)
∇ · v˜ = 0. (17)
Note that Reeff is now a function of space.
4.3. Solving the global mode with local LSA
For local modal LSA, the ansatz for the disturbance quantities
{v˜, p˜} = {iF (r), G(r), H(r), P (r)} exp(i(αx+mθ − ωt)) (18)
is substituted into eq. (16) and eq. (17). α and m denote the axial and
azimuthal wave number, ω signifies the frequency, indicating that the sta-
bility problem is solved in polar coordinates. The problem is completed by
specifying appropriate boundary conditions. These are given by Khorrami
et al. [54] as
F = G = H = P = 0 (19)
for any azimuthal wave number m at r → ∞. Along the jet centerline the
boundary conditions read, for m = ±1,
F (0)±G(0) = 0
H(0) = P (0) = 0.
(20)
The resulting eigenvalue problem constitutes a dispersion relation that com-
binations of α and ω have to satisfy for the shape functions F,G,H and P to
be non-trivial solutions. Pseudospectral collocation techniques have proven
to be well suited for the discretization of hydrodynamic stability problems
[54]. The books of [55, 56, 57] provide an excellent account of these meth-
ods. After discretization, the eigenproblems were solved with MATLABs
eig and eigs function.
The eigenvalue problem can be solved for α given real or complex val-
ued or for ω given real, resulting in a temporal, spatio-temporal or spatial
stability analysis [58]. The outcome of a spatio-temporal analysis is the ab-
solute growth rate =(ω0) and frequency <(ω0). The parallel-flow profile is
absolutely unstable, if the absolute growth rate is positive and convectively
unstable, if the absolute growth rate is negative [58]. The presence of a
region of absolute instability is a necessary condition for the flow to sustain
a global mode [59].
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The focus of this study lies on the ability of LSA to predict the frequency
<(ωg) and growth rate =(ωg) of the global mode, as well as the location of
frequency selection. These quantities are computed from a frequency se-
lection criterion based on the absolute frequency ω0. In agreement with
Pier [8], we find that only the criterion of Chomaz et al. [60] applied to
the time-mean flow provides predictions that are in agreement with exper-
imental observations. Juniper et al. [61] discuss practical aspects of the
implementation of the frequency selection criterion.
4.4. Computing the turbulent viscosity from PIV data
As outlined in Sec. 4.2, Boussinesq’s hypothesis is invoked to relate the
coherent turbulent stresses τ˜ via the unperturbed eddy viscosity νt to the
strain rate tensor of the mean field [6]. This relationship is given by eq. (13)
and reads in index notation
−v′iv′j +
2
3
v
′
kv
′
kδij = νt
[
∂vi
∂xj
+
∂vj
∂xi
]
. (21)
This expression cannot be used for a direct computation of the eddy vis-
cosity. In a swirling flow undergoing vortex breakdown, the normal and
shear stresses are of the same order of magnitude and no simplifications of
the Reynolds stress tensor are generally valid. Equation (21) results in an
overdetermined system of equations for νt that can only be solved in an
approximate least-squares sense [62], reading
νt =
(
−v′iv′j + 23v
′
kv
′
kδij
)
·
(
∂vj
∂xi
+ ∂vi∂xj
)
(
∂vl
∂xm
+ ∂vm∂xl
)
·
(
∂vl
∂xm
+ ∂vm∂xl
) . (22)
One concern with this approach is that the solution of the overdeter-
mined system of equations eq. (22) is not bounded. It is observed in this
study that the solution of eq. (22) yields regions of negative eddy viscos-
ity. The problem is worsened by the fact that the computed eddy viscosity
varies rapidly in the PIV domain, producing steep gradients. This is prob-
lematic from the point of view of a numerical implementation, because the
rapid change in viscosity can lead to convergence problems with the eigen-
value solver. Conceptually, a negative eddy viscosity is also questionable.
In fact, steps are taken in RANS modeling to ensure that the modeled tur-
bulence quantities are strictly positive [63, 64], otherwise the computation
may suffer an immediate and irrecoverable breakdown [64]. In this study
a clipping strategy was attempted that resets negative values of the eddy
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viscosity to zero. It should be noted that a negative eddy viscosity may be
well embedded, if an explicit separation of scales in the turbulent spectrum
is introduced. This is classically done in Large Eddy Simulations. There,
a negative eddy viscosity can be interpreted as backscatter of turbulent ki-
netic energy from small turbulent scales to energy containing, larger scales
[65, 66]. However, even in the context of Large Eddy Simulations, clipping or
averaging of negative eddy viscosity is common practice to avoid numerical
instabilities [67].
In order to avoid the problem of negative eddy viscosities, another ap-
proach was tested for the experimental data. Returning to the ideas of
turbulence modeling in CFD, the eddy viscosity is computed in the k − 
model family via
νt = Cµ
k2

. (23)
 denotes the turbulent dissipation rate and Cµ is a model constant. We
assume the value of 0.09 for Cµ, which is the value of the baseline k − 
model [47]. Both, k and  can be computed from PIV data and are strictly
positive. The necessity for clipping is thus avoided.
A method for computing  from PIV data was proposed by Sheng et al.
[68]. This approach is called a PIV-LES method by these authors. They
observe that Large Eddy Simulations (LES) and PIV are similar in that
both methods have a finite spatial resolution that is usually larger than the
smallest scales in the flow. The dissipation of turbulent eddies, however,
takes place at the smallest scales. Sheng et al. suggest to adopt the subgrid
scale modeling of LES to PIV, in order to improve the turbulent dissipa-
tion rate estimation from measurements. The dissipation rate is estimated
according to
 ≈ SUB = −2τSUBij SGRij . (24)
The superscript SUB refers to a SUBgrid scale quantity that needs to be
modeled and the superscript GR refers to a Grid Resolved quantity. S
denotes the strain rate tensor. For brevity of notation SUB is denoted by 
in the following. Sheng et al. discuss different options to model the subgrid
scale stresses τSUBij . We found no significant difference between the different
subgrid scale models discussed by Sheng et al. and therefore stick to the
widely used model proposed by Smagorinsky [69]. The dissipation rate is
then computed via
 = 2C2s δ
2
x
∣∣SGR∣∣SGRij SGRij . (25)
Cs is a model constant with the value 0.17 and δx is a measure of the grid
size. |...| refers to the absolute value.
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Figure 3: The time-mean axial velocity fields of C1 (a)) and C2 (b)) as measured with
PIV. All velocities are normalized with their respective bulk velocity.
5. Results - Experimental investigation
5.1. The time-mean flow
This section introduces the time-averaged velocity fields of C1 and C2 as
measured with PIV. As shown in fig. 3 a), C1 exhibits the typical velocity
field of a swirling jet undergoing vortex breakdown. The incoming jet is
forced to an expansion around the recirculation bubble. C2 features a time-
mean velocity field that is often found in swirl stabilized combustion research
(fig. 3 b)), where centerbodies are used for flame stabilization or pilot fuel
injection. The velocity field is more parallel and the internal recirculation
zone features the wake of the centerbody and the recirculation bubble of
vortex breakdown.
5.2. Dynamic properties of the global mode
A mode pair that spans the subspace of the periodic structure was identi-
fied from a POD analysis of the measurements of C1 and C2. This is evident
from the coherent v˜y component of the respective mode (fig. 4 a), c) for C1
and b), d) for C2) and the circular phase portrait of the modal coefficients
(fig. 5) [15]. These results confirm that the dynamics of each configuration
are governed by the same periodic structure. Differences between the struc-
tures of C1 and C2 prevail in the axial wavelength which is 10% smaller
for the modes of C2 than those of C1. The difference in axial wavelength
is related to a different temporal dynamic of the structure. From the time
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Figure 4: The cross stream velocity component of the dominant POD modes of C1 (a),
c)) and C2 (b), d)) derived from PIV measurements.
resolved measurements of C1 and C2 (LDA and pressure), the frequency of
the global mode is calculated as 47 Hz for C1 and 76 Hz for C2.
5.3. The eddy viscosity fields
The results of the k− approach and the least-square fit are discussed in
this section. The respective eddy viscosities are denoted by νk−t and ν
lsq
t .
The νk−t for C1 derived from eq. (23) is presented in fig. 6 a) and ν
lsq
t com-
puted according to eq. (22) is shown in c). The contribution of the global
mode was removed from the fluctuating velocity fields by computing a POD
and reconstructing the fluctuating velocity with the corresponding POD
modes excluded. νk−t is distributed almost homogeneously for x/D > 0.5
within the jet. Note that νk−t takes on large values upstream of the recircu-
lation bubble along the inner shear layers. νlsqt has a significantly different
spatial distribution (fig. 6 c)). νlsqt deviates strongly from the molecular
viscosity for x/D > 0.5, but remains relatively small further upstream. Par-
ticularly, νlsqt differs significantly along the inner shear layer and takes on its
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Figure 5: Phase portrait of the POD modal amplitudes of C1 (a)) and C2 (b)) derived
from PIV measurements.
largest values in the vicinity of the outer shear layer. In the annular jet, for
x/D > 0.5, and in the wake of the breakdown bubble, only small values of
νlsqt are evident. ν
k−
t of C2 in fig. 6 b) is distributed similarly to C1 (fig. 6
a)). νk−t has large values in the bulk of the flow, in the inner and outer
shear layers and particularly upstream of the recirculation bubble. νlsqt in
fig. 6 d) is less aligned with the shear layer position compared to C1. As in
fig. 6 c), the largest values are attained for x/D > 0.5.
5.4. Regions of absolute instability
The impact of the different effective viscosities on the predictions of the
LSA is outlined here. For reference, each analysis is supplemented with the
results of LSA based only on the molecular viscosity νmol. The results of
LSA applied to the measured time-mean flows of C1 are presented in fig. 7.
The streamlines of the time mean velocity field of C1 is given for reference
in fig. 7 a). The impact of the eddy viscosity on the region of absolute
instability is presented in fig. 7 b). Switching from the molecular viscosity
to the effective viscosity has a significant impact on the absolute growth
rate curve. The inclusion of νk−t , as well as ν
lsq
t , substantially reduces the
region of absolute instability in the flow. Note that the absolute growth rate
that results from the inclusion of νlsqt is brought close to zero for x/D < 0.3
compared to the computation based on νmol. In addition, the absolute fre-
quency strongly depends on the way the eddy viscosity is computed (fig. 7
c)). νlsqt leads to a distribution of the absolute frequency that resembles the
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computation with νmol very closely, with a small reduction in the largest
value of the frequency. Applying νk−t to the LSA computation leads to a
profound change in the absolute frequency curve. The peak in the curve at
around 0.2D is completely eliminated and values of the absolute frequency
downstream of 0.2D are strongly reduced compared to the other two com-
putations.
This change in frequency is peculiar and one may wonder whether the insta-
bility is still generated by the same mechanism and flow region. The insets
in fig. 7 b) show that all eigenfunctions peak in the inner shear layer and
the presence of one viscosity or another does not substantially change the
mode shape. Hence, the choice of the eddy viscosity significantly affect the
growth rate and frequency of the stability mode.
Next, C2 is considered. In addition to the eddy viscosities presented
for C1 in fig. 7, an additional computation of the k −  based approach is
included. This is motivated by the wrong prediction of the global modes
growth rate and frequency based on νk−t observed for C1. These are dis-
cussed in detail in the subsequent chapter. A source of error in the estimation
of the turbulent dissipation rate from PIV data is the spatial resolution of
the measurement. Delafosse et al. [70] compare the turbulent dissipation
rate estimations from PIV measurements at different spatial resolutions and
report an increase by 220% of the turbulent dissipation rate, if the spatial
resolution is improved by a factor of two. Tanaka & Eaton [71] assess the
accuracy of turbulent dissipation rate predictions obtained from a PIV eval-
uation of synthetic vector fields. They find an optimal PIV resolution in the
range of η/10 to η/2, where η is the Kolmogorov scale. If this resolution is
exceeded, the dissipation rate is underestimated. The spatial resolution in
this study is constrained by the need to include the spatial evolution of the
entire global mode and is, thus, larger than the suggested optimum range.
However, the spatial resolution of the PIV evaluation does not only depend
on the size of the region of interest and the camera resolution, but also on
the interrogation window size of the PIV evaluation. Following the recom-
mendations of Saarenrinne & Piirto [72], we re-evaluated the PIV data with
an interrogation window size of 16x16 pixel, in addition to the 32x32 pixel
window size.
The impact of the different eddy viscosities on the absolute growth rate
curves of C2 is shown in fig. 8 b). The streamlines of the time-mean velocity
field is given for reference in fig. 8 a), where the wavemaker is marked by
the red square. We find that as for C1 the extent of the region of absolute
instability is reduced by the inclusion of νlsqt . ν
k−
t completely suppresses
the absolute instability for both resolutions considered. The absolute fre-
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Figure 7: LSA results for C1 (PIV). a): Streamlines indicate the time-mean flow. The red
square marks the axial position of the wavemaker of the νlsqeff computation. b) Absolute
growth rate curves computed for different viscosities. The insets show the absolute value
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quency is only mildly influenced by νlsqt , but strongly reduced for both k− 
computations (fig. 8 c)).
It is interesting to note that the computations based on the molecular vis-
cosity show the largest absolute growth rate at x/D ≈ 0.4. This is located
between the vortex breakdown bubble and the wake of the centerbody, where
flow recirculation is relatively weak. This raises the question whether the
absolute instability is driven by the same mode throughout the flow. Fig-
ure 8 b) shows disturbance eigenfunctions at several axial stations. Note
that the eigenvectors are normalized arbitrarily and fig. 8 b) does not war-
rant the conclusion that the instability is at one axial location ”stronger“
than at the other. Clearly, at every streamwise station, the unstable mode
is related to the inner shear layer.
5.5. Frequency and growth rate predictions
The prediction of the global mode growth rate and shedding frequency
are discussed next. Table 2 shows the predictions of the global mode for
C1 and C2, with St = fD/vbulk and f = <(ωg)/2pi. The predictions are
compared to the Strouhal number derived from time resolved measurements
for C1 and C2.
Considering C1 first, the prediction of the LSA based on νmol is in rea-
sonable agreement with the measured value at a deviation of 19%. The
frequency prediction is significantly improved by including νlsqt . In this
case, the predicted frequency deviated by 7% from the measured value. The
LSA calculation with νk−t severely under-predicts the measured frequency,
with a deviation of 88%. Similar observations can be made for C2. The
calculations based on νmol and ν
lsq
t agree to the measured value within 7%
and 3.5%. The prediction based on νk−t is off by 84% for an interroga-
tion window of 32x32 pixel. Given that the frequency selection follows from
the absolute growth rate curves and given the similarity of the growth rate
curves for the 32x32 pixel and the 16x16 pixel case, we have forgone the
calculation of the frequency selection for the 16x16 pixel case.
The predicted growth rates of the global mode are indicated by =(ωg) in
table 2. They are compared to the zero growth rate of the global mode on
the limit cycle. The notion that the flow is marginally stable with a growth
rate of zero is supported by the several theoretical analyses [2, 1, 3, 14]. For
both, C1 and C2, the k −  based calculations predict a negative growth
rate that is significantly below zero. The computations based on νmol also
predict a growth rate that is substantially smaller than zero. For both cases,
the computations with νlsqt yield growth rates that are close to zero.
It is astonishing that LSA predictions of the frequency and growth rate
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St =(ωg) xWM/D
C1

νmol 0.49 (0.41) -0.13 (0) 0.2
νk−eff 0.05 (0.41) -0.23 (0) 0.25
νlsqeff 0.44 (0.41) -0.01 (0) 0.24
C2

νmol 0.55 (0.51) -0.27 (0) 0.25
νk−eff 0.08 (0.51) -0.18 (0) 0.3
νlsqeff 0.52 (0.51) -0.07 (0) 0.2
Table 2: The Strouhal number predictions of the global mode of C1 and C2 compared
to the measured value which is given in brackets. The predicted growth rate =(ωg) is
compared to the theoretical on the limit cycle of the global mode (given in brackets). ωg
is normalized via ωgD/vbulk. The wavemaker location is indicated by xWM. All shown
numbers correspond to PIV measurements.
based on a strongly non-parallel and highly turbulent three-dimensional flow
are in that good agreement with experimental observations and theoretical
predictions, indicating the physical relevance of time-mean flow stability
analysis.
We conclude this section by returning to the predictive quality of LSA
calculations based on νk−t . We argue that there is an intrinsic deficiency
to the predictions based on the k −  model. The intrinsic problem is the
focus on the normal stresses that contribute to k. In swirling jets undergoing
vortex breakdown, the off-diagonal elements of the Reynolds stress tensor
are of a similar magnitude as the main-diagonal elements, as is illustrated
for C1 in fig. 9. The normal stresses are particularly large upstream of the
recirculation bubble (cf. fig. 6 a) and fig. 9). This is related to the unsteady
movement of the recirculation bubble ([29] can be consulted for details).
From fig. 6 a) it is evident that the eddy viscosity takes on large values
in the inner shear layer. We have identified in another study [73] that the
growth of unstable modes in the inner shear layer relates to the formation
of the global mode. Figure 7 and fig. 8 a) show that the wavemaker is
located upstream of the recirculation bubble and in regions, where a very
large value of νk−t is present. The large value of ν
k−
t suppresses the growth
of the unstable modes in the LSA, which in turn determine the wavemaker
location and the value of the frequency and growth rate at the wavemaker
location, and thus deteriorates the predictive capability.
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Figure 9: The components of the Reynolds stress tensor in the PIV domain for C1.
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6. Results - Experiment vs URANS
Is the turbulence model identified for the analysis of swirling jets well
suited for the prediction of such flows in URANS? This question poses a
consistency check for the line of thought presented so far. If the full Reynolds
stress tensor needs to be taken into account for an accurate a posteriori
analysis of the flow’s dynamic features, it should also be taken into account
in the prediction of the flow.
Incidentally, URANS provides data upstream the region of interest of
PIV measurements. This is very valuable if a global stability analysis is
considered that requires upstream and downstream boundary conditions
that are placed sufficiently far away from the domain of the global mode.
6.1. The time-mean flow
This section briefly introduces the time-mean axial velocity fields of C1
computed from URANS and compared to PIV. A detailed comparison of
the URANS and PIV results is provided in appendix A. The axial velocity
fields of fig. 10 a) and b) show that the URANS computations are in good
agreement with the PIV measurements and further analysis can be reliably
conducted based on the URANS results.
6.2. Regions of absolute instability
Figure 11 a) shows the streamlines of the time-mean velocity field to-
gether with the wavemaker location that is marked by the red square. Note
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St =(ωg) xWM/D
C1 PIV

νmol 0.49 (0.41) -0.13 (0) 0.2
νk−eff 0.05 (0.41) -0.23 (0) 0.25
νlsqeff 0.44 (0.41) -0.01 (0) 0.24
C1 URANS

νmol 0.53 (0.41) -0.0375 (0) 0.15
νk−eff 0.06 (0.41) -0.15 (0) 0.21
νlsqeff 0.44 (0.41) -0.0009 (0) 0.25
Table 3: The Strouhal number predictions of the global mode based on PIV and URANS
(C1) compared to the measured value which is given in brackets. The predicted growth
rate =(ωg) is compared to the theoretical on the limit cycle of the global mode (given in
brackets). ωg is normalized via ωgD/vbulk. The wavemaker location is indicated by xWM.
that the values of k and , as well as all components of the Reynolds stress
tensor are directly obtained from the simulation. Equation (23) and eq. (22)
are then applied to these quantities to derive the eddy viscosity. We find a
behavior that is similar to the LSA of the experimental data. The region of
absolute instability is reduced by the inclusion of the eddy viscosity. This
effect is particularly strong with νk−t . The modification of the absolute
growth rate curves is indicated in fig. 11 c). The use of νlsqt reduces the
absolute frequency to a small extent, whereas νk−t strongly suppresses the
absolute frequency.
Similar to C1 (PIV), we find by inspection of the eigenfunctions (not shown)
that the absolute instability is related to the inner shear layer.
6.3. Frequency and growth rate predictions
We turn to the global mode growth rate and frequency predictions of the
LSA. The values obtained for the PIV measurements are given for reference
in table 3. Beginning with the Strouhal number predictions, the LSA based
on νmol results in a deviation of 28% from the measured value. The Strouhal
number prediction strongly improves when the eddy viscosity is based on
the least squares fit. In this case, the predicted and measured frequency
agree within 7%. The prediction from LSA based on the k−  computations
is off by 85%.
The growth rate predictions are indicated by =(ωg) in table 3. The
growth rate predicted with νmol and ν
lsq
t are of the order of magnitude
of 10e − 2 and 10e − 4, respectively. This is an excellent agreement with
the theoretical value. As for the experimental results, the growth rate is
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Figure 11: LSA results for C1 (URANS). a): Streamlines indicate the time-mean flow.
The red square marks the axial position of the wavemaker of the νlsqeff computation. b)
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predicted strongly negative with νk−t . The fact that the k −  based eddy
viscosity performs equally poor for the URANS and all PIV cases further
suggests that a lack of spatial resolution is not the dominating problem in
the PIV measurements, but the focus on the normal stresses.
7. Summary and discussion
We investigated the accuracy of local linear stability analysis in predict-
ing the frequency and growth rate of the global mode in turbulent swirling
jets undergoing vortex breakdown. Based on an analysis of the time-mean
flow, we show that the frequency and growth rate can be predicted in good
agreement with experimental results, if the non-coherent turbulence is in-
cluded via an eddy viscosity. The error is below 7% for the frequency predic-
tion and the predicted growth rates are nearly identical to the zero growth
rate of the global mode on the limit cycle.
We have demonstrated how the eddy viscosity can be obtained from
PIV data sets via a least-square fit to the Reynolds stress tensor and via a
computation of the turbulent kinetic energy k and the turbulent dissipation
rate . The eddy viscosity obtained from the least-square approach takes
into account the full Reynolds stress tensor and significantly improves the
predictive capability of the stability analysis. Taking into account the eddy
viscosity obtained from k and  deteriorated the predictions of the stability
analysis, with a deviation from experimental measured frequencies by up to
almost 90%. An analysis based solely on the molecular viscosity deviated
by at most 28% and often even performed significantly better. We find
that the eddy viscosity obtained from k and  focuses too strongly on the
normal stress components. These are particularly strong at the upstream
end of the recirculation bubble, where the global mode wavemaker is located.
Notwithstanding the present results, the k− approach may be a convenient
and accurate alternative in flows with a less pronounced anisotropy.
We further investigated whether URANS computations can supplement
experimental techniques in the investigation of the dominant coherent struc-
ture in swirling jets undergoing vortex breakdown. Our findings reempha-
size the observations made from the analysis of the PIV data. Only sec-
ond moment closure that takes into account the full Reynolds stress tensor
yields simulations of the flow field that are in qualitative and quantitative
agreement with experimental findings. Any two-equation model that was
attempted in this study yielded results that were in qualitative disagree-
ment with experiments. Linear stability analysis based on time-averaged
quantities of the second moment closure simulation yielded predictions of
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the global mode frequency that agreed to within 7% with experiments and a
global mode growth rate of zero (10e− 4), which is consistent with a global
mode oscillating on a limit cycle.
Interestingly, the LSA equations can be closed with an appropriate eddy
viscosity and yield accurate predictions, whereas the attempt to use the
Boussinesq hypothesis in the prediction of the mean flow fails. Presumably,
turbulence closure is less delicate for linear stability analysis since the mean
flow, on which the analysis is based on, contains information about the
turbulent fluctuations. Particularly inviscid instabilities as those considered
here, should be largely determined by the mean flow field. Moreover, an
isotropic eddy viscosity fitted to the full Reynolds stress tensor in a least
squares sense represents the best possible approximation of the anisotropic
eddy viscosity tensor, and it should always be superior to any modeling
attempt.
How good is the present agreement of below 10% between local LSA
predictions and measurement in the context of other methods? Juniper et al.
[61] point out that the beauty of a local analysis lies in its ability to identify
physically relevant mechanisms and that accurate results are best obtained
by a global LSA. Paredes et al. [74] conducted local and global stability
analysis of the time-mean flows of different flame configurations present in a
swirl stabilized combustor. They based their analysis on measured velocity
data and derived the turbulence quantities a posteriori from the measured
data. An exact number is not provided, but these authors state that both,
the local and global analysis, are in reasonable agreement with the measured
frequency of the global mode. They point out that the elliptic operators of
global stability analysis are immensely sensitive to boundary conditions that
had to be placed close to the wavemaker of the global mode, because of the
limited optical access of the measurement setup.
The global LSA of Crouch et al. [22] considered the onset of flow un-
steadiness over an airfoil by linearizing the URANS equations, including
a turbulence model. They also provide an analysis of the laminar vortex
shedding in the wake of a circular cylinder. For the latter case, global LSA
predicts the shedding frequency within a deviation of 1e − 3 compared to
the unsteady simulation of the full Navier-Stokes equation. The growth rate
is predicted identical to the growth rate derived from the simulation. No
exact numbers are given for the former case, but the authors state that the
agreement between measurement and global LSA predictions is very good.
Judging from the graphs they present, a small single digit percental devia-
tion is conceivable.
Meliga et al. [23] base their global LSA on linearized RANS equations
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and the time-mean flow behind a D-shaped cylinder. They find that the
frequency of the global mode predicted by global LSA deviates by around
9% from the value obtained from the unsteady simulation. The authors
argue in line with Sipp & Lebedev [19] that the match between global LSA
prediction and simulation is not exact, because of a strong resonance of the
global mode with its first harmonic that may render the analysis of the time-
mean flow questionable. The growth rate of the global mode is predicted
significantly different from zero for the same reason.
These studies indicate that global LSA may be capable of predicting the
growth rate and frequency of the global mode (almost) exactly. For global
LSA to perform significantly better than local LSA, appropriate boundary
conditions have to be placed sufficiently far away from the wavemaker of the
global mode. However, obtaining the flow field far upstream and downstream
of the global mode may not be possible in an experimental setting. Under
these circumstances, a deviation of roughly 10% between measurement and
prediction is a very good value.
8. Conclusion
Local linear stability analysis based on time-mean velocity fields pre-
dicts the frequency and growth rate of the global mode in highly turbulent
swirling jets undergoing vortex breakdown in good agreement with experi-
ments and theory, if fine scale turbulence is included in the analysis via an
appropriate turbulence model. The turbulence model for the stability anal-
ysis predictions has to be chosen with care and needs to take into account
the turbulence structure of the flow at hand. For the flows considered, only
a model of the full Reynolds stress tensor improved the predictions, while a
model based on k and  deteriorated the accuracy of the predicted growth
rate and frequency of the global mode. These observations are expected to
extend to global stability analysis and also to other flows with a complex
turbulence structure.
The observations based on analyses of measured data are corroborated
by URANS simulations. Only a second moment turbulence closure model
was found to predict the flow in close agreement with the measurements.
Consistent URANS predictions might be an attractive basis for global sta-
bility analyses, as they provide velocity data sufficiently far upstream of
the region of interest and thus ease the definition of appropriate boundary
conditions.
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Appendix A. Validation of the URANS computation
This appendix discusses the time-mean and the dynamic properties of
configuration C1, obtained from PIV and from URANS. The URANS com-
putations were obtained with the Reynolds stress model of Launder et al.
[52]. The good correspondence between the axial velocity fields that is evi-
dent in fig. 10 is further substantiated in fig. A.12. It shows axial velocity
profiles at different axial stations. For clarity of presentation, velocity pro-
files in the immediate near field are only shown at x/D = 0.1. At this
position, additional Laser-Doppler-Anemometry (LDA) measurements are
available for comparison. The distance from the nozzle lip was necessary to
accommodate the LDA beam spacing. An average of about 330000 samples
were collected at each measurement point for the axial component.
The URANS velocity profile at x/D = 0.1 agrees well with the measured
profiles. The overshoot on the jet axis is smaller for the URANS profile than
for those obtained from experiments. The mass flow rate in the URANS com-
putation was 2% smaller than that of the experiments, which is likely related
to the estimation of the inflow conditions from another simulation. Given
the overall good agreement of the time-mean velocities and the dynamics
of the global mode with the experiment (fig. A.14), this discrepancy is not
detrimental to the quality of the simulation. URANS predictions and LDA
measurements both indicate a steep gradient in the outer shear layer. PIV
significantly overestimates the shear layer width in this area. The lacking
resolution of strong gradients is a common problem of the correlation based
PIV evaluation. A typical size of the interrogation windows size of 32x32
pixel may result in only very few velocity vectors across a strong gradient,
resulting in insufficient resolution. The agreement of PIV and URANS in-
creases with downstream distance from the nozzle. Particularly, the shear
layer widths match well. The URANS computations overestimate the depth
of the wake for x/D > 1.5.
A comparison between the experimentally and numerically obtained az-
imuthal velocity profiles is provided in fig. A.13. As for fig. A.12, LDA mea-
surements are available at x/D = 0.1. The number of samples were around
10000 in this case. A good agreement between PIV and URANS is evident
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Figure A.12: Axial velocity profiles at various axial stations.
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Figure A.13: Azimuthal velocity profiles at various axial stations.
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throughout the domain. The correspondence between LDA and URANS in
the vicinity of the nozzle is good and validates the URANS results.
The dynamics of the global mode are compared next. The coherent cross
stream velocity component of the dominant POD mode pair that represents
the global mode is shown in fig. A.14. This figure demonstrates that the
URANS computations are capable of reproducing the dominant dynamics
of the flow and of providing the correct spatial shape of the global mode
structure. The periodicity of the POD modes is evident from the phase
portrait of the model coefficients shown in fig. A.15. The URANS compu-
tations accurately reproduce the pattern of a periodic structure that orbits
on a limit cycle. The presence of (”resolved”) fine scale turbulence in the
experimental data leads to fluctuations in the modal amplitude of the global
mode (fig. A.15 b)). This is reflected in the fluctuations around a mean value
present in fig. A.15 b). In any event, both phase portraits indicate the same
periodicity. The simulation predicts the frequency of the global mode with
45 Hz, which is in good agreement with the 47 Hz derived from experiments.
Grid independence is established by repeating the simulation on a hex-
ahedral mesh with circa 1.8 million cells. The inflow velocity is found to
differ by at most 5% and the frequency of the global mode by 3% compared
to the coarser mesh.
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