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a b s t r a c t
Consider a varying-coefficient single-index model which consists of two parts: the linear
part with varying coefficients and the nonlinear part with a single-index structure, and
are hence termed as varying-coefficient single-index models. This model includes many
important regression models such as single-index models, partially linear single-index
models, varying-coefficientmodel and varying-coefficient partially linearmodels as special
examples. In this paper, we mainly study estimating problems of the varying-coefficient
vector, the nonparametric link function and the unknown parametric vector describing
the single-index in the model. A stepwise approach is developed to obtain asymptotic
normality estimators of the varying-coefficient vector and the parametric vector, and
estimators of the nonparametric link function with a convergence rate. The consistent
estimator of the structural error variance is also obtained. In addition, asymptotic pointwise
confidence intervals and confidence regions are constructed for the varying coefficients and
the parametric vector. The bandwidth selection problem is also considered. A simulation
study is conducted to evaluate the proposedmethods, and real data analysis is also used to
illustrate our methods.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Regression analysis is one of the very useful techniques in statistics. Over the last three decades, nonparametric and
semiparametric models have received more and more attention since parametric models are inadequate to capture the
underlying relationships between response variables and their associated covariates in many practical situations. One of
the popular semiparametric models is the semivarying-coefficient model which assumes the following structure
Y = ZTθ(U)+ XTβ0 + ε, (1.1)
where (X, Z) ∈ Rp × Rq and U ∈ R1 are covariates, and Y is the response variable, θ(·) = (θ1(·), . . . , θq(·))T is a vector
of unknown functions, β0 = (β01, . . . , β0p)T is a vector of unknown parameters and ε is random error with E(ε) = 0 and
var(ε) = σ 2.
The semivarying-coefficient model has been studied by some authors. See, e.g., [31,1,9]. Fan and Huang [9] used model
(1.1) to analyze the Boston housing dataset. The dataset consists of the median value of owner price in 1970 of owner-
occupied houses in 506 census tracts within the Boston metropolitan area, together with several variables which might
explain the variation of housing values. The seven variables are: per capita crime rate by town (CRIM), average number of
rooms per dwelling (RM), full value property tax per $10,000 (TAX), nitric oxide concentration parts per 10 million (NOX),
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pupil–teacher ratio by town school district (PTRATIO), proportion of owner-occupied units built prior to 1940 (AGE), and
lower status of the population (LSTAT). For simplicity of notation, the covariates CRIM, RM, TAX, NOX, PTRATIO and AGE are
denoted by Z2, . . . , Z7 respectively.
Take Z1 = 1 as the intercept term and U =
√
LSTAT. Fan and Huang [9] first used the varying-coefficient model
Y =
7−
j=1
θj(U)Zj + ε
to fit the given data. They applied the generalized likelihood ratio (GLR) statistics proposed by Fan et al. [11] to test whether
each coefficient function varies significantly, and found that the coefficient functions for variables PTRATIO and AGE do
not vary significantly at level 1%. Hence they set the coefficients of PTRATIO and AGE to be constants, and employ the
semivarying-coefficient model
Y =
5−
j=1
θj(U)Zj + β1Z6 + β2Z7 + ε
to fit the data again. This considers the statistically significant of β1 and β2; that is ‘‘do not vary significantly’’. To answer
the question that whether the coefficients of PTRATIO and AGE are statistically significant, Fan and Huang [9] employed the
proposed GLR and Wald tests, and concluded that the coefficient of AGE is near zero. This is impractical. This implies that
linear relationship between the AGE and the median value of owner-occupied home (Y ) may not be true. Therefore, we in
this paper employ the model
Y =
5−
j=1
θj(U)Zj + g(β1Z6 + β2Z7)+ ε
to fit the given data and find g(·) is indeed nonlinear. Under above model, our study shows that both PTRATIO and the
AGE affect the housing value, a reasonable result. The application motivates us to consider the following partially-varying-
coefficient single-index model of the form
Y = ZTθ(U)+ g(XTβ0)+ ε, (1.2)
where g(·) is an unknown link function. For the sake of identifiability, it is assumed that ‖β0‖ = 1, where ‖ · ‖ denotes the
Euclidean metric. Further assume that E(ε|U, X, Z) = 0 and var(ε|U, X, Z) = σ 2(U).
In this model, the dependence of θ(·) on U implies a special kind of interaction between Z and U . Hence, it is also
considered to be a natural extension of the partially linear single-index model which is investigated by Carroll et al. [4], Yu
and Ruppert [34] and Zhu and Xue [36]. This model is quite general and can avoid ‘‘curse of dimensionality’’. In addition to
the varying-coefficient partially linear model and partially linear single-index model, it also includes many other important
models as special examples. For example, if g(·) = 0 in model (1.2), it reduces to the standard varying-coefficient model
(e.g. [16,28,2,3,10,32]). If p = 1 and β0 = 1, (1.2) becomes a class of varying-coefficient nonparametric models. In addition,
model (1.2) also includes the partially linear model when β0 = 1 and θ(·) is a constant parameter vector as well as the full
single-index model with absence of the varying-coefficient components (e.g., [23,12,13,35,6,29,33]).
Model (1.2) has the features of both the single-index models and the varying-coefficient models. Various estimating
approaches such as sliced inverse regression, kernel smoothing, local linear method, penalized spline method and the
average derivativesmethod are used for single-indexmodels [19,35,13,4,34,14]. In addition, variousmethodswere proposed
to estimate varying coefficients. These methods include the local ordinary least squares methods, component-based
kernel method, smoothing spline method, local polynomial kernel regression method, local polynomial kernel generalized
estimating equation method and basis function approximation based method and so on [17,28,5,18]. Model (1.2) is also a
useful extension of the partially linear single-index models. Yu and Ruppert [34] proposed P-spline estimation for partially
linear single-indexmodels. All parameters in the P-spline single-indexmodel can be estimated simultaneously by penalized
nonlinear least squares. Recently, Wong, Ip and Zhang [27] define estimators in model (1.2) by first obtaining the so-
called quasi-initial estimators of the unknown functions simultaneously by combining the bi-local linear smoother and
the average method. However, this method may result in inconsistent estimators since the bi-local smoothing techniques
yield two bivariate estimating functions for the univariate coefficient function and univariate nonparametric function,which
are clearly asymptotically biased, and hence the arithmetic average of the bivariate estimating functions generally define
inconsistent estimators. One may use the other existing techniques and estimating methods such as smooth spline or P-
spline and so on to obtain estimators simultaneously. However, such a method may make it quite difficult to explore
asymptotic properties of the estimators since these estimators depend on each other in a very complicate way. Also, it
may be extremely computationally intensive especially when the dimension of Z is large. Hence, one need to seek a way
or technique to combine some of the existing methods and obtain estimators step by step since model (1.2) has such a
complicate structure concerning the varying-coefficient vector θ(·), the nonparametric link function g(·) and the unknown
parameter vector β0.
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In this paper, we develop stepwise approaches to estimate β0, θ(·) and g(·), and establish asymptotic theory of the
proposed estimators for both the parametric and nonparametric components of model (1.2). Our approach requires no
iteration and works well under the mild conditions. This procedure is first to rewrite the model as a varying-coefficient
model by pretending some unknown link functions and the single-index parameter vector to be known. Then, we use
the local linear regression technique to obtain an initial estimator θˇ (U;β0) of the coefficient function vector by replacing
the unknown link functions by their Nadaraya–Watson kernel regression estimators. Again, we use local linear regression
techniques to estimate unknown function g(·)based on the regression of Y−ZTθˇ (U;β0) onXTβ0 bypretending the unknown
β0 to be known. This estimator concerns the unknown β0. Hence, the least square approach can be used to estimate the
unknown parameter vector β0 and finally obtain the estimators of θ(·) and g(·). It should be pointed out that the flexibility
and complexity of this model make it quite challenge to study asymptotic behaviors of the proposed estimators. Some
specific techniques are needed to develop asymptotic properties of these estimators.
We in this paper prove asymptotic normality of the estimators of θ(·) and β0 and obtain the uniform convergence rates
of the estimators of θ(·) and g(·). It is worthwhile to mention that the asymptotic normality for the estimator of the index
is asymptotically more efficient than any existing estimation method available in the literature in the sense that it is of a
smaller limiting variance. See, for example, [13,4]. This implies that the existing estimators for partially linear single-index
model can be improved. Also, when dimension of β0 is 1, the asymptotic variance of the estimator of β0 is equal to zero, a
reasonable result since ‖β0‖ = 1 and hence β0 = 1 in such a case, while that of Härdle et al. [13] is infinity even for a single-
index model. In addition, we obtain the convergence rates of the estimator of σ 2(u), and give the consistent estimators of
asymptotic variances. Based on the related results, we construct pointwise confidence intervals and confidence regions of
θj(·) and β0, respectively, for j = 1, 2, . . . , q. The asymptotic properties obtained implies that the flexible models could be
applied as single-index models, varying-coefficient models or partially linear single-index models.
The rest of the paper is organized as follows. In Section 2, we present the methodology. In Section 3, we establish
the asymptotic properties for the estimators. In Section 4, we apply the main results to construction of the confidence
intervals/regions of parameters of interest. Section 5 considers the bandwidth selection problem. In Section 6, a simulation
study is conducted to evaluate the proposed estimators and a real data example is analyzed to illustrate the proposed
methods. The proofs of the main theorems are relegated to the Appendix.
2. Methodology
Suppose that {(Ui, Xi, Zi, Yi); 1 ≤ i ≤ n} are independent and identically distributed (i.i.d.) samples from (1.2), i.e.
Yi = ZTi θ(Ui)+ g(XTi β0)+ εi, i = 1, . . . , n, (2.1)
where ε1, . . . , εn are i.i.d. random errors with E(εi|Ui, Xi, Zi) = 0, Xi = (Xi1, . . . , Xip)T and Zi = (Zi1, . . . , Ziq)T.
We first consider the estimation of θ(·). By model (2.1), it follows that
E(Yi|XTi β0,Ui) = E(Zi|XTi β0,Ui)Tθ(Ui)+ g(XTi β0).
This, along with (2.1), yields
Yi −m1(XTi β0,Ui) = {Zi −m2(XTi β0,Ui)}Tθ(Ui)+ εi, (2.2)
where m1(t, u) = E(Y |XTβ0 = t,U = u) and m2(t, u) = E(Z |XTβ0 = t,U = u). If m1(t, u),m2(t, u) and β0 were known,
then (2.2) would reduce to a varying-coefficient model and hence some methods for varying-coefficient models could be
used to estimate θ(·). However, these quantities are unknown,we need to replace themwith their estimators.We use kernel
regression form1(t, u) andm2(t, u), because they are bivariate function. Let the setX be an open convex set such that the
density function of XTβ0, r(t) say, is bounded away from zero on {xTβ0 : x ∈ X}. Let IX(x) be the indicator function. That is,
IX(x) is one if x ∈ X and is zero otherwise. Then for a fixed β0,m1(t, u) andm2(t, u) can be estimated, respectively, by
mˆ1(t, u;β0) =
n∑
i=1
IX(Xi)YiK1

XTi β0−t
h1/21
,
Ui−u
h1/21

n∑
i=1
IX(Xi)K1

XTi β0−t
h1/21
,
Ui−u
h1/21

and
mˆ2(t, u;β0) =
n∑
i=1
IX(Xi)ZiK1

XTi β0−t
h1/21
,
Ui−u
h1/21

n∑
i=1
IX(Xi)K1

XTi β0−t
h1/21
,
Ui−u
h1/21

via the Nadaraya–Watson kernel estimation, where K1(·, ·) is a kernel function on R2 and h1 = h1(n) is a bandwidth with
0 < h1 < 1 and h1 → 0.
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Next, we apply a local linear regression technique to estimate the coefficient functions {θj(·); 1 ≤ j ≤ q} (see [8]). For U
in a small neighborhood of u, one can approximate θj(U) locally by a linear function
θj(U) ≈ θj(u)+ θ ′j (u)(U − u) ≡ aj + bj(U − u), j = 1, . . . , q.
The initial estimators of θj(u) and θ ′j (u) are defined as θˇj(u;β0) = aˇj and θˇ ′j (u;β0) = bˇj, respectively, where {(aˇj, bˇj); j =
1, . . . , q}minimize the sum of weighted squares
n−
i=1

Y˜i −
q−
j=1

aj + bj(Ui − u)

Z˜ij
2
Kh2(Ui − u), (2.3)
where Y˜i = Yi − mˆ1(XTi β0,Ui;β0) and Z˜ij = Zij − mˆ2(XTi β0,Ui;β0), where h2 = h2(n) is a bandwidth with 0 < h2 → 0, and
K(·) is a kernel function with Kh2(·) = h−12 K(·/h2). It follows from the least squares theory that
(θˇT(u;β0), h2θˇ ′T(u;β0))T = R−1n (u;β0)ηn(u;β0), (2.4)
where θˇ (u;β0) = (θˇ1(u;β0), . . . , θˇq(u;β0))T, θˇ ′(u;β0) = (θˇ ′1(u;β0), . . . , θˇ ′q(u;β0))T,
Rn(u;β0) =

Rn,0(u;β0) Rn,1(u;β0)
Rn,1(u;β0) Rn,2(u;β0)

and
ηn(u;β0) =

ηn,0(u;β0)
ηn,1(u;β0)

,
with
Rn,j(u;β0) = 1n
n−
i=1
Z˜iZ˜Ti

Ui − u
h2
j
Kh2(Ui − u), j = 0, 1, 2, 3 (2.5)
and
ηn,j(u;β0) = 1n
n−
i=1
Z˜i

Ui − u
h2
j
Kh2(Ui − u)Y˜i, j = 0, 1. (2.6)
Based on θˇ (u;β0), we can define the initial estimators of g(·) and g ′(·) through a local linear smoother of Y −ZTθˇ (U;β0)
on XTβ0. Given a bandwidth h3 = h3(n) and kernel function K(·)with Kh3(·) = h−13 K(·/h3) and 0 < h3 → 0, oneminimizes
the weighted sum of squares
n−
i=1
IX(Xi)

Yi − ZTi θˇ (Ui;β0)− d0 − d1(XTi β0 − t)
2
Kh3(X
T
i β0 − t)
with respect to the parameters dν , and gets the solutions dˇν, ν = 0, 1. For a fixed β0, the estimators of g(·) and g ′(·) are
defined as gˇ(t;β0) = dˇ0 and gˇ ′(t;β0) = dˇ1, respectively. Via a simple calculation, we have
gˇ(t;β0) =
n−
i=1
Wni(t, β0)

Yi − ZTi θˇ (Ui;β0)

, (2.7)
where
Wni(t;β0) = IX(Xi)Kh3(X
T
i β0 − t){An,2(t;β0)− (XTi β0 − t)An,1(t;β0)}
An,0(t;β0)An,2(t;β0)− A2n,1(t;β0)
(2.8)
and
An,l(t;β0) = 1n
n−
i=1
IX(Xi)(XTi β0 − t)lKh3(XTi β0 − t), l = 0, 1, 2. (2.9)
The above estimates for θ(·) and g(·) are derived in the case where β0 takes the true value. In practice, one need to
estimate β0. The final estimator βˆ of β0 is obtained by minimizing the sum of squared errors
Q (β) ≡
n−
i=1
IX(Xi)

Yi − ZTi θˇ (Ui;β)− gˇ(XTi β;β)
2
. (2.10)
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With βˆ , the final estimators of θ(u), θ ′(u) and g(t) can be defined as θˆ (u) = θˇ (u; βˆ), θˆ ′(u) = θˇ ′(u; βˆ) and
gˆ(t) ≡ gˇ

t; βˆ

=
n−
i=1
Wni

t; βˆ
 
Yi − ZTi θˆ (Ui)

. (2.11)
The estimator of σ 2(u), say σˆ 2(u), is then defined by
σˆ 2(u) = 1
nfˆ (u)
n−
i=1
{Yi − ZTi θˆ (Ui)− gˆ(XTi βˆ)}2Kh2(Ui − u), (2.12)
where
fˆ (u) = 1
n
n−
i=1
Kh2(Ui − u). (2.13)
Recalling that we use the restraint ‖β0‖ = 1. This restraint can be used to increase efficiency of estimator of β . To
do so, we suggest the ‘‘delete-one-component’’ method proposed by Yu and Rupper [34]. The detail is as follows. We
assume that the true parameter β0 has a positive component (otherwise, consider −β0). Without loss of generality, we
assume β0r > 0, where β0r is the rth component of β0 = (β01, . . . , β0p)T for 1 ≤ r ≤ p. For β = (β1, . . . , βp)T, let
β(r) = (β1, . . . , βr−1, βr+1, . . . , βp)T be a p − 1-dimensional parameter vector after removing the rth component βr in β .
Then, we may write
β = β(β(r)) = β1, . . . , βr−1, (1− ‖β(r)‖2)1/2, βr+1, . . . , βpT . (2.14)
The true parameter β(r)0 must satisfy the constraint ‖β(r)0 ‖ < 1. Thus, β is infinitely differential in a neighborhood of β(r)0 ,
and the Jacobian matrix is
Jβ(r) =
∂β
∂β(r)
= (γ1, . . . , γp)T, (2.15)
where γs (1 ≤ s ≤ p, s ≠ r) is a p− 1-dimensional unit vector with sth component 1, and γr = −(1− ‖β(r)‖2)−1/2β(r).
Noting that Q (β) = Q (β(β(r))) ≡ Q˜ (β(r)), wemay obtain an estimator of β(r)0 , say βˆ(r), by minimizing Q˜ (β(r)), and then
obtain an estimator of β0 via the transformation. The estimator βˆ(r) is equivalent to solving the equation
n−
i=1
IX(Xi)

Yi − ZTi θˇ (Ui;β)− gˇ(XTi β;β)

gˇ ′(XTi β;β)JTβ(r)Xi = 0, (2.16)
where θˇ (Ui;β) and gˇ(XTi β;β) are defined in (2.4) and (2.7) respectively,
gˇ ′(t;β) =
n−
i=1
Wni(t, β) Yi − ZTi θˇ (Ui;β) ,
Wni(t;β) = IX(Xi)Kh3(XTi β − t){(XTi β − t)An,0(t;β)− An,1(t;β)}An,0(t;β)An,2(t;β)− A2n,1(t;β) ,
and An,l(t;β), l = 0, 1, 2, are defined in (2.9).
We can use the Fisher method of scoring version of the Newton–Raphson algorithm for solving the estimating Eq. (2.16).
For our model, this algorithm converges very fast, even for poor starting values.
3. Asymptotic properties
Let B = {β ∈ Rp : ‖β‖ = 1, βr > 0}. Then β0 is an inner point of the compact set B. Denote Bn = {β ∈ B :
‖β − β0‖ ≤ Cn−1/2} for any positive constant C . The definition is motivated by the fact that, since we anticipate that βˆ is
root-n consistent, we should look for a maximum of Q (β)which involves β distant from β0 by order n−1/2. See the proof of
Theorem 3. Similar restriction were also made by Härdle et al. [13]. We can follow the idea of Xia et al. [30] and using high
order local smoothing to get an initial value/estimator, which is root-n consistent.
To state the asymptotic properties, let us first impose the following regularity conditions.
C1. The setX is an open convex set such that the density function of XTβ, r(t), is Lipschitz continuous and bounded away
from zero, on Tβ = {xTβ : x ∈ X} for any β near β0.
C2. The functions g(t), µ1j(t) and µ2j(t) have bounded and continuous derivatives up to order 2 on Tβ0 , where µ1(t) =
E(X |XTβ0 = t) and µ2(t) = E(Z |XTβ0 = t) with µ1j(t) and µ2j(t) being the jth components of µ1(t) and µ2(t),
respectively.
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C3. The density function of U, f (u), is continuous in some neighborhood of u0,N (u0) say, and f (u0) > 0, where u0 is an
interior point of the support of U . For j = 1, . . . , q, θj(·) have continuous derivatives of order 2 inN (u0).
C4. The joint density function of (XTβ0,U), f (t, u), is bounded away from zero on Tβ0 ×N (u0), whereN (u0) is as defined
in C3. The functions f (t, u),m1(t, u) and m2j(t, u) have bounded partial derivatives up to order four, where m2j(t, u)
is the jth components ofm2(t, u) for j = 1, . . . , q.
C5. For some s > 2 and j = 1, . . . , q, E(|Z1j|2s|U = u), E(|ε|2s|U = u), E
|Z1j|s|XTβ0 = t,U = u and E(|ε|s|X = x,U =
u, Z = z) are bounded.
C6. n2ϵ−1hν →∞ for some ϵ < 2− s−1, ν = 2, 3, where s is the same as that in C5.
C7. The kernel K(·) is a bounded symmetrical density function with a bounded support [−1, 1], satisfying the Lipschitz
condition.
C8. The K1(·, ·) is of bounded variation and is a right continuous kernel function of order four with support [−1, 1]2.
C9. The matrix Ω(u0) is positive definite, σ 2(u) and the elements of Ω(u) are continuous at u0, and σ 2(u0) ≠ 0, where
Ω(u0) = E[{Z − E(Z |XTβ0,U)}⊗2|U = u0] and A⊗2 = AAT.
C10. The matrix V = E

IX(X)g ′(XTβ0)2JT
β
(r)
0
XXTJ
β
(r)
0

is a positive definite matrix, where J
β
(r)
0
is defined by (2.15).
Remark 1. Condition C1 ensures that the denominators of gˇ(t;β) and gˇ ′(t;β) are, in probability, bounded away from 0 on
t ∈ Tβ for β in a neighborhood of β0. The derivative conditions in C2–C4 are standard smoothness conditions. C5 and C6 are
the necessary condition for the asymptotic normality or the uniform consistency of an estimator. C7 and C8 are the usual
assumptions for the kernel function. C9 and C10 ensure that the asymptotic variances for the estimators of θ(·) and β0 exist.
The following theorems state the asymptotic behaviors of the proposed estimators in Section 2. We first give the
asymptotic normality of θˇ (u0;β) for β ∈ Bn.
Theorem 1. Suppose that conditions C1–C9 hold. Let nh21/(h2 log
2 n)→∞, nh1h2 →∞, h41/h2 → 0 and nh52 = O(1). Then,
for any β ∈ Bn, we have
nh2

θˇ (u0;β)− θ(u0)− 12h
2
2ν2θ
′′(u0)

D−→ N(0,Σ(u0)),
where ‘‘
D−→’’ represents the convergence in distribution, ν2 =

u2K(u)du,
Σ(u0) = ν0f −1(u0)σ 2(u0)Ω−1(u0),
ν0 =

K 2(u)du andΩ(u0) is defined in condition C9.
Note that Theorem 1 is true for any β ∈ Bn. It then can be proved that Theorem 1 is still true if β is replaced by an
n1/2-consistent estimator. Theorem 3 shows that βˆ is just such an estimator.
Remark 2. Theorem 1 indicates that the asymptotic bias of θˇj(u0;β) is 12h22ν2θ ′′j (u0), and the asymptotic variance is
(nh2)−1eTj,qΣ(u0)ej,q, where ej,q is the q × 1 unit vector with 1 at the jth position. The optimal bandwidth for estimating
θj(·) can be defined to be the one that minimizes the square of bias plus variance. The optimal bandwidth is given by
h2,opt =
{ν2θ ′′j (u0)}−2eTj,qΣ(u0)ej,q1/5 n−1/5.
Remark 3. If g(·) = 0,Σ(u0) reduces to the asymptotic variance of the estimators for the varying-coefficient models (see
[2,3]). This implies that the flexible models (1.2) can be applied as varying-coefficient models.
The following Theorem 2 gives the uniform convergence rate of θˇ (u;β).
Theorem 2. Suppose that conditions of Theorem 1 hold, and assume that each entry inΩ(u) satisfies the Lipschitz condition of
order 1. Then
sup
u∈N (u0),β∈Bn
‖θˇ (u;β)− θ(u)‖ = OP

log n
nh1
1/2
+

log n
nh2
1/2
+ h21 + h22

.
whereBn is defined in the first paragraph of this section andN (u0) is defined in condition C4.
Theorem 3 states the asymptotic normality of βˆ .
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Theorem 3. Suppose that Condition C10 and conditions of Theorem 2 hold. Assume further that nh33/ log n →∞, nh43 → 0. If
the rth component of β0 is positive, then
√
n

βˆ − β0

D−→ N(0, J
β
(r)
0
V−1SV−1JT
β
(r)
0
),
where J
β
(r)
0
is defined in (2.15), V is defined in condition C10, and
S = E[IX(X)εg ′(XTβ0)JT
β
(r)
0
{X − E(X |XTβ0)}]⊗2.
Remark 4. From Härdle et al. [13] and Carroll et al. [4], we can see that the estimator βˆ of β0 in the partially linear index
models is of the asymptotic variance S−1 , a generalized inverse of S1, where
S1 = E[IX(X)εg ′(XTβ0){X − E(X |XTβ0)}]⊗2.
Note that there are infinitely many inverse matrices of S1. However, we can see that there is a unique generalized inverse
associated with the Jacobian J
β
(r)
0
. It can be shown that the covariance matrix in Theorem 3 is smaller than S−1 in the sense
that S−1 − Jβ(r)0 V
−1SV−1JT
β
(r)
0
is a non-negative definite matrix when model (1.2) reduces to the partially linear index model;
see, for example, Theorem 3 of Wang et al. [24]. Therefore, the proposed estimating methods define more asymptotically
efficient estimators than those of Härdle et al. [13] and of Carroll et al. [4] and hence the existing estimators for partially
linear single-index model can be improved. This also implies that the flexible models (1.2) could be applied as single-index
models or partially linear single-index models.
The following Corollary 1 is a direct result of Theorems 1 and 3, and Corollary 2 is a direct result of Theorems 2 and 3.
Corollary 1. Under the assumptions of Theorem 3, we have
nh2

θˆ (u0)− θ(u0)− 12h
2
2ν2θ
′′(u0)

D−→ N(0,Σ(u0)),
where ν2 andΣ(u0) are defined in Theorem 1.
Corollary 2. Under the assumptions of Theorem 3, if h1 = h2 = cn−1/5 for some constant c > 0, then
sup
u∈N (u0)
‖θˆ (u)− θ(u)‖ = OP

n−2/5(log n)1/2

.
From Theorem 3, we can derive the following asymptotic result for the angle between βˆ and β0.
Corollary 3. Under the assumptions of Theorem 3, we have
βˆTβ0 − 1 = OP

n−1/2

,
where βˆTβ0 represents the inner product of the vector βˆ and β0.
The following theorems and corollaries present the uniform convergence rates of the estimator gˆ(xTβ) onX×Bn, where
X is defined in condition C1, andBn is defined in the first paragraph in Section 3.
Theorem 4. Under the assumptions of Theorem 3, if hν = cn−1/5 for some c > 0 and ν = 1, 2, then
sup
(x,β)∈X×Bn
gˆ(xTβ)− g(xTβ) = OP  log nnh3
1/2
+ h23 + n−2/5(log n)1/2

.
For the estimators of the variance of error, σˆ 2(u), we have the following result.
Theorem 5. Under the assumptions of Theorem 3, we have that σˆ 2(u0) is a consistent estimator of σ 2(u0). Further, assume that
f (u) and σ 2(u) have bounded second derivatives. If hν = cn−1/5 for some c > 0 and ν = 1, 2, then
sup
u∈N (β0)
|σˆ 2(u)− σ 2(u)| = OP

log n
nh3
1/2
+ h23 + n−2/5(log n)1/2

.
The proposed estimators concern the kernel estimators of the two functionsm1(·, ·) andm2(·, ·). To use kernel smoothing
technique to estimate the two functions, one usually uses two different bandwidths, h1 and h∗1 say. To derive these
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asymptotic results of the proposed estimators, both h1 and h∗1 satisfy the same conditions. This implies that the asymptotic
results are not changed if we use the same bandwidth for the estimation of the two functions, and hence we may use
one bandwidth to estimate the two functions for the aim of simplifying our research. In addition, for multivariate regression
kernel estimator, one usually takes the same bandwidth. This is for the need to avoid time consuming in selecting bandwidth
and the simplification of investigating the proposed estimators. Such treatment is also used in the literature.
4. Asymptotic confidence intervals/regions
We first consider the construction of the pointwise confidence intervals for each component of θ(u). To use Corollary 1
to construct confidence intervals for θj(u0), we need estimate θ ′′(u0), σ 2(u0), f (u0) andΩ(u0) first.
For j = 1, . . . , q, by local polynomial fit of order 3 with appropriate pilot bandwidth h∗ = O(n−1/7), which is optimal for
estimating θ ′′j (u0), we can obtain a consistent estimator θˆ
′′
j (u0). The estimators of σ
2(u0) and f (u0) are given in (2.12) and
(2.13). The estimator ofΩ(u0) can then be defined by
Ωˆ(u0) = 1
nfˆ (u0)
n−
i=1
IX(Xi){Zi − mˆ2(XTi βˆ,Ui; βˆ)}⊗2Kh2(Ui − u0),
where γ⊗2 = γ γ T for any vector γ . Finally, we can obtain the consistent estimator Σˆ(u0) by substituting σ 2(u0), f (u0) and
Ω−1(u0) inΣ(u0)with σˆ 2(u0), fˆ (u0) and Ωˆ−1(u0).
Theorem 6. Under the assumptions of Corollary 1, we have
Σˆ−1/2(u0)(nh2)1/2

θˆ (u0)− θ(u0)− 12h
2
2θˆ
′′(u0)

D−→ N(0, Iq),
where Iq is the q× q identity matrix.
By Theorem 6, an approximate 1− α confidence interval of θj(u) can then be defined by
θˆj(u0)− 12h
2
2θˆ
′′
j (u0)± z1−α/2(nh2)−1/2σˆ jj(u0),
for j = 1, . . . , q, where θˆj(u0) and θˆ ′′j (u0) are jth components of θˆ (u0) and θˆ ′(u0) respectively, σˆ jj(u0)2 is (j, j)th element of
Σˆ(u0), and z1−α/2 is the 1− α/2 quantile of the standard normal distribution.
Similar to the proof of Fan and Gijbels [8], it can be shown that
bias(gˆ(t)) ≈ (1/2)ν2h23g ′′(t) and var(gˆ(t)) ≈ ν0σ 2{nhr(t)}−1,
where r(t), ν0 and ν2 are respectively defined in Condition C1 and Theorem 1. Using the above results, we can also construct
the pointwise confidence intervals for g(t) by replacing g ′′(t) and r(t)with their estimators respectively.
To use Theorem 3 to construct the confidence region of β0, we first define the following estimators of V and S, say Vˆ and
Sˆ, respectively; that is,
Vˆ = 1
n
n−
i=1
IX(Xi)gˆ ′(XTi βˆ)
2JT
βˆ(r)
XiXTi Jβˆ(r)
and
Sˆ = 1
n
n−
i=1

εˆigˆ ′(XTi βˆ)IX(Xi)J
T
βˆ(r)
{Xi − µˆ1(XTi βˆ)}
⊗2
,
where gˆ ′(XTi βˆ) = gˇ ′(XTi βˆ; βˆ), µˆ1(t) =
∑n
i=1 Wni(t; βˆ)Xi is an estimator of µ1(t), Jβˆ(r) is an estimator of Jβ(r)0 , and
εˆi = Yi − ZTi θˆ (Ui)− gˆ(XTi βˆ). It can be shown that Jβˆ(r) P−→ Jβ(r)0 , Vˆ
P−→ V and Sˆ P−→ S. By Theorem 3, we have
n−1Jβˆ(r) Vˆ
−1SˆVˆ−1JT
βˆ(r)
−1/2
(βˆ − β0) D−→ N(0, Ip).
By some standard arguments, we can obtain the following result.
Theorem 7. Under the assumptions of Theorem 3, we have
(βˆ − β0)T

n−1Jβˆ(r) Vˆ
−1SˆVˆ−1JT
βˆ(r)
−1
(βˆ − β0) D−→ χ2p .
By Theorem 7, an approximate 1− α confidence region of β0 can be defined by
Rα =

β : (βˆ − β)T

n−1Jβˆ(r) Vˆ
−1SˆVˆ−1JT
βˆ(r)
−1
(βˆ − β) ≤ χ2p (1− α)

,
where χ2p (1− α) be the 1− α quantile of χ2p for 0 < α < 1.
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Table 1
The biases, the standard deviations (SD), and the mean square errors (MSE) for the estimates of β1 and β2 .
n β Stepwise approach Average method
Bias SD MSE Bias SD MSE
50 β1 −0.0125 0.0320 0.00118 0.0126 0.0453 0.00221
β2 0.0063 0.0176 0.00035 0.0157 0.0495 0.00270
100 β1 −0.0029 0.0098 0.00010 0.0092 0.0326 0.00115
β2 0.0016 0.0056 0.00003 0.0124 0.0368 0.00137
150 β1 −0.0026 0.0087 0.00028 0.0068 0.0225 0.00055
β2 0.0015 0.0049 0.00003 0.0083 0.0248 0.00068
5. Bandwidth selection
In the local linear regression, bandwidth strongly influences the estimation accuracy, whereas kernel function often have
little effect (see [8]). A suitable bandwidth for θˆ (·) and gˆ(·) can be selected subjectively by examining fitted curves. However,
an automatic bandwidth choice procedure is of both theoretical and practical interest and is usually needed to provide a
preliminary idea of a suitable bandwidth rang that is suggested by data.
In this paper, the least squares cross-validation (CV) method was used to select bandwidths for θˆ (·) and gˆ(·). The CV
statistic is given by
cv(h) = 1
n
n−
i=1
IX(Xi)

Yi − ZTi θˆ (−i)h (Ui)− gˆ(−i)h (XTi βˆ(−i))
2
, (5.1)
where θˆ (−i)h (·), gˆ(−i)h (·) and βˆ(−i) are respectively θˆ (·), gˆ(·) and βˆ with the ith observation deleted, and h1, h1 and h3 are
replaced by h. The CV bandwidth hcv was selected to minimize (5.1); that hcv = minh>0 cv(h). We take h1 = h2 = hcv for
calculating the estimators mˆ1(·, ·), mˆ2(·, ·) and θˆ (·). When calculating the estimators gˆ(·) and βˆ , we chose the bandwidth
h3 = hcvn1/5n−1/4(log n)−1/20 = hcv(n log n)−1/20. (5.2)
It is noted that the (nh2)1/2-rate asymptotic normality of θˆ (·) implies that proper choices of h1 and h3 specified in
Theorem 1 depend only the second order or higher order term of the mean square error. This shows that the selection
of h1 and h2 might not be so critical for θˆ (·) in terms of its mean square error. Hence, one can obtain the CV bandwidths for
h1 and h2 by minimizing (5.1). Similarly, proper selections of h3 might affects gˆ(·) by the second order or higher order term
of the mean square error. Therefore, we can use the bandwidth for h3 from (5.2).
6. Numerical results
In this section, we conducted a simulation study to evaluate our estimating methods and use a real data analysis to
illustrate these methods.
6.1. Simulation study
We next evaluated finite sample behaviors of the proposed estimators by simulation. The samples were generated from
the following model
Y = θ1(U)Z1 + θ2(U)Z2 + g(β1X1 + β2X2)+ ε, (6.1)
where (β1, β2)T =

1/2,
√
3/2
T
,U ∼ U[0, 1], (X1, X2)T is a two-dimensional vector with independent U[−0.5, 0.5]
components, both Z1 and Z2 are normal distribution with mean 0 and variance 1, ε ∼ N(0, 0.32), θ1(u) =
4 cos(2πu), θ2(u) = 12(u− 0.6)2 and g(t) = 6 sin(2π t).
For the smoother, we used local linear smoother with the Epanechnikov kernel function K(u) = 0.75(1− u2)+ and the
product kernel K1(t, u) = K0(t)K0(u) throughout all smoothing steps, where K0(t) = (3/8)(3 − 5t2), for t ∈ [−1, 1], is a
kernel of order four. The bandwidths were taken by the CV methods suggested in Section 5. We take IX(x) = I[−0.5,0.5]2(x).
We considered two methods for estimating the coefficient functions, the link function and the parameters; namely, the
stepwise approach proposed in Section 2 and the average method proposed by Wong et al. [27]. The estimated curves θˆ (·)
and gˆ(·) as well as the estimations βˆ1 and βˆ2 were computed from 200 runs. The sample size is 100 while θˆ (·) and gˆ(·) are
computed, and the sample size is set to 50, 100 and 150 while βˆ1 and βˆ2 are computed. The simulated results were reported
in Table 1 and Fig. 1.
From Table 1 we can see that the proposed stepwise estimator of β has much less bias, less standard error and MSE than
the average estimator due to Wong et al. [27].
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Fig. 1. Simulation results when n = 100. (a)–(c): The true cure (solid curve), the estimated curve (dashed curve) for the stepwise approach, and the
estimated cure (dotted curves) for the average method. (a) for θ1(·), (b) for θ2(·), (c) for g(·); (d) the boxplots of the sum of the three RMSEs, which is 300
RMSE values in estimations of θ1(·), θ2(·) and g(·).
Fig. 1(a)–(c) presented the stepwise and average estimates of θ1(·), θ2(·) and g(·) in a typical sample. The typical sample
is selected in such a way that its root mean squared errors (RMSE) is equal to the median in the 200 replications, where
RMSEk =

n−1k
∑nk
j=1{θˆk(uj)− θk(uj)}2
1/2
for k = 1, 2, RMSEg = n−1k ∑nkj=1{gˆ(uj)− g(uj)}21/2, and {uj, j = 1, . . . , nk}
are regular grid points. The boxplot for 200 RMSEs is presented in Fig. 1(d). Fig. 1 shows that the estimates obtained by
stepwise approach perform better than the estimates obtained by average method since the proposed estimators are closer
to the 1.
6.2. A real example
We illustrated our method via its application to the Boston housing dataset, which originates from the work of Harrison
and Rubinfeld [15]whowere interested in the effect of air pollution on housing prices. The description of the dataset is given
in the introduction. We in this paper employed the varying-coefficient single-index model (1.2) to fit the given data. Under
model (1.2), our study shows that both PTRATIO and the AGE affect the housing value, a reasonable result. To calculate these
estimators, we used the Epanechnikov kernel and the product kernel defined in Section 6.1, and the bandwidth defined in
Section 5. We take IX(x) = 1. The estimations of β1 and β2 are −0.9980 and −0.0631 respectively. The calculation results
are displayed in Figs. 2 and 3.
Fig. 2(a)–(e) depict the estimated curves (solid curves) and 95% pointwise confidence intervals (dashed curves) for the
coefficient function, based on the stepwise approach. It can be seen that the estimated coefficient functions are not so
smooth. It may be caused by a too small bandwidth, which is selected by the CV approach. The multiple R2 = 0.8206
and the residual standard deviation is 3.9318. The results shows that in the tracts with crowded schools, the housing value
tends to be lower. In addition, The values of baseline function is close to 0, Therefore, we can remove the baseline function
in this model. Fig. 2(f) shows the estimated curve of g(·) and 95% pointwise confidence intervals (dashed curves) along with
the data. On the x-axis, the estimated value xTβˆ is given, and on the y-axis, the estimated value gˆ is given. From Fig. 2(f),
it is clear that values of gˆ are decreasing with the index – a linear combination of the PTRATIO and the AGE – increasing,
which implies that the PTRATIO and the AGE affect the housing value, a reasonable result. Fig. 3 gives the averages of 95%
confidence region for (β1, β2), based on the stepwise approach.
Appendix A
To simplify the proofs of theorems, the appendixes are divided into Appendices A and B. The proofs of Theorems 1–5 are
presented in Appendix A, and the proofs of some equations are presented in Appendix B.
A.1. Proofs of theorems
To obtain the proofs of the theorems, the following lemma, which follows immediately from [20], is required.
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Fig. 2. Application to the Boston Housing data. The estimated curves (solid curves) and the 0.95 pointwise confidence intervals (dashed curve) for the
coefficient function, based on the stepwise approach. (a)–(e) are for the baseline function and coefficient functions; (f) is for the link function g(·).
Fig. 3. Application to the Boston Housing data. The 90%, 95% and 99% confidence regions for (β1, β2), based on the stepwise approach.
Lemma 1. Let (X1, Y1), . . . , (Xn, Yn) be i.i.d. random vectors, where Yis are scalar random variables. Assume further that
E|Y1|s < ∞ and supx
 |y|sf (x, y)dy < ∞, where f (·, ·) denotes the joint density of (X1, Y1). Let K(·) be a bounded positive
function with a bounded support, satisfying the Lipschitz condition. Then
sup
x∈D
1n
n−
i=1
[Kh(Xi − x)Yi − E{Kh(Xi − x)Yi}]
 = OP

log(1/h)
nh
1/2
,
provided that 0 < h → 0 and n2ϵ−1h →∞ for some ϵ < 1− s−1, where h is a bandwidth and D is some closed set.
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Proof of Theorem 1. It can be shown that, for any β ∈ Bn and each j = 0, 1, 2, 3,
Rn,j(u0;β) = f (u0)Ω(u0)µj + oP(1), (A.1)
where µj =

ujK(u)du. In fact, from the definition of Rn,j(u0) in (2.5), we have
Rn,j(u0;β) = 1n
n−
i=1

Zi −m2(XTi β0,Ui)
⊗2 Ui − u0
h2
j
Kh2(Ui − u0)
+ 2
n
n−
i=1

Zi −m2(XTi β0,Ui)

m˜T2(X
T
i β0,Ui)

Ui − u0
h2
j
Kh2(Ui − u0)
+ 1
n
n−
i=1
m˜2(XTi β0,Ui)m˜
T
2(X
T
i β0,Ui)

Ui − u0
h2
j
Kh2(Ui − u0)
≡ L1(u0)+ L2(u0)+ L3(u0), (A.2)
where m˜2(XTi β0,Ui) = m2(XTi β0,Ui)− mˆ2(XTi β,Ui;β). It is easy to show that
L1(u0) = f (u0)Ω(u0)µj + oP(1). (A.3)
Using Theorem 2 of Einmahl and Mason [7], we can prove that
sup
(x,β)∈X×Bn,u∈N (β0)
‖mˆν(xTβ, u;β)−mν(xTβ0, u)‖ = O

log n
nh1
1/2
+ h21

, (A.4)
for ν = 1, 2, in probability 1, whereX andBn are defined in condition C1 and the first paragraph of Section 3 respectively.
From (A.4) we can get that L2(u0) = oP(1) and L3(u0) = oP(1). This together with (A.2) and (A.3) proves (A.1). By (A.1), it is
followed immediately that
Rn(u0;β) = R(u0)+ oP(1), (A.5)
for any β ∈ Bn, where R(u0) = f (u0)Ω(u0)⊗ diag(1, ν2), and⊗ is the Kronecker product.
To prove the asymptotic normality of θˇ (u0;β), we need to center the vector ηn(u0;β) by replacing Y˜i with Y˜i − Z˜iθ(Ui)
in (2.6). Let
η∗n,j(u0;β) =
1
n
n−
i=1
Z˜i

Ui − u0
h2
j
Kh2(Ui − u0)

Y˜i − Z˜Ti θ(Ui)

(A.6)
and
η∗n ≡ η∗n(u0;β) =

η∗n,0(u0;β)
η∗n,1(u0;β)

.
Denote ηn,j = ηn,j(u0;β), ηn = ηn(u0;β), Rn = Rn(u0;β) and Rn,j = Rn,j(u0;β). Using Taylor’s expansion for θ(Ui) at u0,
and by (2.6), (A.1) and (A.6), we can prove
ηn,0 − η∗n,0 = θ(u0)Rn,0 + h2θ ′(u0)Rn,1 +
h22
2
θ ′′(u0)Rn,2 + oP(h22)
and
ηn,1 − η∗n,1 = θ(u0)Rn,1 + h2θ ′(u0)Rn,2 +
h22
2
θ ′′(u0)Rn,3 + oP(h22),
for any β ∈ Bn, so that
ηn − η∗n = Rn

θ(u0)
h2θ ′(u0)

+ h
2
2
2
θ ′′(u0)

Rn,2
Rn,3

+ oP(h22), (A.7)
for any β ∈ Bn. Thus it follows, from (2.4), (A.1), (A.5) and (A.7), that
θˇ (u0;β)− θ(u0)
h2{θˇ ′(u0;β)− θ ′(u0)}

= R−1η∗n +
h22
2
θ ′′(u0)

ν2
µ3
ν2

+ oP(h22),
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for any β ∈ Bn, where R = R(u0). Clearly
θˇ (u0;β)− θ(u0) = f −1(u0)Ω−1η∗n,0(u0;β)+
h22
2
ν2θ
′′(u0)+ oP(h22), (A.8)
for any β ∈ Bn. Therefore, to prove Theorem 1, from (A.8) we need only to prove
nh2 η∗n,0(u0;β) D−→ N(0, ν0f (u0)σ 2(u0)Ω(u0)), (A.9)
for any β ∈ Bn. By simple calculation, we have
η∗n,0(u0;β) =
1
n
n−
i=1
Z˜iεiKh2(Ui − u0)+
1
n
n−
i=1
Z˜i

m1(XTi β0,Ui)− mˆ1(XTi β,Ui;β)

Kh2(Ui − u0)
+ 1
n
n−
i=1
Z˜i

m2(XTi β0,Ui)− mˆ2(XTi β,Ui;β)

θ(Ui)Kh2(Ui − u0)
≡ J1(u0)+ J2(u0)+ J3(u0). (A.10)
J1(u0) can be decomposed as
J1(u0) = 1n
n−
i=1

Zi −m2(XTi β0,Ui)

εiKh2(Ui − u0)+
1
n
n−
i=1

m2(XTi β0,Ui)− mˆ2(XTi β0,Ui;β0)

εiKh2(Ui − u0)
+ 1
n
n−
i=1

mˆ2(XTi β0,Ui;β0)− mˆ2(XTi β,Ui;β)

εiKh2(Ui − u0)
≡ J11(u0)+ J12(u0)+ J13(u0). (A.11)
By direct calculations, it can verified that E{J11(u0)} = 0 and nh2cov{J11(u0)} = ν0f (u0)σ 2(u0)Ω(u0) + o(1). It is easy to
verify that
√
nh2J11(u0) satisfies the conditions of the Cramer–Wold theorem (cf. [22, theorem in Section 1.5.2]) and the
Lindeberg condition (cf. [22, theorem in Section 1.9.2]). Hence, we obtain
nh2J11(u0)
D−→ N(0, ν0f (u0)σ 2(u0)Ω(u0)). (A.12)
It can be shown that
E

mˆ2j(XTi β0,Ui;β0)−m2j(Xiβ0,Ui)
2 = O (nh1)−1 + h41 , (A.13)
where mˆ2j and m2j are respectively the jth components of mˆ2 and m2, j = 1, . . . , q. Let J12,j(u0) denote the jth component
of J12(u0). By (A.13), we obtain
E{J12,j(u0)}2 ≤ 1n2h22
n−
i=1
E{m2j(XTi β0,Ui)− mˆ2j(XTi β0,Ui;β0)}2
= O (n2h1h22)−1 + n−1h41h−22  .
By the conditions for the bandwidths in Theorem 1, we have
J12(u0) = OP

(nh2)−1/2

. (A.14)
Note that
‖J13(u0)‖ ≤ sup
(x,β)∈X×Bn,u∈N (u0)
‖mˆ′2(xTβ, u;β)‖ ‖β − β0‖
1
nh2
n−
i=1
|εi|K

Ui − u0
h2

= OP(n−1/2).
This together with (A.11), (A.12), (A.14) and Slutsky’s Theorem proves that
nh2J1(u0)
D−→ N(0, ν0f (u0)σ 2(u0)Ω(u0)). (A.15)
Similarly, we can prove
√
nh2J2(u0)
P−→ 0 and√nh2J3(u0) P−→ 0. This together with (A.10) and (A.15) proves (A.9). This
completes the proof of Theorem 1. 
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Proof of Theorem 2. By Lemma1 and arguments similar to that in the proof of (A.1),we can prove that, for any j = 0, 1, 2, 3,
Rn,j(u;β) = f (u)Ω(u)µj + OP

log n
nh1
1/2
+

log n
nh2
1/2
+ h21

, (A.16)
uniformly for u ∈ N (u0) and β ∈ Bn. By (A.16), it can be obtain immediately that
Rn(u;β) = R(u)+ OP

log n
nh1
1/2
+

log n
nh2
1/2
+ h21

,
uniformly for u ∈ N (u0) and β ∈ Bn. Using above equation and the fact
(A+ h1B)−1 = A−1 − h1A−1BA−1 + O(h21), (A.17)
we have
R−1n (u;β) = R−1(u)+ OP

log n
nh1
1/2
+

log n
nh2
1/2
+ h21

, (A.18)
uniformly for u ∈ N (u0) and β ∈ Bn. By Lemma 1 and (A.4), it can be shown that
η∗n(u;β) = OP

log n
nh1
1/2
+

log n
nh2
1/2
+ h21

, (A.19)
uniformly for u ∈ N (u0) and β ∈ Bn. By (A.16), (A.18) and (A.19), and similar to the proof of (A.8), we can prove
Theorem 2. 
Proof of Theorem 3. The proof is divided into two steps: Step (I) provides the existence of the least squares estimator βˆ of
β0, and Step (II) provides the asymptotic normality of βˆ .
(I) Existence. We prove the following fact: under conditions C1–C9, in probability one, Q (β) has a unique minimum in
B1n, where Q (β) is defined in (2.10), and B1n =

β : ‖β − β0‖ = B1n−1/2

for some constant such that 0 < B1 < ∞.
It follows from (2.14) that we only need to prove the existence of the least squares estimator of β(r)0 in B2n, where
B2n =

β(r) : ‖β(r) − β(r)0 ‖ = B2n−1/2

for some constant such that 0 < B2 <∞. In the following we prove the fact.
Let M = (ZT1θ(U1), . . . , ZTnθ(Un))T, Mˇ = (ZT1 θˇ (U1;β), . . . , ZTn θˇ (Un;β))T, Y = (Y1, . . . , Yn)T, si(β) =
(Wn1(XTi β;β), . . . ,Wnn(XTi β;β))T, Sβ = (s1(β), . . . , sn(β))T, andW ∗ = diag{IX(X1), . . . , IX(Xn)}. We have
Q (β) = (Y − Mˇ)T(I − Sβ)TW ∗(I − Sβ)(Y − Mˇ)
= (Y −M)T(I − Sβ)TW ∗(I − Sβ)(Y −M)− 2(Y −M)T(I − Sβ)TW ∗(I − Sβ)(Mˇ −M)
+ (Mˇ −M)T(I − Sβ)TW ∗(I − Sβ)(Mˇ −M)
≡ Q1(β)− Q2(β)+ Q3(β).
By Theorem 2 and direct calculation, we can obtain thatQ2(β) = Q0+oP
√
n

andQ3(β) = oP
√
n

uniformly for β ∈ B1n,
where Q0 is a constant which does not depend on β . This implies Q (β) = Q1(β)−Q0+ oP
√
n

uniformly for β ∈ B1n. Let
R∗(β(r)) = (−1/2) ∂Q (β)
∂β(r)
. We have R∗(β(r)) = R(β(r))+ oP
√
n

, where R(β(r)) = (−1/2) ∂Q1(β)
∂β(r)
, namely,
R(β(r)) =
n−
i=1
IX(Xi)

Yi − ZTi θ(Ui)− g˜(XTi β;β)

g˜ ′(XTi β;β)JTβ(r)Xi,
where
g˜(t;β) =
n−
i=1
Wni(t;β)

Yi − ZTi θ(Ui)

and
g˜ ′(t;β) =
n−
i=1
Wni(t;β) Yi − ZTi θ(Ui) .
It can be shown that
sup
β(r)∈B∗n
‖R(β(r))− U(β(r)0 )+ nV (β(r) − β(r)0 )‖ = oP
√
n

, (A.20)
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whereB∗n = {β(r) : ‖β(r) − β(r)0 ‖ ≤ C∗n−1/2} for a constant C∗ > 0, V is defined in condition C10, and
U(β(r)0 ) =
n−
i=1
IX(Xi)εig ′(XTi β0)J
T
β
(r)
0

Xi − E(Xi|XTi β0)

. (A.21)
For an arbitrary β(r)∗ ∈ B2n with the value of constant B2 inB2n to be determined, we have from (A.20) that
(β(r)∗ − β(r)0 )TR∗(β(r)∗ ) = (β(r)∗ − β(r)0 )TU(β(r)0 )− n(β(r)∗ − β(r)0 )TV (β(r)∗ − β(r)0 )+ oP(1). (A.22)
The following arguments are similar to those used byWeisberg andWelsh [25], which in turn use (6.3.4) of [21].We note
that themain term of (A.22) is dominated by the term∼B22 because
√
n‖β(r)∗ −β(r)0 ‖ = B2, whereas |(β(r)∗ −β(r)0 )TU(β(r)0 )| =
B2OP(1) and n(β
(r)∗ − β(r)0 )TV (β(r)∗ − β(r)0 ) ∼ B22. So, for any given δ > 0, if B2 is chosen large enough, then it will follows
that (β(r)∗ − β(r)0 )TR∗(β(r)0 ) < 0 on an event with probability 1 − δ. From the arbitrariness of δ, we can prove the existence
of the least squares estimator of β(r)0 inB2n as in the proof of Theorem 5.1 of [26]. The details are omitted.
(II) Asymptotic normality. From step (I) we known that βˆ(r) is a solution in B2n to the equation R∗(β(r)) = 0. That is,
R∗(βˆ(r)) = 0. By (A.20), we have
0 = U(β(r)0 )− nV (βˆ(r) − β(r)0 )+ oP
√
n

,
and hence√
n(βˆ(r) − β(r)0 ) = V−1n−1/2U(β(r)0 )+ oP(1).
It now follows from (2.14) and (2.15) that
βˆ − β0 = Jβ(r)0

βˆ(r) − β(r)0

+ OP

n−1

. (A.23)
Thus, we have√
n(βˆ − β0) = Jβ(r)0 V
−1n−1/2U(β(r)0 )+ oP(1).
Recalling the definition of U(β(r)0 ) in (A.21). Theorem 3 then follows from the central limiting theorem and Slutsky’s
Theorem. 
Proof of Corollary 3. Theorem 3 implies ‖βˆ − β0‖ = OP

n−1/2

and
|βˆTβ0 − 1| = |(βˆ − β0)Tβ0| ≤ ‖βˆ − β0‖ = OP

n−1/2

.
This completes the proof of Corollary 3. 
Proof of Theorem 4. Denote
µˆ2j(t;β) =
n−
i=1
Wni(t;β)Zij.
Similarly to the proofs of (A.4) and Theorem 2, we can shown that
sup
(x,β)∈X×Bn
µˆ2j(xTβ;β)− µ2j(xTβ) = oP(1)
and
sup
(x,β)∈X×Bn
g˜(xTβ;β)− g(xTβ) = OP  log nnh3
1/2
+ h23

,
whereX andBn are defined in condition C1 and the first paragraph of Section 3 respectively. Corollary 2 yields
sup
(x,β)∈X×Bn
gˆ(xTβ)− g(xTβ) ≤ q−
j=1
sup
(x,β)∈X×Bn
µˆ2j(xTβ;β) sup
u∈N (u0)
|θˆj(u)− θj(u)|
+ q sup
(x,β)∈X×Bn
g˜(xTβ;β)− g(xTβ)
= OP

log n
nh3
1/2
+ h23 + n−2/5(log n)1/2

,
and hence Theorem 4 is then proved. 
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Proof of Theorem 5. Let ϕi = ZTi {θ(Ui)− θˆ (Ui)} andMi = g(XTi β0)− gˆ(XTi βˆ). By the definition of σˆ 2(u) in (2.12), we have
σˆ 2(u) = fˆ −1(u)n−1
n−
i=1
(ϕi +Mi + εi)2Kh2(Ui − u)
= fˆ −1(u)n−1
n−
i=1
(ϕi +Mi)2Kh2(Ui − u)+ 2fˆ −1(u)n−1
n−
i=1
εi(ϕi +Mi)Kh2(Ui − u)
+ fˆ −1(u)n−1
n−
i=1
ε2i Kh2(Ui − u)
≡ I1(u)+ I2(u)+ I3(u).
By Theorem 2, Lemma 1 and (A.4), it can be proved that
sup
u∈N (u0)
|I1(u)| = OP

log n
nh3
+ h43 + n−4/5 log n

,
sup
u∈N (u0)
|I2(u)| = OP

log n
nh3
1/2
+ h23 + n−2/5(log n)1/2

and
sup
u∈N (u0)
|I3(u)− σ 2(u)| = OP

n−2/5

.
Thus, using all of the above expressions, we obtain the uniformly convergent rate of σˆ 2(u) in Theorem 5. Under the
assumptions of Theorem 3, we have that I3(u0) → σ 2(u0) in probability, and Iν(u0) = oP(1), ν = 2, 3. This follows that
σˆ 2(u0) is a consistent estimator of σ 2(u0). 
Appendix B
In the following, we use c > 0 to represent any constant which may take different value for each appearance.
Proof of (A.13). For fixed (t, u) ∈ T ×N (u0), set
rˆ(t, u) = 1
nh1
n−
i=1
IX(Xi)ZijK1

XTi β0 − t
h1/21
,
Ui − u
h1/21

,
fˆ (t, u) = 1
nh1
n−
i=1
IX(Xi)K1

XTi β0 − t
h1/21
,
Ui − u
h1/21

.
We then have
|mˆ2j(t, u;β0)−m2j(t, u)| ≤
mˆ2j(t, u)− E{rˆ(t, u)}E{fˆ (t, u)}
+ E{rˆ(t, u)}E{fˆ (t, u)} −m2j(t, u)

≤ 1|fˆ (t, u)| |rˆ(t, u)− E{rˆ(t, u)}| +
|E{rˆ(t, u)}|
|fˆ (t, u)E{fˆ (t, u)}| |fˆ (t, u)− E{fˆ (t, u)}|
+ 1|E{fˆ (t, u)}| |E{rˆ(t, u)} −m2j(t, u)f (t, u)| +
|m2j(t, u)|
|E{fˆ (t, u)}| |f (t, u)− E{fˆ (t, u)}|.
It easy to shown that
E[rˆ(t, u)− E{rˆ(t, u)}]2 = O (nh1)−1 ,
E[fˆ (t, u)− E{fˆ (t, u)}]2 = O (nh1)−1 ,
E{rˆ(t, u)} = m2j(t, u)f (t, u)+ O(h21)
and
E{fˆ (t, u)} = f (t, u)+ O(h21).
By Theorem 1 of [7], we have, with probability 1,
sup
(t,u)∈Tβ0×N (u0)
|fˆ (t, u)− E{fˆ (t, u)}| = O (nh1/ log n)−1/2 .
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Therefore, from condition C4 we have, when n is large enough, with probability 1,
inf
(t,u)∈Tβ0×N (u0)
|fˆ (t, u)| ≥ |E{fˆ (t, u)}| − sup
(t,u)∈T ×N (u0)
|fˆ (t, u)− E{fˆ (t, u)}| > 0.
This together with above equations and Lemma 1 completes the proof of (A.13). 
Proof of (A.20). By decomposing R(β(r)), we have
R(β(r)) =
n−
i=1
IX(Xi)εig ′(XTi β0)J
T
β(r)

Xi − E(Xi|XTi β0)
+ n−
i=1
IX(Xi)εi

g˜ ′(XTi β;β)− g ′(XTi β0)

βJT
β(r)
Xi
−
n−
i=1
IX(Xi)g ′(XTi β0)J
T
β(r)
Xi

g˜(XTi β;β)− g˜(XTi β0;β0)

−
n−
i=1
IX(Xi)g ′(XTi β0)J
T
β(r)

Xi

g˜(XTi β0;β0)− g(XTi β0)
− εiµ(XTi β0)
−
n−
i=1
IX(Xi)

g˜(XTi β;β)− g(XTi β0)
 
g˜ ′(XTi β;β)− g ′(XTi β0)

JT
β(r)
Xi
≡ R1(β(r))+ R2(β(r))− R3(β(r))− R4(β(r))− R5(β(r)). (B.1)
Noting that Jβ(r) − Jβ(r)0 = OP(n
−1/2) for all β(r) ∈ B∗n , whereB∗n is defined in (A.20), we have
sup
β(r)∈B∗n
‖R1(β(r))− U(β(r)0 )‖ = oP
√
n

, (B.2)
where U(β(r)0 ) is defined in (A.21).
We now deal with R2(β(r)). By simple calculation, we have
R2(β(r)) =
n−
i=1
IX(Xi)εi

g˜ ′(XTi β;β)− g˜ ′(XTi β0;β0)

JT
β(r)
Xi +
n−
i=1
IX(Xi)εi

g˜ ′(XTi β0;β0)− g ′(XTi β0)

JT
β(r)
Xi
≡ R21(β(r))+ R22(β(r)0 ).
Since ‖β(r) − β(r)0 ‖ ≤ C∗n−1/2 implies ‖β − β0‖ ≤ C∗n−1/2 for all β(r) ∈ B∗n and β ∈ Bn using (A.23), it can be shown that
R21(β(r)) =
n−
i=1
IX(Xi)εig˜ ′′(XTi β¯; β¯)JTβ(r)XiXTi (β − β0) = oP
√
n

,
uniformly for β(r) ∈ B∗n . From Lemmas 1 and 2 in [36], we have
E

n−
j=1
Wnj(XTi β0;β0)g(XTi β0)− g ′(XTi β0)
2
= O h23
and
n−
j=1
E
W 2nj(XTi β0;β0) = O (nh33)−1 .
Using above equations, we get
E

n−1R222(β
(r)
0 )

≤ cn−1
n−
i=1
E

n−
j=1
Wnj(XTi β0;β0)g(XTj β0)− g ′(XTi β0)
2
+ cn−1
−
i
−
j
−
k
−
l
E
Wnj(XTi β0;β0)Wnl(XTkβ0;β0)εiεkεjεl
≤ ch23 + cn−1
n−
i=1
n−
j=1
E
W 2nj(XTi β0;β0)
≤ ch23 + c(nh33)−1 −→ 0.
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Hence, we obtain R22(β
(r)
0 ) = oP
√
n

. This proves
sup
β(r)∈B∗n
‖R2(β(r))‖ = oP
√
n

. (B.3)
For R3(β(r)), by a Taylor expansion of β(r) − β(r)0 with a suitable mean β¯(r) ∈ B∗n and β¯ = β¯(β¯(r)), we get
R3(β(r)) =
n−
i=1
IX(Xi)g ′(XTi β0)g˜
′(XTi β¯; β¯)JTβ(r)XiXTi Jβ¯(r)

β(r) − β(r)0

=
n−
i=1
IX(Xi)g ′(XTi β0)

g˜ ′(XTi β¯; β¯)− g ′(XTi β0)

JT
β(r)
XiXTi Jβ¯(r)

β(r) − β(r)0

+
n−
i=1
g ′(XTi β0)
2JT
β(r)
XiXTi Jβ¯(r)

β(r) − β(r)0

≡ R31(β(r), β¯(r))+ R32

β(r), β¯(r)

.
Similar to the proof of Theorem 2, we can derive
sup
(x,β)∈X×Bn
g˜ ′(xTβ;β)− g ′(xTβ0) = oP(1). (B.4)
From (B.4) we obtain that
sup
β(r),β¯(r)∈B∗n
‖R31(β(r), β¯(r))‖ = oP
√
n

and
sup
β(r),β¯(r)∈B∗n
‖R32(β(r), β¯(r))− nV

β(r) − β(r)0

‖ = oP
√
n

.
Therefore, we have
sup
β(r)∈B∗n
‖R3(β(r))− nV

β(r) − β(r)0

‖ = oP
√
n

. (B.5)
We now consider R4(β(r)). Write R4(β(r)) = JTβ(r)R∗4(β(r)). Let R∗4,s denote the sth component of R∗4(β(r)). First, from
Lemmas 1 and 2 in [36] we have
E

n−
j=1
Wnj(XTi β0;β0)g(XTj β0)− g(XTi β0)
2
= O h43 ,
E

n−
j=1
Wni(XTj β0;β0)φ(XTj β0)− φ(XTi β0)
2
= O

h1/23

and
n−
j=1
E

W 2nj(X
T
i β0;β0)
 = O (nh3)−1 ,
where φ(·) = g ′(·)µs(·), µs(·) is the sth component of µ(·),Wnj(·; ·) is defined in Eq. (2.8). Therefore, we get
n−1E

R∗24,s
 ≤ cn−1 n−
i=1
E

n−
j=1
Wni(XTj β0;β0)g ′(XTj β0)Xjs − φ(XTi β0)
2
+ c
n−
i=1
E

n−
j=1
Wnj(XTi β0;β0)g(XTj β0)− g(XTi β0)
2
≤ cn−1
n−
i=1
E

n−
j=1
Wni(XTj β0;β0)g ′(XTj β0)

Xjs − µs(XTj β0)
2
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+ cn−1
n−
i=1
E

n−
j=1
Wni(XTj β0;β0)φ(XTj β0)− φ(XTi β0)
2
+ cnh43
≤ c(nh3)−1 + ch1/23 + cnh43 −→ 0.
This implies
sup
β(r)∈B∗n
‖R4(β(r))‖ = oP
√
n

, (B.6)
and similarly we obtain
sup
β(r)∈B∗n
‖R5(β(r))‖ = oP
√
n

. (B.7)
This together with (B.1)–(B.3) and (B.5)–(B.7) proves (A.20). 
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